Abstract. The class of connected 3-colored digraphs containing exactly one nonsingular cycle is considered in this article. The main objective is to study the smallest Laplacian eigenvalue and the corresponding eigenvectors of such graphs. It is shown that the smallest Laplacian eigenvalue of such a graph can be realized as the algebraic connectivity (second smallest Laplacian eigenvalue) of a suitable undirected graph. The nonsingular unicyclic 3-colored digraph on n vertices, which minimize the smallest Laplacian eigenvalue over all such graphs is determined in this article.
1. Introduction. All our graphs are simple. All our directed graphs have simple underlying undirected graphs (except in Definitions 2.12 and 2.16). At times we use V (G) (resp., E(G)) to denote the set of vertices (resp., edges) of a graph G (directed or undirected). In the absence of any specification V (G) is assumed to be {1, 2, . . . , n}. Let G be a directed graph. We write (i, j) ∈ E(G) to mean the existence of the directed edge from the vertex i to the vertex j. With each edge (i, j), we associate a complex number w ij of absolute value 1 with nonnegative imaginary part, that is, weights are chosen from the upper half part of the unit circle on the complex plane. We call it the weight of that edge. Henceforth, we shall understand that weights are complex numbers of unit modulus with nonnegative imaginary part, unless otherwise specified. We call the directed graph G with such a weight function w a weighted directed graph. The adjacency matrix A(G) of G is the matrix with (i, j)-th entry a ij =    w ij if (i, j) ∈ E(G), w ji if (j, i) ∈ E(G), 0 otherwise. Throughout this article, i = √ −1. Note that choosing the weights only from the "upper half part of the unit circle" is not really a restriction for the study of adjacency Proof. Suppose that C has a chord joining the vertices i and j with 1 ≤ i < j ≤ m. Take the cycles C 1 = [1, . . . , i, j, . . . , m, 1] and C 2 = [i, i + 1, . . . , j, i]. Note that w C1 w C2 = w C = 1, which implies one of C 1 and C 2 has weight other than 1. Hence, G contains at least two nonsingular cycles, which is a contradiction.
Lemma 2.7. Let G be a connected 3-colored digraph containing exactly one nonsingular cycle C. Let u be a vertex of G not on C. Then there is a vertex v on the cycle C such that G − v is disconnected with at least two components, one containing u and another containing the remaining vertices of C.
Proof. In view of Lemma 2.5, we assume that all the edges of G have color red except an edge e on the cycle C. Since G is connected, let v be a vertex in the cycle for which the distance d(v, u) is minimum. Let P uv be a shortest u-v-path in G. Then the vertex v is on every u-w-path, for each vertex w in C. If not, suppose G contains a u-w-path, say P uw which does not contain v, for some vertex w in C. Let P vw (e) be the v-w-path on the cycle C containing the edge e. Take the cycle C ′ = P uv + P vw (e) + P uw . Note that w C ′ = 1. So the cycle C ′ is nonsingular, by Lemma 2.4, which is a contradiction. Hence, G − v is disconnected with at least two components, one containing u and another containing the remaining vertices of C.
The next corollary follows immediately, which generalizes Lemma 2.1 in [7] .
Corollary 2.8. Let G be a connected 3-colored digraph with exactly one nonsingular cycle. If G has no cut vertex, then G is exactly the nonsingular cycle.
Definition 2.9. Let G be a connected 3-colored digraph containing exactly one nonsingular cycle C and let i be a vertex on C. In view of Lemma 2.7, let H be the component of G − i, which contains the remaining vertices of C. Notice that if G − i is connected, then H = G − i. We define G i to be the graph G − V (H).
The next lemma characterizes the structure of connected 3-colored digraphs containing exactly one nonsingular cycle. G is as in Figure 2 .1 or Figure 2 .2, if w C = ±i or w C = −1, respectively. We denote the graph in Figure 2 .1, by G g and the graph in Figure 2 .2, by G b . Note that G b is a mixed graph. Let G be a connected 3-colored digraph with exactly one nonsingular cycle. In view of Remark 2.11, in order to study the spectrum of G it is enough to study the spectrum of G b or G g . Note that G b is nothing but a nonsingular mixed graph with exactly one nonsingular cycle. Fan has studied λ 1 (L(G b )) and its corresponding eigenvectors in [7] . He has proved that for the mixed graph G b , there is an unweighted undirected graph H such that a(H) = λ 1 (L(G b )). 
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Definition 2.13. [13, Definition 40] Let G and F be as defined in Definition 2.12. We may view G as a weighted directed graph where each edge has a weight 1. The orientations of these edges are immaterial. Assign a weight ω to each edge in F . By G ω we denote the weighted directed graph G + F . 
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By Re x and Im x we mean the real part and imaginary part of x, respectively.
We denote the vector (Figure 2. 3) and the graph K 4 [F ] by G (Figure 2.4) . By G r we denote the graph obtained from G b changing the color of the blue edge in G b to red. Note that G r is singular and K ω is nothing but Fig. 2.3 . The graph G.
The next result is one of our main results of this section which completely characterizes the Laplacian spectrum of the graph G. 
2
(1) 
Note that ω = −1 is a 4-th root of unity and G = K 4 [F ] , where F = {(1, m)}. Hence, µ is an eigenvalue of L( G) with an eigenvector z ω ⊗ y, by first part of Proposition 2.15(a). Proof of part (c) follows similarly.
Proof. Let e = 1m be the blue edge in G b . Note that the principal submatrices of L(G) and L(G r ) obtained by deleting the first row and column are the same. Let L 1 be the principal submatrix of L(G) and L(G r ) formed by deleting its first row and column. By interlacing theorem, we have 
is a Fiedler vector of G.
Proof. Let e = 1m be the blue edge in
for ω = 1, respectively. Thus, the Laplacian spectrum of G is the union of the Laplacian spectrum of G b and G r , by Proposition 2.15. Since G r is singular, we see that Below we state a result for unweighted undirected graphs due to Bapat and Pati [3] , which shall be used. 
Proof. In view of Lemma 2.23, let x be a first eigenvector of G b such that x is nonnegative on the vertices of the cycle containing the blue edge e = ij and x * x = 1. Then
Hence, the result holds.
The following result says that the smallest Laplacian eigenvalue of G g is nothing but the algebraic connectivity of the unweighted undirected graph G.
Fiedler vectors.
Proof. By Theorem 2.17, the Laplacian spectrum of G is the union of the Laplacian spectra of G g , G b and G r . Note that a( G) is the smallest nonzero eigenvalue of L( G) and G r is singular. Thus, a( 
Proof. Since C contains an odd number of green edges, we see that w C = ±i. Thus, G is D-similar to the 3-colored digraph G g as shown in Figure 2 .1, by Remark 2.11.
x is a first eigenvector of G g . Hence, the corollary holds, by Theorem 2.25. 3. First eigenvectors of G g . Fan [7] has studied the structure of the first eigenvectors of G b . In this section, we describe the structure of the real and imaginary parts of first eigenvectors of G g . We prove a monotonicity property on the real and imaginary parts of the first eigenvectors of G g , which is analogous to the Fiedler's monotonicity theorem in [10] . Finally, we prove that multiplicity of λ 1 (L(G g )) is one.
Below we state the Fiedler's monotonicity theorem for unweighted undirected graphs which shall be used. The next result is one of our main results of this section, which describes the structure of a first eigenvector of G g . 
, respectively. In the last case, all vertices in P have real part (resp., imaginary part) zero.
Proof. (a) Suppose that the valuations of x at the vertices of C are all zero. Let P
Take the cycle k (where G k is as in Definition 2.9) for some k with 1 ≤ k ≤ m. Thus, G has at least four blocks containing both positively and negatively valuated vertices (with respect tox), which is a contradiction.
Case 2:
If G satisfies Case B of Proposition 3.1 with respect tox, then there exists a unique vertex
is as in Definition 2.16. Thus,x(u (i) ) = 0,x(w (i) ) = 0, and
in G for i = 1, 2, 3, 4, which is contradiction. Hence, the cycle C contains at least one nonzero valuated vertex (with respect to x).
To prove the second part of (a), let x(u) = 0 for some vertex u in C. Thus, either Re x(u) = 0 or Im x(u) = 0. Note thatx(u 4) and Im x(u j ) =x(u
j ) for j = 1, . . . , k, where B (4) is a block in G corresponding to B, it follows that the imaginary parts of the valuations (with respect to x) at all the vertices in B are either positive, negative, or zero.
(c) Let P (1) and P (4) be the paths corresponding to P which starts at the vertices v (1) and v (4) , respectively in G. By part(a), G satisfies Case A of Proposition 3.1, with respect tox. Thus, the points of articulation contained in P (1) (resp., P (4) ) forms either an increasing, decreasing, or zero sequence along this path according to whether
x(v (4) ) = 0), by Proposition 3.1. Note that Re x(u) =x(u (1) ), and Im x(u) =x(u (4) ) for any vertex u of P . Thus, the real parts (resp., imaginary parts) of the valuations at the points of articulation contained in P form either an increasing, decreasing, or zero sequence along this path according to whether Re x(v) > 0 (resp., Im x(v) > 0), Re x(v) < 0, (resp., Im x(v) < 0), or Re x(v) = 0 (resp., Im x(v) = 0).
The following example illustrates the Theorem 3.2. The next result describes the sign structure of the real and imaginary parts of first eigenvectors of G g . (a) Assume that Re x = 0 on the vertices of C. By Theorem 3.2, x is nonzero on C. Let Im x(u) = 0 for some vertex u on C. Observe thatx(u (2) ) = − Im x(u) = 0 and
in G contain at least one characteristic vertex each of G. Thus, |C( G,x)| ≥ 3, a contradiction. Similarly, we can prove that Im x = 0 on the vertices of C.
(b) Assume that u is a vertex on the cycle C such that x(u) = 0. Then Re x(u) = 0, Im x(u) = 0. By part(a), Re x = 0 on the vertices of C. Let w be a vertex on C such that Re x(w) = 0. Sincex(u (1) ) = Re x(u) = 0 andx(w (1) ) = Re x(w) = 0, we see that P (1) uw contains at least one characteristic vertex each of G. Similarly, P (3) uw contains at least one characteristic vertex each of G. Note thatx(u (2) ) = − Im x(u) = 0. Thus, if w lies on the u-1-path in G g − e, then the path P (1)
mu contains at least one characteristic vertex of G. Thus, |C( G,x)| ≥ 3, a contradiction. Similarly, if w lies on the m-u-path in G g − e, we get a contradiction. 
mv in G contains at least one characteristic vertex. Similarly the path P 
vw contains at least one characteristic vertex of G. Similarly, we see that P contains a characteristic vertex of G, which implies |C( G,x)| ≥ 3, a contradiction. Similarly, if Re x(i) Re x(j) < 0 for some vertices i, j on C we get a contradiction. Similarly, we can prove for Im x.
In our next result, we prove the nonnegativity of the real and imaginary parts on In the next theorem, we prove that λ 1 (L(G g )) has multiplicity one. 
mv and P
in G contain at least two characteristic vertex each, which implies |C( G, Y )| > 2, a contradiction. Hence, the result holds.
In [8] , the authors proved that multiplicity of λ 1 (L(G b ) is at most two when G b is unicyclic. Here G b is not necessarily unicyclic. Hence, the following result is a generalization of [8, Theorem 2.14]. eigenvalue over all such graphs. The unique mixed graph which minimizes the smallest Laplacian eigenvalue over all nonsingular unicyclic mixed graphs on n vertices was determined in [8] .
We ask the following question: Does there exist a unique nonsingular unicyclic 3-colored digraph on n vertices, which minimizes the smallest Laplacian eigenvalue over all such graphs? In this section, we answer this question in the affirmative.
The next lemma is an immediate application of the interlacing theorem, see [12] . 
Lemma 4.2. [5]
Consider the cycle C on n vertices with
Definition 4.3.
[13] Let G be a 3-colored digraph on vertices 1, . . . , n and let F g be the set of green edges in G. Let G ′ be a copy of G, in which we replace the label of the vertex i by i ′ , for each i = 1, . . . , n. Let F ′ g denote the green edges in G ′ corresponding to F g . Construct the mixed graph on 2n vertices obtained from
) by inserting a red edge uv ′ and a blue edge u ′ v, for each green edge (u, v) ∈ F g . We denote this graph by G[g].
Below we sate a result due to Kalita and Pati contained in [13] which shall be used. 
Assume that G is not a cycle. By Theorem 2.25, λ 1 (L(G)) = a( G), where G is as in Definition 2.16, constructed from G g (as in Figure 2. 1) corresponding to G. Since G has at least one pendent vertex, we see that G can be obtained from the lollipop graph C 4m+1,4m by adding pendents sequentially. Thus, by Lemma 4.1 and 4.8,
). So the equality holds if and only if G has no pendent vertices. 
The next Lemma follows from Lemma 4.12 which generalizes [6, Theorem 3.2]. Lemma 4.14. Let G be a nonsingular unicyclic 3-colored digraph on n vertices with a fixed girth m obtained from a cycle C by attaching at most one path to each vertex i of C. Let P i = i, i 1 , i 2 , . . . , i r (r ≥ 1) and P j = j, j 1 , . . . , j s , (s ≥ 1) be the paths attached to the vertex i and j on C, respectively. Let x be a first eigenvector of
Proof. Without loss of generality, we assume that Im x(i) = 0. Then, by Theorem 3.5(d), Re x > 0 and by Theorem 3.2, x(i k ) are real for k = 1, . . . , r and
Let y ∈ C n be defined on the vertices of G 1 such that Observe that x * L(G)x = y * L(G 1 )y and
By g C n and b C n we mean a cycle of weight ±i and a cycle of weight −1, on n vertices, respectively.
In the next result, we prove that among all nonsingular unicyclic 3-colored digraphs on n vertices with a fixed girth m, g C n,m minimizes the smallest eigenvalue. 
Proof. Let C = [1, . . . , m, 1] be the cycle in G and let
, where P ni is a path on n i vertices with pendent vertices u i and v i , w i is a vertex on C, for i = 1, . . . , k and n = m + k i=1 n i . Let x be a first eigenvector of H such that max 1≤i≤k |x(w i )| = |x(w 0 )|. Thus, by Theorem 4.14, λ 1 (L(H)) ≥ λ 1 (L(H 1 )), where
Note that the graph H 1 has exactly k − 1 paths attached to k − 1 vertices of the cycle. By Lemma 2.24,
. Thus, with similar argument, after a finite number of steps we have
, by Lemma 4.14. Hence, the result holds.
Definition 4.16. Consider the path P n , n ≥ 3 on vertices 1, . . . , n. Add the blue colored edge joining the vertices k and n − k + 1 of P n , for 1 ≤ k < n 2 to obtain a mixed graph. We denote this graph by G(n, k). 
Definition 4.19. Let G be a 3-colored digraph. By F r , F b , and F g we mean the set of red edges, blue edges and green edges in G, respectively. Let x be an eigenvector of L(G) corresponding to an eigenvalue λ. By eigen-condition at a vertex i, we mean the following equation.
Remark 4.20. Observe that if Y is an eigenvector of L(P n ) corresponding to an eigenvalue λ, then we see that
eigenvector of L(P n ) corresponding to the same eigenvalue λ. Note that L(P n ) has distinct eigenvalues 2(1 − cos πj n ), for j = 1, . . . , n. Thus, Y = αY ′ , for some α ∈ R, which implies α = ±1. Hence, Y (i) = ±Y (n − i + 1) for i = 1, . . . , n. Moreover, if T is a tree on n vertices then a(P n ) = 2(1 − cos π n ) ≤ a(T ), see [9] . In the next lemma, we prove that the smallest Laplacian eigenvalue of G(n, k) for k = 1, n is simple and if n is even, then λ 1 (L(G(n, k))) is equal to the algebraic connectivity of P n for each k. 
Proof. (i) Let Y be a first eigenvector of G(n, k). Assume that Y (n) = 0. Using Definition 4.19, the eigen-condition at the vertex n of G(n, k), we have 
Note that G(n, k) can be obtained from b C n−k+1,n−2k+2 by adding pendent vertices sequentially. Thus, by Lemma 4.1,
, by Lemma 4.18(ii). So Y (k + 1) = −Y (n − k + 1) = 0, a contradiction to Lemma 3.9. Thus, Y (n) = 0 for any first eigenvector Y of G(n, k). Assume that there exist two linearly independent first eigenvectors Z 1 , Z 2 of G(n, k). Let Z = αZ 1 + βZ 2 , where α = Z 2 (n) = 0, β = −Z 1 (n) = 0. Then Z is a first eigenvector of G(n, k) with Z(n) = 0, a contradiction. Hence, λ 1 (L(G(n, k))) has multiplicity one, for k = 1, n.
(ii) Let n be even. If k = 1, n, then G(n, k) = b C n . By Lemma 4.2, λ 1 (L( b C n )) = 2(1 − cos π n ) = a(P n ). Assume that k = 1, n. Let y be a Fiedler vector of P n . Then y(k) = −y(n−k+1). Hence, y is an eigenvector of L(G(n, k))) corresponding to a(P n ). Thus, λ 1 (L(G(n, k))) ≤ a(P n ). Assume that λ 1 (L(G(n, k))) < a(P n ). Let z be an eigenvector of L(G(n, k))) corresponding to the eigenvalue λ 1 (L(G(n, k))). Observe that z ′ = z(n) z(n − 1) · · · z(1) t is an eigenvector of L(G(n, k))) corresponding to the eigenvalue λ 1 (L(G(n, k))). By part (i), multiplicity of λ 1 (L(G(n, k))) is one. Thus, z = αz ′ for some α ∈ R, which implies α = ±1. If α = 1, then z(i) = z(n−i+1) for each i, 1 ≤ i ≤ n 2 . In that case, z is an eigenvalue of L(G ′ ), where G ′ is the graph obtained from G(n, k) by removing the red edge joining the vertices , k) )), a contradiction. If α = −1, then z(k) = −z(n − k + 1). In that case, z is an eigenvector of L(P n ) corresponding to the eigenvalue λ 1 (L (G(n, k)) ). Thus, a(P n ) ≤ λ 1 (L (G(n, k)) ), a contradiction. Hence, the result holds.
The next lemma is crucial in proving our main result of this section.
Proof. Observe that g C n,m = g C n for n = m. Hence, the lemma holds for m = n. Let m < n and let x ∈ C n be a first eigenvector of g C n,m such that Im x(m) = 0. By Theorem 3. C n+m,2m ) ). Hence, ,2m ) ).
Observe that G(2n, n − m + 1) can be obtained from b C n+m,2m by adding pendent vertices sequentially. Thus, λ 1 (L( b C n+m,2m )) ≥ λ 1 (L(G(2n, n − m + 1))) = a(P 2n ), using Lemma 4.1 and Lemma 4.21(ii). Hence, λ 1 (L( g C n,m )) ≥ a(P 2n ) = 2(1 − cos π 2n ). Since g C n is a cycle of weight ±i, we see that λ 1 (L( g C n )) = 2(1 − cos π 2n ), by Lemma 4.5. Hence, the lemma holds.
The next lemma provides a lower bound for the smallest Laplacian eigenvalue of unicyclic 3-colored digraphs. 
Equality holds if and only if G is a cycle
Proof. Using Theorem 4.15 and Lemma 4.22 we have,
Note that λ 1 (L( g C n )) = 2(1 − cos π 2n ), by Lemma 4.5. Hence, the result holds. The next theorem is our main result of this section which provides the unique graph minimizing the smallest Laplacian eigenvalue over all nonsingular unicyclic 3-colored digraphs on n vertices. Proof. Proof follows from Lemma 4.23.
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