Abstract: In this paper, we establish the Composition-Diamond lemma for associative nonunitary Rota-Baxter algebras with weight λ. As applications, we obtain a linear basis of a free commutative Rota-Baxter algebra without unity and show that every countably generated Rota-Baxter algebra with weight 0 can be embedded into a two-generated Rota-Baxter algebra.
Introduction
Gröbner bases and Gröbner-Shirshov bases theories were invented independently by A.I. Shirshov for non-associative algebras and commutative (anti-commutative) non-associative algebras [57] , for Lie algebras (explicitly) and associative algebras (implicitly) [58] , for infinite series algebras (both formal and convergent) by H. Hironaka [42] and for polynomial algebras by B. Buchberger (first publication in [18] ). Gröbner bases and Gröbner-Shirshov bases theories have been proved to be very useful in different branches of mathematics, including commutative algebra and combinatorial algebra, see, for example, the books [1, 6, 17, 19, 20, 25, 34] , the papers [7, 8, 9] , and the surveys [10, 14, 15, 16] . The Shirshov's Composition-Diamond lemma-Buchberger's theorem is the corner stone of the theories. This proposition says that in appropriate free algebra A k (X) over a field k with a free generating set X and a fixed monomial ordering, the following conditions on a subset S of A k (X) are equivalent: (i) Any composition (s-polynomial) of polynomials from S is trivial; (ii) If f ∈ Id(S), then the maximal monomialf contains some maximal monomials, where s ∈ S; (iii) The set Irr(S) of all (non-associative in general) words in X, which do not contain any maximal words, s ∈ S, is a linear k-basis of the algebra A(X|S) = A(X)/Id(S) with generators X and defining relations S (for Lie algebra case, Irr(S) is a set of Lyndon-Shirshov Lie words whose associative support do not contain maximal associative words of polynomials from S).
Up to now, different versions of Composition-Diamond lemma are known for the following classes of algebras apart those mentioned above: (color) Lie super-algebras ( [48, 49] ) [50] , Lie p-algebras [49] , associative conformal algebras [13] , modules [43] , dialgebras [11] , associative algebras with multiple operators [12] . In this paper, we establish the Composition-Diamond lemma for associative nonunitary Rota-Baxter algebras with weight λ. As applications, we obtain a linear basis of a free commutative Rota-Baxter algebra without unity and show that every countably generated Rota-Baxter algebra with weight 0 can be embedded into a two-generated Rota-Baxter algebra. In [13] , a Rota-Baxter algebras were invented by G. Baxter [5] and studied by G.-C. Rota [54, 55, 56] , F.V. Atkinson [4] and P. Cartier [21] . Since then, it has been related to many topics in mathematics and mathematical physics, see, for example, [22, 23, 24, 26, 27, 28, 29, 32, 33, 35, 36, 40, 41, 44, 51, 52, 53] .
Not so many examples of Rota-Baxter algebras are known. They are mostly free associative (commutative and with unity) Rota-Baxter algebras [3, 30, 31] ( [37, 38, 41] ) and low-dimensional Rota-Baxter algebras [2, 47] . This paper provides a systematical method to deal with Rota-Baxter algebras defined by generators and defining relations.
In this paper, k is a field of characteristic zero and Rota-Baxter algebra always means Rota-Baxter algebra without unity.
We thank Ms Qiuhui Mo for some useful discussions.
Free Rota-Baxter algebra
Let A be an associative algebra over k and λ ∈ k. Let a k-linear operator P : A → A satisfy P (x)P (y) = P (P (x)y) + P (xP (y)) + λP (xy), ∀x, y ∈ A.
Then A is called a Rota-Baxter algebra with weight λ.
A subset I of a Rota-Baxter algebra A is called a Rota-Baxter ideal of A if I is an ideal of A such that P (I) ⊆ I.
Let A, B be two Rota-Baxter algebras and f : A −→ B be a mapping. Then f is called a homomorphism if f is a k-algebra homomorphism such that for any a ∈ A, f (P (a)) = P (f (a)).
Recall that a free Rota-Baxter algebra with weight λ on a set X is a Rota-Baxter algebra A generated by X with a natural mapping i : X → A such that, for any Rota-Baxter algebra R with weight λ and any map f : X → R, there exists a unique homomorphism
The free Rota-Baxter algebra generated by a nonempty set X is given by K. EbrahimiFard and L. Guo [30] .
Let X be a nonempty set, S(X) the free semigroup generated by X without identity and P a symbol of a unary operation. For any two nonempty sets Y and Z, denote by
where for a set T , T 0 means the empty set.
Remark: In Λ P (Y, Z), there are no words with a subword P (z 1 )P (z 2 ) where z 1 , z 2 ∈ Z.
Clearly, P (Φ(X)) ⊂ Φ(X). If u ∈ X ∪P (Φ(X)), then u is called prime. For any u ∈ Φ(X), u has a unique form u = u 1 u 2 · · · u n where u i is prime, i = 1, 2, . . . , n, and u i , u i+1 can not both have forms as p(u
). If this is the case, then we define the breath of u to be n, denoted by bre(u) = n.
For any u ∈ Φ(X) and for a set T ⊆ X ∪ {P }, denote by deg T (u) the number of occurrences of t ∈ T in u. Let
We order Deg(u) lexicographically.
Let kΦ(X) be a free k-module with k-basis Φ(X) and λ ∈ k a fixed element. Extend linearly P : kΦ(X) → kΦ(X), u → P (u) where u ∈ Φ(X). Now we define the multiplication in kΦ(X).
Firstly, for u, v ∈ X ∪ P (Φ(X)), define
uv, otherwise.
Secondly, for any
Equipping with the above concepts, kΦ(X) is the free Rota-Baxter algebra with weight λ generated by X, see [30] .
We denote by RB(X) the free Rota-Baxter algebra with weight λ generated by X.
Composition-Diamond lemma for Rota-Baxter algebras
In this section, we establish the Composition-Diamond lemma for Rota-Baxter algebras with weight λ.
Let N be the set of non-negative integers and N + the set of positive integers.
Let the notations be as before. We have to order Φ(X). Let X be a well ordered set. Let us define an ordering > on Φ(X) by induction on the Deg-function.
If (n, m) = (1, 0), then u, v ∈ X and we use the ordering on X. Suppose that for (n, m) the ordering is defined where (n, m)
It is clear that > is a well ordering on Φ(X). Throughout this paper, we will use this ordering. Now, for any 0 = f ∈ RB(X), f has the leading termf and
Denote by lc(f ) the coefficient of the leading termf . If lc(f ) = 1, we call f monic.
For any u ∈ Φ(X) and any non-negative integer n, we denote by
Clearly, if u ∈ Φ(X), then there exists a unique n ∈ N such that u = P n (u ′ ) where
The proof of the following lemma is straightforward. We omit details.
Lemma 3.1 For any u, v ∈ Φ(X), n, m ≥ 1, we have
where
Moreover, if we define α (n,0,s) = 0, β (0,m,l) = 0, then the coefficients satisfy the recursive relations:
3) α (n,m,n) = β (n,m,m) = 1.
Proof: There are four cases to consider.
Case 2: bre(u) = 1 and
Case 3: bre(u) = s > 1 and
Since Case 1, Case 2 and Case 3 are simple to prove, we just prove the following. 
Then we have the following two subcases to consider.
Proof: Firstly, we show u · w > v · w. We may assume u = u 1 · · · u s , v = v 1 · · · v l , s, l ≥ 1 and u 1 > v 1 where u i , v j are prime, i = 1, 2, . . . , s, j = 1, 2, . . . , l, and Deg(u) = Deg(v). We may also assume that w = P (w ′ ) ∈ P (Φ(X)).
It is noted that if s > 1 and l = 1, then, since Deg(u) = Deg(v), we will have v > u, a contradiction. So we just need to consider the following cases. Case 1: s > 1, l > 1 and Case 2: s = 1, l > 1. These two cases are clear.
). Then we need to consider two subcases.
This shows that u · w > v · w.
Secondly, we show that w · u > w · v.
We may assume that w = P (w
Then we have the following two cases.
We only need to consider the case of
where m ≥ 1 and w ′′ / ∈ P (Φ(X)). Then we have the following subcases to consider.
Case 2: u 1 = v 1 . This case is clear.
For any u, v ∈ Φ(X), clearly,
Let ⋆ be a symbol and ⋆ / ∈ X. By a ⋆-Rota-Baxter word we mean any expression in Φ(X ∪ {⋆}) with only one occurrence of ⋆. The set of all ⋆-Rota-Baxter words on X is denoted by Φ ⋆ (X).
Let u be a ⋆-Rota-Baxter word and s ∈ RB(X). Then we call
an s-Rota-Baxter word. For short, we call u| s an s-word.
In other words, an s-word u| s means that we have replaced the ⋆ of u by s.
Similarly, we can define (⋆ 1 , ⋆ 2 )-Rota-Baxter words as expressions in Φ(X ∪ {⋆ 1 , ⋆ 2 }) with only one occurrence of ⋆ 1 and only one occurrence of ⋆ 2 . Let us denote by Φ
If u| s = u| s , then we call u| s a normal s-word.
By Lemma 3.3, we have the following lemma which shows that the ordering > on Φ(X) is monomial.
where w| u = w| ⋆ →u and w| v = w| ⋆ →v .
Remark: If u| s is a normal s-word, then P l (u| s ) is also a normal s-word where l ∈ N .
In order to describe the ideal Id(S) of RB(X) generated by S, we introduce the concept of P -s-words.
For any nonempty set X, define
Then we have
Clearly, Φ(X) ⊂ Ψ(X). Now, we can define Ψ ⋆ (X) as the definition of Φ ⋆ (X).
Let w ∈ Ψ ⋆ (X) and s ∈ S. Then we call w| s a P -s-word.
The following lemma says that each P -s-word is a linear combination of s-words.
Then the P -s-word u ′ | s has an expression:
Proof: For any u ∈ Ψ(X), in Ψ(X), u has a unique expression
Such an n is called the P -length of u.
. We prove the result by induction on the P -length n of u ′′ and on u ′ | s .
We may assume that u ′′ ∈ Φ(X).
Case 2. n ≥ 2. Then there are two cases to consider.
There exists 1
Thus, by the Rota-Baxter identity, in RB(X),
where in the right side, each term has P -length n−1 and (
the result follows by induction on n.
For each
For u m , there are two cases to consider: u m = P (v) and u m = x.
For each u i , 1 ≤ i ≤ n, i = m, by the Rota-Baxter identity, we may assume
The proof is complete.
Let f, g ∈ RB(X) be monic with f = u 1 u 2 · · · u n where each u i is prime. Then, there are four kinds of compositions.
(i) If u n ∈ P (Φ(X)), then we define composition of right multiplication as f · u where u ∈ P (Φ(X)).
(ii) If u 1 ∈ P (Φ(X)), then we define composition of left multiplication as u · f where u ∈ P (Φ(X)).
(iii) If there exits a w = f a = bg where f a is normal f -word and bg is normal g-word, a, b ∈ Φ(X) and deg {P }∪X (w) < deg {P }∪X (f ) + deg {P }∪X (g), then we define the intersection composition of f and g with respect to w as (f, g) w = f · a − b · g.
(iv) If there exists a w = f = u| g where u ∈ Φ ⋆ (X), then we define the inclusion composition of f and g with respect to w as (f, g) w = f − u| g . Note that if this is the case, then u| g is a normal g-word.
We call w in (f, g) w the ambiguity with respect to f and g. By Lemma 3.4, (f, g) w < w.
Let S ⊂ RB(X) be a set of monic polynomials. Then the composition (f, g) w is called
where each α i ∈ k, s i ∈ S, u i | s i is normal s i -word and u i | s i < w. If this is the case, then we write (f, g) w ≡ 0 mod(S, w).
The composition of left (right) multiplication is called trivial mod(S) if
where each α i ∈ k, s i ∈ S, u i | s i is normal s i -word and
If this is the case, then we write
In
Proof: We prove the result by induction on u| s . If u| s = s, then there is nothing to prove. Suppose that u| s > s. We consider the following two cases.
Case 1: u| s = w 1 sw 2 where w 1 , w 2 ∈ Φ(X) (w 1 , w 2 may be empty). We only consider the case w 1 , w 2 ∈ Φ(X). The other cases are simple. By induction we assume that
Suppose that w 2 = w 21 w 22 · · · w 2n and s i = q i1 q i2 · · · q it where w 2j , q ij are prime.
There are two cases to consider.
, then we need to consider the following four subcases. Subcase 1: w 1i and w 2i are both empty words. Then
In this case, we also have the following two subcases to consider.
(I-1-1): q it ∈ X. In this case, v i | s i w 2 = s i w 2 is clearly a normal s i -word.
(I-1-2): q it ∈ P (Φ(X)). If w 21 ∈ X, then v i | s i w 2 = s i w 2 is normal s i -word clearly.
Otherwise, since each composition of right multiplication is trivial,
where each γ ij ∈ k, s ij ∈ S, v ′ ij | s ij is normal s ij -word and v
Subcase 2: w 1i ∈ Φ(X) and w 2i is empty word. Then
If bre(s i ) = 1, then we have the following two subcases to consider.
(I-2-1): s i = x ∈ X. Then v i | s i w 2 is a normal s i -word clearly.
(I-2-2): s i ∈ P (Φ(X)). Then we need to consider the following two subcases.
(i): If w 21 ∈ X, then v i | s i w 2 is a normal s i -word.
(ii): If w 21 ∈ P (Φ(X)), then because each composition of right multiplication is trivial, we have (*). Since v i | s i = w 1i s i is normal s i -word and s i ∈ P (Φ(X)), we have w 1i = w ′ 1i x where x ∈ X. Therefore, each
If bre(s i ) = t > 1, we also have the following two subcases to consider.
(I-2-3): q it ∈ X. In this case, v i | s i w 2 = w 1i s i w 2 is clearly a normal s i -word.
(I-2-4): q it ∈ P (Φ(X)). If w 21 ∈ X, then v i | s i w 2 = w 1i s i w 2 is normal s i -word clearly. Otherwise, since each composition of right multiplication is trivial, we have (*). We need to consider the following two cases.
). Similar to the case (ii) in (I-2-2), we have the result. (ii): q i1 ∈ X. We need to consider the following two subcases.
q it w 2 and q i1 ∈ X, we have w 1i v ′ ij | s ij is still normal s ij -word. Subcase 3: w 1i , w 2i ∈ Φ(X) and Subcase 4: w 1i is a empty word and w 2i ∈ Φ(X). These two subcases are simple to prove.
is a normal s i word, we may just consider the case w 1i and w 2i are both empty word (other cases are simple). Moreover, we may suppose
Similar to the proof of Lemma 3.5, we have the result. This proves the Case 1.
Case 2: u| s = w 1 P (u ′ | s )w 2 where u ′ ∈ Φ ⋆ (X), w 1 , w 2 ∈ Φ(X) (w 1 , w 2 may be empty). By induction we have u
Proof: There are three cases to consider. In fact, all cases are essentially true in the same way.
(i) s 1 and s 2 are disjoint. In this case, there exits a (⋆ 1 , ⋆ 2 )-Rota-Baxter word Π such that
where u 1 | s 1 = Π| s 1 ,s2 is normal s 1 -word and u 2 | s 2 = Π| s 1,s2 is normal s 2 -word. Then
By Lemma 3.5, we may suppose that
Since S is a Gröbner-Shirshov basis, by Lemma 3.6, we have
where β 1lm , β 2tn ∈ k, s 2tn , s 1lm ∈ S, w 2tn | s 2tn and w 1lm | s 1lm are normal s 2tn -and s 1lm -words, respectively, w 2tn | s 2tn ≤ u 2t | s 2 = Π| s 1 −s 1 ,s 2 < Π| s 1 ,s 2 = w and w 1lm | s 1lm < w. Therefore,
It follows that
(ii) s 1 and s 2 have nonempty intersection but do not include each other. Without loss of generality, we may assume that s 1 a = bs 2 for some a, b ∈ Φ(X). This implies that s 1 a is normal s 1 -word and bs 2 is normal s 2 -word. Then there exists a Π ∈ Φ ⋆ (X) such that
where Π| s 1 a is normal s 1 a-word and Π| bs 2 is normal bs 2 -word. Thus, we have
Since S is a Gröbner-Shirshov basis,
Then, by Lemmas 3.5 and 3.6,
where each β jl ∈ k, s jl ∈ S, w jl | s jl is also normal s jl -word,
(iii) One of s 1 , s 2 is contained in the other. For example, let s 1 = u| s 2 for some ⋆-Rota-Baxter word u.
Similar to (ii), we can obtain the result.
Lemma 3.8 Let S ⊆ RB(X) be a set of monic polynomials. Irr(S) {u ∈ Φ(X)|u = v| s , s ∈ S, v| s is normal s-word}. Then for any f ∈ RB(X), f has an expression
In both cases f 1 < f . Now, the result follows from induction on f . Theorem 3.9 (Composition-Diamond lemma for Rota-Baxter algebras) Let RB(X) be a free Rota-Baxter algebra over a field of characteristic 0 and S a set of monic polynomials in RB(X), > the monomial ordering on Φ(X) defined as before and Id(S) the Rota-Baxter ideal of RB(X) generated by S. Then the following statements are equivalent.
(I) S is a Gröbner-Shirshov basis in RB(X).
(III) Irr(S) = {u ∈ Φ(X)|u = v|s, s ∈ S, v| s is normal s-word} is a k-basis of RB(X|S) = RB(X)/Id(S).
Proof: (I)=⇒ (II) Let 0 = f ∈ Id(S). By Lemmas 3.5 and 3.6, we may assume that
We arrange these leading words in non-increasing order by
Now we prove the result by induction on m and w 1 .
If m = 1, thenf = u 1 | s 1 and there is nothing to prove. Now we assume that m ≥ 2.
Since S is a Gröbner-Shirshov basis in RB(X), by Lemma 3.7, we have
where each β j ∈ k, s j ∈ S, v j | s j < w 1 and v j | s j is normal s j -word. Therefore, since
we have
If either m > 2 or α 1 + α 2 = 0, then the result follows from induction on m. If m = 2 and α 1 + α 2 = 0, then the result follows from induction on w 1 .
(II)=⇒ (III) For any f ∈ RB(X), by Lemma 3.8, f + Id(S) can be expressed by the elements of Irr(S) + Id(S). Now Suppose that α 1 u 1 + α 2 u 2 + · · · + α n u n = 0 in RB(X|S) with each u i ∈ Irr(S), u 1 > u 2 > · · · > u n and each 0 = α i ∈ k. Then, in RB(X),
By (II), we have u 1 =ḡ / ∈ Irr(S), a contradiction. Hence, Irr(S) is k-linearly independent. This shows that Irr(S) is a k-basis of RB(X|S).
(III)=⇒(I) For any (f, g) w where f, g ∈ S, by Lemma 3.
Since (f, g) w ∈ Id(S) and by (III), each α i = 0. Thus (f, g) w ≡ 0 mod(S, w).
For any composition of left multiplication, P (u) · f where f ∈ S, by Lemma 3.8 and by (III), we have P (u) · f = j β j v j | s j where each β j ∈ k, s j ∈ S, v j | s j is normal s j -word and v j | s j ≤ P (u) · f . This shows that each composition of left multiplication in S is trivial mod(S). Similarly, each composition of right multiplication in S is trivial mod(S).
Applications
In [54, 21] , G. Rota and P. Cartier constructed free commutative Rota-Baxter algebra with certain restriction. While in [37, 38] , L. Guo and W. Keigher constructed free commutative Rota-Baxter algebra with unity by mixable shuffle algebra, also see [41] . In this section, by using the Composition-Diamond lemma for Rota-Baxter algebras (Theorem 3.9), we have the following results: 1. We give a Gröbner-Shirshov basis for the free commutative Rota-Baxter algebra RB(X|S) and as an application, a linear basis of the free commutative Rota-Baxter algebra without unity is obtained. 2. We show that every countably generated Rota-Baxter algebra with weight 0 can be embedded into a two-generated Rota-Baxter algebra. 3. We prove the -PBW Theorems for dendriform dialgebra and dendriform trialgebra.
Theorem 4.1 Let I be a well ordered set, X = {x i |i ∈ I} and the ordering on Φ(X) defined as before. Let
(1)
Let S consist of (1) and (2). Then S is a Gröbner-Shirshov basis in RB(X).
Proof: Denote by s ∧ l the composition of the polynomials of type s and type l.
The ambiguities of all possible compositions of the polynomials in S are only as below:
All possible compositions of left multiplication are P (v) · g where v ∈ Φ(X).
Now we check that all the compositions are trivial. We only check 1 ∧ 1 as an example.
. By Lemmas 3.1 and 3.2,
) and α 0 = α (l,t,1) . Therefore
Thus all the compositions in S are trivial.
This shows that S is a Gröbner-Shirshov basis.
We now use the same notations as in Theorem 4.1. Clearly, RB(X|S) is the free commutative Rota-Baxter algebra generated by X with weight λ.
The following corollary follows from our Theorems 3.9 and 4.1. 
is a k-basis of RB(X|S) where
Now, we show that every countably generated Rota-Baxter algebra with weight 0 can be embedded into a two-generated Rota-Baxter algebra. Theorem 4.3 Every countably generated Rota-Baxter algebra with weight 0 can be embedded into a two-generated Rota-Baxter algebra.
Proof: Since every countably generated Rota-Baxter algebra A is countably dimensional, we may assume that A has a k-basis X = {x i |i = 1, 2, . . .}. Then A can be expressed as A = RB(X|S), where S = {x i x j = {x i , x j }, P (x i ) = {P (x i )} | i, j ∈ N + } and for any u ∈ Φ(X), {u} means the linear combination of u by x t , x t ∈ X.
For u ∈ Φ(X), we denote supp(u) the set of x i ∈ X appearing in the word u, for example, if u = x 1 P (x 2 )x 3 x 1 , then supp(u) = {x 1 , x 2 , x 3 }.
Let H = RB(X, a, b|S 1 ), where S 1 consists of the following relations:
Let the ordering on Φ(X, a, b) be defined as before, where
We will prove that S 1 is a Gröbner-Shirshov basis in RB(X, a, b).
The ambiguities w of all possible compositions of in S 1 are:
All possible compositions of left and right multiplications in S 1 are as below:
We have to check that all these compositions are trivial. We just take 5) and 6) as examples.
For 6),
where v ∈ Φ(X, a, b) such that u ≡ v mod({III}, u). There are two cases to consider.
Thus, S 1 is a Gröbner-Shirshov basis in RB(X, a, b). By Theroem 3.9, A can be embedded into the Rota-Baxter algebra H which is generated by {a, b}.
Recall that a dendriform dialgebra (see [45] ) is a k-module D with two binary operations ≺ and ≻ such that Then D has the expression
In [30] , K. Ebrahimi-Fard and L. Guo proved that
is the universal enveloping algebra of D, where λ ∈ k.
Theorem 4.4 Suppose that (D, ≺, ≻) is a dendriform dialgebra with a linear basis X = {x n |n ∈ I}, where I is a well ordered set. Let
]] are linear combinations of x n ∈ X. Let λ ∈ k, λ = 0. Let S be the set consisting of
Then in RB(X), all intersection compositions and inclusion compositions in S are trivial.
Proof: The ambiguities of all possible compositions of the polynomials in S are only as below:
3 ∧ 4 w 34 = x i P (x j )x l ; 4 ∧ 3 w 43 = P (x i )x j P (x l ); 4 ∧ 5 w 45 = P (x l )x i x j x s ; 5 ∧ 3 w 53 = x i x j x s P (x l ); 5 ∧ 5 w 55 = x i x j x s x l and w ′ 55 = x i x j x h x l x s .
We only check 4 ∧ 3 as example. The other cases are similar. Let f = P (x i )x j − [[x i , x j ]], g = x j P (x l ) + λx j x l − [x j , x l ]. Then w 43 = P (x i )x j P (x l ) and (f, g) w 43 = (P (
≡ 0 mod(S, P (x i )x j P (x l )) by using the relation (x ≻ y) ≺ z = x ≻ (y ≺ z).
Thus, the theorem is proved.
Suppose that (T, ≺, ≻, •) is a dendriform trialgebra with a linear basis X = {x n |n ∈ I}. 
6 ∧ 7 w 67 = x i P (x j )x l ; 7 ∧ 6 w 76 = P (x i )x j P (x l ); 7 ∧ 8 w 78 = P (x l )x i x j ; 8 ∧ 6 w 86 = x i x j P (x l ); 8 ∧ 8 w 88 = λx i x j x l .
We only check 7 ∧ 6 as example. The other cases are similar.
. Then w 76 = P (x i )x j P (x l ) and (f, g) w 76 = (P (
Hence, the proof is completed.
