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Resumen
A lo largo de este proyecto se analizan y diseñan las posibles soluciones al problema de no
haber métricas multiproyecto en los gestores de proyectos, caso concreto del gestor Jira. Este
problema es de gran importancia en las organizaciones en las que abundan los proyectos y en
las que los empleados están asignados a varios equipos. La relevancia de tener información
sobre los proyectos con una visión general es vital para poder obtener la mayor productividad
en los mismos y es por ello que se propone este trabajo.
Veremos el estado de las herramientas de gestión de proyectos y control de versiones
que más popularidad tienen en los entornos de desarrollo software, profundizando en las
opciones de Atlassian. Los métodos que tenemos para generar los informes de productividad
los analizaremos y diseñaremos, además de hacer pruebas de concepto para ver los resultados
posibles.
Abstract
Throughout this project, possible solutions to the problem of not having multi-project
metrics in the project managers, specific case of the Jira manager, are analyzed and designed.
This problem has great importance in organizations that have multiple projects and in which
employees are assigned to several teams. The relevance of having information about projects
with an overview is vital to be able to obtain the highest productivity in projects and that is
why this bachelor thesis is proposed.
We will see the status of the project management and version control tools that are most
popular in software development environments, deepening in Atlassian options.Themethods
we have to generate the productivity reports will be analyzed and designed, as well as proof
of concept to see the possible results.
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Capítulo 1
Introducción
Las empresas de desarrollo software buscando productividad utilizan herramientas paragestionar las tareas y actividades, esto es así debido al incremento de complejidad de las
tecnologías y aumento de código base en los proyectos, lo que provoca desarrollos cada vez
más grandes y difíciles de gestionar. Una de esas herramientas, bastante extendida y popular,
es Jira Software, de la empresa Atlassian, cuya función principal es la de gestión de incidencias
y seguimiento de proyectos, pudiendo crear tickets asociados a las incidencias y llevar a cabo
todo su ciclo de vida.
Cuando una empresa está orientada a un único proyecto o proyectos secuenciales, esta
herramienta es idónea por las capacidades que ofrece pero cuando la situación es de múltiples
proyectos realizados de forma paralela no es escalable porque no ofrece una visión general de
ellos, solo de forma individual.
Debido a estas carencias, las oficinas de gestión de proyectos (PMO) deben emplear más
tiempo monitorizando los proyectos cuando se podría optimizar la productividad. Para resol-
ver esta problemática se propone el análisis y diseño de una herramienta de generación de
informes de productividad de desarrollo software.
1.1 Motivación
La motivación principal de realizar este proyecto ha surgido al analizar distintas herra-
mientas de gestión de incidencias de desarrollo software y ver las importantes carencias que
tiene el caso de Jira en cuanto a visualización y análisis de los datos de los distintos proyectos
que se llevan a cabo. Para la persona responsable, la tarea de monitorización no es productiva
ya que debe emplear tiempo en analizar cada proyecto de manera individual y utilizar alguna
de las visualizaciones que ofrece Jira a través de su Marketplace [1]. Incluso utilizándolas, no
verá una visión global de todos los proyectos, por lo que existe cierta información que no
obtendrá de manera directa.
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1.2. Objetivos
Por lo expuesto hasta ahora, se propone diseñar una herramienta que genere informes
periódicamente y de forma desatendida y sean enviados automáticamente a la persona res-
ponsable.
1.2 Objetivos
Se va a analizar la viabilidad de poder extraer información de herramientas de gestión de
proyectos para poder generar métricas multiproyecto y averiguar cómo proporcionar valor.
Además, se analizará también la visibilidad de herramientas de gestión de versión de código
como Bitbucket.
El objetivo fundamental de este proyecto es estudiar el ecosistema, el estado del arte y las
opciones de extracción de datos, que se pueden realizar para desarrollar un subconjunto de
métricas candidatas empleables en la generación de informes.
Se estudiarán las diferentes posibilidades de visibilización en los informes y cuáles pueden
mejorar la percepción de los datos.
Además, se explorarán métricas adicionales de fuentes externas, en concreto los datos de
los usuarios a partir de un software de RRHH como puede ser OrangeHRM.
1.3 Organización del documento
Este documento constará de los siguientes siete capítulos:
• Capítulo 1 - Introducción: Durante este primer capítulo, se hace una introducción al
proyecto, se expone la motivación para realizar este proyecto, se explican los objetivos
concretos, la organización de este documento y la planificación y costes del proyecto.
• Capítulo 2 - Estado del arte: En este capítulo se analizará el mercado de los gestores
de proyectos y gestores de versión de código y se hará una comparativa en cuanto a
pros y contras. También se compararán los precios.
• Capítulo 3 - Análisis de la herramienta: A lo largo de este capítulo se expondrán
las métricas candidatas y los posibles requisitos de una herramienta de generación de
informes de productividad.
• Capítulo 4 - Diseño de la herramienta: En este capítulo se explicará el diseño de la
herramienta. Se dividirá en: diseño de la arquitectura, un diagrama de secuencia ense-
ñando un flujo de uso de la herramienta, los componentes que forman la herramienta
y las librerías utilizadas.
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• Capítulo 5 - Generación de informes: Durante este capítulo se expondrán los deta-
lles técnicos de la herramienta de generación de informes y se explicará como se utiliza
cada componente. Se hará una prueba de concepto.
• Capítulo 6 - Análisis de las diferentes soluciones: En este capítulo se analizarán
las diferentes soluciones que se llevarán a cabo. Cada una será combinación de los com-
ponentes vistos anteriormente.
• Capítulo 7 - Conclusiones y Futuros Trabajos : Durante este capítulo se expondrán
las conclusiones a las que se ha llegado, la experiencia personal de realizar este proyecto
y los futuros trabajos.
1.4 Planificación del proyecto
En la planificación del proyecto se establece la fecha de inicio el día 14 de octubre y fecha
estimada de fin el día 27 de febrero (comienzo de las presentaciones). A continuación se puede
apreciar el diagrama de Gantt de la planificación inicial (figura 1.1). Los segmentos coloreados
en rosa representan los días en los que no se progresó en el proyecto. El segmento grande
correspondiente a noviembre fue debido a la proximidad de un examen.
Figura 1.1: Diagrama de Gantt del proyecto
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1.5 Análisis económico
1.5.1 Coste de recursos
Se han estimado los costes económicos del proyecto de ingeniería considerado la partici-
pación de un desarrollador/analista (ambos roles trabajados por mí) y un director de proyecto
(Guillermo López). En el siguiente cuadro 1.1 semuestra un desglose de los costes del proyecto.
Se tiene en cuenta que las horas trabajadas son de media 4 por día, siguiendo la planificación
acordada en la figura 1.1.
Costes de recursos humanos
Recurso €/hora Horas totales Coste total(€)
Director 50 25 1,250
Desarrollador(proyectando) 20 150 3,000
Analista(proyectando) 20 300 6,000
Totales 475 10,250
Cuadro 1.1: Comparativa de precios de gestores de proyectos
1.5.2 Costes indirectos
En cuanto a costes indirectos se muestra en el siguiente cuadro 1.2 el desglose de los
mismos.
Costes indirectos
Recurso Coste(€)
Ordenador 1,250
Jira Software 0
Open Project 0
Assembla 0
Github 0
Gitlab 0
Bitbucket 0
OrangeHRM 0
Servicio VCS 0
Servicios AWS* 0
Postmark 0
Total 1,250
Cuadro 1.2: Comparativa de precios de gestores de proyectos
*Licencia AWS Student
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Debido a que se utilizan los planes gratuitos de software, no se les atribuyen coste al-
guno. En cuanto a Jira Software y OrangeHRM, se utilizaron pruebas limitadas de un mes de
duración para realizar este proyecto. En el caso de Jira Software, incluso después de haber
terminado la suscripción, he podido utilizar el programa de manera limitada (sin poder crear
incidencias).
El coste total del proyecto es de: 11,500 €
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Capítulo 2
Estado del Arte
Las tecnologías de gestión de proyectos y gestión de versión de código de la empresa Atlas-sian son muy populares en entornos de desarrollo software en muchas de las empresas
de hoy en día. Su herramienta estrella, Jira Software [2], fue pionera en cuanto a software de
gestión de tickets y desde su creación ha sido la primera elección cuando se necesitaba una
herramienta con esas características. Su modelo de negocio consiste en ofrecer una serie de
funcionalidades principales con la suscripción al producto. Otro tipo de funcionalidades pre-
mium se ofrecen a través de unMarketplace especializado en gadgets que se pueden acoplar al
software de Atlassian. Estos servicios son aportados por terceros y conllevan una suscripción
a parte. Un ejemplo de funcionalidad premium es el análisis gráfico de proyectos individuales,
que no forma parte de la suscripción de Atlassian.
A continuación se expondrá la situación actual de las solucionesmás empleadas hoy en día
en cuanto a gestión de proyectos y gestión de versión de código, desde una visión freemium y
una premium. Se decidió hacer esta distinción debido a que las herramientas freemium ofrecen
una capa de funcionalidades totalmente gratuita de uso no comercial y otra premium para
empresas y sería interesante ver que características base ofrecen de manera gratuita frente
a las premium que ofrece Atlassian de base y sus costes asociados. Remarcar que se utilizan
las versiones estables de las herramientas que estaban disponibles a la hora de realizar este
proyecto.
2.1 Gestores de proyectos Freemium
2.1.1 Open Project
Este gestor de proyectos [3] es open source, por lo que tiene caracterísiticas gratuitas [4]
cuando no se trata de una empresa. Es muy similar a Microsoft Project en cuanto a la interfaz
de usuario y también en cuanto a características, pero no trata la gestión de recursos como tal.
Soporta las metodologías Agile y Scrum y uno de sus puntos fuertes es el diagrama de Gantt.
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2.2. Gestores de proyectos Premium
A continuación se muestra la interfaz web (figura 2.1) y sus pros y contras (cuadro 2.1).
Figura 2.1: Interfaz web de OpenProject
Pros Contras
Tiene una curva de aprendizaje baja
Es sencillo de utilizar
On premise y cloud
Ideal para pequeñas y medianas empresas
Falta de funcionalidades
Poco soporte
Instalación compleja
Cuadro 2.1: Pros y contras de OpenProject
2.2 Gestores de proyectos Premium
2.2.1 Jira Software
Jira software es la herramienta más popular [2] en entornos de desarrollo debido a su
gran versatilidad, ya que se utiliza para gestionar proyectos, monitorizar incidencias y soporte
de tickets. Su interfaz de usuario resulta familiar para los usuarios que tienen que trabajar
con ella y es una herramienta que no causa problemas [5]. Su interfaz web (figura 2.2) y sus
características (cuadro 2.2) se muestran a continuación.
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Figura 2.2: Interfaz web de Jira
Pros Contras
Es una herramienta madura
Configurable según la metodología
Muy segura
Tiene soporte para sprints
Ideal para la metodología Agile
Es muy customizable debido al Marketpla-
ce
Ideal para grandes compañías
Puede ser escalable
On premise y cloud
Tiene versión para Android e iOS
Funcionalidades básicas no incluídas en el
software base
Precio no competitivo, sobre todo para pe-
queñas empresas
La exportación de grandes volúmenes de
datos no es trivial
La herramienta tiene una curva de apren-
dizaje alta para usuarios no técnicos
El precio de los plugins depende del rango
de usuarios
La integración con CI/CD no está muyma-
dura
Debe integrarse con otras aplicaciones pa-
ra poder conseguir mayor productividad
Cuadro 2.2: Pros y contras de Jira Software
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2.2.2 Assembla
Se trata de una herramienta de gestión de proyectos premium [6], al igual que Jira. Aun-
que no posee la misma popularidad, ofrece prácticamente las mismas funcionalidades [7].
La carencia más destacable es que no tiene un Marketplace para plugins. A continuación se
muestra la interfaz web (figura 2.3) y sus pros y contras (cuadro 2.3).
Figura 2.3: Interfaz web de Assembla
Pros Contras
Tiene una curva de aprendizaje baja
Es fácil de usar
On premise y cloud
Ideal para pequeñas y medianas empresas
Tiene versión para iOS
Integración con repositorio
Sus precios originalmente eran competiti-
vos, pero subieron
Al igual que Jira, sus precios van por ran-
gos
No tiene versión para Android
Cuadro 2.3: Pros y contras de Assembla
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2.3 Gestores de versión de código Freemium
2.3.1 Gitlab
Es otra herramienta de gestión de versiones [8] que está aumentando su popularidad[9]
desde que GitHub fue comprada por una multinacional. En cuanto a características[10], son
muy similares a GitHub. Ofrece una gran cantidad de analíticas. Se muestra a continuación la
interfaz (figura 2.4 y los pros y contras (cuadro 2.4).
Figura 2.4: Interfaz web de Gitlab
Pros Contras
Tiene una curva de aprendizaje baja
Es fácil de usar
On premise y cloud
Tiene muchas estadísticas útiles para la
productividad
Precios competitivos
Al igual que Jira, sus precios van por ran-
gos
No tiene versión para Android
No tiene una comunidad tan grande como
Github
Cuadro 2.4: Pros y contras de Gitlab
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2.3.2 GitHub
Es la herramienta de gestión de versiones [11] más popular en el ámbito open-source debi-
do a su robustez y gran cantidad de funcionalidades [12], además de tener una gran comunidad
detrás. Se muestra a continuación un ejemplo de interfaz web de un repositorio (figura 2.5) y
los pros y contras (cuadro 2.5).
Figura 2.5: Interfaz web de GitHub
Pros Contras
Tiene una curva de aprendizaje baja
Es fácil de usar
Tiene una versión on-premise para empre-
sas
Ideal para desarrolladores
Su comunidad es muy activa
Muchos de los proyectos open-source es-
tán alojados en repositorios de Github
On premise y cloud
Las versiones para Android e iOS están en
beta.
Cuadro 2.5: Pros y contras de Github
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2.4 Gestores de versión de código Premium
2.4.1 Bitbucket
Bitbucket es la solución de gestión versión de código [13] proporcionada por Atlassian. Al
compararse con Github o Gitlab, esta tiene menos funcionalidades [14] ya que está pensada
para integrarse con Jira y otras herramientas de Atlassian. A continuación se muestra un
repositorio en la interfaz web (figura 2.6) y los pros y contras (cuadro 2.6)
Figura 2.6: Interfaz web de Bitbucket
Pros Contras
Es una muy buena herramienta si se inte-
gra con el ecosistema de Atlassian
Tiene un monitor para incidencias
Es gratuito hasta 10 usuarios
Tiene soporte para CI/CD
On premise y cloud
Interfaz de usuario limitada
No es intuitiva
Puede ser inestable
Cuadro 2.6: Pros y contras de Bitbucket
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2.5 Comparativa de precios
Los costes se han considerado teniendo en cuenta que una posible pequeña empresa ten-
dría al rededor de 10 desarrolladores, una mediana de 50 y una grande de 300. Además, se debe
tener considerar que los precios no son linealmente dependientes al número de usuarios, si
no que existen rangos, normalmente de 100 usuarios.
En todas las herramientas se compara el precio que tendría usar la herramienta con una
suscripción anual y para un número de usuarios medio según el tamaño de empresa. Estos
también están basados en utilizar la herramienta on premise. Además, se muestran los precios
en el caso de que las herramientas de Atlassian se utilicen en modo clúster (opción Data
Center).
2.5.1 Gestores de proyectos
En cuanto a los gestores de proyectos vistos, las suscripciones anuales serían las siguientes
(cuadro 2.7):
Comparativa de precios
Coste pequeña em-
presa
Coste mediana em-
presa
Coste gran empre-
sa
Jira [15]** 10$ 6,800$ 12,500$
Jira Data Center
[16]
- - 20,400$
Assembla [17] 1,110$ 8,330$ 50,000$
OpenProject [18]* 840$ 4,200$ 25,200$
Cuadro 2.7: Comparativa de precios de gestores de proyectos
*Los costes son debido a añadidos extras a la opción open source (soporte 24h, cloud…).
** Pago único para un servidor.
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2.5.2 Gestores de versión de código
En cuanto a los gestores de versión código vistos, las suscripciones anuales serían las
siguientes (cuadro 2.8):
Comparativa de precios
Coste pequeña em-
presa
Coste mediana em-
presa
Coste gran empre-
sa
BitBucke [19]** 10$ 19,000$ 22,800$
BitBucket Data C.
[20]
- 3630$ 15,840$
GitLab [21]* 2,400$ 12,000$ 72,000$
GitHub [22]* 2,500$ 12,500$ 75,000$
Cuadro 2.8: Comparativa de precios de gestores de código
*Los costes son debido a añadidos extras a la opción open source (soporte 24h, cloud…).
** Pago único para un servidor.
2.6 Miscelánea
2.6.1 Gadget Awesome Graphs
Awesome Graphs [23] es un gadget comercial (figura 2.7) disponible en el Marketplace de
Atlassian para la herramienta Bitbucket. Su función es la de proveer de gráficas para facilitar
la monitorización de los repositorios y proyectos. Además, ayuda a visualizar el rendimiento
del equipo de trabajo y ver la productividad del mismo.
Sus gráficas son la única manera de obtener analíticas en Bitbucket, por lo que puede
resultar indispensable en un entorno de desarrollo, sobre todo cuando existen múltiples pro-
yectos. El valor que proporciona este gadget es tan esencial que debería ser incluido como
funcionalidad básica de Bitbucket. Si lo comparamos con las de GitLab, son muy similares. El
principal inconveniente es que carece de gráficas multiproyecto. Se pueden visualizar multi-
tud de analíticas de cada repositorio, pero no existe una visión global de todos. Esto contribuye
a la motivación de este proyecto. En la figura 2.8 podemos observar un ejemplo de gráfica que
indica la proporción de commits de un repositorio por día de la semana.
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Figura 2.7: Página principal del gadget
Figura 2.8: Gráfica proporcionada por el gadget Awesome Graphs
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2.6.2 Bitbucket
A raíz de lo explicado en el punto anterior, se podría hacer un análisis de viabilidad para
ver si sería posible crear informes gráficos de múltiples repositorios, así como la integración
de estas gráficas en las incidencias de Jira.
La integración de Jira y Bitbucket en cuestión ha sido analizada para este proyecto y se
podrían sacar métricas en relación a las ramas de repositorios asignadas a incidencias.
2.7 Conclusiones en cuanto a la comparativa de herramientas
Luego de ver esta comparativa entre las herramientas de gestión de proyecto y gestión de
versión de código se pueden apreciar grandes diferencias en cuanto a funcionalidad/coste. Jira
y Bitbucket tienen un modelo de negocio en el que, a la vez que incrementa la complejidad de
la empresa, aumentan los costes de forma abrupta. Lo bueno que tiene es que si la empresa
está enfocada en ser una pequeña empresa y no tiene planes de crecimiento, las opciones de
Jira y Bitbucket son muy buenas. Lo negativo de las opciones de Atlassian es que están muy
limitadas respecto a las demás opciones.
Assembla, por su parte, es la competencia directa de Jira. Su gran diferencia hace un tiem-
po era que sus precios eran muy buenos, pero aumentaron considerablemente, incluso para
pequeñas empresas. Sus funcionalidades son muy parecidas a Jira pero no tiene un Market-
place.
OpenProject puede ser buena opción si es una pequeña empresa, pero cuando se empieza
a crecer, la fiabilidad que ofrecen las otras dos opciones es algo que hay que tener en cuenta.
Además, las otras dos opciones tienen un grado de madurez alto respecto a OpenProject.
En cuanto a gestión de versión de código, la opción de GitLab es la más competitiva en
estos momentos, ya que ofrece muchas funcionalidades de manera gratuita, sin importar el
número de usuarios. Además, sus características de pago son mucho más asumibles respecto
a los competidores directos. Su futura posible contra sería que los precios actuales son debido
a que está en auge y están buscando el mayor número de consumidores antes de salir a bolsa
para luego subir sus precios. En cuanto a GitHub, ocurre algo parecido a Gitlab pero con
precios más altos. Sus funcionalidades son altas pero a un coste mayor.
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En conclusión, la decisión de escoger una herramienta u otra será dependiendo del tamaño
de la empresa y la capacidad de crecer, ya que en eso se basan los precios que estipulan estas
compañías. También se debe tener en cuenta que estas opciones no cuentan con gráficas mul-
tiproyecto, algo que se debería tener en cuenta para analizar otras opciones que pueda ofrecer
el mercado. Por poner un ejemplo, en una empresa que tiene 1,000 empleados, Jira Data Cen-
ter tiene un coste de 30,000$ anuales. Los proyectos en esa empresa tienen una media de ocho
integrantes y cada uno de ellos se encuentra en dos proyectos diferentes. La situación de tener
al rededor de 150 proyectos activos al mismo tiempo y que haya empleados que trabajen en
diferentes departamentos (BigData, DevOps, Desarrollo…) sin tener una herramienta con la
que puedas tener una visión global de todos los proyectos puede ser un verdadero problema.
”Los árboles no dejan ver el bosque”.
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Capítulo 3
Análisis de la Herramienta
Durante este capítulo se analizará la herramienta y se expondrán las necesidades y mé-tricas candidatas que puedan ser relevantes en un informe de productividad.
3.1 Casos de uso
En el siguiente diagrama (figura 3.1) se ven los casos de uso de la herramienta propuesta:
Figura 3.1: Diagrama de casos de uso
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3.2 Métricas candidatas
Nuestra motivación para crear una posible herramienta que genere informes con datos
obtenidos de las incidencias de Jira es buscar la productividad del entorno de desarrollo. Por
ello, se deben analizar los datos que podemos extraer y encontrar información que nos ayude
a valorar la eficiencia del trabajo. Además de utilizar los datos de Jira, vamos a cruzar también
estos con los de una herramienta de RRHH, ya que puede ser una gran fuente de información
a la hora de encontrar indicadores de productividad.
3.2.1 Qué preguntas se haría un responsable de un PMO
Cuando existe un responsable que monitoriza un grupo de proyectos y analiza el progreso
de cada uno de ellos le interesa saber cuál es el rendimiento que se está llevando a cabo y
qué factores afectan cuando existen problemas. Una de las posibles preguntas podría ser qué
proyectos llevan más retraso. Se podría crear una clasificación de proyectos, por ejemplo, los
10 proyectos con más retraso.
Teniendo reconocidas las incidencias típicas, se podrían clasificar e incluso tener planes de
riesgo con su estimación en tiempo para solventarlo. A raíz de ver cuales son las incidencias
más numerosas, se puede ver qué proyectos tienen más problemas y tomar alguna decisión
para mejorar su funcionamiento. Además, se podría observar cuál es el tiempo medio que
conlleva solventar las incidencias para estimar su gravedad y prioridad. Teniendo en cuenta
la gravedad de la propia incidencia y la estimación de tiempo que conlleva solventarla, se
puede clasificar la prioridad para resolverla.
Todo lo anterior tiene un factor determinante, que es el recurso asignado a determinada
tarea. Se podrían cruzar los datos de los usuarios que se encargan de incidencias con los
datos de su currículum y ver si se podría potenciar alguna capacidad que se necesita para
los proyectos.
3.2.2 ¿Qué indicadores pueden ayudar a tomar decisiones?
Tras ver qué preguntas se haría un responsable de un PMO, tenemos que indicar cuales
serían los KPIs que afectarían a la productividad de un entorno de desarrollo software. Algunos
de los más prioritarios serían los siguientes:
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• Clasificación de los proyectos que más retraso tienen
• Clasificación de los proyectos más eficientes
• Qué tipo de incidencia es la que más se produce
• Qué tipo de incidencia es la que más tiempo promedia
• Cuáles son las carencias y virtudes de los recursos
• Número de incidencias según prioridad
3.3 Datos necesarios para crear las métricas
Para crear los KPIs anteriores necesitaremos datos provenientes de Jira y de una herra-
mienta de RRHH. De Jira necesitaremos saber los proyectos que existen y todas las incidencias
asociadas a ellos. De cada incidencia, obtendremos el tiempo de estimación de finalización, el
tiempo trabajado, la prioridad asociada y la/s personas asignadas. En cuanto a la herramienta
de RRHH, de ella obtendremos las competencias de cada persona asignada a incidencias.
3.3.1 Definición de retraso
Para las métricas, consideraremos que el retraso se obtiene restando el tiempo trabajado
menos el tiempo estimado. Si el resultado es negativo, se considera que el retraso es igual a 0
en las gráficas.
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3.4 Visualización de las métricas
A continuación veremos las gráficas que se podrían utilizar en el informe.
• Clasificación de los proyectos que más retraso tienen: En este caso, utilizaremos
una gráfica de barras horizontales (figura 3.2) que nos indicará el nombre de los 10 pro-
yectos con más retraso. Las unidades utilizadas para especificar el retraso son días/per-
sona. Con este tipo de gráfica obtendremos de manera sencilla y visual la información
de los retrasos.
Figura 3.2: Clasificación de los 10 proyectos con más retraso
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• Clasificación de los proyectos más eficientes: Para esta métrica utilizaremos una
gráfica de barras horizontales (figura 3.3) en la que se muestren los 10 proyectos más efi-
cientes (con menos desviación de tiempo). La unidad que utilizaremos para especificar
el retraso son días/persona.
Figura 3.3: Clasificación de los 10 proyectos más eficientes
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• Qué tipo de incidencia es la que más se produce: Para visualizar esta métrica,
utilizaremos una gráfica circular (figura 3.4) que nos indicará mediante porcentajes los
tipos de incidencia que más se producen.
Figura 3.4: Clasificación de los tipos de incidencia que más se producen
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• Qué tipo de incidencia es la quemás tiempo promedia: En la visualización de esta
métrica, utilizaremos una gráfica circular (figura 3.5) que nos indicará el tiempo medio
estimado que se da en cada tipo de incidencia. La unidad es día/persona.
Figura 3.5: Clasificación de incidencias que más tiempo promedian
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• Cuáles son las carencias y virtudes de los recursos: Para esta métrica se utilizará
una gráfica en forma de pirámide (figura 3.6) si es posible (dependerá de la librería
de gráficas), en la que se muestren las competencias más relevantes para que no haya
desviaciones en las incidencias.
Figura 3.6: Competencias más relevantes en los proyectos
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• Número de incidencias según prioridad: Para esta métrica utilizaremos una gráfica
circular (figura 3.7), en la que se represente el porcentaje del número de incidencias que
hay de cada prioridad.
Figura 3.7: Porcentaje de incidencias según prioridad
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3.5 Análisis de datos obtenidos por otras fuentes
En esta sección se analizarán los datos que se pueden obtener de otras fuentes. En concreto,
veremos los datos que se pueden obtener de una herramienta de recursos humanos.
3.5.1 Herramientas de RRHH
Actualmente existen muchas herramientas de gestión de recursos humanos en el merca-
do: Meta4, Factorial, Zoho People… Nos centraremos en utilizar OrangeHRM [24], ya que es
conocido y tiene capa gratuita. Como en este proyecto se abordan diferentes tecnologías, si se
trabajase con otra herramienta los conceptos serían iguales, únicamente se deberían integrar
los datos que se obtienen de la manera que fuese conveniente.
Cabe mencionar que, como no se poseen datos reales, se generará un conjunto lo suficien-
temente verídico para poder hacer las pruebas convenientes y ver unos posibles resultados.
OrangeHRM
OrangeHRM (figura 3.8) es una herramienta de recursos humanos popular entre los depar-
tamentos de recursos humanos que posee muchas funcionalidades que proporcionan eficacia
a la hora de gestionar recursos. Para nuestro proyecto, nos interesa porque tiene una versión
libre y tiene APIs REST [25] con peticiones que nos interesan. Estas peticiones serán para
buscar a los empleados y obtener sus capacidades. De esa manera podremos crear la métrica
sobre qué capacidades son más relevantes en los proyectos.
Figura 3.8: Página web de OrangeHRM
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Capítulo 4
Diseño de la Herramienta
Durante esta sección se expondrá el diseño que tendrá la herramienta propuesta, de-tallando cada elemento. Se explicarán los componentes que se utilizarán en cada fase
del programa y todas las combinaciones que se harán. Cada una de estas se analizará en el
capítulo 6, observando las ventajas y desventajas de cada una de ellas.
4.1 Arquitectura
4.1.1 Arquitectura software
La herramienta se diseñará de modo que se pueda utilizar una arquitectura de microservi-
cios. Esta arquitectura estará compuesta de 4 servicios (figura 4.1) : Servicio de Notificaciones,
que se encargará de la parte de envío de informes al cliente; Servicio de Analíticas, que se en-
cargará de realizar toda la parte de análisis de los datos; Servicio de Seguridad, que llevará
a cabo toda la parte de securización de las comunicaciones, y el Servicio de Generación de
Gráficas, cuya tarea será la de crear las gráficas necesarias para el informe. En la implemen-
tación de la prueba de concepto que se hará en el capítulo 5, la arquitectura microservicios se
simulará utilizando librerías y módulos de Python.
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Figura 4.1: Diagrama de la arquitectura software
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4.1.2 Flujo interno de datos de la aplicación
En el siguiente diagrama (figura 4.2) se muestra el flujo interno de datos de la aplicación:
• 1. Obtención de los datos: Los datos de Jira Software se podrán obtener vía un archivo
XML o a través de peticiones GET al API REST, con lo que obtenemos representaciones
JSON de los datos.
• 2. Procesado ETL de los datos obtenidos: Los datos obtenidos se procesarán para
tener un conjunto de datos más manejable a la hora de crear las métricas.
• 3. Generación de las gráficas con los datos procesados: Los datos procesados se
utilizarán a la hora de crear las gráficas necesarias para visualizar las métricas.
• 4. Exportar las gráficas en un formato adecuado: Las gráficas generadas se expor-
tarán en un formato adecuado para formar el informe.
• 5. Enviar el informe: El informe generado se envía a través de email al destinatario
deseado.
Figura 4.2: Diagrama del flujo de datos de la herramienta
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4.2 Diagrama de secuencia
En el siguiente diagrama (figura 4.3) se enseña el flujo de una iteración típica de la herra-
mienta:
Figura 4.3: Diagrama de secuencia
4.3 Componentes de la aplicación
A continuación se explicarán los diferentes componentes que se utilizarán en la herra-
mienta.
4.3.1 Proceso ETL
El gran problema que ocurre a la hora de exportar las incidencias es que Atlassian tiene
un límite de 1,000 incidencias. Existen varias maneras de sobrepasar este límite [26], pero la
más conveniente es editar el fichero de configuración y aumentar el límite.
Por defecto, al instalar Jira no se crea un archivo de configuración jira-config.properties,
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hay que crearlo. Se debe hacer en el directorio Home de Jira, que por defecto se instala en
/var/atlassian/application-data . En el archivo, pondremos, por ejemplo, los siguientes
campos:
jira.search.views.default.max=1500
jira.search.views.max.limit=2000
jira.search.views.max.unlimited.group=jira-administrators
Opciones para obtener los datos de incidencias
• Vía exportar XML: A través de una opción (figura 4.4) que aparece en la interfaz web
de Jira se pueden descargar los datos en formato XML. Se debe tener en cuenta el límite
de incidencias, por lo que hay que modificarlo en el fichero de configuración. Además,
se debe descargar un archivo XML por cada proyecto.
Figura 4.4: Diagrama de Gantt del proyecto
• Vía Exporter del Marketplace: Es un gadget (figura 4.5) del Marketplace de Atlassian
cuya función es la de permitir exportar los datos de las incidencias en más formatos y
evita el problemas de las 1,000 incidencias. Uno de los formatos es el de Excel, pero fue
eliminado por Atlassian en las últimas versiones de Jira.
En este proyecto no vamos a analizar esta opción ya que no nos interesa obtener los
datos en formato Excel y ya sabemos el método de evitar el problema del límite de 1,000
incidencias.
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Figura 4.5: Gadget Exporter en el Marketplace de Atlassian
• Vía API A través de un API REST (figura 4.6) se pueden obtener los datos en formato
JSON. Simplemente es hacer un GET a una URL en concreto. Para evitar el problema del
límite de incidencias se debe modificar el fichero de configuración tal y como se indica
anteriormente.
Figura 4.6: URL de la API REST de ejemplo
• Vía dump A través de un backup (figura 4.7) se pueden obtener los datos de las inci-
dencias, pero tiene el inconveniente de que también obtienes otros datos que no tienen
relevancia para este proyecto. Esto puede suponer un problema ya que puede ser muy
pesado, además de que la estructura de tablas de Jira es compleja y apenas tiene docu-
mentación.
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Figura 4.7: Cómo hacer un backup en Jira
Transformación y carga de los datos
Luego de obtener los datos procedentes de Jira, sea en XML o JSON, tenemos que se-
leccionar aquellos que sean relevantes. Para ello, utilizaremos una librería de Python muy
potente llamada Pandas. Esta, nos da la posibilidad de transformar los datos de formato XML
o JSON a DataFrames, que son conjuntos de datos indexados que nos permite trabajar sobre
ellos de manera más sencilla y que nos facilitará el procesado de los datos. Posteriormente, se
convertirán en métricas que serán utilizadas en las gráficas del informe.
4.3.2 Generación de gráficas
Para la generación de gráficas utilizaremos las siguientes herramientas:
• Google Charts: Esta herramienta [27] permite crear visualizaciones de datos (figu-
ra 4.8) en formato Javascript, aportando a las gráficas más dinamismo. Son perfectas
para utilizar en páginas web. En nuestro caso podemos explorar la vía de enviar el in-
forme en formato HTML, con las gráficas siendo objetos de tipo Javascript. Para utilizar
esta librería, necesitamos utilizar la API de Google Visualization en nuestro script de
Python.
• Plotly: Es una herramienta de software libre [28] que puede ser utilizada en Python,
R o Javascript. Nosotros la utilizaremos con Python. Tiene mútliples tipos de gráficas
(figura 4.9), desde las básicas hasta científicas o financieras. Para ser utilizada en este
lenguaje, tenemos que instalar su librería Plotly y ya podremos importar los tipos de
gráficas disponibles. Al igual que Google Charts, el resultado se exporta en formato
HTML.
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Figura 4.8: Ejemplos de gráficas con Google Charts
Figura 4.9: Ejemplos de gráficas con Plotly
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• Matplotlib: Esta herramienta de software libre [29] es utilizada como librería en Pyt-
hon para crear gráficas 2D estáticas (figura 4.10). Es muy sencilla de utilizar y tiene
una comunidad muy activa. Para poder utilizarla, solamente necesitamos instalarla. A
diferencia de las anteriores, se exporta en formato PNG o PDF.
Figura 4.10: Ejemplos de gráficas con Matplotlib
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• Bokeh: Es una librería de visualización interactiva [30] para Python que proporciona
gráficas en formato Javascript (figura 4.11), siendo perfecto para incrustar en páginas
web. En nuestro caso, crearemos un archivo con extensión HTML con las gráficas dis-
tribuidas por la página.
Figura 4.11: Ejemplos de gráficas con Bokeh
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4.3.3 Envío de informes
Para el envío de informes vamos a utilizar un proveedor de servicios SMTP y haremos
un pequeño script que envíe el informe en forma de adjunto al destinatario. También existe
la posibilidad de enviarlo vía una aplicación como Riot o Telegram con un bot programado,
pero por motivos de seguridad y evitar cualquier problema de compatibilidad, se ha decidido
explorar la vía de email.
Como podemos encontrarnos con múltiples proveedores, lo ideal sería utilizar uno que
sea permitido por el firewall de la empresa u organización que reciba el informe. En este do-
cumento testearemos tres de los más conocidos: Google Gmail, Amazon Simple Email Service
(SES) y Postmark.
Usaremos Python para enviar el documento y será un script que se ejecutará periódica-
mente. Este utilizará librerías de email, smtp y mime para definir cada elemento del email,
adjuntar el documento, conectarse al servidor SMTP y autenticarse para luego poder enviar
el mensaje. Según el proveedor de servicios, se deben realizar algunas configuraciones previas
que veremos a continuación.
Amazon SES
AmazonWeb Services proporciona un servicio de envío y recibo de emails [31] que resulta
muy útil a la hora de programar correos. Además, sigue el modelo de costes de AWS, es decir,
se paga por lo que se utiliza. También se puede seleccionar la región del servidor SMTP. Como
pasa con los demás productos de AWS, se puede integrar fácilmente con los demás productos.
Esto puede ser muy útil si se quiere ejecutar la herramienta en los servidores de Amazon y
tener toda la infraestructura en la nube.
En cuanto a la configuración (figura 4.12) [32], Amazon, para evitar problemas de envío de
spam, obliga a que se verifique el destinatario. La forma que tiene para verificarse es mediante
una URL (figura 4.13) que le llega al mismo. Si se quiere evitar esta verificación, se debe rellenar
un formulario con cuestiones sobre el tipo de emails y las cuotas que se llevarán a cabo. Esta
verificación es manual y suele tardar al rededor de 24 horas en aceptarse. Como para este
proyecto se van a utilizar direcciones de email propias, no vamos a realizar el proceso anterior.
Si el proyecto se pusiese en producción, es algo que debe tenerse en cuenta, ya que Amazon,
de forma predeterminada, pone su servicio en un modo Sandbox.
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Figura 4.12: Interfaz de configuración de AWS SES
Además, para poder enviar emails se debe autenticar contra los servidores de AWS. Para
ello, se debe configurar un usuario con el rol para enviar correos (AmazonSesSendingAccess).
Al crearse, se proporciona un Access ID y una clave, que se utilizarán en el script para enviar
informes.
Esta manera de utilizar usuarios y roles es un punto fuerte en cuanto a seguridad, ya que
permite tener más controlado el acceso, al contrario de otros proveedores de SMTP que el ID
y clave es la del usuario general.
Figura 4.13: Correo de verificación de email
Google GMail
Google Gmail (figura 4.14) ofrece sus servicios de proveedor de SMTP [33] de forma gra-
tuita hasta 2000 mensajes diarios, más que suficientes para nuestra herramienta. Hasta el
momento, no hay ninguna manera de sobrepasar este límite y no ofrecen un modelo de pago
para sobrepasarlo.
Para programar el script, se pueden usar tres librerías de Google: API Client, HTTPLib2
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y Oauth. Este método requiere tener un archivo con las credenciales de usuario, previamente
descargadas. Para la prueba que haremos evitaremos tener que usar estas librerías para poder
tener un código más genérico.
Figura 4.14: Proveedor de servicios SMTP Google GMail
Para poder utilizar los servicios de Google de SMTP se debe permitir el acceso de aplica-
ciones poco seguras desde la cuenta de correo de la que se van a enviar (figura 4.15). También
se debe disponer de una cuenta de servicios de Google.
Figura 4.15: Habilitación de acceso de aplicaciones poco seguras
Postmark
Postmark (figura 4.16) es un proveedor de servicios SMTP [34] cuyo propósito es el envío
de emails transaccionales y no de marketing. Los tiempos en los que se envía el email son muy
buenos, rondando los 5 segundos de media entre los principales clientes de correo electrónico.
Sus servicios se ofrecen por paquetes, desde los 10,000 emails. Tiene buen servicio de logs
y de soporte, haciendo sencilla la migración desde otros proveedores de servicios SMTP. La
única contra que tiene es su precio, que esmuchomás alto que cualquiera de sus competidores.
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Para poder utilizarse, ofrece sus librerías para muchos lenguajes como Php, Ruby, Javas-
cript, Python… En este proyecto evitaremos utilizarla ya que queremos que el script sea lo
más genérico posible.
Figura 4.16: Proveedor de servicios SMTP Postmark
En la prueba que haremos, utilizaremos su versión de testeo que tiene un límite de 100
mensajes ya que es más que suficiente. Además, solo se podrá enviar mensajes del mismo
dominio y no puede ser público. Estos son los detalles del modo ”test” (figura 4.17).
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Figura 4.17: Condiciones del modo test de Postmark
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Scripts
En el script de envío de informes, lo que cambiaría según el proveedor de servicios SMTP,
sería el servidor de SMTP, el usuario y la contraseña con la que se realiza la conexión.
Comparativa
Cuando se desee poner en producción esta herramienta, a la hora de elegir el provee-
dor de servicios SMTP se deberá tener en cuenta los siguientes factores: la seguridad, que es
probablemente el factor más crítico; los tiempos de envío, que no son tan críticos ya que la
periodicidad de los informes está pensada para ser de manera diaria, y el coste, que es otro
factor principal a la hora de elegir proveedor.
• Seguridad: Se tiene que tener en cuenta las posibles restricciones a los servidores de
SMTP que se impongan por parte de la empresa, ya que según el proveedor que se elija,
pueden afectar las reglas de acceso.
• Tiempos: Se han comparado los tiempos de recibo del correo en tres tipos de clientes
(cuadro 4.1): GMail, Outlook y Yahoo.
Comparativa de tiempos (seg)
Amazon SES Google GMail Postmark
GMail 8 5 3
Outlook 10 6 12
Yahoo 10 20 3
Cuadro 4.1: Comparativa de tiempos.
Los tiempos han sido recogidos con 5 pruebas para cada cliente email y haciendo ca-
da media. Se ha utilizado un adjunto de prueba con gráficas. Los tiempos mostrados
utilizando Postmark son los que ofrece la propia compañía [35], ya que para tests no
permite utilizar dominios públicos (figura 4.18).
• Costes: Amazon SES tiene una cuota gratuita de 200 mensajes diarios gratis. GMail es
gratuito pero tiene un límite de 2,000 mensajes diarios. Postmark no tiene cuota gratuita
y el mínimo de mensajes que se pueden enviar son 10,000 por mes, costando 10$.
Resultados de la comparativa
Luego de analizar las tres opciones, se ha visto que los tiempos sonmuy aproximados entre
proveedores de servicios SMTP, por lo que, en cuanto a ese factor, es indiferente la elección.
En cuanto a seguridad, Amazon SES se encuentra por encima de Google GMail y Postmark,
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Figura 4.18: Error de dominio en Postmark
ya que proporciona más control sobre el envío. Los costes van a ser indudablemente más
elevados con Postmark, ya que los servicios que ofrecen son más asociados a correo masivo,
como notificaciones constantes. Con Amazon SES, los costes son on demand, por lo que va
a ser más económico cuando no se envían tantos correos. Google GMail es la opción gratuita
pero conlleva el límite de 2000 mensajes diarios.
4.4 Librerías y otras herramientas utilizadas
Utilizaremos Python como lenguaje principal, en concreto la versión 3. Se ha escogido
este lenguaje debido a la versatilidad que ofrece a la hora de crear scripts y también por las
librerías que están a nuestra disposición. Además, utilizaremos la librería Pandas para el
análisis y selección de los datos que necesitamos para crear las gráficas requeridas. Mediante
los DataFrames podemos manipular conjuntos de datos de manera indexada y nos facilitará
las operaciones que tengamos que hacer.
Para poder manejar las peticiones al API REST, utilizaremos la librería Requests, que
abstrae la complejidad de las operaciones con peticiones HTTP. También usaremos la librería
Json para parsear los resultados de las peticiones GET que hagamos.
Para los módulos de creación de gráficas, necesitaremos las librerías que ofrece cada com-
ponente:Matplotlib,Plotly y Bokeh.
También haremos uso de las librerías Numpy, Collections yMaths.
En cuanto al envío de emails automatizado, utilizaremos las librerías Email y Smtplib
para formar los correos y enviarlos al destinatario. También utilizaremos Datetime para ob-
tener la fecha y hora de generación del informe.
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Capítulo 5
Generación de Informes
En esta sección se expone todo lo relacionado con la implementación de una prueba de con-cepto de la herramienta. Además, se explica la configuración de los elementos externos
que se utilizan.
5.1 Procesamiento de datos
Para poder obtener los datos de los proyectos de Jira se ha optado por utilizar dos métodos:
vía exportar XML y vía API REST. El primer inconveniente que nos encontramos al utilizar el
método de XML es que nos proporciona archivos individuales de los proyectos. La solución
que se propone es crear un módulo en Python que abra cada archivo y cree un DataFrame
con los datos de cada uno. En caso de que se utilice la API REST se deben hacer dos llamadas
para obtener las incidencias de cada proyecto. Estas llamadas se describen en el cuadro 5.1.
47
5.1. Procesamiento de datos
5.1.1 Esquema XSD de la tabla de incidencias de Jira
En la siguiente figura 5.1 se muestra el esquema XSD de los datos obtenidos de Jira.
*La imagen se encuentra en gran resolución para su visionado en digital.
Figura 5.1: Diagrama del XSD de todas las incidencias
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5.1.2 Esquema XSD de la tabla de un empleado de OrangeHRM
En la siguiente figura 5.2 se muestra el esquema XSD de los datos obtenidos de Oran-
geHRM.
*La imagen se encuentra en gran resolución para su visionado en digital.
Figura 5.2: Diagrama del XSD de un empleado
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5.1.3 Esquema EER
A continuación se enseña el esquema EER (figura 5.3) de los datos que vamos a utilizar en
la herramienta de creación de informes:
Figura 5.3: Esquema EER de los datos necesarios
• Empleado: Entidad que almacena todos los empleados obtenidos. En ella, se encuentra
el nombre de cada empleado, su nickname (que será único) y tres capacidades que posee.
• Incidencia: Entidad que almacena todas las incidencias obtenidas. En ella, se encuen-
tra el nombre del proyecto asociado, el ID de la incidencia (que será único), el tipo de
incidencia, la prioridad asociada, el tiempo estimado y el tiempo pasado.
Los datos de ambas tablas los cruzaremosmediante un join interno, con el cual obtendremos la
información de las incidencias que tienen empleados asignados. Usaremos como clave foránea
el nickname del empleado, el cual es único e identificativo del empleado en Jira.
5.1.4 Dominio de los datos transformados
• FirstName, MiddleName, LastName: Campos correspondientes al nombre, primer y
segundo apellido.
• NickName: Identificador del usuario en OrangeHRM.
• Capacity1-2-3: Capacidades principales del usuario.
• ProjectName: Nombre del proyecto en Jira.
• Priority: Prioridad de la incidencia. Puede ser Highest, High, Medium, Low y Lowest.
• IssueID: Identificador del usuario en Jira.
• TimeEstimated: Tiempo estimado de finalización de incidencia en segundos.
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• TimeSpent: Tiempo trabajado en incidencia en segundos.
• TypeIssue: Tipo de incidencia. Puede ser Error, Épica, Tarea, Subtarea, e Historia.
5.1.5 Obtención de datos de Jira
Estas son las diferentes maneras que vamos a utilizar para obtener los datos de Jira:
Vía exportar XML
En este método de exportación interviene la acción humana, ya que se debe exportar desde
la interfaz web. Los archivos XML de cada proyecto se deben colocar en un directorio que los
contendrá. Estos archivos se procesarán con un módulo de Python que se encargará de abrir
cada uno y transformarlo a Dataframes de Pandas. Cabe destacar que cuando importamos los
datos de Jira de un XML, los datos no siguen el mismo esquema que los obtenidos mediante
llamadas al API. El esquema es un poco diferente pero los campos son los mismos. En el
módulo de ETL correspondiente, se extraerán los datos de diferente manera pero se seguirá
el mismo esquema de transformación de datos que el correspondiente al de las llamadas a la
API (figura 5.3).
Vía API REST
Con este método no se necesita la acción humana, ya que utilizaremos un script que se
encargue de hacer las llamadas necesarias al servidor de Jira para obtener los datos de los
proyectos.
Las llamadas al servidor de Jira serán (cuadro 5.1): una llamada para obtener la clave de
los proyectos y otra para obtener las incidencias de cada proyecto utilizando esa clave.
Peticiones HTTP
Petición Enlace Método Descripción
r1 /rest/api/2/project GET Obtención de todos
los proyectos
r2 /rest/api/2/search?
jql=project= pro-
jectName
GET Obtención de todas
las incidencias del
proyecto project-
Name
Cuadro 5.1: Peticiones HTTP a la API REST de Jira
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5.1.6 Obtención de datos de OrangeHRM
Para la obtención de los datos de los empleados de la herramienta OrangeHRM utilizare-
mos API REST con las siguientes llamadas (cuadro 5.2):
Peticiones HTTP
Petición Enlace Método Descripción
r1 /api/employees GET Obtención de todos
los empleados
r2 /api/employees
/empnumber=
empnumber
GET Obtención de los
datos del empleado
empnumber
Cuadro 5.2: Peticiones HTTP a la API REST de OrangeHRM
5.1.7 Procesado de los datos
Una vez se obtienen los datos, se pasa a procesarlos de manera que se eliminen aquellos
campos que no son necesarios para las métricas deseadas. En este paso utilizamos Pandas para
modificar las tablas y quitar datos innecesarios.
A continuación se muestra parte del código con el que se obtienen los datos de Jira y
OrangeHRM vía API REST.
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1 .
2 .
3 .
4 def getDataJira():
5 user = os.environ["JIRA_USER"]
6 password = os.environ["JIRA_PASS"]
7 url = 'http://localhost:8080/rest/api/2/project'
8 rJira = requests.get(url.format(), auth=HTTPBasicAuth(user,
password)).json()
9 dictIssues = []
10 dictData = []
11 listIssueTypeName = []
12 listIssueTimeSpent = []
13 listIssueTimeEstimate = []
14 listIssueAssignee = []
15 listIssueProjectName = []
16 listIssueId = []
17 listIssuePriority = []
18 for i in range(len(rJira)):
19 projectName = rJira[i]['name']
20 url = 'http://localhost:8080/rest/api/2/search?jql=project='
21 +str(projectName)
22 r2 = requests.get(url.format(), auth=HTTPBasicAuth(user,
password)).json()
23 for j in range(len(r2['issues'])):
24 issueTypeName =
r2['issues'][j]['fields']['issuetype']['name']
25 issueTimeSpent = r2['issues'][j]['fields']['timespent']
26 issueTimeEstimate =
r2['issues'][j]['fields']['timeoriginalestimate']
27 if (r2['issues'][j]['fields']['assignee'] == None):
28 issueAssignee = 'NA'
29 else:
30 issueAssignee =
r2['issues'][j]['fields']['assignee']['name']
31 issueProjectName =
r2['issues'][j]['fields']['project']['name']
32 issueId = r2['issues'][j]['id']
33 issuePriority =
r2['issues'][j]['fields']['priority']['name']
34
35 listIssueTypeName.append(issueTypeName)
36 listIssueTimeSpent.append(issueTimeSpent)
37 listIssueTimeEstimate.append(issueTimeEstimate)
38 listIssueAssignee.append(issueAssignee)
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39 listIssueProjectName.append(issueProjectName)
40 listIssueId.append(issueId)
41 listIssuePriority.append(issuePriority)
42 dictDataJira = createRepresentationJira(listIssueProjectName,
listIssueId, listIssueAssignee, listIssueTimeEstimate,
43 listIssueTimeSpent,
listIssueTypeName,listIssuePriority)
44 df = createDataFrame(dictDataJira)
45
46 df['TimeSpent'] = pd.to_numeric(df['TimeSpent'],errors='coerce')
47 df = df.replace(np.nan, 0, regex=True)
48 df['TimeSpent'] = df['TimeSpent'].astype(int)
49
50 df['TimeEstimated'] =
pd.to_numeric(df['TimeEstimated'],errors='coerce')
51 df = df.replace(np.nan, 0, regex=True)
52 df['TimeEstimated'] = df['TimeEstimated'].astype(int)
53
54 return df
55
56 def getDataOrangeHRM():
57 user = os.environ["ORANGEHRM_USER"]
58 password = os.environ["ORANGEHRM_PASS"]
59 url = 'http://localhost:80/api/employees'
60 rOrange = requests.get(url.format(), auth=HTTPBasicAuth(user,
password)).json()
61 dictIssues = []
62 dictData = []
63
64 listEmployeeFName = []
65 listEmployeeMName = []
66 listEmployeeLNmae = []
67 listEmployeeNName = []
68 listEmployeeCapacity1 = []
69 listEmployeeCapacity2 = []
70 listEmployeeCapacity3 = []
71
72 for i in range(len(rOrange)):
73 emp_number = rOrange[i]['empNumber']
74 url = 'https://<system
url>/api/employees/emp_number='+str(emp_number)
75 r2Orange = requests.get(url.format(),
auth=HTTPBasicAuth(user, password)).json()
76 for j in range(len(r2Orange)):
77 employeeFName = r2Orange[j]['firstName']
78 employeeMName = r2Orange[j]['middleName']
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79 employeeLName = r2Orange[j]['lastName']
80 employeeNName = r2Orange[j]['nickName'] #Foreign key of
name in Jira issues
81 employeeCapacity1 = r2Orange[j]['custom1']
82 employeeCapacity2 = r2Orange[j]['custom2']
83 employeeCapacity3 = r2Orange[j]['custom3']
84
85 listEmployeeFName.append(employeeFName)
86 listEmployeeMName.append(employeeMName)
87 listEmployeeLNmae.append(employeeLName)
88 listEmployeeNName.append(employeeNName)
89 listEmployeeCapacity1.append(employeeCapacity1)
90 listEmployeeCapacity2.append(employeeCapacity2)
91 listEmployeeCapacity3.append(employeeCapacity3)
92
93 dictDataOrange = createRepresentationOrange(listEmployeeFName,
listEmployeeMNmae, listEmployeeLName,
94 listEmployeeNName,
listEmployeeCapacity1,listEmployeeCapacity2,
listEmployeeCapacity3)
95
96 dataFrameOrange = createDataFrame(dictDataOrange)
97
98 return dataFrameOrange
5.2 Generación de gráficas
En el módulo de generación de gráficas importaremos los datos, previamente exportados
por el módulo de procesado de datos, para poder generar las gráficas utilizando las métricas
que analizamos en el capítulo 3. Como se van a probar tres librerías diferentes de generación
de gráficas, se ha optado por crear tres módulos correspondientes a cada librería.
Cada módulo se encargará de generar las gráficas utilizando la librería seleccionada (Mat-
plotlib, Plotly o Bokeh) y posteriormente, exportarla como un fichero PDF o HTML, depen-
diendo de si las gráficas utilizan Javascript o son imágenes estáticas.
Google Charts, luego de tratar de crear las gráficas necesarias, fue descartado debido a la
complejidad de su librería. Es necesario utilizar Javascript para crear las gráficas, no tiene una
API para Python que abstraiga esas funciones. Es por ello que se tomó la decisión de utilizar
una alternativa viable. Se escogió Bokeh, que es otra librería de gráficas que nos proporcionará
resultados parecidos a Google Charts (son gráficas dinámicas en Javascript).
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En las siguientes páginas se muestra parte del código de generación de gráficas con cada
librería. En concreto, se enseña como se generan las gráficas de ”Clasificación de proyectos
conmás retraso” y ”Tiempomedio de tipo de incidencia”, además de como se genera el archivo
PDF o HTML.
5.2.1 Matplotlib
1 .
2 .
3 .
4 # Clasificación proyectos con más retraso
5 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
6 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
7
8 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
9 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
10 dfGroupByPNa = dfGroupByPN.sort_values(by='TimeDelay',
ascending=False)
11
12 top10 = dfGroupByPNa.head(3)
13 projectName = top10['ProjectName'].unique().tolist()
14 projectName = reverse(projectName)
15 timeDelay = top10.index.values.tolist()
16 timeDelay = reverse(timeDelay)
17 timeDelayHours = [x / (60*60*24) for x in timeDelay]
18
19 fig, ax = plt.subplots()
20 width = 0.75 # the width of the bars
21 ind = np.arange(len(timeDelayHours)) # the x locations for
the groups
22 ax.barh(ind, timeDelayHours, width, color="blue")
23 ax.set_yticks(ind+width/2)
24 ax.set_yticklabels(projectName, minor=False)
25 plt.title('Clasificación proyectos con más retraso')
26 plt.xlabel('Retraso (persona/día)')
27 plt.ylabel('Nombre proyecto')
28
29 # Tiempo medio por tipo de incidencia
30
31 dfGroupByTMean = df.groupby('TypeIssue').mean()
32 typeIssues = df['TypeIssue'].unique().tolist()
33 time = dfGroupByTMean['TimeEstimated'].values.tolist()
34 timeEstimated = [x / (60*60*24) for x in time]
35
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36 def make_autopct(values):
37 def my_autopct(pct):
38 total = sum(values)
39 val = int(round(pct*total/100))
40 return '{p:.0f}% ({v:d})'.format(p=pct, v=val)
41 return my_autopct
42
43 fig, ax = plt.subplots()
44 ax.pie(timeEstimated, labels=typeIssues,
autopct=make_autopct(timeEstimated),
45 shadow=True, startangle=90)
46
47 pdf = matplotlib.backends.backend_pdf.PdfPages("output.pdf")
48 for fig in range(1, plt.gcf().number):
49 pdf.savefig(fig)
50 pdf.close()
5.2.2 Plotly
1 .
2 .
3 .
4 # Clasificación proyectos con más retraso
5 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
6 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
7 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
8 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
9 dfGroupByPNa =
dfGroupByPN.sort_values(by='TimeDelay',ascending=False)
10 top10 = dfGroupByPNa.head(3)
11 projectName = top10['ProjectName'].unique().tolist()
12 projectName = reverse(projectName)
13 timeDelay = top10.index.values.tolist()
14 timeDelay = reverse(timeDelay)
15 timeDelayHours = [x / (60*60*24) for x in timeDelay]
16
17 # Tiempo medio por tipo de incidencia
18 dfGroupByTMean = df.groupby('TypeIssue').mean()
19 typeIssues = df['TypeIssue'].unique().tolist()
20 time = dfGroupByTMean['TimeEstimated'].values.tolist()
21 timeEstimated = [x / (60*60*24) for x in time]
22 .
23 .
24 .
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25 fig = make_subplots(
26 rows=3, cols=2,
27 subplot_titles=("Número de incidencias por tipo",
"Proyectos con más retraso (persona/día)","Proyectos con menos
retraso (persona/día)", "Tiempo medio por incidencia
(persona/día)","Tipo de prioridad que más sucede","Capacidades
más relevantes"),
28 specs=[[{"type": "pie"}, {"type": "bar"}], [{"type":
"bar"}, {"type": "pie"}], [{"type": "pie"}, {"type": "pie"}]])
29 fig.add_trace(go.Bar(x=timeDelayHours, y=projectName,
orientation='h'), row=1, col=2)
30 fig.add_trace(go.Pie(labels=typeIssues, values=timeEstimated),
row=2, col=2)
31 plotly.offline.plot(fig, filename='name.html')
5.2.3 Bokeh
1 .
2 .
3 .
4 ####Clasificación proyectos con más retraso
5 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
6 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
7 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
8 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
9 dfGroupByPNa =
dfGroupByPN.sort_values(by='TimeDelay',ascending=False)
10 top10 = dfGroupByPNa.head(3)
11 projectName = top10['ProjectName'].unique().tolist()
12 projectName = reverse(projectName)
13 timeDelay = top10.index.values.tolist()
14 timeDelay = reverse(timeDelay)
15 timeDelayHours = [x / (60*60*24) for x in timeDelay]
16 s4 =figure(x_range=projectName, plot_height=250,
title="Clasificación proyectos con más retraso",
17 toolbar_location=None, tools="")
18 s4.vbar(x=projectName, top=timeDelayHours, width=0.9,
fill_color="#d95f02")
19
20
21 ### Tiempo medio por tipo de incidencia
22 dfGroupByTMean = df.groupby('TypeIssue').mean()
23 typeIssues = df['TypeIssue'].unique().tolist()
24 timeEstimated = dfGroupByTMean['TimeEstimated'].values.tolist()
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25 time = dfGroupByTMean['TimeEstimated'].values.tolist()
26 timeEstimated = [x / (60*60*24) for x in time]
27
28 x = dict(zip(typeIssues,timeEstimated))
29 data = pd.Series(x).reset_index(name='value').rename(columns=
30 {'index':'typeIssue'})
31 data['angle'] = data['value']/data['value'].sum() * 2*pi
32 if len(x) > 2:
33 data['color'] = Dark2[len(x)]
34 elif len(x) == 2:
35 data['color'] = ['#35B778', '#FDE724']
36 elif len(x) == 1:
37 data['color'] = ['#35B778']
38 s3 = figure(plot_height=350, title="Tiempo medio por tipo de
incidencia", toolbar_location=None,
39 tools="hover", tooltips="@typeIssue: @value",
x_range=(-0.5, 1.0))
40 s3.wedge(x=0, y=1, radius=0.4,
41 start_angle=cumsum('angle', include_zero=True),
end_angle=cumsum('angle'),
42 line_color="white", fill_color='color',
legend_field='typeIssue', source=data)
43
44 grid = gridplot([[s4, s5, s1], [s3, s2, s6]], plot_width=400,
plot_height=400)
45 output_file("bokeh.html")
46 save(p)
5.3 Envío del informe
Para el envío de informes, vamos a desarrollar unmódulo que consistirá en crear un correo
electrónico que tenga adjuntado el informe, previamente importado, que se desea enviar. Este
módulo se replicará tres veces, una por cada proveedor de servicios SMTP.
En cada módulo se definirá la configuración para cada proveedor: id, clave de acceso,
servidor SMTP y puerto correspondiente.
A continuación se mostrará una sección del código que corresponde al módulo de envío
de informes usando el componente de Amazon SES.
1 import smtplib
2 from email.mime.multipart import MIMEMultipart
3 from email.mime.text import MIMEText
4 from email.mime.base import MIMEBase
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5 from email import encoders
6 from datetime import datetime
7 import pytz
8 import os
9
10 def sendMail():
11 fromaddr = os.environ["FROM_EMAIL"]
12 toaddr = os.environ["TO_EMAIL"]
13
14 tz_Madrid = pytz.timezone('Europe/Madrid')
15 datetime_Madrid = datetime.now(tz_Madrid)
16 print("Informe correspondiente a día y hora:",
datetime_Madrid.strftime("%d/%m - %H:%M"))
17
18 msg = MIMEMultipart()
19 msg['From'] = fromaddr
20 msg['To'] = toaddr
21 msg['Subject'] = "Informe diario multiproyecto"
22
23 body = "Informe correspondiente a día y hora: " +
datetime_Madrid.strftime("%d/%m - %H:%M")
24
25 msg.attach(MIMEText(body, 'plain'))
26
27 filename = "Informe.pdf"
28 attachment =
open("/home/sebas/Escritorio/TFGSourceCode/output.pdf", "rb")
29
30 p = MIMEBase('application', 'octet-stream')
31 p.set_payload((attachment).read())
32
33 encoders.encode_base64(p)
34
35 p.add_header('Content-Disposition', "attachment; filename= %s"
% filename)
36
37 msg.attach(p)
38
39 s = smtplib.SMTP()
40 s.connect(os.environ["SMTP_SERVER"],587)
41 s.starttls()
42 s.login(os.environ["SMTP_ID"], os.environ["SMTP_SECRET"])
43
44 text = msg.as_string()
45
46 s.sendmail(fromaddr, toaddr, text)
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47
48 s.quit()
5.4 Miscelánea
En el caso de que se quisiese desplegar la aplicación, se puede optar por una solución
on premise o cloud. Si se opta por hacer un despliegue en cloud, se podría utilizar la pla-
taforma de AWS, cuyos servicios son compatibles con las necesidades de este proyecto. Por
ejemplo, se podría utilizar una máquina EC2 [36] que hospede la herramienta y que se ejecute
periódicamente.
También se podría considerar utilizar el servicio de Amazon Lambda [37], un servicio
serverless que ejecuta código en una infraestructura que proporciona escalado y aprovisio-
namiento automático. Es un tipo de ”despliegue” que encajaría con el tipo de herramienta que
tenemos, ya que no se guarda en ningún momento el estado de los informes, si no que una
vez que es generado, se envía directamente.
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Capítulo 6
Análisis de las Diferentes Soluciones
Durante esta sección se expondrán las ventajas y desventajas de cada una de las solucio-nes propuestas, indicando de que elementos se compone cada una de ellas.
6.1 Conjunto de datos utilizado
Para hacer pruebas, se ha creado un conjunto de datos (figura 6.1) que fuese lo suficien-
temente rico y verídico para apreciar las métricas y sus correspondientes gráficas. Los datos
provienen de la corporación ficticia ”ACME”. Para la prueba, las clasificaciones de los 10 pro-
yectos con más/menos retraso, se ha redimensionado a 3, ya que el conjunto de datos que
usaremos será menor.
Figura 6.1: Conjunto de datos de prueba
6.2 Mejor manera de obtener los datos
La manera óptima de obtener los datos ha sido utilizando peticiones a la API REST de Jira
y de OrangeHRM. Esta forma de obtener los datos evita cualquier interacción del cliente, ya
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que de la otra manera, el cliente debería exportar los XML de forma manual. De esta manera
se evita esa interacción y se automatiza todo el proceso de conseguir los datos.
El único inconveniente que supondría utilizar este método sería que, para poder realizar
esas peticiones a la API, se necesita tener obligatoriamente un usuario con permisos de admi-
nistrador. De esa manera, se podría acceder a todos los datos. Es un inconveniente que podría
suponer un riesgo para la empresa, por lo que se necesitarían medidas de seguridad respecto
a ese usuario (la empresa cliente tendría control absoluto sobre el usuario y podría tener logs
sobre los datos a los que accede).
6.3 Comparativa de proveedores de servicios SMTP
Continuando la comparativa comenzada en la sección 4.3.3 y luego de haber hecho prue-
bas del conjunto de la herramienta con cada proveedor (figura 6.2), se pueden afirmar lo si-
guiente: Google GMail no deja de ser un servicio gratuito que tiene un límite de mensajes
enviados. Además, sus servidores SMTP pueden estar filtrados en las empresas cliente, algo
que no sería de extrañar. En cuanto a Postmark, es un servicio que es de calidad pero que po-
siblemente no sea adecuado con lo que se busca en este proyecto. Amazon SES por su parte,
es la opción más razonable, ya que te permite tener un gran control sobre los parámetros del
servicio y se ajusta al tipo de herramienta que llevamos a cabo. Su modelo de negocio de cobro
por uso es perfecto para un futuro, ya que se podría escalar de manera sencilla y sin subida
de costes por número de emails.
Figura 6.2: Informe recibido por correo
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6.4 Informe utilizando Matplotlib
Como podemos observar, el informe generado en formato PDF con gráficas de la librería
Matplotlib es demasiado simple (figura 6.3). La librería es muy útil a la hora de comenzar
a trabajar con gráficas, ya que te permite modificar muchos parámetros. Por ello, también
es complejo de utilizar a la hora de querer programar gráficas que no sean tan simples. En
cambio, Plotly, aunque utilice Matplotlib por detrás es una librería que ofrece gráficas más
visuales. En las figuras 6.4, 6.5, 6.6 se encuentran las gráficas generadas.
Figura 6.3: Gráficas Matplotlib incrustados en un PDF
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(a) Clasificación proyectos con más retraso (b) Clasificación proyectos con menos retraso
Figura 6.4: Gráfica 1 y 2 con Matplotlib
(a) Tipos de incidencia que más se producen (b) Tiempo medio por tipo de incidencia
Figura 6.5: Gráfica 3 y 4 con Matplotlib
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(a) Prioridades que más suceden (b) Capacidades más relevantes
Figura 6.6: Gráfica 5 y 6 con Matplotlib
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6.5 Informe utilizando Plotly
Como se estaba exponiendo anteriormente, Plotly, es una librería basada en Matplotlib.
Esta herramienta es mucho más sofisticada para la visualización de datos. Además, la mane-
ra de programar con esta librería es más ”limpia” que con Matplotlib, ya que abstrae a más
alto nivel. Las gráficas creadas son más eficientes y también tienen más elegancia que con
Matplotlib. Además son dinámicas, lo que te permite interactuar con ellas y percibir mejor
la información. En la figura 6.7 se visualiza la página generada con todas las gráficas (figu-
ras 6.8, 6.9, 6.10)
Figura 6.7: Gráficas Plotly incrustados en HTML
(a) Clasificación proyectos con más retraso (b) Clasificación proyectos con menos retraso
Figura 6.8: Gráfica 1 y 2 con Plotly
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(a) Tipos de incidencia que más se producen (b) Tiempo medio por tipo de incidencia
Figura 6.9: Gráfica 3 y 4 con Plotly
(a) Prioridades que más suceden (b) Capacidades más relevantes
Figura 6.10: Gráfica 5 y 6 con Plotly
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6.6 Informe utilizando Bokeh
Esta librería, al igual que Plotly, es mucho más sofisticada que Matplotlib. Sus gráficas
son más visuales y ofrece una paleta de colores inmensa para representar las figuras. Cabe
destacar que no tiene la sencillez de codificar que Plotly, si no que se deben modificar muchos
parámetros para formar las gráficas deseadas. Un ejemplo muy claro es el de crear las gráficas
de tipo tarta, que es un verdadero reto. También destacar que la librería no posee represen-
tación para las gráficas de barras horizontales, por lo que se ha tenido que utilizar verticales.
En la figura 6.11 se aprecia la página generada con las gráficas (figuras 6.12, 6.13, 6.14)
Los valores se descubren pasando el cursor por encima de las gráficas en el documento
HTML.
Figura 6.11: Gráficas Bokeh incrustados en HTML
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(a) Clasificación proyectos con más retraso (b) Clasificación proyectos con menos retraso
Figura 6.12: Gráfica 1 y 2 con Bokeh
(a) Tipos de incidencia que más se producen (b) Tiempo medio por tipo de incidencia
Figura 6.13: Gráfica 3 y 4 con Bokeh
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(a) Prioridades que más suceden (b) Capacidades más relevantes
Figura 6.14: Gráfica 5 y 6 con Bokeh
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6.7 Conclusiones
Luego de analizar las diferentes opciones que tenemos para esta herramienta, el conjunto
de componentes/procedimentos que tiene más potencial de acabar siendo la mejor opción es
el siguiente:
• APIREST para la extracción de datos: Esto es debido a que se trata de la maneramás
efectiva y menos intrusiva con el cliente que se puede realizar. A la hora de programar,
crear las llamadas es algo sencillo de hacer, además de parsear las respuestas JSON.
• Plotly para la generación de gráficas: Sus gráficas son las más visuales y más di-
námicas, aportando un gran valor añadido al informe. Además, el conjunto de tipos de
gráficas que ofrece es alto.
• Amazon SES como proveedor de servicios SMTP: Sumodelo de negocio es perfecto
para este tipo de herramientas, ya que se paga por lo que se consume y la periodicidad
de los informes no provoca que se tengan que realizar grandes cantidades de emails.
Los tiempos de entrega no son los más rápidos, pero debido a la periodicidad que se
plantea no supone ningún inconveniente.
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Capítulo 7
Conclusiones y Futuros Trabajos
Durante este último capítulo se expondrán las conclusiones de todo el proyecto, ademásde los futuros trabajos que se podrán realizar.
7.1 Conclusiones
Las herramientas más populares de gestión de proyectos a día de hoy son Jira, Assembla
y en open source, OpenProject. Están orientadas a gestión de grandes y medianos proyectos,
pero no están orientadas a gestiónmultiproyecto, que es un caso de uso cada vezmás creciente
y valioso debido al aumento de número de proyectos, servicios y complejidad de gestión de
integración de las distintas fuentes de datos. Por ello, las empresas tienen que inviertir tiempo
y recursos en la gestión de múltiples proyectos sin tener una visión global de los mismos, algo
que se podría mejorar en gran manera.
Tras haber analizado las diferentes opciones que existen, se ha explorado el Marketplace
de Atlassian, que es un servicio de gadgets de terceros, en busca del caso de uso que co-
mentamos, pero no se ha encontrado ningún gadget que satisfaga la necesidad de métricas
multiproyecto.
Por ello, se plantea realizar una herramienta que solvente esta problemática, en el que los
casos de uso sean principalmente los de la comunicación vía email con el cliente para el en-
vío de gráficas multiproyecto, proporcionando información como proyectos con más retraso,
tiempo medio de resolución de incidencias…
Se lleva a cabo un análisis de las métricas necesarias para generar información multipro-
yecto y se exponen diferentes gráficas que serían de utilidad para tomar decisiones y aumentar
la productividad del entorno de desarrollo. Además, se propone utilizar una fuente de datos
externa de RRHH para enriquecer los datos.
Se diseña una herramienta para que genere informes en formato PDF o HTML, utlizando
las librerías gráficas Matplotlib, Plotly y Bokeh, siendo estos enviados vía email con un pro-
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veedor de servicios SMTP como Amazon SES, Google GMail o Postmark. Estos resultados se
comparan y se analiza cuál sería la mejor opción y más viable.
Luego del análisis y diseño, se ha realizado una prueba de concepto utilizando datos de
ejemplo de Jira y datos de recursos de un gestor de RRHH (OrangeHRM), de forma que se ha
podido comprobar la viabilidad de esta herramienta.
El estudio y diseño que se ha llevado a cabo durante este proyecto concluye que ha sido
viable diseñar una herramienta que produzca informes con gráficas multiproyecto para pro-
veer de analíticas a herramientas como Jira Software, que carecen de este aspecto. De esta
manera, el seguimiento de múltiples proyectos es más productivo y eficiente. Considero que
se ha cumplido el objetivo inicial del proyecto y que se han analizado correctamente varias
de las opciones que se habían propuesto.
La solución que tiene más potencial de acabar siendo una herramienta que llegue a ser
utilizada es la que se explica en el capítulo anterior 6, que consiste en obtener los datos de
provenientes de Jira y OrangeHRM a través de sus API REST, generar las gráficas con la
librería Plotly en Python y enviar el informe vía email con el proveedor de servicios SMTP
Amazon SES.
El código fuente de las soluciones propuestas está en un repositorio online [38] en Github
creado por mí. Se encuentra bajo la licencia GPLv3 [39], que permite el uso y modificación
libre del código preservando el Copyright y la licencia.
En cuanto a lo personal, con este proyecto he conocido las herramientas que se utilizan
en entornos de desarrollo y qué tener en cuenta cuando se decide por utilizar una, ya que a
simple vista parece que todas ofrecen lo mismo pero esto no es así. Existen pequeños detalles
que, aunque no parezcan importantes en un principio, su ausencia es notoria luego de tra-
bajar durante un tiempo. Esto me ha hecho obtener pensamiento crítico a la hora de tomar
decisiones y estudiar bien todas las opciones que se ofrecen.
Además de lo anterior, he visto en detalle el funcionamiento típico de Jira, algo muy im-
portante ya que es una herramienta muy extendida en el mundo de la informática.
En cuanto a temas de programación, he manejado scripts de Python, algo con lo que estoy
más familiarizado y con lo queme encuentro a gusto. Las librerías utilizadas para la generación
de gráficas eran nuevas para mí, menos el caso de Matplotlib que ya había tenido tiempo
de utilizarla en alguna asignatura. También incluyo el caso de enviar correos electrónicos
mediante programación, algo que nunca había hecho. En general, la experiencia ha sido muy
satisfactoria.
En conclusión, la relización de este trabajo ha supuesto un reto para exponer las capacida-
des aprendidas durante estos años de carrera y ver como avanzaba en el proyecto ha supuesto
una gran gratificación para mí.
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7.2 Futuros trabajos
A lo largo de este proyecto he podido apreciar mejoras que se podrían realizar en un futuro
desarrollo al completo. Estas mejoras podrían afectar a la escalabilidad de la herramienta y a
la puesta en producción de la misma. Además, se podrían considerar nuevos requisitos. Estos
puntos no se han considerado a la hora de realizar el proyecto ya que se quería tener una
visión general de la herramienta y un análisis de viabilidad.
• Futuros requisitos: Al realizar el proyecto, se reflexionó sobre la posibilidad de im-
plementar un servicio web en el que el cliente pudiese tener acceso a un histórico de
informes. Es un caso de uso que se podría considerar en un futuro si existe expansión
de clientes. En un principio no se realizó esta posibilidad ya que se enfocó más a que
fuese un servicio de notificaciones.
• Persistencia: A lo largo del proyecto, se pensó en incluir persistencia, pero debido al
enfoque de notificaciones que se ha dado, no se consideró finalmente. Si se expandiese
el proyecto y hubiese posibilidades de ponerlo en producción, se consideraría incluir
persistencia si hubiese algún caso de uso que obligase a que existiese.
• Futuro despliege: La herramienta se podría desplegar en el caso en el que se cum-
pliesen todos los requisitos del cliente. El despliegue podría ser en un servidor y que la
herramienta se ejecute periódicamente, generando informes y enviándolos a los clien-
tes. Todo dependería de las características necesarias.
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Apéndice A
Material adicional
A.1 Código fuente de generación de gráficas
A.1.1 Matplotlib
1 import matplotlib.pyplot as plt
2 import pandas as pd
3 import matplotlib.backends.backend_pdf
4 import numpy as np
5 from collections import Counter
6
7 def createGraphics(df):
8
9 df = pd.DataFrame.from_dict({'ProjectName': {0: 'PRO1', 1:
'PRO4', 2: 'PRO1', 3: 'PRO4', 4: 'PRO1', 5: 'PRO2', 6: 'PRO2',
7: 'PRO2', 8: 'PRO4', 9: 'PRO2', 10: 'PRO3', 11: 'PRO3', 12:
'PRO3', 13: 'PRO4', 14: 'PRO4'},
10 'IssueID': {0: '10200', 1:
'10022', 2: '10021', 3: '10020', 4: '10019', 5: '10018', 6:
'10017', 7: '10016', 8: '10015', 9: '10014', 10: '10013', 11:
'10012', 12: '10011', 13: '10010', 14: '10009'},
11 'ResourceID': {0: 'sebascm', 1:
'pabloac', 2: 'sebascm', 3: 'pabloac', 4: 'santiagoma', 5:
'sebascm', 6: 'pabloac', 7: 'santiagoma', 8: 'raulze', 9:
'sebascm', 10: 'pabloac', 11: 'raulze', 12: 'santiagoma', 13:
'raulze', 14: 'sebascm'},
12 'TimeEstimated': {0: 129600, 1:
129600, 2: 180600, 3: 119600, 4: 180600, 5: 129600, 6: 80314, 7:
300000, 8: 239900, 9: 78422, 10: 129600, 11: 235000, 12: 123000,
13: 320000, 14: 5000000},
13 'TimeSpent': {0: 180600, 1:
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190600, 2: 230000, 3: 200600, 4: 300600, 5: 450600, 6: 98918, 7:
350000, 8: 280000, 9: 90000, 10: 119600, 11: 290000, 12:
160000, 13: 800000, 14: 900000},
14 'TypeIssue': {0: 'Tarea', 1:
'Historia', 2: 'Historia', 3: 'Historia', 4: 'Historia', 5:
'Historia', 6: 'Historia', 7: 'Error', 8: 'Historia', 9:
'Historia', 10: 'Historia', 11: 'Error', 12: 'Subtarea', 13:
'Subtarea', 14: 'Historia'},
15 'IssuePriority': {0: 'Low', 1:
'High', 2: 'Highest', 3: 'Lowest', 4: 'Lowest', 5: 'High', 6:
'High', 7: 'High', 8: 'Highest', 9: 'Medium', 10: 'High', 11:
'Low', 12: 'Medium', 13: 'Low', 14: 'High'},
16 'Capacity1': {0: 'Java', 1:
'Java', 2: 'HTML', 3: 'Python', 4: 'Python', 5: 'Java', 6:
'C++', 7: '.NET', 8: 'Java', 9: 'Javascript', 10: 'HTML', 11:
'Java', 12: 'Python', 13: 'HTML', 14: 'Java'},
17 'Capacity2': {0: 'HTML', 1:
'Python', 2: 'Java', 3: 'Javascript', 4: 'Java', 5: 'Python', 6:
'Java', 7: 'HTML', 8: 'C++', 9: 'Java', 10: 'Java', 11:
'Javascript', 12: 'Java', 13: 'Javascript', 14: 'HTML'},
18 'Capacity3': {0: 'Javascript', 1:
'HTML', 2: 'Javascript', 3: 'HTML', 4: 'Javascript', 5: '.NET',
6: 'Python', 7: 'C++', 8: 'Python', 9: 'Python', 10: 'C++', 11:
'.NET', 12: 'HTML', 13: '.NET', 14: 'Javascript'}
19 })
20 def reverse(s):
21 return s[::-1]
22
23 # Clasificación proyectos con más retraso
24 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
25 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
26
27 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
28 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
29 dfGroupByPNa = dfGroupByPN.sort_values(by='TimeDelay',
ascending=False)
30
31 top10 = dfGroupByPNa.head(3)
32 projectName = top10['ProjectName'].unique().tolist()
33 projectName = reverse(projectName)
34 timeDelay = top10.index.values.tolist()
35 timeDelay = reverse(timeDelay)
36 timeDelayHours = [x / (60*60*24) for x in timeDelay]
37
38 fig, ax = plt.subplots()
39 width = 0.75 # the width of the bars
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40 ind = np.arange(len(timeDelayHours)) # the x locations for
the groups
41 ax.barh(ind, timeDelayHours, width, color="blue")
42 ax.set_yticks(ind+width/2)
43 ax.set_yticklabels(projectName, minor=False)
44 plt.title('Clasificación proyectos con más retraso')
45 plt.xlabel('Retraso (persona/día)')
46 plt.ylabel('Nombre proyecto')
47
48 # Clasificación proyectos con menos retraso
49 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
50 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
51
52 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
53 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
54 dfGroupByPNa = dfGroupByPN.sort_values(by='TimeDelay',
ascending=True)
55
56 top10 = dfGroupByPNa.head(3)
57 projectNameLess = top10['ProjectName'].unique().tolist()
58 projectNameLess = reverse(projectNameLess)
59 timeDelayLess = top10.index.values.tolist()
60 timeDelayLess = reverse(timeDelayLess)
61 timeDelayHoursLess = [x / (60*60*24) for x in timeDelayLess]
62
63 fig, ax = plt.subplots()
64 width = 0.75 # the width of the bars
65 ind = np.arange(len(timeDelayHoursLess)) # the x locations
for the groups
66 ax.barh(ind, timeDelayHoursLess, width, color="blue")
67 ax.set_yticks(ind+width/2)
68 ax.set_yticklabels(projectNameLess, minor=False)
69 plt.title('Clasificación proyectos con menos retraso')
70 plt.xlabel('Retraso (persona/día)')
71 plt.ylabel('Nombre proyecto')
72
73 # Numero de incidencias por tipo
74 dfGroupByTIssue = df.groupby('TypeIssue')
75 dfGroupByTIssueGraph =
dfGroupByTIssue.size().reset_index(name='NTypeIssues')
76
77 dfGroupByTIssueGraph.plot(kind='pie', y='NTypeIssues',
autopct='%.0f%%',
78
labels=dfGroupByTIssueGraph.TypeIssue, title='Tipos de
incidencia que más se producen')
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80 # Tiempo medio por tipo de incidencia
81
82 dfGroupByTMean = df.groupby('TypeIssue').mean()
83 typeIssues = df['TypeIssue'].unique().tolist()
84 time = dfGroupByTMean['TimeEstimated'].values.tolist()
85 timeEstimated = [x / (60*60*24) for x in time]
86
87 def make_autopct(values):
88 def my_autopct(pct):
89 total = sum(values)
90 val = int(round(pct*total/100))
91 return '{p:.0f}% ({v:d})'.format(p=pct, v=val)
92 return my_autopct
93
94 fig, ax = plt.subplots()
95 ax.pie(timeEstimated, labels=typeIssues,
autopct=make_autopct(timeEstimated),
96 shadow=True, startangle=90)
97 # Equal aspect ratio ensures that pie is drawn as a circle.
98 ax.axis('equal')
99 plt.title('Tiempo medio por tipo de incidencia (persona/día)')
100 plt.legend()
101 # Prioridades que mas suceden
102 dfGroupByPriority = df.groupby('IssuePriority')
103 dfGroupByPriority =
dfGroupByPriority.size().reset_index(name='IssuePriorityCount')
104 dfGroupByPriority.plot(kind='pie', y='IssuePriorityCount',
autopct='%.0f%%',
105 labels=dfGroupByPriority.IssuePriority,
title='Prioridades que más suceden')
106 # Capacidades mas relevantes
107 caps1 = df['Capacity1'].values.tolist()
108 caps2 = df['Capacity2'].values.tolist()
109 caps3 = df['Capacity3'].values.tolist()
110 caps123 = caps1 + caps2 + caps3
111 a = Counter(caps123)
112 labels, values = zip(*a.items())
113 indexes = np.arange(len(labels))
114 width = 1
115 fig, ax = plt.subplots()
116 ax.pie(values, labels=labels, autopct='%.0f%%',
117 shadow=True, startangle=90)
118 # Equal aspect ratio ensures that pie is drawn as a circle.
119 ax.axis('equal')
120 plt.title('Capacidades más relevantes')
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121 plt.legend()
122 plt.show()
123 fig = plt.figure()
124 pdf = matplotlib.backends.backend_pdf.PdfPages("output.pdf")
125 for fig in range(1, plt.gcf().number):
126 pdf.savefig(fig)
127 pdf.close()
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A.1.2 Plotly
1
2 from collections import Counter
3 import matplotlib.pyplot as plt
4 import numpy as np
5 import plotly.express as px
6 #import cufflinks as cf
7 import plotly.graph_objects as go
8 from plotly.subplots import make_subplots
9 import plotly as plotly
10 import pandas as pd
11
12
13 def createGraphics(df):
14
15 df = pd.DataFrame.from_dict({'ProjectName': {0: 'PRO1', 1:
'PRO4', 2: 'PRO1', 3: 'PRO4', 4: 'PRO1', 5: 'PRO2', 6: 'PRO2',
7: 'PRO2', 8: 'PRO4', 9: 'PRO2', 10: 'PRO3', 11: 'PRO3', 12:
'PRO3', 13: 'PRO4', 14: 'PRO4'},
16 'IssueID': {0: '10200', 1: '10022', 2:
'10021', 3: '10020', 4: '10019', 5: '10018', 6: '10017', 7:
'10016', 8: '10015', 9: '10014', 10: '10013', 11: '10012', 12:
'10011', 13: '10010', 14: '10009'},
17 'ResourceID': {0: 'sebascm', 1:
'pabloac', 2: 'sebascm', 3: 'pabloac', 4: 'santiagoma', 5:
'sebascm', 6: 'pabloac', 7: 'santiagoma', 8: 'raulze', 9:
'sebascm', 10: 'pabloac', 11: 'raulze', 12: 'santiagoma', 13:
'raulze', 14: 'sebascm'},
18 'TimeEstimated': {0: 129600, 1:
129600, 2: 180600, 3: 119600, 4: 180600, 5: 129600, 6: 80314, 7:
300000, 8: 239900, 9: 78422, 10: 129600, 11: 235000, 12: 123000,
13: 320000, 14: 5000000},
19 'TimeSpent': {0: 180600, 1: 190600, 2:
230000, 3: 200600, 4: 300600, 5: 450600, 6: 98918, 7: 350000, 8:
280000, 9: 90000, 10: 119600, 11: 290000, 12: 160000, 13:
800000, 14: 900000},
20 'TypeIssue': {0: 'Tarea', 1:
'Historia', 2: 'Historia', 3: 'Historia', 4: 'Historia', 5:
'Historia', 6: 'Historia', 7: 'Error', 8: 'Historia', 9:
'Historia', 10: 'Historia', 11: 'Error', 12: 'Subtarea', 13:
'Subtarea', 14: 'Historia'},
21 'IssuePriority': {0: 'Low', 1: 'High',
2: 'Highest', 3: 'Lowest', 4: 'Lowest', 5: 'High', 6: 'High', 7:
'High', 8: 'Highest', 9: 'Medium', 10: 'High', 11: 'Low', 12:
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'Medium', 13: 'Low', 14: 'High'},
22 'Capacity1': {0: 'Java', 1: 'Java', 2:
'HTML', 3: 'Python', 4: 'Python', 5: 'Java', 6: 'C++', 7:
'.NET', 8: 'Java', 9: 'Javascript', 10: 'HTML', 11: 'Java', 12:
'Python', 13: 'HTML', 14: 'Java'},
23 'Capacity2': {0: 'HTML', 1: 'Python',
2: 'Java', 3: 'Javascript', 4: 'Java', 5: 'Python', 6: 'Java',
7: 'HTML', 8: 'C++', 9: 'Java', 10: 'Java', 11: 'Javascript',
12: 'Java', 13: 'Javascript', 14: 'HTML'},
24 'Capacity3': {0: 'Javascript', 1:
'HTML', 2: 'Javascript', 3: 'HTML', 4: 'Javascript', 5: '.NET',
6: 'Python', 7: 'C++', 8: 'Python', 9: 'Python', 10: 'C++', 11:
'.NET', 12: 'HTML', 13: '.NET', 14: 'Javascript'}
25 })
26 def reverse(s):
27 return s[::-1]
28 ### Numero de incidencias por tipo
29 dfGroupByTIssue = df.groupby('TypeIssue')
30 dfGroupByTIssueGraph =
dfGroupByTIssue.size().reset_index(name='NTypeIssues')
31 listNTypeIssues =
dfGroupByTIssueGraph['NTypeIssues'].values.tolist()
32 listTypeIssues =
dfGroupByTIssueGraph['TypeIssue'].values.tolist()
33 ####Clasificación proyectos con más retraso
34 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
35 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
36 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
37 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
38 dfGroupByPNa =
dfGroupByPN.sort_values(by='TimeDelay',ascending=False)
39 top10 = dfGroupByPNa.head(3)
40 projectName = top10['ProjectName'].unique().tolist()
41 projectName = reverse(projectName)
42 timeDelay = top10.index.values.tolist()
43 timeDelay = reverse(timeDelay)
44 timeDelayHours = [x / (60*60*24) for x in timeDelay]
45
46 ####Clasificación proyectos con menos retraso
47 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
48 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
49 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
50 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
51 dfGroupByPNa =
dfGroupByPN.sort_values(by='TimeDelay',ascending=True)
52 top10 = dfGroupByPNa.head(3)
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53 projectNameLess = top10['ProjectName'].unique().tolist()
54 projectNameLess = reverse(projectNameLess)
55 timeDelayLess = top10.index.values.tolist()
56 timeDelayLess = reverse(timeDelayLess)
57 timeDelayHoursLess = [x / (60*60*24) for x in timeDelayLess]
58
59 ####Tiempo medio por tipo de incidencia
60 dfGroupByTMean = df.groupby('TypeIssue').mean()
61 typeIssues = df['TypeIssue'].unique().tolist()
62 time = dfGroupByTMean['TimeEstimated'].values.tolist()
63 timeEstimated = [x / (60*60*24) for x in time]
64 ####Prioridades que mas suceden
65 dfGroupByPriority = df.groupby('IssuePriority')
66 dfGroupByPriority =
dfGroupByPriority.size().reset_index(name='IssuePriorityCount')
67 IssuePriorities =
dfGroupByPriority['IssuePriority'].values.tolist()
68 IssuePrioritiesCount =
dfGroupByPriority['IssuePriorityCount'].values.tolist()
69 ####Capacidades mas relevantes
70 caps1 = df['Capacity1'].values.tolist()
71 caps2 = df['Capacity2'].values.tolist()
72 caps3 = df['Capacity3'].values.tolist()
73
74 caps123 = caps1 + caps2 + caps3
75 a = Counter(caps123)
76 labels, values = zip(*a.items())
77 indexes = np.arange(len(labels))
78 fig = make_subplots(
79 rows=3, cols=2,
80 subplot_titles=("Número de incidencias por tipo",
"Proyectos con más retraso (persona/día)","Proyectos con menos
retraso (persona/día)", "Tiempo medio por incidencia
(persona/día)","Tipo de prioridad que más sucede","Capacidades
más relevantes"),
81 specs=[[{"type": "pie"}, {"type": "bar"}], [{"type":
"bar"}, {"type": "pie"}], [{"type": "pie"}, {"type": "pie"}]])
82
83 fig.add_trace(go.Pie(labels=listTypeIssues,
values=listNTypeIssues), row=1, col=1)
84 fig.add_trace(go.Bar(x=timeDelayHours, y=projectName,
orientation='h'), row=1, col=2)
85 fig.add_trace(go.Bar(x=timeDelayHoursLess, y=projectNameLess,
orientation='h'), row=2, col=1)
86 fig.add_trace(go.Pie(labels=typeIssues, values=timeEstimated),
row=2, col=2)
88
APÉNDICE A. MATERIAL ADICIONAL
87 fig.add_trace(go.Pie(labels=IssuePriorities,
values=IssuePrioritiesCount), row=3, col=1)
88 fig.add_trace(go.Pie(labels=labels, values=values), row=3,
col=2)
89 plotly.offline.plot(fig, filename='name.html')
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A.1.3 Bokeh
1
2 from collections import Counter
3 import matplotlib.pyplot as plt
4 import numpy as np
5 import plotly.express as px
6 #import cufflinks as cf
7 import plotly.graph_objects as go
8 from plotly.subplots import make_subplots
9 import plotly as plotly
10 import pandas as pd
11
12
13 def createGraphics(df):
14
15 df = pd.DataFrame.from_dict({'ProjectName': {0: 'PRO1', 1:
'PRO4', 2: 'PRO1', 3: 'PRO4', 4: 'PRO1', 5: 'PRO2', 6: 'PRO2',
7: 'PRO2', 8: 'PRO4', 9: 'PRO2', 10: 'PRO3', 11: 'PRO3', 12:
'PRO3', 13: 'PRO4', 14: 'PRO4'},
16 'IssueID': {0: '10200', 1: '10022', 2:
'10021', 3: '10020', 4: '10019', 5: '10018', 6: '10017', 7:
'10016', 8: '10015', 9: '10014', 10: '10013', 11: '10012', 12:
'10011', 13: '10010', 14: '10009'},
17 'ResourceID': {0: 'sebascm', 1:
'pabloac', 2: 'sebascm', 3: 'pabloac', 4: 'santiagoma', 5:
'sebascm', 6: 'pabloac', 7: 'santiagoma', 8: 'raulze', 9:
'sebascm', 10: 'pabloac', 11: 'raulze', 12: 'santiagoma', 13:
'raulze', 14: 'sebascm'},
18 'TimeEstimated': {0: 129600, 1:
129600, 2: 180600, 3: 119600, 4: 180600, 5: 129600, 6: 80314, 7:
300000, 8: 239900, 9: 78422, 10: 129600, 11: 235000, 12: 123000,
13: 320000, 14: 5000000},
19 'TimeSpent': {0: 180600, 1: 190600, 2:
230000, 3: 200600, 4: 300600, 5: 450600, 6: 98918, 7: 350000, 8:
280000, 9: 90000, 10: 119600, 11: 290000, 12: 160000, 13:
800000, 14: 900000},
20 'TypeIssue': {0: 'Tarea', 1:
'Historia', 2: 'Historia', 3: 'Historia', 4: 'Historia', 5:
'Historia', 6: 'Historia', 7: 'Error', 8: 'Historia', 9:
'Historia', 10: 'Historia', 11: 'Error', 12: 'Subtarea', 13:
'Subtarea', 14: 'Historia'},
21 'IssuePriority': {0: 'Low', 1: 'High',
2: 'Highest', 3: 'Lowest', 4: 'Lowest', 5: 'High', 6: 'High', 7:
'High', 8: 'Highest', 9: 'Medium', 10: 'High', 11: 'Low', 12:
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'Medium', 13: 'Low', 14: 'High'},
22 'Capacity1': {0: 'Java', 1: 'Java', 2:
'HTML', 3: 'Python', 4: 'Python', 5: 'Java', 6: 'C++', 7:
'.NET', 8: 'Java', 9: 'Javascript', 10: 'HTML', 11: 'Java', 12:
'Python', 13: 'HTML', 14: 'Java'},
23 'Capacity2': {0: 'HTML', 1: 'Python',
2: 'Java', 3: 'Javascript', 4: 'Java', 5: 'Python', 6: 'Java',
7: 'HTML', 8: 'C++', 9: 'Java', 10: 'Java', 11: 'Javascript',
12: 'Java', 13: 'Javascript', 14: 'HTML'},
24 'Capacity3': {0: 'Javascript', 1:
'HTML', 2: 'Javascript', 3: 'HTML', 4: 'Javascript', 5: '.NET',
6: 'Python', 7: 'C++', 8: 'Python', 9: 'Python', 10: 'C++', 11:
'.NET', 12: 'HTML', 13: '.NET', 14: 'Javascript'}
25 })
26 def reverse(s):
27 return s[::-1]
28 ### Numero de incidencias por tipo
29 dfGroupByTIssue = df.groupby('TypeIssue')
30 dfGroupByTIssueGraph =
dfGroupByTIssue.size().reset_index(name='NTypeIssues')
31 listNTypeIssues =
dfGroupByTIssueGraph['NTypeIssues'].values.tolist()
32 listTypeIssues =
dfGroupByTIssueGraph['TypeIssue'].values.tolist()
33 ####Clasificación proyectos con más retraso
34 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
35 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
36 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
37 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
38 dfGroupByPNa =
dfGroupByPN.sort_values(by='TimeDelay',ascending=False)
39 top10 = dfGroupByPNa.head(3)
40 projectName = top10['ProjectName'].unique().tolist()
41 projectName = reverse(projectName)
42 timeDelay = top10.index.values.tolist()
43 timeDelay = reverse(timeDelay)
44 timeDelayHours = [x / (60*60*24) for x in timeDelay]
45
46 ####Clasificación proyectos con menos retraso
47 df['TimeDelay'] = df['TimeSpent'] - df['TimeEstimated']
48 df['TimeDelay'] = df['TimeDelay'].mask(df['TimeDelay'] < 0, 0)
49 dfGroupByPN = df.groupby('ProjectName').sum().reset_index()
50 dfGroupByPN = dfGroupByPN.set_index('TimeDelay')
51 dfGroupByPNa =
dfGroupByPN.sort_values(by='TimeDelay',ascending=True)
52 top10 = dfGroupByPNa.head(3)
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53 projectNameLess = top10['ProjectName'].unique().tolist()
54 projectNameLess = reverse(projectNameLess)
55 timeDelayLess = top10.index.values.tolist()
56 timeDelayLess = reverse(timeDelayLess)
57 timeDelayHoursLess = [x / (60*60*24) for x in timeDelayLess]
58
59 ####Tiempo medio por tipo de incidencia
60 dfGroupByTMean = df.groupby('TypeIssue').mean()
61 typeIssues = df['TypeIssue'].unique().tolist()
62 time = dfGroupByTMean['TimeEstimated'].values.tolist()
63 timeEstimated = [x / (60*60*24) for x in time]
64 ####Prioridades que mas suceden
65 dfGroupByPriority = df.groupby('IssuePriority')
66 dfGroupByPriority =
dfGroupByPriority.size().reset_index(name='IssuePriorityCount')
67 IssuePriorities =
dfGroupByPriority['IssuePriority'].values.tolist()
68 IssuePrioritiesCount =
dfGroupByPriority['IssuePriorityCount'].values.tolist()
69 ####Capacidades mas relevantes
70 caps1 = df['Capacity1'].values.tolist()
71 caps2 = df['Capacity2'].values.tolist()
72 caps3 = df['Capacity3'].values.tolist()
73
74 caps123 = caps1 + caps2 + caps3
75 a = Counter(caps123)
76 labels, values = zip(*a.items())
77 indexes = np.arange(len(labels))
78 fig = make_subplots(
79 rows=3, cols=2,
80 subplot_titles=("Número de incidencias por tipo",
"Proyectos con más retraso (persona/día)","Proyectos con menos
retraso (persona/día)", "Tiempo medio por incidencia
(persona/día)","Tipo de prioridad que más sucede","Capacidades
más relevantes"),
81 specs=[[{"type": "pie"}, {"type": "bar"}], [{"type":
"bar"}, {"type": "pie"}], [{"type": "pie"}, {"type": "pie"}]])
82
83 fig.add_trace(go.Pie(labels=listTypeIssues,
values=listNTypeIssues), row=1, col=1)
84 fig.add_trace(go.Bar(x=timeDelayHours, y=projectName,
orientation='h'), row=1, col=2)
85 fig.add_trace(go.Bar(x=timeDelayHoursLess, y=projectNameLess,
orientation='h'), row=2, col=1)
86 fig.add_trace(go.Pie(labels=typeIssues, values=timeEstimated),
row=2, col=2)
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87 fig.add_trace(go.Pie(labels=IssuePriorities,
values=IssuePrioritiesCount), row=3, col=1)
88 fig.add_trace(go.Pie(labels=labels, values=values), row=3,
col=2)
89 plotly.offline.plot(fig, filename='name.html')
A.2 Código fuente de ETL
A.2.1 API REST Jira
1 import requests
2 from requests.auth import HTTPBasicAuth
3 from pandas import DataFrame
4 import pandas as pd
5 import urllib3
6 import json
7 import numpy as np
8 import os
9
10
11 def createRepresentationJira(listIssueProjectName, listIssueId,
listIssueAssignee, listIssueTimeEstimate,
12 listIssueTimeSpent,
listIssueTypeName,listIssuePriority):
13 dictData = {
14 "ProjectName": listIssueProjectName,
15 "IssueID": listIssueId,
16 "ResourceID": listIssueAssignee,
17 "TimeEstimated": listIssueTimeEstimate,
18 "TimeSpent": listIssueTimeSpent,
19 "TypeIssue": listIssueTypeName,
20 "IssuePriority": listIssuePriority
21 }
22 return dictData
23
24 def createRepresentationOrange(listEmployeeFName,
listEmployeeMNmae, listEmployeeLName,
25 listEmployeeNName,
listEmployeeCapacity1,listEmployeeCapacity2,
listEmployeeCapacity3):
26 dictData = {
27 "EmployeeFName": listEmployeeFName,
28 "EmployeeMName": listEmployeeMName,
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29 "EmployeeLName": listEmployeeLNmae,
30 "EmployeeNName": listEmployeeNName,
31 "EmployeeCapacity1": listEmployeeCapacity1,
32 "EmployeeCapacity2": listEmployeeCapacity2,
33 "EmployeeCapacity3": listEmployeeCapacity3
34 }
35 return dictData
36
37 def mergeDataFrames(dataFrameJira, dataFrameOrange):
38 mergedDataFrame =
pd.merge(left=dataFrameJira,right=dataFrameOrange,
left_on='ResourceID', right_on='EmployeeNName')
39 return mergeDataFrame
40
41 def createDataFrame (dictData):
42
43 frame = DataFrame(dictData)
44
45 return frame
46
47 def exportDataFrame (dataFrame):
48 dataFrame.to_csv('dataIssues', sep='\t', encoding='utf-8')
49
50 def getDataJira():
51 user = os.environ["JIRA_USER"]
52 password = os.environ["JIRA_PASS"]
53 url = 'http://localhost:8080/rest/api/2/project'
54 rJira = requests.get(url.format(), auth=HTTPBasicAuth(user,
password)).json()
55 dictIssues = []
56 dictData = []
57 listIssueTypeName = []
58 listIssueTimeSpent = []
59 listIssueTimeEstimate = []
60 listIssueAssignee = []
61 listIssueProjectName = []
62 listIssueId = []
63 listIssuePriority = []
64 for i in range(len(rJira)):
65 projectName = rJira[i]['name']
66 url = 'http://localhost:8080/rest/api/2/search?jql=project='
67 +str(projectName)
68 r2 = requests.get(url.format(), auth=HTTPBasicAuth(user,
password)).json()
69 for j in range(len(r2['issues'])):
70 issueTypeName =
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r2['issues'][j]['fields']['issuetype']['name']
71 issueTimeSpent = r2['issues'][j]['fields']['timespent']
72 issueTimeEstimate =
r2['issues'][j]['fields']['timeoriginalestimate']
73 if (r2['issues'][j]['fields']['assignee'] == None):
74 issueAssignee = 'NA'
75 else:
76 issueAssignee =
r2['issues'][j]['fields']['assignee']['name']
77 issueProjectName =
r2['issues'][j]['fields']['project']['name']
78 issueId = r2['issues'][j]['id']
79 issuePriority =
r2['issues'][j]['fields']['priority']['name']
80
81 listIssueTypeName.append(issueTypeName)
82 listIssueTimeSpent.append(issueTimeSpent)
83 listIssueTimeEstimate.append(issueTimeEstimate)
84 listIssueAssignee.append(issueAssignee)
85 listIssueProjectName.append(issueProjectName)
86 listIssueId.append(issueId)
87 listIssuePriority.append(issuePriority)
88 dictDataJira = createRepresentationJira(listIssueProjectName,
listIssueId, listIssueAssignee, listIssueTimeEstimate,
89 listIssueTimeSpent,
listIssueTypeName,listIssuePriority)
90 df = createDataFrame(dictDataJira)
91
92 df['TimeSpent'] = pd.to_numeric(df['TimeSpent'],errors='coerce')
93 df = df.replace(np.nan, 0, regex=True)
94 df['TimeSpent'] = df['TimeSpent'].astype(int)
95
96 df['TimeEstimated'] =
pd.to_numeric(df['TimeEstimated'],errors='coerce')
97 df = df.replace(np.nan, 0, regex=True)
98 df['TimeEstimated'] = df['TimeEstimated'].astype(int)
99
100 return df
101
102 def getDataOrangeHRM():
103 user = os.environ["ORANGEHRM_USER"]
104 password = os.environ["ORANGEHRM_PASS"]
105 url = 'http://localhost:80/api/employees'
106 rOrange = requests.get(url.format(), auth=HTTPBasicAuth(user,
password)).json()
107 dictIssues = []
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108 dictData = []
109
110 listEmployeeFName = []
111 listEmployeeMName = []
112 listEmployeeLNmae = []
113 listEmployeeNName = []
114 listEmployeeCapacity1 = []
115 listEmployeeCapacity2 = []
116 listEmployeeCapacity3 = []
117
118 for i in range(len(rOrange)):
119 emp_number = rOrange[i]['empNumber']
120 url = 'https://<system
url>/api/employees/emp_number='+str(emp_number)
121 r2Orange = requests.get(url.format(),
auth=HTTPBasicAuth(user, password)).json()
122 for j in range(len(r2Orange)):
123 employeeFName = r2Orange[j]['firstName']
124 employeeMName = r2Orange[j]['middleName']
125 employeeLName = r2Orange[j]['lastName']
126 employeeNName = r2Orange[j]['nickName'] #Foreign key of
name in Jira issues
127 employeeCapacity1 = r2Orange[j]['custom1']
128 employeeCapacity2 = r2Orange[j]['custom2']
129 employeeCapacity3 = r2Orange[j]['custom3']
130
131 listEmployeeFName.append(employeeFName)
132 listEmployeeMName.append(employeeMName)
133 listEmployeeLNmae.append(employeeLName)
134 listEmployeeNName.append(employeeNName)
135 listEmployeeCapacity1.append(employeeCapacity1)
136 listEmployeeCapacity2.append(employeeCapacity2)
137 listEmployeeCapacity3.append(employeeCapacity3)
138
139 dictDataOrange = createRepresentationOrange(listEmployeeFName,
listEmployeeMNmae, listEmployeeLName,
140 listEmployeeNName,
listEmployeeCapacity1,listEmployeeCapacity2,
listEmployeeCapacity3)
141
142 dataFrameOrange = createDataFrame(dictDataOrange)
143
144 return dataFrameOrange
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A.2.2 XML Jira
1 from requests.auth import HTTPBasicAuth
2 from pandas import DataFrame
3 import os
4 import xmltodict
5 import json
6 import requests
7 import pandas as pd
8 import urllib3
9 import json
10 import numpy as np
11 import os
12
13 def createRepresentationJira(listIssueProjectName, listIssueId,
listIssueAssignee, listIssueTimeEstimate,
14 listIssueTimeSpent,
listIssueTypeName,listIssuePriority):
15 dictData = {
16 "ProjectName": listIssueProjectName,
17 "IssueID": listIssueId,
18 "ResourceID": listIssueAssignee,
19 "TimeEstimated": listIssueTimeEstimate,
20 "TimeSpent": listIssueTimeSpent,
21 "TypeIssue": listIssueTypeName,
22 "IssuePriority": listIssuePriority
23 }
24 return dictData
25
26 def createRepresentationOrange(listEmployeeFName,
listEmployeeMNmae, listEmployeeLName,
27 listEmployeeNName,
listEmployeeCapacity1,listEmployeeCapacity2,
listEmployeeCapacity3):
28 dictData = {
29 "EmployeeFName": listEmployeeFName,
30 "EmployeeMName": listEmployeeMName,
31 "EmployeeLName": listEmployeeLNmae,
32 "EmployeeNName": listEmployeeNName,
33 "EmployeeCapacity1": listEmployeeCapacity1,
34 "EmployeeCapacity2": listEmployeeCapacity2,
35 "EmployeeCapacity3": listEmployeeCapacity3
36 }
37 return dictData
38
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39 def mergeDataFrames(dataFrameJira, dataFrameOrange):
40 mergedDataFrame =
pd.merge(left=dataFrameJira,right=dataFrameOrange,
left_on='ResourceID', right_on='EmployeeNName')
41 return mergeDataFrame
42
43 def createDataFrame (dictData):
44
45 frame = DataFrame(dictData)
46
47 return frame
48
49 def exportDataFrame (dataFrame):
50 dataFrame.to_csv('dataIssues', sep='\t', encoding='utf-8')
51
52 def getDataJira():
53
54 for filename in os.listdir('/xmlfiles/'):
55 if filename.endswith('.xml'):
56 with open(os.path.join('/xmlfiles/', filename)) as f:
57 doc = xmltodict.parse(f.read())
58 jsonF = json.loads(json.dumps(doc))
59
60 for j in range(len(jsonF['rss']['channel']['item'])):
61 issueProjectName =
jsonF['rss']['channel']['item'][j]['project']['#text']
62 issueTypeName =
jsonF['rss']['channel']['item'][j]['type']['#text']
63 issueTimeSpent =
jsonF['rss']['channel']['item'][j]['timespent']['#text']
64 issueTimeEstimate =
jsonF['rss']['channel']['item'][j]['timeoriginalestimate']['#text']
65 if
(jsonF['rss']['channel']['item'][j]['project']['assignee']['#text']
== 'sin asignar'):
66 issueAssignee = 'NA'
67 else:
68 issueAssignee =
jsonF['rss']['channel']['item'][j]['project']['assignee']['#text']
69 issueId =
jsonF['rss']['channel']['item'][j]['project']['key']['@id']
70 issuePriority =
jsonF['rss']['channel']['item'][j]['project']['priority']['#name']
71 listIssueTypeName.append(issueTypeName)
72 listIssueTimeSpent.append(issueTimeSpent)
73 listIssueTimeEstimate.append(issueTimeEstimate)
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74 listIssueAssignee.append(issueAssignee)
75 listIssueProjectName.append(issueProjectName)
76 listIssueId.append(issueId)
77 listIssuePriority.append(issuePriority)
78 dictDataJira =
createRepresentationJira(listIssueProjectName, listIssueId,
listIssueAssignee, listIssueTimeEstimate,
79 listIssueTimeSpent,
listIssueTypeName,listIssuePriority)
80 df = createDataFrame(dictDataJira)
81
82 df['TimeSpent'] =
pd.to_numeric(df['TimeSpent'],errors='coerce')
83 df = df.replace(np.nan, 0, regex=True)
84 df['TimeSpent'] = df['TimeSpent'].astype(int)
85
86 df['TimeEstimated'] =
pd.to_numeric(df['TimeEstimated'],errors='coerce')
87 df = df.replace(np.nan, 0, regex=True)
88 df['TimeEstimated'] = df['TimeEstimated'].astype(int)
89
90 return df
91
92 def getDataOrangeHRM():
93 user = os.environ["ORANGEHRM_USER"]
94 password = os.environ["ORANGEHRM_PASS"]
95 url = 'https://<system url>/api/employees'
96 rOrange = requests.get(url.format(), auth=HTTPBasicAuth(user,
password)).json()
97 dictIssues = []
98 dictData = []
99
100 listEmployeeFName = []
101 listEmployeeMName = []
102 listEmployeeLNmae = []
103 listEmployeeNName = []
104 listEmployeeCapacity1 = []
105 listEmployeeCapacity2 = []
106 listEmployeeCapacity3 = []
107
108 for i in range(len(rOrange)):
109 emp_number = rOrange[i]['empNumber']
110 url = 'https://<system
url>/api/employees/emp_number='+str(emp_number)
111 r2Orange = requests.get(url.format(),
auth=HTTPBasicAuth(user, password)).json()
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112 for j in range(len(r2Orange)):
113 employeeFName = r2Orange[j]['firstName']
114 employeeMName = r2Orange[j]['middleName']
115 employeeLName = r2Orange[j]['lastName']
116 employeeNName = r2Orange[j]['nickName'] #Foreign key of
name in Jira issues
117 employeeCapacity1 = r2Orange[j]['custom1']
118 employeeCapacity2 = r2Orange[j]['custom2']
119 employeeCapacity3 = r2Orange[j]['custom3']
120
121 listEmployeeFName.append(employeeFName)
122 listEmployeeMName.append(employeeMName)
123 listEmployeeLNmae.append(employeeLName)
124 listEmployeeNName.append(employeeNName)
125 listEmployeeCapacity1.append(employeeCapacity1)
126 listEmployeeCapacity2.append(employeeCapacity2)
127 listEmployeeCapacity3.append(employeeCapacity3)
128
129 dictDataOrange = createRepresentationOrange(listEmployeeFName,
listEmployeeMNmae, listEmployeeLName,
130 listEmployeeNName,
listEmployeeCapacity1,listEmployeeCapacity2,
listEmployeeCapacity3)
131
132 dataFrameOrange = createDataFrame(dictDataOrange)
133
134 return dataFrameOrange
A.3 Código fuente de envío de informes
1 import smtplib
2 from email.mime.multipart import MIMEMultipart
3 from email.mime.text import MIMEText
4 from email.mime.base import MIMEBase
5 from email import encoders
6 from datetime import datetime
7 import pytz
8 import os
9
10 def sendMail():
11 fromaddr = os.environ["FROM_EMAIL"]
12 toaddr = os.environ["TO_EMAIL"]
13
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14 tz_Madrid = pytz.timezone('Europe/Madrid')
15 datetime_Madrid = datetime.now(tz_Madrid)
16 print("Informe correspondiente a día y hora:",
datetime_Madrid.strftime("%d/%m - %H:%M"))
17
18 msg = MIMEMultipart()
19 msg['From'] = fromaddr
20 msg['To'] = toaddr
21 msg['Subject'] = "Informe diario multiproyecto"
22
23 body = "Informe correspondiente a día y hora: " +
datetime_Madrid.strftime("%d/%m - %H:%M")
24
25 msg.attach(MIMEText(body, 'plain'))
26
27 filename = "Informe.pdf"
28 attachment =
open("/home/sebas/Escritorio/TFGSourceCode/output.pdf", "rb")
29
30 p = MIMEBase('application', 'octet-stream')
31 p.set_payload((attachment).read())
32
33 encoders.encode_base64(p)
34
35 p.add_header('Content-Disposition', "attachment; filename= %s"
% filename)
36
37 msg.attach(p)
38
39 s = smtplib.SMTP()
40 s.connect(os.environ["SMTP_SERVER"],587)
41 s.starttls()
42 s.login(os.environ["SMTP_ID"], os.environ["SMTP_SECRET"])
43
44 text = msg.as_string()
45
46 s.sendmail(fromaddr, toaddr, text)
47
48 s.quit()
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A.4 Main
1 from etl.scriptETLRest import *
2 from graphics.scriptGraphics import *
3 from mail.scriptMailGmail import *
4 dataFrameJira = getDataJira()
5 dataFrameOrange = getDataOrange()
6 dataframeJoin = mergeDataFrames(dataFrameJira, dataFrameOrange)
7 createGraphics(dataFrameJoin)
8 sendMail()
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Lista de acrónimos
PMO Project Management Office.
REST REpresentational State Transfer.
SMTP Simple Mail Transfer Protocol.
HTTP Hypertext Transfer Protocol.
SES Simple Email Service.
XML Extensible Markup Language.
JSON JavaScript Object Notation.
API Application Programming Interface.
PDF Portable Document Format.
HTML Hypertext Markup Language.
CSV Comma-Separated Values .
ETL Extraction Transform Load.
EER Enhanced Entity-Relationship.
XSD XML Schema Definition.
URL Uniform Resource Locator.
AWS Amazon Web Service.
EC2 Amazon Elastic Compute Cloud.
RRHH Recursos Humanos.
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KPI Key Performance Indicator.
CI Continuous Integration.
CD Continuous Delivery.
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Glosario
Freemium Modelo de negocio que consiste en ofrecer una capa gratuita de servicios junto
a una que ofrece características premium pero con un coste asociado.
On demand Modelo de servicio que se ofrece según la necesidad que tenga el usuario de
utilizarlo. No conlleva costes excedentes, solo lo utilizado.
On premise Tipo de solución software que consiste en instalar en determinado software en
infraestructura local.
AWS EC2 Servicio Web Iaas (Infraestructure as a Service) de Amazon que proporciona ca-
pacidad de computación de sencillo escalado.
AWS Lambda Servicio Web Paas (Product as a Service) de Amazon que proporciona una
plataforma donde ejecutar código sin configurar ningún tipo de infraestructura. Escala
de manera automática y no tiene persistencia.
CI/CD Acrónimos de Integración Continua y Distribución Continua. El primero es un mé-
todo para automatizar la integración de código y evitar posibles problemas cuando se
producen cambios y el segundo es un método para desplegar en producción de manera
automatizada una vez los desarrolladores implementen los cambios.
DevOps Acrónimo de Development y Operations. Se trata del nexo que existe entre desarro-
llo y sistemas. Cuida de toda la automatización del paso de uno al otro, monitorizando
todo el proceso y evitando posibles problemas.
BigData Grandes cantidades de datos que pueden ser explotados para obtener información.
Oauth Protocolo de autorización utilizado para autenticarse en APIs de forma segura.
Serverless Modelo de ejecución de una aplicación en cloud en el que él mismo se encarga de
aprovisionar la infraestructura y el escalado.
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