Credit risk analysis of enterprise is an important topic in financial field, this paper employs BP neural network to solve this problem. Indexes system of company and three different BP neural networks have been built. The neural networks are trained using financial data from different industry. We use Matlab program and neural network to get the results in seven learning schemes with different training-to-validation data ratios. Experimental results will suggest which neural network model, and under which learning scheme can deliver optimum performance.
Introduction
In recent years, with the trend of the economic globalization and volatility of financial market, credit risk management will be the focus in finance. Credit risk is one of the main risks of commercial banks that will affect the banks' ability of sustainable operation.
Credit risk is the risk that obligation will not be repaid on time and in full as expected or contracted, resulting in a financial loss.
Chun feng Wang, Hai hui Wan and Wei Zhang (1999) applied neural network to credit risk assessment for the first time in China. The results demonstrate the effectiveness and robustness of neural network are better than discriminant analysis (Wang, Chun feng, 1999) . Zhong zhi Zhang, Lin Fu and Huan wen Tang (2003) researched on neural network and proved that neural network in credit risk assessment with high precision (Zhang, Zhongzhi, 2003) .The following study focus on improvement with GA and combination with statistical method for BP neural network. Most of papers aimed at how to improve the model of neural network, however, this paper aim at researching how the different learning schemes to influence the efficiency of neural network. From the angle of input data, we study how to assess the credit risk of listed companies.
Data sources and processing

Sample selection
This phase is a data preparation phase for neural network training and classification. Considering the accessibility of financial data, we choose the listed company as the research object. In this paper, we choose 140 listed companies as sample, including 60 ST companies and 80 non-ST companies. The ST company means special treatment company which has been a loss for two consecutive years. Generally speaking, the ST company with high credit risk for their poor financial situation. Based on above introduction, we define the ST company as the high risk company, the non-ST company as low risk company approximately. Their output value is 0 and 1 separately.
Evaluating index system selection
On the basis of previous papers, we choose 10 financial indexes as the input of neural network. Those indexes reflected four different abilities. Debt-paying ability: (1) asset-liability ratio=debt/asset (2) current ratio=current assets/current liabilities (3) quick ratio=quick assets/current liabilities. Operating capacity: (4) receivable turnover=sale revenue/average receivables (5) current assets turnover=sale revenue/average current assets (6) the total asset turnover=sale revenue/average total asset. Profitability: (7) sales gross margin=gross sales/total sales (8) rate of return= net profit/ average value of assets. Development capacity: (9) growth rate of profit= increment of profit in this year/profit of last year (10) growth rate of asset=increment of asset in this year/asset of last year.
Through formerly analysis, we found that the 10 quantitative indicators are not comprehensive. Therefore, we add a qualitative-size of asset index in the index system. Evaluating the size of company as one of the input data for neural network.
In order to satisfy the input requirement of neural network, we need to normalize the data of samples and then are used to train neural network. There are many methods of normalization, we use the common maximum and minimum method processing method as follows:
After processing of the data in this method, the original meaning of data still remain. The value domain of all indexes in (0,1).
Building the model of neural network
In this phase we use the back propagation (BP) neural network due to its implementation simplicity and the availability of sufficient dataset.
Setting the parameter of network
Lots of practice proved that for any complex function, one hidden layer is enough. Considering that we use three layered BP neural network to study the assessment of credit risk. Obviously, the input layer has 11 neurons corresponding to index system in 2.2.The output layer has 1 neuron. The difficult task is to determine the number of neurons in hidden layer and we need to practice and adjust many times for determining the number of neurons. After practicing with Matlab7.0, we choose three suitable numbers, when the number of neurons is 6, the network performance is 0.00999892 seen as Figure1. When the number of neurons is 8, the network performance is 0.00994681 seen as Figure 2 . When the number of neurons is 11, the network performance is 0.00993796 seen as Figure 3 .
Setting the parameter of training
Error precision is the minimum error meet the requirement of the training, which is the discrepancy between output and target data. The discrepancy is also in certain degree. Learning coefficient is the adjustment for weight after every training. The bigger the learning coefficient, the bigger the adjustment. Momentum is to adjust the training step, error precision and learning coefficient. The training step is the time of training. Only all the parameter is set reasonably, can we assess credit risk accurately. Through many adjustments, we establish three different BP neural network. The parameter can be seen in Table 1 .
We can train the samples after setting up all the parameters. The training will stop until the value meets the target value. If the value did not meet the target value, repeated training will be needed. Figure 1 . Figure 2 . Figure 3 .
