We experimentally test a rent seeking model under five levels of competition. At one extreme, a subject's probability of winning a prize is equal to her share of the total expenditures. At lower levels of competition, a subject's probability of winning is affected more by her own expenditures than by the expenditures of others. Predicted expenditure levels are positively associated with higher levels of competition. Consistent with previous rent seeking experiments, we find that subjects spend significantly more than the Nash equilibrium prediction at all levels of competition. However, expenditure patterns generally follow the Nash prediction; expenditures decrease as the level of competition decreases. Our experimental design also includes a lottery choice experiment to control for subjects' risk preference. We find that subjects who are more risk averse spend significantly less in the contest and this effect is particularly strong for female subjects.
Introduction
Standard examples of rent seeking contests include competition to become a monopoly, interest groups seeking benefits from a regulator, or firms looking to be awarded government contracts. The large theoretical literature has motivated a small but growing experimental literature on rent seeking. The consensus from experimental investigations of Tullock's (1980) classic rent seeking model is that subjects overspend relative to the Nash equilibrium prediction (e.g., Pratt, 1989 and 1991) . This result holds in more recent extensions that include entry costs and heterogeneity (Anderson and Stafford, 2003) , risk in the value of the rent (Öncüler and Croson, 2005) , multi-stage contests (Cadigan, 2007) , and endogenous determination of the value of the rent (Bullock and Rutström, 2007) .
These experimental studies of rent seeking have adhered to an important assumption of Tullock's (1980) model; competitors vie for a single prize. Many policy decisions, however, concern the allocation of more than one prize. For example, a typical policy maker is likely to be lobbied by many groups that are not necessarily competing for the same single prize. The lobbying efforts are not totally unrelated, since policy makers face budget constraints. Tighter budget constraints give rise to more competition in the sense that lobbying efforts by one group have a bigger effect on the other group's likelihood of success. This is the rent seeking aspect of the model. We follow Godwin et al. (2006) in considering a rent seeking contest that incorporates a competition parameter; this parameter alters the standard model such that multiple prizes may be awarded.
1 At the most competitive extreme, an individual's probability of winning a prize is equal to her share of the total expenditures, as in the standard rent seeking model. At lower levels of competition, an individual's probability of winning a prize is affected more by her own expenditures than by the expenditures of others. In this case, a win by one individual does not rule out a win by the other individual, but it does decrease the other person's probability of winning.
One compelling feature of the model is that relaxing competition reduces predicted rent seeking expenditures relative to the standard model. Godwin et al. (2006) note that these predictions might reflect more realistic estimates of actual expenditures, since the standard model typically predicts total rent seeking expenditures that exceed the value of the rent. We test these predictions experimentally using a subject pool of one hundred and forty undergraduate students. Consistent with previous rent seeking experiments, we find that subjects spend significantly more than the Nash equilibrium prediction at all levels of competition. However, expenditure patterns generally follow the Nash prediction in the sense that they decrease as the level of competition decreases. Our design also includes a lottery choice experiment to control for subjects' risk preference. We find that subjects who are more risk averse spend significantly less in the contest and this effect is particularly strong for female subjects.
The next two sections provide additional details about the rent seeking model and the experimental design. Section 4 presents results and section 5 concludes.
Model
This section presents a modified version of the model from Godwin et al. (2006) , which is an extension of Tullock's (1980) classic rent seeking model. Two agents compete for a prize of value V. The likelihood of winning the prize is a function of the agent's own expenditure level, (E i ), and the expenditure level of the other agent, (E j ). The model also includes a competition parameter (0 < α ≤ 1), which measures the effect of player j's expenditures on player i's probability of winning the prize. The probabilities of winning (and not winning) the prize V are expressed as:
Note that in the extreme case of competition (α = 1), the sum of the two agents' probabilities of winning the prize is equal to one. Thus, any increase in one agent's probability of success is exactly offset by a decrease in the other agent's probability of winning the prize. At lower levels of competition, the expenditure of one agent has a smaller impact on the likelihood of the other agent winning the prize. Another feature of this variation on the classic model is the assumption that there can be more than one prize. Specifically, for α < 1, there are four possible outcomes:
(1) both players win the prize; (2) player i wins and player j does not win the prize; (3) player i does not win and player j wins the prize; (4) neither player wins the prize.
Given the probability function above, each agent maximizes expected profits, the difference between expected returns and expenditures, as follows:
with 0 < α ≤ 1. The first order condition is given by which results in a best response function Thus, the symmetric equilibrium expenditure level is and equilibrium payoffs are
In addition to the standard comparison of observed behavior and the Nash prediction, an additional testable implication of this model is that equilibrium expenditures are increasing in α;
as competition increases, agents increase their expenditures and as competition decreases, agents decrease their expenditures level.
Experimental Design
One hundred and forty undergraduate students at the College of William and Mary participated in the experiment. Subjects were given the instructions handout in Appendix A, which was also read aloud. There were two bidders, A and B, in each contest, and the probability of person A winning a prize was E A / (E A + α E B ) where E i denotes the effort level of person i and α is the competition parameter. In each contest subjects were given $10 to spend on units of effort, which could be purchased in penny increments. Thus, the effort level was identical to the expenditure level and ranged from 0 to 1000. Tullock's (1980) model is represented when α is 1. In addition to the baseline of α = 1, we considered values of α equal to 0.5, 0.25, 0.1 and 0.05. Each value of α corresponded to a different scenario number in the instructions, and subjects were given Excel spreadsheets for each scenario that calculated their probability of winning the prize for any combination of effort levels they entered. These spreadsheets are displayed in Appendix B. Subjects made decisions for all scenarios without receiving any feedback about the other player's choices. Also, subjects were told they could make decisions in any order they chose, thus minimizing any possible order effects. 2 Once all decisions were made, the record sheets were collected and one scenario was randomly selected for payment by the throw of a 6-sided die.
We used 100 poker chips to randomly determine whether or not subjects won the prize.
Each chip had an orange number written on one side and a blue number written on the other side.
The orange number and the blue number on each chip summed to 100. Scenario 1 corresponded to the baseline treatment of α = 1 with the assumption that only one prize was available. If this scenario was chosen for payment, we awarded the prize by drawing one poker chip from an opaque container. If the orange number on the chip was less than or equal to the orange player's probability of winning in the chosen scenario, the orange player was awarded the $10 prize.
Alternatively, if the blue number on the chip was less than or equal to the blue player's probability of winning, the blue player was awarded the $10 prize.
3
As noted above, a novel feature of the rent seeking model used here is the assumption that more than one prize is available for any α < 1. To implement scenarios with more than one possible prize, we used the same set of 100 poker chips labeled with orange and blue numbers.
We first drew a poker chip for the orange player. If the orange number on the chip was less than or equal to the orange player's probability of winning in the chosen scenario, the orange player 2 Most subjects were observed to be skipping around in the set of scenarios rather than moving down the list in the order presented on the decision sheet. 3 As noted in the instructions, in the case of a tie, our procedures called for us to flip the poker chip to determine the winner. Ties were possible in scenario 1 if the blue and orange numbers on the chip drawn were equal to the probabilities of winning for the blue and orange players. Scenario 1 was randomly selected for payment in only one session and there were no ties.
was awarded a $10 prize. After returning the chip to the container, we next drew a chip for the blue player. If the blue number on the chip was less than or equal to the blue player's probability of winning, the blue player was awarded a $10 prize. Note that this selection method allowed for zero, one or two prizes to be awarded.
To explore whether the method of awarding the prize (drawing one chip versus two chips) had an effect on behavior in the experiment, we included scenario 2 with α = 1 but with more than one prize available (i.e., using the two chip method to award prizes). Note that the calculation of probabilities is exactly the same across these two treatments. For any combination of expenditure levels by the two players, the probabilities of winning and the Nash prediction in scenario 1 is exactly the same in scenario 2. Thus, we can compare the observed behavior in 
Results
We first examine the effect of the competition parameter, α, on individual effort and participation in the contest (i.e., choosing a non-zero effort level). Table 1 presents the Nash predicted effort level and average observed effort for the six scenarios. Values of α were chosen such that the Nash predicted effort choice varied greatly across scenarios. 4 Consistent with previous studies, the mean observed effort exceeds the Nash prediction in every scenario. The fifth column provides the t-statistic for the test that the mean effort level is equal to the Nash predicted effort level. In each scenario, the observed effort is significantly greater than the Nash prediction at the 1% level. The actual participation rate was somewhat low, given the Nash prediction that every subject should choose a positive effort level. However, the percentage of people who made a non-zero effort choice generally increased as α fell. Recall that as α decreases, the effort choice of the other player has a smaller effect on the probability of the subject winning a prize, and for any given combination of effort levels the probability of winning increases. Thus, while not predicted by theory, it appears that lower levels of competition draw more people into the contest. Table 2 displays relative comparisons of effort choice to test the prediction that effort declines with α. The first column presents the Nash prediction on behavior and the second column reports the z-statistic from the Wilcoxon signed-rank test that the effort choices are equal. For the Nash prediction that effort choices are equal (first row), a significant z-statistic is evidence that the observed choices are not equal. For the Nash predictions that one effort choice is larger than the other, a positive and significant z-statistic confirms the Nash prediction (a negative and significant z-statistic implies the opposite of the Nash prediction). (4) 3.122*** (0.002) Effort(4) > Effort (5) 5.367*** (0.000) Effort(5) > Effort (6) 3.996*** (0.000) *, ** and *** indicate significance at the 10% level, 5% level and 1% level, respectively.
Notice from the first row of Table 2 that the Nash prediction is that effort in scenario 1 is equal to effort in scenario 2. Recall the only difference between the two decisions is that scenario 1 allowed for a single winner and scenario 2 allowed for multiple winners. The observed behavior, however, shows that effort in scenario 1 was smaller than effort in scenario 2, although only marginally significant (p=0.09). This result implies that the difference in the mechanism used to pick a winner had a small effect on behavior. It also suggests that researchers should use caution in comparing results across experimental studies when there are significant differences in procedures. Based on this finding, we use scenario 2 as the starting point to examine the effect of changing the competition parameter on effort choices.
The Nash prediction is that effort will be lower with each successive scenario, because effort choice is positively correlated with α. Counter to theory, we do not find a significant difference in the observed effort choices of scenarios 2 and 3, but this is likely due to the fact that the Nash predicted effort levels are relatively close (250 and 222). The final three rows of Table   2 show that the observed behavior is generally consistent with the Nash prediction regarding patterns of behavior, and these results are significant at the 1% level.
5 These findings provide some evidence that behavior is sensitive to the Nash prediction. To further study the relationship between the Nash prediction and actual choices in the experiment, we perform regression analysis. This analysis also incorporates subject-specific traits that are not included in the standard theory of rent seeking but are known to affect behavior in other experimental settings.
One subject-specific trait that has been demonstrated to affect behavior in experiments is risk aversion. Thus, in addition to the rent-seeking experiment, subjects also participated in a lottery choice experiment designed to elicit a measure of risk aversion (see Holt and Laury, 2002) . The lottery choice experiment contained ten pairs of choices between a relatively safe lottery (with a payoff of $4.80 or $6.00) and a relatively risky lottery (with a payoff of $0.30 or $11.55) with different probabilities associated with the high and low payoffs for each of the choices. 6 The probabilities were structured such that the expected payoff of the safe lottery exceeded that of the risky lottery for the first four decisions and the risky lottery had a higher expected payoff for the last six choices. Hence, a risk neutral subject will choose the safe lottery in the first four decisions and the risky lottery in the last six. Holt and Laury (2002) and Anderson and Mellor (forthcoming) provide additional details about how decisions in the lottery experiment are used to calculate a range of relative risk aversion for each subject. In the analysis that follows, we used the midpoint of the range of the coefficient of relative risk aversion (hereafter, mid-CRRA) for each subject to capture risk tolerance, and higher midpoints represent higher levels of risk aversion.
5 Moving down the rows of Table 1, notice that actual effort did not fall in proportion to the predicted effort level. For example, comparing scenario 3 to scenario 4, effort is predicted to be 28 percent lower in scenario 4 but is actually only 7.7 percent lower. 6 The average payoff for the lottery choice experiment was $6.65. Table 3 shows a summary of the results from the lottery choice experiment. In their survey of the experimental literature, Eckel and Grossman (forthcoming) present evidence that women are generally more risk averse than men, so Table 3 is separated by gender. Overall, 16% of the male subjects and 22% of the female subjects have a mid-CRRA within the range (-0.15 and 0.15) of risk neutral behavior. The distribution of Table 3 shows that our subject pool is atypical in the sense that the female subjects were generally less risk averse than the male subjects. Konrad and Schlesinger (1997) show that risk aversion has an ambiguous theoretical effect on rent seeking expenditures; risk averse subjects may choose a very low effort level or choose not to participate so as to keep a large amount of their starting budget. On the other hand, the probability of winning the prize increases with effort, and so risk averse subjects may choose higher effort to increase the likelihood of winning the prize. The net effect of increasing risk 7 In our subject pool, 53% of the subjects were male and 47% were female. To analyze the determinants of individual effort levels, we perform linear regressions of actual effort on the Nash predicted effort level and other covariates. Results from these regressions are presented in Table 4 . The unit of observation is the person-scenario, which results in 774 observations (six scenarios each for 129 subjects). 9 We include subject fixed effects in all models to account for the interdependence of decisions across scenarios at the individual level.
The first column (Model 1) presents a baseline model of observed effort on the Nash predicted effort level. The coefficient on Nash effort level is positive and significant. Next we include an indicator for whether the subject is female in Model 2. The coefficient on Nash effort remains positive and significant while the coefficient on female is negative and significant.
Although the women in our subject pool are slightly less risk averse than the male subjects, women choose significantly lower effort levels than male subjects. Model 3 includes the measure of risk aversion from the lottery choice experiment (mid-CRRA) and excludes gender.
Here, we observe a negative and significant coefficient on mid-CRRA, providing some empirical evidence that risk aversion may be negatively associated with rent seeking behavior. The Nash coefficient remains positive and significant. 10 8 Millner and Pratt (1991) also demonstrate that the effect of risk aversion on rent seeking expenditures is dependent upon the structure of risk attitudes. 9 Eleven subjects are omitted from this analysis. One individual was dropped due to missing information. Seven other subjects are dropped from the analysis because their effort choice is constant across scenarios. Three additional subjects are omitted from this analysis due to a missing value for "mid-CRRA" (missing values are generated when subjects make an irrational decision in the lottery choice experiment by choosing a certain low payoff over a certain high payoff). 10 The difference in magnitudes of the coefficients (0.577 on the Nash prediction versus -258.8 on female and -448.6 on mid-CRRA) is due to the scale of the variables. The dependent variable (effort level) and Nash predicted effort level are measured on the same scale (hundreds), while the female variable is binary (0 or 1) and the mid-CRRA variable takes on values between -0.55 and 1.37.
We next include both the female dummy and risk aversion parameter in Model 4, however the coefficient on mid-CRRA is no longer significant. This may be due to multicollinearity between gender and mid-CRRA. For this reason, we generate two interaction terms, Nash*Female and mid-CRRA*Female. Both interaction terms are included in the regression of Model 5. Here again, we see the coefficient on Nash effort is positive and significant at the 1% level. The coefficient on mid-CRRA is negative and significant, though of a smaller magnitude than in Model 3. The interaction terms are both negative and significant; the coefficient on the Nash*Female interaction term provides evidence that women are less affected by the Nash prediction than men. The negative and significant coefficient on the female risk aversion interaction term indicates that females choose lower levels of effort than men given the same level of risk aversion. Recall that theory is not clear on how risk aversion may affect effort choices; risk averse subjects may choose to keep as much of their starting budget as possible, or they may choose high effort levels to increase the probability of winning. Taken as a whole, our results suggest that risk aversion in general leads to lower effort choices and women prefer to keep more of their starting budget than men. 
Discussion
We experimentally test a rent seeking model with varying degrees of competition. Lower levels of competition imply that one subject's rent seeking expenditures have a smaller impact on the other subject's probability of winning a prize, and thus, expenditures by both subjects will be lower. Our results are consistent with previous findings that subjects overspend relative to the Nash prediction. We find some support for the theory that relaxing competition lowers the amount spent in the contest but not to the degree predicted by the model. This is consistent with Anderson and Stafford (2003) which found that expenditures moved in the direction predicted by theory when group size and entry fees changed, but overall expenditures exceeded the Nash prediction.
We contribute to the existing experimental research on rent seeking in two important ways. First, we study a model (Godwin et al. 2006 ) that allows for the possibility of multiple prizes by adding a variable competition parameter. With levels of competition lower than Tullock's (1980) standard model, both players can win the full amount of the prize. An important prediction of the model is that expenditures will fall with the level of competition. We are aware of only one other experimental study with multiple prizes. Shupp (2004) tested a model with a prize that was divisible among multiple winners but with a fixed pool of prize money across contests. This model also predicted lower expenditures as the prize was divided among more winners. Consistent with the findings of our study, Shupp (2004) reported that expenditures are lower when there are multiple prizes awarded. However, Shupp (2004) found that overall expenditure levels were lower than the Nash prediction.
Our second major contribution to the experimental rent seeking literature is a study of the behavioral effect of risk aversion on expenditures. We include a measure of risk aversion (Holt and Laury 2002 ) that has been validated in a number of other studies. Millner and Pratt (1991) controlled for risk aversion in an early experimental study by having subjects complete a lottery choice task that was similar to the Holt and Laury (2002) instrument. Based on the results of the task, they separated subjects into a "less risk averse" group and a "more risk averse" group. We build on this work by including a more precise measure of risk aversion (mid-CRRA) that allows subjects to be categorized across the full spectrum of risk preferences and provides a parameter that can be used in econometric analyses. Consistent with our findings, Millner and Pratt (1981) reported that expenditures were significantly higher among the less risk averse group. 11 We also add to this work by identifying important interactions between gender and risk aversion in the context of a rent seeking experiment.
Appendix A: Instructions
This experiment is a study of individual behavior. The instructions are simple. If you follow them carefully and make good decisions you may earn a considerable amount of money, which will be paid to you privately, in cash, at the end of the experiment today. At this time, you will be paid $5 for showing up for the experiment today.
You will be asked to make decisions under six different scenarios. You may make these decisions in any order you choose. After everyone has made decisions for all six scenarios, we will throw a 6-sided die to determine which scenario will be used to determine your earnings. If the throw of the die is 1, we will use scenario 1 to determine your earnings. If the throw of the die is 2, we will use scenario 2 to determine your earnings and so on.
Note that you will only be paid for one of the six scenarios, but no one will know which one until you have made decisions for all six. Therefore, you should think carefully about your decisions for all six possible scenarios since they are all equally likely to determine your earnings.
The basic structure of the six scenarios is the same. You will be randomly matched with one other person in this room. In each scenario, you will be matched with this same person but your partner's identity will not be revealed to you. In each pair there is an Orange player and a Blue player. The top of this sheet indicates whether you are the Orange or Blue player in your pair.
You start each scenario with $10 in your spending account that you can use to compete for a prize worth an additional $10. To compete for the $10 prize you must choose an effort level between and including 0 and 1000. Each unit of effort costs $0.01 which will be subtracted from your $10 spending account. For example, if you choose an effort level of 1, your spending account will be reduced to $9.99. You may keep your entire $10 spending account by choosing an effort level of 0, but you will have no chance to win the prize. In that case, you will leave here today with $10 plus the $5 you already received for showing up for the experiment.
You cannot buy more effort than your spending account will allow (i.e. more than 1000 units of effort). Note that you have $10 to spend in each scenario, since only one scenario will actually be used to determine your earnings. In other words, you do not have to spread your $10 spending account over the six scenarios. Your cost of effort is the same across scenarios.
As stated earlier, you choose effort to compete for a prize of $10. Your probability of winning the $10 prize will depend on your effort, which we will call E, and your partner's effort, which we will call P. The probability you win the prize is calculated as E divided by the sum of (E plus α*P) where α is an adjustment factor that determines how much your partner's effort level affects your probability of winning the prize. Smaller values of α indicate that your partner's effort level has a smaller effect on your probability of winning. You will be provided with an excel worksheet for each scenario that is preprogrammed with the correct probability function for that scenario. You can plug in sample values for your effort and your partner's effort and the worksheet will calculate your probability of winning the prize. Remember you will not know the actual effort level chosen by your partner when you make your decision. When you are ready to commit to an effort level for a particular scenario, you should record it on the Record Sheet you have been given.
Once a scenario is chosen for payment using the throw of the 6-sided die, we will enter your effort choice and your partner's effort choice into the appropriate worksheet to determine your probability of winning the prize. Then we will use pokers chips to determine whether or not you win the prize based on your probability. We will place 100 poker chips in an opaque container. Each poker chip has an Orange number on one side and a Blue number on the other side. The numbers range from 1 to 100 and the sum of the Blue number and the Orange number on each poker chip is 100. For example, if the Blue number on the chip is 25, the Orange number is 75. Below we explain specifically how we will make random draws from this bag of poker chips to determine whether or not you win the prize.
As noted above your probability of winning the prize depends on your effort (E), your partner's effort (P), and an adjustment factor, α such that your probability = E /[ E + α*P].
In Scenario 1 and Scenario 2, the adjustment factor is 1, so the probability you win the prize is equal to your share (E) of the total effort chosen by you and your partner (E + P). For example, if you and your partner choose the same effort, you will each have a 50% chance of winning the $10 prize.
In scenario 1, only one person in each pair will win the prize. If this scenario is chosen for payment, we will draw one of the numbered poker chips from the container to determine who wins the prize. If you are the Orange player, you win the prize if the Orange number on the poker chip is less than or equal to your probability of winning (calculated from the excel worksheet). If you are the Blue player, you win the prize if the Blue number on the poker chip is less than or equal to your probability. Since only one of the two players in each pair can win the $10 prize in this scenario, we will flip the poker chip to determine whether the Orange or Blue player wins the prize in the event of a tie.
In scenario 2, there are four possible outcomes: (1) both you and your partner win a $10 prize; (2) you win a $10 prize and your partner does not win; (3) your partner wins a $10 prize and you do not win or (4) no one wins the prize. If Scenario 2 is chosen for payment, we will draw two numbered poker chips. First we will draw for the Blue player. If the Blue number on the chip is less than or equal to the Blue player's probability, the Blue player will win a $10 prize. We will then return the chip to the container and we will draw a chip for the Orange player. If the Orange number on that chip is less than or equal to the Orange player's probability, the Orange player will win a $10 prize.
In Scenario 3 through Scenario 6, the adjustment factor is less than 1, so your partner's effort level is less important in determining your probability of winning in these scenarios than in Scenario 1 and Scenario 2. In Scenario 3, the adjustment factor is 0.50 so the probability you win the prize is E divided by E plus 0.50*P. For example, if you and your partner choose the same effort level in this scenario, you will each have a 67% chance of winning the prize. In Scenario 4, the adjustment factor is 0.25. In Scenario 5, the adjustment factor is 0.10 and in Scenario 6, the adjustment factor is 0.05. As in Scenario 2, there are four possible outcomes in Scenarios 3 through 6: (1) both you and your partner win a $10 prize; (2) you win a $10 prize and your partner does not win; (3) your partner wins a $10 prize and you do not win or (4) no one wins the prize. If one of these scenarios is chosen for payment, we will draw two numbered poker chips. First we will draw for the Blue player. If the Blue number on the chip is less than or equal to the Blue player's probability, the Blue player will win a $10 prize. We will then return the chip to the container and we will draw a chip for the Orange player. If the Orange number on that chip is less than or equal to the Orange player's probability, the Orange player will win a $10 prize.
As noted above, you will be provided with an excel worksheet to calculate sample probabilities for every scenario. Turn your attention to the computer screen which is currently set on Scenario 1. You may change scenarios by clicking on the tabs labeled Scenario1, Scenario2, etc. on the bottom/left side of the screen. Notice that each worksheet shows the scenario number at the top of the screen. The relevant adjustment factor and probability formula for each scenario are listed under the scenario number. You make sample calculations by entering effort choices in the green and gold boxes. You should enter YOUR sample effort choice in the green box and YOUR PARTNER'S sample effort choice in the gold box for each scenario. Notice that these effort levels are initially set at zero which results in a zero probability of you winning a prize, which is displayed in the red box. At this point you should change the sample effort levels for you and your partner and notice how your probability of winning a prize changes.
SUMMARY
You have already been randomly paired with a partner. You begin by choosing an effort level between 0 and 1000 for each of 6 scenarios. Effort costs $0.01 per unit and you can spend up to $10 on effort in each scenario. The scenarios vary in terms how your partner's effort level affects your probability of winning a $10 prize and whether or not both you and your partner may win a $10 prize. For each scenario, you have an excel worksheet to calculate your probability of winning a prize for sample combinations of effort levels.
Once everyone has chosen their effort levels for each scenario, we will select the scenario for which you will be paid using the 6-sided die. Then we will use the appropriate excel worksheet for that scenario to determine your probability of winning given your effort choice and the actual effort choice of your partner. For each pair, we will determine the winner or winners by drawing poker chips from an opaque container. If you are a winner, you receive a $10 prize plus the remaining balance in your spending account ($10 minus the cost of your effort level) in addition to the $5 you received for showing up for the experiment. If you are not a winner you receive the remaining balance in your spending account ($10 minus the cost of your effort level) in addition to the $5 you received for showing up for the experiment.
Please use the excel worksheets on your computer screen to make sample calculations for each scenario. When you are ready to choose your effort level for a scenario write it on the Record Sheet you were provided. It is important that you write your decision on your Record Sheet because we will not save the excel worksheets you use to make sample calculations. Be careful not to let others see what you write on your Record Sheet. This information should be private. Anyone caught trying to look at someone else's Record Sheet will be asked to leave the experiment and will not be paid. Once you have made all of your decisions, turn over your sheet and wait quietly until everyone has recorded their decisions. If you have a question, raise your hand and we will come to your desk to answer it.
