Abstract -In this paper we consider the numerical approximation of the solution of the 2D unsteady Lame equations on a rectangular domain. The basic problems that appear, using both finite difference and finite element methods, are connected with the fact that these equations are strongly coupled. Thus it is natural to design computational algorithms in such a way that they allow one to consider boundary value problems only for uncoupled equations. To implement this general concept, some special (unconditionally stable) operator-splitting schemes are constructed. Its major peculiarity is that transition to the next time level is performed by solving separate elliptic problems for each component of the displacement vector. The previous results make it possible to design efficient numerical algorithms for elasticity equations.
Introduction
Most of the basic problems in continuum mechanics are related to the elasticity theory. Here we consider mathematical models connected with the Lame equations in displacement formulation [2] . Both finite difference [4] and finite element [1] methods are used to solve approximately 2D/3D stationary and transient problems. The difference between these two approaches is not so evident when regular rectangular grids and simple finite element approximations are used. In this work, we develop our study using the finite difference methodology for space discretization, but it should be noted that the results obtained can be translated to a finite element framework.
For dynamic problems of continuum mechanics the unsteady system of Lame equations is used. These equations constitute a hyperbolic system of equations of second order. When solving these equations, we face some essential problems connected with the fact that the components of the displacement vector are strongly coupled.
In the present work, we discuss schemes which, at every time level, produce uncoupled equations for the displacement components. Stability analysis of the proposed schemes is made in the framework of the general theory of stability for operator-difference schemes [8] . In particular, a 2D boundary-value model problem is considered for the Lame equations in a rectangular domain. The basic properties of the differential problem, which are essential for the construction of discrete analogs, are highlighted in the next section. Discretization in space is performed in such a way that all basic properties of the differential operator are preserved in the corresponding grid Hilbert spaces. In Section 4, we consider time discretization with unconditionally stable schemes. The regularization technique [4, 8] is used for construction of a simple economical scheme. Finally, in Section 5, an additive scheme (of predictor-corrector type) is constructed using a triangular splitting for the discrete matrix operator. The stability of the considered factorized additive scheme is investigated.
The continuous problem

Differential problem
For simplicity let us treat the transient problem of elasticity where there is no dependence on the longitudinal coordinate. Let us then consider the stressed state of an elastic isotropic body with rectangular section Ω. Deformations are assumed to be plane and for the dis-
Here is the density, λ and µ are the Lame constants characterizing the elasticity properties of the medium, f is the vector of volumetric forces and t is the time. In equation (2.1) ∆ denotes the Laplace operator
The system of equations (2.1) is supplemented with the corresponding boundary and initial conditions. Namely, assume that boundary ∂Ω is fixed, i.e. there is no displacement
The initial state is specified by
Writing equation (2.1) explicitly for the components of displacement gives us the system of equations
where it is more evident how the components v α , α = 1, 2 are coupled in the system.
Differential-operator formulation
Let us consider the standard Hilbert space L 2 (Ω) where the inner product and norm are
and the Hilbert space H = (L 2 (Ω)) 2 with the inner product for 2D vector valued functions u and v, given by
(Ω) denotes the usual Sobolev space of functions equal to zero on ∂Ω, with the inner product and norm defined by
,
On H we consider the unbounded operator
with the domain D(A) = {v ∈ V | Av ∈ H} dense in H. The operator A can be written in operator matrix form as
where (see (2.5), (2.6))
We have
and thus (Av, v) 0 (it results from the fact that λ and µ are positive). In this situation we will write A 0 in H. Besides, it is known that A is maximal monotone, and
Finally, the following energetic equivalence holds
Problem (2.1)-(2.4) can be written in differential operator form as the abstract initial value problem
with a unique solution if v 0 ∈ D(A) and v 1 ∈ H. The operator A is selfadjoint and positive on space H and, moreover, is energetically equivalent to the Laplace operator. In the construction of discrete analogs for A we will be oriented to the fulfillment of the same important properties .
A priori estimate
To derive the simplest a priori estimate for the solution of problem (2.9)-(2.10), multiply equation (2.9) in H, by dv dt . Taking into account that A = A * > 0 and that A is timeindependent, we derive
Defining the energy norm . * by
we obtain the estimate
where, using (2.10),
Estimate (2.11) establishes the stability of the solution of problem (2.1)-(2.4) with respect to the initial data and right-hand side.
Space discretization 3.1. Grid and grid operators
For simplicity, in the rectangular domain Ω we introduce a uniform grid with the spacing h α , α = 1, 2. Let ω be the set of internal points,
whereas ∂ω denotes the set of boundary points. Using the standard index-free notations of the theory of difference schemes [5, 8] , we write for the right and left difference derivatives
and here, for instance, the second difference derivative is defined by
For grid functions equal to zero on ∂ω we define the Hilbert space L 2 (ω) where the inner product and norm are as follows
For the vector grid functions y(x , w(x) equal to zero on ∂ω we introduce H = (L 2 (ω)) 2 with the inner product and norm given by (y, w) = (y 1 , w 1 ) + (y 2 , w 2 ), y = (y, y) 1/2 .
Also, given an operator R selfadjoint and positive on H, we will use the inner product (y, w) R = (Ry, w) and the corresponding norm y R .
Difference approximation
Let us approximate the differential operator A by the finite difference version
where
Here, we use the standard 5-point approximation of the Laplace operator:
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For the grid functions y(x) and w(x) ∈ H we have (Ay, w) = (y, Aw),
i.e., operator A is selfadjoint. Besides, we have µ(∆ h y, y) (Ay, y) (λ + 2µ)(∆ h y, y),
2)
This estimate is fully similar to estimate (2.8) derived for the differential operator A. Thus, A has the same basic properties of selfadjointness and positiveness as the differential operator. After approximation in space and denoting by y(x, t), x ∈ ω ∪ ∂ω, 0 < t T , the semidiscrete solution at time t, we have the initial value problem
3)
For the solution of (3.3), (3.4) we have the estimate, similar to (2.11), For time approximation of the solution of problem (3.3), (3.4) we put the emphasis on the fulfillment of the stability estimate of type (3.5).
Approximation in time 4.1. Three-level scheme with weights
For simplicity, we consider a uniform grid in [0, T ], with step τ > 0. Let y n (x) = y(x, t n ), t n = nτ, n = 0, 1, . . . , N, N τ = T . The simplest second-order scheme for problem (3.3), (3.4) is y n+1 − 2y n + y n−1 τ 2 + A(σy n+1 + (1 − 2σ)y n + σy n−1 ) = f n , n = 1, 2, . . . , N (4.1) with prescribed y 0 , y 1 . Let us derive a stability estimate with respect to the initial data and right-hand side, for the standard scheme with weights (4.1).
Theorem 4.1. If σ 0.25, the following a priori estimate for the solution of (4.1) holds
where now
is the discrete time analog of y 2 * . Here E denotes the identity operator Estimate (4.2) is consistent with estimate (3.5) obtained for the solution of the semidiscrete problem (3.3),(3.4) and, for σ 0.25, it guarantees unconditional stability of the scheme with respect to the initial data and right-hand side. The proof is based on general results of the stability theory for operator-difference schemes [4] (see, for instance, the books [6, 9] ). Below we present the proof.
Let us introduce two new grid-functions
which yield the relation
With these new grid functions, (4.1) can be written in the form
Doing the inner product of (4.1) by
In the left-hand side of this equality we have
and for the right-hand side we have (f n , w n+1 + w n ) w n ( w n+1 + w n ) f n ( y n+1 * + y n * ).
Then, we obtain the a priori estimate (4.2), which provides the basis for studying convergence and accuracy of the difference scheme. To derive the tree-level scheme of second-order accuracy, both in time and in space, it is necessary to get second-order approximations of the initial conditions . From the first condition (3.4) we have
At the next time-level, we have
which for the solution of problem (2.14)-(2.14) produces the approximation
Regularized scheme
Implementation of implicit schemes (4.1) involve the solution of the following grid problem:
Problem (4.4) represents a coupled system of elliptic grid equations of second order. In order to simplify the computational task we will construct special classes of difference schemes for problem (3.3), (3.4) . First of all, we consider the regularization principle for difference schemes [4, 7] . It can be considered as a basic methodology to upgrade difference schemes. It makes possible, for general two-or three-level schemes, to formulate the ways of improving their quality (stability, accuracy, efficiency). This principle has been used to analyze stability and convergence properties for a wide class of difference schemes for initial-boundary value problems of mathematical physics. The construction of unconditionally stable difference schemes by the regularization principle can be implemented in the following way:
1. For the initial problem a simple difference scheme (the starting difference scheme) is constructed. This method does not have nice properties, i.e., the scheme is conditionally stable or, moreover, is absolutely unstable.
2. This difference scheme is rewritten in a canonical form, which has the well-known conditions of stability.
3. Some quality of the difference scheme (for example, its stability or complexity) is improved in the necessary direction by perturbation of the grid operators that define the difference scheme, so that the approximation conditions are not violated.
In accordance with the preceding points, we start with the simplest explicit scheme for problem (3.3) (3.4)
Scheme (4.5) is written in the canonical form for three-level operator-difference schemes:
with constant selfadjoint operators
The stability constraint for three-level schemes (4.6) are formulated (see [4, 7] ) in the form of the operator inequalities
We construct the regularized scheme by the perturbation of the operator R, i.e., we consider the scheme 8) where α > 0 is a parameter and G the regularizing operator. The choice of the regularizing operator G will be performed in such a way that transition to a new time-level be made solving two uncoupled grid elliptic boundary-value problems. Thus, we set G =∆ h and write, following (4.7), the stability condition
A.
Taking into account (3.2) this inequality holds at any τ > 0, if
For the numerical implementation of the unconditionally stable regularized difference scheme (4.6), (4.8), (4.9) it is necessary to invert the operator τ −2 E + α∆ h , i.e., to solve separate uncoupled grid elliptic problems for different components of the displacement vector.
In such a way we can construct various regularized difference schemes. . Here we consider the possibilities of using this approach to construct additive schemes for the Lame equations (system of second-order equations). The alternating triangular method is constructed on the basis of the operator splitting:
where, taking into account (3.1), we define
Let us consider a simple predictor-corrector scheme for the numerical solution of problem (3.3), (3.4) . At the predictor stage we calculateỹ n+1 from
After that, at the corrector stage, we improve the solution for the next time level: y n+1 − 2y n + y n−1 τ 2 + Ay n = f n , n = 1, 2, . . . , N.
The generalization of this scheme is the factorized scheme D y n+1 − 2y n + y n−1 τ 2 + Ay n = f n , n = 1, 2, . . . , N, (5.5)
This scheme is second order in time, since D = E + O(τ 2 ). To advance to a next time-level, its implementation requires to solve two grid elliptic problems, one for each component of the solution.
Stability of the additive scheme
Taking into account decomposition (5.1), (5.2), we have
The following basic stability result for factored schemes of alternating triangular type (5.5), (5.6) holds. The proof of this theorem is similar to that of Theorem 1. It should be noted that stability of factored scheme (5.5), (5.6) takes place under weaker restrictions too. Let us write (see [3] ) D as
and therefore D 2στ 2 A.
Employing stability conditions (4.7), we obtain that scheme (5.5), (5.6) is unconditionally stable for σ > 0.125.
