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Abstract
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techniques applied to characterization of ultrasonic nondestructive testing (UNDT) waveforms for accurate
inferences of flat -bottom hole sizes. The classified waveforms were ultrasonic pulse echoes obtained from two
different sets of 7075-T6 aluminum area-amplitude test blocks and three different transducers. The eight flat-
bottom hole defect sizes ranged from 1/64 to 8/64 inch in steps of l/64 inch.
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ADAPTIVE LEARNING NETWORK APPROACH 
TO DEFECT CHARACTERIZATION 
Anthony N. Mucciardi 
Adaptronics, Inc. 
Mclean, Virginia 
The overall objecti ve of this work was to demonstrate feasibility of 
adaptive nonlinear signal process ing techniques applied to characterization 
of ultrasonic nondestructive testing (UNDT) waveforms for accurate inferences 
of flat -bottom hole sizes. The classified waveforms were ultrasonic pu l se 
echoes obtained from two different sets of 7075-T6 aluminum area-amplitude 
test blocks and three different transducers. The eight flat- bottom hole defect 
sizes ranged from 1/64 to 8/64 inch in steps of l/64 inch. 
The ultrasonic equipment used in these studies was specially selected 
to provide as great a bandwidth as possible so that the ultrasonic waveforms 
would have maximum information content. Ultrasonic pulses were generated and 
directed into area-amplitude aluminum test blocks. The pulses reflected by 
circular f l at bottom holes were received by the transducer and amplified in 
the ultrasonic instrumentation. The pulses were recorded in a Biomation 8100 
transient recorder. 
The Biomation recorder digitized the received signal and stored the digital 
information in its shift register memory. The pulse information was played 
back for inspection on an osci l loscope and transmitted to the memory of a 
Supernova computer for further processing. The model 8100 has a 2,048 word 
memory, so sampling at 100 MHz permitted storage of 20.48 ~sec of data. This 
20.48 wi ndow was sufficient to cover the signal of in terest on these test 
blocks (i.e., its pul se reflected from the defect) if the start of the sampling 
window was delayed by 20 ~sec. A block diagram of the data acquisition system 
i s shown i n Fig . 1. 
The test specimens containing an artificial defect used in this project 
were area-amplitude test blocks prepared in accordance with ASTM El27-64. 
These blocks were fabricated from 7075-T6 aluminum alloy. Each of the test 
blocks is 3.75 inches long and 2 inches in diameter. Flat-bottomed holes are 
drilled along the axis of the block from one end to a depth of 3/4 inch. 
The holes vary in diameter from 1/64 to 8/64 inches in increments of l/64 inch. 
A typical bl ock is il l ustrated i n Fi g. 2. 
Two different sets of test blocks were fabricated by Trienco. The second 
set, made by Automation Industri es, was used to provide an independent set of 
blocks. In addition to the area-amplitude blocks, a special block was available 
to use as a reference standard. This block was 3 i nches long and contained no 
holes. The backwall echo was recorded before and after tests made wi th the 
other blocks and a comparison of the before and after tests was used to confirm 
that the operating conditions of the test system had not changed. 
A set of equipment was selected for this project as shown in the block 
diagram of Fi g. 1 . A Panametrics 5050PR pulser-receiver was used for generati ng 
the ultrsonic pulse, which drives the transducer, and for amplifying the 
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Fig. 2. Typical test block. 
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reflected pulses detected by the transducer. This instrument was selected 
because of the exceptionally large bandwidth of the amplifier which extends 
from approximatciy 0.5 to 35 MHz. The ultrasonic transducers used were also 
manufactured by Panametrics. All transducers were nominally 5 MHz. Trans-
ducers with diameters of 0.5, 0.75 and 1.0 inch were used for different tests 
during the project. The spectra produced at the output jack of the 5050PR are 
shown in Fig. 3a , b, and c for the 0.5, 0.75 and 1. 0 inch transducers, 
respectively. The responses shown in Fig. 3 were obtained by selecting and 
gating the backwall echo from a 3 inch long test block. Consequently, the 
spectra are typically measured 6 inches from the transducer and averaged over 
a diameter equal to that of the transducer. The controls on the 5050PR were 
set to the same condition normally used with each of the transducers when the 
spectra were obtained. The frequency range covered by the spectrum analyzer 
is from 0 to 10 MHz with a dispersion of 1 MHz per major division. The 
0.5 inch transducer produces a pulse with appreciable energy in the band from 
4 MHz to 7.5 MHz. The 0.75 inch diameter transducer has appreciable energy 
from approximately 3.8 MHz to 8.6 MHz. The largest transducer, the 1.0 inch 
diameter transducer, has most of the energy concentrated between 5.5 and 7.2 MHz 
with the peak occurring at approximately 6.5 MHz. Therefore, these are quite 
different characteristics for each of these three "5 MHz" transducers and 
this complicates the data analysis and classification tasks. 
A total of 127 test shots were recorded for analysis among the two sets 
of eight flat-bottom hole samples and three transducers. (The data were 
recorded by personnel at Babcock & Wilcox, Lynchburg Research Center.) As 
described above, only a portion of the 20.48 psec waveform contains the echo 
reflected from the hole defect. A plot of the perti nent pulse echo defect 
data for test 127 is shown in Fig. 4 for illustrative purposes. The time 
scale is 1.4 ~sec between the 490th and 630th data samples shown . 
The data base was divided into three sub-sets as follows. The fitting 
subset was used to determine the coefficients of the elements in the adaptive 
learning network (ALN) class i fier model (described below). The selection 
subset was used to select those elements with the most generalizing capability 
and to prevent overfitting the design data subset. The evaluation subset was 
used to check the resultant network ' s ability to predict flat-bottom hole 
sizes with comparable accuracy for records that had not been used in the 
modeling procedure. Error rates on this third data subset are the true 
measure of the generalizing ability of the ALN flat-bottom hole classification 
model. Data obtained from the 0.5 inch and 0. 75 inch transducers from both 
sets of test blocks were arbitrarily divided among the three data sub-sets 
such that each subset contained equally representative examples of the UNDT 
experimental (parameterized) records. 
An alternative evaluation subset contained the entire series of eight 
echoes from the one-inch transducer. Since no member of this series was 
included in either the fitting or selection subsets (that is, the classifier 
was never exposed to a one-inch transducer record in its synthesis), the 
classifier performance on thi s subset was viewed as a demonstration of the 
degree of insensitivity of the system to transducers different from those 
used in the classifier design procedure. 
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The distribution .. of the experimental data recorded among the four sub-
sets is given in Table I. The uses of the fitting and selection subsets in 
the ALN classifier synthesis are described in ~~ta il in (3, 10, 11, 12, 13). 
The 49 tests employed in this project were those experiments (of the 127) 
that were echoes from the defect, not the backwall, and were not clipped or 
otherwise improperly recorded. 
Each experimentally recorded pulse echo time waveform was corrected for 
three instrumentation settings: sensitivity (S), attenuation (B), and damping 
(0). The correction is multiplicative in the following form: x' (t) = SBD x(t) 
Recorded waveforms can vary greatly for t .he same size hole due to 
different characteristics among various transducers and transmi ssion media. 
An example of these differences, from our work, is shown in Fig. 5. Here, the 
maximum amplitude has been pl otted for each of the eight defects, as recorded 
from three di fferent 5 MHz transducers and two different sets of the 7075-T6 
aluminum blocks. Each of the waveforms was corrected with respect to sensi-
tivity, attenuation and damping according to the above Equation prior to 
reading the maximum ampli tude. It can be seen that there is a monotonically 
increasing relationship between hole size and maximum ampl itude within each 
of the five test series. In no case is this relationship violated. Conse-
quently, one would be led to believe that maximum amplitude was a key defect 
size discriminator if only one of the above series were recorded. 
It is evident from the figure that this concl usion is not valid for 
other transducers and media. The maximum ampl itude shows significantly large 
variations between the five series . For instance, the maximum ampl itude of 
a Number 5 hole using a 0.5 inch transducer on the RM/AI blocks (Fig. S(a)) 
is very close to that of a Number 6 hol e for the same material using a 0.75 
inch transducer (Fig. 5(b)). Continuing across the figure, this value lies 
between those recorded for hole Numbers 7 and 8 for the same 0.5 inch trans-
ducer, but with the Trienco blocks (Fig. 5(c)). The Number 5 hole would be 
classified as a Number 8 hole using a 0.75 inch transducer with the Trienco 
blocks or using a 1 inch transducer with the RN/AI blocks (Fig.s 5(d)) and 
5(e), respectively.) 
Mistakes of three hole sizes could be made merely by changing trans-
ducers and/or test block media if one relied strictly on the maximum ampli-
tude as a discriminating feature. These results dramatize the problem 
associated with solely using maximum amplitude. 
One way of reducing the sensitivity to transducer/medium differences 
has been advanced by Frederick and Seydel8. According to these authors, a 
convenient way of viewing the recorded pulse echo UNDT signa l is as shown 
in Fig. 6. It can be seen that the recorded signal is a function of four 
quantities: the pulser, the transducer, the medium, and the discontinuity 
itself. If, in fact, the actual recorded signal was produced by a convolu-
tion process, this figure would be accurate and the transfer function of 
the resultant signal in the time and frequency domain would be as shown at 
the bottom of the figure. It is known that this linear representa tion 
of the system response is not correct and that the process is nonlinear. 
However, the structure shown i n Fig. 6 is a convenient way of vi ewing the 
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Table I . Distribution of the 49 Experimental Data Records 
Among the Four Data Subsets. 
Data Subset 
Fitting Selection Evaluation #1 
0.5"T, 0.75"R 0.75"T, 0.75"R 0.5"R, 0. 75"R(2) 
0.75"T, 0.75"R 0 . 5"R, 0. 75''R 0.75"R(2) 
0 . 5"R, 0.75"R 0. 5"T, 0. 75''R 0.75"T 
0.5"T , 0.75"R 0.75"R 0.75''T, 0.5"R 
0.75"T, 0.75"R 0 . 5"R 0.5"T, 0.75''R 
0.75"T , 0.75"R 0.5"T None 
0.5"T, 0 . 75"R 0.75"T, 0.75"R 0.5"R 
0.75"T, 0 . 75"R 0.5"T, 0.5"R 0.75"R 
16 13 12 
----
T = Trienco test blocks 
R 2 Reynolds Metal test blocks 
0.5" 
0.75" 
0.5-inch Parametrics 5 MHz transducer 
0.75-inch Parametrics 5 :.!Hz t ransducer 
1" = l-inch Parametr ics 5 Mllz transducer 
Evaluation #~ 
l"R 
l "R 
l"R 
! 
l ''R 
l "R 
l"R 
l"R 
l"R 
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Fig. 5. Corrected maximum amplitude for l /64" to 8/64" flat-bottom holes. 
Three different 5 MHz transducers and two different test sets 
of 7075-T6 Aluminum area-ampl itude blocks were used . 
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IMPULSE RESPONSE FREQUENCY RESPONSE 
<TIME) (FREQUENCY) 
p(t) PULSER P< t > 
h(t) H( f) 
m(t) M(f) 
g(t) G(f) 
m(t) M(f) 
h(t) H(f) 
UNDT OUTPUT 
Fig. 6. Structure of a pulse echo ultrasonic nondestructive testing system. 
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physical phenomena and it provided guidance for appropri ate ways to 
reprocess t he data pri or to waveform parameterization. 
One of the key goals is to eliminate or at least reduce the sensitivi ty 
of the resultant classification system to variations due to different trans-
ducers and medi a as described above. One approach is to use the structure 
in Fig. 6 as a waveform preprocess ing guide in the following way. If the 
recorded signal were truly a convolution of the respective pulser, trans-
ducer, medium, and discontinuity transfer functions, the transducer and 
medium effects could be removed by performing the inverse mathematical 
operation, namely deconvolution. This is accomplished by using a reference 
test signal whose transducer and test medium characterist ics are the same 
as the unknown signal. The Fourier transform of both the reference signal, 
R(t), and the unknown test signal, U(t), is taken and R is deconvolved from 
U by dividing the two transformed signals, point-by-point, in the frequency 
domain . The inverse Fourier transform then converts the signal back to 
the time domain, presumably "stripped" of transducer and medium effects. 
The deconvolution process induces artifactual high frequency content 
in the resultant waveform (6, 8, 14, 15, 17, 18). This is largely suppressed 
by a smoothing operation known as a "Hamming Window". A three-point tri-
angular waveform normalized to unit area (va lues = l /4, l/2, l/4) i s con-
vo lved with the deconvolved signal prior to the inverse Fourier transform 
step. (The "Hamming Window" i s a first-order approximation to a Gaussi an 
distribution and, as such, induces no lead or lag effects in t he smoothed 
waveform. ) All of t he above preprocess ing steps are shown in Fig. 7. 
At first, the reference waveform used for a given series of tests was the 
backwall echo obtained from the no-hole block. However, thi s reference wave-
form was found to be sensitive to medium but not to transducer variations. 
It was then decided to use one of the eight holes as the reference waveform. 
The Number 1 hole was arbitrarily chosen for this purpose. 
Once the U"(f) signal was obtained (as shown in Fig. 7), a number of 
other waveforms could be generated from it. These i nclude: (l) Time Waveform-
via an inverse Fourier transform; (2) Power Spectrum - via the sum of the 
squared real and imaginary components; (3) Auto Correl ation - via an inverse 
Fourier transform of the Power Spectrum; (4) Cepstrum - via a Fourier trans-
form of t he logarithm of the Power Spectrum; (4) Log Power Spectrum - via the 
logar ithm of the frequency axis. The Cepstrum is usefu l fo r detecting period i-
cities in the Power Spectrum. The Log Power Spectrum greatly emphasises the 
low end of the frequency band. (The frequency band was 0 to 40 MHz in our 
work). 
A set of parameters can be computed from th is array of waveforms generated 
from the single pulse echo waveform for a single experiment. Amplitude is 
a popularly used feature and it does contain defect size discriminatory 
information -- at least for a given transducer and medium. It wa s decided 
to compute the square of t he deconvolved waveform in order to greatly emphasize 
any large amplitudes in the signal. Therefore, after the deconvolution 
preprocessing step, the deconvolved time waveform, U"( t}, and its square, 
U"2(t), were availabl e for further processi ng. 
Each of these signa l s was then subjected to the computations shown above; 
namely, the Power Spectrum, Auto Correlation and Cepstrum of each of the two 
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signals were generated. , (The Log Power Spectrum was not used). There were 
now three waveforms computed from each of the two time waveforms, for a total 
of eight waveforms per experiment· shot. Four types of parameters were computed 
from each of the eight waveforms: statistical, shape, area, and extremal. 
The statistical parameters consist of four descriptors of the global 
properties of a waveform: mean, variance, maximum, and minimum. 
The shape parameters are five global descriptors that account for the over-
all shape of a waveform. The first, Sl, is the area under the curve. The 
second, S2, is a weighted area normalized by S1. Parameter S2 could, for 
example, identify two identically shaped waveforms offset by a DC bias. 
Parameter s1, on the other hand, would be sensitive to the bias. Depending 
on whether or not the bias was a discriminating feature between two different 
defects, S1 or S2 would be appropriate. The other three S parameters measure 
properties of the waveform such as skewness and other forms of asymmetry. 
These parameters are analogous to skewness and Kurtosis in univariate 
statistics. 
The area parameters are descriptors of local regions of a waveform. The 
waveform is divided into four equal and contiguous parts and Bi is the area 
contained within the i.th. part. (Notice that S1 is equal to the sum of the 
four B 's). 
The extremal parameters are local descriptors that are equal to the 
maximum value of the waveform within a particular data window. The windows 
are overlapping. So, if the waveform possessed only one maximum and decreased 
monotonically on either side of it, and if this maximum was located within 
the first window, all four W's would be equal. If this maximum shifted to 
the second window, W2, W3, W4 would be equal and different from W1. Thus, 
a moving peak would be detected. Also, a waveform with a number of local 
maxima would generally yield four different W's and this waveform could be 
discriminated from one with fewer local maxima. 
The total number of ~andidate) parameters computed was ninety-six and 
this parameter set contains both local and global descriptors of a particular 
waveform. The parameters are of a rather general nature and not specifi-
cally motivated by this flat-bottom hole classification problem. Therefore, 
it was felt that their successful employment in the ALN classifier model 
would further demonstrate the generalability and flexibility of this approach. 
A rigorous capability exists for synthesizing nonlinear, multivariate 
models that can infer flaw geometry with very high accuracy. The result of 
this approach is called a nonlinear adaptive learning network (ALN). The 
methodology associated with ALN's is described in more detail in references 
(3, 10, 11, 12, 13) by ~lucciardi and Barron. 
An ALN was trained via the methods summarized in these references 
using the four data subsets and the parameters described above. Thus, the 
information used for each experiment was as follows: input variables--ninety 
six parameters of the record pulse echo; output variable --diameter of the 
flat-bottom hole. Characteristics of the transducer and medium were not used; 
indeed, the purpose of the waveform preprocessing and ALN synthesis steps was 
to remove these effects as much as possible. 
375 
  
The Fitting and Selection data subsets (Table I) were used to train the 
ALN classifier. In this t raining exercise, the output variable was used for 
model synthesis. After the ALN was obtained. the two evaluation-subsets 
were input to the model to test its ability to infer hole sizes for experi-
mental data not used in the design (i.e., training) phase. The output 
variable of the Evaluation subset data was not presented to the classifier. 
(Twenty-nine of the 49 available records were used for classifier design as 
shown i n Table I). 
The synthesized ALN is shown in Fig. 8. It can be seen that only 15 
of the 96 parameters proved to be informative for discriminating the various 
hole sizes. The three-layered network implements a multinomial (A polynomia l 
in many variables) up to degree eight in the 15 input variables . 
A major result was that maximum amplitude was not among the 15-member 
informative subset . This substantiates findings shown in Fig. 5--that 
maximumamplitude is very sensitive to transducer and media differences and, 
hence, is not a highly discriminating parameter. 
Among the most informative fifteen member parameter subset, the total 
energy in the lowest quarter of the frequency band, 0-12.5 Mllz, was a key 
parameter. It was paired with three other parameters as shown in Fig . 8. 
It can be seen that the Power Spectrum and its Fourier transform--the 
Cepstrum- -conta in most of the information relative to hole size discrimina-
tion . In addition, the area contained under certain portions of these two 
waveforms and their overall shape bear significant defect size information. 
An i nformative Cepstrum implies periodicities in the Power Spectrum. These 
periodicities could in fact be due to inherent physical phenomena or they 
could be introduced by the deconvolution procedure. This latter explanation 
could also account for the appearance of an informat ive parameter in the 
highest portion, 37.5 to 40 MHz, of the Power Spectrum. 
Another factor to bear in mind regarding the best found parameter 
subset is that the deconvolution procedure may remove some of the physical 
meaning from the resultant waveform. That is, the deconvolved signal 
is not a physical signal in the sense that it is not recorded by a transducer. 
Instead, it is generated inside the computer by transforming the recorded 
signal. It is known that periodicities are induced in the spectrum of the 
deconvolved signal by the deconvolution process. Hence, this may be one of 
the reasons why the Cepstrum is so important. Th is hypothesis could be tested 
by retraining the network using the same parameters, but eliminating the 
deconvo lution preprocessing step. If a different subset of parameters was 
identified that yielded equivalent results, then the above conjecture would 
be true. 
The hole sizes inferred by the network (Fig. 8) are l isted in Table II. 
The inferences for the 16 tests in the Fitti ng data subset are circled. The 
inferences for the 13 tests in Selection data subset are denoted by broken 
circles. The remaining 20 uncircled numbers are the network inferences for 
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the data in both Evafuat ion data subsets. (Recall that Evaluation Sub-
set 2, the last column in Table II, consisted exclusively of the 1 inch 
transducer series, and that none of these eight waveforms was included in 
either the Fitting or Selection subsets used to train the ALN classifier. 
Only 3 misclassifications occurred out of 49 possibilities. The three 
errors were: 
(1) Number 6 Trienco block hole called a 4 hole using a 0.5 inch 
transducer; 
(2) Number 7 Reynolds Metal block hole called a 6 hole using a 
0.75 inch transducer; 
(3) Number 3 Reynolds Metal block hole called a 2 hole using a 1 inch 
transducer. 
An entry in the experimental logbook reported an improper recording for 
test 50--the first error given. The logbook entry noted that the transducer 
had been inadvertently moved from its center position and that a lower level 
signal had been recorded. This coincides with the smaller value of 4.4 
predicted for the Number 6 defect. The third error (on the Number 3 hole) 
may be due to the fact that data from this size defect are least represented 
in the experimental series. As a consequence, the network was least trained 
in recognizing this defect size. 
Overall, it can be seen from Table I I that the ALN flat-bottom hole 
classifier is extremely accurate. If the questionable error on the Number 6 
hole is not counted, 46 out of 48 correct classifications were rendered (95.8%). 
Another ALN was trained with the deconvolution step eliminated (Fig . 7). 
The accuracy rate (i.e., percentage of true defect size) decreased sli~htl y 
with this model from 97.2 to 93.9 %. Therefore, the deconvolution step has 
been shown not to be critical in th is case; the ALN can still cope well. Its 
effect is to slightly sharpen the accuracy rate. Based on the ALN classifier 
accuracy rate and its insensitivity to different transducers and media (three 
transducers and t wo sets of test blocks) , it is concluded that this methodo-
logical approach has considerable utility in ultrasonic nondestructive 
eval uation. 
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DISCUSSION 
DR. STEVE CRIST: Question in the back? 
DR. SY FRIEDMAN (NSROC): Essentially would you say that your method 
requires that you fi rst select a range of transducer and test blocks 
that would, more or less, run the gamut of what you would expect 
your universal discourse to be or universal interest? If you happen 
to just fortuitously select a lot of transducers that are pretty 
much alike and materials that are pretty much alike, then this process 
really wouldn ' t tell you very much. 
DR. MUCCIARDI: Well, that's not so, because we thought that was the case, 
but as you saw, we used three transducers here with very different 
characteristics, two of which were actually used in the synthesis 
procedures, and one that was not. In fact, it coped as well with the 
third as with the first two. 
DR. FRIEDMAN : Well, the point is that they weren't--it was important here. 
Suppose the transducers were alike. You wouldn't really get any 
more information--
DR. MUCCIAROI: That is correct. 
DR. FRIEDMAN: --out of two than you would out of one. That's what I'm 
driving at. So, if you have to take the trouble to have both the 
transducers and your materials vary somewhat. 
DR. MUCCIARDI: Right. But it's not much trouble. 
OR. FRIEDMAN: Well, I guess not. Secondly, these parameters, the 96 in all, 
what assurance do you have that they are tru ly independent? 
DR. MUCCIAROI: Well, you have no assurance, and in fact , they're not 
independent. Our approach is to be somewhat exhaustive in the original 
parameter candidate list. Let's incorporate everything we can think 
of on intuitive and physical grounds and then let 's sort through these . 
Those which, in fact, are redundant and those which are irrelevant will 
be sorted out by the procedures I have just described. This methodology 
can't recreate information, but it can sift through that which is 
available. 
PROF. VERNON NEWHOUSE {Purdue University): I was at first very surprised 
when throughout today you have been saying that deconvolution didn't 
prove things; but on second thought I expect that what your computer 
system taught itself i s probably what humans have taught themselves to 
some extent earlier, which was to do an envelope detection process on 
the signal and just look at the envelope. If that is true, in other 
words, if the examination criteria you used tend to confirm my guess, 
that t hey must be closely related to an envelope detection process--
and remember , of course, for different frequency transducers, etc., you 
always tend to get the same envelope from the same kind of target. 
If that is true, then deconvolution would still help the computer in 
382 
 cases where you have two targets which are very close together, closer 
together than the transducer can resolve. So, you might find that 
when you get to the point of trying to analyze whether you have two 
targets present or three, then, deconvolution might still be very 
helpful. 
DR. MUCCIAROI: Yes. I didn't, and I hope I didn ' t leave the intention 
that we were saying it's not useful at all. Our intent was to see what 
the process itself could do without this preprocessing step. In the 
case of other systems , it may be extremely useful. It can't hurt in 
this case; what it has done is to sharpen the results. 
OR. CRIST: One more quick one? 
MR . HARRY BERGER (National Bureau of Standards): Were there any surprises 
from a physics standpoint as to the 15 parameters that turned out to be 
useful, either in what was included or omitted in that list of 15? 
OR. MUCCIAROI: Unfortunately, we haven't had the interaction with physicists 
that I wish we could. In fact, this is one of the reasons for being 
here and presenting these results and hoping to get some discussion 
started. From a physical point of view, one of the surprises was that 
amplitude or anything akin to amplitude, did not appear in the final 
model even in conjunction with other parameters. 
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