































































Para  el  desarrollo  del  prototipo  también  se  emplean  otras  tecnologías,  como  el  software 
Choregraphe  que  es  un  simulador  del  robot NAO  desarrollado  por  Aldebaran  Robotics,  un 
servidor  web  Apache,  así  también  el  uso  de  diferentes  lenguajes  como  XML  (lenguaje  el 
extensible de marcas) y Python (lenguaje de programación interpretado). 
De esta forma este trabajo integra diversas tecnologías relacionadas con la Inteligencia Artificial 



























































































































































































disposición  estructural,  manufactura  y  aplicación  de  los  robots.  Las  ramas  que  coadyuvan 
principalmente en la robótica son: Ingeniería mecánica, Ingeniería electrónica y Ciencias de la 
computación.  
Los  robots  son  agentes  físicos  capaces  de  realizar  tareas  de  forma  automática  o  manual 
dependiendo del tipo de control,  llegando a realizar tareas complejas y/o peligrosas para  los 
seres humanos de forma eficiente. Los robots que trabajan con control automático hacen uso 
de  la  Inteligencia Artificial para pensar y satisfacer algún  trabajo en concreto, en cambio  los 
robots  con  control  manual  o  teleoperados  ofrecen  interfaces  donde  el  usuario  controla 
directamente al agente físico. 
Un robot humanoide (cuerpo antropomorfo) es un robot construido de modo que su estructura 





Las  líneas  de  investigación  en  robots  humanoides  están  experimentando  un  cambio  de 
paradigma  de  una  investigación  independiente  hacia  un  entorno  social  como  la  robótica 
asistencial.  
En este trabajo se utiliza el robot humanoide NAO el cual es programable y autónomo fabricado 





























o La tecnología de sistemas multiagente  (SMA) está siendo un gran aporte a  la 
resolución de problemas distribuidos de diverso  índole, entre estas tenemos: 
comercio electrónico, medicina,  industria, robótica, etc. Siendo  importante  la 
integración con los robots bípedos, llegando a ser el robot un agente inteligente 
que  trabaja  con  otros  agentes  para  poder  resolver  problemas  difíciles  o 
imposibles de resolver por un agente individual. 
o El  Reconocimiento  automático  del  habla,  es  otra  de  las  disciplinas  más 
interesantes  de  la  Inteligencia  Artificial,  en  este  trabajo  se  hace  uso  de  un 
sistema  de  dialogo  entre  el  agente  y  el  usuario.  También  se  incluye  el 
reconocimiento de voz por parte del robot hacia el paciente. 
o Las  líneas  de  investigación  de  la  robótica  están  centradas  en  conseguir  un 














entre  las  más  notables  tenemos  reconocimiento  de  marcadores  (Landmark), 






o Estudio  de  los  diferentes  sistemas  de  dialogo,  desde  la  interfaz  oral  a  su 
arquitectura de módulos. Esto servirá de base para elegir el sistema que más se 


















































Estado del arte 
  
En este apartado se presentan los avances de las distintas áreas que se estudian cómo son: los 





sistemas  informáticos  que  reciben  como  entrada  frases  del  lenguaje  natural  expresadas  de 
forma oral y generan como salida frases del lenguaje natural expresadas asimismo de forma oral 
[1]. 
Un  sistema de dialogo  ideal  reconocería el habla espontanea,  comprendería enunciados  sin 
restricciones  de  contenido,  proporcionaría  respuestas  con  sentido,  gramaticalmente  bien 







discapacitados,  aplicaciones  accesibles  desde  vehículos  (marcación  de  números  telefónicos, 
tele‐ servicios, información del tráfico, etc.) 
2.1.1 Arquitectura de un sistema de diálogo 
El  esquema utilizado para  el desarrollo de  sistemas de dialogo  suele  englobar una  serie de 











































 Módulo de memoria: Almacena  las representaciones semánticas obtenidas a  lo  largo 




usuarios,  puede  conocer  qué  frases  ha  expresado  el  usuario  previamente,  y  puede 




consultas  necesarias  al  repositorio  de  información,  procesarlas  y  proporcionar  la 
información obtenida al módulo gestor del diálogo. 
 






























Independiente  del  hablante: Un  sistema  independiente  del  hablante  está  desarrollado  para 


















Reconocimiento  de  palabras  aisladas:  En  el  reconocimiento  de  palabras  aisladas  el  patrón 
acústico  de  cada  palabra  del  vocabulario  se  almacena  como  una  secuencia  temporal  de 
características  derivadas,  usando  LPC,  análisis  de  banco  de  filtros  o  alguna  otra  técnica  de 








reconocimiento  de  letras  conectadas,  donde  el  vocabulario  es  el  conjunto  formado  por  el 
abecedario.  No  hay  que  confundir  esto  con  el  reconocimiento  continuo  de  voz,  donde  el 
































































o DARPA  Communicator  [DARPA]  –  Interfaz  conversacional  inteligente  para  la 
reserva de billetes de avión. EE.UU. 




También  los  sistemas  conversacionales  pueden  llevar  a  cabo  transacciones.  Son  las 
aplicaciones  relacionadas  con  el  comercio  electrónico,  como  la  venta  de  entradas  o  de 
billetes de tren y de avión, y los relacionados con la banca electrónica: 
o Cine‐entradas [CINEENTRADAS] – Venta telefónica de entradas de cine. España. 
o Línea  BBVA  [BBVA]  –  Sistema  que  permite  solicitar  transferencias  o 
domiciliaciones,  vender  o  comprar  valores,  contratar  seguros  o  realizar 


































El  lenguaje  VoiceXML  (Voice  Extensible Markup  Language)  tuvo  sus  orígenes  en  1995.  Fue 





que  Motorola  e  IBM  habían  desarrollado  sus  propios  lenguajes  VoxML  y  SpeechML 












VoiceXML es un  lenguaje diseñado para crear  sistemas de diálogo mediante voz  (tecnología 













Fig. 2.2. Ejemplo de “hola mundo” en VoiceXML 
Este ejemplo consta de un formulario simple con un bloque que sintetiza y reproduce al usuario 
la frase “¡Hola Mundo!”. 





























un  usuario  y  una  plataforma  de  implementación.  Los  diálogos  son  proporcionados  por  el 
servidor de documentos, que puede ser externo a la plataforma de implementación. 




























































Sin  técnicas adecuadas para soportar este proceso,  tales sistemas no son  lo suficientemente 




resuelta  con  un  sólo  agente.  Sin  embargo,  al  igual  que  el  concepto  de  programación 
descendente, modular y orientada a objetos  intenta dividir  los problemas en  sub‐problemas 
cada vez más sencillos [10], en el ámbito de los agentes se renuncia a la idea de un agente único. 
Es decir, lo mismo que en la sociedad humana podemos encontrar las actividades claramente 
divididas para  conseguir un  elevado  grado de  especialización  y  eficiencia,  en  el  caso de  los 
agentes se tiende a éste planteamiento en el que múltiples agentes autónomos interactúan, se 
coordinan (cooperando, compitiendo o ambas cosas) y todo ello de un forma adaptativa. Por lo 
que  se constituyen  sociedades de agentes a  las que  se  les consideran Sistemas Multiagente 
(SMA).  
 























































integran al sistema propuesto; ya que  se basan en  la  idea de una utilidad que se ve 
incrementada con su propia ganancia y con la perdida de otros agentes competidores. 
Los agentes que  integran a un SMA deben colaborar entre ellos para desempeñar sus tareas, 

















El principio básico en  la coordinación es; si un agente no puede resolver  la acción que  tiene 















Fig. 2.6. Una taxonomía de algunas de las diferentes formas en que los agentes pueden coordinar sus 




Computer  Society,  se  formó  con  el  fin  de  evitar  la  proliferación  de  sistemas  de  agentes 






























La mensajería  instantánea permite  la comunicación  instantánea entre varias partes al mismo 




















y  ejecutar  aplicaciones  basadas  en  un  paradigma  orientado  a  la  organización.  Este 





programadores,  consideraciones  acerca  de  componentes  distribuidos  básicos  (como 
“sockets” o “ports”) son totalmente transparentes. Una aplicación desarrollada en MADKit 










Fig. 2.7. Arquitectura MADKit [15] 
2.2.6.2 JADE (Java Agent Development Framework) [17,18] 
Es  un  framework  de  software  implementado  en  el  lenguaje  java.  Es  un  entorno  que 











administra  una  cola  de  mensajes  ACL  entrantes.  Los  agentes  pueden  acceder  su  cola 
mediante una combinación de varios modos: blocking, polling, timeout y pattern matching. 
El modelo de comunicación FIPA ha sido implementado completo y sus componentes han 
sido  claramente  distinguidas  y  completamente  integradas:  protocolos  de  interacción, 
desarrollo, ACL, lenguaje de contenido, esquemas de codificación, ontologías y finalmente 
protocolos de transporte. El mecanismo de transporte, en particular, es como un camaleón 





agentes  están  implementados,  así  como  el  soporte  para  lenguajes  de  contenido  y 
ontologías definidos por el usuario que pueden  ser  implementadas,  registradas  con  los 
agentes y automáticamente utilizadas por el framework. 














Es  una  plataforma libre de sistemas  multiagente  desarrollada  en Python  el  2005  en 
la  Universidad Politécnica de Valencia por J. Palanca y G. Aranda. La plataforma nació como una 
prueba  de  concepto  para  probar  la  tecnología  de  la  mensajería  instantánea  XMPP  como 
protocolo  de  transporte  para  los agentes  inteligentes.  Desde  ese momento  el  proyecto  ha 
seguido creciendo y añadiendo nuevas características aprovechando la flexibilidad del protocolo 
de mensajería  instantánea basado en XML y  la cantidad de extensiones desarrolladas para el 
mismo que  son aprovechables dentro del marco de  los sistemas multiagente.  La plataforma 
SPADE  está  basada  en  un  conjunto  de  estándares,  siendo  los  más 
destacables FIPA y XMPP/Jabber [20], en la figura 2.9 se puede ver la arquitectura de SPADE. 
Las principales características de la plataforma SPADE son: 








 Modelo de  comportamientos: Cíclicos, Periódicos,  Timeout, una  ejecución, máquina de 
estados finito y basado en eventos. 





tiene una  colección de  clases,  funciones y herramientas para  la  creación de nuevos agentes 
SPADE, como se muestra en la figura 2.10. 
Mencionar que la plataforma multiagente elegida para el sistema de vigilancia es SPADE, debido 



























A  los  largo de  la historia el ser humano ha demostrado un  interés constante por diseñar y 
construir artefactos o sistemas que sean capaces de realizar parte del trabajo diario.  
Desde la antigua Grecia, los seres humanos han intentado simular las acciones realizadas por 








en  la obra R.U.R. Debido  al  éxito  del  libro de  Karel,  los  traductores  adaptaron  el  término 
“robota”  a  “robot”  en  la  edición  inglesa,  así  es  como  dicha  palabra  comenzó  a  ganar 
popularidad. 




















Teniendo  en  cuenta  la  evolución  de  la  robótica  desde  los  inicios  hasta  la  actualidad  se 
distinguen cuatro generaciones de robots [21]: 
 Primera generación, Robots manipuladores. Están diseñados para realizar una serie de 
tareas,  previamente  programadas  por  lo  que  no  les  afecta  el  entorno  en  el  que  se 
encuentren;  no  son  sensibles  a  las  variaciones.  Los  sistemas  de  control  que  llevan 






Fig. 2.11. Brazo robótico primera generación [http://johannasalguero.blogspot.com.es] 
 
 Segunda generación, Robots enfocados a la teleoperación. En esta generación los robots 
eran capaces de memorizar y  repetir una  serie de pasos  realizados por un operador 
humano. De  esta  forma  el  robot  era  capaz  de  realizar  las mismas  acciones  que  un 
humano sin que este corriese ningún tipo de riesgo. El sistema de control sigue siendo 






Fig. 2.12. Brazo robótico con mando a distancia, segunda generación [http://www.bktronic.fr] 
 
 Tercera  generación,  Robots  sensibles  al  entorno  a  través  de  sensores.  Estos  robots 
estaban  dotados  de  una  gran  cantidad  de  sensores  que  les  permitieron  obtener 
información del entorno para así poder realizar de una forma u otra cada una de  las 
ejecuciones a través de unos componentes llamados actuadores. Ahora los robots sí que 
contaban  con  un  sistema  de  retroalimentación mediante  el  cual  podían  saber  si  su 
ejecución había sido exitosa o no. Estos sistemas se llaman de lazo cerrado. Las nuevas 


































































Fig. 2.15. Robot con la configuración de Ackerman 
[http://www.maxonmotor.es/maxon/view/application/PIPE-INSPECTION-ROBOT-AB] 
También  es  frecuente  encontrar  distribuciones  de  ruedas montadas  en  configuración 


















Fig. 2.17. Robot Curiosity Mars Rover  
[http://www.nasa.gov/mission_pages/msl/index.html] 





Fig. 2.18. Robot oruga Lego Mindstorm EV3                                                                    
[http://www.lego.com/en-us/mindstorms/build-a-robot/ev3rstorm] 







grados  de  libertad,  a  través  de  las  cuales  son  capaces  de  desplazarse  manteniendo  el 
equilibrio. No obstante, este tipo de robots son los más inestables que se encuentran en 
la  actualidad,  y  los esfuerzos  se  aúnan en  intentar  conseguir  técnicas de estabilidad  y 
equilibro que eviten que el robot se desestabilice y vuelque en situaciones adversas, como 
al correr, subir gradas, evitar obstáculos, etc. Sin embargo, podemos encontrar modelos 








Fig. 2.19. Robot Humanoide Robonova 2 
 
 Robots reptadores 
Creada basándose a  las serpientes,  la forma de desplazarse es  imitación a  la usada por estos 
animales,  formado por un número elevado de  secciones que pueden  cambiar de  tamaño o 

























































Tabla 1. Características técnicas del robot NAO, ver apéndice 1 
 
El  control  de  Nao  desde  el  punto  de  vista  de  sus  articulaciones  se  divide  en  ocho  partes 
diferentes. A continuación se describe brevemente lo que es capaz de hacer cada una de ellas 
[21].  







 LHand:  La  Left  hand o mano  izquierda permite  abrir  y  cerrar  los dedos de  la mano 
(LHand) y girar la muñeca sobre sí misma (LWristYaw). 
 





 RArm:  El  Right  arm  o  brazo  derecho  permite mover  el  hombro  (shoulder)  sobre  sí 
mismo  (roll) o de arriba a abajo  (pitch) y el  codo  (elbow)  sobre  sí mismo  (roll) o de 
izquierda a derecha (yaw). 
 























comportamientos, probarlos  sobre un  robot virtual o  sobre el  real, acceder a  la  cámara del 




la  izquierda  o  crear  otros  nuevos  mediante  la  opción  de  “animación”.  Para  ejecutarlos 
simplemente hay que pulsar el botón Run. Al trabajar siempre sobre diferentes ventanas todo 
está muy bien ordenado y la flexibilidad que ofrece es inmensa (ver fig. 2.24). A través del menú 



































A  través  del  API  de  NaoQi  se  pueden  desarrollar  nuevos  módulos  en  8  lenguajes  de 
programación Python, C++, .NET (C#, Visual Basic, F#), Java, Matlab y Urbi, en vez de utilizar la 





En  el  sistema  de  vigilancia  propuesto,  la  API  de  NaoQi  se  desarrollara  en  el  lenguaje  de 












Diseño e Implementación del sistema 
 
Para el diseño del prototipo  se elaboraron dos versiones. La primera versión es una versión 
simplificada  del  sistema  objetivo,  donde  se  le  va  dando  al  agente  revisor  (robot NAO)  una 





pretendía  validar  la  interconexión  de  todos  los  componentes  del  sistema  con  un  ejemplo 
sencillo y en el caso de  la segunda versión se pretendía desarrollar un prototipo funcional y 
completo sobre un dominio de aplicación especifico, en este caso un sistema de vigilancia de 






























         
 
   




mecanismo  fundamental de entrada de datos, ellos deciden que  frases pronunciadas por  los 
usuarios pueden ser reconocidas. Para esto se tiene previsto compilar gramáticas en el formato 
JSGF  (Java  Speech  Grammar  Format),  permitiéndonos  combinar  los  procesos  de  RAH  y 
comprensión  de  frases.  También  nos  indica  cómo  deben  ser  interpretadas  determinadas 
secuencias y cuáles son las frases reconocibles. 
Se trabaja con dos estrategias de interacción: Sistemas de iniciativa mixta y Sistemas de diálogo 























Fig. 3.2. Diagrama de bloques utilizado para programar el código VXML del agente revisor 






















Los  agentes  SPADE  están  básicamente  compuestos  por  un  mecanismo  de  conexión  a  la 
plataforma,  un  manejador  de  mensajes  y  un  conjunto  de  diferentes  comportamientos 
















 Comportamientos  (Behaviors),  un  agente  puede  ejecutar  varios  comportamientos 














 Agente  revisor,  conformado  en  parte  por  el  robot  bípedo  (Robot  NAO),  está 
encargado de ejecutar una  secuencia de órdenes  instruidas por el usuario  como 
mover, hablar y adoptar posición. 



































 Método  onStart  similar  al método  _setup  de  la  clase  agente  gestor,  la  cual  se 
ejecuta  antes  de  comenzar  la  iteración  principal  y  se  utiliza  como  código  de 
inicialización. 





























del agente  (antes de  la @) y el nombre de  la plataforma de agentes  (después de  la @), en 
segundo  lugar está  la  contraseña de  Jabber para este  agente en particular.  En el  código  se 
remarca en negrita el JID y la contraseña. 


































y  también  contiene  un  conjunto  de módulos  que  ofrecen  cierta  funcionalidad  a  través  de 
funciones  de  alto  nivel.  Cuando  se  inicia  el  robot,  se  carga  un  archivo  de  preferencias 



















Fig. 3.5. Árbol de conexión entre el broker, módulos y métodos. 
El broker más importante es el MainBroker (puerto 9559) el cual contiene los módulos que nos 
permiten acceder a los sensores y actuadores del robot NAO. 

































Fig. 3.6. Ejes de robot NAO [25] 
 ALRobotPosture, hace que el robot realice diferentes posturas predefinidas (ver figura 3.7). 
El robot detecta en que postura está, y calcula la postura destino en base a la postura actual. 
Es  posible  seleccionar  la  velocidad  de  la  postura  que  debe  aplicarse  (ej. 
postureProxy.goToPosture (“StandInit”,1.0)). 
 



































   Agente revisor                Robot NAO                  
 
Fig. 3.8. Movimiento del robot NAO para posiciones puntuales 












que  tiene  varias  plantas,  donde  cada  planta  (piso)  está  compuesto  por  su  cocina,  baños  y 










Fig. 3.9. Vista superior del plano de recorrido 
 
Fig. 3.10. Vista ortogonal del plano de recorrido 















de                 y Servidor Web 
     VIGILANCIA        
 
   
                                        Agentes Revisores       Robot NAO             PACIENTE       
                                                                    
 







y  este  (agente  gestor)  coordina  con  los  agentes  revisores  para  cumplir  las  tareas 
programadas. 
 Se incorpora un servidor web APACHE para una mejor interacción entre Voicexml y SPADE. 















Agente revisor                    Robot NAO             Dialogo      Usuarios 
Fig. 3.12. Planificación de rutas y dialogo con el usuario por parte del robot NAO 
 
Este segundo diseño del prototipo se dividió en cuatro partes que se detallan a continuación:   
3.2.1 Diseño del código para el sistema de diálogo seleccionado e integración con el servidor 
Apache 










Fig. 3.13. Diagrama de bloques utilizado en la 2ª versión para programar el código VXML del agente revisor 
Como  se  puede  observar  en  este  diagrama  de  bloques,  se  tiene  como  entrada  la  voz  del 
supervisor, que será el encargado de dar las ordenes al robot bípedo a través de Skype mediante 














































Vxml        PHP              Python            
(IP=79.108.179.27)                   (IP=79.108.179.27)      (IP=127.0.0.1) 











































































importante  relacionada  con  la  configuración  del  hardware  del  robot,  necesario  para 
almacenar la información de los sonares, marcadores y reconocimiento del habla. 
 ALSonar, recupera el valor del sensor de ultrasonidos de ALMemory, lo procesa y provoca 
eventos  de  acuerdo  a  la  situación,  presenta  4  eventos:  SonarLeftNothingDetected, 
SonarRightNothingDetected, SonarLeftDetected y SonarRightDetected. 
 ALNavigation, permite al usuario realizar desplazamientos seguros al utilizar el robot. El 
robot  no  puede  evitar  los  obstáculos,  pero  es  capaz  de  moverse  con  precaución, 
deteniéndose tan pronto como un obstáculo entra en su zona de seguridad, en nuestro 





Fig. 3.16. Distancia segura con ALNavigation  





















































































                                print "TRABAJANDO CON POSICIONES FIJAS" 
                                iniciar(postureProxy) 
                                ###############POS1############## 
                                     
                                x  = 3     #distancia de recorrido en el eje x de 3m 
                                y  = 0.0 
                                theta  = 0.0 
                                Caminar(x, y, theta, navigationProxy) 
                                 
                                Giro_izquierda(navigationProxy) 
                                 
                                x  = 2    #distancia de recorrido en el eje x de 2m 
                                y  = 0.0 
                                theta  = 0.0 
                                Caminar(x, y, theta, navigationProxy) 
   ..... 
   .....                                 
 
Se optó por trabajar con posiciones puntuales y sin la detección de obstáculos, debido a que la 
lectura de  landmarks no está bien  implementada en el  robot, existe mucha dependencia de 
factores  externos  como  la  luminosidad  y  la  inclinación  de  la  cámara.  En  el  uso  de  sonares 



















Fig. 3.20. Dialogo del robot NAO con el paciente 
En esta última parte del código se expone algunas palabras claves que tiene que reconocer el 
robot NAO, como por ejemplo bien, excelente, mal, regular y pésimo. Mencionar que se puede 
ampliar más  el  vocabulario  de  reconocimiento  del  habla,  con  frases más  largas  como  por 
ejemplo “me encuentro bien”. 
    print 'Iniciando el reconocimiento de voz' 
    tts.say("COMO SE ENCUENTRA EL PACIENTE") 
   wordList=["bien","excelente","mal","regular","pésimo"] 
   asrProxy.setWordListAsVocabulary(wordList) 
  asrProxy.subscribe("asr")      
  ALMemoryKey="WordRecognized"   





multiagente.  Se pudo  verificar que existe una excelente  coordinación entre  los  robots  y  los 













Para  conseguir  los  objetivos  planteados  en  este  trabajo,  se  tuvo  que  estudiar  diversas 
tecnologías  relacionadas  con  la  inteligencia  artificial  y  la  robótica.  Posteriormente  se  fue 
diseñando,  simulando  e  implementando  la  primera  versión  del  prototipo  del  sistema  de 
vigilancia, la cual consistía en el diseño del sistema multiagente y la validación de las diversas 
tecnologías  seleccionadas  para  su  interconexión  entre  ellos,  donde  se  presentaron  algunos 
problemas que fueron resueltos. En el diseño de la segunda versión del prototipo del sistema de 
vigilancia se mejoraron la limitaciones de la primera versión, también se añadió otras tareas al 




dialogo y sistemas multiagente aplicados a  la robótica, donde  la gran mayoría de  las pruebas 
realizadas  para  lograr  el  comportamiento  definitivo  del  robot  NAO,  se  logró  gracias  a  su 
simulador Choregraphe. 
La plataforma  SPADE utilizada nos permitió  implementar  aplicaciones  con un  alto  grado de 






































































































18. Favio  Luigi  Bellifemine,  Giovanni  Caire  and  Dominic  Greenwood,  “Developing  multi‐agent 
systems with jade”, 2007. 
 






























































El  instalador  del  simulador  Choregraphe  puede  obtenerse  de  la  siguiente  dirección: 
https://community.aldebaran.com/en/resources/software,  permitiéndonos  probarlo  durante 
30 días, luego se debe de introducir la licencia. 












Para  la  instalación  de  NaoQi  se  debe  de  comprobar  que  sea  la  versión  adecuada  para 
Choregraphe y python, solo hay que descomprimirlo en el directorio donde se desea utilizarlo. 
























MySQL,  PHP  y  Perl.  El  paquete  de  instalación  de  XAMPP  ha  sido  diseñado  para  ser 
increíblemente fácil de instalar y usar. 















Especificaciones técnicas del robot NAO H25 
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