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INTRODUCTION 
Thermal wave interferometry (TWI) for materials characterization is based on 
detecting the surface temperature variations caused by a modulated heat source at the 
material surface, and consequently deducing the internal structure from the observed 
thermal energy propagation properties. The usefulness of the methodology has been 
accepted for a large variety of measurement problems, including thermal diffusivity 
determination of materials, coatings thermal properties and thicknesses, detection of 
laminations, detection of bulk defects, etc. A typical TWI system is shown in Figure 1. 
The surface is illuminated with square-wave modulated uniform laser light and the thermal 
response is observed radiometrically with an IR-detector. Measurements of the relative 
amplitude of the surface and the phase difference between the excitation and the surface 
temperature variation are obtained. 
Closed-form solutions are available for almost every possible one-dimensional 
situation including for materials with spatially dependent thermal properties, finite 
absorbtion coefficients of the heating laser, and nonperfect boundaries [1]. However, for 
every one of these situations, as far as practical work is concerned, no single solution that 
could be used simply with a change of parameters is available. Also, inherently the results 
are forward signal calculations not always in a form easily applicable for a data analysis 
routine that tries to find a materials parameter from the measurement data. Similar work 
has been presented before [2] where numerical methods for the forward signal calculation 
were shown, however no attempt to fit the numerical solution to experimental data was 
attempted. 
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In this paper a simple numerical approach is described that can be used to extract" a 
priori" thermal property profiles, coating thickness etc. with very few modifications in the 
method from case to case. As an application the thickness of a 200 micron thickness 
zirconia coating on steel is recovered. 
THEORY 
Assuming one-dimensional heat flow, thermal properties that do not depend on 
the temperature but do depend on single spatial coordinate, the thermal diffusion equation 
can be written in the following form: 
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Figure I. Typical thermal wave interferometry measurement system. 
This can be solved for a harmonic generation (at angular frequency w) term by separation 
of variables and by considering only the long term (nontransient) dynamic behavior of the 
temperature. The equation to be solved for a temperature difference above ambient is then 
T"(x)k(x) + T'(x)k'(x)- T(x)iwpc = Qoe- flx 
(2) 
where k(x) is the thermal conductivity, rc is density times heat capisity, b is the absorbtion 
coefficient of the material at the wavelength of the illumination, Qo is heat generated by 
unit volyme and the boundary conditions at extremes are T(xl)= T(x2)=0. (No temperature 
variation at large distance from the source). This is an acceptable boundary condition if the 
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solution domain is large enough to allow the thennal wave to die out. This is easily 
achieved due to the critically attenuating nature of the thennal waves. A readily available 
numerical methods can be found to solve the problem stated above. 
CALCULATIONAL METHODOLOGY 
The procedure for obtaining an unknown parameter from surface amplitude/ 
phase vs. frequency data involves calculating a solution and further it' s phase for Eq. (2), 
q>(f,a,b,c)theor. , with a set of parameters that were left free and adjusting them to make the 
q>(f,a,b,c)theor. match q>(f,a,b,c)meas. as well as possible. The best fit (in the least squares 
sense) is obtained by minimizing the sum of the squares of the differences between 
measured and predicted phase data. 
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Figure 2. Simulation of phase and amplitude contrast. 
Equation (2) was solved using a ready simultaneous equation solution schema 
from Bader [3] that applies the optimized TridiagonalSolve routine of Mathematica. 
Further, the inverse solution (i.e., nonlinear fitting) was performed using the Mathematica 
routine FindMinimum for the least squares condition stated above.The routine uses the 
method of steepest descent and has no limit on the number of free parameters in the fitting 
function, therefore allowing free parametrization of the property distributions to be 
extracted. 
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Typical calculation times on a 100 MHz Pentium PC were 20 s for a single-frequency 
forward signal calculation using a spatial discretization of 2000 points over a range of ten 
times the thermal diffusion length, /l and 10000s for finding the diffusivity of a layer of 
known thickness with 100 phase vs. frequency measurement points. An example of a 
calculation can be seen in Figure 2 for steel where the thermal conductivity is drops 
linearly by 20 % from the surface down to the depth of 1 mm. The phase contrast was also 
used to test the nonlinear fitting approach by producing simulated noisy data and further 
recovering the parameters from the nonlinear fit. This is shown in Figure 3. The fitted 
curve represents a single parameter fit where the surface conductivity was known and the 
thickness recovered is 0.99 mm while 1 mm was used when the simulated data was 
produced. 
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Figure 3. Nonlinear fitting of theory to simulated, noisy data. The recovered thickness is 
0.99 mm while the original data was calculated with a thickness of I mm. 
EXPERIMENTAL 
A thermal wave interferomerty system applying radiometric detection was used 
in the experiment. A diagram of the system is shown in Fig. I. The laser was a 4 W 
Coherent Innova 90-4 operating on the green, 518 nm line, the detector used a Broward 
MCTLNB-0.2 (2x2 mm2 active area) with an AC-coupled PA-020B ( 2 Hz- 30 kHz) 
preamplifier and a 50 mm diameter AR-coated, f= 50 mm plano-convex Ge-lens in a 1:1 
imaging geometry. The lock-in amplifier used for phase detection was a EG&G Princeton 
Applied Research 5210 (0.5 Hz - 100 kHz) and the laser was modulated using an acousto-
optic modulator (Crystal Technology model 3080-151 with 1080-25 RF -driver) that was 
driven by an HP 33120A signal generator. The Laser power at the sample was 1 W at a 
beam lie radius of roughly 10 mm where the beam was spread using an f=50 mm plano-
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concave lens. The measurement was controlled by a proprietary Lab View program 
running on a Pentium PC. The phase vs. frequency behavior of the detector and its 
preamplifier was measured before using a bulk sample that should show a flat phase vs. 
frequncy behavior. This data was used to normalize the actual measurement data. It should 
be noted that even a slight difference in measurement conditions (beamwidth of heating, 
alignment of detector relative to the heated spot) between the normalization measurement 
and actual measurements will cause phase errors much bigger than the phase noise level of 
the system that can be less than one degree. All of the electronics together allowed for 
measurements down to 0.7 Hz. 
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Figure 4. Thickness measurement of a zirconia coating on ARMCO iron. The recovered 
thickness is 200 microns while the micrometer thickness was also 200 microns. 
Experimental data is indicated by points, the numerical solution with a solid line, and the 
closed form solution with triangles. 
RESULTS AND CONCLUSIONS 
A measurement for zirconia on steel can be seen in Figure 4. The data is for a 
200 micron thick coating on ARMCO iron. The nonlinear fit was performed by assuming 
a thermal diffusivity for Zirconia and for ARMCO iron that are available in litterature. The 
recovered thickness from the fit of the closed form solution was 185 microns. The fitting 
of the numerical solution to the same experimental data gave a thickness of 200 microns. 
A simple and easy to implement finite difference method for the analysis of 
thermal wave surface phase (TWI) data was implemented and tested. The results show that 
the method allows for the retrival of the parameters of interest at the same accuracy as the 
standard, closed-form solution fitting approach would give. 
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