Phase retrieval from experimental (laboratory) data has been successfully demonstrated.
digitizer. By using the data and an a priori triangular image support constraint, an iterative Fourier-transform algorithm was used to estimate the phase of the Fourier transform of the object. The reconstructed image compares favorably with a conventional image with the same spatial-frequency bandwidth.
Phase retrieval from Fourier intensity data and a priori object constraint information is known to have many applications.' Iterative Fourier-transform algorithms have demonstrated phase, retrieval from computer-simulated data both for real-valued, nonnegative objects 2 -4 and for certain types of complexvalued objects. 5 The effect of noise on phase retrieval has been investigated both empirically through computer simulations 2 ' 6 and theoretically through
Cramer-Rao lower bounds. 7 The research reported here demonstrates phase retrieval from Fourier intensity (far-field speckle pattern) data collected in a laboratory experiment using a coherently illuminated diffuse (i.e., complex-valued) object. In this Letter, we describe the experimental optical system, data collection hardware and procedures, and data-processing and image-reconstruction steps. An image reconstructed from Fourier intensity data and a comparison with a conventional image are shown.
The optical system used in performing the experiment is shown in Fig. 1 . An argon-ion laser beam of wavelength X = 0.5145 Mm is spatially filtered, collimated, and used to illuminate a transmissive object. The object consists of a binary mask placed in contact with a ground glass [ Fig. 2(a) ]; thus the transmittance of the object is binary in intensity and random in phase. An a priori image support constraint is introduced by giving the transmissive region of the mask a known overall triangular shape. The base and height, d, of the triangular mask and the lens focal lengths must be chosen so that the speckle intensity in the Fourier transform is adequately sampled by the detector. Assuming a speckle size at the detector equal to Xflf3/f 2 d, to sample the intensity at the Nyquist rate the detector pixel spacing, As, must equal Xflf 3 /2f 2 d. In the experiment, d was about 16 mm and fl, f2, and f3 were 500, 50, and 300 mm, respectively, giving As 48 tm. The charge-coupled device (CCD) detector used has horizontal and vertical pixel spacings of 30 and 18 Am, respectively, so the data were sampled at a rate greater than the Nyquist rate.
Since the Fourier intensity has twice the spatialfrequency bandwidth of the complex-valued Fourier transform, measurement of 2N 1 by 2N 2 Nyquistspaced samples of the Fourier intensity enables reconstruction of a complex-valued image of N 1 by N 2 resolution elements. The number of horizontal and vertical pixels in the detector array thereby sets an upper limit on the size, in resolution elements, of the reconstructed image. In this experiment, the central 180 pixels X 256 pixels (over a 5.4 mm X 4.6 mm region) of the detector were used. The aperture A was therefore 0.9 mm X 0.77 mm, and the reconstructed and conven- tized, and a second dark frame was digitized and subtracted to remove pattern noise. The automatic gain control of the camera was disabled and the laser output was adjusted so that the brightest speckle nearly saturated the detector. Since the digitizer sampling rate was not matched to the detector pixel horizontal spacing, a Matthey MLW 401B low-pass video filter with a 3-dB width of 4.3 MHz was used to reduce the effect of CCD clock noise on the digitized data.
The support constraint was measured by increasing the size of the aperture A, digitizing the resulting highresolution image of the object, and measuring the base and height of the triangle in the digital image. Since the focal lengths of the lenses and the digitizer pixel horizontal spacing are not known exactly, calibration measurements must also be made to determine the spatial scaling of both the Fourier intensity and the image data. This was done by using an object consisting of two circular apertures separated by a distance about four times their diameter. By orienting this object both horizontally and vertically, gathering both the Fourier intensity data and the high-resolution image data, and using the known digitizer pixel vertical spacing (which is equal to the detector pixel spacing of 18,4m), the spatial scaling of the data may be computed. For reference, the digitizer pixel horizontal spacing was determined to be 21.2 + 0.1 ,m, yielding 256 samples over a 5.4-mm width of the detector.
To estimate the signal-to-noise ratio of the data, the detector was uniformly illuminated with an extended noncoherent source, 10 frames were digitized, and the standard deviation of the digitized values was computed on a pixel-by-pixel basis. The standard deviations of the 8-bit data ranged from 0.8 to 1.3. (Part of this variation could be due to variations in light-source intensity during the collection of the 10 frames.) For signals that nearly saturate the detector, the signal-todetector-noise ratio of the digital data is therefore about 200:1. Data for correction of spatial variations in the detector response were collected by uniformly illuminating the detector at one tenth the saturation light level, summing 10 digitized frames, and subtracting 10 dark frames. The ratio of the standard deviation to the spatial mean of the response was about 3%.
Data processing began with the 256 X 256 array of digitized Fourier intensity data shown in Fig. 2(b) . This array was divided by the response data to correct for spatial variations in detector response. The speckle contrast was then measured and found to be 80%. Since the speckle should have 100% contrast, it was assumed that some positive bias must be present in the data, possibly owing to the effect of the low-pass video filter. Therefore, a constant was subtracted from the data to increase the contrast to 90%. Data values that become negative in this process were set to zero. The Fourier transform of these data is the autocorrelation of the image. Since the image support is known, the autocorrelation support is also known. Therefore, to reduce high-frequency noise in the Fourier intensity data, it was low-pass filtered by zeroing out those parts of its Fourier transform that lay outside the support of the autocorrelation of the known triangular image support. After setting the negative values to zero, we calculated the square root of this filtered Fourier intensity data to get the Fourier modulus data.
The Fourier modulus data and the triangular image support constraint were used in the iterative Fouriertransform phase-retrieval algorithm. 2 -5 Several cycles (each of 30-40 iterations of hybrid input-output with f = 0.7 followed by 10-20 error-reduction iterations) were performed for a total of 840 iterations. At this point the algorithm was making no further progress. The normalized root-mean-squared image-domain error, Eo, 2 -5 was 0.112; i.e., the reconstructed image was within 11% of agreeing with the measured Fourier modulus data and the support constraint. This is an indication of the amount of noise and distortion present in the measured data.
The squared magnitude of the complex-valued reconstructed image is shown in Fig. 3(a) , and a conventional image having the same spatial-frequency bandwidth is shown in Fig. 3(b) example, object support shape, sharpness of the edges of support, object contrast, object surface roughness, detected data signal-to-noise ratio, data sampling rate, detector calibration, data filtering, and iterative algorithm versions used.
