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1 Introduction
The Wiener index (also Wiener number) was introduced by Harry Wiener [14]
as path number in 1947 to study the boiling points of paraffins. The Wiener
index W (G) of a connected graph G = (V,E) is defined as
W (G) :=
∑
{u,v}⊆V
distG(u, v).
In other words, it is the sum of the lengths of the shortest paths between all
unordered pairs of vertices in the graph.
The Wiener index can be defined also in terms of transmission.
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Definition 1. Let G be a graph. The transmission of v ∈ V (G) in G (we denote
it by tG(v)) is the sum of distances between v and all other vertices of G, i.e.
tG(v) =
∑
u∈V (G)
distG(u, v).
We can now write W (G) alternatively as W (G) := 12
∑
v∈V (G) tG(v).
Wiener index is one of the most studied topological indices in mathematical
chemistry and it remains a very active research topic. As a purely mathematical
concept, Wiener index was studied under different names — gross status [7], the
transmission [13] and the distance of graphs [6]. Practical applications of the
invariant are wide and apart from chemistry, there are applications in biology,
communication theory, facility location, cryptology, just to name a few. We refer
the reader to the numerous surveys, e.g. [3,9,10,15,2].
Extremal graph theory is a branch of mathematics concerned with finding the
extremal graphs satisfying certain given set of properties (for more, see e.g. [1]).
Many problems regarding Wiener index fall into this category of problems. By
our opinion, this is nicely illustrated by the survey of Furtula et al. [15]. Also,
as is seen in [10], there are many long-standing open problems in the area.
We recall that a graph is unicyclic (or monocyclic) if it is connected and contains
exactly one cycle. There is a rich literature on extremal problems regarding
Wiener index on unicyclic graphs, e.g. [4,8,11]. Section 4 of the aforementioned
paper of Furtula et al. [15] is devoted to unicyclic graphs.
Furthermore, we say that a graph on p + q vertices has a (p, q)-partition if it is
bipartite and the parts of the bipartition are of size p and q.
Regarding the bipartite unicyclic graphs with given bipartition p, q and p ≤ q,
Du [5] showed that the minimum Wiener index is attained by the graph which is
obtained by connecting p− 2 vertices to one vertex of a 4-cycle, and connecting
q − 2 vertices to its neighbor on the 4-cycle. Moreover, if p = q = 3, then C6 is
also an extremal graph.
But the maximum case was left open.
Problem 1. [5] Find the graph(s) with the maximum Wiener index among uni-
cyclic graphs on n vertices with bipartition sizes p and q, where n = p + q.
Our main result is the final resolution of this problem. We first need to define
onion graphs.
Definition 2. The onion graph On(k, l,m) is formed by a cycle of size four
with antipodal vertices u, v, a set of k pendant edges attached to the vertex v,
path Pl with one of the endpoints identified with the vertex u and with m pendant
edges attached to the second endpoint of Pl. (For l = 1, the endpoints coincide.)
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Fig. 1. An example of an onion graph – On(3, 4, 5).
With this definition in hand we can now state our main theorem.
Theorem 1. The maximum Wiener index for n-vertex bipartite unicyclic graphs
with given size of partitions p, q (1 < p ≤ q) is attained by exactly one graph:
On(b(q − p)/2c, 2p− 3, d(q − p)/2e).
Its Wiener index is equal to
(2p− 5) · d(q − p)/2eb(q − p)/2c+ (p− 7)d(q − p)/2e+ (13− 7p)b(q − p)/2c+
2p2q + (q − p)2 + 2p3 − 37p + 66.
2 Lemmata
We will prove the main theorem with the help of the following lemmata. Each
one yields some property of the extremal graphs. Finally, we will collect these
lemmata and conclude that there is a unique graph with the maximum Wiener
index for given parameters.
Throughout this paper, all graphs we consider are simple and connected. For a
graph G = (V,E) we write |G| for |V (G)|. We also shorten {u, v} for an edge to
uv. The operation of vertex and edge insertion is written as G ∪ v and G ∪ uv,
respectively. For vertex and edge deletion we write analogously G−v and G−uv,
respectively.
We denote by Ep,q (for 1 < p ≤ q and p, q ∈ N) the set of extremal graphs having
the maximum possible Wiener index among all bipartite unicyclic graphs on p+q
vertices with (p, q)-partition. With this notation in hand, we can rephrase our
aim as a search for characterizing the set Ep,q for every possible parameters p
and q.
We often use P and Q for the set of vertices in part of size p and q, respectively.
Consider some unicyclic graph U having a unique cycle C. We say that T is a
rooted tree if it is a tree component of graph U ′ rooted in some vertex v ∈ V (C),
where V (U ′) = V (U) and E(U ′) = E(U)− E(C).
Lemma 1. Every extremal graph G ∈ Ep,q contains 4-cycle.
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Proof. Suppose for a contradiction that there exists a G ∈ Ep,q without a 4-
cycle. The graph G clearly contains a k-cycle (with k even and bigger than 4) as a
subgraph. Denote consecutively v1, . . . , vk the vertices of the cycle. Furthermore,
denote by Ti the tree rooted in vi. Note that for all i = 1, . . . , k the number of
vertices in Ti is at least one as vi ∈ Ti. Without loss of generality we may suppose
that |Tk| ≥ |Ti| for every i = 1, . . . , k − 1.
We define a new graph G′ by setting V (G′) := V (G) and E(G′) := (E(G) ∪
v1v4)− v1vk. The subgraph of G′ induced by the vertices v1, . . . vk is formed by
a 4-cycle and a path of length k − 4 attached to v4. Since vk and v4 belong to
the same part of G, both G and G′ have the same (p, q)-partition.
For every a ∈ T1 ∪ T2 and every b ∈ Tk holds
distG′(a, b) = distG(a, b) + k − 4.
Note that for k > 6 there can be some other pairs of vertices such that distG′(a, b) >
distG(a, b) but to prove this lemma it is sufficient to consider just the aforemen-
tioned pairs.
Let x and y be arbitrary vertices in G such that distG′(x, y) < distG(x, y), then,
by construction of G′, one of the vertices x and y belongs to T1. Without loss of
generality we may suppose that x ∈ T1.
Let us define I := {4, . . . , k2 + 1}. It is clear that for any x ∈ T1 and any
y ∈ V (G′) holds distG′(x, y) < distG(x, y) if and only if y ∈ Ti with i ∈ I.
Moreover, if x ∈ T1 and y ∈ Ti, i ∈ I then
distG′(x, y) = distG(x, y)− 2.
Our goal is to prove that W (G′) > W (G). From the previous observations we
get
W (G′)−W (G) ≥ (k − 4) |T1| · |Tk|+ (k − 4) |T2| · |Tk| − 2
∑
i∈I
|T1| · |Ti|.
From the assumption |Tk| ≥ |Ti| for every i = 1, . . . , k and |I| = k2 − 2 = k−42
follows that
W (G′)−W (G) ≥ (k − 4) |T1| · |Tk|+ (k − 4) |T2| · |Tk| − 2
(
k − 4
2
)
|T1| · |Tk|
= (k − 4) |T2| · |Tk|.
As |Ti| ≥ 1 for all i and k ≥ 6 we get W (G′)−W (G) > 0, a contradiction with
the extremality of G.
In the next proofs we use the following lemmata from the paper of Du [5] and
from the paper of Polansky [12], respectively.
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Lemma 2. [5] Let G,H be two nontrivial connected graphs with u, v ∈ V (G)
and w ∈ V (H). Let GuH (GvH, respectively) be the graph obtained from G and
H by identifying u (v, respectively) with w. If tG(u) < tG(v), then W (GuH) <
W (GvH).
Lemma 3. [12] Let Gu and Gv be two graphs with nu and nv vertices, respec-
tively, and let u ∈ V (Gu) and v ∈ V (Gv). If G arises from Gu and Gv by
identifying u and v, then
W (G) = W (Gu) + W (Gv) + (nu − 1)tGv (v) + (nv − 1)tGu(u).
Lemma 4. Every extremal graph G ∈ Ep,q has at least one vertex of degree two
on its cycle.
Proof. Assume that G ∈ Ep,q and denote by v1, . . . , v4 vertices on its cycle. We
assume for a contradiction that there is a rooted tree Ti for each vi, i ∈ {1, . . . , 4}
such that |Ti| ≥ 2.
Let us define graphs G′ := G \ (T1− v1) and H := T1. Without loss of generality
we may assume that v1 is in part P and |T2| ≤ |T4|.
We first observe that the transmission of v1 in G
′ can be written as
tG′(v1) = tT2(v2) + tT3(v3) + tT4(v4) + |T2|+ 2|T3|+ |T4|.
T1
x
T4 T2 T2T4
T1
T3 T3
x
Fig. 2. An illustration of situation in Lemma 4.
Let x ∈ V (T2) be any vertex of T2 such that v2x ∈ E(G). Such vertex must
exist because |T2| ≥ 2. Our aim is to prove that tG′(v1) < tG′(x) and then use
Lemma 2.
Denote by Tx the tree component of G − v2x, see Figure 2. Note that both x
and v1 are in part P . The transmission of x in G
′ is equal to
tG′(x) = tTx(x) + tT2\Tx(v2) + |T2 \ Tx|+ tT3(v3) + tT4(v4) + 2|T3|+ 3|T4|+ 2.
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It is easy to see that tT2(v2) = tTx(x) + tT2\Tx(v2) + |Tx| and hence it follows
tG′(x) = tT2(v2) + tT3(v3) + tT4(v4) + |T2|+ 2|T3|+ 3|T4| − 2|Tx|+ 2.
By observing that Tx ⊂ T2 and combining this with the assumption |T2| ≤ |T4|
we get
tG′(x)− tG′(v1) = 2|T4| − 2|Tx|+ 2 > 0,
from which we conclude that tG′(v1) < tG′(x).
Let G′v1H be a graph obtained from G′ and H by identifying v1 in G′ and v1 in
H and let G′xH be a graph obtained from G′ and H by identifying x in G′ with
v1 in H. It is clear that G
′v1H ∼= G. By Lemma 2 we get W (G) = W (G′v1H) <
W (G′xH), a contradiction with G being extremal.
Lemma 5. Every extremal graph G ∈ Ep,q has two antipodal vertices of degree
2 on its cycle.
Proof. We assume for a contradiction that G ∈ Ep,q and that it does not have
two antipodal vertices on its cycle with degree 2. We distinguish two cases.
Case 1. Graph G has only one vertex of degree two on its cycle. Denote the
vertices of cycle by v1, . . . , v4 consecutively so that the vertex of degree two is
denoted by v3. We can proceed in the same way as in the proof of the previous
lemma to get a contradiction.
Case 2. Graph G has exactly two vertices of degree two on its cycle and they are
adjacent. We denote the vertices on the cycle v1, . . . v4 consecutively such that
v3 and v4 have degree two. There is a tree T1 rooted in v1 such that |T1| ≥ 2
and a tree T2 rooted in v2 such that |T2| ≥ 2.
Again, we distinguish two cases.
Case 2a. We assume that at least one of v1 and v2 has degree at least 4. Without
loss of generality suppose that v2 is the vertex. Denote by x any of its neighbors
in T2 and by Tx the tree component of G− v2x.
We define graphs G′ := G \ Tx and H := Tx ∪ v2x. Note that v2 is included in
both of G′ and H but the edge v2x is only in E(H). See Figure 3. We will proceed
in a similar way as in the proof of the previous lemma. We define T ′2 := T2 \ Tx.
It holds
tG′(v2) = tT ′2(v2) + tT1(v1) + |T1|+ 3, and
tG′(v4) = tT ′2(v2) + 2|T ′2|+ tT1(v1) + |T1|+ 1.
We assume that v2 has degree at least 4 and thus |T ′2| ≥ 2. It follows
tG′(v4)− tG′(v2) = 2|T ′2| − 2 > 0,
6
Tx
T1 T1
x
T ′2 T
′
2Tx
Fig. 3. An illustration of construction in Case 2a of Lemma 5.
thus tG′(v2) < tG′(v4).
Let G′v2H be a graph obtained from G′ and H by identifying v2 ∈ V (G′) and
v2 ∈ V (H) and let G′v4H be a graph obtained from G′ and H by identifying
v4 ∈ V (G′) with v2 ∈ V (H). Observe that G′v2H ∼= G. It follows from Lemma 2
that W (G′v2H) < W (G′v4H), a contradiction because G was extremal.
Case 2b.
We assume that both v1 and v2 have degree 3. Without loss of generality we
assume |T1| ≤ |T2|. Let us denote by x the vertex adjacent to v1 that is not
on the cycle and denote by Tx the tree component of G− v1x. Similarly, let us
denote by y the vertex adjacent to v2 that is not on the cycle and by Ty the
tree component of G− v2y. As |T1| ≤ |T2| also |Tx| ≤ |Ty|. Let G′′ be the graph
obtained from G by deleting edge v2y, adding edge xy and edges from v2 to all
neighbors of x in Tx, and, finally, by deleting edges between x and its neighbors
in Tx. Note that G
′′ has the same bipartition as G. See Figure 4. We calculate
the Wiener indices of G and G′′
v1
v2
v3
v4
x
Tx
Ty
y
v1
v2
v3
v4
x
y
Ty
Tx
Fig. 4. An illustration of construction in Case 2b of Lemma 5.
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W (G) =
∑
u∈Tx,v∈Ty
distG(u, v) + 4tTx(x) + |Tx|(1 + 4 + 3)
+ 4tTy (y) + |Ty|(1 + 4 + 3) + 8,
W (G′′) =
∑
u∈Tx,v∈Ty
distG′′(u, v) + 4tTx(x) + |Tx|(2 + 4)
+ 4tTy (y) + |Ty|(1 + 2 + 3 + 4) + 10.
Note that for any u ∈ Tx and any v ∈ Ty the distances in G and G′′ are the
same, i.e. distG(u, v) = distG′′(u, v). We conclude that
W (G′′)−W (G) = 2|Ty| − 2|Tx|+ 2 > 0,
a contradiction with the extremality of G.
So far, it follows from the previous lemmata that for arbitrary p, q ≥ 2 every
graph in Ep,q contains a cycle C4 with two antipodal vertices on C4 of degree 2.
For the rest of our paper we need a definition of broom graph.
Definition 3. For any a ≥ 1 and b ≥ 0 we say that a tree T is a broom if T
arises from a path P = x1, . . . xa on a vertices by adding b pendant vertices to
xa. We say that x1 is the root of the broom.
Lemma 6. If G ∈ Ep,q is a graph with a tree T1 attached to v1 and a T2 attached
to v3 then both trees T1 and T2 are isomorphic to brooms with roots in v1, v3,
respectively.
Proof. We denote the vertices of C4 subgraph of G by v1, . . . , v4 consecutively
such that v2 and v4 have degree two.
Let P = u1, . . . , ut be a longest path in G. We say that a vertex v ∈ V (G) is bad
if
• degG(v) > 2 for v ∈ V (G) \ {u2, ut−1, v1, v3}, or
• degG(v) > 3 for v ∈ {v1, v3} \ {u2, ut−1}.
Suppose for a contradiction that G ∈ Ep,q and trees attached to C4 in G are
not isomorphic to brooms. Thus there exits a bad vertex in path P , different
from v2 and v4 since these are of degree two. Without loss of generality we may
suppose that the bad vertex is in V (T1). If there is more than one bad vertex
in V (T1), we will choose the one such that its distance u2 is minimal possible
and we denote such bad vertex as ui. Therefore, the subgraph of G induced by
{u2, . . . , ui} is a path and i ≥ 3.
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We set A := N(ui) \ {ui−1, ui+1, v2, v4}. Let H1 be the component of G \ A
containing the vertex ui and let H2 be the component of G \ {ui−1, ui+1, v2, v4}
containing the vertex ui. Note that G arises from H1 and H2 by identifying
ui ∈ V (H1) with ui ∈ V (H2), or shortly G = H1uiH2. Let K be the component
of G\ui that contains ui+1. Let k := |V (K)| and d = degH1(u2). We distinguish
three cases.
Case 1. k < d
We set G1 := H1ui+2H2. In order to prove that W (G1) > W (G) we compute
the difference tH1(ui+2)− tH1(ui) and apply Lemma 2.
Note that there are at least i + d − 2 > d vertices v in V (H1) such that their
distance to ui+2 is bigger than their distance to ui, namely distH1(v, ui+2) =
distH1(v, ui) + 2. Further note that distH1(ui+1, ui) = distH1(ui+1, ui+2) = 1
and that for at most k − 1 vertices v in V (H1) (v ∈ V (K) \ ui+1) the distance
distH1(v, ui+2) ≥ distH1(v, ui)− 2.
Thus we obtain that
tH1(ui+2)− tH1(ui) ≥ 2d− 2(k − 1) = 2(d− k) + 2 > 0,
from which we conclude tH1(ui+2) > tH1(ui).
Observe that ui and ui+2 are in the same part of G. Hence, G1 also has a
(p, q)-bipartition. Again, we conclude that W (G1) > W (G), a contradiction.
Case 2. k ≥ d and distG(u2, ui) is even.
In this case we set G2 := H1u2H2. We aim to prove that W (G2) > W (G) by
computing the difference tH1(u2)− tH1(ui) and using Lemma 2.
Note that there are exactly d − 1 vertices v (the neighbors of u2) in V (H1) \
{u2, . . . ui} such that distH1(v, ui) = distH1(v, u2) + (i − 2). Further note that
for any v ∈ V (K) the distance distH1(v, ui) = distH1(v, u2)− (i− 2). Thus
tH1(u2)− tH1(ui) =
∑
v∈V (H1)\{u2,...,ui}
(distH1(v, u2)− distH1(v, ui)) =
= k(i− 2)− (d− 1)(i− 2) = (i− 2)(k − d + 1) > 0
as i ≥ 3 and k ≥ d. It follows that tH1(u2) > tH1(ui). Note that again ui and
u2 are in the same partition of G and thus G2 also has a (p, q)-bipartition. By
Lemma 2 we obtain that W (G2) > W (G), a contradiction.
Case 3. k ≥ d and distG(u2, ui) is odd.
We set G3 := H1u1H2. As ui and u1 are in the same partition of G and the graph
G3 also has a (p, q)-bipartition. Observe that tH1(u1) = tH1(u2) + |V (H1)| − 2.
This implies that tH1(u1) > tH1(u2) > tH1(ui) and again by Lemma 2 we obtain
that W (G3) > W (G), a contradiction.
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Lemma 7. Let G ∈ Ep,q. If |P | < |Q| then all pendant vertices belong to part
Q.
Proof. Suppose for a contradiction that there are two pendant vertices x and y
such that x ∈ P and y ∈ Q (or vice versa). Clearly, x and y belong to distinct
brooms of G. Let u be the only neighbor of x and v be the only neighbor of
y in G. Without loss of generality we may assume that tG(u) ≤ tG(v). Clearly
tG(y) = tG(v) + n− 2. We define a graph G′ = G− x. It holds
tG′(u) = tG(u)− 1,
tG′(y) ≥ tG(y)− n + 2.
Therefore, we have
tG′(u) < tG(u) ≤ tG(v) = tG(y)− n + 2 ≤ tG′(y).
Clearly, G ∼= G′uK2. By Lemma 2 we have W (G) = W (G′uK2) < W (G′vK2),
a contradiction.
We define the height of a rooted tree as the number of edges in the longest path
between the root and a leaf of the tree.
Lemma 8. Let G ∈ Ep,q be an extremal graph. At least one of the trees (brooms)
attached to C4 in G has the height at most two.
Proof. From the previous lemmata it follows that G consists from C4 with two
brooms attached to antipodal vertices of the cycle (we denote these vertices v0
and u0). We denote by w one of the vertices incident with v0 and u0 on the cycle
and by w′ the other one. Let v0, . . . , vi be the vertices of the path in the broom
attached to v0 and a be the number of pendant vertices attached to vi. Similarly,
we denote by u0, . . . , uj the vertices on the path in the broom attached to u0
and by b the number of pendant vertices adjacent to uj . See Figure 5 for an
illustration.
w
w′
u0 u1 u2v2 v1
v0
ba
Fig. 5. A possible scenario in Lemma 8.
We assume for a contradiction that i, j ≥ 2. Without loss of generality a ≤ b.
We define a graph G′ := G \ w. We divide the rest of the proof into two cases,
based on the parity of i.
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Case 1. We assume that i is even. Let G1 be a graph obtained from G
′ by
joining a vertex w to vi and vi−2. Note that G1 has the same partition as G and
G1 has one of the brooms of height one. Observe that for Wiener indices of G
and G1 holds
W (G) = W (G′) + tG(w),
W (G1) = W (G
′) + tG1(w),
because the distances in G′ do not change when we add the vertex w. Now we
calculate the transmission of w in G and G1.
tG(w) = 2 +
(
i + 2
2
)
+ a(i + 2) +
(
j + 2
2
)
+ b(j + 2),
tG1(w) = 3 + 2a +
(
i + j + 2
2
)
+ b(i + j + 2).
Since we assume a ≤ b and i, j ≥ 2, we get
tG1(w)− tG(w) ≥ 1 + i(b− a) > 0
and hence W (G1) > W (G), a contradiction.
Case 2. We assume that i is odd. We will proceed in a similar way as in the
first case. Let G2 be a graph obtained from G
′ by joining a vertex w to vi−1 and
to vertex vi−3. Note that in this case we may assume that i ≥ 3 as for i = 1 we
are done. Thus, vi−3 exists.
W (G) and tG(w) are the same as in the previous case and by a similar argument
we get
W (G2) = W (G
′) + tG2(w)
tG2(w) = 5 + 3a +
(
i + j + 1
2
)
+ b(i + j + 1).
By an easy calculation we get tG2(w)−tG(w) > 0 which implies W (G2) > W (G),
a contradiction.
Lemma 9. Let G be an extremal graph. At least one of the trees (brooms) at-
tached to C4 in G has the height at most one. In other words, G is an onion
graph.
Proof. We denote two antipodal vertices of degree bigger than two on C4 by u
and v. We also denote the broom attached to u by Bu and the broom attached
to v by Bv. It follows from Lemma 8 that at least one broom has the height at
most 2, without loss of generality it is Bu. If the height of Bu is equal to one we
are done. We assume that height of Bu is two. Let a be the number of pendant
vertices in Bu. We distinguish two cases.
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Case 1. We assume that a = 1. We define two graphs G1 := G \ (Bv − v) and
H1 := Bv. We denote by y the only vertex of degree one in G1. Note that G can
be obtained from G1 and H1 by identifying v ∈ V (G1) with v ∈ V (H1). Let G′
be a graph obtained from G1 and H1 by identifying y ∈ V (G1) with v ∈ V (H1).
See Figure 6 for an illustration of this transformation. Observe that tG1(v) = 11
and tG1(y) = 13. By Lemma 2 we have W (G
′) > W (G), a contradiction.
u vy
v u y
G1 H1
G1 H1
Fig. 6. The transformation in the first case of Lemma 9.
Case 2. We assume that a ≥ 2. Let G1 and H1 be defined as in the previous
case. We create a graph G2 in the following way. Denote by s and t the two
antipodal vertices of degree two in the cycle in G1. Attach to the vertex s exactly
a− 2 pendant vertices and attach to t a path on four vertices p1, p2, p3, p4 with
endpoints p1 and p4 by identifying p1 with t. We denote the resulting graph by
G2. Note that G2 has the same number of edges, the same number of vertices
and the same partition as G1.
Let G′ be a graph obtained from G2 and H1 by identifying p4 ∈ V (G2) with
v ∈ V (H1). See Figure 7 for an illustration. By Lemma 3 we get that for Wiener
indices of G and G′ holds
W (G) = W (G1) + W (H1) + (|V (H1)| − 1)tG1(v) + (|V (G1)| − 1)tH1(v),
W (G′) = W (G2) + W (H1) + (|V (H1)| − 1)tG2(v) + (|V (G1)| − 1)tH1(v).
We need to prove that
W (G2)−W (G1) + (|V (H1)| − 1) · (tG2(v)− tG1(v)) > 0.
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aa− 2
H1
H1
G1
G2
Fig. 7. The transformation in the second case of Lemma 9.
Firstly, we observe that for transmissions of v holds
tG1(v) = 4a + 7,
tG2(v) = 6a + 7,
which implies (tG2(v)− tG1(v)) = 2a. Secondly, we determine Wiener indices of
G1 and G2. Note that there are exactly 5 + a edges in G1, exactly a + 4 +
(
a
2
)
pairs of vertices in distance two, exactly 2a + 1 vertices in distance 3 in G1, a
vertices in distance 4 and there is no pair of vertices in distance bigger than 4
in G. Hence we have
W (G1) = (5 + a) + 2
[
(a + 4) +
(
a
2
)]
+ 3(2a + 1) + 4a
= 2
(
a
2
)
+ 13a + 16.
Similarly, we get
W (G2) = 5 + a + 2(2a− 2) + 2
(
a− 2
2
)
+ 3(a + 2) + 4(a + 1) + 5(a− 1) + 6(a− 2)
= 2
(
a− 2
2
)
+ 23a− 6.
Then
W (G2)−W (G1) = 23a− 6− 13a− 16− 4a + 6 = 6a− 16
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and finally for a ≥ 2 we get
(W (G2)−W (G1))+(|V (H1)| − 1) · (tG2(v)− tG1(v))
≥ 6a− 16 + (|V (H1)| − 1)2a ≥ 10a− 16 > 0.
Which completes the proof.
Lemma 10. The Wiener index of the onion graph On(k, l,m) is equal to
k2+7k+8+
l3 − l
6
+m2+m
l2 + l − 2
2
+(k+3)(
l2 − l
2
+ml)+(l+m−1)(3k+4).
Proof. We will compute the Wiener index of particular subgraphs and then we
repeatedly use Lemma 3.
Let u and v be two antipodal vertices in C4 and let v
′ be the vertex of degree
k in K1,k. We denote by G1 a graph obtained from K1,k and C4 by identifying
v′ ∈ K1,k with v ∈ C4. Note that W (K1,k) = k2. By Lemma 3 we get
W (G1) = k
2 + 8 + (k + 1− 1)4 + 3k = k2 + 7k + 8.
Let G2 be a broom with path of length l and m pendant vertices. We denote by
u1 and ul endpoints of Pl in such way that pendant vertices are attached to ul.
Observe that W (Pl) =
(
l+1
3
)
and W (K1,m) = m
2. For Wiener index of G2 holds
by Lemma 3
W (G2) =
l3 − l
6
+ m2 + (l − 1)m + ml
2 − l
2
.
Note that we can get G from G1 and G2 by identifying u ∈ G1 with u1 ∈ G2.
Note that |V (G1)| = k + 4 and |V (G2)| = l + m. For transmissions of u and u1
we have
tG1(u) = 3k + 4,
tG2(u1) =
l2 − l
2
+ ml.
Again by Lemma 3 we get that Wiener index of G is equal to
k2+7k+8+
l3 − l
6
+m2+m
l2 + l − 2
2
+(k+3)(
l2 − l
2
+ml)+(l+m−1)(3k+4).
The following lemma can be proved by an easy computation, so we skip the
details.
Lemma 11. Let G be an onion graph On(k, l,m). Let v vertex on the cycle
with k pendant vertices and ul be the last vertex on the path of length l with m
pendant vertices. Then
tG(v) = k + 1 +
(
l + 2
2
)
+ m(l + 2),
tG(ul) = m +
(
l + 2
2
)
+ l + k(l + 2).
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3 Proof of the main theorem
We are now ready to prove Theorem 1.
Proof (of Theorem 1). Let G ∈ Ep,q. From the previous series of lemmata we
get that G is an onion graph with all pendant vertices are in part Q. Now we
determine parameters of the onion for G.
Let G be isomorphic to On(a, l, b) where q − p = a + b. Let v be the vertex on
the cycle with a pendant vertices and ul be the last vertex on the path of length
l with b pendant vertices. Since q − p = a + b we get that a = b q−p2 c implies
b = d q+p2 e. Further note that On(a, 1, b) ∼= On(b, 1, a) and thus for l = 1 it might
happen that a = b + 1.
Suppose for a contradiction that a 6= b q−p2 c. By the above reasoning there are
only two cases to distinguish:
• a ≥ b + 1 and l ≥ 2, or
• b ≥ a + 2.
Case 1. We assume that a ≥ b + 1 and l ≥ 2. We define two graphs G1 :=
On(a − 1, l, b) and H1 := K2. Clearly, G can be obtained from G1 and H1 by
identifying v ∈ G1 with one of the vertices of H1. Let us denote by G′ a graph
obtained from G1 and H1 by identifying ul ∈ G1 with one of the vertices of H1.
We use Lemma 11 for k = a− 1, l and m = b and we get
tG1(v) = a +
(
l + 2
2
)
+ b(l + 2),
tG1(ul) = b +
(
l + 2
2
)
+ l + (a− 1)(l + 2),
tG1(ul)− tG1(v) = l(a− b) + (a− b)− 2 > 0.
It follows from Lemma 2 that W (G′) > W (G), a contradiction.
Case 2. We assume that b ≥ a + 2. Analogously to the previous case we define
G2 := On(a, l, b − 1) and H2 := K2. Observe that G can be obtained from G2
and H2 by identifying ul ∈ G2 with one of the vertices of H2. We define G′′ as a
graph obtained from G2 and H2 by identifying v ∈ G2 with one of the vertices
of H2. Again we use Lemma 11 for k = a, l and m = b − 1 to compute the
transmissions
tG2(v) = a + 1 +
(
l + 2
2
)
+ (b− 1)(l + 2),
tG2(ul) = b− 1 +
(
l + 2
2
)
+ l + a(l + 2),
tG2(v)− tG2(ul) = l(b− a− 2) + b− a > 0
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and by Lemma 2 we get W (G′) > W (G), a contradiction.
Therefore, a = b(q − p)/2c, b = d(q − p)/2e and
l = p + q − a− b− 3 = p + q − (q − p)− 3 = 2p− 3.
From this we conclude that
G ∼= On(b(q − p)/2c, 2p− 3, d(q − p)/2e).
Using Lemma 10 we get the exact value of its Wiener index which is equal to
(2p− 5) · d(q − p)/2eb(q − p)/2c+ (p− 7)d(q − p)/2e+ (13− 7p)b(q − p)/2c+
2p2q + (q − p)2 + 2p3 − 37p + 66.
This finishes the proof.
4 Conclusion and future work
We obtained the extremal graphs and values for the maximum Wiener index on
unicyclic graphs with given bipartition. A natural next question is to consider
the class of cacti. A cactus graph is a graph where every edge belongs to at most
one cycle. Unicyclic graphs are precisely the cacti with one cycle.
Problem 2. What is the maximum Wiener index and the extremal graphs at-
taining such index for bipartite cacti graphs with given size of parts and number
of cycles?
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