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Abstract Explicit expressions for the eigensystems of one-dimensional finite ele-
ment Galerkin (FEG) matrices based on C0 piecewise quadratic polynomials are de-
termined. These eigensystems are then used in the formulation of fast direct methods,
matrix decomposition algorithms (MDAs), for the solution of the FEG equations aris-
ing from the discretization of Poisson’s equation on the unit square subject to several
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standard boundary conditions. The MDAs employ fast Fourier transforms and re-
quire O(N2 logN) operations on an N × N uniform partition. Numerical results are
presented to demonstrate the efficacy of these algorithms.
Keywords Poisson’s equation · Finite element Galerkin method · Piecewise
quadratic functions · Generalized eigenvalue problem · Matrix decomposition
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1 Introduction
Many problems of practical interest involve the solution of Poisson’s equation in the
unit square; see, for example, [2, 10, 11]. Traditionally, this problem has been solved
using finite difference methods and a matrix decomposition algorithm (MDA). An
MDA is a direct method which employs fast Fourier transforms (FFTs) to reduce the
algebraic problem to one of solving sets of independent one-dimensional systems,
and requires O(N2 logN) operations on an N × N uniform mesh of the unit square.
While most attention has been devoted to finite difference methods, MDAs have also
been developed for finite element Galerkin (FEG) methods [3, 7], orthogonal spline
collocation methods [4, 14, 15], and modified spline collocation methods [5, 6, 8, 9].
Each of these discretizations gives rise to a linear system of the form
(A1 ⊗ B2 + B1 ⊗ A2)u = F, (1.1)
where, in this paper, A1 and B1 are square matrices of order M1, A2 and B2 are of
order M2, ⊗ denotes the matrix tensor product, and u and F are vectors of order
M1M2 given by
u = [u1,1, . . . , u1,M2 , . . . , uM1,1, . . . , uM1,M2]T ,
F = [F1,1, . . . ,F1,M2 , . . . ,FM1,1, . . . ,FM1,M2 ]T .
(1.2)
To describe the MDA approach considered in this paper, let IM denote the unit matrix
of order M , and suppose that a diagonal matrix  and a nonsingular matrix Z are
known such that
A1Z = B1Z (1.3)
and
ZT B1Z = IM1 . (1.4)
Premultiplying (1.3) by ZT and using (1.4), we obtain
ZT A1Z = . (1.5)
The system (1.1) can then be written in the form
(ZT ⊗ IM2)(A1 ⊗ B2 + B1 ⊗ A2)(Z ⊗ IM2)(Z−1 ⊗ IM2)u = (ZT ⊗ IM2)F, (1.6)
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which becomes, on using (1.4) and (1.5),
( ⊗ B2 + IM1 ⊗ A2)(Z−1 ⊗ IM2)u = (ZT ⊗ IM2)F. (1.7)
From the preceding, we obtain the following algorithm for solving (1.1):
Step 1. Compute g = (ZT ⊗ IM2)F.
Step 2. Solve ( ⊗ B2 + IM1 ⊗ A2)v = g.
Step 3. Compute u = (Z ⊗ IM2)v.
In this paper, the matrix Z is a matrix whose elements are sines or cosines and con-
sequently the matrix-vector multiplications involving ZT and Z in steps 1 and 3,
respectively, may be performed using fast Fourier transforms (FFTs) at a total cost of
O(M1M2 logM1) operations. Since  is diagonal, the coefficient matrix in step 2 is
block diagonal and the system reduces to M1 independent systems of order M2. As
we shall see, this step requires O(M1M2) operations. The total cost of the algorithm
is then O(M1M2 logM1) operations. Clearly, the efficacy of the algorithm depends
on knowledge of explicit formulas for the matrices  and Z satisfying (1.3) and (1.4).
In this paper, the focus is on the determination of these matrices when tensor prod-
ucts of C0 quadratic piecewise polynomials are used in the FEG method for Poisson’s
equation in the unit square,
−u = f (x, y), (x, y) ∈ , (1.8)
where  denotes the Laplace operator and  = (0,1) × (0,1) with boundary ∂,
subject to the following boundary conditions: on the horizontal sides of ∂, the ho-
mogeneous Dirichlet boundary conditions
u(x,0) = u(x,1) = 0, x ∈ (0,1), (1.9)
and on the vertical sides of ∂, that is, for y ∈ [0,1], one of the following:
u(0, y) = u(1, y) = 0 (Dirichlet); (1.10)
ux(0, y) = ux(1, y) = 0 (Neumann); (1.11)
u(0, y) = ux(1, y) = 0 (Dirichlet-Neumann); (1.12)
ux(0, y) = u(1, y) = 0 (Neumann-Dirichlet); (1.13)
u(0, y) = u(1, y), ux(0, y) = ux(1, y) (periodic). (1.14)
It should be noted that the formulation of the MDA does not depend on the boundary
condition (1.9); more general boundary conditions can be easily incorporated into the
algorithm.
A brief outline of the remainder of this paper is as follows. In Sect. 2, we introduce
the spaces of C0 quadratics considered in the paper, and present the FEG method for
(1.8) in which tensor products of these spaces are used. We also describe previous
work on the formulation of MDAs for FEG methods. In Sects. 3, 4, 5 and 6, we
derive the matrices  and Z satisfying (1.3), (1.4) for each of the boundary conditions
(1.10)–(1.14) in turn. In Sect. 7, features of the implementation of the MDA are
described and results of numerical experiments are presented which demonstrate the
efficacy of the method. Some concluding remarks are presented in Sect. 8.
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2 C0 piecewise quadratics in the finite element method
2.1 Preliminaries
Let {xi}Ni=0 be a uniform partition of [0,1] such that xi = ih, i = 0, . . . ,N , where N
is a positive integer and h = 1/N is the stepsize. Let Sh be the space of C0 piecewise
quadratics on [0,1] defined by
Sh = {v ∈ C0[0,1] : v|[xi−1,xi ] ∈ P2, i = 1, . . . ,N},
where P2 is the set of polynomials of degree ≤ 2, and let
SDh = {v ∈ Sh : v(0) = v(1) = 0}, SD Nh = {v ∈ Sh : v(0) = 0},
SN Dh = {v ∈ Sh : v(1) = 0}, SPh = {v ∈ Sh : v(0) = v(1)}.
Note that dim(SDh ) = 2N − 1, dim(Sh) = 2N + 1, dim(SD Nh ) = dim(SN Dh ) =





(x + 1)(2x + 1), x ∈ [−1,0],





4x(1 − x), x ∈ [0,1],
0, otherwise,
let {φi}2Ni=0 be the basis for Sh defined by











, i = 1, . . . ,N.
(2.1)
Then
φi(jh/2) = δij , i, j = 0,1, . . . ,2N, (2.2)
where δij is the Kronecker delta. Define the (2N + 1) × (2N + 1) matrices A and B
by
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These matrices take the form
A = h−1	(α), B = h	(β), (2.4)

















γ3 γ2 γ1 γ2 γ3
γ2 γ4 γ2


















α1 = 14/3, α2 = −8/3, α3 = 1/3, α4 = 16/3,
β1 = 4/15, β2 = 1/15, β3 = −1/30, β4 = 8/15.
Throughout this paper, we make use of the following. Let I , J , M, and N be finite
sets of increasing indices. Without loss of generality we assume
I = {1, . . . , I ′}, J = {1, . . . , J ′}, M = {1, . . . ,M ′}, N = {1, . . . ,N ′}.











j,nψm,n, i ∈ I, j ∈ J , (2.6)
is
φ = (C1 ⊗ C2)ψ, (2.7)
where
C1 = (c(1)i,m)i∈I,m∈M, C2 = (c(2)j,n)j∈J ,n∈N ,
and
φ = [φ1,1, . . . , φ1,J ′ , . . . , φI ′,1, . . . , φI ′,J ′
]T
,
ψ = [ψ1,1, . . . ,ψ1,N ′ , . . . ,ψM ′,1, . . . ,ψM ′,N ′
]T
.
2.2 The finite element Galerkin method
In the FEG method with C0 piecewise quadratics for (1.8), (1.9), and one of the
boundary conditions (1.9)–(1.14), we seek uh ∈ Vh ⊗SDh , where ⊗ denotes the space











f (x, y)vh dx dy, vh ∈ Vh ⊗ SDh , (2.8)
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where Vh = SDh for (1.10), Vh = Sh for (1.11), Vh = SD Nh for (1.12), Vh = SN Dh for
(1.13), and Vh = SPh for (1.14). If {ψn}M1n=1 is a basis for Vh, and {φn}M2n=1 is a basis



















f (x, y)ψm(x)φn(y) dx dy. (2.9)




f (x, y)ψm(x)φn(y) dx dy,
then, using (2.6) and (2.7), we obtain the linear system (1.2) with
A1 = (a(1)ij )M1i,j=1, a(1)ij = (ψ ′i ,ψ ′j ),
B1 = (b(1)ij )M1i,j=1, b(1)ij = (ψi,ψj ),
(2.10)
and
A2 = (a(2)ij )M2i,j=1, a(2)ij = (φ′i , φ′j ),
B2 = (b(2)ij )M2i,j=1, b(2)ij = (φi, φj ),
(2.11)
which are symmetric and positive definite or positive semi-definite matrices. The
determination of the matrices  and Z in the FEG solution of (1.8) using piece-
wise linear functions is straightforward and is described in [3]. Bank [1] formulated
MDA-like methods for solving the FEG linear systems (1.1) for the case of homoge-
neous Dirichlet boundary conditions, (1.9), (1.10), using SDh with the basis compris-












1 + x, x ∈ [−1,0],
1 − x, x ∈ [0,1],
0, otherwise.
(2.12)
He transformed the system (1.1) in which A1 = A2 = A and B1 = B2 = B with
M1 = M2 = 2N −1 to introduce Ā = S2N−1AS2N−1 and B̄ = S2N−1BS2N−1, where
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with M = 2N − 1. Then the matrices Ā, B̄ are reordered to become block diagonal
with N − 1 blocks of order 2 and a single 1 × 1 block. With these transformed matri-
ces, the original system can be written as one in which the coefficient matrix is block
diagonal with (N −1)2 4×4 blocks, 2(N −1) 2×2 blocks and one 1×1 block. The
resulting algorithm for solving the FEG equations requires O(N2 logN) operations
but requires twice as much work as the corresponding method in the present paper
because it requires twice as many FFTs. An approach in which the orthogonal trans-
formation is applied only to A1 and B1 is very briefly mentioned in [1] but no details
are given. Moreover, it is not clear how either of Bank’s approaches would extend to
other boundary conditions. No numerical results are presented in [1]. In [7], MDAs
are developed for the solution of the finite element Galerkin systems when piecewise
Hermite bicubics are used to solve (1.8). Using an approach which is quite differ-
ent from that employed in the present paper, the matrices  and Z are determined
for various choices of boundary conditions, and numerical results are presented to
demonstrate the efficacy of the MDAs. Kaufman and Warner [12, 13] developed and
implemented MDAs based on (1.4), (1.5) for the FEG method for more general el-
liptic problems in which the eigensystems cannot be determined explicitly. These
problems are such that the matrices A1 and B1 are symmetric and positive definite,
and hence there exist a real diagonal matrix  and a real nonsingular matrix Z sat-
isfying (1.4), (1.5). However, in general,  and Z are not known explicitly and must
be computed. Since FFTs cannot be used, the total cost of the algorithm is O(N3)
operations on an N × N partition, which, however, can be nonuniform.
3 Dirichlet boundary conditions
Using the basis {φi}2N−1i=1 for SDh , the matrices A1 and B1 are obtained by deleting the
first and last rows and columns of the matrices A and B of (2.4), respectively. Then,
with S2N−1 defined by (2.13), we have
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Dl,α = diag(αl,1, . . . , αl,N−1), Dl,β = diag(βl,1, . . . , βl,N−1), l = 1,2,3,
with, for k = 1, . . . ,N − 1,
α1,k = (α1 + α4)/2 + 2α2μk/2 + α3μk,
α2,k = (α4 − α1)/2 − α3μk,
α3,k = (α1 + α4)/2 + 2α2μ(2N−k)/2 + α3μ2N−k,
β1,k = (β1 + β4)/2 + 2β2μk/2 + β3μk,
β2,k = (β4 − β1)/2 − β3μk,





μ = cos(π/N). (3.4)
It follows from (3.1)–(3.2) that one of the eigenvalues, λ0, say, is given by
λ0 = h−2α4/β4. (3.5)
The remaining eigenvalues and corresponding eigenvectors are obtained from (1.3)–












































⎦ = 1, (3.7)
where k = 1, . . . ,N − 1. The eigenvalues λ±k then satisfy
(β1,kβ3,k − β22,k)(h2λ)2 − (β1,kα3,k + β3,kα1,k − 2β2,kα2,k)h2λ
+ (α1,kα3,k − α22,k) = 0,
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from which it follows that
λ±k = h−2±(μk,μk/2), k = 1, . . . ,N − 1, λ0 = h−2α4/β4,
where
±(μ, ν) = (−b ±
√
b2 − 4ac)/2a, (3.8)
with
a = β4(β1 + 2β3μ) − 4β22ν2,
b = 8α2β2ν2 − α4(β1 + 2β3μ) − β4(α1 + 2α3μ),






 = diag(λ+1 , . . . , λ+N−1, λ0, λ−N−1, . . . , λ−1 ).
Then, from (3.6),
(α2,k − h2λ±k β2,k)d±1,k + (α3,k − h2λ±k β3,k)d±2,k = 0.
Assuming that
d±1,k = −γ ±k (α3,k − h2λ±k β3,k), d±2,k = γ ±k (α2,k − h2λ±k β2,k), (3.10)
substituting in (3.7) gives
hγ ±
2
k [β3,k(β1,kβ3,k − β22,k)(h2λ±k )2 − 2α3,k(β1,kβ3,k − β22,k)h2λ±k
+ (β1,kα23,k − 2β2,kα2,kα3,k + β3,kα22,k)] = 1.
Then
γ ±k = h−1/2[β3,k(β1,kβ3,k − β22,k)(h2λ±k )2 − 2α3,k(β1,kβ3,k − β22,k)h2λ±k


















where S2N−1 and K are given in (2.13) and (3.3), respectively, and
±l = diag(d±l,1, . . . , d±l,N−1), l = 1,2.
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4 Neumann boundary conditions
In this case, with the basis {φi}2Ni=0 for Sh, the matrices A1 and B1 are the matrices A

















2, k = 1,M + 1,
1, k = 2, . . . ,M.
Then



















where K is an N × N matrix of the form in (3.3) and
Dl,α = diag(αl,1, . . . , αl,N ), Dl,β = diag(βl,1, . . . , βl,N ), l = 1,2,3, (4.2)
with, for k = 1, . . . ,N,
α1,k = (α1 + α4)/2 + 2α2μ(k−1)/2 + α3μk−1,
α2,k = −(α4 − α1)/2 + α3μk−1,
α3,k = (α1 + α4)/2 + 2α2μ(2N+1−k)/2 + α3μ2N+1−k,
β1,k = (β1 + β4)/2 + 2β2μ(k−1)/2 + β3μk−1,
β2,k = −(β4 − β1)/2 + β3μk−1,





where μ is given by (3.4). Similar to the Dirichlet case, the eigenvalues are
λ±k = h−2±(μk−1,μ(k−1)/2) k = 1, . . . ,N, λ0 = h−2(α1 −2α3)/(β1 −2β3),
where ± is defined in (3.8) with a, b and c as in (3.9). We set
 = diag(λ+1 , . . . , λ+N,λ0, λ−N, . . . , λ−1 ).
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The corresponding eigenvectors satisfying (3.6)–(3.7) are given in (3.10) with αl,k










(β1 − 2β3)h 0T







±l = diag(d±l,1, d±l,2, . . . , d±l,N ), l = 1,2,
and d±l,k , l = 1,2, as in (3.10) and (3.11).
5 Mixed boundary conditions
In the Dirichlet-Neumann case with the basis {φi}2Ni=1 for SD Nh , the matrices A1 and
B1 are obtained by deleting the first rows and columns of the corresponding matrices





























where K is the N ×N matrix of the form given in (3.3), and Dl,α and Dl,β , l = 1,2,3,
are defined in (4.2) with, k = 1, . . . ,N ,
α1,k = (α1 + α4)/2 + 2α2μk/2−1/4 + α3μk−1/2,
α2,k = (α4 − α1)/2 − α3μk−1/2,
α3,k = (α1 + α4)/2 + 2α2μN−k/2+1/4 + α3μ2N−k+1/2,
β1,k = (β1 + β4)/2 + 2β2μk/2−1/4 + β3μk−1/2,
β2,k = (β4 − β1)/2 − β3μk−1/2,





where μ is given by (3.4). The eigenvalues are
λ±k = h−2±(μk−1/2,μk/2−1/4), k = 1, . . . ,N,
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where ±(μ, ν) is defined in (3.8) with a, b and c as in (3.9). We set













±l = diag(d±l,1, . . . , d±l,N ), l = 1,2,
with d±lk as in (3.10), (3.11) with αl,k and β1,k as in (5.2). Now consider the Neumann-
Dirichlet case in which we choose the basis {φi}2N−1i=0 for SN Dh . If the matrices A1
and B1 in the Dirichlet-Neumann case are denoted by AD N and BD N , respectively,
and those in the Neumann-Dirichlet case by AN D and BN D , then it is easy to see
that
AN D = KAD N K, BN D = KBD N K,
where K is given in (3.3). Thus the eigenvalue matrix is the same in both cases, and
ZN D = KZD N .
6 Periodic boundary conditions
In this case, the basis functions for SPh are taken to be





R(α3, α1, α3) R(α2, α2,0)






R(β3, β1, β3) R(β2, β2,0)





























Let FN denote the Fourier transformation, that is,
FN = N−1/2(εl−1j−1)Nj,l=1 εj = e
ι2πj
N , ι = √−1, (6.1)
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and F2N = diag(FN,FN). By the basic properties of circulant matrices, we have















where D3,α = α4I , D3,β = β4I , and Dl,α and Dl,β , l = 1,2, are defined in (4.2) with
α1,k = α1 + 2α3μ2(k−1), α2,k = α2(1 + εk−1), α3,k = α4,





where μ is given by (3.4). The eigenvalues are given by
λ±k = h−2±(μ2(k−1),μk−1), k = 1, . . . ,N, (6.3)
where ±(μ, ν) is defined in (3.8) with a, b and c as in (3.9). We set
 = diag(λ+1 , . . . , λ+N,λ−1 , . . . , λ−N).


























for even N , and d±l,k in other cases are given in (3.10) with
γ ±k = h−1/2
(
β1,k|α3,k − β3,kλ±k h2|2
− 2 Re(β2,k(α2,k − β2,kλ±k h2)(α3,k − β3,kλ±k h2)
)
+ β3,k|α2,k − β2,kλ±k h2|2
)−1/2
, k = 1, . . . ,N,
with αl,k , l = 2,3, and βl,k , l = 1,2,3, as in (6.2).
We now present a real form of the eigenvector matrix. First, we write the matrix
FN of (6.1) in the form FN = Fs + ιFc . Then
Fr =
[
Fs + Fc 0
0 R(0,1,1)(Fs + Fc) + Er
]
,
where (Er)ij = δN(j)(−1)i , i, j = 1, . . . ,N, with δN(m) = N−1/2 for even N and
m = N/2 + 1 and δN(m) = 0 otherwise. Then
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where Dl,α and Dl,β , l = 1,2,3, are defined in (4.2) with, for k = 1, . . . ,N ,
α1,k = α1 + 2α3μ2(k−1),
α2,k = 2α2(1 + μ2(k−1)),
α3,k = 2α4(1 + μ2(k−1)) + N1/2δN(k)α4,
β1,k = β1 + 2β3μ2(k−1),
β2,k = 2β2(1 + μ2(k−1)),






a = β1,kβ3,k − β22,k, b = 2α2,kβ2,k − α1,kβ3,k − α3,kβ1,k,
c = α1,kα3,k − α22,k,
the eigenvalues are the same as in (6.3), and the corresponding eigenvectors are given











where ±l , l = 1,2, are defined in (6.4) and (6.5).
7 Numerical results





exy(x2 − x)(y2 − y) for (1.10),
exy(x2 − x)2(y2 − y) for (1.11) and (1.12),
ey[1 + sin(2πx)](y − y2) for (1.14).
(7.1)
First, we describe some features of the implementation of the MDA of Sect. 1. The
components of the vector F = {Fm,n} are approximated by replacing f by its piece-
wise quadratic interpolant, f̃ ∈ Sh ⊗ Sh, where
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so that fi,j = f (ih/2, jh/2) from (2.2). We describe this process for the case of
Dirichlet boundary conditions; the other cases are treated similarly. In this case, for



























Thus, on using (2.6) and (2.7), we have
F = (C1 ⊗ C2) f = (C1 ⊗ I2N−1) (I2N+1 ⊗ C2) f,
where
C1 = ((ψm,ψi))2N−1,2Nm=1,i=0 , C2 = ((φn,φj ))2N−1,2Nn=1,j=0 ,
and
f = [f0,0, . . . , f0,2N, . . . , f2N,0, . . . , f2N,2N ]T .
Then we first compute
g = (I2N+1 ⊗ C2) f,
followed by
F = (C1 ⊗ I2N−1)g.
Note that the elements of the matrices C1 and C2 are easily determined from those
of the matrix B in (2.4). As the following numerical results demonstrate, this approx-
imation does not degrade the accuracy of the FEG method. In step 2 of the MDA,
each coefficient matrix has the block structure shown in (2.5) with the first and last
rows and columns eliminated. Moreover, since the matrices A2, B2 and  are positive
definite, the coefficient matrices are positive definite and the systems can be solved
Table 1 Errors and convergence rates for (1.10)
N Max Error Rate (hα) L2 Error Rate (hα) H 1 Error Rate (hα)
4 6.506E−006 – 1.138E−004 – 2.988E−003 –
8 4.243E−007 3.939 1.429E−005 2.993 7.430E−004 2.008
16 2.684E−008 3.982 1.789E−006 2.998 1.855E−004 2.002
32 1.705E−009 3.977 2.236E−007 3.000 4.636E−005 2.001
64 1.070E−010 3.993 2.796E−008 3.000 1.159E−005 2.000
128 6.706E−012 3.997 3.495E−009 3.000 2.897E−006 2.000
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Table 2 Errors and convergence rates for (1.11)
N Max Error Rate (hα) L2 Error Rate (hα) H 1 Error Rate (hα)
4 5.578E−005 – 1.539E−004 – 4.100E−003 –
8 4.597E−006 3.601 2.035E−005 2.919 1.062E−003 1.949
16 3.328E−007 3.788 2.580E−006 2.980 2.678E−004 1.988
32 2.238E−008 3.895 3.236E−007 2.995 6.710E−005 1.997
64 1.451E−009 3.947 4.049E−008 2.999 1.678E−005 1.999
128 9.238E−011 3.973 5.062E−009 3.000 4.196E−006 2.000
Table 3 Errors and convergence rates for (1.12)
N Max Error Rate (hα) L2 Error Rate (hα) H 1 Error Rate (hα)
4 5.795E−005 – 1.531E−004 – 4.100E−003 –
8 4.710E−006 3.621 2.033E−005 2.913 1.062E−003 1.949
16 3.397E−007 3.793 2.579E−006 2.979 2.678E−004 1.988
32 2.281E−008 3.897 3.236E−007 2.995 6.710E−005 1.997
64 1.478E−009 3.948 4.049E−008 2.999 1.678E−005 1.999
128 9.406E−011 3.974 5.062E−009 3.000 4.196E−006 2.000
Table 4 Errors and convergence rates for (1.14)
N Max Error Rate (hα) L2 Error Rate (hα) H 1 Error Rate (hα)
4 2.483E−003 – 5.363E−003 – 1.295E−001 –
8 1.877E−004 3.726 6.462E−004 3.053 3.287E−002 1.978
16 1.307E−005 3.844 8.003E−005 3.013 8.255E−003 1.994
32 8.373E−007 3.964 9.981E−006 3.003 2.066E−003 1.998
64 5.269E−008 3.990 1.247E−006 3.001 5.167E−004 2.000
128 3.299E−009 3.997 1.558E−007 3.000 1.292E−004 2.000
using the Choleski method without fill-in at a total cost of O(N2) operations. In Ta-
bles 1–4, we present errors and the corresponding convergence rates in the maximum
norm defined by
Max Error = max
i,j
|u(xi, yj ) − uh(xi, yj )|,
and the L2 and H 1 norms, for the boundary conditions (1.10), (1.11), (1.12), and





where eN is the error corresponding to the N × N partition of . As expected, the
convergence rates for the L2 and H 1 norms are 3 and 2, respectively, whereas the
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fourth order convergence rate in the maximum norm demonstrates the superconver-
gence of the approximate solution at the nodes, where one would expect only third
order accuracy.
8 Concluding remarks
Several extensions of the methods described in this paper are easily formulated. As
was mentioned earlier, on the horizontal sides of the unit square, one can prescribe
more general boundary conditions than (1.9), such as a Robin condition, or a non-
local condition as in [2]. Moreover, in place of Poisson’s equation (1.8), the equation
−uxx − (a(y)uy)y + b(y)uy + c(y)u = f (x, y), (x, y) ∈ ,
can be considered. Also, the partition in the y-direction can be non-uniform. The
extension to biharmonic Dirichlet problems of the form
2u(x, y) = f (x, y), (x, y) ∈  = (0,1) × (0,1),
u(x, y) = 0, ∂u
∂n




where ∂/∂n denotes the outward normal on the boundary ∂, is a topic for future
research.
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