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QUASILINEAR SCHRO¨DINGER EQUATIONS
NICHOLAS P. MICHALOWSKI
Abstract. In this paper we prove local well-posedness for Quasi-linear Scrho¨dinger
equations with initial data in unweighted Sobolev Spaces. For small initial data
with minimal smoothness this has addressed by J. Marzuola, J. Metcalfe and
D. Tataru [15], [16]. This work does not attempt to address the minimal reg-
ularity for initial data, but instead builds on the previous results of C. Kenig,
G. Ponce, and L. Vega [13], [12] to remove the smallness condition in un-
weighted spaces. This is accomplished by developing a non-centered version
of Doi’s Lemma, which allows one to prove Kato type smoothing estimates.
These estimates make it possible to achieve the necessary a priori linear results.
1. Introduction
We are interested in the local solvability of the IVP
(1)


∂tu = iajk(x, t, u, u¯,∇u,∇u¯)∂xj∂xku+
~b1(x, t, u, u¯,∇u,∇u¯) · ∇u
+~b2(x, t, u, u¯,∇u,∇u¯) · ∇u¯+ c1(x, t, u, u¯)u+ c2(x, t, u, u¯)u¯+ f(x, t)
u(x, 0) = u0(x).
Quasi-linear Schro¨dinger equations have been studied extensively in recent years.
The aim of the current work is to extend some results of C. Kenig, G. Ponce, and
L. Vega in [12]. In particular we aimed to remove the assumption that the initial
data 〈x〉2∂αx u0 ∈ L
2 for suitable α.
As pointed out in [12], other forms of these equations have been extensively
studied. In [9], the same authors show that the equation
(2) ∂tu+ iLu = P (u, u¯,∇u,∇u¯)
with
L =
k∑
i=1
∂xi −
n∑
i=k−1
∂xk
and P (·) a non-linearity, is locally well posed for small initial data in Hs. The
smallness condition was first removed in n = 1 by N. Hayashi and T. Ozawa in [6].
After a change of variables they were able to write the equation as an equivalent
system that did not involve first order terms in u. For this system can be handled
by the energy method.
For the case elliptic case when L = ∆, H. Chihara [1] was able to remove the
smallness condition in all dimensions. Again, the main idea here was to use a
transformation which eliminates the first order terms in u so that the energy method
applies. For the change of variables to cancel the first order terms it was necessary
to first diagonalize the system for (u, u¯). In order to diagonalize the system, as we
will see below, the ellipticity of L is essential.
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In [13], Kenig et. al. removed the smallness condition in all dimensions. They
construct a pseudo-differential operator C so that Cv = Cv, and because of this
they are able to avoid the diagonalization argument needed in [1]. The construction
of C produces a symbol in the Caldero´n-Vaillancourt class.
As one moves to variable coefficient second order terms it becomes necessary to
introduce non-trapping conditions on the coefficients. Consider the equation
(3)
{
∂tu = i∂xkakj(x)∂xju+
~b1(x) · ∇u+ f
u|t=0 = u0
where akj elliptic and asymptotically flat. Ichinoise [7] show that
sup
x0∈R
n
ξ0∈S
n−1
t0∈R
∣∣∣∣
∫ t0
0
Im~b1(X(s, x0, ξ0)) · Ξ(s, x0, ξ0) ds
∣∣∣∣
is a necessary condition for the estimate
sup
0<t<T
‖u‖L2 ≤ CT
(
‖u0‖L2 + ‖f‖L1TL2x
)
.
The non-trapping assumption is closely related to local smoothing estimates,
which are key to the linear theory. This can be seen from the work of S. Doi
([3],[4]), Craig et. al. [2], and others. From their work it can be seen that, under
appropriate smoothness, ellipticity and asymptotic flatness assumptions, the non-
trapping condition for
(4)
{
∂tu = i∂xkakj(x)∂xju
u|t=0 = u0
verify local smoothing estimates. That is, estimates of the form∥∥J1/2u∥∥
L2(Rn×[0,T ],〈x〉m dxdt)
≤ CT ‖u0‖L2 . In addition, Doi [5] also showed that,
under the same conditions, if the above estimate holds then the non-trapping as-
sumption must hold.
C. Kenig et al in ([10], [11]) have extended the results of their previous work
in the variable coefficient case by removing ellipticity assumptions. Their work
assumes that the initial data is in a weighted Sobolev space. It will be the subject
of future work to extend the methods here to remove the weights in this cases.
Recently, in both the elliptic and hyberbolic settings J. Marzuola, J. Metcalfe
and D. Tataru [16] have established low regularity local well-posedness for for small
initial data in Hs for s > (n+5)/2. Having a smallness condition on the initial data
allows the authors to avoid explicit non-trapping assumptions. In [15] the above
authors also considered the situation in which quadratic interactions are present
and establish low regularity well-posedness results.
Our own contribution to this body of research is remove the smallness condition
for the work of Kenig, Ponce, Vega without imposing any smallness on conditions
on the initial data.
Specifically, we assume the following conditions on the coefficients. Let BkM (0) =
{z ∈ Ck | |z| < M}.
(NL1) There exist N˜ = N˜(n) ∈ N such that, for any M > 0, ajk, b1,j, b2,j ∈
CN˜b (R
n × R × B2n+2M (0)) for j, k = 1, 2, . . . , n, and c1, c2 ∈ C
N˜
b (R
n × R ×
B2M (0)).
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(NL2) Let (x, t, ~z) ∈ Rn×R×C2n+2. The matrix A(x, t, ~z) = (ajk(x, t, ~z))j,k=1,...,n
is real valued.
(NL3) The matrix A(x, t, ~z) is symmetric for all x ∈ Rn, t ∈ R and ~z ∈ B2n+2M (0).
(NL4) For ~z ∈ B2n+2M (0) the matrix A(x, t, ~z) is uniformly elliptic. That is, there
exists γM > 0 such that
γM |ξ|
2 ≤
n∑
j,k=1
ajk(x, t, ~z)ξjξk ≤ γ
−1
M |ξ|
2 ,
for all x ∈ Rn, t ∈ R and ~z ∈ B2n+2M (0).
(NL5) The matrix A(x, t, ~z) is asymptotically flat. That is, there exists a constant
CM such that I −A(x, t, ~z), together with any derivatives of A(x, t, ~z) up
to order 2 (not including ∂2tA(x, t, ~z)), are bounded in absolute value by
CM
〈x〉2 .
(NL6) Here and throughout we let Rn =
⋃
µ∈Zn Qµ where Qµ are unit cubes with
vertices in Zn and centers xµ. Suppose that, for j = 1, 2, bj(x, t, 0, 0,~0,~0) =
0, and ∂zibj(x, t, 0, 0,~0,~0) = 0.
Also, for some CM > 0, we have that ∂xlajk(x, t, ~z) =
∑
µ∈Zn αµφ
ljk
µ (x, t, ~z)
with αµ > 0,
∑
αµ < CM , φ
ljk
µ (·, t, ~z) ∈ C
N˜ (Rn) with
∥∥φljkµ ∥∥CN˜ ≤ 1 and
uniformly for t ∈ R and ~z ∈ B2n+2M (0) we have suppφ
ljk
µ ⊆ Q
∗
µ (the double
of Qµ) for l, k, j = 1 . . . n. Similarly for ∂tajk, ∂zmajk, and ∂t∂zmajk.
(NL7) We associate to our coefficients and our initial data the symbol
h(x, ξ) = −ajk(x, 0, u0, u¯0,∇u0,∇u¯0)ξjξk.
We assume the bicharacteristic flow obtained from h is non-trapping. That
is the solution to the system of ODE’s

d
dt
Xj(s, x, ξ) =
∂h
∂ξj
(X,Ξ)
d
dt
Ξj(s, x, ξ) = −
∂h
∂xj
(X,Ξ)
X(0, x, ξ) = x and Ξ(0, x, ξ) = ξ
satisfies {X(s, x, ξ) | s > 0} and {X(s, x, ξ) | s < 0} are unbounded for
all (x, ξ) ∈ Rn × (Rn \ {0}).
Theorem 1.1. Under these assumptions there exist N˜ , s depending only on the
dimension so that if we are given u0 ∈ H
s and f ∈ L∞([0, 1];Hs), then there is a
T0 < 1 depending on the norms of u0 and f and (NL1)-(NL7) so that there is a
unique solution to (1), u(x, t), on the interval [0, T0] satisfying
u ∈ C([0, T0];H
s−1) ∩ L∞([0, T0];H
s).
The remainder of the paper is organized as follows. In section 2 we establish an
uncentered version of Doi’s lemma necessary to later results. In section 3 we estab-
lish a priori linear results. Finally, in section 4, we give the proof of Theorem 1.1
2. Doi’s Lemma
Doi’s lemma is a key estimate that allows us to obtain local smoothing. It is the
local smoothing estimates that allow us to handle the first order terms in the linear
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theory. In this section we present two variants of Doi’s lemma, one due to S. Doi
that holds in the elliptic setting and one due to C. Kenig, G. Ponce, C. Rolvung,
and L. Vega in [10], that also holds when the coefficients are not necessarily elliptic.
We then show how to extend these results to corresponding “non-centered” versions
that we need for the precise form of our local smoothing estimates.
We consider the symbol h(x, ξ) ∈ S21,0 defined by h(x, ξ) =
∑n
j,k=1 ajk(x)ξjξk.
Let A(x) denote the matrix (ajk(x))
n
j,k=1. We impose the following assumptions on
A(x)
(D1) There exist N = N(n) ∈ N, and C > 0 so that ajk(x) ∈ C
N
b (R
n) for j, k =
1, 2, . . . , n, with norm controlled by C.
(D2) The functions ajk(x) are real valued and the matrix A(x) =
(
ajk(x)
)
jk=1,...,n
is symmetric.
(D3) The matrix A(x) is uniformly elliptic. That is, for all x ∈ Rn there is a
positive number γ so that
C−1|ξ|2 ≤
n∑
j,k=1
ajk(x)ξjξk ≤ C|ξ|
2.
(D4) The matrix A(x) is asymptotically flat. That is
|I −A(x)| ≤
C
〈x〉2
and |∇xajk(x)| ≤
C
〈x〉2
.
(D5) Let X(s, x, ξ) and Ξ(s, x, ξ) be the Hamiltonian flow associated to h. That is
X and Ξ are solutions to the following ODEs:

d
dt
Xj(s, x, ξ) = 2ajk
(
X(s, x, ξ)
)
Ξk(s, x, ξ)
d
dt
Ξj(s, x, ξ) = −
∂alk
∂xj
(
X(s, x, ξ)
)
Ξl(s, x, ξ)Ξk(s, x, ξ)
X(0, x, ξ) = x and Ξ(0, x, ξ) = ξ.
Then for each pair x, ξ with ξ 6= 0 we assume that the sets {X(s, x, ξ) | s > 0}
and {X(s, x, ξ) | s < 0} are unbounded.
Lemma 2.1 (S. Doi [4]). With ajk(x) satisfy (D1)-(D5), there exist a symbol
p ∈ S01,0, with semi-norms bounded in terms of C, and a constant B ∈ (0, 1)
depending on C and (D5) such that
Hhp := {h, p} =
n∑
i=1
∂h
∂ξi
∂p
∂xi
−
∂h
∂xi
∂p
∂ξi
≥
B |ξ|
〈x〉2
−
1
B
for all x, ξ ∈ Rn.
It is worth noting that in the case that the coefficients ajk(x) are elliptic, one
can use the fact that the symbol h is preserved under the Hamiltonian flow together
with the ellipticity to deduce that C−2 |ξ|2 ≤ |Ξ(s, x, ξ)|2 ≤ C2 |ξ|2. This implies
that the solutions X and Ξ exist for all times.
For our purposes we need a version of Doi’s lemma that is not centered at the
origin. As before we let Rn =
⋃
µ∈Zn Qµ with Qµ unit cubes with vertices in the
lattice Zn (indexed by some corner), and let xµ be the center of Qµ.
Lemma 2.2. Suppose ajk satisfies (D1)-(D5). Then there exists a symbol pµ ∈ S
0
1,0
such that Hhpµ(x, ξ) ≥ C1
|ξ|
〈x−xµ〉2
− C2, where C1, C2 and the semi-norms of pµ
can be bounded independently of µ.
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Proof. For |xµ| < 10 we take pµ = p. The content of the lemma is for |xµ| >> 0.
Let h˜(x, ξ) = |ξ|2, applying Lemma 2.1 to the Laplacian can find a symbol r(x, ξ)
so that Hh˜r(x, ξ) ≥ C˜1
|ξ|
〈x〉2 − C˜2.
We take pµ(x, ξ) = Np(x, ξ) + r(x − xµ, ξ), with N to be determined. Let
rµ(x, ξ) = r(x − xµ, ξ). We calculate
Hhrµ(x, ξ) =
n∑
i=1
(2aik(x)ξk)
∂rµ
∂xi
+
∂ajk
∂xi
(x)ξjξk
∂rµ
∂ξi
=
n∑
i=1
2ξi
∂rµ
∂xi
+ 2(aik(x) − δik)ξk
∂rµ
∂xi
+
∂ajk
∂xi
(x)ξjξk
∂rµ
∂ξi
.
For the second term we have that
∣∣∣2(aik − δik)ξk ∂rµ∂xi
∣∣∣ ≤ C |ξ|〈x〉2 from (D4) and the
bounds for the semi-norms of rµ. Similarly for the third term we have that∣∣∣∂ajk∂xi ξjξk ∂rµ∂ξi
∣∣∣ ≤ C|ξ|〈x〉2 . The first term give that Hh˜rµ ≥ C˜1 |ξ|〈x−xµ〉2 − C˜2. Finally,
Hh(pµ) = NHh(p) +Hh(rµ) ≥ NC1
|ξ|
〈x〉2
− C
|ξ|
〈x〉2
+ C˜1
|ξ|
〈x− xµ〉2
−NC2 − C˜2.
So we choose N large enough so that NC1
|ξ|
〈x〉2 − C
|ξ|
〈x〉2 ≥ 0 and we get
Hh(pµ) ≥ C1
|ξ|
〈x− xµ〉2
− C2.

Remark 2.3. We remark that, perhaps by increasing our choice of N to 2N , we can
ensure that Hhpµ ≥ C1
|ξ|
〈x−xµ〉2
+ C2
|ξ|
〈x〉2 − C3. This will be important to us when
we want to consider linear estimates where the coefficients of the second order term
depend on time.
3. Linear Results
In this section we consider the system
(5)


∂tu =− ǫ∆
2u+ i∂xjajk(x, t)∂xku+ b1(x, t,D)u +
~b2(x, t) · ∇u¯
+ c1(x, t,D)u + c2(x, t,D)u¯ + f(x, t),
u(x, 0) = u0(x).
First we set some notation. We denote by A(x, t) the matrix (ajk(x, t))
n
j,k=1
and the symbol h(x, t, ξ) =
∑n
j,k=1 ajk(x, t)ξjξk. For a function u(x, t) the Fourier
transform of u in the x variable will be denoted by uˆ(ξ, t). For a time varying
symbol q(x, t, ξ) we use the following notation
Ψqu(x, t) =
1
(2π)n
∫
eix·ξq(x, t, ξ)uˆ(ξ, t) dξ.
We let Rn =
⋃
µ∈Zn Qµ with Qµ unit cubes with vertices in the lattice Z
n. We let
xµ denote the the center of Qµ and Q
∗
µ denote its concentric double.
When we use the linear estimates in the non-linear problem we will evalunate
our coefficients at some local solution. For this reason it will be important for
the constant appearing in our final inequality to depend only on the coefficients at
t = 0. We therefore take the convention that constants related to our coefficients at
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t = 0 will be denoted by C0 and constants depending on our coefficients at times
other then 0 will be generically denoted by C.
We place the following assumptions on the coefficients.
(L1) There existML =ML(n) ∈ N, and C > 0 so that ajk(·, t), b2,j(·, t), ∂tajk(·, t),
∂tb2,j(·, t) ∈ C
ML
b (R
n) for j, k = 1, 2, . . . , n, with norm controlled by C. We
assume that, uniformly in t, the symbols c1(x, t, ξ), c2(x, t, ξ) ∈ S
0
1,0 and
b1(x, t, ξ) ∈ S
1
1,0 with seminorms controlled by C. In addition, we have that
the norms of ajk(x, 0) b2,j(x, 0) for j, k = 1, . . . , n in C
ML
b together with the
seminorms of b1(x, 0, ξ), c1(x, 0, ξ) and c2(x, 0, ξ) are controlled by C0.
(L2) The matrix A(x, t) =
(
ajk(x, t)
)
j,k=1...n
has real valued entries, is symmetric,
and is uniformly elliptic. That is, there is a positive number C so that
C−1|ξ|2 ≤
n∑
j,k=1
ajk(x, t)ξjξk ≤ C|ξ|
2.
Further at t = 0 we have
C−10 |ξ|
2 ≤
n∑
j,k=1
ajk(x, 0)ξjξk ≤ C0|ξ|
2.
(L3) The matrix A(x, t) is asymptotically flat. That is,
|I −A(x, t)| + |∇xA(x, t)| + |∂tajk(x, t)|+ |∂t∂xiajk(x, t)| ≤
C
〈x〉2
and
|I −A(x, 0)|+ |∇xA(x, 0)|+ |∂tajk(x, 0)|+ |∂t∂xiajk(x, 0)| ≤
C0
〈x〉2
.
(L4) The symbol b1(x, t, ξ) satisfies an estimate of the form
|Re b1(x, 0, ξ)| ≤
∑
µ∈Zn
β0µϕµ(x) |ξ| ,
where β0µ ≥ 0,
∑
µ∈Zn β
0
µ ≤ C0, ‖ϕµ‖CML ≤ 1 and suppϕµ ⊆ Q
∗
µ. Also
assume that
∂t (Re b1(x, t, ξ)) =
∑
µ∈Zn
β˜µ(t)ϕµ(x, t, ξ),
where β˜µ(t) ≥ 0, and
∑
µ∈Zn β˜µ(t) ≤ C. For all t ∈ R+ the time varying
symbols ϕµ(x, t, ξ) ∈ S
1
1,0 with seminorms bounded by 1, independently of t
and µ, and suppϕµ(·, t, ξ) ⊆ Q
∗
µ.
(L5) We assume that Hamiltonian flow associated to h0(x, ξ) := h(x, 0, ξ) is non-
trapping. Let pµ(x, ξ) be the Doi symbol for cube Qµ associated to as con-
structed in the previous section. We assume that these symbols satisfy
Hh0pµ ≥
1
C0
(
|ξ|
〈x〉2
+
|ξ|
〈x− xµ〉2
)
− C0.
The bounds in our arguments also depend on a finite number of seminorms of
pµ in S
0
1,0 and we assume these seminorms are controlled by C0. See Remark
2.3 in Section 2 for this version of Doi’s Lemma.
QUASILINEAR SCHRO¨DINGER EQUATIONS 7
Theorem 3.1. Suppose that u0 ∈ L
2 and that there is a solution u(x, t) to (5) in
C([0, T ];L2), where the coefficients satisfy (L1)-(L5). Then there exist real numbers
T = T (C,C0,
(
β0µ
)
µ∈Zn
) and A = A(C0,
(
β0µ
)
µ∈Zn
) so that if f ∈ L1([0, T ];L2), then
u satisfies
sup
0≤t≤T
‖u(·, t)‖22 + sup
µ∈Zn
‖J1/2u‖2L2(Qµ×[0,T ]) ≤ A

‖u0‖22 +
(∫ T
0
‖f(·, t)‖2 dt
)2 .
Proof. We break the proof of this theorem into several steps.
Step 1. Reduction to a system.
Let ~w =
(
u
u¯
)
, ~f =
(
f
f¯
)
, and ~w0 =
(
u0
u¯0
)
. Let L(x, t) denote the operator
∂xj(ajk(x, t)∂xk ·). Then using the equations for u and u¯, we see that w satisfies
(6)
{
∂t ~w = −ǫ∆
2I ~w + (iH +B + C) ~w + ~f(x, t),
~w(x, 0) = ~w0(x),
where
H =
(
L(x, t) 0
0 −L(x, t)
)
, B =
(
B11 B12
B21 B22
)
:=
(
b1(x, t,D) b2(x, t) · ∇
b2(x, t) · ∇ b1(x, t,D)
)
and C =
(
c1(x, t,D) c2(x, t,D)
c2(x, t,D) c1(x, t,D)
)
.
Note that for the rest of this chapter 〈~u,~v〉 =
∫
u1v¯1+u2v¯2 dx and ‖~u‖
2
2 = 〈~u, ~u〉.
Step 2. Diagonalize the first order terms.
We now define an operator S =
(
0 s12
s21 0
)
where s12 and s21 will be defined
to be time varying ΨDO’s and have symbols in S−11,0 uniformly in t. We being by
choosing φ ∈ C∞0 (R
n) so that φ(y) = 1 for |y| < 1 and φ(y) = 0 for |y| ≥ 2. Let
θR(ξ) = 1− φ(ξ/R) and θ(ξ) = θ1(ξ).
Let h˜(x, t, ξ) = θR(ξ)h
−1(x, t, ξ). Notice that, by ellipticity h(x, t, ξ) ≥ C−1 |ξ|2,
hence h˜ is a smooth function. Let L˜ = Ψh˜, then we see that L˜L = I + Ψr1 with
r1 ∈ S
−1
1,0 uniformly in t.
We define S12 =
1
2 iB12L˜ and S21 = −
1
2 iB21L˜. We denote the symbols of S12 and
S21 by s12(x, t, ξ) and s21(x, t, ξ) respectively. Clearly sij(x, t, ξ) ∈ S
−1
1,0 uniformly
in t. Let Λ = I − S, if we choose R large enough, then we can control the norms of
Λ and Λ−1 by constants (see Kenig’s Park City Lecture 2 [8]).
We will use Λ to change variables, and the resulting system will have diagonal
first order terms. We first perform some calculations that are necessary to rewrite
the system in terms of Λw.
− iHΛ+ iΛH = −iHI + iHS + iIH − iSH = −i (SH −HS)
=− i
((
0 S12
S21 0
)(
L 0
0 −L
)
−
(
L 0
0 −L
)(
0 S12
S21 0
))
=
(
0 iS12L+ iLS12
−iS21L− iLS21 0
)
.
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Notice that LS12 = S12L + E
0
1 , where E
0
1 is an error of order 0. Similarly
LS21 = S21L+ E
0
2 with E
0
2 of order 0.
Hence iS12L + iLS12 = 2iS12L + iE
0
1 = −B12L˜L + iE
0
1 = −B12 + E
0
3 and
−iS21L− iLS21 = −2iS21L− iE
0
2 = −B21L˜L+ iE
0
2 = −B21+E
0
4 with E
0
3 and E
0
4
errors of order 0.
We write B = Bd +Bad where Bd =
(
B11 0
0 B22
)
and Bad =
(
0 B12
B21 0
)
. Now,
ΛBad = IBad − SBad = Bad −
(
S12B21 0
0 S21B12
)
= Bad + E
0
ad
with E0ad of order 0.
For the other terms we will want to commute Λ and our operators, in order to
derive the equation for Λ~w.
Starting with Λ∂t = ∂tΛ + [∂t,Λ] = ∂tΛ + ∂tS, where this last expression is the
matrix of ΨDO’s whose symbols are given by ∂tsjk(x, t, ξ). Using the bounds for
∂tb2(x, t, ξ) and ∂tajk(x, t, ξ) we again see that these symbols are uniformly in S
−1
1,0 .
Notice that ΛBd = Bd − SBd and Bd = BdΛ + BdS, so that ΛBd = BdΛ +
BdS − SBd = BdΛ + E
0
d with E
0
d is of order 0.
ΛǫI∆2 = ǫ∆2Λ− ǫ
(
0 ∆2S12 − S12∆
2
∆2S21 − S21∆
2 0
)
= ǫ∆2IΛ + ǫR˜
where R˜ is a matrix whose entries are operators of order 2.
We set R = R˜Λ−1, which is still of order 2. We write
ΛC + ∂tS + E
0
ad + E
0
d =
(
ΛCΛ−1 + ∂tSΛ
−1 + E0adΛ
−1 + E0dΛ
−1
)
Λ =: C˜Λ
with C˜ of order 0.
Lastly set ~F = Λ~f . Define ~z = Λ~w and apply Λ to our equation. We have
Λ∂t ~w = iǫΛ∆
2I ~w + (iΛH + ΛB + ΛC) ~w + Λ~f
Using our calculations above we have
∂t~z = −ǫ∆
2I~z + ǫR~z + iH~z −
(
0 B12
B21 0
)
~w +Bd~z +Bad ~w + C˜~z + ~F .
Hence if we set ~z0 = Λ~w0 to arrive at a system with diagonal first order terms,
namely
{
∂t~z = −ǫ∆
2I~z + ǫR~z + iH~z +Bd~z + C˜~z + ~F ,
~z(x, 0) = ~z0(x).
As we pointed out earlier we have control of the norms of Λ and Λ−1, so deriving
our desired estimates for ~z will imply the estimates for ~w.
Since we work in slightly unusual norms it seems a good time to recall them and
justify this last statement.
Definition 3.2. Let Rn =
⋃
µ∈Zn Qµ as usual. Let f : R
n×R→ C be measurable
function. We define
|||f |||T = sup
µ∈Zn
‖f‖L2(Qµ×[0,T ])
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and
|||f |||′T =
∑
µ∈Zn
‖f‖L2(Qµ×[0,T ]) .
Theorem 3.3. For a ∈ S01,0 there is an N(n) so that |||Ψaf |||T ≤ C|||f |||T and
|||Ψaf |||
′
T ≤ C|||f |||
′
T
Proof. See Kenig’s Park City Lecture notes, Lecture 2 [8]. 
Now we return to our linear estimates. It is important for the non-linear theory
that we only make our non-trapping assumptions at t = 0. The following lemma
allows us to handle time varying leading coefficients.
Lemma 3.4. Let h(x, ξ) = ajk(x, 0)ξjξk and let pµ be the Doi symbol corresponding
to h centered at cube Qµ. Then there exists a T1 = T1(C,C0) so that uniformly for
all t < T1 the time varying symbol ht(x, ξ) = ajk(x, t)ξjξk satisfies
Hhtpµ(x, ξ) ≥
1
C0
|ξ|
〈x− xµ〉2
− C0.
Proof. By direct calculation we have
Hhtpµ =
n∑
i=1
∂h
∂ξi
∂pµ
∂xi
−
∂h
∂xi
∂pµ
∂ξi
+
(
∂ht
∂ξi
−
∂h
∂ξi
)
∂pµ
∂xi
−
(
∂ht
∂xi
−
∂h
∂xi
)
∂pµ
∂ξi
= Hhpµ +
n∑
i=1
2 (aik(x, t) − aik(x, 0)) ξk
∂pµ
∂xi
−
(
∂ajk(x, t)
∂xi
−
∂ajk(x, 0)
∂xi
)
ξjξk
∂pµ
∂ξi
.
From the asymptotic flatness condition (L3) there is a T1 = T1(C,C0) so that if
t < T1 we have that we have that∣∣∣∣∣
n∑
i=1
2 (aik(x, t)− aik(x, 0)) ξk
∂pµ
∂xi
−
(
∂ajk(x, t)
∂xi
−
∂ajk(x, 0)
∂xi
)
ξjξk
∂pµ
∂ξi
∣∣∣∣∣ ≤ 1C0
|ξ|
〈x〉2
.
Now using (L5) we get that
Hhtpµ ≥ Hhpµ −
1
C0
|ξ|
〈x〉2
≥
1
C0
|ξ|
〈x− xµ〉2
− C0.

Step 3. Energy Estimates.
The goal of this section is to conclude the proof. The program is to again
introduce an invertible change of variables, this time based on Doi’s Lemma. It is
Doi’s lemma that allows us to absorb the first order terms.
Set
ΨM =
(
Ψq1 0
0 Ψq2
)
where Ψq1 , Ψq2 are invertible ΨDO’s of order 0 that will be defined below.
First we compute the necessary commutators that arise in the change of variables.
For the leading order terms
ΨMǫ∆
2I = ǫ∆2IΨM + ǫR˜
3ΨM
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with R˜3 of order 3. The second order remainder term yields. ΨMǫR = ǫRΨM +
ǫR˜1ΨM We collect these remainder terms by setting R
3 = R˜3+R+ R˜1, which is of
order 3. The remaining terms pose no difficulty. The first and zeroth order terms
simply give ΨMBd = BdΨM+E
0
5 , ΨM C˜ = C˜ΨM+E
0
6 and lastly we set
~G = ΨM ~F .
Again we absorb the error terms of order 0 into C˜. By setting ~α = ΨM~z and
~α0 = ΨM~z0 we arrive at the system
(7)
{
∂t~α = −ǫ∆
2I~α+ ǫR3α− i[H,ΨM ]~z + iH~α+Bd~α+ C˜~α+ ~G
~α(x, 0) = ~α0(x).
To construct ΨM we let R
n =
⋃
µ∈Zn Qµ as usual. Fix a cube Qµ0 and let
γµ0(x, ξ) = pµ0(x, ξ) +
∑
µ∈Zn
β0µpµ(x, ξ)
with β0µ as in (L4). Notice that γµ0 ∈ S
0
1,0 with seminorms controlled in terms of
C0.
Let q1(x, ξ) = exp(θR(ξ)C˜0γµ0(x, ξ)) and q2(x, ξ) = exp(−θR(ξ)C˜0gammaµ0(x, ξ)).
Where C˜0 depends on C0 will be chosen below. Notice that again, if we take R
large we may ensure that ΨM is invertible uniformly in µ0. We now compute
−i[H,ΨM ] = −i
(
LΨq1 −Ψq1L 0
0 −LΨq2 +Ψq2L
)
.
Let ℓ(x, t, ξ) be the symbol for L, then ℓ(x, t, ξ) = ajk(x, t)ξjξk+∂xjajk(x, t)ξk =
ht(x, ξ) + ℓ1(x, t, ξ). Note that {ℓ1, qi} ∈ S
0
1,0 uniformly in t for i = 1, 2. Hence,
−i (LΨq1 −Ψq1L) = Ψ{ht,q1} + E
0
7 ,
with E07 an operator of order 0.
It follows that
{ht, q1} =
(
∂ht
∂ξi
θR(ξ)
∂γµ0
∂xi
−
∂ht
∂xi
θR(ξ)
∂γµ0
∂ξi
−
∂ht
∂xi
∂θR
∂ξi
γµ0
)
eθR(ξ)γµ0 ,
where the last term in the parentheses is in S−∞1,0 . Therefore
−i (LΨq1 −Ψq1L) = −ΨθRHhtγµoΨq1 + E
0
8 ,
with E08 of order 0. In the same way
−i (−LΨq2 + Ψq2L) = −ΨθRHhtγµoΨq2 + E
0
9 .
Thus our system (after absorbing errors into C˜) looks like


∂t~α =− ǫ∆
2I~α+ ǫR3α+
(
−ΨθR(ξ)Hhtγµ0 0
0 −ΨθR(ξ)Hhtγµ0
)
~α
+ iH~α+Bd~α+ C˜~α+ ~G,
~α(x, 0) = ~α0(x).
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We now proceed to derive energy estimates for α. Consider
∂t 〈~α, ~α〉 = 〈∂t~α, ~α〉+ 〈~α, ∂t~α〉
=
〈
−ǫ∆2I~α, ~α
〉
+
〈
~α,−ǫ∆2I~α
〉
+
〈
ǫR3~α, ~α
〉
+
〈
~α, ǫR3~α
〉
+
〈iH~α, ~α〉+ 〈~α, iH~α〉+ 〈Bd~α, ~α〉+ 〈~α,Bd~α〉+
〈C~α, ~α〉+ 〈~α,C~α〉+
〈
~G, ~α
〉
+
〈
~α, ~G
〉
+〈(
−ΨθR(ξ)Hhtγµ0 0
0 −ΨθR(ξ)Hhtγµ0
)
~α, ~α
〉
+
〈
~α,
(
−ΨθR(ξ)Hhtγµ0 0
0 −ΨθR(ξ)Hhtγµ0
)
~α
〉
.
In the first two terms we have we have that −ǫ
〈
∆2I~α, ~α
〉
− ǫ
〈
~α,∆2I~α
〉
=
−2ǫ 〈∆I~α,∆I~α〉 = −2ǫ‖∆~α‖22. The second two terms contribute
〈
ǫR3~α, ~α
〉
+〈
~α, ǫR3~α
〉
= 2ǫRe
〈
R3~α, ~α
〉
= 2ǫRe
〈
J−3/2IR3~α, J3/2I~α
〉
.
As both J3/2 and J−3/2IR3 are operators of order 3/2 we can bound this by
C‖~α‖2
H3/2
. Now by interpolation we have that ‖~α‖2
H3/2
≤ η0 ‖∆I~α‖
2
2 +
2
η0
‖~α‖22.
Hence
∣∣2ǫRe 〈R3~α, ~α〉∣∣ ≤ 2ǫCη0‖∆I~α‖22 + 4ǫCη0 ‖~α‖22.
By setting η0 = 1/(2C) we can absorb the first term into −2ǫ‖∆~α‖
2
2 to get the first
four terms are bounded by −ǫ‖∆I~α‖22 + 8ǫC
2‖~α‖22.
We now turn our attention to first order terms. That is, the last two terms and
the terms involving Bd. Consider the matrix of symbols
F :=
(
−θR(ξ)Hhtγµ0(x, ξ) + b1(x, t, ξ) 0
0 −θR(ξ)Hhtγµ0(x, ξ) + b1(x, t,−ξ)
)
.
We will need to control F + F ∗ to apply the vector valued G˚arding’s inequality.
Let φQ∗µ be a smooth cut off to the double of Qµ and let χQ∗µ = φ
2
Q∗µ
. By our
construction of γµ0 we have that
−C˜0θR(ξ)Hhtγµ0 ≤C˜0θR(ξ)
(
−
1
C0
|ξ|
〈x− xµ0 〉
2
+ C0
−
∑
µ∈Zn
β0µ
(
1
C0
|ξ|
〈x− xµ〉2
− C0
))
≤C˜0θR(ξ)

−C′0 |ξ|χQ∗µ0 − ∑
µ∈Zn
β0µC
′
0 |ξ|χQ∗µ

+ C˜0C′′0
≤C˜0θR(ξ)
(
−C′0 |ξ|χQ∗µ0 − C
′
0 |Re b1(x, 0, ξ)|
)
+ C˜0C
′′
0 .
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Here we choose C˜0 so that C˜0C
′
0 ≥ 2. Now we have that
− θR(ξ)Hhtγµ0 + 2Re b1(x, t, ξ) =
(θR(ξ)Hhtγµ0 + 2Re b1(x, 0, ξ)) + 2Re
∫ t
0
∂tb1(x, s, ξ) ds
≤ −C˜′0θR(ξ) |ξ|χQ∗µ0 + C˜
′′
0 + 2
∫ t
0

∑
µ∈Zn
β˜µ(s)ϕµ(x, s, ξ)

 ds.
Let p(x, t, ξ) = 2
∫ t
0
(∑
µ∈Zn β˜µ(s)ϕµ(x, s, ξ)
)
ds. Apply the vector valued G˚arding
inequality (see [14], [17]) to get
Re
〈(
−ΨθR(ξ)Hhtγµ0 + b1(x, t,D) 0
0 −ΨθR(ξ)Hhtγµ0 + b1(x, t,D)
)
~α, ~α
〉
≤ C ‖~α‖
2
2 − Re
〈(
ΨθR|ξ|χQ∗µ0
0
0 ΨθR|ξ|χQ∗µ0
)
~α, ~α
〉
+
Re
〈(
Ψp(x,t,ξ) 0
0 Ψp(x,t,−ξ)
)
~α, ~α
〉
.
We denote this last term by Re 〈EM ~α, ~α〉. The symbol of the operator
ΨθR(ξ)|ξ|χQ∗µ0
− J1/2χQ∗µ0J
1/2 is in S01,0. Hence we have
Re
〈(
ΨC˜0θR|ξ|χQ∗µ0
0
0 ΨC˜0xθR|ξ|χQ∗µ0
)
~α, ~α
〉
≥
〈
φQ∗µ0J
1/2I~α, φQ∗µ0J
1/2I~α
〉
− C ‖~α‖
2
L2
≥ ‖φQ∗µ0J
1/2I~α‖L2(Qµ0 ) − C ‖~α‖
2
L2 .
To handle the terms involving H notice that
∫
Lα1α1 =
∫
α1Lα1, and hence
i 〈H~α, ~α〉 − i 〈~α,H~α〉 = 0. For the terms involving C˜ we use Cauchy-Schwartz
inequality,
∣∣∣〈C˜~α, ~α〉∣∣∣ ≤ ∥∥∥C˜~α∥∥∥
2
‖~α‖2 ≤ C ‖~α‖
2
2.
Putting all this together we see that
d
dt
‖~α‖
2
2 ≤ −ǫ‖∆I~α‖
2
2+C ‖~α‖
2
2−
∥∥∥J1/2I~α∥∥∥2
L2(Qµ0 )
+2
∣∣∣Re 〈~α, ~G〉∣∣∣+Re 〈EM ~α, ~α〉 .
Integrating in time we find that
‖~α(t)‖22 +
∥∥∥φQ∗µ0J1/2I~α
∥∥∥2
L2(Qµ0×[0,t])
≤ ‖~α(0)‖22 + C
∫ t
0
‖~α‖22 ds+
2
∫ t
0
∣∣∣Re 〈~α, ~G〉∣∣∣ ds+ ∫ t
0
Re 〈EM~α, ~α〉 ds.
In order to handle the terms
∫ t
0 Re 〈EM ~α, ~α〉 ds, we have that
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∫ t
0
∫ s
0
∫ ∑
µ∈Zn
β˜µ(r)Ψϕµ(x,r,ξ)α1(s)α1(s) dx dr ds =
∫ t
0
∑
µ∈Zn
β˜µ(r)
∫ t
r
∫
Ψϕµ(x,r,ξ)α1(s)α1(s) dx ds dr.
Our estimates on ϕµ(x, s, ξ) give us that
∫
Ψϕµ(s,x,ξ)α1α1 dx ≤
∥∥J1/2α1∥∥2L2(Q∗µ) +
C ‖α1‖
2
2. Thus we have∣∣∣∣
∫ t
0
〈EM ~α, ~α〉
∣∣∣∣ ≤ Ct sup
µ∈Zn
∥∥∥J1/2I~α∥∥∥
L2([0,t]×Qµ)
+ Ct sup
0≤s≤t
‖~α‖
2
2
Hence, after taking a supremum over 0 ≤ t ≤ T , we arrive at
sup
0≤t≤T
‖~α(t)‖
2
2 +
∥∥∥φQ∗µ0J1/2I~α
∥∥∥2
L2(Qµ0×[0,T ])
≤ ‖~α(0)‖
2
2 + CT sup
0≤t≤T
‖~α‖
2
2+
2
∫ T
0
∣∣∣Re 〈~α, ~G〉∣∣∣ ds+ CT sup
µ∈Zn
∥∥∥J1/2I~α∥∥∥
L2([0,T ]×Qµ)
.
By choosing T small we may make CT sup0≤t≤T ‖~α‖
2
2 ≤
1
2 sup0≤t≤T ‖~α‖
2
2 and ab-
sorb this term into the left hand side. In this way we get
(8) sup
0≤t≤T
‖~α(t)‖22 +
∥∥∥J1/2I~α∥∥∥2
L2(Qµ0×[0,T ])
≤ 2 ‖~α(0)‖22+
4
∫ T
0
∣∣∣Re 〈~α, ~G〉∣∣∣ ds+ CT sup
µ∈Zn
∥∥∥J1/2I~α∥∥∥
L2([0,T ]×Qµ)
.
In terms of ~z our estimates now tell us
sup
0≤t≤T
‖ΨM~z(t)‖
2
2 +
∥∥∥φQ∗µ0J1/2IΨM~z
∥∥∥2
L2(Qµ0×[0,T ])
≤ 2 ‖ΨM~z(0)‖
2
2+
4
∫ T
0
∣∣∣Re 〈ΨM~z, ~G〉∣∣∣ ds+ CT sup
µ∈Zn
∥∥∥J1/2IΨM~z∥∥∥
L2([0,T ]×Qµ)
.
But notice that, J1/2IΨM = ΦMJ
1/2I + E, where E is of order 0. Hence
∫ T
0
∥∥∥φQ∗µ0J1/2IΨM~z
∥∥∥2
L2(Qµ0 )
dt ≥
∫ T
0
C0
∥∥∥J1/2I~z∥∥∥2
L2(Qµ0 )
dt− CT sup
0≤t≤T
‖~z‖
2
2 .
Thus, possibly after another restriction in T , we arrive at
sup
0≤t≤T
‖~z(t)‖
2
2 +
∥∥∥J1/2I~z∥∥∥2
L2(Qµ0×[0,T ])
≤ C0
(
‖~z(0)‖
2
2 +
∫ T
0
∣∣∣Re 〈ΨM~z, ~G〉∣∣∣ ds
+ CT sup
µ∈Zn
∥∥∥J1/2I~z∥∥∥
L2([0,T ]×Qµ)
)
.
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Now estimate the term involving ~G.
∫ T
0
∣∣∣Re 〈ΨM~z, ~G〉∣∣∣ ds ≤
∫ T
0
C0 ‖~z‖2
∥∥∥ ~G∥∥∥
2
dt ≤ C0 sup
0≤s≤t
‖~z(s)‖2 ‖G‖L1tL2x
≤ C0η sup
0≤s≤t
‖~z(t)‖
2
2 +
C0
η
‖G‖
2
L1tL
2
x
Choosing η small enough to absorb the term involving z to the left hand side.
Our estimate now is of the form
sup
0≤t≤T
‖~z(t)‖
2
2 +
∥∥∥J1/2I~z∥∥∥2
L2(Qµ0×[0,T ])
≤ C0
(
‖~z(0)‖
2
2 + ‖G‖
2
L1tL
2
x
+
CT sup
µ∈Zn
∥∥∥J1/2I~z∥∥∥
L2([0,T ]×Qµ)
)
.
Finally to get Theorem 3.1 we take a supremum in µ0, then after a suitable
restriction in T we may absorb CT supµ∈Zn
∥∥J1/2I~z∥∥
L2([0,T ]×Qµ)
into the left hand
side. Keeping in mind that estimates for z will imply the corresponding estimates
in u. 
We now turn to a perturbation result. It is possible to weaken the non-trapping
condition (L5). It is enough to assume that the second order coefficients are “close”
to coefficients that are non-trapping.
To this end, we again consider equation 5. We still assume that the coefficients
satisfy conditions (L1)–(L4). Instead of (L5), suppose that A(x, t) = A0(x, t) +
ηA1(x, t). Assume that h0(x, ξ) = 〈A0(x, 0)ξ, ξ〉 satisfies the non-trapping condition
(L5). In addition, assume that |A1(x, t)|+ |∇xA1(x, t)| ≤
C
〈x〉2 uniformly in t. Then
for η sufficiently small, depending on C and C0, the conclusion of Theorem 3.1
holds.
To see this, notice that we only use the non-trapping condition (L5) in the proof
of Lemma 3.4. We will now prove this lemma in the under these slightly more
general assumptions.
Lemma 3.5. Let h0(x, ξ) be as above and let pµ be the Doi symbol corresponding
to h0 centered at cube Qµ. Then there exists a T1 = T1(C,C0) so that, uniformly
for all t < T1, the time varying symbol ht(x, ξ) = ajk(x, t)ξjξk satisfies
Hhtpµ(x, ξ) ≥
1
C0
|ξ|
〈x− xµ〉2
− C0.
Proof. To facilitate calculations we use the following notations for the matrix en-
tries (a0jk(x, t))j,k=1...n := A0(x, t) and (a
1
jk(x, t))j,k=1...n := A1(x, t). It is also
convenient to denote k0(x, t, ξ) = 〈A0(x, t)ξ, ξ〉, and k1(x, t, ξ) = 〈A1(x, t)ξ, ξ〉.
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Proceeding with our calculation as before we have
Hhtpµ =
n∑
i=1
∂h0
∂ξi
∂pµ
∂xi
−
∂h0
∂xi
∂pµ
∂ξi
+
(
∂k0
∂ξi
−
∂h0
∂ξi
+ η
∂k1
∂ξ1
)
∂pµ
∂xi
−
(
∂k0
∂xi
−
∂h0
∂xi
+ η
∂k1
∂xi
)
∂pµ
∂ξi
= Hh0pµ +
n∑
i=1
2
(
a0ik(x, t) − a
0
ik(x, 0) + ηa
1
ik(x, t)
)
ξk
∂pµ
∂xi
−
(
∂a0jk(x, t)
∂xi
−
∂a0jk(x, 0)
∂xi
+ η
∂a1jk(x, t)
∂xi
)
ξjξk
∂pµ
∂ξi
.
As before the asymptotic flatness condition (L3) there is a T1 = T1(C,C0) so
that if t < T1 we have that we have that∣∣∣∣∣
n∑
i=1
2
(
a0ik(x, t)− a
0
ik(x, 0)
)
ξk
∂pµ
∂xi
−
(
∂a0jk(x, t)
∂xi
−
∂a0jk(x, 0)
∂xi
)
ξjξk
∂pµ
∂ξi
∣∣∣∣∣ ≤ 12C0
|ξ|
〈x〉2
.
Our conditions on A1, together with the control of the seminorms of pµ give that
η
∣∣∣∣∣
n∑
i=1
a1ik(x, t)ξk
∂pµ
∂xi
+
∂a1jk(x, 0)
∂xi
ξjξk
∂pµ
∂ξi
∣∣∣∣∣ ≤ ηC |ξ|〈x〉2
We choose η so that ηC|ξ|〈x〉2 ≤
1
2C1
|ξ|
〈x〉2 . Now using the assumption that h
0 satisfies
(L5) we get that
Hhtpµ ≥ Hh0pµ −
1
C1
|ξ|
〈x〉2
≥
1
C1
|ξ|
〈x− xµ〉2
− C1.
Using the same version of Doi’s lemma as before. 
4. Nonlinear Results
In this section we approach (1) by the artificial viscosity method. Hence, we are
interested in the system
(9)


∂tu =− ǫ∆
2u+ iajk(x, t, u, u¯,∇u,∇u¯)∂xj∂xku
+~b1(x, t, u, u¯,∇u,∇u¯) · ∇u+~b2(x, t, u, u¯,∇u,∇u¯) · ∇u¯
+ c1(x, t, u, u¯)u+ c2(x, t, u, u¯)u¯+ f(x, t),
u(x, 0) = u0(x).
We assume the coefficients satisfy the conditions set out in the introduction. We
take s > N + n+ 4 with N as in (L1) and even. We take N˜ > s+ 2.
We abbreviate our system to{
∂tu = −ǫ∆
2u+ L(u)u+ f(x, t)
u(x, 0) = u0(x),
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where
L(u)v = iajk(x, t, u, u¯,∇u,∇u¯)∂xj∂xkv +
~b1(x, t, u, u¯,∇u,∇u¯) · ∇v+
~b2(x, t, u, u¯,∇u,∇u¯) · ∇v¯ + c1(x, t, u, u¯)v + c2(x, t, u, u¯)v¯.
Theorem 4.1. Take s > n + 3. For v0 ∈ H
s and f ∈ L∞([0, 1];Hs), define
λ = ‖v0‖s +
∫ 1
0 ‖f(t)‖Hs dt. Define
XM0,T = {v : R
n × [0, T ]→ C | v(x, 0) = v0, v ∈ C([0, T ];H
s), ‖v‖L∞t Hsx
≤M0}.
If λ < M0/2, then there exists Tǫ, 1 > Tǫ > 0, so that equation (9) with initial data
v0 has a unique solution v
ǫ ∈ XM0,T ǫ .
Proof. For t < 1, consider the integral form the equation
Γv(t) = e−ǫt∆
2
v0 +
∫ t
0
e−ǫ(t−t
′)∆2 (L(v)v(t′) + f(·, t′)) dt′.
We show that Γ is a contraction mapping on the space XM0,T after a suitable
restriction of T . So let α be a multi-index such that |α| = s and consider
∂αxΓv(t) = e
−ǫt∆2∂αx v0 +
∫ t
0
∂αx
(
e−ǫ(t−t
′)∆2L(v)v + f
)
(t′) dt′.
Choose multi-indices β and β′ so that |β′| = 2, |β| = s− 2, and α = β + β′.
∂αxΓv(t) = e
−ǫt∆2∂αx v0 +
∫ t
0
∂β
′
x e
−ǫ(t−t′)∆2∂βx (L(v)v(t
′)) dt′
+
∫ t
0
e−ǫ(t−t
′)∆2∂αx f(·, t
′) dt′.
Hence,
‖∂αxΓv‖2 ≤ C
(
‖∂αx v0‖2 +
∫ t
0
∥∥∥∂β′x e−ǫ(t−t)∆2∂βxL(v)∥∥∥
2
dt′ +
∫ t
0
‖∂αx f(t
′)‖2 dt
′
)
≤ C
(
‖v0‖Hs +
∫ t
0
1
(t− t′)1/2ǫ1/2
∥∥∂βxL(v)v(t′)∥∥2 dt′ +
∫ t
0
‖f(t′)‖Hs dt
′
)
.
In order to proceed further we need to turn our attention to ∂βxL(v)v.
Lemma 4.2. Let u, v ∈ XM,T and suppose that |β| = s − 2 for s > n + 3, then
there exists a P ∈ N so that
∥∥∂βxL(u)v∥∥2 ≤ C ‖v‖Hs
(
1 + ‖u‖Hs + ‖u‖
P
Hs
)
with
0 ≤ t ≤ T and C = C(M,n, s).
Proof. We estimate term by term,
∂βxL(u)v = ∂x
(
ajk(x, t, u, u¯,∇u,∇u¯)∂xj∂xkv
)
+∂βx
(
~b1(x, t, u, u¯,∇u,∇u¯) · ∇v
)
+
∂βx
(
~b2(x, t, u, u¯,∇u,∇u¯) · ∇v¯
)
+ ∂βx (c1(x, t, u, u¯)v) + ∂
β
x (c2(x, t, u, u¯)v¯) .
We start with c1(x, t, u, u¯). Let c˜1(x, t, u, u¯) = c1(x, t, u, u¯)− c1(x, t, 0, 0) so that
c˜1(x, t, 0, 0) = 0. Then ∂
β
x (c1(x, t, u, u¯)v) = ∂
β
x (c˜1(x, t, u, u¯)v) + ∂
β
x (c(x, t, 0, 0)v),
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and theHs norm of the second term is clearly bounded by C ‖v‖Hs where C depends
on c1 and β. We have,∥∥∂βx (c˜1(x, t, u, u¯)v)∥∥2 ≤ ∑
γ+δ=β
∥∥∂γx (c˜1(x, t, u, u¯)) ∂δxv∥∥2 .
If |δ| < s − n/2, then
∥∥∂δxv∥∥∞ ≤ C‖∂δxv‖Hs−|δ| ≤ C ‖v‖Hs . It follows that∥∥∂γx c˜1(x, t, u, u¯)∂δxv∥∥2 ≤ C ‖v‖Hs ‖∂γx c˜1(x, t, u, u¯)‖2.
As c˜1(x, t, 0, 0) = 0 and c˜1 ∈ C
N˜
b it follows that c˜1(x, t, u, u¯) ∈ H
s. Hence
‖∂γx c˜1(x, t, u, u¯)‖2 ≤ ‖c1(x, t, u, u¯)‖Hs ≤ C (‖u‖Hs + ‖u‖
p
Hs) for some p ∈ N.
On the other hand, if |δ| ≥ s−n/2, then we may not estimate ∂δxv in L
∞. Instead
we estimate the other factor in L∞. Because |γ|+ |δ| = |β| = s− 2, we have that
|γ| ≤ n/2− 2. Since s > n− 2, we have that s− |γ| > n/2. Therefore,
‖∂γx c˜1(x, t, u, u¯)‖∞ ≤ C ‖∂
γ
x c˜1(x, t, u, u¯)‖Hs−|γ|
≤ C ‖c˜1(x, t, u, u¯)‖Hs ≤ C (‖u‖Hs + ‖u‖
p
Hs)
with P as before. The estimates for c2 work in exactly the same way.
To estimate ∂βx
(
~b1(x, t, u, u¯,∇u,∇u¯) · ∇u
)
note that our assumptions imply
b1(x, t, 0, 0,~0,~0) = 0. Again we have∥∥∥∂βx (~b1(x, t, u, u¯,∇u,∇u¯) · ∇v)∥∥∥
2
≤
n∑
i=1
∑
γ+δ=β
∥∥∂γxb1,i(x, t, u, u¯,∇u,∇u¯)∂δx∂xiv∥∥2 .
In this case, if |δ| < s−n/2− 1, then we proceed by estimating ∂δx∂xiv in L
∞. If
instead |δ| ≥ s− n/2− 1, then we get that |γ| ≤ n/2− 1. We have that s > n+ 2,
so that s− |γ| > n/2 + 1. Hence we may estimate ∂γxb1,i(x, t, u, u¯,∇u,∇u¯) in L
∞.
Again the estimates for the terms involving b2 work in the same way as the terms
involving b1.
The estimates for terms involving ajk are essentially identically to those for ci
and bi except that we need to require s > n+ 3.

So we know that
‖∂αxΓv‖2 ≤ C ‖v0‖Hs + CM0
2t1/2
ǫ1/2
M0(1 +M
p
0 ) +
∫ 1
0
‖f(t)‖Hs dt
and therefore
‖Γv‖Hs ≤ C ‖v0‖Hs + CM0(
2t1/2
ǫ1/2
+ t)M0(1 +M
p
0 ) +
∫ 1
0
‖f(t)‖Hs dt.
By choosing T so that CM0
(
T 1/2/ǫ1/2 + T
)
M0(1 +M
p
0 ) < λ then we get that Γ
maps XM0,T to itself.
Now take u, v ∈ XM0,T . We wish to show that Γ is a contraction mapping. We
have that
Γu(t)− Γv(t) =
∫ t
0
e−ǫ(t−t
′)∆2 (L(u)u − L(v)v) (t′) dt′ =∫ t
0
e−ǫ(t−t
′)∆2 ((L(u)− L(v)) u+ L(v) (u− v)) dt′.
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To estimate the terms that arise from L(v) (u− v) we may use Lemma 4.2 to
conclude that∥∥∥∥
∫ t
0
e−ǫ(T−t)∆
2
L(v) (u− v)
∥∥∥∥
Hs
dt ≤ C ‖u− v‖Hs
(
t1/2
ǫ1/2
+ t
)
(1 +M0 +M
p
0 ) .
So by choosing Tǫ < T this last expression is less then 1/4 ‖u− v‖Hs .
To estimate terms involving (L(u)− L(v)) u we proceed in essentially the same
way. For example, to estimate ‖(c1(x, t, u, u¯)− c1(x, t, v, v¯))u‖Hs , rewrite the dif-
ference as follows
c1(x, t, u, u¯)− c1(x, t, v, u¯) + c1(x, t, v, u¯)− c1(x, t, v, v¯) =
∂z1c1(x, t, su − (1− s)v, u¯)u (u− v) + ∂z2c1(x, t, v, ru¯ + (1 − r)v¯)u (u¯− v¯) .
We can see the above two terms are bounded by C(M0 +M
p
0 ) ‖u− v‖Hs .
The other terms work similarly. We conclude that
‖(Γu− Γv) (t)‖Hs ≤ C
(
T 1/2
ǫ1/2
+ T
)
(1 +M0 +M
p
0 ) ‖u− v‖Hs .
Choosing Tǫ < T appropriately, we see Γ is a contraction mapping. Hence there
is a unique vǫ ∈ XTǫ,M0 such that v
ǫ solves (9) with initial data v0. 
The following lemma is useful in verifying the conditions for our linear estimates
which help us get a uniform time of existence.
Lemma 4.3. Let v ∈ XT,M0 with v(0) = u0, and suppose that v satisfies (9) then
for s > N +n/2+4 the coefficients ajk(x, t, v, v¯,∇v,∇v¯) satisfies (L1), (L2), (L3),
and (L5). Where the constant C that appears in these conditions depends on M0
and C1 depends on u0.
Proof. Take s > N+n/2+4, then v together with all of it’s derivatives to orderN+1
are in L∞. This, together with (NL1), allows us to verify (L1). The assumptions
(L2) and (L5) follow immediately from (NL2), (NL3), (NL4). and (NL7).
It remains to verify (L3) and (L4). Clearly, |I − ajk((x, t, v, v¯,∇v,∇v¯))| ≤
C/〈x〉2 follows from (NL5) and our L∞ bounds just as in the cases above.
Let ∗ denote (x, t, v, v¯,∇v,∇v¯), and consider
∂xiajk(∗) =
∂a
∂xi
(∗) +
∂ajk
∂v
(∗)
∂v
∂xi
+ · · ·+
∂ajk
∂∂xnv
(∗)
∂2v¯
∂xi∂xn
.
The first and second order derivatives of v are in L∞ because s > n/2 + 2. Hence
by using (NL5) we can bound each term by C/〈x〉2.
The estimate for ∂tajk(x, t, v, v¯,∇v,∇v¯) is similar. The primary difference is
that we have to estimate terms of the form ∂tv and ∂t(∂xiv) in L
∞. To handle ∂tv
it is enough to notice that ∂tv is equal to the right hand side of (9). Each term
of L(v)v is in L∞ by (NL1) and our L∞ bound on v and it’s derivatives. Since
f(x, t) ∈ L∞t H
s
x it is in L
∞
t,x. To handle the final term ∂t∂xiv we apply ∂xi to our
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equation and get
∂t∂xiv = −ǫ∆
2∂xiv + iajk(∗)∂xjxk(∂xiv) + i
∂ajk
∂xi
(∗)∂xjxkv + i
∂ajk
∂v
(∗)∂xiv
+ i
∂ajk
∂v¯
(∗)∂xi v¯ + i
m∑
l=1
(
∂ajk
∂∂lv
(∗)∂xjxkv
)
∂xlxiv + i
m∑
l=1
(
∂ajk
∂∂lv¯
(∗)∂xjxkv
)
∂xlxi v¯
+~b1(∗) · ∇∂xiv + · · ·+ ∂xif(x, t).
We find that each of these terms may again be handled by our L∞ bounds for v
and its derivatives and (NL1). Again ∂xif ∈ L
∞
t H
s−1
x so we may bound ‖∂xif‖∞ .
Lastly, to bound ∂t∂xiajk(x, t, v, v¯,∇v∇v¯) we proceed in the same way. We
additionally have to estimate terms of the form ∂t∂xi∂xjv in L
∞, but we simply
apply ∂xj∂xi to our equation, and again we only encounter terms involving the
derivatives of our coefficients evaluated at v multiplied by derivatives of v of order
less than 4, so for s > n/2 + 4 we may estimate these terms as before. 
To see that our first order terms will satisfy the conditions of our linear theory
we first need two lemma’s.
Lemma 4.4. Suppose b(x, t, z1, . . . , z2n+2) ∈ C
N˜
b (R× R×B
2n+2
M (0)) satisfies
b(x, t, 0, 0,~0,~0) = 0 and ∂zib(x, t, 0, 0,~0,~0) = 0. For any M ∈ N, if s > n/2+M+1
and N˜ > s+ 2 then b(x, t, u, u¯,∇u,∇u¯) ∈ W 1,M for u ∈ L∞t H
s
x
Proof. First to see it is in L1, we set f(r) = b(x, t, ru, ru¯, r∇u, r∇u¯). Then we
calculate
f ′(r) =
∂b
∂z1
(x, t, ru, ru¯, r∇u, r∇u¯)u+
∂b
∂z2
(x, t, ru, ru¯, r∇u, r∇u¯)u¯+
n∑
i=1
∂b
∂zi+2
(x, t, ru, ru¯, r∇u, r∇u¯)
∂u
∂xi
+
n∑
i=1
∂b
∂zi+n+2
(x, t, ru, ru¯, r∇u, r∇u¯)
∂u¯
∂xi
Clearly f(0) = f ′(0) = 0, and f(1) = b1(x, t, u, u¯,∇u,∇u¯). Now,
‖b‖1 = ‖f(1)‖1 =
∥∥∥∥
∫ 1
0
(1− r)f ′′(r) dr
∥∥∥∥
1
≤
∫ 1
0
(1− r) ‖f ′′(r)‖1 dr.
With in f ′′(r) are terms of the form (∂2b)u2, (∂2b)uu¯, (∂2b)u∂u, (∂2b)u¯∂u,
(∂2b)u∂u¯, etc. The key observation is that they all involve exactly of degree two
when looked at as polynomials in the derivatives of u. So we may apply Cauchy-
Schwartz and integrate in s. For example
∫ ∣∣∣∣ ∂2b∂z1∂z3 (x, t, u, u¯,∇u,∇u¯)u
∂u
∂x1
∣∣∣∣ dx ≤
∥∥∥∥ ∂2b∂z1∂z3
∥∥∥∥
∞
∫ ∣∣∣∣u ∂u∂x1
∣∣∣∣ dx
≤
∥∥∥∥ ∂2b∂z1∂z3
∥∥∥∥
∞
‖u‖2
∥∥∥∥ ∂u∂x1
∥∥∥∥
2
≤ Cb,u ‖u‖
2
Hs .
Estimates of ∂αx b work similarly. In fact,
∂xib =
∂b
∂xi
(·)+
∂b
∂z1
(·)
∂u
∂xi
+
∂b
∂z2
(·)
∂u¯
∂xi
+
n∑
j=1
∂b
∂zj+2
(·)
∂2u
∂xi∂xj
+
n∑
j=1
∂b
∂zj+n+2
(·)
∂2u
∂xi∂xj
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Each term has the property that if it is evaluated at u = 0 it is 0, as well a
derivative in the z1-z2n+2. Hence we may apply the argument above to bound the
L1 norm of each of these. 
The above lemma together with the following observation of Kenig et. al. [13]
allow us to see that b1(x, t, u, u¯,∇u,∇u¯) satisfies our linear assumptions.
Lemma 4.5. For M > N + n if b(x, t) ∈ W 1,M uniformly in t, then one can find
ϕµ(x, t) so that suppϕµ(·, t) ⊂ Q
∗
µ,
‖ϕµ(·, t)‖CNb
≤ 1, and
b(x, t) =
∑
µ∈Zn
αµ(t)ϕµ(x, t) with
∑
µ∈Zn
|αµ| ≤ c ‖b‖W 1,m .
Proof. By the Sobolev Imbedding theorem if M > N + n then ‖b(·, t)‖CN (Q∗µ) ≤
C ‖b‖W 1,M (Q∗µ) with C independent of µ. Let ηµ be a C
∞ partition of unity subor-
dinate to Q∗µ with ‖ηµ‖CN independent of µ. Then b(x, t) =
∑
µ∈Zn ηµb(x, t) and
‖ηµb‖CN ≤ C ‖b‖W 1,M (Q∗µ). Since Q
∗
µ have bounded overlap
∑
µ∈Zn ‖b‖W 1,M (Q∗µ) ≤
C ‖b‖W 1,M . Hence we just have to set
ϕµ(x, t) =
b(x, t)ηµ(x)
‖ηµb(·, t)‖CN
and αµ(t) = ‖ηµb(·, t)‖CN .

Let J = (1 + ∆)
1
2 . In order to get the necessary estimates on ‖u(t)‖Hs we
inductively estimate J2mu. Again let ∗ denote (x, t, uǫ, u¯ǫ,∇uǫ,∇u¯ǫ). As in [12]
we consider the following systems, for m = 1, 2, . . . s/2,
∂tJ
2muǫ =− ǫ∆2J2muǫ + L(uǫ)J2muǫ + 2mi∂xl (ajk(∗)) ∂
3
jklJ
2(m−1)uǫ
+i∂2jku
ǫ∂∂luajk(∗)∂lJ
2muǫ + i∂2jku
ǫ∂∂lu¯ajk(∗)∂lJ
2mu¯ǫ
+∂ju
ǫ
(
∂∂lub1,j(∗)∂lJ
2muǫ + ∂∂lu¯b1,j(∗)∂lJ
2mu¯ǫ
)
+∂j u¯
ǫ
(
∂∂lub2,j(∗)∂lJ
2muǫ + ∂∂lu¯b2,j(∗)∂lJ
2mu¯ǫ
)
+c1,2m(x, t,
(
∂βuǫ
)
|β|≤4
,
(
∂βu¯ǫ
)
|β|≤4
)R2m,1J
2muǫ
+c2,2m(x, t,
(
∂βuǫ
)
|β|≤4
,
(
∂βu¯ǫ
)
|β|≤4
)R2m,2J
2mu¯ǫ
+f(x, t,
(
∂βuǫ
)
|β|≤2m−2
,
(
∂βuǫ
)
|β|≤2m−2
) + J2mf(x, t)
Or more briefly,
∂tJ
2muǫ = −ǫ∆2J2muǫ + L2m(u
ǫ)J2muǫ
+ f2m(x, t,
(
∂βuǫ
)
|β|≤2m−2
,
(
∂βuǫ
)
|β|≤2m−2
)
Where
L2m(u)v = iajk(x, t, u, u¯,∇u,∇u¯)∂
2
jkv + b1,1j(x, t, (∂
αu)|α|≤2 , (∂
αu¯)|α|≤1)∂xjv+
+ b˜lk,1j (x, t, u, u¯,∇u,∇u¯)Rlk∂xjv +
~b2m,2(x, t, (∂
αu)|α|≤2 , (∂
αu¯)|α|≤1) · ∇v¯
+ c1,2m(x, t,
(
∂βu
)
|β|≤4
,
(
∂βu¯
)
|β|≤4
)R2m,1v
+ c2,2m(x, t,
(
∂βu
)
|β|≤4
,
(
∂βu¯
)
|β|≤4
)R2m,2v¯,
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with
b1,1j(x, t, u, u¯,∇u,∇u¯) = b1j (x, t, u, u¯,∇u,∇u¯) + i∂
2
lku∂∂jualk(x, t, u, u¯,∇u,∇u¯)
+ ∂lu∂∂jub1l(x, t, u, u¯,∇u,∇u¯) + ∂lu¯∂∂jub2l(x, t, u, u¯,∇u,∇u¯),
b˜lk,1j = 2mi∂xj(alk(x, t, u, u¯,∇u,∇u¯)),
Rlk = ∂
2
lkJ
−2, and
b2m,2j(x, t, u, u¯,∇u,∇u¯) = b2,j(x, t, u, u¯,∇u,∇u¯)+i∂
2
lku∂∂j u¯alk(x, t, u, u¯,∇u,∇u¯)
+ ∂lu∂∂j u¯b1l(x, t, u, u¯,∇u,∇u¯) + ∂lu¯∂∂j u¯b2l(x, t, u, u¯,∇u,∇u¯).
The same observations from [12] apply. The principal part of L2m(u
ǫ) is in-
dependent of m. The coefficients b1,1j , b2m,2j , and b˜lk depend on the coefficients
ajk, ~bl and their first derivatives, u and the derivatives of u, but only on m as a
multiplicative constant. Notice that here both ajk and b2 generate first order terms
but the ΨDO’s Rlk are independent of m.
We need to verify that these coefficients satisfy the conditions for our linear
theory when we evaluate them at any solution v ∈ XT,M0 with v(0) = u0. Since
the leading order coefficients have not changed, Lemma 4.3 still assures us that
our linear assumptions are verified. Because s > N + n/2 + 4 our Hs bounds
on v together with (NL1) give us that the other coefficients verify (L1). Now we
just need to verify (L4). Notice that in our linear theory we had the equation in
divergence form and hence we have to add an additional first order term to be able
to apply the theory.
Lemma 4.6. The first order coefficients ~b1,1j(x, t, v, v¯,∇v,∇v¯),
b˜lk,1j (x, t, v, v¯,∇v,∇v¯)Rlk and ∂xl (ajk(x, t, v, v¯,∇v,∇v¯)), satisfy (L4).
Proof. Let M be as in Lemma 4.5. Then by (NL6) we may apply directly ap-
ply Lemma 4.4 to get that b1j ∈ W
1,M . Similarly we may apply Lemma 4.4 to
∂tb1j . And hence b1,j has the necessary decomposition for (L4). For the terms
involving ∂∂jubkl (k = 1, 2) notice that if bk(x, t, 0, 0,~0,~0) = ∂zib(x, t, 0, 0,~0,~0) = 0
then (zi∂zlbk(x, t, ~z)) |z=0 = ∂zm (zi∂zlbk(x, t, ~z)) |z=0 = 0. So we may again apply
Lemma 4.4 and in the same way as for b1,j get the desired decomposition for these
terms.
The bounds for ∂xl (ajk(x, t, v, v¯,∇v,∇v¯)) and ∂t∂xl (ajk(x, t, v, v¯,∇v,∇v¯)) fol-
low from (NL6) together with the L∞ bounds for ∂xlu, ∂xl u¯, ∂
2
xlxi
u and ∂2xlxi u¯.
Similarly with blk,1j (x, t, v, v¯,∇v,∇v¯)Rlk and i∂
2
lkv∂∂jualk(x, t, v, v¯,∇v,∇v¯). 
For J2muǫ, observe that if we evaluate our coefficients at any v ∈ XM0,T with
v(0) = u0 we arrive at a linear equation whose solution satisfies Theorem 3.1 with
Am depending on u0 and the behavior of the coefficients for the system of J
2muǫ at
t = 0. Let A = maxAm and take M0 = 20Aλ. Notice at each stage the terms that
come from f2m depend only on terms of order strictly less then 2(m − 1), which
have been estimated in a previous step in L∞T L
2
x and so appear with a factor of T
in front when we apply our a priori estimate.
Thus there is a T ′ independent of ǫ so that for a fixed increasing function R, so
that
sup
[0,T ′]
‖uǫ(·, t)‖s ≤ A (λ+ T
′R(M0))
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We may choose T ′ small enough so that A (λ+ T ′R(M0)) ≤ M0/4 = 5Aλ. Then,
by our remark after Theorem 4.1, we can reapply our contraction mapping theorem
with initial data u(Tǫ). We obtain a solution until time 2Tǫ, if we apply our linear
theory again (on the whole interval [0, 2Tǫ] we see that ‖u(2Tǫ)‖s ≤ M0/4. Then
we may continue k times as long as kTǫ < T
′.
We thereby extend uǫ to a solution on [0, T0] with u
ǫ ∈ XT0,M0 for any ǫ. Finally
we come to the last result.
Theorem 4.7. There exists u ∈ C([0, T ∗];Hs−1(Rn)) ∩ L∞([0, T ∗];Hs(Rn)) such
that uǫ → u as ǫ→ 0 in C([0, T ∗];Hs−1)
Proof. Let ǫ, ǫ′ ∈ (0, 1) with ǫ′ < ǫ. Let v = uǫ − uǫ
′
. Then v satisfies
 ∂tv = −(ǫ− ǫ
′)∆2uǫ − ǫ′∆2v + L(uǫ
′
)v +
(
L(uǫ)− L(uǫ
′
)
)
uǫ
v(0, x) = 0
Now we rewrite (L(uǫ)− L(uǫ
′
))uǫ we proceed term by term
iajk(x, t, u
ǫ, u¯ǫ,∇uǫ,∇u¯ǫ)− iajk(x, t, u
ǫ′ , u¯ǫ
′
,∇uǫ
′
,∇u¯ǫ
′
)
=
iajk(x, t, u
ǫ, u¯ǫ,∇uǫ,∇u¯ǫ)− iajk(x, t, u
ǫ′ , u¯ǫ,∇uǫ,∇u¯ǫ)
uǫ − uǫ′
∂2jku
ǫv
+
iajk(x, t, u
ǫ′ , u¯ǫ,∇uǫ,∇u¯ǫ)− iajk(x, t, u
ǫ′ , u¯ǫ
′
,∇uǫ,∇u¯ǫ)
u¯ǫ − u¯ǫ′
∂2jku
ǫv¯
+
iajk(x, t, u
ǫ′ , u¯ǫ
′
,∇uǫ,∇u¯ǫ)− iajk(x, t, u
ǫ′ , u¯ǫ
′
,∇uǫ
′
,∇u¯ǫ)
∂luǫ − ∂luǫ
′ ∂
2
jku
ǫ∂lv
+
iajk(x, t, u
ǫ′ , u¯ǫ
′
,∇uǫ
′
,∇u¯ǫ)− iajk(x, t, u
ǫ′ , u¯ǫ
′
,∇uǫ
′
,∇u¯ǫ
′
)
∂lu¯ǫ − ∂lu¯ǫ
′ ∂
2
jku
ǫ∂lv¯
So we get zeroth and first order terms in v. The first order terms have coefficients
∂zkajk(x, t, u
ǫ′ , u¯ǫ
′
, ·,∇u¯ǫ) and ∂zkajk(x, t, u
ǫ′ , u¯ǫ
′
,∇u¯ǫ
′
, ·). By (NL6) we assumed
the necessary decomposition of ∂zlajk and ∂t∂zlajk so that these terms satisfy (L4).
We apply the same idea to the bl, l = 1, 2 and also get zeroth and first order terms
in v. To see that our first order terms still satisfy the required estimate we remark
that the conclusion of Lemma 4.4 still holds for ∂zkb1,j(x, t, u
ǫ′ , u¯ǫ
′
, ·,∇u¯ǫ)∂ju
ǫ.
Indeed when we estimate the L1 norm will still have the product of two elements
of Hs whose norm is controlled by M0. Similarly with the first order terms.
Thus we arrive at a system whose coefficients satisfy the conditions for our linear
estimates.
Applying our linear estimates we conclude that
sup
[0,T∗]
‖v‖2 ≤ C(ǫ − ǫ
′)
∫ T∗
0
∥∥∆2uǫ∥∥
2
dt ≤ C(ǫ− ǫ′)T0M0.
Hence as ǫ − ǫ′ → 0 we have uǫ − uǫ
′
→ 0 in C([0, T ∗];L2). So there is a
u ∈ C([0, T ∗];L2) such that uǫ → u. Since uǫ ∈ L∞([0, T ∗];Hs) and L∞([0, T ∗];Hs)
is the dual of L1([0, T ∗];H−s) we know there is a subsequence that has a limit in
L∞([0, T ∗];Hs). But by our first estimate this could only be u.
To see that u ∈ C([0, T ∗];Hs−1) we simply notice that
‖u(t)− u(t′)‖Hs−1 ≤ ‖u(t)− u(t
′)‖
1/s
2 ‖u(t)− u(t
′)‖
(s−1)/s
Hs .
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The first term in the right hand side tends to 0 and the second is bounded. Hence
u ∈ C([0, T ∗];Hs−1).
To see that u is unique we reapply the last argument with ǫ = ǫ′ = 0. We will
end up with
sup
[0,T∗]
‖v‖2 = 0.
and therefore u is unique. 
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