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The evolution of ElectroMagnetic (EM) models and modern EM solvers permit
resolving a variety of real-life EM propagation and radiation problems, in which
antenna design and optimization account a large proportion. However, understand-
ing of EM propagation processes on antenna structures and design achievements can
be limited when only total antenna responses are considered and there is lacking of
near-field analysis. This chapter provides a better insight into the EM propagation
processes on traveling-wave antennas. A near-field propagation analysis method is
proposed based on simulated near-field data with corresponding meshed structure
data. This overcomes the insufficiencies and obstacles for observation of the conven-
tional analysis methods. The EM-solver-run optimization and accurate sampling for
field and structure data are the first important steps for the analysis. For general
propagation problems such as paths recognition and characterization of the propaga-
tion, the EM signal models, impulse response analysis and super-resolution algo-
rithms for Time of Arrival (ToA) estimation are studied and proposed. A particular
space/time/frequency analysis is implemented for traveling-wave Vivaldi antennas,
in which the phenomenon of EM energy transfer out of the conducting elements into
the free space and higher-order scattering processes are revealed. The refined adjust-
ment and optimization for the antennas are also proposed.
Keywords: near-field propagation, radiating propagating process, traveling-wave
antennas, impulse response analysis, MUSIC algorithm, electromagnetic
simulation, electromagnetic modeling
1. Introduction
The concepts of traveling wave and standing wave can be used to categorize
antenna types with corresponding dominant propagation mode for radiating.
Traveling-wave antennas [1] often have long electrical length in the main propaga-
tion path, and the EM energy radiating proportion prevails over the reflected
proportion in the propagation along the main path. In contrast, in standing-wave
antennas, the EM energy reflects many times in the main propagation path. This
causes the standing-wave or resonance phenomena and increases the EM field
intensities with appropriate periodic excitation source, and this facilitates to
increase the radiating proportion for a certain bandwidth (BW). The standing-wave
antennas often have high Q-factor and with narrow BW, while these characteristics
are opposite for the traveling-wave antennas. However, this categorization for the
antennas is relative because the propagation mode for radiating depends on the
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actual structure and is only dominant over a certain band of frequencies. Traveling-
wave antennas have been the research subject of many reports, and Vivaldi anten-
nas [2] are the typical branch of traveling-wave antennas.
To model EM fields, characterize structural/operational features and optimize the
performances for traveling-wave antennas, various approaches have been
implemented. Transverse EM (TEM)-mode transmission line models have been used
to describe the propagating and radiating mechanism of these antennas. For example,
stepped-width transmission line slots connected end to end were used for the Vivaldi
antenna, and the effect of the stepped discontinuities was solved by a power conti-
nuity criterion in [3], and in [4], a design process with least-square optimization was
implemented for the calculation of input impedance and power division at the junc-
tions of a stepped line by a transmission matrix chain. However, simplicity of the
models constrained the accuracy and practical application of such methods.
Model accuracy improvements based on approximation to the conical slot lines
[5, 6] yield electric field distributions and radiating fields with Green’s functions.
Diffraction at the end of the radiating slot and lateral edges was incorporated by a
weight pattern for each edge. These improvements achieved the better predictions
than the TEM-mode transmission line models.
While, in general, the EM propagation knowledge in a specific antenna structure
is required for modeling, numerical three-dimensional EM solvers segment and
discrete a structural space into a meshed volume of cells adapted to the material and
geometric properties of the structure. Space, time and/or frequency distributions of
EM energy in the volume are established, a priori, by solving Maxwell’s equations
numerically or approximately on a cell-by-cell basis for overall volume while taking
account the boundary and excitation conditions. These EM distributions are the
basic for derived total or global antenna characteristics, for example scattering
parameters, far-field response.
Parallel improvements in EM wave theory, material characterization, numerical
techniques, fast algorithms, and high-performance computing have realized faster,
more accurate EM solvers for highly complex and real-life problems [7]. The
improvements have even supported the design of complicated antipodal Vivaldi
antennas from fractal fern leaf-shaped geometries [8]. By using EM solvers with
feasible processes for design optimization, a variety of traveling-wave antennas with
diverse EM responses have been proposed. Optimization of the conventional geome-
try and modifications/additions are the commonmethods to attain improved antenna
performances such as in [9–12]. To explain the complex EM characteristics of the
antenna geometries and the effects from the added elements in [10–12], direct obser-
vations of EM near-field vectors and of metal surface currents were implemented.
In a new near-field propagation research, an analysis method for the propaga-
tion of distributed near fields from a full-wave EM solver for the typical traveling-
wave antenna has been proposed [13]. With an adequately accurate data set of near
field in the time and/or frequency domains for the antenna structure corresponding
to a excitation condition, the EM fields in key regions can be evaluated and quanti-
fied to expose the relationships between the geometric properties and space, time
and/or frequency EM energy distributions. The correlation characteristics reveal
causal relationships of the geometric properties to the EM field propagation process.
Because the EM fields on the specific regions of the structure were observed and
analysed based on time-domain impulse response analysis, the results were not be
affected by superpositions of excited periodic cycles such as the conventional
frequency-analysis method, it revealed the propagation processes of EM energy
clusters and geometry-property influence details on the structure. Moreover,
observations of EM responses at a consecutive point set along the dominant EM
energy flows were implemented to analyse propagation progresses and the
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scattering components between the sections in the structure. This avoided locality
in observation and permitted to overcome analysis bandwidth limits. Super-
resolution algorithms such as MUltiple SIgnal Classification (MUSIC) were also
useful [14] to tackle these limits.
The rendered details in the space, time and/or frequency of the results are a
powerful feature of the analysis method for the antenna design. The quantitative
and qualitative analyses can be implemented to characterize for a subpart of the
time and/or frequency EM energy response at each position in space and propaga-
tion mechanism dependency on a particular part of the structure. Design and
optimization methods, built on such analysis, respond for refined adjustment of the
structures. This approach reveals a new, deeper perspective in the hierarchy of
antenna and related system design.
2. Near-field propagation analysis methods
2.1 Data sampling from time-domain EM solver
In this method, CST Microwave Studio (MWS) is used as the EM solver in the
time domain. Structural, mesh and near-field vector data are extracted for the near-
field propagation analysis process. This section presents the features of these data as
well as sampling problems and their solutions.
2.1.1 Structure data sampling
The hexahedral meshing algorithm is used within time-domain MWS solver to
generate mesh cells adapted to material and geometric properties to represent the
input structure and background space. MWS solves and establishes the near-field
distributions on this meshed representation rather than the input structure. Struc-
tures such as Vivaldi antennas contain diagonal components in the Vivaldi-curved
edges that are not parallel with any of the coordinate axes. This causes a stepped or
staircase mesh structure to represent these structural components.
The algorithm in the structural data sampling step extracts the meshing lines and
the material matrix data of the whole simulation space from the MWS solver, and it
reconstructs the meshed structure of the main elements of the structure for the next
sampling and analysis steps. Specifically, based on the material matrix data, the
metal cells of the meshed metal patches of the Vivaldi antenna are identified. These
cells are merged together into a reconstructed structure of the meshed metal patch.
Figure 1 shows the top surface of a small piece of the reconstructed metal patch
with the staircase meshed structure for the Vivaldi edge. The reconstructed struc-
ture becomes basic for the field data sampling step.
2.1.2 Near-field vector data sampling
The complexity and size of an EM simulation are governed by the detail and size
of the structure and surrounding space, and the frequency band of interest. These
simulating features affect the number of mesh cells and the time step of the EM
solving. To achieve high spatial resolution for the analysis, the excitation signal BW
must be adequate, and it can be larger than the operational BW of the antenna.
To guarantee convergence condition, the time step can be much smaller than the time
step corresponding to the excitation signal Nyquist BW. Therefore, it does not need
to sample all the computed near-field data in the simulating time. The duration of the
EM solving depends on the volume of the simulation space, degree of EM energy
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stored in the structure, the length of the excitation signal and accuracy requirement
of the analysis, especially for low-frequency or long-delay-time components.
An example of EM solving and sampling parameters for a Vivaldi antenna
structure is presented in Table 1. EM field vector data are sampled in the simulating
space and time. Each vector is represented by three scalar components. With single-
precision floating point format, each scalar component uses 32 bits in size. The total
size of the sampled EM near-field data can reach hundreds of gigabytes.
The Vivaldi edges are the main parts of this traveling-wave antenna structure,
and a significant proportion of EM energy concentrates along these edges. Space,
time and frequency distributions of the EM fields along these edges contain the
most important information about the EM energy propagation; therefore, accurate
sampling of field data in these regions is essential.
The sampling is based on fitting a nine-order polynomial smooth curve on the
stepped structure of the reconstructed structure from the meshed structure, as
shown Figure 1. As expected, this curve represents the Vivaldi curve of the input
structure, at which there is a transition in material property from conductor to
dielectric/vacuum. Therefore, there is also a corresponding transition in the field
vectors at the edge. To preserve this attribute in the sampled data, the EM field
vectors at the edge points of the reconstructed structure are mapped to the nearest
points on the smooth curve, and these represent the field vectors on the Vivaldi
edge of the input structure. The tangential and normal vector components of the
EM field vectors can also be divided from the sampled vectors as shown in Figure 1.
A three-dimensional interpolation from the field vector data at mesh cell vertices
Figure 1.
Reconstructed structure and mapping of the Vivaldi edge points to the smooth polynomial curve.
Parameters Values
Simulation space volume 84 40 10:267 mm3
Simulation BW 0 80 GHz
Number of mesh cells 11, 269, 952
Time duration 1:25 ns
Sampling time step 1 ps
Total size of EM near-field data 320 GB
Table 1.
EM solving and sampling parameters of a simulation example.
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around the mapped point is also a method for the sampling. However, because of
the dependence of interpolated result on distance to the mapped point and the
difference between field vectors inside the conducting patch and field vectors at the
edge of the patch (especially in the vector direction), there can be a significant error
in the interpolation result if a mapped point closes to a mesh cell vertex inside the
conducting patch.
The field vector data for the lateral and end edges of the conducting patches are
sampled by extracting the vector data directly on mesh cell vertices corresponding
to these edges. The field vector data at positions in dielectric/vacuum volumes are
sampled by interpolated data from the nearest mesh cell vertices.
2.2 Time- and frequency-domain-based analysis methods
2.2.1 Impulse response analysis
With the time-domain-based method (TDbM), the analysis is started by an EM
simulation with an impulse excitation signal (e.g., Gaussian signal) covering a certain
analysis BW. The observed signals are directly extracted from the EM-simulating
data. The EM responses on the structure can be analyzed directly in the time domain
or can be transformed to the frequency domain by the discrete Fourier transform
(DFT). An ineffectiveness of the analysis method is that the EM solver must be
rerun whenever there is a change in the analysis BW, and the frequency-domain-
based method (FDbM) is a solution proposed to improve the analysis performance.
By the FDbM, the EM solver was only run once with an excitation signal cover-
ing a wide enough BW of all analysis sub-bandwidth segments. Then, transforma-
tions to the frequency domain for the excitation signal and the observed signals are
implemented based on DFT. To compensate the unequal in magnitude and phase of
the frequency components of the excitation signal, an equalization is implemented
for the frequency components of the observed signals.
Then, the compensated observed signals are transformed into the time domain
by inverse DFT. Thus, when the excitation signal is processed and transformed to
the time domain, all of its frequency components are equal in magnitude and phase;
it is a full Nyquist BW impulse signal. The compensated observed signals in time
domain are the responses of this impulse. However, in practical, the compensation
can gain noise levels excessively for low-energy-level frequency components for an
observed signal with a certain signal-to-noise ratio (SNR), especially at the upper
end of the simulating band. Therefore, the responses with full Nyquist BW cannot
be achieved in practice. Rectangular, Gaussian and Kaiser windows are used to limit
the analysis sub-bandwidth segments in this work.
A frequency-modulated continuous wave (FMCW) is chosen for the excitation
signal. This linear chirp sweeps from 0 to 180 GHz in 0.5 ns and covering a BW of 0–
210 GHz. Figure 2 shows this excitation signal and the impulse signals corresponding
to the different windows in the time and frequency domains. The impulses and
responses in Figure 3 are the result of process using a Gaussian window in a low-pass
analysis band of 0–64 GHz and a band-pass analysis band of 20–90 GHz (20 dB BW
is standard) in the time and frequency domains. The response signals are curve
normal vector component of the E-field at points along a Vivaldi edge located a
distance l from the excitation source as shown by the smooth curve in Figure 1.
The differences between the TDbM and the FDbM results are also examined.
For TDbM, the EM simulation uses a Gaussian impulse excitation signal with a BW
of 0–64 GHz in time domain. For FDbM, the EM simulation uses an FMCW
excitation signal with a BW of 0–210 GHz in time domain, and a Gaussian window
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with a low-pass BW of 0–64 GHz is used in the analysis frequency limitation.
The impulse signal pair, the response pairs, and their errors are shown in Figure 4.
These comparisons demonstrate a good agreement between the TDbM and FDbM.
2.2.2 MUSIC algorithm for ToA estimation
As a well-known super-resolution algorithm, MUSIC is often used for signal
analysis [15, 16], especially in cases of the overlap of many signals and/or limitation
in analysis BW. The MUSIC algorithm is applied in this work for ToA or time delay
estimation of dominant components/clusters in the observed signals.
The signal applied at the antenna excitation port is x tð Þ. Because of multiple
overlapping EM energy flows propagating along different paths in the structure, the
observed signal at an arbitrary position in the simulating space is considered as a
Figure 2.
The FMCW excitation signal and FDbM impulse signals with different windows in the (a) time and
(b) frequency domains.
Figure 3.




superposition of different versions from the excitation source. This can be presented
by a convolution of x tð Þ and the impulse response of the propagation channel h tð Þ:
s tð Þ ¼ x tð Þ ∗ h tð Þ: (1)
In general, h tð Þ can be continuous, but in the case of limited excitation signal BW
and limits in space/time resolution of the EM simulation, it can be approximated by





anδ t τnð Þ, (2)
where δ is a Dirac function, and an and τn are the amplitude and delay time,
respectively, of the n-th component.






j2πf τn : (3)
Considering noise (as white noise from EM solver errors) and with a sufficient
SNR of the signals in the analysis band, an estimation of H fð Þ can be implemented as
Ĥ fð Þ ¼
Ŝ fð Þ
X fð Þ
¼ H fð Þ þw0 fð Þ, (4)
where X fð Þ is the Fourier transform of x tð Þ, Ŝ fð Þ is the Fourier transform of s tð Þ
with the noise and w0 fð Þ is considered as the corresponding white noise in the
frequency domain.
Thus,





j2πf τn þ w fð Þ, (5)
where w fð Þ is the total noise including the error of approximation in Eq. (3).
In Eq. (5), Ĥ fð Þ can be considered as a harmonic model [15, 17], and τn are
parameters needed to be estimated.
Figure 4.
The impulse and responses pairs with (a) TDbM and FDbM and (b) the corresponding errors.
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The MUSIC algorithm is applied to solve this problem in this work. Ĥ fð Þ is
sampled with Ns samples and a frequency step of ∆ f in the frequency domain:





j2π k∆ fð Þτn þw k½ , k ¼ 0, 1, … ,Ns  1
w k½  ¼ w k∆ fð Þ: (6)
The matrix form of Ĥ k½  is
Ĥ ¼ Vaþw, (7)
where
Ĥ ¼ Ĥ 0½ Ĥ 1½ … Ĥ Ns  1½ 
 T
V ¼ v τ0ð Þv τ1ð Þ…v τN1ð Þ½ 
v τnð Þ ¼ 1 e
j2π 1ð Þ∆ fð Þτn … ej2π Ns1ð Þ∆ fð Þτn
h iT
a ¼ a0a1 … aN1½ 
T
w ¼ w 0½ w 1½ …w Ns  1½ ½ 
T, (8)
T is a transpose of a vector.
The analysis band limitation is implemented by a rectangular window:





j2π k∆ fð Þτn þw k½ 
 !
, k ¼ 0, 1, … ,Ns  1
u k½  ¼




where FcL and FcH are the lower and upper frequency bounds of the analysis
band, respectively.
A Toeplitz data matrix Z is established from Ĥ array with a dimension factorD
chosen asD≥N0, whereN0 ≤N is the size of the signal subspace chosen in the analysis:
Z ¼
Ĥ D½  … Ĥ 0½ 
⋮ ⋱ ⋮
Ĥ Ns  1D½  … Ĥ D½ 
⋮ ⋱ ⋮
Ĥ Ns  1½  … Ĥ Ns  1D½ 
Ĥ
∗






D½  … Ĥ
∗




Ns  1D½  … Ĥ
∗

























































where H is a Hermitian matrix transpose.
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A covariance matrix R is calculated based on this Z matrix:
R ¼ ZZH: (11)
With the R covariance matrix, eigen decomposition is implemented and the








where λi and ψi are eigenvalues and eigenvectors, respectively. The ToA param-
eters can be estimated based on the peak positions of the MUSIC spectrum:








where ϕ ¼ ψN0þ1ψN0þ2 …ψDþ1
 
spans the noise subspace, and e τð Þ ¼
1 e j2π 1ð Þτ=Ns … e j2π Dð Þτ=Ns
 T
is a steering vector [19].
This MUSIC algorithm is applied to directly analyze the observed signals (curve
normal components of the E-field vectors at the points a distance l along an edge of
a slot line structure as presented in Figure 5(b)). The analysis is implemented in the
cases of N0 ¼ 1 and N0 ¼ 500.
• Analysis of expected single component N0 ¼ 1
Figure 5.
The structural models with excitation ports of (a) a Vivaldi antenna and (b) a slot line.
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In the case of N0 ¼ 1, only one component in the signal subspace is expected.
This corresponds to the most dominant component or cluster of the observed signal,
and other components are considered as noise. The peak of the MUSIC spectrum is
expected to indicate the ToA or time delay of this component or cluster.
MUSIC parameters are set as N0 ¼ 1;D ¼ 35;Ns ¼ 1, 250; and dt ¼ 1 ps in
this analysis. The analysis is implemented in different bands of FcL and FcH.
The response signals with the same bands limited by the Gaussian windows are
calculated based on FDbM as the reference signals. Figures 6 and 7 show the results
of estimated ToAs and propagation velocities based on the response signals and the
MUSIC spectra.
Figure 6 shows that the FDbM response signal shape changes with increasing l.
The signal part to the left of the peak is getting wider than the part to the right of the
peak, which tends to increase in negative potential. This denotes a left-shifting
tendency in the FDbM response peaks versus distance l. Thus, the estimated ToAs
based on the FDbM response peaks tend to shrink with distance l, while the peak
positions of the MUSIC spectra increase regularly with l. In Figure 7, the feature can
Figure 6.
The MUSIC spectra and FDbM impulse response signals at the points along the slot line edge with analysis
bands of (a) 0–60, (b) 0–90, (c) 20–60, and (d) 20–90 GHz.
Figure 7.
The estimated propagation velocities based on the FDbM response signal peaks and the MUSIC spectra in
different analysis bands along the slot line edge.
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be seen more clearly with the estimated propagation velocities. The estimated
velocities based on the response peaks are faster than those based on MUSIC, and
the difference increases with an increase in l, with an exception in the low-
frequency band case (0–30 GHz), where the two methods show similar results.
Furthermore, the estimated results based on MUSIC show reasonably constant
velocities, independent of l, especially in wideband cases.
• Analysis of multi-components N0 ¼ 500
The analysis is observed at a point l ¼ 30 mm on the slot line edge with a
parameter set ofN0 ¼ 500;D ¼ 738;Ns ¼ 1, 250; and dt ¼ 1 ps and an analysis band
of 0–90 GHz. The dimension factor D equals 738 to ensure that a full slide over the
samples generates the Z matrix with a size of 738 1, 024, and matrix columns
contain all of the frequency components of the analysis band without redundancy.
This ensures to capture adequately signal frequency information. In Figure 8,
besides the MUSIC spectra, FDbM impulse response signals with a Gaussian
window and a rectangular window to limit frequency in the same analysis band of
0–90 GHz are also calculated and presented.
With the larger N0 in this analysis, the MUSIC spectrum shows synchronicity
with the FDbM impulse response signals (limited by rectangular window);
as seen in Figure 8, the spectrum is also eliminated at nulls of the response
signal. This shows that accuracy of the estimation of the dominant component
ToAs can be reduced at proximity of the zero crossings in the impulse response
signals. In the case of N0 ¼ 1, this effect cannot be observed. Another observable
feature in this analysis is that the variability in the MUSIC spectrum magnitude
is not following the trend of the component or cluster magnitude of the
corresponding response signal. Thus, the magnitude estimation for the separate
components or clusters needs additional information other than the MUSIC
spectrum.
3. Near-field propagation analysis for Vivaldi antenna design
3.1 Simulation structures and conditions
The near-field propagation analysis is implemented on the slot line and Vivaldi
structures, as shown in Figure 5. A Rogers RT5880 (εr ¼ 2:2 and tan δ ¼ 0:0009 at
10 GHz) dielectric substrate of width W, length Ls and thickness h h≤ z≤0ð Þ is
used for the two structures. The metallic objects of the structures are built on the
copper layer with a thickness of θ 0≤ z≤ θð Þ.
The open-ended slot line consists of two copper patches with length L separated
by a slot of width s. The symmetrical Vivaldi slot is built based on an exponential
function:
Figure 8.
The MUSIC spectra and FDbM response signals at a point l ¼ 30 mm along the slot line edge.
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y ¼ a epx  1ð Þ þ
s
2
, 0≤ x≤L, (14)










where ε is the end segment width of the Vivaldi patch. The limits of the x
variable and the y curve function are in the ranges of 0≤ x≤L and s2 ≤ y≤
W
2  ε.
Table 2 shows the parameters of these structures.
The EM simulations were implemented in time domain with an open boundary
condition. The distances from the structures to most of the boundaries are 5 mm,
except at the radiation aperture boundary xmax, where the distance is 15 mm. Thus,
the simulation volume is 85 40 10:265 mm3. Differential waveguide ports with
size of 4 4 mm2 x ¼ 0,2 mm≤ y≤ 2 mm,2 mm≤ z≤ 2 mmð Þ excite these two
structures, shown as red squares in Figure 5. An FMCW signal covering a band of
0–210 GHz and lasting 0.5 ns is the time-domain excitation signal. The observed
signals are sampled at rate of 1 THz, and the sampled period is 1.25 ns.
3.2 Propagation analysis on the conducting plane
The z ¼ θ plane contains the most valuable field data because it includes the top
conducting surface of the antenna structure. In this plane, the FDbM impulse
response analysis with Gaussian windows for frequency limiting is implemented for
all of the observed signals in different bands. The complex field data are
postprocessed and presented in different forms, and the field vector magnitude
quantities are normalized according to the maximum corresponding field vector
magnitude at the excitation port position x ¼ 0, s2 ≤ y≤
s
2, z ¼ θ
 
.
3.2.1 Space distribution of field intensity
The intensity distributions are examined based on the maximum (over time) of
the impulse responses of EM field vector magnitudes in the two analysis bands as
shown in Figure 9. Noticeably, the strongest EM field intensities distribute along
the slot line and Vivaldi slot, especially at the slot conduction edges. Figure 9(b)
and (c) shows that because of the discontinuity in the structure of the reconstructed
Parameters Slot line Vivaldi antenna
Ls mmð Þ 65 65
L mmð Þ 60 60
W mmð Þ 30 30
s mmð Þ 0:25 0:25
h mmð Þ 0:25 0:25
θ mmð Þ 0:017 0:017
ε mmð Þ — 0:25
p 0 0:2
Table 2.
Parameters of the slot line and Vivaldi antenna.
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meshed Vivaldi slot, as mentioned in the Section 2.1.1, at these discontinuous
locations, there are abrupt changes in the spatial distribution of field intensities.
This is an expression of scattering phenomena in the propagation along the tapered
structure of the Vivaldi slot.
These plots also reveal other features of the propagation, for example while the
E-field intensity increases at the endpoints x ¼ 60 mmð Þ of the slot line and Vivaldi
slot, the H-field intensity reduces at these endpoints. The dielectric material transi-
tion from RT5880 to vacuum at the substrate edge x ¼ 65 mmð Þ in the radiating
aperture region leads to a small abruption in the space distribution of the E-field
intensity at the substrate edge. At the excitation port location, because of the limit
in port width in the y direction, the H vectors change direction and their distribu-
tion is abrupt around the port edges x ¼ 0, y ¼ 2 mmð Þ . This leads to EM energy
of the excitation source being dispersed into multiple directions other than þx, as
per the port mode definition, and the port edges act like scattering sources.
3.2.2 Space distribution of first-ToA clusters and MUSIC spectra
At each point in space, the impulse response analysis result is a time distribution
of clusters, and this distribution reveals propagation path information such as the
number of paths, time delay, and attenuation characteristic. If the time distribution
of a certain cluster can be identified for each point in space, then the space distri-
bution information of this cluster is determined. This information reveals the
effects of the structure’s spatial characteristics on the cluster’s propagation.
In propagation characterization, the most important cluster is the earliest- or first-
ToA cluster. This cluster is formed by the propagating EM energy flows from the source
over the shortest path with the fastest velocity. In this analysis, the ToA of the first
cluster of the EM field vector magnitudes is estimated for each point in the conducting
plane based on a local peak-finding algorithm. Direction and magnitude information of
the field vectors corresponding to the first clusters is derived as illustrated in Figures 10
and 11. These results reveal how the first clusters of EM fields depend on material and
spatial characteristics of the structure. Figure 12 presents the space distribution of first-
cluster ToAs or propagation times from the source. ToA contour lines play the role of
two-dimensional wavefront and present visually the effects of the material and spatial
characteristics of the structure on the clusters’ propagations.
However, due to spreading of the analysis impulse in time and the overlapping
of multiple EM flows, the total response signals can be canceled, flat or not distin-
guishable as separate clusters. In this case, ToA of the clusters cannot be estimated
Figure 9.
The maximum EM field vector magnitudes on the conducting plane of (a) a slot line and (b) and (c) a Vivaldi
antenna in the analysis bands of (a) and (b) 0–30 GHz and (c) 0–60 GHz.
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Figure 11.
The first-peak EM field vector magnitudes on the conducting plane of (a) a slot line and (b) and (c) a Vivaldi
antenna in the analysis bands of (a) and (b) 0–30 GHz and (c) 0–60 GHz.
Figure 10.
The EM field vectors at the time of the first peaks on the conducting plane of (a) a slot line and (b) a Vivaldi
antenna in the analysis bands of 0–30 GHz.
Figure 12.
The ToAs of the first clusters based on the first peaks of the EM field vector magnitudes on the conducting




exactly, or the clusters cannot be distinguished in the time domain, and this can lead
to significant estimation errors in the analysis results.
As described in Section 2.2.2, the MUSIC algorithm is used in this analysis for
estimation of the ToA. The results of estimated ToAs are shown Figure 13 based on
the peaks of three MUSIC spectrum components summation of EM field vectors in
the analysis band of 0–60 GHz and with MUSIC parameters N0 ¼ 1 and D ¼ 35.
Instead of presenting the ToA of the first cluster as the FDbM impulse response
analysis, the result based on MUSIC spectra presents ToAs of the dominant compo-
nent of the cluster with a certain correlation with the impulse. The comparison
between Figures 12(c) and 13 shows that some dominant components are estimated
by the MUSIC algorithm emerge in some regions, and their MUSIC ToAs are later
than the FDbM impulse response ToAs. For example, at the lateral edges of the
antenna, there are the scattered components from the Vivaldi endpoints, and these
components cannot be shown in Figure 12(c) due to domination of the first clusters.
3.3 Propagation analysis on the edge of the slots
In this section, detailed near-field examinations of the slot line and Vivaldi slot
conducting edge propagation are made along the l-axes from the sources as illus-
trated in Figure 5.
3.3.1 Field intensity on the edges
The stepped or staircase meshed structure of the Vivaldi antenna is different from
the constant distance between the two parallel slot edges of the slot line. This struc-
tural feature is the cause of abrupt changes in intensity of the EM responses at
transition positions along the Vivaldi edges as seen in Figures 9 and 11. In this section,
this is investigated thoroughly based on the first-peak field vector magnitude analysis
versus the distance from source l. The field vector magnitudes are normalized
according to the first-peak vector magnitude of the corresponding field source.
Figure 14 shows that the propagations on the slot line and the Vivaldi slot are
similar in the first segment 0≤ l≤ 24 mmð Þ. The transition positions on the Vivaldi
edge lead to scattering at these points, and both the E and H vectors magnitudes
increase abruptly after the transition points. However, because of expansion in slot
width after each transition position and this scattering, the concentration of EM
energy flows on the edge in the þl direction is reduced after each transition
position. Faster reduction of the magnitudes versus l after each transition position
Figure 13.
The ToAs based on the MUSIC spectra of EM field vectors on the conducting plane of a Vivaldi antenna in the
analysis band of 0–60 GHz.
15
Near-Field Propagation Analysis for Traveling-Wave Antennas
DOI: http://dx.doi.org/10.5772/intechopen.100856
demonstrates this spreading. Superposition between the incident first cluster from
the source and the dominant scattering/reflecting cluster from the endpoint of the
slot edges increases the E field vector magnitude and reduces the H field vector
magnitude.
3.3.2 Propagation progress along the edges
To observe the propagation progress/process along the edges, the EM
response signals versus time and versus distance l from the source at consecutive
points along the edges are examined. Structural effects on the signals and/or
general propagation process are analyzed based on the changes in cluster shape
or emergence of scattering signals in time domain versus l. Specifically, the
analysis quantities are the EM vector magnitudes and dominant vector compo-
nents along the curves l. An adequate information about the field intensity can
be provided by the EM vector magnitudes, while a change of sign in the domi-
nant vector components can indicate a reversal in vector direction. To eliminate
the abrupt difference in intensity at transition points along the edges, the anal-
ysis quantities are normalized according to peaks of the first cluster. The nor-
malized signals on the slot line and Vivaldi slot versus time and l are shown in
Figures 15 and 16. These show that the signal tendencies can be seen clearly
with increasing of l.
• Slot line
Some key features of the propagation process can be disclosed from Figure 15
with/without a reference to the original magnitudes in Figure 14. Specifically, the
main cluster transferring from the source through the slot line path in the þl
direction corresponds to the A cluster/ledge in Figure 15(a). In the propagation
process, time response of the impulse signal to the slot line structure forms the B or
B0 cluster. In detail in Figure 15(b), negative potential of the B cluster shows that
the vector direction corresponding to the B cluster is opposite to that of the
A cluster. The A (and B) clusters reflected at the slot line open end form the
C cluster propagating back to the source, and the C-cluster reflection at the source
position creates the E cluster. A part of scattering energy at the slot line open end of
the A (and B) cluster forms EM flow traveling along the end edge (x ¼ 60 mm, in
the þy= y direction); this is scattered again at the lateral edge, and a part of
scattering energy propagates back to the open-end position and the source, forming
the D cluster.
Figure 14.





Besides the A, B and C clusters being similar to the slot line edge response, along
the Vivaldi edge, the first-order scattering components affect significantly to the
propagation process. Particularly, scattering of the A and B clusters at the transition
positions forms a series of clusters, such as the F and G clusters illustrated in
Figure 16. Additionally, the C cluster is also scattered at these transition positions
when traveling in the l direction. This disperses the EM energy and leads to a
reduction in C and E clusters’ intensities when compared with the A cluster.
The scattering at the transition points and Vivaldi curve deflection in the þy= y
directions also affect the A cluster. The cluster width increases and its peaks tend to
earlier zones of ToA with increasing of l.
Figure 15.
(a) The vector magnitude signals and (b) the curve normal/surface normal vector component signals of the EM
fields on the edge of the slot line versus time and versus distance from source l in the analysis band of 0–60 GHz.
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The H cluster in Figure 16 reveals a noticeable feature in the Vivaldi slot
propagation process. The accumulation and combination of second- and higher-
order scattering components arriving from continuous spatial sections form the
H cluster. Examples of the spatial sections creating second- and/or third-order
scattering components are illustrated in Figure 17. Assume that point M1 is the
starting point for high-order scattering paths from the A cluster, and M2, having
the same position as M1, is the end point for these high-order scattering paths and
for H cluster examination. A major proportion of the H cluster is contributed from
second-order scattering components, such as components propagating over the
M1PM2, M1NQM2 and M1ORM2 paths, in which M1 (in M1PM2 path), N and O are
the first-order scattering points of the A cluster; and P, Q and R are the second-
order scattering points. Third-order scattering components also contribute to
intensity of the H cluster, such as M1QNM2 andM1ROM2 paths, in whichM1 is the
first-order scattering point, Q and R are the second-order scattering points, and
Figure 16.
The vector magnitude signals of the EM fields on the edge of the Vivaldi slot versus time and versus distance from
source l in the analysis band of 0–60 GHz.
Figure 17.
Examples of paths of second- and third-order scattering components on the end of the Vivaldi taper.
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N and O are the third-order scattering points. M1OSOM2 is another third-order
path, in which O is the first- and third-order scattering point and S is the second-
order scattering point.
3.4 Analyses summary
The plots of the maximum and first EM cluster intensity distributions in
Figures 9(b) and (c), 10(b), 11(b) and (c), and 14 reveal important regions/points
in the Vivaldi structure with high-density EM flow and associated first-order scat-
tering, which contribute to the main EM energy proportion of the total radiation.
As seen in Figure 14, the scattering degree at the transition positions can be evalu-
ated primarily by 3–6.5 dB abrupt changes in magnitude. This scattering degree can
also be assessed based on the cluster intensities in Figure 16 and with a reference to
the first-cluster intensities in Figure 14. The magnitude reduction along the Vivaldi
edges in Figure 14 indicates the EM energy transfer out of the antenna conducting
element into the free space.
The propagation of EM first clusters in the structures can be observed and
quantified in terms of field vector direction and magnitude of first clusters based on
Figures 10 and 11 and ToA of first clusters based on Figures 12 or 13. All three space
distributions of field vector direction, magnitude, and ToA of first clusters in these
figures provide adequate information of propagation of EM first clusters in the
observed space, and the important features of the propagation can be recognized.
For example, as seen in Figures 10(b), 11 and 12(b) and (c), and also in Figure 13,
the propagation process of first clusters on the metal plane of the Vivaldi antenna
and the degree of local EM flows were revealed. These also revealed intensity of
scattering fields at the antenna aperture, and geometric features of the field propa-
gation were also revealed such as the flare effect of the EM flow propagating away
from the Vivaldi patches at the aperture. This is a significant factor in the reduction
of antenna directivity.
The propagation progress investigation on the main propagation path, such as
the results shown in Figures 15 and 16, not only provides more details of propaga-
tion of the first clusters, but it also reveals formation of other clusters due to
scattering at the detail elements of the structure. Additionally, features of the
formed clusters are also observed and evaluated. Based on these information,
higher-order scattering components and corresponding propagation paths can be
recognized or inferred. For example, the H cluster formation in Figure 16 reveals
the higher-order scattering at the lateral edge and the Vivaldi edge, as illustrated in
Figure 17. The scattering on the lateral edge causes partial radiation in unwanted
directions and reduces the total directional characteristic.
Based on this knowledge about mechanism in propagation and radiation on the
structure and influences of the structural detail elements, the solutions can be
proposed to increase the advantage features and to reduce the disadvantage features
of the propagation to improve the total responses of the antenna. For example,
methods to reduce the flare effect at the Vivaldi antenna aperture are adjustment of
the Vivaldi p-factor, introduction of a core element, conversion of the antenna into
a double-slot structure in [11], and insertion of a material structure at the antenna
aperture to adjust the directions and/or velocities of the local EM flows. The esti-
mated results for magnitude, ToA, velocity, and direction of EM flows propagation
at specific regions at conducting edges and/or in the radiating aperture support the
effectiveness of these refined adjustment methods. Another example solution for
the higher-order scattering on the lateral edge was proposed. By addition of 450
ripples on the lateral edge in [11], a part of this energy is redirected into the antenna
end-fire direction. This improves the antenna gain in a certain frequency band.
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It also reduces the EM energy portion coming back to the source, thereby improving
the S11 characteristic.
4. Conclusions
In the perfective of considering propagation to be the fundamental basic of
dynamic electromagnetic phenomena, the comprehensive space/time/frequency
analysis method of near-field propagation was proposed. Based on this, detailed
knowledge of behavior and physical effects of the structures and/or objects to
dynamic electromagnetics was revealed, and these also are basic for the refined
optimization in design. With the fundamental basic and generality, applicability of
this analysis technique is not limited to the example cases of this work. Besides
Vivaldi antennas, this analysis technique can be applied for the analysis, designs,
and optimization of any sort of traveling-wave antennas or transmission structures.
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