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Abstract
Recently, Fulman proved the “extreme” cases of the Andrews–Gordon identities using a Markov
chain on the non-negative integers. Here we extend Fulman’s methods to prove theAndrews–Gordon
identities in full generality.
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1. Introduction
We adopt the standard q-series notation:
(u)∞ =
∞∏
j=0
(1− uqj )
and
(u)n = (u)∞
(uqn)∞
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for each integer n. Also we let
[ n
m
]
= (q)n
(q)m(q)n−m
denote the q-binomial coefﬁcient.
The Andrews–Gordon identities are:
Theorem 1. For integers k2 and 1 ik,
∑
12 ···k−10
q
2
1+22+···+2k−1+i+i+1+···+k−1
(q)1−2 · · · (q)k−2−k−1(q)k−1
=
∞∏
r=1
r =0,±i (mod 2k+1)
1
1− qr . (1)
This power series formulation is due to Andrews [2]. Gordon [6] originally proved that
the right side of these identities were generating functions for certain classes of partitions
deﬁned by conditions on the differences of their parts. Andrews [1] gave another proof of
this.
In [4] Fulman provided a probabilistic proof, involving a Markov chain on the non-
negative integers, of the “extreme” cases of the Andrews–Gordon identities, namely, for
i = 1 and i = k. When k = 2 these are the celebrated Rogers–Ramanujan identities. We
extend Fulman’s method to prove Theorem 1 in full generality.
2. The proof
We shall write
AGS(i, k)=
∑
12 ···k−10
q
2
1+22+···+2k−1+i+i+1+···+k−1
(q)1−2 · · · (q)k−2−k−1(q)k−1
and
AGP(i, k)=
∞∏
r=1
r =0,±i(mod 2k+1)
1
1− qr
for the left side and right sides of (1) (“Andrews–Gordon sum” and “Andrews–Gordon
product”).
For simplicity’s sake we alter Fulman’s notation slightly, replacing his q by 1/q and his
generic partition  by its conjugate ′. Fulman deﬁnes a Markov chain on {0, 1, 2 . . .} with
transition probabilities
Ku(a, b)= u
bqb
2
(q)a(uq)a
(q)a−b(q)b(uq)b
for ab.All other transition probabilities vanish. (We assume that 0<q < 1 and 0<u1.)
Note we have adopted our change of notation and also indicated the dependence on the
parameter u.
R. Chapman / Discrete Mathematics 290 (2005) 79–84 81
We run this Markov chain starting at an initial state 0=a to produce a sequence of states
012 · · ·. With probability 1, n = 0 for all sufﬁciently large n, so the i form a
partition. By considering Pr(k = 0) in the cases u= 1 and u= q respectively, and letting
a →∞, Fulman proves the i = k and i = 1 cases of (1). To prove (1) in general, in effect
we run the Markov chain a ﬁxed number of times with u = 1 then run it indeﬁnitely with
u= q.
Instead of Ku we look at the related lower triangular matrixMu with entries
Mu(a, b)= u
bqb
2
(q)a−b
for ab. We consider the (a, 0) entry ofMs1Mk−sq , where 0s < k, and let a →∞. This
entry is
∑
a12 ···k−1
q
2
1+22+···+2k−1+s+1+s+2+···+k−1
(q)a−1(q)1−2 · · · (q)k−2−k−1(q)k−1
whose limit, as a →∞, is
Q(s, k)= 1
(q)∞
∑
12 ···k−1
q
2
1+22+···+2k−1+s+1+s+2+···+k−1
(q)1−2 · · · (q)k−2−k−1(q)k−1
=AGS(s + 1, k)
(q)∞
.
Fulman [4, Corollary 1–Theorem 3] derives a formula equivalent to
Mru(a, b)=
a∑
n=b
(−1)n−burnqrn2+
(
n−b
2
)
(1− uq2n)(uq)n+b−1
(q)a−n(q)n−b(uq)a+n
. (2)
We need to consider the case b = 0 separately since the numerator of the n = 0 term in
(2) acquires a factor (uq)−1 = 1/(1− u) which makes no sense when we substitute u= 1.
We have
Mru(a, 0)=
(1− u)(uq)−1
(q)a(uq)a
+
a∑
n=1
(−1)nurnqrn2+( n2 )(1− uq2n)(uq)n−1
(q)a−n(q)n(uq)a
= 1
(q)a(uq)a
+
a∑
n=1
(−1)nurnqrn2+( n2 )(1− uq2n)(uq)n−1
(q)a−n(q)n(uq)a
.
We can substitute u= 1 in this expression without difﬁculty to get
Mr1(a, 0)=
1
(q)2a
+
a∑
n=1
(−1)nqrn2+( n2 )(1− q2n)(q)n−1
(q)a−n(q)n(q)a
.
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For a > 0,
Ms1M
k−s
q (a, 0)
=Ms1(a, 0)Mk−sq (0, 0)+
a∑
c=1
Ms1(a, c)M
k−s
q (c, 0)
= 1
(q)2a
+
∑
c,m,n
a n cm 0,n>0
(−1)n−cqsn2+
( n−c
2
)
(1− q2n)(q)n+c−1
(q)a−n(q)n−c(q)a+n
× (−1)
mq(k−s)(m2+m)+(
m
2 )(1− q2m+1)(q2)m−1
(q)c−m(q)m(q2)c+m
= 1
(q)2a
+
∑
m,n
a nm 0,n>0
(−1)mqsn2+(k−s)(m2+m)+(m2 )(1− q2n)(1− q2m+1)
(q)a−n(q)a+n
× S(m, n),
where
S(m, n)=
n∑
c=m
(−1)n−cq
( n−c
2
)
(q)n+c−1
(q)n−c(q)c−m(q)c+m+1
.
This sum can be evaluated using the q-Chu–Vandermonde identity [5, p. 236]. We com-
pute
S(m, n)= 1
(q)n−m
n∑
c=m
(−1)n−cq
( n−c
2
) [n−m
n− c
]
(qc+m+2)n−m−2
= 1
(q)n−m
n−m∑
i=0
(−1)iq
(
i
2
) [
n−m
i
]
(qn+m−i+2)n−m−2
= 1
(q)n−m
n−m∑
i=0
(−1)iq
(
i
2
) [
n−m
i
]
(qn+m+2−i )∞
(q2n−i )∞
= 1
(q)n−m
n−m∑
i=0
(−1)iq
(
i
2
) [
n−m
i
]
(qn+m+2−i )i(qn+m+2)∞
(q2n−i )i(q2n)∞
= (q
n+m+2)∞
(q)n−m(q2n)∞
n−m∑
i=0
(−1)iq
(
i
2
) [
n−m
i
](
qm+n−2
q2n
)i
(q−1−n−m)i
(q1−2n)i
.
We now apply the q-Chu–Vandermonde identity in the form
p∑
i=0
(−1)iq
(
i
2
) [p
i
] ( c
b
)i (b)i
(c)i
= (c/b)p
(c)p
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with p = n−m, b = q−1−n−m and c = q−1−2n to deduce that
S(m, n)= (q
n+m+2)∞(q2−n+m)n−m
(q)n−m(q2n)∞(q1−2n)n−m
.
Consequently, S(m, n)= 0 whenever n−m2. Also
S(m,m)= (q
2m+2)∞
(q2m)∞
= 1
(1− q2m)(1− q2m+1)
and
S(m,m+ 1)= (q
2m+3)∞(1− q)
(1− q)(q2m+2)∞(1− q−1−2m)
= 1
(1− q−1−2m)(1− q2m+2) =
−q2m+1
(1− q2m+1)(1− q2m+2) .
Thus
Q(s, k)= lim
a→∞ M
s
1M
k−s
u (a, 0)
= 1
(q)2∞
+
∞∑
m=1
(−1)mqsm2+(k−s)(m2+m)+(m2 )
(q)2∞
−
∞∑
m=0
(−1)mqs(m+1)2+(k−s)(m2+m)+(m2 )+2m+1
(q)2∞
.
Replacing m by −1−m in this last sum yields
Q(s, k)=
∞∑
m=−∞
(−1)mq(k+1/2)m2+(k−s−1/2)m
(q)2∞
= 1
(q)2∞
∞∏
j=0
(1− q(j−1)(2k+1)+s+1)(1− qj (2k+1)−s−1)(1− qj (2k+1))
= AGP(s, k)
(q)∞
,
using the Jacobi triple product [3, Theorem 2.8]. Hence
AGS(s + 1, k)= AGP(s + 1, k),
which proves (1) in general, since 1s + 1k.
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