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Abstract
Since their discovery at the beginning of the 21st century, two-dimensional (2D) materials have
emerged as one of the most exciting material groups offering unique properties which promise a
plethora of potential applications in nanoelectronics, quantum computing, and surface science. The
progress in the study of 2D materials has advanced rapidly stimulated by the ever-growing interest
in their behavior and the fact that they are the ideal specimen for transmission electron microscopy
(TEM), as their geometry allows to identify every single atom. Their morphology – 2D materials
consist of “surface” only – at the same time makes them sensitive to beam damage, since high-
energy electrons easily sputter atoms and introduce defects. While this is in general not desirable
– as non-destructive imaging is aimed at – it allows to precisely quantify the damage in TEM
and even pattern the 2D material with atomic resolution using the electron beam. Alternatively,
patterning of 2D materials can be achieved using focused ion irradiation, which makes studying its
effect on 2D materials relevant and essential.
In this thesis, we theoretically study the effects of electron and ion irradiation on 2D materials,
exemplarily on 2D MoS2. Specifically, we address the combined effect of electronic excitations and
direct momentum transfer by high-energy electrons (knock-on damage) in 2D MoS2 using advanced
first-principles simulation techniques, such as Ehrenfest dynamics based on time-dependent density
functional theory (DFT). Here, we stress the importance of the combined effect of ionization damage
and knock-on damage as neither of these alone can account for experimentally-observed defect
production below the displacement threshold – the minimum energy required for the displacement
of an atom from the pristine system. A mechanism of defect production relying on the localization
of the electronic excitation at the emerging vacancy site is presented. The localized excitation
eventually leads to a significant drop in the displacement threshold. The combination of electronic
excitation and knock-on damage may in addition to beam-induced chemical etching explain the
observed sub-threshold damage in low voltage TEM experiments.
Apart from non-destructive imaging, electrons may be used to modify the 2D material intentionally.
In this light, we consider the electron-beam driven phase transformation in 2D MoS2, where the
semiconducting polymorph transforms into its metallic counterpart. The phase energetics and a
possible transformation mechanism under electron irradiation are investigated using DFT based
first-principles calculations. The detailed understanding of the interaction of the electron beam
with the 2D material promises to improve the patterning resolution enabling circuit design on the
nanoscale.
Ion irradiation employed in focussed ion beams (FIB), e.g., the helium ion microscope (HIM)
constitutes another tool widely used to pattern and even image 2D materials. Ion bombardment
experiment usually carried out for the 2D material placed on a substrate are frequently rationalized
using simulations for free-standing systems neglecting the effect of the substrate. Combining Monte
Carlo with analytical potential molecular dynamics simulations, we demonstrate that the substrate
plays a crucial role in damage production under ion irradiation and cannot be neglected. Especially
vfor light ions such as He and Ne, which are usually used in the HIM, the effect of the substrate
needs to be considered to account for the increased number of defects and their broadened spatial
distribution which limits the patterning resolution for typical HIM energies.
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Kurzfassung
Seit ihrer Entdeckung Anfang des 21. Jahrhunderts haben sich zwei-dimensionale (2D) Materialien
zu einer der spannendsten Materialklassen im Forschungsfeld aus Materialwissenschaft, Physik und
Chemie entwickelt. Ihre einzigartigen Eigenschaften versprechen eine Vielzahl potentieller Anwen-
dungen in der Nanoelektronik, für Quantencomputer und in der Oberflächenwissenschaft. Beflügelt
durch das wachsende Interesse an ihrem Verhalten und der Tatsache, dass sie die idealen Proben
für die Transmissions-Elektronen-Mikroskopie (TEM) darstellen – ihre Geometrie erlaubt es, jedes
einzelne Atom zu identifizieren – sind die Forschungen an 2D-Materialien rapide vorangeschritten.
Ihre Morphologie – 2D-Materialien bestehen nur aus “Oberfläche” – bedingt zugleich ihre Sensi-
tivität bezüglich Strahlschäden. Hochenergetische Elektronen lösen sehr leicht Atome aus dem
2D-Material und induzieren Defekte. Obwohl dies im Allgemeinen unerwünscht ist – Ziel ist eine
nicht-destruktive Bildgebung – erlaubt es doch präzise Einblicke in die Schadensentstehung im TEM.
Überdies können 2D-Materialien mit Hilfe des Elektronenstrahls mit atomarer Auflösung strukturi-
ert werden. Alternativ kann die Strukturierung des 2D-Materials über fokussierte Ionenstrahlung
erfolgen, weshalb es lohnenswert erscheint, auch deren Effekt auf 2D-Materialien zu untersuchen.
In dieser Arbeit werden die Effekte von Elektronen- und Ionenstrahlung auf 2D-Materialien aus the-
oretischer Sicht exemplarisch an 2D-MoS2 untersucht. Besonderes Augenmerk liegt dabei auf dem
kombinierten Effekt von elektronischer Anregung und dem direkten Impulsübertrag durch hochen-
ergetische Elektronen (Kollisionsschaden) in 2D-MoS2, der durch die Anwendung von Ab-Initio-
Simulationstechniken wie der Ehrenfest-Molekulardynamik, basierend auf zeitabhängiger Dichte-
funktionaltheorie (DFT), studiert wird. Dabei liegt die Betonung auf der Kombination beider
Effekte, da weder Ionisierungs- noch Kollisionsschäden allein die experimentell beobachtete De-
fekterzeugung unterhalb der Displacement Threshold – der notwendigen Mindestenergie, um ein
Atom aus dem reinen Material herauszulösen – erklären. Ein möglicher Mechanismus der De-
fekterzeugung, basierend auf der Lokalisierung der elektronischen Anregung an der entstehen-
den Vakanzstelle, wird vorgeschlagen. Die lokalisierte Anregung führt dabei schließlich zu einem
signifikanten Absinken der Displacement Threshold. Die Kombination von elektronischer Anre-
gung und Kollisionsschaden trägt neben strahlinduzierten chemischen Reaktionen zur Erklärung der
beobachteten Schäden unterhalb der Displacement Threshold in Niederspannungs-TEM-Experimenten
bei.
Neben nicht-destruktiver Bildgebung können Elektronenstrahlen auch dafür benutzt werden, 2D-
Materialien gezielt zu modifizieren. In diesem Sinne wird der elektronenstrahl-induzierte Phasenüber-
gang in 2D-MoS2, bei dem sich das Material von einem halbleitenden in einen metallischen Zustand
transformiert, betrachtet. Die Phasenenergetik und ein möglicher Transformationsmechanismus
werden unter Zuhilfenahme von DFT-basierten Ab-Initio-Simulationen untersucht. Das detaillierte
Verständnis der Interaktion des Elektronenstrahls mit dem 2D-Material verspricht dabei die Struk-
turierungsauflösung zu verbessern und ermöglicht Schaltkreisdesign auf der Nanoskala.
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Fokussierte Ionenstrahlen, wie sie in Ionenstrahlinstrumenten – wie dem Helium-Ionen-Mikroskop
(HIM) zum Einsatz kommen – stellen ein weiteres häufig verwendetes Werkzeug zur Modifikation
sowie zur Bildgebung von 2D-Materialien dar. Ionenstrahlexperimente – üblicherweise mit dem auf
einem Substrat platzierten 2D-Material durchgeführt – werden hingegen oft mit Simulationen für
freistehende 2D-Materialien rationalisiert, wobei jegliche Einwirkung des Substrats vernachlässigt
wird. Die Kombination von Monte-Carlo-Simulationen mit Molekulardynamik-Simulationen (auf
der Basis analytischer Potentiale) in dieser Arbeit verdeutlicht, dass das Substrat eine wichtige
Rolle in der Defekterzeugung spielt und nicht vernachlässigt werden kann. Besonders für leichte
Ionen, wie He und Ne, wie sie typischerweise im HIM zum Einsatz kommen, sollte der Effekt des
Substrats berücksichtigt werden. Dieses führt für typische Ionenenergien im HIM – im Vergleich
zum freistehenden 2D-Material – zu einer ansteigenden Anzahl an Defekten und einer breiteren
räumlichen Defektverteilung, welche die Strukturierungsauflösung begrenzt.
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1 Two-dimensional TMDCs:
Properties and Characterization
1.1 Introduction
In the last decade, investigations of 2D materials have become one of the most active research
fields in the triangle of physics, chemistry, and material science. The large interest in 2D materials
– e.g., graphene, hexagonal boron nitride (hBN) and transition-metal chalcogenides – stems from
their unique properties and the plethora of potential applications these materials offer.
Due to their growing importance for device applications, the focus of this thesis will be placed on 2D
transition-metal dichalcogenides (TMDCs), with their most prominent member being molybdenum-
disulfide (MoS2). As many TMDCs are semiconductors, they gained importance for down-scaling
of electronic circuits in device engineering and have contributed to the emergence of the field of
nanoelectronics. Different electronic devices such as field-effect transistors,1–3 Schottky diodes,4
amplifiers,5 memristors6 and photodetectors7 have been fabricated based on monolayers of TMDCs
(see Figure 1.1), opening new perspectives not only for the miniaturization of electronic devices,
but also for flexible electronics. Most of these applications exploit the direct bandgap found in the
monolayers of TMDCs.8–11 However, this striking feature is only one of the reasons why TMDCs
are popular among material scientists and device engineers. The ability of controlled growth and
the opportunity of phase patterning – e.g., by electron beam12 or laser writing13 – have further
enhanced the interest in these materials. In the latter case, metallic contact regions can be directly
introduced in the monolayer, opening avenues for the fabrication of nanoelectronic and optoelec-
tronic devices.
Improving on the existing applications depends on understanding these materials at the single-
atom level. For this purpose, probe and imaging techniques with atomic resolution are required.
Fortunately, 2D materials are the ideal specimen for modern transmission electron microscopy
(TEM), as with their help we can “see” every single atom, providing us with atomic resolution14
and chemical information of these structures. At the same time, the high-energy electrons cause
damage, e.g., by introducing defects, and alter the specimen during imaging, an effect which
should be avoided for non-destructive imaging. In order to overcome this challenge, research on
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Figure 1.1: Field-effect transitor and photodetector based on monolayer MoS2. The left
panel shows the fabrication of a field-effect transistor, the right panel of a photodetector. (a,b)
Optical images of the monolayer and the resulting devices, scale bars 10 𝜇m. (c) Schematic
representations of the devices. Adapted from references [3, 7]
the damage mechanism in 2D materials under electron irradiation has been carried out by several
groups.15–17 These efforts are further triggered by the dramatic effects of defects and impurities on
the electronic, optoelectronic and mechanical properties in a material with reduced dimensionality
– as their impact on the material properties, in this case, is much stronger than for bulk systems.
Detailed investigations on the flagship of 2D materials – graphene – have revealed that for this highly
stable, semi-metallic and almost chemically inert material the defect production under electron
beam can be attributed to pure knock-on damage with an accurate theoretical description of
the displacement cross-section that even allows distinguishing different carbon isotopes.16 As most
of TMDCs are semiconductors, the situation appears somewhat different, and additional defect
production channels besides the knock-on damage enter into play. On the one hand, especially
sulfur atoms in MoS2 are more reactive as compared to carbon atoms in graphene, leading to an
increased cross-section for beam-assisted chemical etching. On the other hand, TMDCs are far
more susceptible to ionization and excitation damage as these semiconducting materials have
long excitation lifetimes. Experimental studies on MoS218 and MoSe217 could not conclusively assign
the damage to the channels mentioned above which – just to reiterate – are (i) ballistic knock-on
damage, (ii) excitation and ionization damage and (iii) beam-assisted chemical etching. Notably,
a quantitative theory describing the influence of electronic excitations on damage development is
still missing. Moreover, revealing the detailed mechanism of defect production in 2D materials
is not only of fundamental interest, but it is also essential from the applied perspective. In many
nanoelectronic applications, the device properties crucially depend on the defect concentration, such
that this quantity has to be carefully controlled in the framework of defect engineering using focused
ion beams, e.g., the helium ion microscope. Furthermore, focused ion irradiation is employed to
3cut and pattern 2D materials. As most ion bombardment experiments are carried out with the
2D material placed on a substrate, simulations used to rationalize the experimental findings should
take its effect into account. In most cases, simulations are carried out for free-standing materials
tacitly assuming that the effect of the substrate on the defect production is neglectable. However,
experimental observations indicate that both the number of the produced defects and the patterning
resolution crucially depend on whether the 2D materials is suspended (typically on a TEM grid) or
supported by a substrate. Consequently, one is left with the challenge to deal with a large number
of substrate atoms and the arising increased complexity in simulations.
1.2 This Thesis in a Nutshell
As described in section 1.1, electron and ion irradiation are widely used to image and modify 2D
materials. Consequently, the focus of this thesis is on the mechanisms of defect production in these
materials under electron and ion irradiation. Motivated by the increased interest in TMDCs the
effects of electron and ion irradiation are exemplarily studied on a single layer of MoS2.
In Chapter 1, we consider the experimental characteristics and properties of 2D MoS2 in detail.
Subsequently, given that we are interested in studying the effects of electron and ion irradiation
on 2D materials, we provide a brief overview of microscopy techniques used to image and modify
2D materials, namely TEM and focused ion beam (FIB) techniques, specifically the helium ion
microscopy (HIM).
Chapter 2 introduces the theory and methodology employed in this work. Starting with the many-
body Hamiltonian of the ion-electron system, it offers a brief overview of DFT and the necessary
approximations aiming at a practical calculation scheme. The chapter concludes by providing an
introduction to the two molecular dynamic simulation schemes used in this thesis, namely the Born-
Oppenheimer molecular dynamics and Ehrenfest dynamics.
Different aspects of defect formation under electron and ion irradiation are considered in the fol-
lowing three chapters which constitute the central part of this work. Chapter 3 presents the results
of the defect production calculation comparing free-standing and supported 2D material under ion
irradiation. Specifically, the influence of the substrate on the number of produced defects and their
spatial distribution is considered. The corresponding results are published in
Mahdi Ghorbani-Asl, Silvan Kretschmer, Douglas E. Spearot and Arkady V. Krasheninnikov,
“Two-dimensional MoS2 under ion irradiation: from controlled defect production to electronic
structure engineering” in 2D Materials 2017, 4, 025078
and
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Silvan Kretschmer, Mikhail Maslov, Sadegh Ghaderzadeh, Mahdi Ghorbani-Asl, Gregor Hlawacek,
and Arkady V. Krasheninnikov, “Supported Two-Dimensional Materials under Ion Irradiation:
The Substrate Governs Defect Production” in ACS Applied Materials & Interfaces 2018, 10,
30827–30836.
The modification of 2D MoS2 by electron beam, inducing a phase transformation from the semi-
conducting to metallic polymorph is investigated in Chapter 4. The phase energetics and a possible
transition pathway are studied. The results are published in
Silvan Kretschmer, Hannu-Pekka Komsa, Peter Bøggild, and Arkady V. Krasheninnikov,
“Structural Transformations in Two-Dimensional Transition-Metal Dichalcogenide MoS2 un-
der an Electron Beam: Insights from First-Principles Calculations” in J. Phys. Chem. Lett.
2017, 8, 3061–306.
Chapter 5 focuses on the defect production mechanism in 2D MoS2 irradiated by electron beam
below the knock-on threshold. Especially, the combination of electronic excitation and knock-on
damage are considered in detail. The corresponding first-author publication
Silvan Kretschmer, Tibor Lehnert, Ute Kaiser, and Arkady V. Krasheninnikov
“Formation of Defects in Two-Dimensional MoS2 in Transmission Electron Microscope at
Electron Energies Below the Knock-on Threshold: the Role of Electronic Excitations” sub-
mitted to Phys. Rev. Lett.
is available on request.
1.3 Material Properties and their Modification
1.3.1 Atomistic Structure
2D TMDCs are defined by their stoichiometry MX2, where M denotes a transition metal (typically
Nb, Ta, Ti, V, Pt, W or Mo), and X is a chalcogen atom (Te, Se or S). The monolayer of TMDCs
comprises a three-layered structure occurring in different polymorphs (“phases”), which may have
drastically different electronic characteristics: besides metallic and semiconducting phases, some
structures are also identified as topological insulators,19,20 superconductors21 and charge-density-
wave insulators. One way of producing 2D materials is to exfoliate layers from the bulk phase in
which they are weakly bound by interlayer van-der-Waals interactions.22 This “top-down” synthesis
comprises mechanical exfoliation, e.g. the adhesive Scotch tape method,23 liquid exfoliation by
ultrasonication24,25 and intercalation with alkali atoms.26,27 In contrast to this route, 2D materials
can also be grown by several techniques (“bottom-up” synthesis) such as chemical vapor deposition
(CVD)28,29 and van-der-Waals epitaxy.30,31 Note that the material properties may crucially depend
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Figure 1.2: Phases in monolayer TMDCs. (a) trigonal prismatic phase (H-phase), (b) octa-
hedral phase (T-phase) and (c) distorted octahedral phase (T’-phase). Colors: cyan = transition-
metal atoms, yellow = top layer chalcogen atoms, orange = bottom layer.
on the synthesis method, e.g., it is known that exfoliated samples differ from CVD synthesized due
to the different strain level32 or presence of grain boundaries in the latter.
The synthesis method may even determine the phase in which the 2D material appears: while
MoS2 usually occurs in its semiconducting, trigonal prismatic ground state (H-phase), liquid exfo-
liation by Li intercalation leads to charge transfer to the monolayer, stabilizing it in the metallic
octahedral phase (T-phase).33 Annealing at elevated temperature converts the metastable T-phase
to the semiconducting ground state (see Figure 1.2). The transformation to a semi-metallic dis-
torted octahedral phase (T’-phase) can be achieved under electron irradiation, as demonstrated
for MoS2.12,34 The T’-phase is stabilized as compared with the undistorted T-phase by a charge-
density-wave-type distortion.33 In other TMDCs, the energy difference between the metastable
T’-phase and the ground state is smaller than in MoS2 (∆𝐸 = 550 meV/f.u.). Consequently, the
transformation can already be triggered by comparable small strain levels or vacancy concentrations
as shown in our work on MoTe2.35 Since the properties of TMDCs depend on the number of layers,
a reliable characterization of a sample should start with the thickness determination. This task
could, in principle, be undertaken by accurately measuring the height of the sample directly with
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atomic force microscopy (AFM). However, as this is not a practical procedure, other measurements
are performed in practice. The thickness of TMDC samples can be determined by exploiting the
dependence of Raman spectra36 and photoluminescence (PL) intensity37 on the number of layers.
Alternatively, the thickness can be measured by the optical contrast under an optical microscope,38
whereby this method requires neither complex calculations nor special instrumentation. Solely the
properties of and the defect production in the monolayer MoS2 are considered in this work. Hence
we omit the numbers used to denote phases of the bulk TMDC systems, e.g., 2H or 1T, and refer
to the phases as H, T or T’.
1.3.2 Electronic Properties
The intriguing electronic properties that device engineers exploit in TMDCs are founded on the
intralayer bond scheme and the resulting bandstructure of the 2D material. Ligand field theory
explains the six-fold coordination of chalcogen atoms around the transition metal atom.39 The
d-orbitals and s-orbitals of the transition metal and the s-orbitals and p-orbitals of two chalcogen
atoms hybridize. For MoS2, this means that out of the [Kr] 4d5 5s1 configuration in Mo and the
[Ne] 3s2 3p4 configuration in sulfur, the MdMs + 2×(XsXp) hybridization is formed. Crystal field
splitting then leads to the separation of the occupied from the unoccupied d-states in molybdenum.
The attribution to these states can also be observed in the projected density of states (Figure
1.3), along with which the band structure for the monolayer H-phase MoS2 is plotted. It has been
Figure 1.3: Monolayer H-phase MoS2: Bandstructure and projected DOS. DFT calcula-
tion using the PBE functional reveal the direct band gap at the K point in the monolayer. The
projected DOS allows attributing the states at the band edges to Mo d-orbitals while valence
and conduction band are formed from s- and p-orbitals.
7observed that for systems with smaller interlayer distances, the bandgap is indirect, whereas the
monolayer has a direct bandgap. For 2D TMDCs, owing to their large exciton binding energy,
the distinction between the optical and the fundamental (electronic) bandgap is crucial. The
optical band gap describing the net energy to generate an electron-hole pair can be measured using
absorption edge measurements or photoluminescence (PL). For the latter method, the photon
energy emitted by the relaxation of the electron into the valence band is measured. The optical
bandgap for MoS2 is measured as 1.93 eV at 79 K.40 In contrast to the electronic bandgap describing
the difference in energy between the lowest unoccupied to the highest occupied state, the optical
band gap is lower since it comprises the contribution from the attractive electron-hole interaction
(negative electron-hole binding energy). The fundamental (electronic) bandgap deduced from DFT
calculations of the bandstructure or density of states can be measured using scanning tunneling
spectroscopy (STS). This measurement directly assesses the local density of state (LDOS) and
yields for MoS2 a bandgap between 2.15 eV and 2.35 eV at 77K40 depending on the threshold value
for the tunneling current. Finally, note that the indirect to direct bandgap transition from bilayer
to monolayer is one of the remarkable features qualifying TMDCs for semiconductor applications.
Furthermore, direct tunable band gaps in heterostructures of TMDCs have been proposed based on
first-principles calculations.41 However, as a major challenge for nanoelectronic applications, the
charge carrier mobility has to be increased. In the initial study at room temperature, its value for
the MoS2 single-layer was reported to be three orders of magnitude lower than graphene.42 Later, it
was found that this transport property crucially depends on the substrate and for 2D MoS2 on HfO2
substrate mobilities of 200 cm2 V−1 s−1 could be achieved3 (silicon:43 electrons 1200 cm2 V−1 s−1,
holes 400 cm2 V−1 s−1). The strong effect of the highly dielectric substrate on the mobility in 2D
TMDCs can be attributed to the screening of charged impurities.3,44 This fact already points to
the important role of defects for the performance of nanoelectronic devices to be addressed in the
final section of this chapter.
1.4 Characterization using Electron and Ion Irradiation
1.4.1 Transmission Electron Microscope
2D materials are routinely characterized by the transmission electron microscope (TEM). As high-
energy electrons cause damage to the sample, this section provides a brief overview of this exper-
imental technique to round off the topic of defect production in TEM. A brief description of the
setup, see Figure 1.4 panel (a), and the working principle of the conventional TEM is given along
reference [46]. The electron source – e.g., a thermo-ionic emitter based on a LaB6 single crystal
or a field emitter with a ZrW tip, which provides a brighter source due to the smaller extraction
area – is placed at the top of the column. The electrons are accelerated, and a beam is formed
onto the specimen by 2-3 magnetic condenser lenses. The specimen is usually placed on a 3 mm
diameter disk – the TEM grid, where the specimen should be thinner than 20 nm for high-resolution
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Figure 1.4: TEM setup. Setup and beam direction for (a) conventional TEM and (b) scanning
transmission electron microscope (STEM). Note that for the STEM the objective lens is placed
before the specimen. CL and OL denote the condenser lenses and objective lens, respectively.
Scheme adapted from reference [45].
TEM (HRTEM). In this respect, 2D materials are ideal, since no further specimen preparation or
thinning is necessary. An objective lens with a focal length of 1-2 mm is located directly below the
specimen. The objective lens, responsible for the main magnification, crucially affects the quality
of the image, while the intermediate and projector lenses have less influence on the image quality.
The magnified image of the transmitted beam is then projected on a screen, recorded by a CCD or
CMOS sensor.
Different types of transmission electron microscopes and image generation modes are available.
The conventional TEM, see Figure 1.4 panel (a), uses a broad illumination of the sample with a
parallel beam. In the phase contrast mode, the image reconstruction is based on the interference
pattern of the diffracted beam with the original beam and exploits the wave nature of the electrons.
High-resolution TEM (HRTEM) with aberration corrections reaches resolutions down to 0.5 Å at
typical acceleration voltages of 300 kV,47 corresponding to 26 × electron wavelengths. The low
voltage microscope SALVE impresses with the record of 15 × electron wavelength resolution at
40 kV (amounting to a resolution of 0.9 Å).48 Despite the slightly decreased resolution compared
with the HRTEM, the low voltage TEM (LVTEM) avoids damage by applying voltages below the
knock-on threshold and reduces the possibility of unintentional modification of the target while
imaging. The scanning transmission electron microscope (STEM) produces a probe size of
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1 Å, while the beam is rastered across the specimen. The signal detection from each spot of the
specimen relies on the angular distribution of the scattered electrons. Electrons scattered elastically
through high-angles are detected by a high-angular dark-field detector (HAADF), see Figure 1.4
panel (b). The HAADF signal carries information about the atomic number and is therefore called
Z-contrast. Subsequently, by blocking these strongly-scattered electrons by the objective aperture,
only the central beam with electrons scattered inelastically through smaller angles contributes to
the image formation. The resulting imaging technique is called bright-field (BF) mode. In both
TEM and STEM, further instrumentation by energy dispersive spectroscopy (EDS) and electron loss
spectroscopy (EELS) allows extracting information about the elemental and chemical composition
of the specimen, respectively. In the latter case, the characteristic absorption of energy by electronic
excitations in the target atoms is detected by measuring the energy of the transmitted electrons.
Figure 1.5: HRTEM image of vacancies in 2D MoS2. Overview (scale bar 5 nm) of
single-layer MoS2 edge with sulfur vacancies. Structure models and corresponding HRTEM
image simulations shown for single (b), (d) and double column (c), (e) vacancies; (f) shows the
experimental image (scale bar 5 Å). Image data processed using Gaussian filters. Figure from
reference [15].
Summarizing, the TEM enables us to gain insights into the atomic structure and elemental com-
position of materials. Figures 1.5 and 1.6 show two examples of TEM images taken from different
2D MoS2 structures. Figure 1.5 illustrates the vacancy formation in a single layer MoS2 in HRTEM
and the assignment to the vacancy types by image reconstruction based on ab initio simulation
methods. Figure 1.6 displays the pore created by highly-charged Xe ions in free-standing MoS2,
imaged with STEM in HAADF mode. The last picture of the series of images, taken from the joint
work with our collaborators,49 illustrates the dependence of the pore size on the charged state of
the ion. Note that apart from the visible pore, smaller defects are also observable, created while
imaging with the STEM. In this particular case, these side effects had no negative influence on the
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Figure 1.6: STEM image of pores created by highly charged Xe ion in 2D MoS2.
STEM-HAADF images showing the MoS2 lattice at atomic resolution. The pristine structure
(a), pores created by Xe20+ (b) and larger pores by Xe38+ (e) are shown. Note that image (e)
also shows smaller defects created by the electron beam during imaging. Data processed using
Gaussian filters. Images from reference [49]
gain of knowledge. However, for future imaging, defect creation should be avoided. Therefore and
for the controllable introduction of defects, damage creation must first be understood in detail.
1.4.2 Helium Ion Microscope
The helium ion microscope (HIM) as another member of the group of charged particle microscopes
is a powerful tool to image and modify 2D materials. As detailed descriptions of the working
principle can be found elsewhere (see chapter 1 by Notte et al. in [50]), the present section (along
with references [50,51]) should provide only a self-contained overview of the topic to facilitate the
understanding of image generation, material modification and defect production in the instrument.
The HIM belongs to the class of focussed ion beam instruments which utilize ion irradiation for
imaging and material modification purposes. The gas field ion source (GFIS) operated in the HIM
is the most obvious distinction from other electron and ion microscopes. In the GFIS, helium
atoms are ionized in the high electric field concentrated around three tungsten atoms forming the
“trimer” tip of the source. One of the three “beamlets” emitted from the source is guided through
an aperture and various beam steering and focussing optics down onto the specimen. The high
brightness beam is focussed down at the specimen surface to achieve an atomic-sized probe. The
massive momentum and the corresponding small de-Broglie wavelength lead to a probe size much
smaller than for an electron beam in the otherwise similarly operating scanning electron microscope
(SEM). Together with the (compared to electrons) reduced back- and lateral scattering, a small
interaction volume is achieved, which results in high-resolution images. The image acquisition works
by scanning the specimen pixel-by-pixel, thereby the beam is steered by an octopole also needed
to correct astigmatism. Dependent on the acquired signal, different aspects of the structure and
composition of the sample can be studied. Most widely used is the image formation using the
secondary electron yield. Secondary electrons are emitted during the stopping process of the He
ion in the specimen. Those secondary electrons with a high enough energy to leave the sample
can reach the detector, which records the yield as a grayscale value. Since the He ion possesses a
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larger stopping power than the electron, the secondary electron yield per path length is considerably
larger, resulting in a larger signal-to-noise ratio or equivalently lower beam currents for comparable
contrast. The escape depth of the secondary electron and the lateral resolution determined by the
probe size yields a small interaction volume ideally suited to investigate the surface of the specimen
in high spatial resolution. Apart from the topographic grayscale image, the secondary electron
yield dependence on the target material enables the detection of compositional and elemental
information.
Figure 1.7: 2D MoS2 patterned by He ion irradiation in HIM. HRTEM images of egdes of
three regions in the same free-standing MoS2 milled with three different probe sizes (red circles).
The white dashed line approximately indicates the extension of the amorphous region. Image
from reference [52]
Additionally, the helium ion microscope can also be utilized to modify 2D materials. For example,
Nakaharai et al. demonstrated tuning of the conductance by engineering the defect density in
graphene.53 For MoS2 the crystal structure and stoichiometry were manipulated using He ion
irradiation allowing to engineer the electronic transport properties.54,55 Further, fabrication of sub-
10 nm structures by He ion beam patterning was achieved.56–58 The HIM may also be operated
using neon ions instead of helium.59 Neon allows for faster milling as the sputtering yield is an
order of magnitude higher than for helium (see Chapter 3).
The highest patterning resolution is achieved for free-standing 2D material, as shown in Figure
1.7 for HIM milled 2D MoS2. Support by a substrate limits the patterning resolution due to
backscattered ions and sputtered substrate atoms inducing damage in a broader range – an issue
which we address in Chapter 3. Nevertheless, focussed ion beam techniques are already successfully
applied to tailor various properties of 2D materials. In this work, we provide insights into the
defect production mechanism under ion irradiation from a theoretical perspective, hoping for fruitful
applications of the therein obtained knowledge.
1.5 Role of Defects
Electron and ion irradiation of 2D materials, by TEM and HIM, respectively, may – unintentionally
or on purpose – induce defects in the material. For low voltage TEM operated below the knock-
on threshold defects are mostly generated by beam-assisted chemical etching (as the beam splits
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molecules which form radicals and react with the target), and ionization and excitation damage (for
a detailed discussion see Chapter 5). In HRTEM operated at higher voltages, on the other hand,
direct momentum transfer from the electron to the target atom (knock-on damage) dominates
the defect production. In HIM, defects are mostly produced by knock-on damage and the beam-
induced heating of the sample. This section briefly reviews how defects affect the properties and
characteristics of 2D MoS2.
A high defect concentration leads to significantly lower electron mobility of MoS2 in experiments
compared with the theoretically predicted limit.60 Transport calculations suggested that the average
conductance is reduced upon the introduction of single-atom vacancies.54 For low charge carrier
densities, carriers are trapped in the midgap states localized around defects or impurities, leading to
a hopping type of transport61 rather than the band-like transport associated with higher mobilities.
Besides these detrimental effects of point defects on the nanoelectronic device performance, defects
may also positively affect the device characteristic. Large-scale defects such as grain boundaries
and edges – which are not in the focus of the present investigation – also influence the electronic
properties of 2D materials. For instance, two types of 60∘ grain boundaries in MoS2 have been
found to introduce dispersive bands crossing at the Fermi level of pristine MoS2, which may serve
as perfect one-dimensional quantum wires.55,62 Concerning electronic applications, it has been
found that defective MoS2 possesses a reduced Schottky barrier height, resulting in lower contact
resistance.63
Furthermore, impurities are purposely introduced into semiconducting 2D materials acting as
dopants to tune their electronic properties. The overall native n-type characteristics3,42,61,64–66
of TMDCs can be modified to p-type behavior upon introducing oxygen,67,68 nitrogen69 and hy-
drogen impurities.70 Although foreign atom doping is not in the focus of this work, it should be
stressed that existing vacancies are ideal adsorption sites for substitutional dopants in 2D materi-
als.71 Furthermore, vacancies show a direct effect on the electronic properties in TMDCs. Whether
they act as n-type or p-type dopants is still controversial: For example, sulfur vacancies in MoS2 are
associated with a defect state emerging in the band gap. Some studies attribute p-type behavior to
the deep-single-acceptor characteristics of this (unoccupied) defect level acting as an electron-trap
center.55,72 Contrary to that, Qiu et al. find that the single vacancy causes unsaturated electrons
in the surrounding Mo atoms, which act as electron donors.61 In fact, Kim et al. measure increas-
ing n-type behavior with decreasing stochiometry i.e., increasing number of sulfur vacancies.65 A
recent study based on ab initio calculations supports the ambivalent dopant character of sulfur
vacancies and suggests that the dopant characteristic of sulfur vacancies changes with the vacancy
concentration.73 Following this study, low vacancy concentrations give rise to p-type behavior
while at high concentrations the formation of vacancy clusters leads to n-type characteristics. This
means that the semiconductor properties of TMDCs can be directly controlled by defect engineer-
ing. Furthermore, tuning the defect concentration in a broader range under He ion irradiation
allows for tailoring MoS2 with semiconducting, metallic or insulating characteristics dependent on
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the irradiation dose.52 However, not only the electronic but also optical and mechanical properties
are altered by the presence of defects. For example, since vacancies are known to agglomerate in
lines,74 and we have further shown that extended vacancy lines introduce mechanical strain,34 the
strain level depends on the vacancy concentration. The strain level, in turn, has been proposed
to affect material properties such as chemical activity, thermal conductivity, polarization75 and the
direct-to-indirect gap transition54 in TMDCs. Furthermore, it is well known that point defects have
an impact on the optical properties of 2D materials.76,77 For example, point defects have recently
been proposed as color centers in MoS2 for applications in quantum computing as single-photon
emitters.78
Summarizing these facts, controlling the defect concentration is the key to a variety of material
properties of TMDCs. One way of achieving this goal is the repair of defective material by suitable
molecules.79,80 However, in this work, we focus on the defect production mechanism. A detailed
understanding of how defects are produced in TMDCs promises to steer or prevent the generation
of defects purposely.

2 Theory and Methodology
The following chapter presents an overview of the toolbox of many-body physics and the method-
ology employed in this work, starting with the many-body Hamiltonian, which describes the inter-
actions of ions and electrons in the 2D material. The basics of density functional theory and relying
thereon upon the ideas of ab initio Born-Oppenheimer molecular dynamics and Ehrenfest dynamics
are briefly reviewed.
2.1 Many-Body Hamiltonian of the Ion-Electron System
A system comprising 𝑀 ions and 𝑁 electrons can be quantum-mechanically described by the
many-body Hamiltonian
ℋ = −1
2
∑︁
𝑖
∇2𝑖 +
∑︁
𝑖̸=𝑗
1
|𝑟𝑖 − 𝑟𝑗| −
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𝑖,𝐼
𝑍𝐼
|𝑟𝑖 −𝑅𝐼 | −
∑︁
𝐼
1
2𝑚𝐼
∇2𝐼 +
∑︁
𝐼 ̸=𝐽
𝑍𝐼𝑍𝐽
|𝑅𝐼 −𝑅𝐽 | (2.1)
where {𝑅𝐼} = 𝑅1, ...,𝑅𝑀 denote the positions of nuclei and {𝑟𝑖} = 𝑟1, ..., 𝑟𝑁 the positions of
the electrons. The individual terms of the Hamiltonian can be labelled as follows
ℋ = 𝑇𝑒 + 𝑉𝑒𝑒 + 𝑉𝑒𝑛 + 𝑇𝑛 + 𝑉𝑛𝑛
= ℋ𝑒 +ℋ𝑛
(2.2)
where the electronic Hamiltonian is understood as
ℋ𝑒 = 𝑇𝑒 + 𝑉𝑒𝑒 + 𝑉𝑒𝑛 (2.3)
consisting of the kinetic energy of the electrons 𝑇𝑒, the electron-electron repulsion 𝑉𝑒𝑒 and the
electron-nuclei interaction 𝑉𝑒𝑛. The potential term 𝑉𝑒𝑛, which in this context is introduced as the
electron-nuclei interaction, fully characterizes the electronic Hamiltonian and might include other
external potentials as well. The nuclear Hamiltonian ℋ𝑛 = 𝑇𝑛 + 𝑉𝑛𝑛 describes the kinetic energy
and electrostatic interaction of the nuclei with atomic numbers 𝑍𝐼 and masses 𝑚𝐼 .
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The many-body Hamiltonian governs the quantum-mechanical time-evolution of the many-body
wavefunction Φ(𝑡) of the full ion-electron system via the time-dependent (non-relativistic) many-
body Schrödinger equation
𝑖
𝜕Φ(𝑡)
𝜕𝑡
= ℋΦ(𝑡) (2.4)
Note that we make use of the convenient notation in atomic units (a.u.) formally setting 𝑒 = 𝑚𝑒 =
ℏ = 1. For all what we are going to investigate this non-relativistic equation provides the exact
description of the quantum dynamical time evolution of the system.
If one is interested in solely studying the ground state properties of the electronic subsystem for
a given fixed configuration of nuclei {𝑅𝐼} (clamped nuclei approximation), it is sufficient to solve
the time-independent variant of equation (2.4)
ℋ𝑒Ψ({𝑟𝑖}; {𝑅𝐼}) = 𝐸({𝑅𝐼})Ψ({𝑟𝑖}; {𝑅𝐼}) (2.5)
with Ψ being the ground state wave function for the electrons displaying a parametric dependence
on the position of the nuclei and the corresponding ground state energy 𝐸. Numerically the solution
of (2.5) in a suitable basis representation corresponds to the task of diagonalizing the Hamiltonian
ℋ𝑒, where the ground state energy is the lowest eigenvalue, and the corresponding eigenvector
is the ground state wave function. It is probably not necessary to reiterate, that even for tiny
systems, the task of solving this simplified many-body equation is tough. For system sizes of tens
to hundreds of atoms, which are the targets of this work, the task is intractable. Even storing the
enormous amount of information contained in the corresponding many-body wavefunction would
be practically impossible.81 Fortunately, it turns out that to investigate the observable properties of
the quantum many-body system a comparatively tiny amount of information suffices. In practice,
integrated quantities such as one- or two-particle probability densities are considered. Within the
density functional theory and its time-dependent variant these physically relevant quantities can be
directly obtained without the need to solve for the full many-body wavefunction. The following
section is dedicated to an overview of this theory.
2.2 Density Functional Theory
In this section, we introduce the main idea behind DFT, suggesting that the one-electron probability
density alone is sufficient to characterize the ground state properties of the quantum many-body
system. A similar statement holds for the density in the time-dependent case. Furthermore, we
discuss the necessary approximations and simplifications to arrive at a practical calculation scheme
to solve the quantum many-body problem.
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2.2.1 Fundamental Theorems
The fundamental theorem of ground-state density functional theory proven by Hohenberg and
Kohn82 in 1964 states that there is a one-to-one mapping
Ψ({𝑟𝑖}) 1−1←→ 𝑛(𝑟) (2.6)
between the many-body wavefunction Ψ({𝑟𝑖}) and the probability densitya
𝑛(𝑟) = 𝑁
∫︁
d
3(𝑁−1)𝑟Ψ*(𝑟, {𝑟𝑖})Ψ(𝑟, {𝑟𝑖}) (2.8)
for the ground state of a quantum system of indistinguishable particles. While the direction Ψ→ 𝑛
is trivially fullfilled by the definition of the probability density, the other direction implies that all
ground state properties can in principle be derived from the ground state probability density. This is
due to the fact that 𝑛→ Ψ restores the full information of the quantum many-body state. Hence,
remarkably, the full information of the complicated many-body object Ψ({𝑟𝑖}) is encoded in the
scalar function 𝑛(𝑟). The Hohenberg-Kohn theorem establishes this by showing the uniqueness of
the relation 𝑛(𝑟) → 𝑣(𝑟). Here, 𝑣(𝑟) is the external potential fully characterizing the electronic
system as denoted by the subscript in the ground state energy density functional
𝐸𝑣[𝑛] =
∫︁
d
3𝑁𝑟Ψ*({𝑟𝑖})ℋ𝑒Ψ({𝑟𝑖})
= ⟨Ψ|ℋ𝑒|Ψ⟩
= 𝐹 [𝑛] +
∫︁
d
3𝑟 𝑣(𝑟)𝑛(𝑟).
(2.9)
The above relation introduces the universal functional of the electronic density 𝐹 [𝑛] = ⟨Ψ|𝑇 |Ψ⟩+
⟨Ψ|?ˆ? |Ψ⟩ written in the bracket notation for better readability. The uniqueness of 𝑣(𝑟)→ Ψ({𝑟𝑖})
is then again trivially fullfilled by the ground state solution of the many-body Schrödinger equation.
Similar to the Hohenberg-Kohn theorem – which constitutes the fundamental theorem for ground
state DFT – the theorem proven by Runge and Gross83 for the time-dependent probability density
lays the foundations of the time-dependent density functional theory (TDDFT). The aim of TDDFT
is to find a time-dependent probability density 𝑛(𝑟, 𝑡) corresponding to the time-dependent many-
body wavefunction Ψ(𝑡) that solves the time-dependent many-body Schrödinger equation (2.4).
For simplicity, we restrict ourselves to discussing the electron system while the electron-nuclei
interaction is now captured in the time-dependent external potential 𝑣(𝑟, 𝑡), which may also include
time-dependent fields, e.g., laser pulses.
a The short hand of the integral denotes∫︁
d
3𝑁𝑟 =
∫︁
d
3𝑟1
∫︁
d
3𝑟2 · · ·
∫︁
d
3𝑟𝑁 =
∫︁
d
3𝑟
∫︁
d
3(𝑁−1)𝑟. (2.7)
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However, both the Hohenberg-Kohn and the Runge-Gross theorems show only the existence of
the unique mapping, whereas they provide no information about how the universal functional 𝐹 [𝑛]
has to be constructed. This issue and approximations to the hitherto unknown exact universal
functional are briefly reviewed in subsection 2.2.3.
2.2.2 DFT in Practice: the Kohn-Sham Equations
The Hohenberg-Kohn theorem and the Runge-Gross theorem assert that all observables can be
calculated with the knowledge of the one-particle probability density 𝑛(𝑟) and its time-dependent
counterpart 𝑛(𝑟, 𝑡), respectively. Thus far, nothing has been discussed about a practical calculation
scheme to obtain the density and other related physical quantities. For calculations in practice,
it emerges that the mapping of the interacting many-body system to a system of non-interacting
particles circumvents solving the complicated many-body Schrödinger equation. This mapping –
proposed by Kohn and Sham84 – involves introducing the potential 𝑣KS(𝑟) (𝑣KS(𝑟, 𝑡) in the time-
dependent case) for the non-interacting system such that the resulting Kohn-Sham density equals
the density of the interacting system. One then arrives at a set of equations for the non-interacting
Kohn-Sham orbitals 𝜑𝑖(𝑟) which can be self-consistently solved. The ground state DFT Kohn-Sham
equations corresponding to the time-independent Schrödinger equation (2.5) yield[︂
−∇
2
2
+ 𝑣KS(𝑟)
]︂
𝜑𝑖(𝑟) = 𝜖𝑖𝜑𝑖(𝑟)
𝑛(𝑟) =
occ∑︁
𝑖
|𝜑𝑖(𝑟)|2
(2.10)
where 𝜑𝑖(𝑟) are the Kohn-Sham orbitals, 𝜖𝑖 are the corresponding energy eigenvalues and the
density can be obtained from the wavefunctions of the non-interacting particles in the usual way by
summing over the occupied orbital probability densities. Analogously, the time-dependent Kohn-
Sham equations and the time-dependent density are given by[︂
−∇
2
2
+ 𝑣KS(𝑟, 𝑡)
]︂
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𝑖
|𝜑𝑖(𝑟, 𝑡)|2.
(2.11)
All equations thus far are exact, avoiding any approximations, but defer the difficulty in solving
the many-body Schrödinger equation to the determination of the Kohn-Sham potential 𝑣KS. The
Kohn-Sham potential is conventionally separated into81
𝑣KS(𝑟) = 𝑣ext(𝑟) + 𝑣Hartree(𝑟) + 𝑣xc(𝑟) (2.12)
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where 𝑣ext(𝑟) is the system-specific external potential comprising electron-nuclear interaction and
eventually other external effects, 𝑣Hartree(𝑟) denotes the Hartree potential describing the electron-
electron repulsion
𝑣Hartree(𝑟) =
∫︁
d
3𝑟′
𝑛(𝑟′)
|𝑟 − 𝑟′| (2.13)
and the exchange-correlation potential 𝑣xc(𝑟) incorporates all many-body effects. Here, we restrict
ourselves to the time-independent case to simplify the notation. While 𝑣ext and 𝑣Hartree are correctly
defined by the nuclei configuration and the coulombic density-density interaction, it is the exchange
and correlation potential that has to be approximated to arrive at a practical calculation scheme. In
the following sections, we discuss the most common approximations for the universal Kohn-Sham
exchange and correlation potential.
2.2.3 Approximating Exchange and Correlations
As discussed in the previous sections, solving the many-body Schrödinger equation can be exactly
recast by the Hohenberg-Kohn82 and Runge-Gross83 theorems to be solved for the corresponding
probability density of the interacting many-body system. This task can be even further simplified by
mapping to a non-interacting system with the same density as shown by Kohn and Sham.84 Formally,
the total energy functional is first transformed as in equation (2.9) with a unique, universal but
unknown functional 𝐹 [𝑛]. Subsequently, the mapping to the non-interacting system establishes the
Kohn-Sham potential 𝑣KS. Its unknown part – the exchange and correlation potential 𝑣xc – can
be defined by the functional derivative of the exchange and correlation energy density functional
𝐸xc[𝑛]. This in turn is determined by the difference between interacting and non-interacting energy
contributions
𝐸xc[𝑛] = 𝐹 [𝑛]− 𝑇𝑠[𝑛]− 𝑉𝑒𝑒[𝑛]− 𝑉𝑒𝑛[𝑛]
𝑣xc =
𝛿𝐸xc[𝑛]
𝛿𝑛
.
(2.14)
where 𝑇𝑆 denotes the Kohn-Sham kinetic energy functional of the non-interacting system, formu-
lated with respect to the Kohn-Sham orbitals
𝑇𝑠[𝑛] = −
occ∑︁
𝑖
𝜑*𝑖 (𝑟)
∇2
2
𝜑𝑖(𝑟). (2.15)
Note that this density functional depends on the Kohn-Sham orbitals, which by themselves are
functionals of the probability density. The difficulty is thereby deferred to finding an approximation
of 𝐸xc[𝑛] or correspondingly 𝑣xc.
In the Local Density Approximation (LDA), the form of the exchange contribution to 𝑣xc is
derived directly from the exchange energy density of the homogenous electron gas, a model system
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with uniform electron density and compensating positive uniform background charge. The exchange
energy density 𝜖𝑥 and hence the exchange potential yield81
𝐸𝑥[𝑛] =
∫︁
d
3𝑟 𝜖𝑥𝑛(𝑟) = −
∫︁
d
3𝑟
3
4
(︂
3
𝜋
)︂1/3
𝑛(𝑟)1/3𝑛(𝑟)
𝑣x =
𝛿𝐸𝑥
𝛿𝑛
= 𝜖𝑥 +
𝜕𝜖𝑥
𝜕𝑛
𝑛(𝑟) = −
(︂
3
𝜋
𝑛(𝑟)
)︂1/3
.
(2.16)
The correlation part is usually determined by considering exactly solvable high- and low- density
limits and fitting the correlation energy to accurate quantum Monte Carlo simulations for interme-
diate densities of the homogenous electron gas.85 By construction, the spin-dependent version of
LDA – the local spin density approximation (LSDA) – is exact for a system with uniform density.
More generally, it is valid if the density varies slowly over space.84 Considering the crude approxi-
mation that generalizes from a constant to a spatially varying density, it is remarkable that LSDA
produces results close to exact calculations for a wide class of atoms and chemical compounds.
This surprising agreement can be explained with the cancellation of errors between the exchange
and correlation energies in the LSDA. However, as is known, LSDA fails in other situations, e.g.,
it does not incorporate inhomogeneity or gradient correction to the exchange-correlation hole near
the electron and does not satisfy the high-density scaling requirement for the correlation part.
The latter two failures are overcome by introducing gradient corrections as proposed in the Gener-
alized Gradient Approximation (GGA) by Perdew, Burke and Ernzerhof (PBE),86 while other
known deficiencies remain (for an overview of exact constraints and the corresponding failures, see
chapters 1.4 and 1.6 in [81]). The fascinating features of this functional are the first-principles-based
derivation, its purely non-empirical nature, its simplicity (“GGA made simple”), its universality (as it
works for diverse systems) and finally its accuracy, enabling predictive calculations for real systems.
Regarding structural predictions for the equilibrium geometry of solids and molecules, it is known
that LSDA tends to produce larger binding energies, smaller lattice constants and bonding distances
than the experimental ones (“overbinding”) and the GGA shows – due to the gradient corrections
– the reverse effect, while resulting in better agreement compared with the experiment. Further
shortcomings of both LDA and GGA are self-interaction errors leading – e.g., for semi-conducting
systems – to systemical underestimated band gap values87 (more accurate but also more expensive
calculations of the electronic structure can be performed using higher rank functionals87 or the
Green’s function method in the framework of the GW approximation88,89).
An excessively-fast decaying exchange-correlation potential in molecular systems and the absence
of van der Waals interactions (can be partially taken into account by the semi-empirical Grimme
correction90) are other known shortcomings. Despite these deficiencies, a careful assessment shows
that especially the PBE-GGA proves sufficiently accurate for all considered systems in this work
and can be employed in DFT calculations as a powerful tool in understanding physical processes
on the atomic-scale.
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The LDA and GGA functionals are well established in the physics community for ground state
DFT calculations. However, following the “Jacob’s ladder” spanning from Hartree approximation
to chemical accuracy, more accurate (but also computationally more demanding) functionals – e.g.,
hybrid functionals which comprise a fraction of exact exchange – have been proposed. Conse-
quently, a plethora of functionals is available. However, for this work, dealing with quite large
systems of hundreds of atoms and regarding the moderate accuracy requirements, the usage of the
PBE-GGA is the optimal choice.
Considering TDDFT, the situation is somewhat different as the development of time-dependent
xc-functionals is still in its infancy.81 The simplest approach is to perform the adiabatic approxi-
mation for the xc-functional. In this case, a ground state xc-functional is evaluated with the density
𝑛(𝑡) at the current time. For simplicity and comparability with the ground state DFT calculations,
in this work the GGA functional is employed in the adiabatic approximation. Therefore, in our case
the time-dependent xc-potential is derived from the PBE-GGA exchange potential, yielding
𝑣adiabatic𝑥𝑐 (𝑟, 𝑡) = 𝑣
PBE
𝑥𝑐 [𝑛](𝑟)
⃒⃒⃒
𝑛=𝑛(𝑡)
. (2.17)
For completeness, it should be mentioned that more sophisticated, but also computationally more
demanding, functionals are available, e.g. hybrid functionals like the time-dependent exact-exchange
(EXX) functional91,92 or time-dependent xc-functionals incorporating memory effects.93
2.2.4 Discretization of the Kohn-Sham equations
With the theory behind the Kohn-Sham equation outlined, in this section, we will take a look at the
challenges, the approximations, their accuracy, and the numerical implementation of discretization
for the Kohn-Sham scheme. The discretization can be undertaken in different ways, of which the
three most common ones are discussed in the following.
The most intuitive way of discretizing the Kohn-Sham equations is probably to solve them on a
real space grid. For this purpose, sophisticated multigrid methods are available; for example,
implemented in the GPAW code.94,95 Real space implementations are especially suited for finite
or large systems and incorporating external local potentials. Multigrid schemes can be efficiently
parallelized, which is especially useful to treat large systems via domain decomposition. The grid
spacing controls the accuracy of the real-space grid method.
A second possibility for the discretization is to expand the wave functions in the plane wave basis.
Therefore, operating in k-space, fast Fourier transforms (FFTs) are used to efficiently and accu-
rately solve the Kohn-Sham equations. This method – which is e.g., implemented in the VASP
code96–98 – is most suitable for periodic systems with a small unit cell, although due to its efficiency
it can also be applied to larger supercell calculations. However, note that the parallelization is not
as straightforward as for the multigrid scheme since FFTs are fast and accurate but not easily
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parallelizable. The cutoff energy 𝐸cutoff defines the size of the plane wave basis set and therefore
the accuracy of the method. All plane-waves defined by the vector 𝐺 with kinetic energy smaller
than the cutoff energy are included in the basis set
|𝐺+ 𝑘| < 𝐺cut with 𝐸cutoff = 𝐺
2
cut
2𝑚𝑒
. (2.18)
Note that in this definition – implemented in VASP – the number of plane waves differs for different
k-points 𝑘, ensuring a smoother energy-volume relation.99
The third discretization scheme relies on the expansion of the wavefunction into atomic orbitals,
yielding the linear combination of atomic orbitals (LCAO). For this method, the number of in-
dependent basis functions determines accuracy. In general, LCAO is less memory-consuming and
faster even for large systems than the other two methods, at the cost of lower accuracy. The
GPAW package comes together with an LCAO implementation, making use of the numerical library
Scalapack to parallelize the matrix diagonalization scheme efficiently.
2.2.5 Projector Augmented Wave Method
Independent of the basis expansion, the complicated wavefunction structure close to the nuclei has
to be handled by the discretization scheme. Orthogonality requires the wavefunctions to display very
sharp features close to the nucleus, as all states are non-zero in this region. Historically, this issue
was addressed by introducing pseudopotentials for the core region. These effective, much smoother
potentials are constructed in such a way that they match the scattering behavior of the true core
electron potential beyond a certain cutoff radius. As an advantage, the pseudopotentials can be
calculated beforehand for each atom sort by solving the full-relativistic all-electron Schrödinger
equation. For the consecutive calculations involving the tabulated smooth pseudopotentials, in
most cases, it is sufficient to solve a non-relativistic Schrödinger equation for the valence electrons.
The drawback of the pseudopotential method lies in the information loss for the full wavefunc-
tion in the core region. Additionally, the validity and accuracy of the choice of pseudopotentials
cannot be judged beforehand. A more general approach – the Projector Augmented Wave
Method (PAW) – was first proposed by Blöchl in 1994.100 This method – which contains the
pseudopotential method as a well-defined approximation101 – shall be discussed in the following as
all of the DFT calculations performed (with GPAW and VASP) in this work rely on the PAW. The
introduction to the PAW method is presented here along the lines sketched in reference [102].
As stated above, the motivation of the PAW method is to avoid dealing with the sharp features and
rapid oscillations appearing close to the nucleus in the all-electron wavefunction |Ψ𝑛⟩, whereby the
index 𝑛 denotes the quantum number comprising k-point, band, and spin indices. For this purpose,
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a smooth auxiliary wavefunction |Ψ˜𝑛⟩ is constructed. The transformation between the all-electron
and auxiliary wavefunction is mediated by
|Ψ𝑛⟩ = 𝒯 |Ψ˜𝑛⟩. (2.19)
As we expect the all-electron wavefunction to have a smooth behavior in the interstitial region, the
transformation has to be performed only in the so-called augmentation region around the nuclei.
Consequently, the transformation operator can be decomposed into atom-centered transforma-
tions 𝒯 𝑎
𝒯 = 1 +
∑︁
𝑎
𝒯 𝑎, (2.20)
which have no effect outside the region |𝑟 −𝑅𝑎| < 𝑟𝑎𝑐 at atom site 𝑎. The cutoff radii 𝑟𝑎𝑐 have
to be chosen such that no overlap of the augmentation spheres occurs. In order to construct
the transformation operators 𝒯 𝑎, an expansion of the auxiliary wavefunctions into smooth atom-
centered partial wavefunctions is performed
|Ψ˜𝑛⟩ =
∑︁
𝑎,𝑖
𝑃 𝑎𝑛,𝑖|𝜑𝑎𝑖 ⟩, for |𝑟 −𝑅𝑎| < 𝑟𝑎𝑐 (2.21)
with the, for now, undetermined expansion coefficients 𝑃 𝑎𝑛,𝑖. These smooth atom-centered auxiliary
partial waves are then transformed into their all-electron counterparts by
|𝜑𝑎𝑖 ⟩ =
(︁
1 + 𝒯 𝑎
)︁
|𝜑𝑎𝑖 ⟩, (2.22)
where the transformation takes place only inside the atom-centered augmentation spheres. The
partial wavefunction remains unaltered in the interstitial region. Given the partial wave expansion
for 𝜑 and 𝜑, the atom-centered transformations are determined by
𝒯 𝑎|𝜑𝑎𝑖 ⟩ = |𝜑𝑎𝑖 ⟩ − |𝜑𝑎𝑖 ⟩ (2.23)
Note that by construction, the same expansion coefficients apply for the all-electron wavefunction
|Ψ𝑛⟩ =
∑︁
𝑎,𝑖
𝑃 𝑎𝑛,𝑖𝒯 |𝜑𝑎𝑖 ⟩ =
∑︁
𝑎,𝑖
𝑃 𝑎𝑛,𝑖|𝜑𝑎𝑖 ⟩, for |𝑟 −𝑅𝑎| < 𝑟𝑎𝑐 . (2.24)
As 𝒯 is required to be a linear operator, the expansion coefficients 𝑃 𝑎𝑛,𝑖 must be linear functionals
of |Ψ˜𝑛⟩. The expansion coefficients are computed by applying smooth projector functions 𝑝𝑎𝑖 to
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the all-electron auxiliary wavefunction with quantum number 𝑛, projecting it to the partial wave 𝑖
at atom site 𝑎
𝑃 𝑎𝑛,𝑖 = ⟨𝑝𝑎𝑖 |Ψ˜𝑛⟩ =
∫︁
d
3𝑟 𝑝𝑎𝑖 (𝑟 −𝑅𝑎)Ψ˜𝑛. (2.25)
Since there is no overlap between the augmentation spheres, the auxiliary wavefunctions can be
mapped on itself inside the augmentation region |𝑟 −𝑅𝑎| < 𝑟𝑎𝑐 , yielding |Ψ˜𝑎𝑛⟩ =
∑︀
𝑖
|𝜑𝑎𝑖 ⟩⟨𝑝𝑎𝑖 |Ψ˜𝑛⟩
from which follows the completeness relation
∑︀
𝑖
|𝜑𝑎𝑖 ⟩⟨𝑝𝑎𝑖 | = 1, which holds inside each augmentation
sphere. Using this completeness, the atom-centered transformation can be decomposed as
𝒯 𝑎 =
∑︁
𝑖
𝒯 𝑎|𝜑𝑎𝑖 ⟩⟨𝑝𝑎𝑖 |
(2.23)
=
∑︁
𝑖
(︁
|𝜑𝑎𝑖 ⟩ − |𝜑𝑎𝑖 ⟩
)︁
⟨𝑝𝑎𝑖 |. (2.26)
Thus, the full transformation is given by
𝒯 = 1 +
∑︁
𝑎,𝑖
(︁
|𝜑𝑎𝑖 ⟩ − |𝜑𝑎𝑖 ⟩
)︁
⟨𝑝𝑎𝑖 |, (2.27)
which – applied to the all-electron wavefunction in position representation Ψ𝑛(𝑟) = ⟨𝑟|Ψ𝑛⟩ – yields
Ψ𝑛(𝑟) = Ψ˜𝑛(𝑟) +
∑︁
𝑎,𝑖
(︁
𝜑𝑎𝑖 (𝑟)− 𝜑𝑎𝑖 (𝑟)
)︁
⟨𝑝𝑎𝑖 |Ψ˜𝑛⟩. (2.28)
The smooth and therefore numerically-convenient auxiliary wavefunctions are solutions of the trans-
formed Kohn-Sham equations
𝒯 †ℋ𝑒𝒯 |Ψ˜𝑛⟩ = 𝜖𝑛𝒯 †𝒯 |Ψ˜𝑛⟩. (2.29)
A comprehensive illustration of the PAW method and the ingredients of (2.28) is depicted in Figure
2.1.
The frozen core approximation is not a prerequisite of the PAW method, but it is often used in
conjunction with it. In this approximation, it is assumed that the core states are naturally localized
inside the augmentation sphere and remain unchanged by the formation of molecules and solids.
The core states are fixed to the precalculated atomic core states. Consequently, only valence states
are variational and included in the expansion of |Ψ˜𝑛⟩ and |Ψ𝑛⟩ in (2.21) and (2.24), respectively.
The PAW method in the frozen core approximation is implemented in both GPAW and VASP codes
used in this work. Note that due to the introduction of the projection operators, some subtleties
are taken into account, concerning the calculation of semi-local and non-local contributions to the
total energy, as explained in detail in reference [102].
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Figure 2.1: PAW formalism. The total wavefunction Ψ𝑛 which shows sharp features (red)
in the augmentation regions (circles) around the nuclei is decomposed into a smooth (green),
numerical convenient auxiliary wavefunction Ψ˜𝑛 and a partial wave expansion in the augmentation
region, where the all-electron partial waves 𝜑𝑖 (red) are reconstructed from the smooth auxiliary
partial waves 𝜑𝑖 (green).
2.3 Ab Initio Molecular Dynamics
The equations of motion for a system comprising electrons and nuclei are derived in this section,
taking the many-body Schrödinger equation (2.4) as the starting point. In the first step, a separation
into classical nuclear degrees of freedom and electronic degrees of freedom – which necessarily have
to be treated quantum mechanically – is sought. By separating electronic and nuclear dynamics
based on the observations of the distinct contributions of nuclear and electronic degrees of freedom
in molecular spectra,103 the “Born-Oppenheim approximation” is performed. While it constitutes
the key concept to understand the subsequently-introduced derivation of Ehrenfest dynamics, we
present a sketch of its basic principles following along the derivation in reference [104].
2.3.1 Born Oppenheimer Approximation
In order to derive the Born Oppenheimer approximation, consider first the electronic part of the
Hamiltonian with clamped nuclei. Accordingly, a parametric dependence of the positions of the
nuclei is introduced into the electronic wavefunctions. Suppose that these wavefunctions as the
exact solution of the time-independent Schrödinger equation
ℋ𝑒({𝑟𝑖}; {𝑅𝐼})Ψ𝑘 = 𝐸𝑘({𝑅𝐼})Ψ𝑘({𝑟𝑖}; {𝑅𝐼}) (2.30)
are known. Subsequently, the full wavefunction can be expanded in terms of the instantaneous adi-
abatic basis comprising the orthonormalized functions {Ψ𝑘} for the electrons and the corresponding
nuclear wavefunctions {𝜒𝑘}
Φ({𝑟𝑖}, {𝑅𝐼}) =
∑︁
𝑙
Ψ𝑙({𝑟𝑖}; {𝑅𝐼})𝜒𝑙({𝑅𝐼}) (2.31)
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By inserting this ansatz into the full many-body Schrödinger equation, multiplying from the left
by Ψ*𝑙 ({𝑟𝑖}; {𝑅𝐼}) and integrating over the electronic degrees of freedom – thereby exploiting the
orthonormality – one arrives at[︃
−
∑︁
𝐼
1
2𝑚𝐼
∇2𝐼 + 𝐸𝑘
]︃
𝜒𝑘 +
∑︁
𝑙
𝒞𝑘𝑙𝜒𝑙 = 𝑖𝜕𝜒𝑘
𝜕𝑡
. (2.32)
This equation describes the time evolution for the nuclear wavefunctions and introduces the exact
non-adiabatic coupling operators 𝒞𝑘𝑙
𝒞𝑘𝑙 =
∫︁
d
3𝑟Ψ*𝑘
[︃
−
∑︁
𝐼
1
2𝑚𝐼
∇2𝐼
]︃
Ψ𝑙 +
∑︁
𝐼
(︂∫︁
d
3𝑟Ψ*𝑘[−𝑖∇𝐼 ]Ψ𝑙
)︂[︂−𝑖∇𝐼
𝑚𝐼
]︂
. (2.33)
The first term is the matrix element of the kinetic energy operator of the nuclei and the second
term relates to the nuclear momentum operator. Since these coupling operators describe transitions
between different potential energy surfaces (corresponding to different states of the electronic
subsystem), neglecting them leads to a decoupling of electronic and nuclear motions. Effectively,
the system remains in the initial electronic state 𝑘, such that the Born ansatz (2.31) reduces to
Φ({𝑟𝑖}, {𝑅𝐼}) ≈ Ψ𝑘({𝑟𝑖}; {𝑅𝐼})𝜒𝑘({𝑅𝐼}) (2.34)
This approximation motivated by a tedious perturbative expansion in powers of 4
√︀
𝑚𝑒/𝑚𝐼
103 is
called the “Born-Oppenheimer approximation”. Subsequently, by treating the nuclei as classical
particles obeying Newton’s equation of motion (for a detailed derivation see chapter 2.1 in [104])
one arrives at the following set of equations
ℋ𝑒Ψ𝑘 = 𝐸𝑘Ψ𝑘
𝑚𝐼𝑅𝐼 = −∇𝐼𝐸𝑘({𝑅𝐼})
(2.35)
describing the motions of the nuclei on the 𝑘-th potential energy surface generated by the solution
of the time-independent Schrödinger equation for the electronic subsystem within the clamped
nuclei picture. When initiated in the ground state (that means for 𝑘=0), these equations of motion
can be recast to
ℋ𝑒Ψ0 = 𝐸0Ψ0
𝑚𝐼𝑅𝐼 = −∇𝐼 min
Ψ0
⟨Ψ0|ℋ𝑒|Ψ0⟩
(2.36)
where the forces on the nuclei are evaluated on the energy surface formed by relaxing the electronic
system for each nuclear configuration to its ground state (the minimum energy surface). These
are the basic relations for the (ground state) Born-Oppenheimer (BO) molecular dynamics (MD).
For ab initio MD simulations, usually ground state DFT is employed to solve the time-independent
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Schrödinger equation and the forces on the nuclei are then evaluated making use of the Hellmann-
Feyman theorem105,106
𝑚𝐼𝑅𝐼 = −min
Ψ0
⟨Ψ0|∇𝐼ℋ𝑒|Ψ0⟩. (2.37)
A discussion of the subtleties and errors originating due to finite basis set and non-self-consistency
is given in [104] in chapter 2.5.
2.3.2 Ehrenfest Dynamics
While BO MD by construction suffers from being unable to describe transitions between different
potential energy surfaces and hence transition between electronic states, this issue can be avoided
at the price of higher computational complexity by refraining from the Born-Oppenheimer approx-
imation. Instead, the limit to the classical motion of the nuclei is performed directly. Appendix
A.1 gives a brief derivation of the coupled quantum-classical equations using a single-determinant
ansatz for the total wavefunction, which results in a mean-field description of the dynamics. In
honor of Paul Ehrenfest, who was the first to address the essential question107 of how Newtonian
classical dynamics can be derived from the time-dependent Schrödinger equation, this approach is
called now Ehrenfest dynamics. The main equations are given by
𝑖
𝜕Ψ
𝜕𝑡
= ℋ𝑒Ψ
𝑚𝐼𝑅𝐼 = −∇𝐼⟨Ψ|ℋ𝑒|Ψ⟩.
(2.38)
The physical interpretation of this most elementary mixed quantum/classical molecular dynamics
scheme is that while the electrons are propagated with the time-dependent Schrödinger equation
(with a parametrical dependence of the Hamiltonian on the nuclei configuration), the classical nuclei
move in the mean field of the electrons (treated quantum mechanically). Accordingly, Ehrenfest
dynamics provides an effective mean field theory, which is however capable of describing transitions
between the electronic states. This becomes transparent considering the expansion of the electronic
wave function (not the total wave function Φ) in the instantaneous adiabatic basis {Ψ𝑘}
Ψ({𝑟𝑖}; {𝑅𝐼}) =
∑︁
𝑙
𝑐𝑙(𝑡)Ψ𝑙({𝑟𝑖}; {𝑅𝐼}) (2.39)
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where the complex, time-dependent expansion coefficients are related to the occupations |𝑐𝑙(𝑡)|2
of the states 𝑙 satisfying
∑︀
𝑙
|𝑐𝑙(𝑡)|2 = 1. Insertion into (2.38) yields108
𝑖?˙?𝑘(𝑡) = 𝑐𝑘(𝑡)𝐸𝑘 − 𝑖
∑︁
𝑙
𝑐𝑙(𝑡)𝐷
𝑘𝑙
𝑚𝐼𝑅𝐼 = −∇𝐼
∑︁
𝑘,𝑙
𝑐*𝑘𝑐𝑙⟨Ψ𝑘|ℋ𝑒|Ψ𝑙⟩ = −∇𝐼
∑︁
𝑘
|𝑐𝑘(𝑡)|2𝐸𝑘
= −
∑︁
𝑘
|𝑐𝑘(𝑡)|2∇𝐼𝐸𝑘 −
∑︁
𝑘,𝑙
𝑐*𝑘𝑐𝑙(𝐸𝑘 − 𝐸𝑙)𝑑𝑘𝑙𝐼
(2.40)
where the non-adiabatic coupling elements are given by
𝐷𝑘𝑙 = ⟨Ψ𝑘| 𝜕
𝜕𝑡
Ψ𝑙⟩ =
∫︁
d
3𝑁𝑟Ψ𝑘
𝜕
𝜕𝑡
Ψ𝑙
=
∑︁
𝐼
?˙?𝐼
∫︁
d
3𝑁𝑟Ψ𝑘∇𝐼Ψ𝑙 =
∑︁
𝐼
?˙?𝐼⟨Ψ𝑘|∇𝐼Ψ𝑙⟩ =
∑︁
𝐼
?˙?𝐼𝑑
𝑘𝑙
𝐼
(2.41)
In both the time-propagation of the wavefunction coefficients as well as in the force term the non-
adiabatic coupling terms appear. They describe the coupling between different electronic states
𝐷𝑘𝑙 and the corresponding different potential energy surfaces 𝑑𝑘𝑙𝐼 , respectively. These ensure that
a transition between electronic states and potential energy surfaces can take place in contrast to
BO MD.
It is further instructive to consider the restriction to the ground state (𝑘 = 0) in comparison to
(2.36) obtained for BO MD. In the case of the Ehrenfest dynamics equation (2.38) transforms to
𝑖
𝜕Ψ0
𝜕𝑡
= ℋ𝑒Ψ0
𝑚𝐼𝑅𝐼 = −∇𝐼⟨Ψ0|ℋ𝑒|Ψ0⟩
(2.42)
Comparing now (2.36) and (2.42), a profound difference can be found in the force term. For
BO MD, the minimum of ⟨Ψ0|ℋ𝑒|Ψ0⟩ has to be reached in each time step (solving the time-
independent Schrödinger equation by diagonalization of the Hamiltonian ℋ𝑒), while for Ehrenfest
dynamics the forces are evaluated based on the expectation value for the wavefunction propagated
unitarily according to the time-dependent Schrödinger equation. This means that without external
perturbations, the system would remain in the initial ground state. However, due to the motion of
the nuclei and the consequent rearrangement of the configuration {𝑅𝐼}, the propagated ground
state Ψ0 differs from the electronic state minimizing the energy of the new configuration. This is
the manifestation of the non-adiabatic character of Ehrenfest dynamics.
Note that in practice, there is no need to expand the wavefunction in the instantaneous adia-
batic basis; instead, ab initio Ehrenfest dynamic calculations are performed in the framework of
TDDFT. Therefore, the time-dependent Schrödinger equation is solved propagating the Kohn-Sham
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wavefunctions in time. Based on the expectation value with respect to these wavefunctions, the
Hellmann-Feynman forces on the nuclei are evaluated.
Several limitations of Ehrenfest dynamics due to its mean-field character are known. On the one
hand, an initial wavefunction prepared in a pure adiabatic state Ψ𝑘 will be transformed into a mixed
state, rendering it generally impossible to recover a pure state after leaving the region of strong
non-adiabatic coupling.108 On the other hand, the total wavefunction may contain significant
contributions from adiabatic states inaccessible in classical mechanics. Another major limitation of
Ehrenfest dynamics is that the microscopical reversibility is violated.108
Nevertheless, the method has already been successfully applied to study stopping of energetic
particles in materials109–111 and excitation-mediated diffusion.112 When used in conjunction with
TDDFT, Ehrenfest dynamics is computationally one of the most efficient approaches to simulate
non-adiabatic dynamics of large systems. Therefore, in this work, the Ehrenfest dynamics simulation
as implemented in the GPAW code113 are carried out accounting for a change in the (excited)
electronic state during the displacement process in the 2D material.
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As the focus of this work is on the formation of defects under electron and ion irradiation in 2D
TMDCs, this section is dedicated to the theoretical foundation of beam-induced reactions.
2.4.1 Electron Irradiation
In 2D specimen, electron irradiation causes damage in several ways. While damage creation by
momentum transfer from the impinging electron to the target atoms (knock-on damage) is already
well understood, damage induced by electronic excitation and beam-induced chemical etching re-
quires further investigations. The onset of knock-on damage is described by the minimum electron
energy needed to displace a target atom from the specimen, the so-called knock-on threshold.
From a theory perspective, it is necessary to distinguish between two types of projectile-target
interaction, namely elastic and inelastic processes. The elastic processes are addressed in the major
first part of this section. Elastic scattering in this context means that momentum and energy of
the particles are conserved. The corresponding probabilities for these processes are described by
scattering and sputtering (displacement) cross-sections. The related channel of knock-on damage
is governed by the interaction of the projectile with the target nuclei. By contrast, for inelastic
scattering, the projectile interacts with the electronic system of the target material. Subsequently,
energy is transferred to the electronic system and converted into electronic excitation. In the final
part of this section models for the inelastic cross-section describing the generation of excitation are
briefly discussed.
Displacement cross-section. The total displacement cross-section defines a measure of the
probability of a particle being sputtered (= permanently displaced) by an incident particle. Figure
2.2 presents an intuitive picture of the meaning of this probability measure, which is commonly
expressed in units of an area. While the full area presented in the top view is illuminated, e.g.,
by the electron beam, sputtering of the atoms occurs only for those electrons visiting the (largely
overdrawn) shaded regions. Here, the displacement cross-section is the area of one such shaded
region, whereby dividing the area of all shaded regions by the full illuminated area yields the
sputtering probability per electron.
The total displacement threshold has to be distinguished from the total scattering cross-section,
giving the probability of an incident particle being scattered by a target atom. The latter is more
conveniently expressed in terms of the differential cross-section d𝜎
dΩ
differentiating into the spatial
region (specified by the solid angle dΩ) into which the particle is scattered. This is illustrated, e.g.,
for the Rutherford cross-section, where the total scattering cross-section diverges due to the long-
range Coulomb potential, while the differential scattering cross-section is a finite and well-defined
quantity.
The total displacement cross-section again can be formally defined as the number of sputtered
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Figure 2.2: Interpretation of the displacement cross-section. The displacement cross-
section can be interpreted in a simple geometric picture as the fraction of the area, where
electron impacts lead to sputtering of atoms (shaded circles for sulfur atoms). The area of one
shaded circle corresponds to the displacement cross-section of a sulfur atom. Note that in this
sketch the shaded areas are scaled up by a factor of 108 (1 barn = 10−8Å). The ratio of all
shaded areas inside the irradiated area (limited by the dashed rectangle) gives the probability of
one sulfur atom being sputtered per electron.
particles per target atom and unit time divided by the incident current density. The cross-section
of sputtering sulfur atoms e.g., from MoS2 in TEM can be accessed counting the sulfur vacancies
∆𝑁 while knowing the total number of sulfur atoms 𝑁 in the considered area and the accumulated
electron dose 𝜑
𝜎𝐷 =
Δ𝑁
𝑁Δ𝑡
𝜑
Δ𝑡
=
∆𝑁
𝑁𝜑
, (2.43)
where in the first term the above definition is applied with the unit time ∆𝑡 and the electron dose
rate 𝜑
Δ𝑡
(= incident current density). Furthermore, especially in the case of incident ions, the
displacement cross-section can be related to the sputtering yield per incident particle 𝑌 , making
use of the areal density Σ of target atoms (e.g., atoms per unit cell area) as
𝜎𝐷 =
𝑌
Σ
. (2.44)
Note that in the following, most formulas are presented in the Gaussian units system (with
4𝜋𝜖0 = 1). This means that the expression 𝑒2 should be read as 𝑒
2
4𝜋𝜖0
, which can be evaluated
(in atomic units) as 𝐸𝐻 · 𝑎0, where 𝐸𝐻 = 27.211 eV is the Hartree energy and 𝑎0 = 0.529 Å is
the Bohr radius.
Rutherford scattering cross-section. The scattering cross-section of a charged incident particle
(charge 𝑧, e.g., for an electron with 𝑧 = −1) scattered from a target with the atomic number 𝑍
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interacting by an unscreened Coulombic potential can be most intuitively calculated separating the
relative and center of mass coordinates and choosing the center of mass reference frame. In this
case, the Rutherford scattering cross-section can be derived by solving the scattering problem of
an incident particle with charge 𝑧 interacting with a central potential of strength 𝑍
𝑉 (𝑟) =
𝑍𝑧𝑒2
𝑟
. (2.45)
In this reference frame, the distance 𝑟 is the relative distance between the two particles, the mass
Figure 2.3: Sketch of the Rutherford differential scattering cross-section. The elastic
scattering cross-section of a particle (blue sphere) from a Coulombic central potential (red curve)
is described by the Rutherford cross-section. The sketch illustrates the main physical quantities,
relative velocity 𝑣, impact parameter 𝑏, scattering angle 𝜃 and the geometric relation between
incident current density in the orange ring and the scattering into the angular region characterized
by the solid angle dΩ.
is the reduced mass (for electrons scattered at nuclei 𝜇 ≈ 𝑚𝑒), 𝑣 is the relative velocity between
the particles and the scattering angle 𝜃 is measured from coordinate axis 𝑥, see Figure 2.3. The
Coulomb potential describes the interaction between the two particles, whereby it generates the
force
𝐹 =
𝑍𝑧𝑒2
𝑟2
?ˆ?. (2.46)
We have an elastic collision, consequently the magnitude of initial momentum 𝑝 is conserved and
after the collision yielding a deflection by angle 𝜃 the 𝑦 component of the momentum is 𝑝𝑦 = 𝑝 sin 𝜃.
It can be alternatively calculated by integrating the force along the trajectory from −𝜋 ≤ 𝜓 ≤ 𝜃
𝑝𝑦 = 𝑝 sin 𝜃 =
∫︁
𝐹𝑦d𝑡
=
∫︁ 𝜃
−𝜋
𝑍𝑧𝑒2
𝑟2
sin𝜓
d𝑡
d𝜓
d𝜓
𝑟2?˙?=𝑏𝑣
=
𝑍𝑧𝑒2
𝑏𝑣
cos𝜓
⃒⃒⃒𝜃
−𝜋
=
𝑍𝑧𝑒2
𝑏𝑣
(1 + cos 𝜃) .
(2.47)
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The integration was simplified using angular momentum conservation, where 𝑏 is the impact parame-
ter and 𝑣 the initial velocity. The deflection relation 𝑏(𝜃) can be obtained by applying sin𝑥
1+cos𝑥
= tan 𝑥
2
𝑏(𝜃) =
𝑍𝑧𝑒2
𝑝𝑣
cot
𝜃
2
. (2.48)
The usual geometric argumentation for relating the differential cross-section to the deflection rela-
tion yields
2𝜋𝑏|𝑑𝑏| = d𝜎
dΩ
dΩ (2.49)
with the solid angle dΩ for the azimuthal rotational symmetric situation being dΩ = 2𝜋 sin 𝜃d𝜃.
Hence, we have with (2.48)
d𝜎𝑅
dΩ
=
𝑏
sin 𝜃
⃒⃒⃒⃒
d𝑏
d𝜃
⃒⃒⃒⃒
=
1
2
(︂
𝑍𝑧𝑒2
𝑝𝑣
)︂2 cos 𝜃
2
sin 𝜃
2
sin 𝜃
csc2
𝜃
2
=
1
4
(︂
𝑍𝑧𝑒2
𝑝𝑣
)︂2
csc4
𝜃
2
(2.50)
with d
d𝑥
cot𝑥 = − csc2 𝑥 = − sin−2 𝑥 and sin 𝑦 = 2 sin 𝑦
2
cos 𝑦
2
Introducing then the relativistic
momentum (or the relativistic mass 𝑚 = 𝛾𝑚𝑒 with 𝛾 = 1/
√︀
1− 𝛽2) and fixing 𝑧 = −1 for the
electron yields the well-known expression for the Rutherford differential cross-section of electrons
scattered from a nucleus in the CM frame
d𝜎𝑅
dΩ
=
(︂
𝑍𝑒2
2𝑚𝑒𝑐2
)︂2
1− 𝛽2
𝛽4
csc4
𝜃
2
(2.51)
McKinley Feshbach Approximation. The differential cross-section of a relativistic electron
being elastically scattered from an atom was obtained by Mott114 solving the Dirac equation for a
plane wave scattered at a central potential. This exact result in the form of infinite series can be
approximated within the McKinley-Feshbach formalism115 by performing a power series expansion
for 𝛼/𝛽 ≪ 1. The approximation is accurate for light elements and sub MeV energies and reads
d𝜎𝑀𝐹
dΩ
=
d𝜎𝑅
dΩ
[︀
1− 𝛽2 sin2 𝜃/2 + 𝜋𝛼𝛽 sin 𝜃/2 (1− sin 𝜃/2)]︀ = d𝜎𝑅
dΩ
ℳ(𝜃) (2.52)
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where 𝛽 = 𝑣/𝑐, 𝜃 denotes the scattering polar angle, 𝛼 = 𝑍𝑒2/ℏ𝑐 = 𝑍/137 the atom specific
fine structure constant and d𝜎𝑅
dΩ
is the relativistic Rutherford differential cross-section. In order to
obtain the total displacement cross-section, this differential cross-section needs to be integrated
𝜎𝐷 =
∫︁
dΩ
d𝜎𝑀𝐹
dΩ
=
∫︁ 𝜋
0
d𝜑
∫︁ 𝜃max
𝜃min
d(cos 𝜃)
d𝜎𝑅
dΩ
ℳ(𝜃) (2.53)
This can be achieved by transforming the angular integration to an integration from the minimum
required energy 𝑇𝑑 for the displacement (displacement threshold) to the maximum transferable
energy 𝑇𝑚, which for atoms (mass 𝑀) at rest can be approximated for 𝑚𝑒 ≪𝑀 by
𝑇𝑚(𝐸) =
2𝐸(𝐸 + 2𝑚𝑒𝑐
2)
𝑀𝑐2
, (2.54)
where 𝐸 denotes the kinetic energy of the incident electron. The kinematic relation for the trans-
ferred energy dependent on the scattering angle 𝜃 is given by116
𝑇 (𝜃) = 𝑇𝑚 sin
2 𝜃/2 (2.55)
where the maximal energy is transferred in a head-on collision (𝜃 = 𝜋). The integral is transformed
using
d(cos 𝜃) = sin 𝜃d𝜃 = 2 sin 𝜃/2 cos 𝜃/2 d𝜃 = 2
√︀
𝑇/𝑇𝑚 2 d(sin 𝜃/2) = 2
d𝑇
𝑇𝑚
(2.56)
and the 𝜑 integration is carried out, which yields
𝜎𝐷 = 4𝜋
∫︁ 𝑇𝑚
𝑇𝑑
d𝑇
𝑇𝑚
d𝜎𝑅
dΩ
ℳ(𝑇 )
= 𝜋
(︂
𝑍𝑒2
𝑚𝑒𝑐2
)︂2
1− 𝛽2
𝛽4
∫︁ 𝑇𝑚
𝑇𝑑
d𝑇
𝑇𝑚
ℳ(𝑇 )
(︂
𝑇
𝑇𝑚
)︂−2
= 𝜋
(︂
𝑍𝑒2
𝑚𝑒𝑐2
)︂2
1− 𝛽2
𝛽4
∫︁ 1
𝑇𝑑/𝑇𝑚
d𝑥
𝑥2
ℳ(𝑥)
(2.57)
with
ℳ(𝑥) = 1− 𝛽2𝑥+ 𝜋𝛼𝛽 (︀√𝑥− 𝑥)︀ . (2.58)
Finally, the total displacement cross-section reads
𝜎𝐷(𝐸) = 𝜋
(︂
𝑍𝑒2
𝑚𝑒𝑐2
)︂2
1− 𝛽2
𝛽4
{︁
(𝜉 − 1)− 𝛽2 ln 𝜉 + 𝜋𝛼𝛽
[︁
2(
√︀
𝜉 − 1)− ln 𝜉
]︁}︁
(2.59)
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with the ratio between maximum transferable and minimum required energy 𝜉 = 𝑇𝑚(𝐸)/𝑇𝑑 (see
also16,117,118). By performing the zero-order approximation ofℳ(𝑥) and dropping the 𝜃-dependent
terms, the expression for the total Rutherford displacement cross-section is recovered
𝜎𝑅(𝐸) = 𝜋
(︂
𝑍𝑒2
𝑚𝑒𝑐2
)︂2
1− 𝛽2
𝛽4
(𝜉 − 1) . (2.60)
Effect of thermal vibrations. For moving atoms caused by thermal vibrations, the maximum
transferable energy can significantly change.16 A simple classical calculation of the head-on collision
kinematics yields that for an electron approaching with initial kinetic energy 𝐸 = 𝑚𝑒𝑣2𝑒/2 and the
target atom having an initial kinetic energy 𝐸𝑛 =𝑀𝑣2/2 with 𝑀 and 𝑣 its mass and velocity, the
maximum transferable energy is obtained as
𝑇𝑚(𝑣, 𝐸) =
4𝑚𝑒𝑀
(𝑚𝑒 +𝑀)2
(︂
𝐸 − 𝐸𝑛 + 1
2
(𝑀 −𝑚𝑒) 𝑣𝑒𝑣
)︂
. (2.61)
For the resting target atom 𝑣 = 0, this reduces to the well-known expression
𝑇𝑚(𝑣 = 0, 𝐸) = 𝑇𝑚(𝐸) =
4𝑚𝑒𝑀
(𝑚𝑒 +𝑀)2
𝐸. (2.62)
Furthermore, it is instructive to rewrite (2.61) in terms of relative and center of mass coordinates.
Accordingly, we notice that the maximum transferable energy is given as the product of the “relative
momentum” 𝜇 · 𝑣rel with the reduced mass 𝜇−1 = 𝑚−1𝑒 +𝑀−1 ⇔ 𝜇 = 𝑚𝑒𝑀𝑚𝑒+𝑀 , the relative velocity
𝑣rel = 𝑣𝑒 − 𝑣 and the center of mass velocity 𝑃cm/𝑀cm = (𝑚𝑒𝑣𝑒 +𝑀𝑣)/(𝑚𝑒 +𝑀)
𝑇𝑚 = 2
𝜇
𝑀cm
𝑣rel · 𝑃cm = 2𝑚𝑒𝑀
(𝑚𝑒 +𝑀)2
(𝑣𝑒 − 𝑣) (𝑚𝑒𝑣𝑒 +𝑀𝑣) . (2.63)
From this expression, the modification of the maximum transferrable energy due to the moving
target atom becomes intuitively clear. It corresponds to a simple change of the reference frame
to the co-moving frame regarding the atom. In this case, the relative velocity between atom and
electron enters as the effective collision velocity, and it reduces whenever the electron and atom
are moving in the same direction. However, the center of mass velocity increases in this case, and
as the mass of the atom is much higher than the electron mass, the net effect is an increase of the
maximum transferable energy. In its relativistic limit and making use of 𝑚𝑒/𝑀 ≪ 1, the maximum
transferable energy for moving target is given by119
𝑇𝑚(𝑣, 𝐸) =
𝑟(𝑟 + 2𝑡
𝑐
) + 𝑡
2
𝑐2
2𝑀
(2.64)
with 𝑟 = 1
𝑐
√︀
𝐸(𝐸 + 2𝑚𝑒𝑐2) + 𝑀𝑣 and 𝑡 =
√︀
(𝐸 + 𝐸𝑛)(𝐸 + 2𝑚𝑒𝑐2 + 𝐸𝑛). Finally, the total
displacement cross-section accounting for thermal vibrations of the target atoms can be calculated
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by taking the thermodynamic expectation value of the total displacement cross-section with respect
to a suitable velocity distribution function e.g. the Maxwell-Boltzmann distribution
𝑝(𝑣𝑧) =
exp
(︁
−𝑣2𝑧
2𝑣2𝑧
)︁
√︁
2𝜋𝑣2𝑧
(2.65)
where 𝑣2𝑧 is the temperature-dependent mean square velocity in the out-of-plane direction. It can
be estimated120 from the ideal gas law
𝑣2𝑧 =
𝑣2
3
=
𝑘𝐵𝑇
𝑀
, (2.66)
where the factor 1
3
accounts for the correct partitioning of energy in the out-of-plane direction. The
phonon density of states gives a more accurate description of the velocity distribution.120 It can be
approximated within the Debye model by
𝑣2𝑧 =
3𝑘𝐵𝜃𝐷
8𝑀
+
3𝑘𝐵𝑇
8𝑀
(︂
𝑇
𝜃𝐷
)︂3 𝜃𝐷𝑇∫︁
0
𝑥3
exp(𝑥)− 1d𝑥, (2.67)
where 𝜃𝐷 is the Debye temperature. In the following, the Debye model with the Debye temperature
for MoS2 𝜃Debye,MoS2 = 262.3 K according to reference [121] will be used.
The total displacement cross-section is then obtained by integrating the static total displacement
cross-section multiplied by this distribution function for all maximum transferable energies larger
than the displacement threshold
𝜎𝐷(𝐸) =
∫︁
𝑇𝑚(𝑣𝑧 ,𝐸)≥𝑇𝑑
𝑝(𝑣𝑧)𝜎𝐷
(︁
𝑇𝑚(𝑣𝑧, 𝐸)
)︁
d𝑣𝑧. (2.68)
In this expression, 𝐸 denotes the kinetic energy of the electrons and 𝑣𝑧 the out-of-plane velocity of
the atoms.
Inelastic cross-section: excitation generation. Besides the cross-sections for elastic collisions
discussed in the previous paragraphs, the projectile may also transfer energy to the electronic
system of the target material. In the following, we consider this process on the example of electron
irradiation. The interaction of an electron with kinetic energy 𝐸 = 𝑚𝑒
2
𝑣2 with the electronic system
of an atom with atomic number 𝑍 is captured by the inelastic cross-section. In the literature,
different expressions and models are discussed to quantify the inelastic cross-section. The inelastic
cross-section can be estimated with three increasingly precise approaches:
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Figure 2.4: Total displacement cross-sections for sulfur atom from MoS2 in TEM. Dis-
placement of one sulfur atom (𝑀 = 32, 𝑍 = 16) with a displacement threshold of 𝑇𝑑 = 7.0 eV
at 𝑇 = 300 K. Comparison between McKinley-Feshbach formula without account for ther-
mal vibrations, Maxwell-Boltzmann model, and Debye model with 𝜃Debye,MoS2 = 262.3 K. The
Maxwell-Boltzmann model based only on the ideal gas law is known to underestimate the veloc-
ity distribution width. Accordingly, the displacement threshold cross-section is shifted to lower
energies for the more realistic Debye model.
a) For 𝑍 free electrons at rest, Hobbs122 proposes to integrate the Rutherford differential cross-
section, which yields
𝜎Hobbsinel,tot(𝐸) =
8𝜋𝑎20𝑍
𝛽2
𝐸𝑅
𝑚𝑒𝑐2
𝐸𝑅
𝐸𝑏
(2.69)
where 𝛽 = 𝑣
𝑐
, 𝑎0 is the Bohr radius, 𝐸𝑅 = 13.6 eV the Rydberg energy and 𝐸𝑏 the minimum ex-
citation energy of the electrons (e.g. band gap energy in semiconductors, here MoS2: 𝐸𝑏 = 1.8 eV).
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b) Egerton123 suggests to extend Morse’s theory of elastic scattering based on the Wentzel potential
with screening radius 𝑟0 = 𝑎0𝑍−1/3 according to the Thomas-Fermi model and an average energy
loss 𝐸, arriving at
𝜎Egertoninel,tot =
16𝜋𝑎20𝑍
1/3
𝛽2
𝐸𝑅
𝑚𝑒𝑐2
ln
(︂
2𝛾𝑚𝑒𝑐
2𝛽2
𝐸
)︂
, (2.70)
where 𝛾 = 1/
√︀
1− 𝛽2 denotes the Lorentz factor.
c) Based on the Bethe theory,124 the inelastic cross-section (averaging over all electrons) according
to Møller125 can be obtained by
𝜎Betheinel,tot =
8𝜋𝑎20𝑍
2
𝛽2
𝐸𝑅
𝛾𝑚𝑒𝑐2
𝑀2tot
[︂
ln
(︂
2𝛾𝑚𝑒𝑐
2𝛽2
𝐸
)︂
− ln (︀1− 𝛽2)︀− 𝛽2]︂ . (2.71)
The unknown parameters 𝑀2tot and 𝐸 can be estimated by a fit to the sulfur ionization cross-
section126 which yields 𝑀2tot = 0.0198 and 𝐸 = 79.4 eV.
Although it is useful to obtain an order-of-magnitude estimate for the inelastic cross-section, the
result proposed by Hobbs in a) provides an over-simplified description. The formula given by Egerton
in b) models the situation of the impinging electron interacting with a screened electron cloud in
further detail. The only free parameter in this model is the average energy loss 𝐸, which can be
estimated from macroscopic considerations. Compared with experimental data, this model yields
a fairly good agreement. Finally, the model derived by Møller in c) gives the best description of
the experimental data for the excitation and ionization cross-section. Based on the Bethe theory,
it provides the most profound theoretical basis to describe the excitation generation under electron
irradiation. Comparison of models b) and c) reveals that the phenomenological description already
captures the most important features of the Bethe theory. In fact, the model by Egerton appears to
be almost identical to the fitted Bethe result (as 𝛾max = 1.25 ≈ 1, only the prefactors of the inelastic
cross-section have to be compared, yielding for 𝑍=16: 16𝜋𝑎20𝑍
1/3 = 35.4Å
2 ≈ 8𝜋𝑎20𝑍2𝑀2tot =
35.6Å
2
). Remarkably, the former has only one free parameter. Additionally, the phenomenological
model provides an intuitive understanding of the free parameters in the Bethe theory (which in this
case are adjusted to fit experimental values). While 𝑀2tot quantifies the contribution from each
electron shell to the inelastic cross-section averaged over all shells, 𝐸 describes the average energy
loss of the electron passing by the atom (again averaged over all shells). The model based on
Bethe theory has proven to provide reliable results compared to experimental data127–129 and gives
the most appropriately estimate of the excitation and ionization cross-section.
Figure 2.5 shows the comparison of the three models presented above. The general trends of the
models agree well for the high electron energies considered in this thesis. It should be noted that
for typical incident electron energies the excitation and ionization cross-section is many orders of
magnitude higher than the displacement cross-section. Accordingly, it is expected that in semicon-
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Figure 2.5: Total inelastic cross-sections for sulfur. Expressions given from Hobbs, Egerton
and Bethe are evaluated (𝑍 = 16). The order of magnitude and general trends agree. The result
by Hobbs depends only on the minimum excitation energy 𝐸𝑏 = 1.8 eV. A more accurate result
is given by Egerton shown for the average energy loss 𝐸 = 79.4 eV. Despite having only one free
parameter, it agrees remarkably well with the inelastic cross-section derived within Bethe theory
for 𝑀2tot = 0.0198, which is also the best fit to the experimental ionization cross-section data for
sulfur (grey squares) from reference [126]. The cross-section within Bethe theory is additionally
evaluated for different values of the average energy loss, displaying for higher electron energies
only a weak dependence on this parameter.
ducting materials excitations may have a major influence on the damage production under electron
irradiation.
2.4.2 Ion Irradiation
Ion irradiation of a target on a substrate, putting aside highly charged ions49 and swift heavy ions
which literally “blow-up” the system, may produce defects by the interaction with the primary ion
(direct sputtering) and sputtering by backscattered ions and sputtered substrate atoms (indirect
sputtering). The differentiation of direct and indirect sputtering and the comparison to free-standing
targets are addressed in this work using analytical potential molecular dynamics simulations mod-
eling the ion-solid interaction. In these simulations, the ion may only transfer energy to the nuclei
of the target (nuclear stopping). The energy transfer to the electrons of the target (electronic
stopping) dominant at high ion energies is left aside when considering the defect production in the
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interval of typical energies in HIM. The number of defects and their spatial distribution can be
directly assessed from the simulations, given insights to tailor imaging and patterning conditions
for focused ion beam applications e.g., in the HIM.
Displacement cross-section for Ion Collisions. The displacement cross-section of an ion
(mass 𝑀1, atomic number 𝑍1) colliding with a target atom (mass 𝑀2, atomic number 𝑍2) can
be approximated by a suitable modified Rutherford displacement cross-section as given in equation
(2.72). Instead of the kinetic energy of the electron, the kinetic energy of the relative motion of
both particles enters 𝐸𝑐 =
𝜇
2
𝑣2 = 𝑀2
𝑀1+𝑀2
𝐸. This denotes the kinetic energy in the CM frame with
relative velocity 𝑣 and reduced mass 𝜇 = 𝑀1𝑀2
𝑀1+𝑀2
, which can be related to the kinetic energy of the
incident ion 𝐸 in the lab frame (where the atom is at rest). Additionally, the atomic numbers of
both particles have to be taken into account and in most cases, 𝛽 ≪ 1 such that the relativistic
correction factor (1− 𝛽2) ≈ 1 can be ignored
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Note that the most dramatic approximation in this case is due to the assumption of the Coulomb
interaction potential between the ion and atom, while it is known that a screened potential such
as the Ziegler-Biersack-Littmark (ZBL) potential applies. The displacement cross-section making
use of the bare, unscreened Coulomb potential over-estimates the correct screened displacement
cross-section by several orders of magnitude. However, calculating the correct displacement cross-
section by effectively solving the binary collision model for the ZBL potential can only be achieved
numerically.
3 Ion Irradiation of Suspended and Sup-
ported MoS2: Role of the Substrate
Ion irradiation130,131 is a powerful tool to modify and pattern materials by intentionally introducing
impurities and defects. The technique particularly suits for the modification of 2D materials as
their geometry – comprising only surface area – allows to easily modify the whole material without
adjusting the depth profile as required for bulk systems. Aside from applications in defect engineer-
ing132–134 focussed ion beams are used for pattern writing135 and nanoribbons cutting136 with high
spatial resolution. In this context, the He-ion microscope (HIM)137 providing He or Ne ion beams
with sub-nanometer diameters, has proven to be a perfect tool for not only getting insights into
the sample’s morphology but also altering its structure and geometry at the nano-scale. Specif-
ically, the stoichiometry and electronic transport properties of few-layer MoS2 can be tuned by
the controllable generation of structural defects. Nanoribbons with widths as small as 1 nm were
reproducibly fabricated in graphene136,138–140 and MoS2 sheets.52 Focussed ion beams also allow
tailoring the mechanical properties, such as an increase in Young’s modulus reported for helium ion
irradiated MoSe2 accompanied with the possibility to tune the optical properties of the material.141
Figure 3.1: Ion bombardment of a 2D material on a substrate. Adapted from publication [142].
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In typical ion bombardment experiments the 2D target is supported by a substrate, usually a
Si/SiO2 slab. However, the atomistic computer simulations frequently used to understand and
explain the experimental data are usually carried out for free-standing systems.143–146 For that,
it is assumed that most of the defects are produced from direct interaction of the primary beam
with the target, which as will be shown below, is not generally true, especially for the case of
light ion irradiation in the HIM. Indeed, the experiments comparing supported and free-standing
2D MoS2147 and graphene60 indicate that there are substantial differences in the amount of the
beam-induced damage and the properties of the irradiated samples. Contrary to free-standing
samples, e.g., graphene or MoS2 suspended on a TEM grid, where defects are produced solely
by the impinging ion, the substrate can affect the defect production in several ways. In addition
to the (i) direct ion impact, (ii) backscattered ions and (iii) sputtered atoms from the substrate
contribute to the defect production as schematically illustrated in Figure 3.2. The latter two
mechanisms are termed indirect defect production channels. The effect of the substrate has been
in the focus of several experimental investigations as for high-energy (MeV) heavy-ion148 and 30 keV
He60 ion irradiation of supported graphene, but the trends and physical processes involved were not
systematically analyzed. Computationally the incorporation of the substrate is a very challenging
task, as first-principles methods cannot be used due to the high computational costs required
to collect representative statistics for systems consisting of a few thousand atoms. Furthermore,
analytical potentials developed for multi-atomic systems are either of limited accuracy or are still
computationally too expensive for adequate modeling of the system.
Figure 3.2: Defect production scheme. Schematic representation of the defect production
channels in supported 2D material under ion irradiation by the example of He ion bombarded
monolayer MoS2 on a SiO2 substrate. Defects, in majority sulfur vacancies, can be produced by
(i) direct ion impacts, (ii) backscattered ions, (iii) sputtered substrate atoms. Image adapted
from publication [142].
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Here an efficient computation scheme allowing to study the defect production in supported 2D
materials is suggested. The method combines analytical potential molecular dynamic (MD) sim-
ulations augmented by an external potential, which models the confining effect of the substrate,
with a statistical analysis of the projectile properties obtained from a Monte Carlo (MC) approach.
This allows to independently assess the contributions to the damage from backscattered ions and
atoms sputtered from the substrate and hitting the supported 2D system.
The focus in this work is on He and Ne ions as these are widely used in the HIM for material
modifications, nano-patterning, and imaging purposes.137 On the one hand, controllable defect
production in a narrow region is desirable for patterning with high spatial resolution while on the
other hand, a minimal amount of defects should be introduced for non-destructive imaging. Both
regimes can be addressed by selecting suitable incident ion energies. As most experiments are
carried out on supported 2D materials improving the patterning and imaging resolution requires a
detailed understanding of the influence of the substrate. In the following the effect of the substrate
on the defect production of He, Ne and Ar ions in a wide range of incident energies (from 1 keV
to 30 keV) is considered. It will be shown that the defect production in supported 2D materials is
dominated by the backscattered ions and sputtered substrate atoms acting as secondary projectiles
rather than by the interaction with the primary beam. As a result, the area in which defects are
produced is dramatically enlarged compared to free-standing 2D targets and the beam diameter
which for He and Ne ions is typically in the range of 0.5 nm and 1.8 nm, respectively.50
MoS2 and graphene are the most widely used 2D materials, typically deposited on Si/SiO2 substrate.
Since the present thesis focusses on MoS2, this will be the main 2D material under consideration.
For the sake of validation of the suggested model, the results for graphene will be discussed as
well, because more experimental data is available for the latter material. The consideration of ion
irradiation on free-standing MoS2 can be found in
Mahdi Ghorbani-Asl, Silvan Kretschmer, Douglas E. Spearot and Arkady V. Krasheninnikov,
“Two-dimensional MoS2 under ion irradiation: from controlled defect production to electronic
structure engineering” in 2D Materials 2017, 4, 025078
whereas the first-author publication
Silvan Kretschmer, Mikhail Maslov, Sadegh Ghaderzadeh, Mahdi Ghorbani-Asl, Gregor Hlawacek,
and Arkady V. Krasheninnikov “Supported Two-Dimensional Materials under Ion Irradiation:
The Substrate Governs Defect Production” in ACS Applied Materials & Interfaces 2018, 10,
30827–30836
thematizes the effect of the substrate.
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3.1 Ion Irradiation of Free-standing MoS2
Before the main subject of this chapter – the influence of the substrate – is addressed, this section
briefly reviews how ion irradiation affects free-standing 2D materials, exemplarily illustrated for
the case of 2D MoS2 suspended on a TEM grid. For this purpose, MD simulations of the ion
impacts on 2D MoS2 are carried out using the LAMMPS package.149 Carefully accessing the
available analytical potentials and comparing to first-principles calculations yields the following
setup. A modified Stilinger-Weber (SW) potential150 with a smooth transition to the Ziegler-
Biersack-Littmark (ZBL) potential151 for small distances is used to describe the interactions in
MoS2. For collisions of projectile ions with the target atoms, the ZBL part dominates at high
energies. Ion impact simulations are run for 3 ps with an annealing time of 10 ps where the system
is coupled to a Nosé-Hoover thermostat. For a large number of impact points chosen from an
irreducible area similar to the red triangle in Figure 3.4 (c), the configuration snapshots from the
end of the simulation comprising the annealed system are analyzed to obtain the defect production
statistics. The number of missing atoms counted together with the atoms which are most likely
leaving the system (based on a displacement criterion and an estimate comparing the kinetic and
potential energy per particle) results in the sputtering yield for the considered ion impact. For
all sputtered atoms, the layer of their origin is determined to differentiate the damage creation for
different layers. Furthermore, a Wigner-Seitz analysis (assigning the atoms in the final configuration
to the nearest site in the initial configuration) combined with a layer division scheme (taking into
account the corrugation introduced by the ion impact) is carried out to obtain information about
the location of vacancies and adatoms. Figure 3.3 illustrates the sputtering yield for He and Ar
ion impacts on 2D MoS2 together with the respective displacement cross-sections. Expectedly, the
sputtering yield depends on the ion-target mass ratio. For light ions – such as He – almost no Mo
is sputtered due to its massive character following the binary collision approximation (BCA). For
the same reason, the sputtering of Ar is ten times more efficient as for the He ion.
A notable feature for all layered materials – and 2D materials in particular – is the typical shape of
the sputtering cross-section (per layer) which can be derived directly from the BCA. For medium
energies, the layered structure yields a maximum which position depends on the ion-target mass
ratio. The decrease of the cross-section can be understood from the fact that the finite extension
of the 2D material along the ion trajectory effectively limits the maximum energy which can be
deposited in the 2D target. Consequently, the cross-section decreases for higher energies. For
the light He ion, the two-layer structure of MoS2 is resolved, as the peaks can be attributed
to sputtering from the top and bottom sulfur layer, respectively. As a result, we proposed the
selective desulfurization of 2D MoS2 and the subsequent treatment with a precursor gas. As
electronic transport calculations carried out by Mahdi Ghorbani-Asl, indicate devices fabricated
using a Fluorine precursor show interesting transport properties, such as a negative differential
resistance.146 The results presented here for the ion irradiation of the free-standing material are
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Figure 3.3: Ion irradiation of free-standing MoS2. Comparison of the sputtering yield from
MD with the cross-section obtained within the BCA. Especially for the light He ion, both quan-
tities are in good agreement. Deviations can be attributed to a more realistic description of the
energy loss in the MD simulations leading to a right shift and decrease of the sputtering yield
distribution compared with the BCA. Figure adapted from [146].
taking as a starting point to investigate the effect of the substrate on the damage mechanism in
2D MoS2 in the following.
3.2 Method: Combining MD and MC Simulations
This investigation although still considering the 2D material as the main target, has to deal with
a dramatically increased complexity due to the incorporation of the substrate as for Si/SiO2 the
exact shape of the potential is unknown, and MD simulations with accurate potentials and a large
number of atoms are computationally too expensive. Therefore, we suggest an efficient scheme
which combines the advantages of accurate, but computationally expensive MD calculations treating
the ion impact in a quasi-suspended 2D target and the actual defect production (accessing small
length and time scales in detail), and fast MC simulations (covering long time and length scales)
capturing the essential information from the ion substrate interaction to characterize the projectiles.
As we are aiming for a description of low-dose ion irradiation, a pristine target is assumed for each
ion impact. Furthermore, the major part of defects is produced further apart from the initial impact
point. These assumptions motivate the suggested subdivision of the simulation setup, where the
projectile generation in the substrate can be treated independently from the defect production in
the 2D target material. In the same way, the different defect production channels are distinguished
naturally in the suggested approach.
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3.2.1 Molecular Dynamics Simulations: Ion Impact
Molecular dynamics simulations using the LAMMPS149 package are carried out to extract the
statistics of defects produced by impacts of the projectiles (He, Ne, Ar ions and Si, O atoms) onto
the monolayer MoS2. For each energy and angle configuration at minimum 320 impact points are
sampled in the irreducible area (red triangle in Figure 3.4 (c)). For these simulations, a similar
setup as for the free-standing MoS2 (see section 3.1) is used with the SW/ZBL potential describing
the interactions in 2D MoS2 and the pure ZBL potential modeling the atom-ion interactions.
Consequently, the ZBL potential is also employed to describe the collisions of the sputtered substrate
atoms Si, O with the target material. This fact is further validated by the weak interactions of O
and Si adatoms with MoS2 and graphene. The adatoms are mobile on the surface of graphene152
and MoS2,153 such that they should cluster together, forming compounds and desorb from the
system. The MD simulations for ion bombardment of graphene are performed using the combined
Tersoff/ZBL potential as implemented in LAMMPS.
Figure 3.4: Simulation setup. (a) Atomistic model of MoS2 on a SiO2 substrate. (b) The
corresponding system where the substrate is modelled using an external potential. (c) Definition
of minimal irreducible area used for choosing the ion impact points. (d) External potential acting
on the atoms of the 2D target. The MoS2 is positioned at zero 𝑧 coordinate. Figure from [142].
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The confining effect of the SiO2 substrate in the MD simulations is modeled by an additional
potential acting on the target atoms (Mo, S) in the corresponding region (see Figure 3.4). The
potential in this approximation has the form of
𝑈(𝑧) = 𝐴
(︀
e 𝛽(𝑧−𝑧0) − 1)︀ . (3.1)
The coefficients in formula (3.1) can be determined by the boundary of the potential region 𝑧0 = 2Å,
the surface approximation energy – the energy required to approach a surface located at 𝑑 = 3Å
(distance from the monolayer) from infinity 𝑈(𝑧 = 𝑑) = 10 eV, and a defined kinetic energy loss
of the incident particle with 𝑈(𝑧 = 4Å) = 50 eV. This yields the coefficients 𝐴 = 10
3
eV ≈ 3.33 eV
and 𝛽 = 2 ln 2Å
−1 ≈ 1.38Å−1. The potential affects only atoms of the 2D target, backscattering
and secondary projectiles are treated using a statistical approach relying on the data from the MC
simulations.
The number of defects produced by the projectile is evaluated by averaging over all impact points
for each incident angle and energy configuration. From geometry considerations, the setup can be
subdivided into two possible irradiation directions. The direction from above describes the direct
impact of the ion heading from the upper half-plane towards the substrate, while below denotes
the opposite direction relevant for all backscattered atoms and sputtered substrate atoms hitting
the 2D target.
The results of the MD simulations for the He ion are illustrated in Fig. 3.5. The sputtering yield
for sulfur and carbon atoms is shown in a range of incident He ion energies and incident angles
for MoS2 and graphene, respectively. As typical for 2D targets, the sputtering yield first increases
with the ion energy, then it quickly drops because of the decreasing displacement cross-section
(see section 2.4.2). This result is also in agreement with previously published calculations.146 As
evident from the plot, the yield also depends on the incidence angle; for off-normal incidents, the
maximum of the sputtering yield shifts to higher projectile energies. Calculations using the same
setup as for the He ion are performed for all other projectiles. The results for Si and O projectiles
sputtered from the substrate are displayed in Fig. 3.6. Similar trends are observed, but the number
of sputtered atoms per incident projectile is larger as Si and O have higher atomic masses than He.
3.2.2 Monte Carlo Simulations: Projectile Characterization
The MD simulations, augmented with a universal repulsive potential accounting for the effect of
the substrate on sputtered particles, are combined with statistics of the available projectiles. The
latter information about abundance (backscattering/sputtering probability), and energy and angle
distributions are obtained from MC simulations carried out with the in house developed TRIDYN
program.154,155 For each ion energy 5 million ions impacts onto a 1 𝜇m thick SiO2 substrate are
simulated under normal incident angle. The simulations are performed with the TRIDYN code
because it provides a more accurate description concerning sputtering yield and the angular and
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Figure 3.5: Ion impact simulations. Number of atoms sputtered from supported monolayer
MoS2 and graphene by energetic He ions as obtained from molecular dynamic simulation. Impacts
of He atoms onto MoS2 from above (a) and below (b). Impacts of He atoms into graphene from
above (c) and below (d). Figure from publication [142].
energy distribution of the recoils than the more popular SRIM.151 A typical set of energy and angle
distributions for backscattered He ion and sputtered Si and O projectiles is shown in Fig. A.1
(see appendix A.2). From these data, it is evident that the energy distribution 𝑝(𝐸1) of both
backscattered ions and recoil atoms strongly dependents on the incident ion energy 𝐸0 whereas the
angular distribution is almost universal.
The dependence of the sputtering yield on the surface binding energy was carefully checked as well.
The comparison in Fig. 3.7 (b) reveals that the sputtering yield is not sensitive to this parameter. A
surface binding energy of 𝐸surface,oxygen= 2.0 eV is chosen, which corresponds to the value tabulated
for SiO2 in SRIM, known to produce results in line with experimental findings.
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Figure 3.6: Substrate atom impacts. Number of atoms sputtered from supported monolayer
MoS2 and graphene by O and Si projectiles hitting the sheets from below as obtained from
molecular dynamic simulation. Impacts of O (a) and Si (b) projectiles onto MoS2. Impacts of O
(c) and Si (d) projectiles onto graphene. Figure from publication [142].
3.2.3 Defect Production Calculation: He Ion Irradiation
The following subsection describes the defect production calculation for the different channels (i) –
(iii) in detail on the example of He irradiated 2D MoS2 supported by SiO2 substrate. Based on the
average number of sputtered atoms, the defect production per single He ion impact is evaluated.
Motivated by the experimental geometry, normal incidence of the primary beam is considered. Only
ions which passed through the 2D layer can be backscattered or generate secondary projectiles
from the substrate. The MD simulations determine the corresponding transmission probability. It
is different from unity below 1 keV as shown for MoS2 in Fig. 3.7. Further, Figure 3.7 summarizes
the backscattering probability of the He ion as well as the number of sputtered O and Si atoms as a
function of the initial He ion energy. Both characteristics of the projectiles are obtained along with
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Figure 3.7: Projectile characterization and influence of the surface energy. Panel (a):
Number of He ions which have passed through MoS2 sheet, the number of ions backscattered
by SiO2 substrate, along with the number of sputtered O and Si atoms as functions of initial He
ion energy as obtained from MC calculations. Note that for better visualization the transmission
probability of He ions through monolayer MoS2 is scaled by a factor of 0.2. Panel (b): Influence
of the oxygen surface binding energy (parameter in the MC simulations) on the indirect defect
production. Almost no difference between the 1.5 eV and 2.0 eV value is observed. The sputtering
yield appears to be not very sensitive to this parameter. Figure adapted from [142].
their energy and angle distribution from extensive MC simulations. Combining the results from MD
and MC simulations the average number of sputtered sulfur atoms ⟨𝑁total⟩ can be estimated
⟨𝑁total⟩ = ⟨𝑁direct⟩+ ⟨𝑁BS(He)⟩+ ⟨𝑁SP(Si,O)⟩. (3.2)
Here ⟨𝑁direct⟩ is the average number of sulfur vacancies directly created by the incident He ion.
⟨𝑁BS(He)⟩ denotes the yield originating from backscattered He ions and ⟨𝑁SP(Si,O)⟩ quantifies the
contribution of the sputtered Si and O substrate atoms, respectively. The direct sputtering yield is
derived from the MD simulations according to ⟨𝑁direct⟩ = ⟨𝑁above(𝐸0, 𝜃0)⟩, where 𝑁above describes
the sputtering yield of an ion starting in the upper half-plane of the simulation cell with a velocity
pointing towards the substrate (see blue line in Fig. 3.2). The backscattered projectiles contribution
to the sputtering yield ⟨𝑁BS(He)⟩ is estimated averaging over all trajectories of backscattered ions
(defined by the scattering energy 𝐸1 and angle 𝜃1). The averaging is carried out by performing
a probability-distribution weighted integration of the average number of defects ⟨𝑁below⟩, which
quantifies the MD result from simulations starting in the lower half-plane with projectile velocities
pointing upward. The integral is further multiplied by the transmission probability 𝑇 (𝐸0) and
the backscattering probability 𝑃BS(𝐸0) as the primary ion needs to be transmitted first and then
backscattered to hit the target again from the substrate facing side.
The average number of sputtered sulfur atoms then yields
⟨𝑁BS(𝐸0)⟩ = 𝑇 (𝐸0) · 𝑃BS(𝐸0) ·
∫︁
d𝐸1 𝑝BS(𝐸1|𝐸0) ·
∫︁
d𝜃1 𝑝BS(𝜃1)⟨𝑁below(𝐸1, 𝜃1)⟩, (3.3)
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where 𝐸0 is the incident energy of the primary He ion, 𝑝BS(𝜃1) and 𝑝BS(𝐸1|𝐸0) quantify the angular
and energy probability distribution of backscattered ions. As the latter strongly depends on the
incident ion energy 𝐸0 the integration is carried out numerically using interpolated values of the
MC results presented in Fig. A.1. The sulfur yield originating from sputtered substrate atoms
⟨𝑁SP(Si,O)⟩ can be evaluated using a similar integral expression with the backscattering probability
replaced by the average number of sputtered atoms.
3.3 Sputtering by He Ion Irradiation: the Substrate Effect
The results obtained for the He ion irradiated monolayer MoS2 and graphene on SiO2 substrate
are shown in Fig. 3.8 panel (a) and (b), respectively. The defect production for the free-standing
system is given for comparison. It was calculated from the same setup (except for the absence
of the external potential). The damage induced by the interaction with the primary beam can
be obtained directly from the MD simulations. Both results are in agreement with previously
published data.143,146 For MoS2 the plot shows a characteristic two-peak structure, which can
Table 3.1: Sulfur vacancy yield distribution per layer for free-standing 2D MoS2
energy range [eV] characterization ⟨𝑉top⟩ [SV/He] ⟨𝑉bottom⟩ [SV/He]
30 - 130 first peak 0.12 0.13
130 - 420 second peak 0.04 0.15
be attributed to sputtering from the top and bottom sulfur layer.146 For direct sputtering the
second peak is considerably suppressed, due to the reduced forward sputtering by the substrate.
Table 3.1 which lists the vacancy distribution differentiated by atom layers underlines this finding,
showing that for the energy range 130 - 420 eV the major part of single vacancies is produced in
the bottom layer. As a second consequence of presence of the substrate, the direct sputtering is
lower than for the free-standing 2D material for ion energies < 800 eV as the substrate “stops”
potential recoil atoms and facilitates vacancy-interstitial recombination. For the same reason, direct
sputtering is absent for almost all typical HIM energies in the range from 10 keV to 30 keV. In this
energy range, the indirect sputtering constitutes the dominant damage mechanism. Specifically,
sputtering by the backscattered ion is dominant for lower energies < 2 keV. For higher ion energies
the sputtered substrate atoms produce most of the damage. Sputtering of Mo atoms cannot be
observed due to the negligible yield, which can be explained within the BCA from the large mass
ratio 𝑚Mo/𝑚He = 24.
In graphene, the substrate impedes the production of defect from the primary beam at very low
energies. Here the effect is even stronger than in MoS2 since graphene has only one layer of
atoms. At high ion energies, more defects are produced in the supported system with a substantial
contribution from sputtered O and Si atoms. The bird’s eye view on the defect production in
supported 2D materials reveals that the substrate has a dramatic influence on the atom-sputtering
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Figure 3.8: Defect production by He ion. Average number of atoms sputtered from MoS2 (a)
and graphene (b) per He ion impact. The corresponding numbers for free-standing monolayers
(grey) and the direct sputtering (red) are shown for comparison. Figure from publication [142].
for He ion irradiation. In the interval of typical HIM energies, the sulfur sputtering from MoS2 is
five times larger than in the free-standing system. Similar behavior is found in graphene. Indeed,
also experimentally the sputtering yield for He ion bombarded graphene was found to increase by
a factor of five than placed on a Si/SiO2 substrate compared to the suspended system.156
3.4 Sputtering by Ne and Ar Ion Irradiation: the Effect of
the Substrate
Similar to the He ion defect production analysis combined MD and MC calculations are carried out
for the heavier Ne and Ar ions. Heavier ions are less likely backscattered from the substrate. This
is reflected in the reduced backscattering probability illustrated in Figure 3.9. In particular, the
backscattering probability for Ne is less than 1% and zero for Ar. Reversely, the average number of
sputtered substrate atoms increases with increasing ion mass. Both findings are explained within the
BCA. Backscattering is more likely for light ions as the momentum transfer to secondary projectiles
and hence the momentum reversal is more efficient for mass ratio close to unity (𝑚He/𝑚Si = 0.14,
𝑚Ne/𝑚Si = 0.71, 𝑚Ar/𝑚Si = 1.42). Also, the increase of the sputtering yield can be intuitively
understood in this picture, as a larger number of secondary projectiles “bounce off” the heavy ion
while it continues its trajectory through the substrate. Consequently, the maximum sputtering yield
in Figure 3.9 shifts to higher energies for increasing ion mass.
The defect production of Ne and Ar ions impinging on MoS2 and graphene supported by SiO2 is
summarized in Figure 3.10, respectively. For the sake of comparison, the sputtering for the free-
standing material is presented as well. It agrees well with the published results for noble gas ion
bombarded MoS2 and graphene.143,146 The damage produced by backscattered particles turns out
to be negligible because of the low probability of backscattered particles reaching the 2D target
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Figure 3.9: Projectile characterization for Ne and Ar beam. Transmitted and back scattered
ions along with the sputtered substrate atoms as functions of ion energies for neon (a) and argon
(b). Note that the average number of backscattered ions for Ne is scaled by factor of 50. Figure
from [142].
(again). The defect production is dominated by direct impacts and secondary projectiles from the
substrate. One characteristic feature of the former is the suppression of the defect production at
low ion energies. As the substrate “stops” the atoms sputtered in the beam direction the probability
of recombination of vacancy-interstitial pairs increases resulting in a reduced defect production.
Although the total sputtering yield increases with the ion mass, the enhancement of the indirect
sputtering is less pronounced than the boost in the damage produced by the primary beam. Con-
sequently, the influence on the defect production in a 2D material is less significant for heavier
ions. Nevertheless, as shown in panels (a)-(c) in Figure 3.10 the combined effect of direct and
indirect sputtering by the Ne ion is found to be twice as large than the sputtering yield without
the substrate for relevant HIM energies. Hence, the substrate plays an essential role for Ne and
should also be taken into account in simulations frequently used to rationalize experimental data
obtained for supported 2D material. For the Ar ion, the effects of enhancement and diminishment
of the defect production cancel. No substantial increase of the sputtering yield can be observed in
the case of argon bombarded supported material.
Summarizing, for light ions such as He and Ne the substrate is crucial for the defect production
statistics in ion irradiated 2D materials.
3.5 Spatial Distribution of Defects and Influence of the
Substrate Thickness
Under ion irradiation, the substrate not only influences the number of defects, but it also has an
important impact on the spatial distribution of vacancies in the 2D material. From an application
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Figure 3.10: Defect production by Ne and Ar ions. Average number of sputtered atoms from
MoS2 (left) and graphene (right panels) for Ne (a-c) and Ar (d-f) impacts. The corresponding
numbers for free-standing monolayers (grey) are shown for comparison. Image from [142].
point of view, this is of great importance as the patterning resolution in focused ion beam techniques
depends on the spatial extent of the defective region. Furthermore, the understanding of the spatial
distribution of defects promises to minimize the damage next to the edges in cut structures such as
nanoribbons. The combined MD and MC approach grants direct access to the spatial distribution
of all considered channels. The defective region of the directly impinging ion extends about 1 nm
around the impact point. In contrast, backscattered ions and sputtered substrate atoms produce
vacancies in a wider region, which average extension depends on the ion energy. For both, He and Ne
ions Figure 3.11 illustrates the corresponding sputtering yield statistics. The graph reveals that for
ion energies below 1 keV, all defects are expected in an 8 nm radius from the impact point. Moving
to typical HIM energies this picture changes; up-to two-thirds of defects are produced outside the
8 nm region. Although the radial defect densities displayed in panel (c) and (d) naturally decay,
a considerable number of defects can be found outside the 10 nm range as opposed to the free-
standing material where defects are only produced in the close vicinity of the impact point, see
inset in panel (c). As a result, the patterning resolution dramatically decreases for 2D material
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on a substrate. This result agrees well with the experimental observation that backscattered ions
and sputtered substrate atoms are the main reason for the resolution limitations in the patterning
of supported 2D materials.139,157,158 The simulated distribution of defects further reveals that
Figure 3.11: Spatial distribution of defects. Average number of S atom sputtered by
backscattered He, Ne ions and Si, O atoms originating from different regions with respect to
the impact point. Panel (a) and (b) show the indirect defect production for different radii from
the impact point for He and Ne ions, respectively. Panel (c) depicts the defect density for three
selected energies taken as cross-sections in panel (a) (dashed vertical lines). Defect density is
compared to that obtained by direct sputtering (inset), showing the increased extension of the
defect region for indirect sputtering. Panel (d) shows the indirect defect density for neon ions.
Figure from publication [142].
the spatial extent depends on ion mass and ion energy. From the presented simulation results it
can be concluded that for supported targets higher energies of about 30 keV should give a better
resolution for the He ion while the lowest energies still attainable in the HIM are preferable for Ne.
Nevertheless, even better patterning resolution is achieved for free-standing 2D materials.
So far, the present work compared the two limiting cases, the free-standing 2D material and
the material supported by a thick SiO2 substrate. It is, however, intriguing to investigate how the
indirect sputtering yield depends on the thickness of the substrate layer. Results of this investigation
are illustrated exemplarily for the He bombarded 2D MoS2 supported by substrate with different
thickness in Figure 3.12. It is intuitively understood that the total sputtering yield monotonically
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decreases with decreasing substrate thickness. However, there is almost no difference between the
1 𝜇m thick substrate and the 10 nm thin layer. Although the average range increases dramatically
with increasing ion energy with a peak position at 270 nm for 30 keV He ion in SiO2,159 only the
first 10 nm of the substrate contributes to the defect production on top of its surface. This can
be rationalized by the fact that the sputtered substrate atoms have to reach the surface of the
substrate again and need to have enough momentum left to sputter atoms of the 2D target there.
Beyond a certain thickness – in the present case 10 nm – the probability of the secondary projectile
being able to sputter target atoms decreases dramatically. From that, it can be concluded that
already a quite thin substrate layer dramatically influences the defect production compared to the
free-standing scenario and that the actual thickness of the substrate plays a minor role for the
qualitative comparison.
Figure 3.12: Influence of the substrate thickness. The total indirect sputtering yield (sum
of contributions from He,O and Si) for substrates with different thickness. Interestingly, larger
deviations from the one micron thick substrate are seen only for thin substrates (< 10 nm).
Figure from [142].
3.6 Comparison to the Experimental Data
In order to validate the suggested approach, the following subsection provides a comparison of
the presented theoretical results with published experimental data. Note, however, that a direct
comparison of experiment and theory is not straightforward. On the one hand, in-situ annealing
of defects produced in the experiment reduces the number of observable vacancies. On the other
hand, high-dose ion irradiation leads to higher sputtering yield, as atoms are more easily sputtered
from defective regions. Both effects cannot be easily accounted for in atomistic simulations, but
their net effect is expected to cancel each other to the first order. It should be further noted that
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the determination of the defect concentration from Raman and X-ray spectroscopy is challenging
as well.
Irradiation of free-standing MoS2 with 30 keV He ion and a dose of 1018 He+/cm2 lead to a
loss of 50% of the sulfur. Placed on a substrate one magnitude smaller dose was necessary to
achieve the same effect.52 The simulation results for He ion bombarded supported MoS2 suggest
a sputtering yield 𝑌 = 0.008 for the 30 keV projectile. A dose of 1017 He+/cm2 corresponds to
𝑁𝐼 ≈ 90 ions impinging per primitive cell. Consequently, after the irradiation of the supported
material, a fraction (2− 𝑌 ·𝑁𝐼)/2 ≈ 0.6 of the sulfur remains in the system, which is in excellent
agreement with the experimental result. Far fewer atoms are expected to be sputtered from the
free-standing material. Further, the simulation results for the He ion bombarded graphene indicate
that three times more carbon atoms are sputtered from the supported material compared to the
free-standing sample. This is in qualitative agreement with experiments carried out in HIM for
doses below 1015 He+/cm2.156 A dose of 5·1015 Ar+/cm2 500 eV argon ions is reported to yield
25% sulfur sputtering from supported MoS2, which is in order-of-magnitude agreement with the
simulation results. For higher argon ion energies the agreement is even more striking; in bilayer
graphene on SiO2, irradiated with 100 keV Ar ions 0.25 atoms in the top layer (0.13 because
of the enhanced annealing in the bottom layer) are sputtered per incident ion.148 The results of
the present work (not accounting for annealing effects) indicate a carbon sputter yield of 0.28.
For free-standing graphene, only half of this value is expected. Defect concentrations derived from
Raman spectra160 suggest a sputtering yield of 0.15 carbon atoms for 35 keV carbon ion bombarded
supported graphene, which is reasonably smaller than the yield of 0.22 calculated for the slightly
heavier Ne ion. Also the comparison of nitrogen bombarded graphene (graphene @ 30 keV N; 0.186
atoms/ion) is in reasonable agreement with the value obtained from the simulation for the heavier
Ne ion ( graphene @ 30 keV Ne; 0.25 atoms/ion). In both cases, simulations for free-standing 2D
materials predict much smaller yields than the experimental values.

4 MoS2 under Electron Beam:
H-T’ Phase Transformation
Tailoring the electronic properties by exploiting the dramatically different characteristics of poly-
morphs of the same 2D material opens major opportunities in nanoelectronic applications. As the
fabrication of field-effect transistors in monolayer MoS2 has demonstrated,12,161 metallic contacts
can be implemented directly into the single-layer by inducing a phase transformation from the semi-
conducting ground state (H-phase) to the metallic metastable configuration (T and T’-phase). In
this chapter, a possible mechanism for the beam-induced phase transformation in monolayer MoS2
as observed by Suenaga et al.12 in the TEM is discussed. The presented results are along the
corresponding first-author publication
Silvan Kretschmer, Hannu-Pekka Komsa, Peter Bøggild, and Arkady V. Krasheninnikov,
“Structural Transformations in Two-Dimensional Transition-Metal Dichalcogenide MoS2 un-
der an Electron Beam: Insights from First-Principles Calculations” in J. Phys. Chem. Lett.
2017, 8, 3061–306.
Figure 4.1: Experimental Observation in STEM. The phase transformation in single-layered
MoS2 doped with Re substitutions (white arrowheads) has been imaged using STEM. The initial
H-phase (𝑡 = 0 s) transforms initiated from the precursor configuration (𝑡 = 100 s) – possibly
comprising a vacancy line – to a small T-phase island (𝑡 = 110 s). After 𝑡 = 220 s, the T-phase
extended to a ∼ 8.46 nm2 large triangle with noticeable contrast due to S atoms in the hollow
center site. Images from reference [12].
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4.1 Experimental Observations
First, the experimental observations shall be considered in further detail. The semiconductor-
metal phase transformation in 2D MoS2 was experimentally studied by Suenaga’s group using an
aberration-corrected STEM operated at 60 keV electron energy. The specimen focused on in this
work comprised Re doped 2D MoS2 in its semiconducting H-phase. Figure 4.1 shows the images
taken from the phase transformation at T=600∘C. The image series indicates that after the forma-
tion of what the experimentalists called 𝛼-stripes close to one substitutional Re dopant, a triangular
region of T-phase emerges. From our perspective, the 𝛼-stripes represent vacancy lines introducing
strain into the lattice and enabling the consecutive plane glides of sulfur atoms. Consequently,
the effect of strain on the phase stability is one of the quantities considered in this work. Since
beam-induced damage and sputtering of sulfur atoms cannot be excluded, the effect of additional
sulfur vacancies will also be studied. As the closeby Re atoms in substitutional positions (Mo sites)
may act as electron donors, the role of these impurities – hence the effect of additional charge –
requires consideration. Especially the charge transfer possibly occurring between semiconducting
and metallic regions is explored using first-principles calculations. Rhenium is an almost-perfect
n-type dopant, and the resulting charge transfer will favor the build-up of the metallic phase. The
experimental observations also motivated the choice of the triangular metallic region embedded into
the semiconducting matrix as supercell for the charge transfer model. The same model is further
used to understand how the phase energetics is affected by electronic excitations likely induced
under electron irradiation. The strong dependence of the transformed area on the electron dose
underlines the importance of defects and excitations, as a large number of electrons impinging in
the vicinity of the targeted region is required to give rise to either of them. Moreover, although
temperature does not seem to have a strong influence on the transformed area, temperatures above
400∘C are needed to facilitate the transformation. Accordingly, the energetic contributions of vi-
brational and electronic entropy to free energy are studied for elevated temperatures.
Summarizing the quantities to be studied by first-principles calculations, these are the effects of
(i) mechanical strain, (ii) additional vacancies, (iii) dopant induced charging and charge redistri-
bution, (iv) excitation and (v) temperature (via the entropy contribution) on the energetics of
the semiconductor-metal phase transformation in 2D MoS2. Finally, a possible mechanism for the
beam-induced transformation is proposed based on the combined effect of charge redistribution in
the monolayer due to electronic excitations, the formation of vacancy lines under electron beam
and the build-up of the associated mechanical strain in the sample. Furthermore, the dynamical
pathway of the transformation following the proposed mechanism is studied using the nudged elastic
band (NEB) method. Note that the T-phase claimed to be observed in the experiment proved to be
unstable and spontaneously converted to the distorted T’-phase in the calculations. All following
considerations are therefore carried out for the distorted, semi-metallic phase. The discrepancy
might be attributed to a finite temperature effect, given that all calculations are performed for zero
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temperatures while the experiment was conducted at elevated temperatures.
4.2 Details of First-Principles Calculation
Calculations in the framework of DFT were performed to gain insights into the energetics of the
phases in 2D MoS2. The calculations aimed at determining the energetically most favorable atomic
configurations (phases) of MoS2 and the corresponding electronic structures under different condi-
tions. Plane wave basis set and projector augmented wave (PAW) description of the core regions
were used, as implemented in the Vienna Ab initio Simulation Package (VASP) code.96,98 The
exchange and correlations were described within the Perdew-Burke-Ernzerhof (PBE) generalized
gradient approximation.86 The structure relaxations were carried out with a 600 eV plane wave
cutoff. The convergence criterion for forces was set to 5 meV/Å. At minimum 10 Å of vacuum
perpendicular to the monolayer MoS2 was added to avoid spurious interaction between the peri-
odic images of the sheets. The lattice parameters of the H, T, and T’ pristine phases obtained
in our calculations proved to be in good agreement with the results of previous studies.33,162–164
The effect of temperature on the energetics was assessed calculating the vibrational free energy
within harmonic approximation as implemented in the code Phonopy.165 The corresponding phonon
calculation was carried out by Hannu-Pekka Komsa employing a 6×6 supercell and 2×2 k-point
mesh for the H-phase and a 4×4 k-point mesh with Methfessel-Paxton smearing for the T’-phase.
In order to investigate MoS2 monolayers with different concentrations of impurities and coexisting
different phases, we used supercells of different sizes. The largest supercell comprised 20×20 unit
cells, corresponding to 1,200 atoms. For these calculations, a 300 eV plane wave cutoff and 10
meV/Å force convergence criterion were chosen. Test calculations with a cutoff of 400 eV gave
essentially the same results for the energy difference between the configurations that we considered.
Such large supercells were necessary to include a sufficiently large triangle-shaped metallic region
in the semiconducting matrix to investigate charge transfer in the presence of additional charge or
electronic excitations.
4.3 Phase Energetics: Effect of Strain
We start the analysis of the phase energetics of 2D MoS2 by addressing the effect of mechanical
strain. Sulfur vacancies produced in MoS2 under electron irradiation tend to cluster and form
vacancy lines,74 which may give rise to substantial strain in the atomic network.
The formation of the strain field around vacancy lines is illustrated in Figure 4.2. For both phases,
the next nearest neighbor bond distance of the Mo-sublattice in the vicinity of single or double
vacancy lines is compared with the Mo-Mo bond distance in the pristine lattice. This offers a
measure for the strain field emerging due to the presence of the vacancy line. Komsa et al.74
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Figure 4.2: Vacancy lines induce strain in the lattice. Electron-irradiation-induced vacancies
agglomerate to vacancy lines. The strain field close to a double vacancy line is shown in the
top panel, by evaluating the changes in the Mo-Mo bond distance and comparing to the pristine
lattice. Red values denote tensile, blue compressive strain. While in the T’-phase the strain is
compensated locally close to the vacancy line, the strain field spreads several nanometers into the
pristine regions for H-phase. In the lower panel, the strain values averaged along the vacancy line
are shown in the direction extending perpendicular to the vacancy line. Although single vacancy
line may also induce long-ranged strain fields in H-phase MoS2, strain fields are more pronounced
for staggered double vacancy lines and may induce a substantial strain level. Figure from [34].
have shown that single vacancy lines and staggered double vacancy lines are energetically most
favorable; therefore, we focus on these two extended defects. The upper panel of the figure shows
the strain fields associated with a staggered double vacancy line in T’- and H-phase. Unlike the
metallic phase, where the strain is compensated locally close to the vacancy line, the strain field
in the semiconducting H-phase spreads several nanometers into the surrounding lattice, inducing
a strain level up to 3%. Consequently, in the semiconducting phase, long-ranged strain fields may
build up in the presence of several vacancy lines.
In order to determine how mechanical strain affects the energetics of the two phases, the total
energy for different strain levels has been calculated. Mechanical strain is modeled by changing one
(uniaxial) or both (biaxial) in-plane lattice parameters and relaxing the inner degrees of freedom
via the conjugate gradient algorithm. Uniaxial mechanical strain in the context of this thesis is
understood as 𝜖 = Δ𝑎
𝑎
, where 𝑎 is the equilibrium lattice constant and ∆𝑎 the strain-inducing
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change in the lattice constant. For biaxial strains, both lattice constants are scaled by the same
ratio 𝜖. The zero-strain reference configuration was chosen as the relaxed ground state structure
in the pristine H-phase. This corresponds to the energetic consideration of an island of T’-phase
embedded in a strained matrix of H-phase. In this scenario, only total energy curves for the same
strain parameters are comparable. In this case, the left panel in Figure 4.3 indicates that large
strain values exceeding the fracture strain reported in the range of 6-10%166 are necessary to tilt
the balance towards the metallic phase of MoS2. In the other scenario, where a substantial strain
level builds up mostly in the semiconducting phase due to the vacancy-line-induced strain field
discussed above, the necessary strain levels – now compared with the minimum of the T’-phase
– are lower but still in the order of magnitude of the fracture strain. Therefore, it should be
concluded that although mechanical strain may significantly lower the energy difference between
the two phases, the phase transformation in MoS2 cannot be explained by the effect of strain alone.
The total energy vs. strain calculation has also been performed for MoTe2, as shown in the right
panel in Figure 4.3. This member of the material group of TMDCs displays an order of magnitude
lower energy difference between the two phases, which is why the effect of strain may induce the
phase transformation even for comparably low strain levels.
4.4 Role of Vacancies
The analysis in the previous section assumed that mechanical strain originates from extended
line defects that have been formed by the agglomeration of electron-irradiation-induced vacancies.
Nevertheless, isolated vacancies may still be present. Figure 4.3 displays the influence of chalcogen
vacancy concentration on the phase energetics. The presence of about 3% sulfur vacancies (one
vacancy per 4×4 supercell) reduces the energy difference between the two phases even in unstrained
MoS2. Furthermore, it leads to the reduction of the critical strain necessary to promote the phase
transformation. For MoTe2, the pronounced decrease of the critical strain and the smaller energy
difference favor the metallic phase for a vacancy concentration of about 6% in the unstrained system
and lead to a realistically small critical strain value of 2% for 3% tellurium vacancy concentration.
This illustrates once again that for MoS2 the combination of strain and vacancies favors the metallic
phase but alone cannot give rise to the phase transformation. The transformation pathways,
however, are expected to apply for other TMDCs as well since MoS2 displays one of the largest
energy differences between semiconducting and metallic phase.
4.5 Re Impurities and Local Charge Redistribution
First-principles calculations also allow studying the effect of additional charge on the energetics of
the system. From previous investigations on the Li intercalation of MoS2, it is known that additional
negative charge transferred to the monolayer drives the system through a phase transformation to
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Figure 4.3: Influence of strain on the phase stability of TMDCs. The total energy vs.
strain curves are displayed for H- and T’-phase of MoS2 (left panel) and MoTe2 (right panel).
For MoTe2 which exhibits only a small energy difference (about 40 meV/f.u.) between the
semiconducting H-phase and metallic T’-phase, the transformation can be driven by strain and
vacancy concentration. In MoS2, both quantities make the metallic phase more favorable in MoS2
but cannot explain the phase transformation for reasonable values of strain below the fracture
strain (∼ 11% ref.166) because of the large energy difference of Δ𝐸= 550 meV/f.u. Biaxial
strain tends to show a more pronounced effect on the phase energetics than uniaxial strain.
the metallic phase.33 Otherwise, it is unlikely that exposure to the electron beam in TEM will lead
to negative charging. The other way around, it is well established that the sample may acquire
positive charge under electron irradiation in wide-gap semiconductors with defects, due to the
emission of secondary electrons.167,168 However, it should be stressed that in the experiment under
consideration, Re impurities were present in the MoS2 flakes. Due to their extra electron compared
with Mo, Re impurities act as perfect n-type dopants, introducing an occupied shallow state close
to the conduction band minimum (CBM). As both the defects states in the vacancy lines and Fermi
level of the metallic phase are lower than these impurity levels, partial charge redistribution into the
metallic regions and their boundaries should be observed. In order to study this charge redistribution
in detail, we chose a large supercell that allows embedding a triangle-shaped T’-phase region into
the H-phase matrix, corresponding to the structure seen in the experiment.12 Because the triangular
regions are sulfur deficient, a suitable reference with the same number of atoms needs to be chosen
to compare with the energetics of the phase patterned system. The most stable configuration
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for the reference system comprises a single vacancy line in the otherwise-pristine H-phase. All
energetic considerations in the following are based on the comparison between the system with the
triangular-shaped metallic region and the single vacancy line reference. Figure 4.4 summarizes the
Figure 4.4: Effect of n-type doping on the phases stability. Additional negative charge
as introduced by extra electrons or Re impurities leads to the decrease of the energy difference
between the phase patterned system and the single vacancy line reference. It emerges that Re
is indeed an almost perfect n-type dopant, as the total energy difference only slightly deviates
from the extra-electron model. The downshifted curves correspond to correcting the results for
finite-size effects due to the edge energies. The charge redistribution illustrated in the inset can
be identified as the origin of the energy difference decrease. The charge density difference plot
for 0.0025 extra electrons per f.u. is shown, indicating the redistribution into the metallic triangle
and its boundaries. Bader analysis reveals an increase in the number of valence electrons in this
region of +22% compared to the situation with a uniformly distributed charge. Image adapted
from publication [34].
results of this comparison. Two sets of calculations are carried out to study the charge redistribution
and the total energy differences between the system and reference depending on the amount of
additional charge. In one set of calculations, the number of electrons is directly modified by setting
the number of valence electrons directly via the NELECT tag in VASP. Note that a compensating
uniform background charge needs to be introduced in this case, assuring the neutrality required in
the plane wave calculations. It must be stressed that the total energy obtained in these calculations
depends on the amount of vacuum and other details of the calculation, such that it is meaningless –
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as discussed previously169,170 – although the energy difference between two configurations with the
same amount of additional charge is a valid physical quantity. In the other set of calculations, the
effect of a substantially increased Re impurity concentration on the energetics was studied. Both
sets of calculations reveal a significant decrease in the energy difference while adding additional
charge. The energy difference – which is only slightly larger for the Re doped systems – illustrates
the almost perfect n-type behavior of the substitutional impurities. The results obtained for finite-
sized triangles (seven missing sulfur atoms) can be extrapolated to infinitely large metallic regions
by subtracting the edge energy differences. For larger but finite triangles, the energy difference lies
in between the two limiting curves.
Furthermore, the charge redistribution was studied by analyzing the charge difference density be-
tween the neutral system and the system with additional charge. The inset in Figure 4.4 shows the
charge density difference image corresponding to one additional electron in the 20×20 supercell.
This corresponds to a charge concentration of 0.0025 e/f.u. From the plot, it is apparent that
most of the additional electrons concentrate in the metallic region and at its boundary. A detailed
consideration using Bader analysis171,172 revealed that an electron excess of +22% in this region
was achieved as compared to the situation of a uniformly distributed charge. This electron excess
in the triangular region supports the picture of charge transfer from the energetically higher lying
defect states and impurity levels to the metallic phase. Accompanied by this charge redistribution
is a decrease in the energy difference between metallic and semiconducting phase. Although addi-
tional negative charge should give rise to a local transformation from H-phase with a vacancy line to
T’-phase, the Re concentrations necessary to account for the transformation to the metallic phase
proved to be unrealistically high, at about 15%. Given that these high impurity concentrations
were not observed in the experiment and – as mentioned above – additional negative charge is not
expected during the exposure of atomically thin samples to the high-energetic electron beam in
TEM, the mechanism solely relying on the effect of additional negative charge cannot explain the
experimental observations.
4.6 Electronic Excitations
As is evident from electron energy loss spectra, high-energy electrons impinging onto the sample
on a TEM grid give rise to core and valence electron excitations. The excitation generation rate
?˙?exc can be estimated from the inelastic cross section introduced in section 2.4.1 and the current
density of the transmission electron microscope, which in STEM mode is typically of the order of
𝑗 STEM = 5 · 10−2 e nm−2 ps−1, Ref. [173]. The average number of excited electrons in STEM can
be then approximated by
⟨𝑛exc⟩ = 𝑁atoms · ?˙?exc · 𝜏 ≈ 𝑁atoms,unitcell · 𝐴beam
𝐴unitcell
· 𝑗 STEM · 𝜎exc · 𝜏, (4.1)
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where the number of atoms taken into account is estimated from the illuminated area given by
the beam radius 𝑅beam, the unit cell area 𝐴unitcell = 8.75Å
2
and the inelastic cross section of
the excitation process, which for keV-electrons is in the order of magnitude of 𝜎exc = 0.1Å
2
.
Furthermore, an estimate for the recombination time 𝜏 of the electron-hole pair is necessary. Several
pathways including optical transitions, Auger-type processes, electron-electron and electron-phonon
interactions contribute to the de-excitation process. Experiments and theoretical considerations
reveal that radiative lifetimes of excitations are on the hundreds-of-picoseconds time scale.174–176
Radiative de-excitation is the major decay channel whenever only a single electron is excited. For
the excitation of several electrons, shorter non-radiative lifetimes on the femtosecond to picosecond
time scale are reported.177,178 Based on this estimate, on average several electrons are excited in
STEM, as ⟨𝑛exc⟩ ⪆ 1. It should be noted that the non-radiative electron-hole recombination
times in the metallic T’-phase island of lateral size 𝐿 are considerably shorter than the optical
recombination time in the H-phase. Consequently, the recombination will take place faster in the
metallic island. At the same time, the non-radiative recombination time should be much larger
than that in bulk metallic system due to size quantization, as in semiconducting quantum dots,179
provided that the energy difference ∆𝑒 between the size-quantization-defined energy levels is larger
than optical phonon energies. This criterion is fulfilled for island sizes 𝐿 up to about 10 nm
as ∆𝑒 ≈ ℏ𝑣𝐹/𝐿 is larger than 50 meV, the characteristic optical phonon energy in MoS264 with
𝑣𝐹 ≈ 106 m/s being the typical Fermi velocity in metallic systems. Hence, the excitation originating
from electrons excited in the H-phase will localize in the metallic island, followed by electron-hole
recombination after several electron-phonon and electron-electron scattering events. This causes a
higher electron density in the metallic island and as long as the sample is under the electron beam,
a quasi-stationary state may develop.
The influence of electronic excitations is studied by performing constrained DFT calculations. For
this purpose, the occupation number of Kohn-Sham states close to the valence band maximum is set
to zero and the corresponding number of electrons is put into excited states. Such an approximate
approach was previously used to describe the excitation-induced semiconductor-to-metal phase
transformations in monolayer MoTe2. Our calculations reveal that only a small fraction of 0.7%
of the valence electrons has to be excited to tilt the balance toward the T’-phase in the 14 × 14
supercell with 10% T’-phase, which corresponds to ∼ 7% of the T’-valence electrons, see Figure
4.5 panel (c). This is comparable with the 5% excited valence electrons reported by Kolobov et
al.22 for MoTe2, where the dynamical pathway was reconstructed using DFT molecular dynamics.
Although this approach is by no means rigorous, it indicates that electronic excitations can also
reduce the energy difference between the system with and without the T’-phase island. The gain
in energy comes from the difference between the energy required to create an electron-hole pair
in the semiconducting phase (band gap energy minus exciton binding energy) and the metallic
phase, being virtually zero in the latter case. High-power excitations (e.g., under laser irradiation)
may even be sufficient to give rise to an excitation-induced semiconductor-to-metal transformation,
68 4.7 Entropic Contributions
Figure 4.5: Effect of electronic excitations on the phases stability. Electronic excitations
as introduced by the high-energetic electrons in TEM energetically favor the metallic phase. The
inset schematically illustrates the charge redistribution taking place because of the excitation
process. The situation is similar to the charge redistribution caused by n-type doping (see Figure
4.4). The main plot displays the results of the constrained DFT calculation. The energy difference
decreases dramatically in the presence of electron excitation. Only a small number of electrons,
corresponding to 7% of the T’-phase valence band electrons is necessary to tilt the balance
towards the metallic phase. Image adapted from publication [34].
although it is unlikely that the electron beam in TEM under normal imaging conditions alone creates
a sufficiently high excitation density to drive the transformation.
4.7 Entropic Contributions
In the experiment, elevated temperatures are necessary to drive the system through the semiconductor-
to-metal phase transformation in TEM. Consequently, the effect of temperature on the phase ener-
getics is considered by studying the entropic contribution to the free energy. The difference in free
energy – the governing thermo-dynamic potential – between H-phase and T’-phase can be written
as
∆𝐹 = 𝐹T’ − 𝐹H = ∆𝑈 − 𝑇∆𝑆, (4.2)
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where ∆𝑈 is the difference in the internal energy analyzed previously. The entropy difference
∆𝑆 comprises two contributions, namely the vibrational entropy ∆𝑆vib and the electronic entropy
∆𝑆elec. The evaluation of the free energy difference is performed at temperatures of 1000 K.
Both contributions reduce the energy difference between the phases, further facilitating the phase
transformation. The vibrational entropy difference between the pristine H and T’ phases were
calculated using Phonopy. At these high temperatures, the vibrational entropy considerably con-
tributes, lowering the energy difference by about 100 meV/f.u., thus favoring the metallic T’-phase.
The electronic entropy term being one order of magnitude lower yields 10 meV/ f.u. and can be
essentially neglected.
4.8 Mechanism and Dynamical Pathway of the Local Trans-
formation
None of the considered factors – mechanical strain, isolated vacancies, additional charge, electronic
excitation, and the entropic contribution to the free energy – alone can explain the transformation
from the semiconducting ground state to the metallic T’-Phase. However, given that all factors
reduce the energy difference between the two phases, most likely a combination drives the system
through the transformation. Several scenarios for such a combination exist. On the one hand,
4-6% local mechanical strain (∆𝐸𝜖=4−6% ≈ 150-300 meV) combined with 5-7% Re impurities
(∆𝐸Re=5−7% ≈ 150-200 meV) and the effect of vibrational entropy 𝑇∆𝑆vib,T=1000K ≈ 100 meV
are sufficient to tilt the energetic balance towards the metallic phase. On the other hand, 4-5%
excited valence electrons in the metallic region (∆𝐸exc ≈ 550-650 meV) together with the entropic
contribution would be sufficient to make the T’-phase energetically favorable.
In summary, the following mechanism for the local transformation as observed by Suenaga et
al.12 seems feasible. The high-energetic electron beam creates vacancies by knock-on damage,
beam-induced chemical etching, and possibly electronic excitations. At elevated temperatures,
these vacancies are highly mobile, whereby they cluster together into line defects. Supposedly,
the 𝛼-stripes observed close to the locally-transformed area in the experiment correspond to these
vacancy lines. The vacancy lines again play two crucial roles: on the one hand, they lead –
especially in the semiconducting phase – to the build-up of mechanical strain, as the lattice needs
to compensate for the loss of sulfur atoms; on the other hand, vacancy lines are prerequisites for
the sulfur plane glide, as the sulfur atoms cannot move to the neighboring hollow position unless
the neighboring sulfur atom is removed. These factors, combined with additional charge provided
by Re impurities and the quasi-stationary excited state, make the metallic region energetically more
favorable. The energy difference is further reduced by isolated vacancies generated continuously
by the electron beam. High temperatures have two effects: first, they increase the mobility of
vacancies, leading to an enhanced vacancy diffusion; and second, the free energy difference decreases
by the contribution of vibrational entropy at elevated temperatures.
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Figure 4.6: Transition pathway. Top view of the atomic structure of 6 Mo atoms edge sized
T’ triangle embedded into the H phase with a vacancy close to the lower-left corner (blue dashed
circle). The vacancy enables the jump of the sulfur atom to the new hollow position, such that
the triangle grows (left panel). The middle and right panels illustrate successive jumps of sulfur
atoms, finally resulting in a larger triangle (7 Mo atoms edge size).
The mechanism of local transformations from the semiconducting to the metallic polymorph, here
exemplarily studied for 2D MoS2 should be applicable for other 2D TMDCs as the energy difference
between the phases there is much smaller. Furthermore, the metallic phase remains stable due to
finite barriers once the beam is switched off.
The dynamical pathway of the successive sulfur plane glide (see Fig. 4.6) and associated barriers are
briefly discussed in the following. Note that a collective glide of all sulfur atoms is unlikely due to the
larger barrier. By contrast, a local transformation may take place after the rearrangement of sulfur
vacancies to vacancy lines as sulfur atoms can jump from one hollow position to the other. The
barriers of a similar mechanism in MoTe2 following these proposition have been calculated under
the influence of laser-driven electronic excitations;180 indeed, a barrierless pathway has been found
for electronically-excited MoTe2. Figure 4.6 shows the local atom-by-atom transformation pathway
and the associated barrier results from our calculations for MoS2. In the following, the growth of a
T’-phase triangle initially comprising 18 unit cells to a 27 unit cell triangle by the consecutive glide
of five sulfur atoms to the new hollow position is discussed. The growth process is initiated by the
nucleation of the sulfur vacancy in the bottom-left corner of the triangle. Consecutively, five sulfur
atoms move from one hollow position to the accessible next hollow site, while extending the metallic
phase. This pathway is subdivided into five single atom jumps, corresponding to the initial, the final
and four intermediate states. For each of these configurations, the transformation path and the
barrier to the following configuration are computed within the framework of DFT. The (minimum)
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Figure 4.7: NEB calculation of the pathway. Climbing image nudged elastic band (NEB)
calculations are performed for the suggested pathway, see also Fig. 4.6. In the case of the ground
state (see blue curve), the calculated average barrier height yields 710 meV with a maximum
barrier of 1 eV. The presence of only 0.5% excited valence electrons (red curve) reduces the
average barrier to 530 meV, and the maximum barrier is 0.9 eV. Note also that in this case,
the system follows a first intermediate transformation spontaneously. This barrierless entry to
the transformation pathway is in accordance to NEB calculations investigating the influence
of electronic excitation on the transformation in MoTe2.180 It underlines the importance of
excitation driven local transformations in 2D TMDCs.
barrier of the transition state is determined using the climbing image nudged elastic band (NEB)
method as implemented in the modified version of VASP.181 The blue line illustrates the transition
pathway for the ground state in Figure 4.7. Noticeably, the barrier height is different for all of the
steps, albeit displaying a periodic pattern that may originate from the (regular) distortions in the
T’-phase. The asymmetric barriers may partially come from the non-symmetric relaxation of the
first Mo-atom. In order to investigate the influence of electronic excitations – which from the phase
energetics perspective proved to be the most effective mean to tune the energy difference – the
dynamical pathway is calculated for an excited state using constrained DFT calculations combined
with the NEB method.
Table 4.1 summarizes the barriers obtained for ground and excited state. Not only the energy
difference between the two phases decreases in the presence of electronic excitations but also
the barriers are lowered. This once again stresses the importance of external effects – in the
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transition barrier [meV]
step ground state excitated state
0 → 1 700 450
1 → 2 1000 900
2 → 3 300 480
3 → 4 650 600
4 → 5 900 200
Table 4.1: Transition barriers for succesive sulfur plane glides in MoS2 for the formation of
T’-phase without and with account for electronic excitations.
present case, the electron beam – to facilitate the phase transformation. As long as the sample
is under the beam and a quasi-stationary excited state is maintained, the transformation may
occur. Whenever the beam is switched off, the barriers protect the metastable metallic phase
from spontaneous relaxation. However, high-temperature annealing may lead to the relaxation,
such that metallic patterns and eventually electronic circuits may be reversibly written into the
semiconducting matrix. This opens avenues to seamlessly pattern and modify 2D materials using
electron beam with numerous applications such as rewritable electronics.
5 Electron Irradiation of MoS2:
Influence of Electronic Excitations
The particle-wave dualism, as postulated by de Broglie182 significantly influences the working prin-
ciple of TEM. Electron microscopists deal with its consequences every day. For the image formation
relying on the interference pattern of transmitted electrons, they exploit the wave behavior of elec-
trons, while momentum transfer to target atoms and sputtering can be intuitively described in the
particle picture. The latter side effect – high-energy electrons leading to modifications and defect
production in the specimen – usually should be avoided to achieve non-destructive imaging. The
solution to this damage creation problem in TEM requires a detailed understanding of the damage
mechanism of high-energy electrons. As, already well established, three channels contribute to the
Figure 5.1: Sulfur atoms sputtered from 2D MoS2 under electron irradiation.
defect production; in brief these are (i) knock-on damage15,16,183–185 by direct momentum transfer
from the electron to a target atom, (ii) ionization damage by energy transfer to the electronic sys-
tem of the target material leading to electrostatic charging and electronic excitation168,186 and (iii)
beam-induced etching.16,187 As the otherwise dominant channel of knock-on damage is inactive
below the so-called knock-on threshold, imaging at low voltage promises a reduced defect produc-
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tion. Avoiding the knock-on damage has been the driving force behind decreasing the acceleration
voltages in TEM, especially after the development of aberration-correctors.48,188–191
The emergence of 2D materials further stimulated the interest in the damage mechanism in these
materials. On the one hand, they are perfect systems to asses the damage production – as every
single atom can be “seen”, and damage creation can be observed with atomic resolution. On the
other hand, many 2D materials are at the same time radiation-sensitive. Consequently, lots of insight
into the damage creation were obtained studying the defect production of 2D materials in TEM.17,18
Nevertheless, the defect production channels mentioned above are difficult to differentiate, and only
the role of knock-on damage is well understood. Currently, there is no quantitative theory describing
the relation between electronic excitations and damage creation. The simple picture that “electrons
in semiconducting materials go into anti-bonding states causing the bonds to break” is misleading,
as contrary to laser irradiation, very few electrons are excited and much less energy is deposited. In
fact, in TEM under normal imaging conditions, the electrons come one-by-one. Lifetimes of core
hole excitations (of the order of few femtoseconds) are too short to affect the displacement of an
atom which takes place on a time scale of 102 femtoseconds. Nevertheless, Auger type processes
may convert core hole excitation into valence electron excitation which recombines after much
longer time (106 fs) and may therefore influence the displacement process. However, in periodic
solids, contrary to amorphous materials and molecules, there is no reason why the excitation should
be localized on a particular bond.
Whereas for higher voltages such as 200 kV the measured displacement cross-section192 agrees
reasonably well with the theoretical prediction within the knock-on mechanism,15 this is not the
case below the knock-on threshold. Here, we address this issue and carry out first-principles
calculations combined with TEM experiments performed by our collaborators at Ulm university to
obtain quantitative data for the defect production below the knock-on threshold in 2D MoS2. We
show that for the system in an excited state the excitation may be localized on the recoil atom. This
gives rise to a substantial drop in the displacement threshold and enables the formation of vacancies
for voltages below the knock-on threshold. Besides possible beam-induced chemical etching, the
proposed mechanism of excitation-assisted knock-on damage may explain the damage observed in
this electron energy range.
5.1 Computational Methods
The influence of electronic excitations on the displacement of sulfur in MoS2 is investigated using ab
initio DFT calculations. In a first part Ehrenfest molecular dynamics simulations based on TDDFT
are carried out using the GPAW code94,95,113 to demonstrate the characteristics and dynamics of
the long-living excitations from its generation by electron impact to the displacement of the sulfur
atom. All calculations in the framework of DFT make use of the Perdew-Burke-Ernzerhof (PBE)
exchange-correlation functional86 and the projector augmented wave (PAW) formalism. For the
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TDDFT, the adiabatic approximation for the exchange-correlation functional is applied (see section
2.2.3). We are aware of the shortcomings of Ehrenfest dynamics, as the mean-field treatment
may cause the system to evolve in a state mixture. However, Ehrenfest dynamics combined with
TDDFT offer a computationally efficient scheme to treat the non-adiabatic time-propagation of
large systems, as we are interested in in this work. Furthermore, the method has been already
successfully applied to gain insights into excitation processes,193 excitation-mediated diffusion,112
and the stopping of energetic particles in 2D materials.109–111 Combining these in the present work,
the evolution of the excitation induced by the impact of an energetic electron into a monolayer of
2D MoS2 is considered.
A negative point particle impinging with 40 keV energy on 2D MoS2 models the impact of a
quasi-classical electron. For that, the PAW data set is modified, taking the hydrogen dataset as
a template. The mass of the projectile is set to 1/1836 amu, which corresponds to the mass of the
electron. The simulations are validated using a point-charge potential following the original electron
trajectory. Note that the sulfur PAW dataset still limits the simulation to impact parameters larger
than 0.4 Å. The initial system has been carefully relaxed with the maximum force criterion set
to 0.001 eV/Å and 0.15 Å grid spacing. The TDDFT calculations are performed on a coarser
grid with a 0.25 Å spacing. A 4×4 unit cell was used for all calculations together with a gamma
point centered 3×3 kpoint sampling according to Monkhorst Pack grid. For the electron impact
simulation, a time step of 0.05 attoseconds is chosen.
The evolution of the resulting excited state is also studied using Ehrenfest dynamics simula-
tions. The system is prepared in an excited state by placing electrons in conduction band orbitals
localized at a particular sulfur site. The evolution of the charge density is studied using Ehrenfest
dynamics simulations. The accuracy settings are the same as in the electron impact calculation.
The time step was adjusted to 5 attoseconds as a compromise between accuracy and simulation
(wall) time. 10,000 time steps are performed, corresponding to a total simulation time of 50 fs.
Although the excitation delocalizes in the pristine system, the reverse process is observed at an
emergent vacancy site. Ehrenfest molecular dynamics simulations based on TDDFT are carried
out using the GPAW code to demonstrate the long-living excitation and its localization under
displacement of the sulfur atom. The system is initially prepared with a (delocalized) valence
band to conduction band excitation. Subsequently, we assign an out-of-plane velocity to the sulfur
atom, which corresponds to the kinetic energy transferred to it from the impinging electron. The
evolution of the charge density of the excited system is calculated for 30 fs with a time step of 5
attoseconds.
In a second part, the systematic determination of the displacement threshold in the pres-
ence of excitations is performed using constrained ab initio Born-Oppenheimer molecular dynamic
simulations as implemented in VASP.96,98 For that, the occupation number of the electronic states
is fixed in an excited state. BO-MD simulations are then carried out in the NVE ensemble. The
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initially assigned kinetic energy is varied until the forces on the recoil atom are vanishing and it can
leave the system – this kinetic energy value then defines the displacement threshold.
5.2 Classical Electron Impact
In the first set of Ehrenfest dynamics simulations, we study the ballistic energy deposition and
excitation generation during the impact of a 40 keV classical electron into 2D MoS2 (see Figure
5.2). For this purpose, the classical electron in these simulations is modeled by a negative point
particle with mass 𝑚𝑒 (in atomic mass units corresponding to the electron-proton mass ratio).
The small de-Broglie wavelength (∼ 6 · 10−2 Å) justifies the approximation as a classical particle.
A negative hydrogen PAW potential establishes the interaction of this classical electron with the
atoms of the 2D material. The validity of this approach for impact parameters larger than 0.4 Å
was proven by comparison to interactions with a negative bare Coulomb potential. Due to the “soft”
PAW potential for closer encounters, the observable energy deposition is rather small. However,
the simulations have shown that a part of its kinetic energy transfers from the projectile to the
electronic system of the target. There, it leads to the evolution of a state mixture comprising a
valence band excitation. The analysis of the electron charge density difference reveals that this
excitation is initially localized, but spread in the pristine system on a femtosecond time scale.
Figure 5.2: Classical electron impact into 2D MoS2. The charge density difference Δ𝜌* of
the excited state 20 attoseconds after the electron impact reveals a localized electronic excitation.
With time this excitation spreads and delocalizes in the pristine system. Image adapted from
publication [194].
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5.3 Excitation Delocalization in the Pristine System
Figure 5.3: Ehrenfest dynamics of the excitation evolution. Panel (a) shows a sketch of the
excitation delocalization after the electron impact. The two charge density difference isosurfaces
in panel (b) and (c) (at |Δ𝜌*| = 3 · 10−3𝑒/Å3)) indicate that the excitation initially localized
close to the sulfur site rapidly delocalizes on the femtosecond scale in the pristine system with
intact translational symmetry. Image adapted from publication [194].
In order to investigate the strong perturbation induced by an excitation further, a separate set of
Ehrenfest dynamics simulations is performed. Initially, the system is prepared in an excited state by
placing one electron in the conduction band orbital localized around a particular sulfur atom site.
Subsequently, the time evolution of the system is simulated and the charge density difference of
the excitation
∆𝜌*(𝑡) = 𝜌*(𝑡)− 𝜌0(𝑡) (5.1)
is evaluated for different times 𝑡, where 𝜌* and 𝜌0 are the charge densities of the excited state
and the ground state for a given atom configuration, respectively. The evolution of the charge
density difference of an excitation initially centered at one sulfur atom in Figure 5.1 shows that
the excitation will delocalize in the pristine lattice on a femtosecond time-scale, similar to what
has been observed in the classical electron impact simulations. This finding agrees well with the
intuitive assumption that in a pristine system the translational symmetry dictates delocalization of
the electronic excitation with time.
5.4 Excitation Localization at the Recoil Atom
The situation is completely different whenever the symmetry is broken, for example, at an emerging
defect site. For a system with an initially delocalized valence band excitation, where one sulfur
atom is kicked out-of-plane, our Ehrenfest dynamic simulation demonstrate the localization of the
excitation. This situation corresponds to momentum transfer from the impinging electron to one
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Figure 5.4: Ehrenfest dynamics of the sulfur atom displacement. The sketch in panel (a)
visualizes the excitation localization at the recoil atom. Panel (b) shows two snapshots of the
charge density difference of the excited states propagated for 10.6 fs. The plot reveals that the
initially delocalized valence band excitation localizes close to the sulfur atom at the incipient
vacancy site. Image adapted from publication [194].
target atom. At the same time, the electron impact gives rise to an electronic excitation (or the
excitation may be preexisting). The results of the Ehrenfest dynamic simulation with the system
prepared in a delocalized valence-to-conduction-band excited state and kinetic energy of 7.0 eV
assigned to one of the sulfur atoms are shown in Figure 5.4. The charge density difference in panel
(a) shows the localization in real-space close to the emergent vacancy site. The charge density
difference can be analyzed in more detail calculating the generalized inverse participation ratio
(GIPR)195 of the excited state ∆𝜌*. It offers a measure of the localization and can be computed
based on the charge density of the excited state according to
GIPR(𝑡) =
∫︁
|∆𝜌*(𝑟, 𝑡)|2 d3𝑟[︂∫︁
|∆𝜌*(𝑟, 𝑡)|d3𝑟
]︂2 . (5.2)
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The upper panel of Figure 5.5 shows the evolution of the localization measured using the GIPR
with a pronounced increase after 10 fs which corresponds to a displacement of the sulfur of 0.6 Å
from its initial position. The oscillations visible in the plot are most likely due to the state mixture
evolution inherent to the Ehrenfest dynamics. However, both the direct visualization and the GIPR
analysis support the localization of the excitation during the displacement process. Furthermore, a
decrease of the energy difference defined by
∆𝐸* = 𝐸* − 𝐸0, (5.3)
where 𝐸* denotes the potential energy of the excited system and 𝐸0 the ground state energy of
the same atom configuration, can be assigned to the appearance of a defect state in the band gap
of the material as the sulfur atom moves out-of-plane. This is confirmed by static calculations of
the density of states at different times during the displacement process shown in the lower panel
in Figure 5.5. For these static calculations as well as for the subsequently performed displacement
threshold calculations the band occupations in the density functional calculation are fixed to model
a valence band excitation.
5.5 Displacement Threshold Determination
For the systematic determination of the displacement threshold, Ehrenfest dynamics is computa-
tionally too expensive. Therefore, constrained DFT calculations are carried out, which allow for
the efficient determination of the displacement threshold in the presence of excitations using ab
initio molecular dynamics simulations. For this purpose, the initial kinetic energy assigned to one
of the sulfur atoms is varied in order to find the minimum kinetic energy to remove the sulfur atom
from the system. Table 5.1 shows the results of these displacement threshold calculations. For
spin-paired calculations, the ground state value of 𝑇𝑑= 7.1 eV is in agreement with previous cal-
culations.15 Accounting for spin-polarization, we expectedly obtain a lower displacement threshold
(by spin-polarization energy of the isolated atom). Since ground state DFT MD cannot adequately
describe the dynamics of the system associated with a spin-flip, both values for spin-paired and
spin-polarized calculations are listed. In the presence of one excited electron, a similar simulation
setup yields a pronounced drop of the displacement threshold to 4.8 eV for the spin-polarized case.
The decrease in the displacement threshold is irrespectively from the account for spin-polarization
and is also observed for spin-paired calculations. The threshold decreases further to 3.5 eV for the
double excited system. This illustrates that electronic excitations may have a dramatic influence
on the momentum transfer limited knock-on damage.
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Figure 5.5: Sulfur atom displacement: excitation localization and emerging defect state.
Panel (a) shows the GIPR – a measure of the localization of Δ𝜌* – as a function of time and
distance from the initial position of the recoil atom along with the potential energy difference
Δ𝐸* from Ehrenfest dynamics indicating the emergence of a defect state in the band gap. Static
calculations of the DOS for snapshots of the displacement process in the framework of constrained
DFT confirm the presence of this occupied defect state. Image adapted from publication [194].
5.6 Mechanism and Comparison to Experimental Data
Since most experimental values for the displacement cross-section for 2D MoS2 are available only for
higher voltages our collaborators at Ulm university performed measurements of this quantity in TEM
for voltages below the knock-on threshold. Figure 5.6 shows Cc/Cs-corrected high-resolution (HR)
TEM images of single-layer MoS2 before and after the exposure to the total dose of 1.5 ·107 e/nm2.
The images have been recorded in dark atom contrast to increase the visibility of vacancies and
prevent concealment of defects due to phantom atom reconstruction.196 For an easier identification
of vacancies the inset shows Fourier filtered images, where the MoS2 lattice has been removed. As
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spin-paired spin-polarized
𝑇𝑑 [eV] 𝑈𝑡ℎ [kV] 𝑇𝑑 [eV] 𝑈𝑡ℎ [kV]
ground state 7.1 95.4 6.5 87.9
1× valence band 5.3 72.7 4.8 66.2
2× valence band 3.75 52.4 3.5 49.1
core hole 2.4 34.1
Table 5.1: Displacement thresholds 𝑇𝑑 and corresponding (static) electron voltage 𝑈𝑡ℎ for the
sulfur atom displacement in 2D MoS2 without and with account for spin-polarization.
evident from the HRTEM images the vacancy concentration increases after the exposure to the
electron dose. The displacement cross-section 𝜎𝐷 can be determined quantitatively by
𝜎𝐷 =
∆𝑁
𝑁𝜑
, (5.4)
where ∆𝑁 is the number of missing sulfur atoms, 𝑁 is the total number of atoms in the irradiated
area and 𝜑 is the accumulated electron dose. The exact values of this quantitative analysis are
summarized in Table 5.2.
Additionally, the experimental displacement cross-section values are illustrated in Figure 5.7. No-
tably, the displacement cross-section 𝜎𝐷 decreases at 20 keV. This indicates that there is another
active channel of damage creation below the ground state value of the knock-on threshold. Nei-
ther excitation damage alone nor chemical etching can account for this behavior at low voltages,
as the efficiency of both processes decreases with voltage. The McKinley-Feshbach formalism115
allows relating the displacement thresholds calculated from first-principles with the experimental
displacement cross-sections obtained in TEM. Here, we employ the formalism accounting for ther-
mal vibrations of the target atoms as introduced by Meyer et al.16 with the corrected 𝑣2𝑧 value
calculated according to the Debye model.120 Figure 5.7 illustrates the comparison between the
experimental data and the calculated displacement cross-sections. The total cross-sections (black
curves) are whereby the sum of the two contributions without and with the valence excitation.
Acceleration
voltage [kV]
𝑁 ∆𝑁 𝜑 [107 e-/nm2] 𝜎 [barn]
20 27309 503 2.7 6.7(5)
30 30947 604 1.7 11.6(5)
40 14781 227 1.7 9(1)
60 13818 282 4.2 4.9(4)
80 13474 281 3.9 5.3(4)
Table 5.2: Quantitative results for the damage-cross-sections 𝜎 for the different acceleration
voltages. 𝑁 gives the number of sulfur atoms in the analysed area, Δ𝑁 is the number of the
produced vacancies after a dose 𝜑. The values in the parenthesis give the confidence intervals
and were taken as
√
𝑁 for 𝑁 ,
√
𝑉 for 𝑉 and 1% for the accumulated electron dose. Data
acquired by Tibor Lehnert, Ulm University, adapted from publication [194].
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Figure 5.6: Cross-section data acquisition in the TEM. HRTEM images are acquired with
dark atom contrast before and after the total electron dose of 1.5 · 107 e/nm2. For better
identification of the vacancies, the insets show Fourier filtered images. The displacement cross-
section obtained from the experimental TEM data is compared with the displacement cross-
sections from first-principles simulations. Data acquired by Tibor Lehnert, Ulm University. Image
adapted from publication [194].
The ground state displacement cross-section for displacement threshold value 𝑇𝑑 = 6.5 eV is shown
as the blue curve, while the displacement cross-section corresponding to the valence band excitation
with 𝑇𝑑 = 3.5 eV is plotted in red. The orange curve displays the excitation-induced displacement
cross-section scaled by the inelastic cross-section according to Bethe theory124,127 with an average
energy loss 𝐸 = 79.4 eV and a constant efficiency of the process denoted by 𝜁 = 10−8. However,
as apparent from Figure 5.7, the excitation probability would need to decay much faster than
the Bethe inelastic cross-section with increasing electron energy 𝐸 to fit the experimental data.
Given the inelastic cross-section from Bethe theory, the sum of excitation-induced and ground state
displacement cross-section, shown in black, does not agree with the experimental TEM data.
Susi et al. propose an alternative description of the experimental data in terms of the radiolysis
cross-section (light green curve).120 Note, however, that although the description of the intermedi-
ate region is improved, the radiolysis cross-section does not account for the drop of the displacement
cross-section at 20 keV and it is unclear why the excitation should localize in a perfect periodic
solid at a particular bond to give rise to radiolysis. A more accurate description of the experimental
data with an excitation probability in accordance with Bethe theory – accounting for this drop and
the localization mechanism of the electronic excitation outlined in this work – can be obtained for
lower displacement threshold values of the elastic cross-section (𝑇𝑑 = 1.0 eV or 𝑇𝑑 = 1.5 eV) as
the dotted lines in Figure 5.7 illustrate. These examples indicate that there is indeed an excitation-
assisted knock-on mechanism under low-voltage electron beam, but with even lower displacement
threshold values than determined from our first-principles calculations.
The mechanism mostly relevant for low current densities in TEM assumes the simultaneous excita-
tion and displacement of the sulfur atom by the same incident electron. A closer look reveals that
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Figure 5.7: Theory validation using TEM data. The displacement cross-section obtained
from the experimental TEM data is compared with the displacement cross-sections from first-
principles simulations. Blue and red curve show the bare cross-sections without and with a valence
band excitation for 𝑇𝑑 = 6.5 eV and 𝑇𝑑 = 3.5 eV, respectively. While the orange curve shows the
displacement cross-section for the valence band excitation scaled according to Bethe theory with
an average energy loss 𝐸 = 79.4 eV and a constant efficiency of the process denoted by 𝜁 = 10−8,
the black curves comprises the sum of the contribution with and without excitation. The sum
does not fit the experimental data, as the excitation-induced cross-section would need to decay
much faster for voltages between 40 keV and 70 keV. The radiolysis cross-section as proposed
in ref. [120], which however cannot account for the drop at 20 keV, yields better agreement in
this region. An even better agreement would be achieved with a lower displacement threshold of
𝑇𝑑 = 1.5 eV or 𝑇𝑑 = 1.0 eV (see dotted lines) in conjunction with Bethe theory for the inelastic
cross-section.
the differential displacement cross-section has its maximum for the head-on collision, since then
the momentum 𝐾 transferred from the incident electron to the target atom is maximal. In the
classical picture the momentum transfer and the impact parameter 𝑏 can be related as
|𝐾| · 𝑏 ≃ 1, (5.5)
which means that the displacement is most probable for very small impact parameters. In this case
the probability to excite electrons – especially core electrons – is also significant. The sulfur atom
with the excited core electrons receives momentum and is moving out of the layered structure.
Additionally, it experiences a force pushing it in the same direction by the core excitation (see
Figure 5.8). As the core excitation decays the Auger process leads to the formation of excitations
in shallower states. The emerging valence band excitation then persists long enough to lower the
displacement threshold substantially.
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For higher current densities in STEM, a different mechanism seems feasible. Excitation lifetimes in
MoS2 are reported in the order of one pico-second.177,197 The time between to consecutive electron
impacts in the 10 × 10 nm2 region for typical current densities of 105 – 106 A/cm2 (corresponding
to 6 · 10−3 – 6 · 10−2 e−/ps/nm2) is of the same order of magnitude. Therefore a two-electron
process becomes feasible. The first electron creates an electronic excitation, which subsequently
delocalizes in the 2D layer. This excitation needs to persist long enough, such that a second electron
hitting a nearby region (5 nm radius) may displace a sulfur atom. The displacement, in turn, leads
to the localization of the excitation at the emerging vacancy site. Accordingly, the binding energy
of the potential recoil atom is lowered, which causes a decrease in the displacement threshold. Note
that in this scenario, the defect production rate (number of defects per impinging electron) should
be higher at high beam currents. Indeed, this has been reported for various inorganic materials
where radiolysis is the main channel for defect production.198 Summarizing, we employed non-
Figure 5.8: Influence of the core hole excitation on the sulfur atom displacement. A
system initially prepared with a core hole excitation at the recoil atom (displaced corresponding
to 2.5 eV kinetic energy transfer) is propagated in time using DFT MD. The force on the recoil
atom and the average potential it experiences are shown as functions of the displacement from
its initial position and time. The data indicates that the core hole excitation induces a repulsive
force, thus pushing the atom out-of-plane. This dramatically reduces the displacement threshold
even given that the core hole excitation rapidly converts to a valence band excitation via Auger
type processes. Image adapted from publication [194].
adiabatic Ehrenfest dynamics and constrained DFT molecular dynamics simulations to study the
formation of vacancies in a single sheet MoS2 under electron irradiation. We reveal that vacancies
are formed for voltages nearly half the value of the knock-on threshold due to the combined effect of
excitations and knock-on damage. Our simulations indicate that, in the semiconducting material,
initially delocalized electronic excitation localizes in the vicinity of an emerging defect, e.g., for
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an incipient vacancy at the position of the recoil atom which due to momentum transfer from
an incident electron moves out-of-plane. This excitation-assisted knock-on damage constitutes
another channel for the defect production under electron beam with much lower threshold energy
compared with the knock-on damage. The proposed mechanism should also be relevant for other
semiconducting materials. Thus, in addition to chemical etching, it might be responsible for the
damage formation at low voltages in a wide range of materials.

6 Summary
The present work provides insights into the effects of ion and electron irradiation on 2D MoS2. The
results are directly relevant for patterning, defect engineering, and imaging of this material.
In Chapter 3 focused on ion irradiation, we considered the influence of the substrate on defect pro-
duction and sputtering yield from the MoS2 sheet for a broad range of ion energies. The sputtering
cross-section for 2D materials follows a typical shape comprising a maximum at intermediate ion
energies (which position depends on the ion-recoil mass ratio). Ions with higher energies deposit –
due to the absorbing and redistributing effect of the substrate – more energy in the supported than
in the free-standing material. Consequently, the maximum cross-section of the indirect sputtering
originating from sputtered substrate atoms and backscattered ions shifts to higher ion energies. Es-
pecially for light ions – e.g., He and Ne – the substrate plays a crucial role. For these projectiles, the
maximum sputtering yield lies inside the ion energy range between 10 keV and 30 keV, which is the
typical energy range of ions in the HIM. In this range, indirect sputtering is the dominant damage
mechanism. Additionally, the lateral resolution relevant for patterning applications of focused ion
beams decreases for supported 2D materials. Our combined MC and MD simulations indicate that
the spatial distribution of defects broadens substantially by one order-of-magnitude. The broadened
defect region implies that the substrate limits the patterning resolution of 2D materials to the 10
nm range for typical ion energies in HIM. The suggested efficient computational scheme applies to
other material-substrate combinations, provided that the potential for the 2D material exists.
As shown in Chapter 4, 2D materials may be patterned not only by ion but also electron beams.
Here, the mechanism for the phase patterning in 2D MoS2 under electron beam as observed by
Suenaga et al. is studied. Based on our results considering the phase energetics the combined
effect of strain, additional charge provided by Re impurities, electronic excitations and entropic
contributions to the free energy facilitated by elevated temperatures is likely to explain the phase
transformation from the semiconducting to the metallic polymorph. The proposed explanation
involves the successive glide of sulfur atoms initiated by a suitable vacancy line configuration (in
the experiment denoted as 𝛼-stripes).
Chapter 5 addressed the damage mechanism under electron beam in semiconducting 2D MoS2. We
provide a possible explanation for the vacancy formation at voltages below the knock-on threshold.
Employing non-adiabatic Ehrenfest dynamics based on TDDFT together with constrained DFT
MD we show that the combined effect of excitation and knock-on damage can be (at least in part)
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responsible for the observed defect production in the single sheet of MoS2. We base the proposed
explanation on the experimentally observed long lifetimes of electronic excitation in 2D MoS2 and
our finding that – although the excitation induced by the electron beam rapidly delocalizes in the
pristine system – defects which break the translational symmetry lead to excitation localization,
e.g., at the recoil atom kicked by the incident (or another) electron. Based on our simulation
results, this localized excitation indeed reduces the binding energy locally, eventually leading to a
lowering of the displacement threshold. We show that the displacement threshold in the presence
of electronic excitations is nearly half the value of the unperturbed system. This translates into a
dramatical reduction of the threshold voltage for excitation-assisted knock-on damage, which for
sulfur sputtering from MoS2 (including thermal vibration effects) yields roughly 30 kV. Moreover,
the proposed mechanism can be expected to apply also to other semiconducting targets, such that
this work contributes to elucidating the damage mechanism at low voltages in a wide range of
materials with reduced dimensionality.
In summary, our theoretical results provide insights into the damage mechanism in 2D materials
under electron and ion irradiation. Vacancies are known to affect the optical response and carrier
types in TMDCs such that focused ion beams can be employed to tailor these and other properties
and pattern the 2D material (e.g., cutting nanoribbons) with high spatial resolution. The results
presented in this work provide a theoretical basis to choose optimal beam parameters in order
to achieve this goal with account for the limitations imposed by the substrate. Exploiting the
polymorphism of 2D MoS2 – one of the most intriguing aspects of this material – the electron beam
can be used for seamless modification at the nanoscale. Patterning by electron irradiation allows
for device and circuit design with an unparalleled combination of miniaturization and integration.
With our explanation of the semiconductor-to-metal phase transformation, we hope to inspire
further investigations leveling the pathway to flexible – and maybe even rewritable – electronics.
The understanding of sub-knock-on-threshold damage in semiconducting 2D materials again –
facilitated by the role we assign to the combination of excitation and momentum transfer – should
guide experimental efforts to non-destructive imaging of 2D materials in TEM. Overall, we provide
the theoretical foundation for the minimization of damage during imaging and the optimization of
the patterning process with electron and ion irradiation.
A Appendices
A.1 Derivation of Ehrenfest Dynamics Equations
The following derivation is along what is presented in reference [104]. In a first step the time-
dependent Schrödinger equation shall be transformed in a set of two coupled equations for the
nuclear and electronic degrees of freedom. Therefore a single configuration ansatz is performed.
Thus, the total wavefunction is approximated as
Φ({𝑟𝑖}, {𝑅𝑖}, 𝑡) ≈ Ψ({𝑟𝑖}, 𝑡)𝜒({𝑅𝑖}, 𝑡) exp
⎛⎝ 𝑖
ℏ
𝑡∫︁
𝑡0
𝐸𝑒(𝑡
′)d𝑡′
⎞⎠
= ⟨𝑟|Ψ(𝑡)⟩⟨𝑅|𝜒(𝑡)⟩ exp
⎛⎝ 𝑖
ℏ
𝑡∫︁
𝑡0
𝐸𝑒(𝑡
′)d𝑡′
⎞⎠ ,
(A.1)
which introduces the bracket notation of the normalized electronic (⟨Ψ|Ψ⟩ = 1) and nuclear wave-
functions (⟨𝜒|𝜒⟩ = 1) and the convenient phase factor
𝐸𝑒(𝑡) = ⟨𝜒(𝑡)|⟨Ψ(𝑡)|ℋ𝑒|Ψ(𝑡)⟩|𝜒(𝑡)⟩. (A.2)
Inserting this ansatz into the time-dependent Schrödinger equation yields(︂
𝑖ℏ
𝜕
𝜕𝑡
|Ψ⟩
)︂
|𝜒⟩ exp (· · · ) + |Ψ⟩
(︂
𝑖ℏ
𝜕
𝜕𝑡
|𝜒⟩
)︂
exp (· · · )− 𝐸𝑒(𝑡)|Ψ⟩|𝜒⟩ exp (· · · )
=
(︁
𝑇𝑒|Ψ⟩
)︁
|𝜒⟩ exp (· · · ) + |Ψ⟩
(︁
𝑇𝑛|𝜒⟩
)︁
exp (· · · ) + 𝑉𝑒𝑛|Ψ⟩|𝜒⟩ exp (· · · ) ,
(A.3)
where the phase factor exp (· · · ) cancels out. By multiplication of ⟨Ψ| and ⟨𝜒| from the left and
subsequent integration over the electronic and nuclear degrees of freedom, respectively, one obtains
⟨Ψ|𝑖ℏ 𝜕
𝜕𝑡
|Ψ⟩ |𝜒⟩+ 𝑖ℏ 𝜕
𝜕𝑡
|𝜒⟩ − 𝐸𝑒(𝑡)|𝜒⟩ = 𝑇𝑛|𝜒⟩+ ⟨Ψ|𝑇𝑒|Ψ⟩ |𝜒⟩+ ⟨Ψ|𝑉𝑒𝑛|Ψ⟩ |𝜒⟩
𝑖ℏ
𝜕
𝜕𝑡
|Ψ⟩+ ⟨𝜒|𝑖ℏ 𝜕
𝜕𝑡
|𝜒⟩ |Ψ⟩ − 𝐸𝑒(𝑡)|Ψ⟩ = 𝑇𝑒|Ψ⟩+ ⟨𝜒|𝑇𝑛|𝜒⟩|Ψ⟩+ ⟨𝜒|𝑉𝑒𝑛|𝜒⟩ |Ψ⟩.
(A.4)
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We are left with the choice of the wavefunction phases. Due to the normalization condition which
implies the absence of amplitude changes (e.g. no damping) the partial time derivatives of the
wavefunctions are purely imaginary. Hence the products with 𝑖ℏ are real. We chose these real
values as
⟨Ψ|𝑖ℏ 𝜕
𝜕𝑡
|Ψ⟩ = 𝐸𝑒(𝑡)
⟨ℋ⟩ = ⟨Ψ|𝑖ℏ 𝜕
𝜕𝑡
|Ψ⟩+ ⟨𝜒|𝑖ℏ 𝜕
𝜕𝑡
|𝜒⟩ − 𝐸𝑒(𝑡) = ⟨𝜒|𝑖ℏ 𝜕
𝜕𝑡
|𝜒⟩ = 𝐸
(A.5)
with the (time-dependent) electronic energy 𝐸𝑒(𝑡) and the (conserved) total energy of the system
𝐸 = ⟨ℋ⟩ = ⟨𝑇𝑛⟩ + ⟨𝑇𝑒⟩ + ⟨𝑉𝑒𝑛⟩ = ⟨𝜒|𝑇𝑛|𝜒⟩ + 𝐸𝑒(𝑡). This yields the set of two coupled time-
dependent effective Schrödinger equations
𝑖ℏ
𝜕
𝜕𝑡
|Ψ⟩ = −1
2
∑︁
𝑖
∇2𝑖 |Ψ⟩+ ⟨𝜒|𝑉𝑒𝑛|𝜒⟩ |Ψ⟩
𝑖ℏ
𝜕
𝜕𝑡
|𝜒⟩ = −
∑︁
𝐼
1
2𝑚𝐼
∇2𝐼 |𝜒⟩+ ⟨Ψ|ℋ𝑒|Ψ⟩ |𝜒⟩.
(A.6)
Both electrons and nuclei move quantum-mechanically in effective potentials, which can be self-
consistently obtained as the electrons experience the average potential of the nuclei and vice versa.
Hence, the single-determinant ansatz – the most straightforward possible approach – produces a
mean-field description of the coupled nuclear-electronic quantum dynamics. In the second step,
we perform the classical limit for the (slow) nuclear degrees of freedom. Tully gives a detailed
discussion of this step in [199]. Here, only the basic idea is reviewed. The nuclear wavefunction
in position representation can be expressed in polar form by a real-valued amplitude 𝐴(𝑅, 𝑡) and
phase 𝑆(𝑅, 𝑡) (= action)
⟨𝑅|𝜒⟩ = 𝐴(𝑅, 𝑡) exp (𝑖/ℏ𝑆(𝑅, 𝑡)) . (A.7)
Substitution into equation (A.6) and separation of real and imaginary part yields two coupled
equations describing the evolution of the nuclear wavefunctions in the effective potential of the
electrons
𝜕𝑆
𝜕𝑡
+
∑︁
𝐼
1
2𝑚𝐼
(∇𝐼𝑆)2 + ⟨Ψ|ℋ𝑒|Ψ⟩ =
∑︁
𝐼
1
2𝑚𝐼
∇2𝐼𝐴
𝐴
𝜕𝐴
𝜕𝑡
+
∑︁
𝐼
1
𝑚𝐼
∇𝐼𝐴 · ∇𝐼𝑆 +
∑︁
𝐼
1
2𝑚𝐼
𝐴∇2𝐼𝑆 = 0
(A.8)
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Taking now the limit ℏ→ 0 on the right-hand side of the first equation (the other one is independent
of ℏ), gives
𝜕𝑆
𝜕𝑡
+
∑︁
𝐼
1
2𝑚𝐼
(∇𝐼𝑆)2 + ⟨Ψ|ℋ𝑒|Ψ⟩ = 0, (A.9)
which is the Hamilton-Jacobi equation. It is equivalent to Newton’s equation of motion. Hence,
the forces on the classical nuclei can be computed according to
d𝑃
d𝑡
= 𝑚𝐼?¨? = −∇𝐼⟨Ψ|ℋ𝑒|Ψ⟩. (A.10)
The expectation value in the electronic part of equation (A.6) still contains the nuclear wavefunc-
tions. The nuclei are thus approximated by point particles replacing ⟨𝑅|𝜒⟩ by a product of Dirac
delta distributions. Then, the electronic Hamiltonian depends parametrically on the positions of
the nuclei. The two coupled equations describing the co-evolution of nuclear and electronic degrees
of freedom give rise to the quantum-classical Ehrenfest dynamics
𝑖ℏ
𝜕
𝜕𝑡
|Ψ⟩ = −1
2
∑︁
𝑖
∇2𝑖 |Ψ⟩+ 𝑉𝑒𝑛(𝑅) |Ψ⟩
𝑚𝐼?¨? = −∇𝐼⟨Ψ|ℋ𝑒|Ψ⟩.
(A.11)
The electronic wavefunction is propagated with the time-dependent Schrödinger equation in the
potential of the classical nuclei. The nuclei again experience the average potential of the electrons.
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A.2 MC Simulation: Energy and Angle Distribution
Figure A.1: Energy and angle distribution obtained by Monte Carlo simulations. Distri-
bution functions for backscattering/sputtering energy 𝐸1 and angle 𝜃1 for He, Si and O recoils
(from TRIDYN simulations). The relative backscattering energy distribution 𝑝(𝐸1/𝐸0|𝐸0) for
the He ion (a) slightly depends on the incident energy 𝐸0 while the sputtering energy distribu-
tion 𝑝(𝐸1|𝐸0) for Si and O (c,b) show a pronounced dependence on it. The angular distribution
appears to be independent of the incident ion energy.
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