Wavelets transform are effectively used in data compression and denoising such as in signal and image compression and denoising. One of the advantages of wavelets method is there exist fast algorithm in order to use wavelet for various applications.
I. INTRODUCTION
Wavelets are relatively new in pure and applied mathematics field of research; they have, with respect to theory and applications, strong relations with Fourier Transform. Wavelets have emerged in the last twenty years as a synthesis of ideas from the fields such as electrical engineering, statistics, physics, computer science, economy, finance and mathematics. Wavelet transform have beautiful and deep mathematical properties, making them well-adapted tool for a wide range of functional spaces, or equivalently, for very different types of data. On the other hand, they can be implemented via fast algorithms, essential to convert their mathematical efficiency into truly practical tool ( [1] , [2] , and [3] ).
Temperature, water level or closed market prices over a period of time are examples of time series data. In its descriptive form, time series data may be defined as a set of data collected or arranged in a sequence of order over a successive equal increment of time. Noise is an unwanted modulation of the carrier whose presence interferes with the detection of the desired signal [4] . Noise is extraneous information in a signal that can be filtered out via the computation of averaging and detailing coefficients in the wavelet transformation. In fact many statistical phenomena have wavelet structure. Often small bursts of high frequency wavelets are followed by lower frequency waves or vice versa. The theory of wavelets reconstruction helps to localize and identify such accumulations of small waves and helps thus to better understand reason for these phenomena. In addition, wavelet theory is different from Fourier analysis and spectral theory since it is based on a local frequency representation [5] .
The studies of climate changes using wavelet analysis have received much consideration. Reference [17] discussed the applications of wavelets to detect the climate signal. In this paper, the authors used Morlet wavelets (continuous wavelet transform CWT) and concluded that WT provides understanding of the importance of local versus global climate signals via time-frequency localization of WT. While, reference [18] utilized WT for visual exploration of climate variability changes at seasonally averaged northern hemisphere winter and northern hemisphere summer. In addition, [19] explained in details of wavelet analysis and its applications in atmospheric and oceanic.
In this paper we will utilize wavelet transform which is symlet 16 in order to denoise the temperature data. Firstly we decomposed the original time series (in our cases it is temperature data) and later we study the characteristics of the temperature data then we apply thresholding method and finally we denoised the original signal with suitable choices of thresholding. The results indicate that symlet 16 gives us good denoising signal with SURE method and Minimax method of thresholding gives higher SNR values.
The remainder of the paper is organized as follows. A brief discussion about wavelet analysis is provided in Section 2. An application of DWT using temperature data is presented in Section 3. Some concluding remarks are made in the final section.
II. WAVELET ANALYSIS
Wavelet analysis is a mathematical model that transforms the original signal (especially with time domain) into a different domain for analysis and processing. This model is very suitable with the non-stationary data, i.e. mean and autocorrelation of the signal are not constant over time. There exist various choices of wavelet basis functions such as Haar, Daubechies, Symlet, Meyer, biorthogonal wavelet and etc. Basically, we define wavelet directly from its counterpart that is scaling function also known as father wavelet and wavelet function also known as mother wavelet ( [1] ; [2] ; [6] ). Following [13] , suppose that there exists a function ( ) ( )
is an orthonormal basis.
We can define the wavelet series as follow:
where jk k β α , are coefficients defined Eq (4), and { } Ζ ∈ k jk , ψ is a basis for j W . The relation in (2) is called a multiresolution expansion of f. To turn (2) into wavelet expansion we use the following expression
Basically the function ( ) and the mother wavelet respectively. Meanwhile
Where k α are called approximation/coarser coefficients and jk β are called detail coefficients. Since the development of multiresolution analysis by [8] , [2] has constructed various wavelets function e.g. Daubechies, symlets and coiflets wavelets. All these wavelet functions do not have a specific formula as the Haar wavelet function but they differ from others only by translation along the time axis and the changes of scale. However, in this paper we make use of the symlet 16 wavelet (16 filter coefficient). to show the power of DWT. We apply the symlet 16 to denoise time series data up to five level of decomposition. Figure 1 shows the example of symlet 16 scaling function and its corresponding wavelet function. Symlet 16 has 15 vanishing moments (VM). Due to the shape of the temperature data, symlet 16 is highly suitable to denoise the original time series. Figure  2 shows the original time series (temperature data) and the number of data are 751 (monthly data started from January 1948 and end July 2010). Meanwhile Figure 3 shows the wavelet decomposition for original temperature data. We can reconstruct the signal by adding details from level 1 until level 5 and approximation at level 5. Overall level 5 of the approximations (a5) and detail (d5) indicates an increasing trend in the temperature. This is due to the global warming because of the Green House effect which is getting worse every year. This is why we need to sustain our environment. In order to denoise the data, we need to apply thresholding method. Basically in the literature there exist various thresholding methods such as hard thresholding, soft thresholding, Garrote thresholding, firm thresholding etc. In statistics literature, thresholding is called as shrinkage approach. Refer to [12] for more detailed on various thresholding methods. In data denoising, one of the main objectives is to cut-off the data at certain values and then reconstruct the original signal or image with an acceptable Signal-to Noise-Ratio (SNR) and Root Mean Square Error (RMSE). We can use either hard thresholding method or soft thresholding. Below, we list algorithm that could be used to perform data denosing for any one dimension (1D) problem: A. Denoising algorithm 1. Input noise signal with length N (the temperature data already consist noise-but if the data has no noise we can just add Gaussian white noise) 2. Apply DWT by using symlet 16 to the data (perform wavelet transform of the data) 3. We find thresholding values. Here we may choose hard or soft and global value or by-level dependent value. In practice the best way to find the threshold value is by doing experiment and experienced from the user. 4. Keep only values that are non-zero or significant obtained from the transformation in step 3. Then apply wavelet denoising to the original signal with the threshold values from Step 3. 5. Finally, perform the inverse discrete wavelet transform (IDWT) for the data in step 4. This denoising step produces an approximate of the original data (an example can be seen in Figure 5 ).
Please refer to the works by [9] and [10] , [11] and [12] , [5] , [15] and [16] , [21] , [6] and [13] for more detailed on denoising techniques. In this paper, we apply various thresholding methods i.e. SURE, Heuristic SURE, Fixed-Form and Minimax. Fixed-Form threshold are the classical thresholding approach (VisuShrink threshold) which is given by Detail inspection of Figure 4 indicates that thresholding methods, Heuristics SURE and Minimax give us better result in denoising the temperature data. This is because they produced a better smooth series as compared to the other two methods, Fixed Form Threshold and Minimax. This results are in line with the statistical results analysis given in Table 1 below. The SURE method has the highest SNR with 21.37 and Fixed-Form is the lowest one with 17.83. As we mentioned in section 1, fast fourier transform (FFT) only tells us about the frequency of the event but not the time that the event occurred. This is because the basis of FFT is cosines and sines which is smooth in nature. Furthermore from the original signal the nature of the data is fractal like shape. So definitely FFT will not achieve best result as compared to Symlet 16 wavelets. Since in FFT we smooth all the data where all of the spike and anomaly in the data will be removed. On the other hand, this will not happen when we denoise using DWT. Since DWT will preserve all the spike and etc.. In order to justify this matter, Figure 5 Denoising the temperature data using wavelet transform
5829

CONCLUSIONS
In this paper we have discussed the application of wavelet transform with symlet 16 to denoising temperature data. We apply 4 types of thresholding methods. From the results we conclude that SURE and Minimax give us better results in terms of SNR and RMSE values as compared to Heuristic SURE and Fixed-form method. Future work will be focusing on applying another thresholding method such as BayesShrink by [17] and do the numerical comparison between all thresholding methods and various choices of wavelet filters. This method could be applied to the geographical and geological problems. We will report the related findings in our forthcoming papers.
