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Introduction
The first generation of stochastic volatility models was established with the focus on ac-
counting for the well-known stylized facts of asset returns, such as time varying volatility,
volatility clustering and the leverage effect, i.e. the (typically negative) correlation be-
tween asset returns and their corresponding volatility [37, 58, 43].
In a next step, the classical stochastic volatility models were extended to allow for jumps
[19], long memory [24], long run components, non-linear mean reversion etc.
In particular, the class of multi-factor stochastic volatility models is important to mention
in this context as these models form a very natural generalization of the classical stochastic
volatility models and are very successful in the context of option pricing [30, 22]. More-
oveor, considering a richer stochastic structure of the price/volatility dynamics allows to
take into account “new” stylized facts observed in the asset returns, such as stochastic
skewness [18], stochastic leverage [61], stochastic volatility of volatility [26, 27, 13, 55] and
the existence of a time-varying risk premium [15, 9].
Despite the ability of the stochastic volatility models to describe the dynamics of the asset
returns, such models- especially in their multivariate extension- are difficult to calibrate to
market information. Therefore, oversimplified models are commonly used in quantitative
analysis for risk management, pricing, hedging of instruments and portfolios management
as more suitable option. The recent financial crises, however, highlight that we can no
longer use simplified models to describe the price/volatility dynamics, and that we have
to turn to more complex modeling frameworks. This implies that we should improve our
statistical methodologies in order to calibrate these models.
Statistical inference for stochastic volatility models mostly focuses on parametric methods
and the estimations obtained are strictly connected with the model used for the asset
price dynamic (a survey on early estimation methods can be found in [20]). Nevertheless,
in most cases it is impossible to assess the distribution of the price process, then the
quasi-maximum likelihood estimations [7] and the generalized method of moments [16]
are usually performed. In this research area, we also cite the promising contributions
given by [25] and [60].
In [11], by means of the Fourier methodology [49, 50] a non parametric procedure to
estimate the Heston model’s parameters is developed. This method can be extended to
the class of the affine stochastic volatility models [33] in continuous time. Very recently
in [29], starting by the jump-robust estimator of integrated realized variance, a Fourier
estimation method has been proposed to estimate the parameters of a multivariate affine
model allowing jumps in the log-price and the volatility processes. Both Fourier proce-
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dures rely on a pre-estimation of the volatility path, then they proceed to estimate the
volatility of volatility and the leverage functions assuming general non parametric dynam-
ics (semimartingale models).
As example, we report the estimation procedure developed in [11]. We assume that the
underlying dynamics of the log-price p(t) and of the volatility process σ2(t) follow two
continuous semi-martingales{
dp(t) = σ(t)dW (t) + a(t)dt
dσ2(t) = γ(t)dZ(t) + b(t)dt,
(1)
where W and Z are two correlated Brownian motions.
The authors do not assume an a priori functional form of the volatility σ2(t), the volatility
of volatility process γ2(t) and the correlation process and they compute, through Fourier
methodology [49, 50], the spot volatility estimators of σ2(t), γ2(t) and η(t), the leverage
function defined by means of the Itoˆ contraction < dp(t), dσ2(t) >= η(t)dt.
Subsequently, they fix a functional form for the model (1) as the Heston specification{
dp(t) = σ(t)dW (t) + µdt
dσ2(t) = ξσ(t)dZ(t) + k(θ − σ(t))dt,
where the Brownian motions are correlated by means of the constant parameter ρ.
The parameters ξ and ρ can be related to the spot functions σ2(t), γ2(t) and η(t)- using
simply Itoˆ calculus tools- by the identities
ξ2σ2(t) = γ2(t) and ρ2σ2(t) =
η2(t)
γ2(t)
.
Therefore, by using the provided Fourier estimations of the spot volatility, of the volatility
of volatility and of the leverage in the general model framework, they obtain estimations
of the parameters ξ and ρ. We note that the authors infer the value of the parameters
equivalent under measure changes that can be used to specify a model for purposes of
pricing, hedging and risk management.
In light of the present analysis, we underline several features of the non parametric pro-
cedure based on the Fourier analysis.
The Fourier estimation procedure considers price observations that are not equally spaced
and in the multivariate case, not synchronous, using all the available observations and
avoids any ”synchronization” of the original data. Such features are due to the fact that
the estimations are performed using the spectral properties of the “latent” variables in
a stochastic volatility model, via the determination of their Fourier coefficients. Thus,
estimation in the time domain of the stochastic functions is constructed by means of the
zero-Fourier coefficient standing for an integrated estimator and the Fourier-Fe´jer inver-
sion formula that allows to construct spot estimators. This amounts to develop a theory in
which the features of the discrete grid in which we observe the asset return plays a minor
role. Moreover, we can control the Mean Squared Errors of the estimations by choosing a
suitable number of Fourier coefficients which have to be included in the definition of the
estimators, as highlighted in [51] and [29].
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Overall, the Fourier estimators appear to be flexible tools in order to deal with inference
on stochastic volatility models. In this context, the study of the asymptotic and the finite
sample properties of the estimators of the volatility, the volatility of volatility and the
leverage processes becomes fundamental in view of future extensions of the non parametric
inference procedures.
In this dissertation, we focus on the study of new estimators of the volatility, of the lever-
age and the volatility of volatility based on the Fourier methodology proposed by Malliavin
and Mancino, applied for the first time to the computation of the spot volatility in [49]
and developed in [50] and in [53] for the computation of covariance and quarticity. Such
methodology is based on the integration of the time series of returns rather than on its
differentiation. On an important note, the spot estimator is obtained without performing
any numerical derivative, which causes numerical instabilities. Moreover, as shown in the
papers [51], [52] and [53], respectively the integrated estimators of volatility, covariance
and quarticity are robust under microstructure noise. We define estimators incorporat-
ing the above good features, together with some additional properties that aim to solve
some bottlenecks of the classical Fourier estimations and of the non parametric proce-
dures designed to estimate the leverage and the volatility of volatility in the presence of
microstructure contamination effects.
The present dissertation has the following structure.
In Chapter 1, we define an estimator of the spot volatility based on the Laplace transform.
We aim to avoid the artificial periodization subjacent to Fourier series methodology, re-
sponsible for the low precision of the spot Fourier estimator at the boundary of the time
window [49]. The Laplace transform allows to build a spot estimator based on a long
time series of prices by smooting past data and retaining recent price observations. From
this procedure, we obtain a spot estimator that represents a bridge between two different
methods of computation of volatility: the method based on quadratic variation [1, 6] and
the classical Fourier spot estimation based on a convolution product formula. Doing so,
we prove that the Laplace transform spot estimator is consistent and by means of simu-
lation results we show the higher precision of the provided estimation at the boundary of
the time horizon.
In Chapter 2, we define a new estimator of the leverage stochastic process based only
on a pre-estimation of the Fourier coefficients of the volatility process. This feature con-
stitutes a novelty in comparison with the leverage estimators proposed in the literature
[11, 29, 3, 54] generally based on a pre-estimation of the spot volatility. Our estimator
is proved to be consistent and in virtue of its definition it can be directly applied to es-
timate the leverage effect in case of irregular trading observations of the price path. We
also perform a simulation study in which the robustness of the Fourier estimator is shown
in the presence of microstructure noise effects.
Finally, in Chapter 3, we deal with an estimator of the volatility of volatility obtained only
by means of a pre-estimation of the Fourier coefficients of the volatility. We investigate its
finite sample properties in presence of i.i.d Gaussian noise contamination by computing
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the bias of the estimator due to noise, showing that it does not diverge when the number
of observations increases. Recently, some papers have proposed methods for the estima-
tion of stochastic volatility of volatility [4, 44, 62, 29, 8] based on a pre-estimation of the
spot volatility. However, these estimators does not take into account the microstructure
contamination effects, which would generate some difficulties because of the estimator’s
sensitivity to noise in the absence of manipulations on the initial dataset. In a simulation
study, the performances of the Fourier estimator are compared with the pre-estimated
spot variance based realized variance estimator proposed in [8] in the absence and in the
presence of microstructure noise contaminations. In virtue of its definition, the Fourier
estimator performs considerably better than the aforementioned estimator in relation to
the bias and the mean squared error of the volatility of volatility.
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Chapter 1
Boundary Spot Volatility Estimation
using Laplace Transform
* based on a joint work with Maria Elvira Mancino1 and Maria Cristina Recchioni2
1.1 Introduction
The integral transforms have been widely used in the financial literature of pricing options,
see e.g. [17],[47] or more recently to study the characteristics of the volatility, by means
of its empirical Laplace transform [59]. Nevertheless, as far as we know, the Laplace
transform methodology has not been applied to the estimation of the spot volatility
process.
In this paper, we show that the Laplace transform is an appropriate tool to build estima-
tors of the instantaneous volatility based on a long time series of prices by smoothing past
data and retaining recent price observations. Our estimation procedure is non-parametric
and model-free as we only assume that the time evolution of the asset price is a Brownian
semi-martingale.
The first step in the harmonic analysis methodology for the computation of the (multi-
variate) volatility has been done in [49] and has been developed in [50]. In these papers
the authors obtain an estimation procedure of the instantaneous volatility based on the
finite Fourier transform of the price process over a fixed time interval, say one day. The
consistency in probability uniformly in time and the asymptotic properties of the Fourier
estimator of instantaneous volatility have been proved in [50] in the absence of microstruc-
ture noise. Moreover, the efficiency of the Fourier method in the presence of microstructure
noise has been analyzed in comparison with other estimators in [51]. A peculiarity of the
Fourier estimation procedure is the fact that, in virtue of its own definition, it uses all the
available observations and avoids any ”synchronization” of the original data, because it
is based on the integration of the time series of returns rather than on its differentiation.
1Department of Economics and Management, Via delle Pandette 32, 50127 Florence: mari-
aelvira.mancino@unifi.it
2Department of Management, Piazzale Martelli 8, 60121 Ancona: m.c.recchioni@univpm.it
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The use of Laplace transform has the same advantages of the Fourier estimation procedure
with respect to the quadratic variation methods. Moreover it has further good features.
In [49] it is shown that the estimator performs better in the center of the time window.
The use of Laplace transform allows us to obtain an estimator of instantaneous volatility
which becomes less sensitive to boundary effects when approaches to the present time
(say going from −∞ to 0). From a conceptual point of view the introduction of Laplace
transform has two advantages: firstly to avoid the artificial “periodization” subjacent
to Fourier series methodology which is responsible of the low precision in the boundary
estimation; secondly to lead to formula (1.17) which constitute a bridge between the two
different methods of computation of volatility, the method based on quadratic variation
and our approach by Fourier analysis.
The main analytical result which we will prove in this paper is that, under the hypothesis
that the prices process is a semi-martingale, then the Laplace transform of the volatility
function is equal to the Bohr convolution product of the Laplace transform of the process
of returns. Then, we need to invert the transform to obtain the spot volatility process.
As a matter of fact, computing the Laplace transform of a given function corresponds
to computing the Fourier transform of the function multiplied by a damping exponential
factor; therefore we apply the Fourier inversion formula to obtain the damped volatility
function.
Further, we prove that the Laplace estimator is consistent in probability. The features
of this estimator is confirmed by our simulation study, namely the higher precision of
the estimator at the boundary of the time horizon, representing the current time in our
scheme.
The main idea of this paper originated during discussions of the second author with P.
Malliavin when he visited the Scuola Normale Superiore of Pisa in 2004. The idea was
later outlined with the second author in [10]. Recently, we decided to further explore this
promising idea and, not surprisingly, we found it very interesting: thus we dedicate this
work to the memory of P. Malliavin with our gratitude.
1.2 The Laplace transform of the asset price volatil-
ity
In this section, we suppose given a continuous trajectory of the asset price process (con-
tinuous semimartingale model) and we compute the Laplace transform of the (latent)
volatility process.
The evolution of the logarithm asset price process p(t) is described by the stochastic
differential equation
dp(t) = σ(t)dW (t) + b(t)dt (1.1)
whereW (t) is a Brownian motion defined on a filtered probability space (Ω, (F t)t∈(−∞,0],P),
satisfying the usual conditions. The choice of the negative half real line as time horizon
is motivated by the fact that we want that the proposed estimator smooths past data
(t = −∞) and retains recent price observations in order to produce a more precise es-
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timation of the volatility’s trajectory near the right boundary, that is the current time
(t = 0).
Our model is very general, including most stochastic volatility models; we only assume
that the processes σ(t) and b(t) are almost surely continuous in (−∞, 0] and adapted to
the Brownian filtration. Further, the following integrability condition must be satisfied:
for any real positive number α
(H): E
[ ∫ 0
−∞
exp(αt)σ4(t) dt
]
<∞ , E
[ ∫ 0
−∞
exp(αt)b2(t) dt
]
<∞.
The main result of this section is an exact formula relating the Laplace transform of the
volatility process to the Laplace transform of the returns, using data from the market
starting from the current time (t = 0) and going backward in time (t = −∞).
The issue of inverting the Laplace transform in order to reconstruct the volatility process
for any time t will be addressed in the next section.
Consider the Laplace transform of the price increments on (−∞, 0] :
Φ(dp)(z) :=
∫ 0
−∞
dp(t) exp(zt). (1.2)
We take z = a+ is, with a > 0.
Given two functions Φ,Ψ, we say that the Bohr convolution product exists if the following
limit exists:
(Φ ∗B Ψ)(v) := lim
R→+∞
1
2R
∫ R
−R
Φ(a+ is)Ψ(a− i(s+ v))ds. (1.3)
The subindex B is the initial of Bohr, who developed similar ideas in the context of the
theory of almost periodic functions.
The following theorem proves that the Laplace transform of the volatility process σ2(t)
(which is expressed by the right hand side of (1.4)) can be exactly computed through the
Bohr convolution product of the Laplace transform of dp(t).
Later on we will denote by ψ the conjugate of any complex function ψ.
Theorem 1.2.1. Let Φ(dp) be defined by (1.2). Then under the hypotheses (H), the
following convergence in probability holds
lim
R→+∞
1
2R
∫ R
−R
Φ(dp)(a+ is) Φ(dp)(a+ is+ iv) ds =
∫ 0
−∞
σ2(t) exp
(
(2a− iv)t) dt. (1.4)
Remark 1.2.2. This formula depends on an arbitrary parameter a, we always choose
a > 0.
Proof. (of Theorem 1.2.1)
Firstly, we show that the drift component b(t) of the semimartingale p(t) gives no contribu-
tion to the formula (1.4). In fact, consider the process p∗(t) given by dp∗(t) = σ(t)dW (t):
p∗(t) has the same volatility function of the process p(t) and
Φ(dp)(s) = Φ(dp∗)(s) + Φ(b)(s). (1.5)
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We prove that
(Φ(dp) ∗B Φ(dp)) = (Φ(dp∗) ∗B Φ(dp∗), (1.6)
because the terms Φ(b)∗B Φ(dp∗), Φ(dp∗)∗B Φ(b) and Φ(b)∗B Φ(b) give zero contribution.
First, we consider Φ(b) ∗B Φ(b) = 0 .
For any v ∈ IR we consider
(Φ(b) ∗B Φ(b)(v) = lim
R→+∞
1
2R
∫ R
−R
Φ(b)(a+ is)Φ(b)(a+ is+ iv)ds. (1.7)
Using Cauchy-Schwartz inequality
1
2R
∫ R
−R
Φ(b)(a+ is)Φ(b)(a+ is+ iv)ds ≤ (1.8)
≤
( 1
2R
∫ R
−R
|Φ(b)(a+ is)|2ds
) 1
2
( 1
2R
∫ R
−R
|Φ(b)(a+ is+ iv)|2ds
) 1
2
,
and Plancherel equality∫ +∞
−∞
|Φ(b)(a+ is)|2ds =
∫ +∞
−∞
|F (˜b)(s)|2ds =
∫ +∞
−∞
(˜b(s))2ds
where b˜(t) = 1(−∞,0](t) exp(at)b(t) and F (˜b)(s) =
∫ +∞
−∞ exp(ist)˜b(t)dt, we obtain:
lim sup
R→∞
1
2R
∫ R
−R
|Φ(b)(a+ is)|2ds = 0.
Finally, using (1.7) and (1.8) we have:
‖Φ(b) ∗B Φ(b)‖L∞ = 0.
The same argument proves that the terms Φ(b) ∗B Φ(dp∗) and Φ(dp∗) ∗B Φ(b) give zero
contribution. Consequently, we can assume that b(t) = 0, thus p(t) is a martingale.
In the sequel of the proof, we will use the following notation
hR(s) :=
1
2R
I[−R,R](s), Γs(t) :=
∫ t
−∞
exp((a+ is)u)σ(u) dW (u),
and
σa(t) := exp(at)σ(t).
Moreover, when not otherwise specified, the integrals will be considered on IR.
By Itoˆ formula:
d(ΓsΓs+v)(t) = σ
2(t) exp((2a− iv)t)dt+ Γs(t)dΓs+v(t) + Γs+v(t)dΓs(t). (1.9)
Therefore
Γs(0)Γs+v(0) =
∫ 0
−∞
σ2(t) exp((2a− iv)t) dt+
∫ 0
−∞
Γs(t)dΓs+v(t) + Γs+v(t)dΓs(t), (1.10)
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and ∫ +∞
−∞
hR(s)Φ(dp)(a+ is)Φ(dp)(a+ is+ iv)ds
=
∫ 0
−∞
σ2(t) exp((2a− iv)t)dt+
∫ +∞
−∞
hR(s)
∫ 0
−∞
Γs(t)dΓs+v(t) + Γs+v(t)dΓs(t) ds.
We prove that AR(v) defined by
AR(v) :=
∫ +∞
−∞
hR(s)
∫ 0
−∞
Γs(t)dΓs+v(t) + Γs+v(t)dΓs(t) ds = AR,1(v) + AR,2(v), (1.11)
converges to zero in probability as R→∞. By symmetry it is sufficient to consider
AR,1(v) =
∫ +∞
−∞
hR(s)
∫ 0
−∞
exp((a−is−iv)t)
∫ t
−∞
exp((a+is)u)σ(u) dW (u)σ(t) dW (t) ds.
By Itoˆ energy identity
E[|AR,1(v)|2] = E[AR,1(v)AR,1(v)]
= E
[ ∫ ∫
hR(s)hR(s
′)
∫ 0
−∞
e(2a−i(s−s
′))t Γs(t)Γs′(t)σ
2(t) dt ds ds′
]
≤ E
[ ∫ 0
−∞
σ4a(t) dt
] 1
2
E
[ ∫ 0
−∞
(∫ ∫
hR(s)hR(s
′)Γs(t)Γs′(t)e−i(s−s
′)t ds ds′
)2
dt
] 1
2
(1.12)
by using Fubini theorem and Cauchy-Schwartz inequality. For any fixed t we consider the
term ∫ ∫
hR(s)hR(s
′)Γs(t)Γs′(t) exp(−i(s− s′)t) ds ds′.
Let Γs
Γs :=
∫ 0
−∞
exp(isy)σ˜a(y)dW (y) and σ˜a(y) := 1(−∞,t](y)σa(y).
By change of variable s− s′ = u, s = w:∫ ∫
hR(s)hR(s
′)ΓsΓs′ exp(−i(s−s′)t) ds ds′ =
∫ ∫
hR(w)hR(w−u)ΓwΓw−u exp(−iut) dw du.
(1.13)
Now using that hR(w − u) = hR(u− w), we obtain that (1.13) is equal to∫
(hRΓ ∗ hRΓ)(u) exp(−iut) du = F(hRΓ ∗ hRΓ)(t) = |F(hRΓ)(t)|2,
where F(g) denotes the Fourier transform of a function g.
Note that
F(hRΓ)(t) =
∫ +∞
−∞
hR(u)
∫ 0
−∞
exp(iuy)σ˜a(y)dW (y) exp(−iut) du
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=∫ 0
−∞
sin(R(y − t))
R(y − t) σ˜a(y) dW (y),
therefore by Burkholder-Davis-Gundy inequality it holds
E[|F(hRΓ)(t)|4] ≤ CE
[ ∫ 0
−∞
sin4(R(y − t))
(R(y − t))4 σ˜
4
a(y) dy
]
. (1.14)
Finally by a change of variable we obtain that
E
[ ∫ 0
−∞
∫ 0
−∞
sin4(R(y − t))
(R(y − t))4 σ˜
4
a(y) dy dt
]
≤ CE
[ ∫ 0
−∞
σ4a(y) dy
] pi
R
.
This concludes the proof. 2
1.3 The Laplace estimator of the volatility
In this section we propose an estimator of the volatility process, based on the identity
(1.4). Given a discrete unevenly spaced sampling of the price process p(t), we apply the
Laplace transform method presented in the previous section. The identity (1.4) provides
the Laplace transform of σ2(t), thus, using the fact that the Laplace transform of a
function f for fixed positive real part is equal to the Fourier transform of the function
eatf , we invert the Fourier transform in order to recover σ2a(t). We aim at using the
estimated trajectory of σ2a(t) close to time t = 0, as an efficient estimate of the trajectory
of the volatility process at the right bound of the half line (−∞, 0].
Denote by ti the observation times, let −∞ < tn < . . . < ti+1 < ti < . . . < t0 ≤ 0. The
asymptotic is derived under the hypothesis that as n→ +∞ then tn → −∞ (long span)
and ρ(n) := maxi≥1 |ti−1 − ti| → 0 (infill).
Let εt the Dirac mass at the point t, and, for any i ≥ 1, let δi(p) := −p(ti) + p(ti−1), then
dp =
∑
i>0
δi(p)εti
and the Laplace transform of dp at z = a+ is, a > 0 is given by
Φ(z) =
∑
i≥1
δi(p) exp(zti).
In what follows we explain the methodology used to get an estimator of the instantaneous
process σ2a(t), starting from the exact formula (1.4).
Let the integration interval in (1.4) be fixed equal to [−R,R], using the identity (see [48])
1
2R
∫ R
−R
exp(isti − istj) ds = ϕ(R(ti − tj)) (1.15)
where ϕ(λ) := sin λ
λ
, and the expression (1.3) of the Laplace transform of dp, we obtain
that the left hand side of (1.4) is equal to∑
i,j>0
δi(p)δj(p) exp(a(ti + tj)) exp(−ivtj)ϕ(R(ti − tj)).
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Moreover, we observe that the right hand side of (1.4) is equal to∫ 0
−∞
σ2a(t) exp(−ivt)dt
where σa(t) = e
atσ(t). By taking the inverse Fourier transform in the v-variable, we get
∑
i,j>0
δi(p)δj(p) exp(a(ti + tj))ϕ(R(ti − tj)) 1
2pi
∫ +∞
−∞
exp(iv(t− tj))dv. (1.16)
Further we weight the expression (1.16) with the kernel ψ(δv) = sin
2 δv
(δv)2
, thus obtaining
the following spot volatility estimator, which we will refer as Laplace volatility estimator:
σˆ2a(t)[n,R, h] =
∑
i,j>0
δi(p)δj(p) exp(a(ti + tj))ϕ(R(ti − tj))uh(t− tj) (1.17)
where h = 2δ and uh is defined by
uh(t− tj) = 1
h
(
1− |t− tj|
h
)
1[−1,1]
(t− tj
h
)
. (1.18)
We stress the point that our estimator is constructed in order to gain efficiency near to
the boundary t = 0, thus for positive constant a we have σ2a(t) very close to the spot
volatility at time t.
We consider now the asymptotic properties of the proposed spot volatility estimator.
In the following theorem we prove that the estimator is consistent in probability under
suitable growth conditions among the key parameters.
Theorem 1.3.1. Suppose that the volatility function σ2(t) is a.s. continuous and es-
sentially bounded, then under the hypothesis tnρ(n) → 0, 1Rh → 0 and ρ(n)R3 → 0
as R, tn → ∞, ρ(n), h → 0, the following convergence in probability holds for any
t ∈ (−∞, 0):
σˆ2a(t)[n,R, h]→ σ2a(t)
where σˆ2a(t)[n,R, h] is defined in (1.17).
Proof. (of Theorem 1.3.1)
We decompose as
σˆ2a(t) =
n∑
i=1
exp(2ati)(δi(p))
2uh(t−ti)+2
∑
i<j
exp(a(ti+tj))δi(p)δj(p)ϕ(R(ti−tj))uh(t−tj).
First we prove that
n∑
i=1
exp(2ati)uh(t− ti)(δi(p))2 − σ2a(t)→ 0 (1.19)
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in probability as h→ 0, n,R→∞. We can write
n∑
i=1
exp(2ati)uh(t− ti)δi(p)2 − σ2a(t)
=
n∑
i=1
exp(2ati)uh(t− ti)
(
δi(p)
2 −
∫ ti−1
ti
σ2(s) ds
)
(1.20)
+
n∑
i=1
exp(2ati)uh(t− ti)
∫ ti−1
ti
σ2(s) ds−
n∑
i=1
∫ ti−1
ti
uh(t− s)σ2a(s) ds (1.21)
+
∫ 0
tn
uh(t− s)σ2a(s)ds− σ2a(t). (1.22)
Consider the term (1.20), we prove that it converges to zero in probability.
Observe that
n∑
i=1
exp(2ati)uh(t−ti)(δi(p)2−
∫ ti−1
ti
σ2(s)) ds =
n∑
i=1
exp(2ati)uh(t−ti)
∫ ti−1
ti
2(p(s)−p(ti))σ(s) dW (s).
(1.23)
Define φn(s) = sup(tk : tk ≤ s), then by the energy identity for stochastic integral and
using Cauchy-Schwartz inequality
E
[( ∫ 0
tn
exp(2aφn(s))uh(t− φn(s))2(p(s)− p(φn(s)))σ(s)dW (s)
)2]
(1.24)
= 4E
[ ∫ 0
tn
(
exp(as)uh(t− φn(s))
∫ s
φn(s)
σ(r)dW (r)
)2
σ2a(s) ds
]
≤ 4E
[ ∫ 0
tn
(exp(as)uh(t− φn(s))
∫ s
φn(s)
σ(r)dW (r))4ds
] 1
2
E
[ ∫ 0
tn
σ4a(s) ds
] 1
2
Applying Burkholder-Davis-Gundy inequality
E
[ ∫ 0
tn
(
exp(as)uh(t− φn(s))
∫ s
φn(s)
σ(r)dW (r)
)4
ds
]
≤
∫ 0
tn
exp(4as)u4h(t− φn(s))(s− φn(s))E
[ ∫ s
φn(s)
σ4(r)dr
]
ds
Note that E[ 1
s−φn(s)
∫ s
φn(s)
σ4a(r)dr] is bounded by the almost sure continuity of the volatility
process, then the latter term is less or equal to
≤ Cρ(n)
2
h4
∫ φn(t+h)
ψn(t−h)
(
1− |t− φn(s)|
h
)4
ds
where ψn(s) = inf{tk : tk ≥ s}.
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Finally (1.24) is less or equal to C ρ(n)
2
h3
, which goes to 0 for the given hypothesis.
Now we prove that (1.21) converge to zero in probability
E
[∣∣∣ ∫ 0
tn
σ2a(s)(uh(t− φn(s))− uh(t− s)) ds
∣∣∣]
≤ E
[∣∣∣ ∫ φn(t+h)
ψn(t−h)
σ2a(s)
(
1
h
(1− |t− φn(s)|
h
)− 1
h
(1− |t− s|
h
)
)
ds
∣∣∣] (1.25)
+E
[∣∣∣ ∫ ψn(t−h)
t−h
σ2a(s)
1
h
(1− |t− s|
h
)ds
∣∣∣]+ E[∣∣∣ ∫ t+h
φn(t+h)
σ2a(s)
1
h
(1− |t− s|
h
)ds
∣∣∣] (1.26)
Consider (1.25): it is equal to
E
[∣∣∣ ∫ φn(t+h)
ψn(t−h)
σ2a(s)
1
h2
(|t− φn(s)| − |t− s|) ds
∣∣∣] ≤ ρ(n)
h
E
[1
h
∫ φn(t+h)
ψn(t−h)
σ2a(s)ds
]
≤ Cρ(n)
h
because E[ 1
h
∫ t+h
t−h σ
2
a(s)ds] is bounded by the almost sure continuity of the volatility pro-
cess. The terms (1.26) are dominated by C ρ(n)
h
in a similar manner.
Consider now (1.22): if t < 0 almost surely it holds∫ 0
tn
1
h
(
1−|t− s|
h
)
1[−1,1]
(t− s
h
)
σ2a(s) ds−σ2a(t) =
∫ 0
tn
1
h
(
1−|t− s|
h
)
1[−1,1]
(t− s
h
)
(σ2a(s)−σ2a(t)) ds
≤
∫ t+h
t−h
1
h
(
1− |t− s|
h
)
sup
t−h≤s≤t+h
|σ2a(s)− σ2a(t)|ds = ωσ2a(2h)
where ωσ2a(2h) is the modulus of continuity of the volatility, and goes to 0 as h→ 0.
We study now the convergence in probability of the cross product term
∫ 0
tn
∫ 0
v2
ϕ(R(φn(v1)−φn(v2))) exp(a(φn(v1)+φn(v2)))uh(t−φn(v2)) dp(v1) dp(v2) =: CR,n,h
By Itoˆ identity,
E
[
C2R,n,h
]
= E
[ ∫ 0
tn
(
∫ 0
v2
ϕ(R(φn(v2)−φn(v1))) exp(aφn(v1))uh(t−φn(v2)) dp(v1))2 exp(2aφn(v2))σ2(v2) dv2
]
≤ 2‖σ2a‖2∞
(∫ 0
tn
u2h(t− φn(v2))
∫ 0
tn
ϕ2(R(v2 − v1))dv1 dv2+ (1.27)
+
∫ 0
tn
u2h(t− φn(v2))
∫ 0
tn
{ϕ(R(φn(v2)− φn(v1)))− ϕ(R(v2 − v1))dv1}2 dv2
)
(1.28)
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t0 (hours) E(σˆa(t0)) σ(t0) MSE(t0) rRMSE(t0) rBias(t0)
0 0.3987 0.4 9.98 · 10−4 7.90 · 10−2 −3.17 · 10−3
0.2 0.3983 0.4 9.35 · 10−4 7.64 · 10−2 −4.34 · 10−3
0.4 0.3999 0.4 1.05 · 10−4 8.11 · 10−2 −3.31 · 10−4
0.6 0.3996 0.4 9.71 · 10−3 7.79 · 10−2 −1.01 · 10−3
0.8 0.3976 0.4 9.17 · 10−4 7.57 · 10−2 −6.12 · 10−3
1.0 0.3996 0.4 9.52 · 10−4 7.71 · 10−2 −1.01 · 10−3
1.2 0.3993 0.4 1.04 · 10−3 8.08 · 10−2 −1.68 · 10−3
1.4 0.3993 0.4 1.05 · 10−3 8.11 · 10−2 −1.69 · 10−3
1.6 0.4001 0.4 1.02 · 10−3 8.01 · 10−2 −2.29 · 10−3
1.8 0.3992 0.4 1.01 · 10−3 7.93 · 10−2 −2.08 · 10−3
2.0 0.3978 0.4 1.01 · 10−3 7.94 · 10−2 −5.52 · 10−3
Table 1.1: Mean of the Laplace estimator (E(σˆa(t0))), true volatility (σ(t0)), mean squared error
(MSE), root mean squared error (rRMSE) and bias (rBias) for different values of time when σ = σ1
and sampling period ρ equals half a minute.
Consider (1.27): with the change of variable v1 − v2 = v and v2 = u we have∫ 0
tn
u2h(t− φn(v2))
∫ 0
tn
ϕ2(R(v2 − v1))dv1 dv2 ≤ C 1
hR
which goes to 0 by hypothesis. Consider (1.28): using the fact that
|ϕ(R(φn(v1)− φn(v2)))− ϕ(R(v2 − v1))| ≤ 2Rρ(n),
(1.28) is less or equal to Ctn
1
h
R2ρ(n)2, which goes to 0 by hypothesis.
2
1.4 Simulation results
The theoretical results are confirmed by some numerical experiments. We simulate dis-
crete data from continuous time stochastic processes of type (1.1) through simple Euler
Monte Carlo discretization using different intra-daily evenly sampled data (i.e. sampling
periods of 5 minutes, 1 minute and half a minute). We use the Laplace estimator to
reconstruct the spot volatility in the interval (−∞, t0], where t0 is the current time. This
is possible using a time translation in formula (1.17).
Specifically, we consider three processes for the log-price p:
dp(t) = σj(t)dW (t), j = 1, 2, 3 and t ∈ (−∞, t0], (1.29)
where W is a Brownian motion and the spot volatilities σ1, σ2 are chosen to be the
following real functions:
σ1(t) = 0.4, σ2(t) =
1√
1 + t2
, t ∈ (−∞, t0], (1.30)
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t0 (hours) E(σˆa(t0)) σ(t0) MSE(t0) rRMSE(t0) rBias(t0)
0 0.968 1.00 6.91 · 10−3 8.31 · 10−2 −3.16 · 10−2
0.2 0.958 0.981 6.42 · 10−3 8.17 · 10−2 −2.25 · 10−2
0.4 0.909 0.928 5.84 · 10−3 8.22 · 10−2 −2.08 · 10−2
0.6 0.849 0.857 4.45 · 10−3 7.83 · 10−2 −9.51 · 10−3
0.8 0.780 0.781 4.30 · 10−3 8.40 · 10−2 −1.36 · 10−3
1.0 0.707 0.707 3.16 · 10−3 7.95 · 10−2 4.88 · 10−5
1.2 0.641 0.640 2.42 · 10−3 7.68 · 10−2 2.37 · 10−3
1.4 0.582 0.581 2.17 · 10−3 8.02 · 10−2 2.55 · 10−3
1.6 0.534 0.530 1.89 · 10−3 8.20 · 10−2 7.62 · 10−3
1.8 0.489 0.485 1.48 · 10−3 7.93 · 10−2 6.92 · 10−3
2.0 0.447 0.447 1.23 · 10−3 7.84 · 10−2 5.09 · 10−4
Table 1.2: Mean of the Laplace estimator (E(σˆa(t0))), true volatility (σ(t0)), mean squared error
(MSE), root mean squared error (rRMSE) and bias (rBias) for different values of time when σ = σ2
and sampling period ρ equals half a minute.
and σ3 is given by the CIR square-root process used to study the robustness of the Fourier
estimator of the integrated volatility in [51]:
dσ23(t) = α(β − σ23(t))dt+ ν σ3(t)dZ(t), t ∈ (−∞, t0], (1.31)
where W and Z are independent Brownian motions. In the simulations we choose the
parameter values as follows: α = 0.01, β = 1, ν = 0.05. This choice of the parameter
values reflects the features of the IBM time series studied by Bandi and Russel 2005 [5]
(see also [51]).
We show the performance of the Laplace estimator at the boundary t = t0 in terms of
the relative bias rBias(t) = E
[
σˆa(t)−σ(t)
σ(t)
]
, j = 1, 2, 3, the mean squared error MSE(t) =
E [(σˆa(t)− σ(t))2] and the root mean squared error rRMSE(t) =
{
E
[(
σˆa(t)−σ(t)
σ(t)
)2]}1/2
where σ is the true spot volatility. Note that the small “r” indicates that the root mean
squared error and the bias are based on the relative error rather than the absolute one.
Tables 1.1, 1.2, 1.3 show the values of the mean squared error, the root mean squared
error and the relative bias for different values of t0. Note that the mean squared error
and the root mean squared error remain substantially unchanged with respect to time.
Moreover, they are not greater than 0.1% and 1% respectively.
Let t0,j for j = 0, 1, . . . , 10, be the time values where the spot volatility is reconstructed,
such that t0,j ∈ [0, 2]. Figure 1.1 shows the quantities MSEρ = (1/10)
∑10
j=0MSE(t0,j)
and rMSEρ = (1/10)
∑10
j=0 rMSE(t0,j) as a function of the sampling period ρ. We can
see that the Laplace estimator works satisfactory when ρ ≤ 1/60 (i.e. sampling period less
than or equal to one minute). In fact, for these frequencies the reconstructed volatility has
two correct significant digits and one correct significant digit for larger sampling period
(see Figure 1.1(b)). Furthermore, Figure 1.1 (b) shows that the root mean squared error
does not depend on the choice of σ, σ = σj, j = 1, 2, 3.
Finally, Figure 1.2 shows the true and reconstructed volatility on the interval (−1, 0]
when σ = σ2. The reconstructed volatility (see formula (1.17)) is obtained using a single
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t0 (hours) E(σˆa(t0)) E(σ(t0)) MSE(t0) rRMSE(t0) rBias(t0)
0 0.9860 0.9868 6.17 · 10−3 7.89 · 10−2 −2.61 · 10−4
0.2 0.9854 0.9897 6.63 · 10−3 8.13 · 10−2 −4.21 · 10−3
0.4 0.9865 0.9847 6.32 · 10−3 7.99 · 10−2 −1.85 · 10−3
0.6 0.9854 0.9896 5.75 · 10−3 7.65 · 10−2 −4.03 · 10−3
0.8 0.9827 0.9871 6.11 · 10−3 7.87 · 10−2 −4.55 · 10−3
1.0 0.9857 0.9878 6.07 · 10−3 7.89 · 10−2 −2.09 · 10−3
1.2 0.9831 0.9860 6.31 · 10−3 8.00 · 10−2 −2.93 · 10−3
1.4 0.9860 0.9886 6.12 · 10−3 7.83 · 10−2 −1.95 · 10−3
1.6 0.9838 0.9892 6.37 · 10−3 7.98 · 10−2 −5.37 · 10−3
1.8 0.9845 0.9862 6.32 · 10−3 7.93 · 10−2 −1.74 · 10−3
2.0 0.9850 0.9897 6.09 · 10−3 7.85 · 10−2 −4.54 · 10−3
Table 1.3: Mean of the Laplace estimator (E(σˆa(t0))), mean of the true volatility (E(σ(t0))), mean
squared error (MSE), root mean squared error (rRMSE) and bias (rBias) for different values of time
when σ = σ3 and sampling period ρ equals half a minute.
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Figure 1.1: MSE (a) and rMSE (b) as functions of the sampling period ρ.
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replication of the price process and sampling period ρ equals half a minute. We can see
that the quality of the reconstructed volatility improves when t approaches t0 = 0 and
this finding confirms the theoretical results.
−1.2 −1 −0.8 −0.6 −0.4 −0.2 0
0
0.2
0.4
0.6
0.8
1
   time (hours)
σ       
true volatility
reconstructed volatility
Figure 1.2: Reconstructed and true volatility versus time, ρ = 1/2 min, σ = σ2.
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Chapter 2
Fourier estimation of stochastic
leverage using high frequency data
2.1 Introduction
The leverage effect was initially analyzed by Black [12] and Christie [21] and refers to the
relationship between returns and the corresponding volatility which tend to be negatively
correlated. It is one of the many stylized facts of the security return distributions, along
with the well known fat tails, skewness and heteroschedasticity, and it is closely related
to the stochastic nature of the volatility dynamic. The classical explanation given, which
also led to its name, is that a drop in the value of the stock (negative return) might
increase financial leverage (debt-to-equity ratio) which itself makes the stock riskier and
therefore leads to higher volatility.
In order to capture the leverage effect in modeling terms, a classical approach consists in
using a constant correlation structure between the price and its corresponding volatility
(e.g. Heston [37] and Barndorff-Nielsen and Shepard [6] models).
Recent empirical works, however, emphasized that this effect is not constant, but itself
evolves in time (see [63, 14] among others) and that there may be important asymmetries
in the way in which the volatility responds to price changes [18, 3], e.g. in the presence of
positive shocks (positive return) the volatility may not change or even change positively.
These foundings motivate the growth of sophisticated models designed to reproduce the
price/volatility dynamics in which the correlation structure is modeled as a state space
dependent variable [3] or is itself assumed a stochastic process [61].
Generally, calibrating these models to market information is rather complicated because
estimation procedures of the leverage effect and of the variance of the volatility process
have not been extensively studied in general hypotheses and a inference on these models
cannot avoid estimations of these quantities.
This paper focuses on the estimation of the leverage function using high frequency data in
the following modeling framework. We assume that the underlying dynamics of the price
and volatility processes are governed by two continuous semi-martingales, correlated by
means of a stochastic process ρ(t). We do not assume any specific functional form of the
volatility, of the variance of the volatility and of the correlation processes between the
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Brownian motions driving the price and volatility. In particular, the Heston model and
the Generalized Heston model proposed in [61] are included in our assumptions.
We define a non parametric procedure to estimate the leverage effect based on the Fourier
methodology developed in [49, 50]. With reference to the other non parametric estima-
tors present in literature [11, 29, 3, 54], we define integrated and spot estimations of the
leverage in a novel way i.e. by using only a pre-estimation of the Fourier coefficients of
the ”latent“ volatility process. In [11, 29], two different non parametric procedures with
several features in commons are presented. First, the authors estimate the spot volatility
process using respectively the Fourier estimator developed in [50] and a Fourier estimator
constructed starting by a jump-robust estimation of the covariance process. Secondly,
they estimate the leverage function using the estimated spot volatility instead of its un-
known paths. [3, 54] developed non parametric procedures suitable for ”local“ stochastic
leverage model. Also these methods are based on a pre-estimation of the spot function
since the leverage effect is defined as a state space dependent function of the volatility
process. These estimators, however, do not take into account the microstructure contam-
ination effects, which would produce some difficulties as the spot volatility estimator are
quite sensitive to noise.
Avoiding the estimation of the spot volatility allows to define consistent estimators that,
without any manipulation of the data, are robust under microstructure noise and irreg-
ular trading (unevenly observations of the price path). Regarding the asymptotic error
distribution of the estimators in the absence of microstructure noise, preliminary studies
on the integrated estimator highlights the independence of the asymptotic rate by the
regularity of the volatility trajectory due to the definition of the Fourier coefficients of the
leverage. Nevertheless, the structure of the variance of the limiting distribution deserves
further investigation and we will devote our future research to this task.
We investigate the robustness of the integrated estimator in a numerical study. We gener-
ate two data-sets by means of an Euler-discretization of the Heston and the Generalized
Heston model and we study the performances of the leverage estimator in different scenar-
ios. The simulation results corroborate the theoretical results and also show the features
of the Fourier methodology in realistic frameworks. By means of a suitable cut-off of
the highest frequencies of the Fourier expansions, based on the minimization of the true
Mean Squared Error, we are able to construct estimations of high precision order and to
conduct an analysis on the sensitivity to the choice of the cutting parameters.
2.2 Model Setting
We consider the log-price and the volatility processes defined on a probability space
(Ω, (Ft)t∈[0,T ],P) satisfying the usual conditions and following the Itoˆ stochastic differ-
ential equations {
dp(t) = σ(t)dW (t) + a(t)dt
dν(t) = γ(t)dZ(t) + b(t)dt.
(2.1)
where ν(t) = σ2(t) and W (t) and Z(t) are correlated Brownian motions.
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The correlation process between the Brownian motions is defined as
< dW (t), dZ(t) >= ρ(t)dt.
where the bracket stands for the Itoˆ contraction and ρ(t) is a process with value in [−1, 1].
A standard no-arbitrage condition suggests that the security price must be a semimartin-
gale [2, 32]. These types of processes obey to the fundamental theorem of asset pricing
and, as a result, are used extensively in financial econometrics (see [35], for a review). We
think of this model as the model governing an underlying efficient price process- the price
that would observe in the absence of market frictions. We do not assume any specific
functional form of the volatility, of the volatility of volatility and of the correlation pro-
cesses, thus we are working in a model free setting. In particular, the parametric models,
e.g. Heston, CEV, and the Generalized Heston Model defined in [61] are included in our
assumptions.
Scaling the unit of time, we can always reduce ourselves to the case in which the time
window [0, T ] becomes [0, 2pi]. For this reason, in what follows we will consider the time
window as [0, 2pi], which is the most suitable choice if we want to apply the Fourier
analysis.
We make the following hypotheses on the processes that appear in (2.1):
• H.1 a(t), b(t), σ(t), γ(t), ρ(t) are continuous in [0, 2pi] and adapted to the filtration
Ft with values in R,
• H.2 ∀p ≥ 1
E
[
sup
t∈[0,2pi]
|a(t)|p
]
<∞, E
[
sup
t∈[0,2pi]
|b(t)|p
]
<∞,
E
[
sup
t∈[0,2pi]
|σ(t)|p
]
<∞, E
[
sup
t∈[0,2pi]
|γ(t)|p
]
<∞,
E
[
sup
t∈[0,2pi]
|ρ(t)|p
]
<∞,
• H.3 ∀p ≥ 1, the processes a(t), b(t), σ(t), γ(t) ∈ D1,p and
E
[
sup
s,t∈[0,2pi]
∣∣∣Dsa(t)∣∣∣p] <∞, E[ sup
s,t∈[0,2pi]
∣∣∣Dsb(t)∣∣∣p] <∞,
E
[
sup
s,t∈[0,2pi]
∣∣∣Dsσ(t)∣∣∣p] <∞, E[ sup
s,t∈[0,2pi]
∣∣∣Dsγ(t)∣∣∣p] <∞,
where D1,p is the Sobolev space of the generalized derivative in the sense of Malliavin
and D is the Malliavin derivative [56].
We are interested in estimating the spot leverage process η(t), which is defined by means
of the Itoˆ contraction between the price and volatility as
< dp(t), dν(t) >= η(t)dt (2.2)
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and the integrated quantity
η[1] =
∫ 2pi
0
η(t)dt. (2.3)
2.3 The Fourier methodology to compute leverage
The leverage process represents the covariance between the price and the volatility process
as stated in (2.2). The Fourier methodology developed by Malliavin and Mancino in [49],
[50] for the estimation of the covariance process between asset returns can be adapted to
get estimations also in this context.
Before proceeding, we recall some definitions from harmonic analysis theory (see e.g.
[48]). Given φ defined on the Hilbert space L2([0, 2pi]) of the complex valued functions,
we consider its Fourier coefficients, defined on the group of the integrals Z by the formula
ch(φ) :=
1
2pi
∫ 2pi
0
e−ihtφ(t)dt for all h ∈ Z. (2.4)
The set of the Fourier coefficients represents the ”coordinates“ of φ respect to the or-
thonormal basis {eh(t) = eiht|h ∈ Z} of the Hilbert space L2([0, 2pi]). Thus, starting by
an arbitrary number of Fourier coefficients as (c1, ..., cN), we can reconstruct a trigono-
metric approximation of φ by means of the orthogonal projection of the function onto the
space < e1, ....eN >
piN(φ) =
N∑
i=1
eici(φ),
that can be interpreted as an ”estimation“ of the function φ with arbitrary precision.
(see the works of De La Valle´e Poussin [31], Favard [34] and Zamansky [64] for further
details). Therefore, an arbitrary sequence of Fourier coefficients includes the necessary
information to get an estimation of φ.
Given two functions Φ and Ψ on the integrals Z, we say that the Bohr convolution product
exists if the following limit exists for all integers h
(Φ ∗Ψ)(h) := lim
N→∞
1
2N + 1
∑
|l|≤N
Φ(l)Ψ(h− l).
Then, the following identity relating the Fourier coefficients of dp and dν to the Fourier
coefficients of the process η(t) holds
ch(η) = lim
N→∞
2pi
2N + 1
∑
|l|≤N
cl(dν)ch−l(dp) (2.5)
where the convergence is attained in probability (see Theorem 2.1 in [50]).
The above identity is feasible only when continuous observations of the price and volatility
process are available. Before turning to a more realistic framework, we need the following
considerations
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We start from the definition of the Fourier coefficients obtained from (2.5)
ch(ηN) =
2pi
2N + 1
∑
|l|≤N
cl(dν)ch−l(dp), (2.6)
where the Fourier coefficients
cl(dp) =
1
2pi
∫ 2pi
0
e−iltdp(t), (2.7)
for all |l| ≤ 2N and cl(dν) can be defined by means of the integration by part formula for
all l 6= 0 as
cl(dν) = ilcl(ν) +
1
2pi
(ν(2pi)− ν(0)). (2.8)
It is evident by (2.8) that a pre-estimation of the volatility path is a necessary step in
order to define the coefficients (2.6). This is the methodology followed in [11].
In the present work, we modify the Bohr convolution product leading to the definition
(2.6) replacing the coefficients cl(dν) with ilcl(ν) for all l 6= 0. Therefore, we propose the
following
cˆh(ηN) =
2pi
2N + 1
∑
|l|≤N
ilcl(ν)ch−l(dp) (2.9)
in which a pre-estimation of the Fourier coefficients of the volatility is the only require-
ment. We note that the spot volatility enters implicitly in the definition (2.9) because its
Fourier coefficients define a trigonometric approximation of ν(t).
The effectiveness of the definition (2.9) shows when we observe the log-price process at
a discrete unevenly spaced grid. Without using any ”manipulation“ of the original data,
the instability of the spot boundary volatility estimations on finite sample is a well known
result. Moreover, Fourier spot volatility estimators [50], [29] that are more suitable to
deal with unevenly spaced data introduce a bias term if evaluated at the boundary of the
time window [0, 2pi]. The definition (2.9) overcomes the above problems allowing to define
a consistent estimator, as we prove in the section 2.4.
We now define the iterative procedure that allows to define the Fourier coefficients of the
leverage starting by discrete observations of the price process.
• Step 1: we start by pre-estimating the Fourier coefficients of the volatility.
We assume to observe p(t) at a discrete unevenly spaced grids
Sn := {0 = t0,n ≤ t1,n ≤ . . . ≤ tkn,n = 2pi}, for all i = 0, . . . , kn and kn ≤ n,
and we define the discrete observed return as δi,n(p) = p(ti+1,n) − p(ti,n) for all
i = 0, ..., kn − 1. Therefore, by means of the classical definition of the discrete
Fourier transform, we estimate cs(dp) as
cs(dpn) =
1
2pi
kn−1∑
i=0
e−isti,nδi,n(p). (2.10)
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for any integer s such that |s| ≤ 2M +N .
We define the Fourier coefficients estimators of the volatility process as in [49]
cl(νn,M) =
2pi
2M + 1
∑
|s|≤M
cs(dpn)cl−s(dpn) (2.11)
for any integer l such that |l| ≤ 2N .
• Step 2: by means of the definition (2.9) and the estimations (2.10) and (2.11), we
get the estimators of the Fourier coefficients of the leverage process for any integer
h such that |h| ≤ N
cˆh(ηn,N,M) =
2pi
2N + 1
∑
|l|≤N
ilcl(νn,M)ch−l(dpn). (2.12)
Finally, we define for all t ∈ (0, 2pi)
ηn,N,M(t) =
∑
|h|≤N
(
1− |h|
N
)
eihtcˆh(ηn,N,M). (2.13)
The random function ηn,N,M(t) will be called the Fourier spot estimator of the leverage
function η(t). The defined spot estimator uses all the information along the observed
path to infer the value of ηn,N,M(t) and by means of the Ce´saro summation it allows to
preserve the sign of the estimated function (see Remark 2.3 in [50]).
An estimation of the integrated quantity (2.3) can be simply obtained by means of the
definition (2.12) for h = 0
η
[1]
n,N,M = 2picˆ0(ηn,N,M). (2.14)
2.4 Consistency results
In this section, we focus on the consistency properties of the estimators (2.12), (2.14) and
(2.13). Before proving Theorem 2.4.3, we recall some useful properties of the normalized
Dirichlet kernel defined as
DM(s) =
1
2M + 1
∑
|k|≤M
eiks, for all M ∈ N
Lemma 2.4.1. Let DM be the normalized Dirichlet kernel, the following properties hold
1.
DM(s) =
1
2M + 1
sin((2M + 1)s/2)
sin(s/2)
(2.15)
2. ∫ 2pi
0
|DM(s)|2ds = 2pi
2M + 1
(2.16)
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3. ∀p > 1, there exists a constant Cp such that∫ 2pi
0
|DM(s)|pds ≤ Cp
2M + 1
. (2.17)
Consider a discrete unevenly spaced sampling by fixing a sequence Sn for any n ≥ 1, we
define ρ(n) := maxi=0,...,kn−1 |ti+1,n − ti,n| and φn(t) := supi=0,...,kn{ti,n : ti,n ≤ t}, thus the
normalized Dirichlet kernel
DM(φn(t)) =
1
2M + 1
∑
|k|≤M
eikφn(t)
satisfies the following property proved in [23].
Lemma 2.4.2. We assume that ρ(n)→ 0 as n→ +∞ and that Mρ(n)→ a ,where a > 0
as M,n→ +∞. Then,
∀p > 1, ∃Cp, lim sup
n,M→+∞
ρ(n)−1 sup
s∈[0,2pi]
∫ 2pi
0
|DM(φn(s)− φn(u))|pdu ≤ Cp. (2.18)
Hereafter, we will refer to the discrete Fourier coefficients of the return process by using
the following equivalent integral definition
cs(dpn) =
1
2pi
∫ 2pi
0
e−isφn(t)dp(t). (2.19)
for all |s| ≤ 2M +N .
First, we prove the consistency of the estimators of the Fourier coefficients of the leverage.
Theorem 2.4.3. For all |h| ≤ N , let cˆh(ηn,N,M) be the Fourier coefficients estimators of
the leverage process defined in (2.12). We assume that the hypotheses (H) and
N2
M
→ 0 and Mρ(n)→ a (2.20)
with a ∈ (0, 1
2
) hold true as n,N,M →∞ and ρ(n)→ 0. Then
cˆh(ηn,N,M)
P−→ 1
2pi
∫ 2pi
0
e−ihtη(t)dt. (2.21)
Proof. We can decompose
cˆh(ηn,N,M)− 1
2pi
∫ 2pi
0
e−ihtη(t)dt
=
2pi
2N + 1
∑
|l|≤N
ilcl(νn,M)ch−l(dpn)− 2pi
2N + 1
∑
|l|≤N
ilcl(ν)ch−l(dp)︸ ︷︷ ︸
Part 1
(2.22)
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+
2pi
2N + 1
∑
|l|≤N
ilcl(ν)ch−l(dp)− 1
2pi
∫ 2pi
0
e−ihtη(t)dt︸ ︷︷ ︸
Part 2
. (2.23)
In what follows, the constant C will denote a suitable constant that may not necessarily
be the same.
Part 1:
After applying the Cauchy-Schwartz inequality we have that
E
[∣∣∣ 2pi
2N + 1
∑
|l|≤N
ilcl(νn,M)ch−l(dpn)− 2pi
2N + 1
∑
|l|≤N
ilcl(ν)ch−l(dp)
∣∣∣]
= E
[∣∣∣ 2pi
2N + 1
∑
|l|≤N
ilcl(νn,M)(ch−l(dpn)− ch−l(dp)) + ilch−l(dp)(cl(νn,M)− cl(ν))
∣∣∣]
≤ 2pi
2N + 1
∑
|l|≤N
|l|
(
E[cl(νn,M)2]
1
2E[(ch−l(dpn)−ch−l(dp))2] 12 +E[ch−l(dp)2] 12E[(cl(νn,M)−cl(ν))2] 12
)
(2.24)
In order to conclude the above estimation, we need to turn our attention to the L2-norm
of the Fourier coefficients of the price and volatility processes.
The Fourier coefficients cl(dp) expressed by means of the formula (2.7) are bounded in
L2-norm under the hypotheses (H), whereas we get the following estimation for
E
[
(cl(dpn)−cl(dp))2
]
≤ E
[( 1
2pi
∫ 2pi
0
(e−ilφn(t)−e−ilt)σ(t) dW (t)+ 1
2pi
∫ 2pi
0
(e−ilφn(t)−e−ilt) a(t) dt
)2]
≤ CN2ρ2(n) (2.25)
after using Itoˆ identity and the Taylor’s formula.
From the definition (2.11)
cl(νn,M) =
2pi
2M + 1
∑
|s|≤M
cs(dpn)cl−s(dpn).
The Itoˆ formula applied to the product cs(dpn)cl−s(dpn) leads to the decomposition
cl(νn,M) =
1
2pi
∫ 2pi
0
e−ilφn(t)ν(t)dt+IM,n+ I˜M,n+H1M,n+H
2
M,n+H
3
M,n+H˜
1
M,n+H˜
2
M,n+H˜
3
M,n
(2.26)
where
IM,n =
1
2pi
∫ 2pi
0
∫ t
0
e−ilφn(u)DM(φn(t)− φn(u))σ(u) dW (u)σ(t) dW (t), (2.27)
H1M,n =
1
2pi
∫ 2pi
0
∫ t
0
e−ilφn(u)DM(φn(t)− φn(u)) a(u) du σ(t) dW (t), (2.28)
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H2M,n =
1
2pi
∫ 2pi
0
∫ t
0
e−ilφn(u)DM(φn(t)− φn(u))σ(u) dW (u) a(t) dt, (2.29)
H3M,n =
1
2pi
∫ 2pi
0
∫ t
0
e−ilφn(u)DM(φn(t)− φn(u)) a(u) du a(t) dt, (2.30)
I˜M,n =
1
2pi
∫ 2pi
0
e−ilφn(t)
∫ t
0
DM(φn(t)− φn(u))σ(u) dW (u)σ(t) dW (t),
H˜1M,n =
1
2pi
∫ 2pi
0
e−ilφn(t)
∫ t
0
DM(φn(t)− φn(u)) a(u) du σ(t) dW (t),
H˜2M,n =
1
2pi
∫ 2pi
0
e−ilφn(t)
∫ t
0
DM(φn(t)− φn(u))σ(u) dW (u) a(t) dt,
H˜3M,n =
1
2pi
∫ 2pi
0
e−ilφn(t)
∫ t
0
DM(φn(t)− φn(u)) a(u) du a(t) dt, .
We note that I˜M,n, H˜
1
M,n, H˜
2
M,n and H˜
3
M,n are symmetric respect to IM,n, H
1
M,N , H
2
M,n and
H3M,n. Therefore, in what follows we only study the integrals (2.27-2.28-2.29-2.11).
Concerning the first addend of the decomposition (2.26)
E
[( 1
2pi
∫ 2pi
0
e−ilφn(t)ν(t)dt
)2]
≤ CE
[
sup
t∈[0,2pi]
ν2(t)
]
.
Using subsequently the Itoˆ identity, the Cauchy-Schwartz and the Burkholder-Gundy
inequalities
E[(IM,n)2] = E
[ 1
4pi2
∫ 2pi
0
(∫ t
0
e−ilφn(u)DM(φn(t)− φn(u))σ(u) dW (u)
)2
ν(t) dt
]
≤ CE
[
sup
t∈[0,2pi]
ν2(t)
] ∫ 2pi
0
∫ t
0
D2M(φn(t)− φn(u)) du dt ≤
C
M
,
because of the hypotheses (H.2) and the Lemma 2.4.2.
The integral (2.28) can be estimated as
E[(H1M,n)2] = E
[ 1
4pi2
∫ 2pi
0
(∫ t
0
e−ilφn(u)DM(φn(t)− φn(u)) a(u) du
)2
ν(t) dt
]
,
by choosing p ∈ (1, 2)
≤ C
∫ 2pi
0
(∫ t
0
|DM(φn(t)− φn(u))|pdu
) 2
p
dt ≤ C
M
2
p
.
using subsequently the hypotheses (H.2) and the Lemma 2.4.2.
Under the hypotheses (H.2), the integral (2.30)
E[(H3M,n)2] = E
[ 1
4pi2
(∫ 2pi
0
∫ t
0
e−ilφn(u)DM(φn(t)− φn(u)) a(u) du a(t) dt
)2]
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≤ C
(∫ 2pi
0
(∫ t
0
|DM(φn(t)− φn(u))|p du
) 1
p
dt
)2
≤ C
M
2
p
by applying the Lemma 2.4.2 for p ∈ (1, 2).
We define
Γ(t) =
∫ t
0
e−ilφn(u)DM(φn(t)− φn(u))σ(u) dW (u),
then
E[(H2M,n)2] =
∫
[0,2pi]2
E[Γ(t)Γ(t′)a(t)a(t′)] dt dt′.
We will subsequently use the duality for stochastic integrals, the product rule for the
Malliavin derivative and the formula (1.65) in [56]
E[Γ(t)Γ(t′)a(t)a(t′)] = E
[ ∫ t
0
e−ilφn(u)DM(φn(t)− φn(u))σ(u)Du(Γ(t′)a(t)a(t′)) du]
= E
[
a(t) a(t′)
∫ t
0
DM(φn(t)− φn(u))DM(φn(t′)− φn(u)) 1{u≤t′} ν(u) du
]
+E
[
a(t) a(t′)
∫ t
0
e−ilφn(u)DM(φn(t)−φn(u))
(∫ t′
u
eilφn(v) DM(φn(t
′)−φn(v))Du(σ(v)) dW (v)
)
du
]
+E
[
Γ(t′)
∫ t
0
e−ilφn(u)DM(φn(t)− φn(u))σ(u)Du(a(t)a(t′)) du].
Then
E[(H2M,n)2] = E1M + E2M + E3M .
By then using (H.2), the Fubini’s theorems and Lemma 2.4.2 for p ∈ (1, 2)
E1M ≤ C
∫
[0,2pi]2
∫ t
0
|DM(φn(t)− φn(u))DM(φn(t′)− φn(u))|1{u≤t′}du dt dt′
= C
∫ 2pi
0
(∫ 2pi
u
|DM(φn(t)− φn(u))| dt
∫ 2pi
u
|DM(φn(t′)− φn(u))| dt′
)
du
≤ C sup
u∈[0,2pi]
(∫ 2pi
0
|DM(φn(t)− φn(u))|pdt
) 2
p ≤ C
M
2
p
.
For the second addend, we need the hypotheses (H.2), (H.3), the Cauchy-Schwartz in-
equality to carry out the calculus
E2M,n ≤ C
∫
[0,2pi]2
∣∣∣ ∫ t
0
e−ilφn(u)DM (φn(t)−φn(u))E
[ ∫ t′
u
D2M (φn(t
′)−φn(v))Du(σ(v))2dv
] 1
2
du
∣∣∣ dt dt′
≤ CE[ sup
u,v∈[0,2pi]
Du(σ(v))2]
1
2
∫
[0,2pi]2
∫ t
0
|DM (φn(t)−φn(u))| du
(∫ t′
0
D2M (φn(t
′)−φn(v)) dv
) 1
2
dt dt′
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≤ C
M
2+p
2p
,
by means of Lemma 2.4.2 choosing p ∈ (1, 2).
For the third addend, we use the hypotheses (H.2), (H.3), the Cauchy-Schwartz inequality
and the Lemma 2.4.2 as in the previous estimation
E3M,n ≤ C
∫
[0,2pi]2
E
[ ∫ t′
0
D2M(φn(t
′)− φn(u)) ν(u) du
] 1
2
∫ t
0
|DM(φn(t)− φn(u))| du dt dt′
≤ C
∫
[0,2pi]2
(∫ t′
0
D2M(φn(t
′)− φn(u)) du
) 1
2
(∫ t
0
|DM(φn(t)− φn(u))|pdu
) 1
p
dt dt′ ≤ C
M
2+p
2p
.
Therefore, the Fourier coefficients cl(νn,M) are bounded in L2-norm and the difference
E[(cl(νn,M)− cl(ν))2] ≤ CE
[( ∫ 2pi
0
(
e−ilφn(t) − e−ilt
)
ν(t)dt
)2]
+
C
M
≤ CN2ρ2(n) + C
M
by means of the Taylor’s formula.
Finally, we can conclude that the L1-norm of (2.22)
E[|Part 1|] ≤ CN2ρ(n) + C N√
M
.
Under the hypotheses (2.20) the above terms go to zero as N,M, n→∞ and ρ(n)→ 0.
We analyze Part 2. For any integer |h| ≤ N
2pi
2N + 1
∑
|l|≤N
ilcl(ν)ch−l(dp)− 1
2pi
∫ 2pi
0
e−ihtη(t)dt
=
2pi
2N + 1
∑
|l|≤N
(cl(dν)− c0(dν))ch−l(dp)− 1
2pi
∫ 2pi
0
e−ihtη(t)dt
because of the relation (2.8). We apply the Itoˆ formula to the products cl(dν)ch−l(dp)
and c0(dν)ch−l(dp) then
E[|Part 2|] = E
[∣∣∣ 1
2pi
∫ 2pi
0
∫ s
0
e−ihuDN(s−u)dp(u)dν(s)+ 1
2pi
∫ 2pi
0
e−ihs
∫ s
0
DN(s−u)dν(u)dp(s)
− 1
2pi
∫ 2pi
0
∫ s
0
e−ihuDN(u)dp(u)dν(s)− 1
2pi
∫ 2pi
0
e−ihs
∫ s
0
DN(s)dν(u)dp(s)
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− 1
2pi
∫ 2pi
0
e−ihuDN(u)η(u)du
∣∣∣].
Under the hypotheses (H) and using the property (2.16-2.17) instead of Lemma 2.4.2 we
can proceed similarly as in the estimation procedures developed in Part 1 to get
E[|Part 2|] ≤ C√
N
+ E
[∣∣∣ 1
2pi
∫ 2pi
0
e−ihuDN(u)η(u)du
∣∣∣]
where the last term can be estimated as
E
[∣∣∣ 1
2pi
∫ 2pi
0
e−ihuDN(u)η(u)du
∣∣∣] ≤ C(∫ 2pi
0
|DN(u)|pdu
) 1
p
≤ C
N
1
p
applying the property (2.17).
Therefore Part 2 converges to zero as N →∞. The proof is now complete.
2
The consistency of η
[1]
n,N,M follows by the consistency of the estimator of the zero-Fourier
coefficient proved in Theorem 2.4.3.
Theorem 2.4.4. Let η
[1]
n,N,M be the estimator defined in (2.14). We assume that the
hypotheses (H) and the following relations
N2
M
→ 0, and Mρ(n)→ a
with a ∈ (0, 1
2
) hold true as n,N,M →∞ and ρ(n)→ 0. Then
η
[1]
n,N,M
P−→ η[1].
Theorem 2.4.5. Let ηn,N,M(t) be the Fourier spot estimator defined in (2.13). We assume
that the hypotheses (H) and the following relations
N2
M
→ 0, and Mρ(n)→ a
with a ∈ (0, 1
2
) hold true as n,N,M → ∞ and ρ(n) → 0. Then we have the following
convergence in probability
lim
n,N,M→∞
sup
t∈(0,2pi)
|ηn,N,M(t)− η(t)| = 0
Proof. In the Theorem 2.4.3 we have proved that for any fixed h the convergence in
probability of cˆh(ηn,N,M) to the Fourier coefficient ch(η), as n,N,M → ∞. Then, we
obtain the thesis by means of the Fe´jer’s theorem for the continuous function.
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2.5 Simulation analysis
In this section, we simulate discrete data from continuous time stochastic volatility models
with and without microstructure contaminations. We compare the Fourier estimator of
the integrated leverage with the true value calculated from the simulated data.
In order to account for the leverage effect in the data, most of the well known stochastic
volatility models allow for correlation between the Brownian motions, which drive the
logarithmic asset price and the volatility processes. In particular, these correlations are
usually assumed to be constant and not time-varying. A recent model proposed in [61]
introduces stochastic correlation by adding a further source of randomness in the Heston
model. We will prove the efficiency of our estimator assuming that the underlying dynamic
of the price process is described by two different models: the classical and the Generalized
Heston models proposed in [61]. Therefore, we will work on two data-sets.
We simulate second-by-second return and variance paths over a daily trading period of
T = 6 hours, for a total of 100 trading days and n = 21600 observations per day.
The first data-set is simulated by the model
(H) :
{
dp(t) = σ(t)dW1(t)
dσ2(t) = α(β − σ2(t))dt+ νσ(t)dW2(t),
where W1 and W2 are correlated Brownian motions. The parameter values used in the
simulations are α = 0.01, β = 1.0, ν = 0.05 and the correlation parameter is chosen as
ρ = −0.2.
The second data-set is simulated by the model
(GH) :

dp(t) = σ(t)dX(t)
dX(t) = ρ(t)dW1(t) +
√
1− ρ2(t)dW2(t)
dσ2(t) = α(β − σ2(t))dt+ νσ(t)dW1(t),
and the infinitesimal variation of ρ(t) is given by
dρ(t) = ((2ξ − η)− ηρ(t))dt+ θ
√
(1 + ρ(t))(1− ρ(t))dW0,
where η, ξ and θ are positive constants and W0 is a Brownian motion. The processes
W0(t),W1(t) and W2(t) are assumed to be independent. The parameter values used in
the simulation are α = 0.01, β = 1.0, ν = 0.05 and ξ = 0.2, η = 0.5, θ = 0.5, where the
last three parameters are chosen in the range prescribed in [61] such that ρ ∈ [−1, 1]. We
set the initial values as σ2(0) = 1, p(0) = log(100) and ρ(0) = 0.04. Moreover, when
microstructure effects are considered, we consider the logarithm of the observed price
given by
p˜(t) = p(t) + ζ(t) (2.31)
where p(t) is the efficient log price in equilibrium defined in (H-model/GH-model) and
ζ(t) is the microstructure noise. The random shock ζ are Gaussian i.i.d. and independent
from p.
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H −model GH −model
Real Int. Leverage -2.491711e-3 -4.779980e-4
MSE BIAS MSE BIAS
Fourier Estimator 3.78e-13 7.86e-9 8.25e-13 9.22e-008
Table 2.1: No microstructure noise, H and GH models.
To perform an estimation of η[1], we have to choose the highest frequency coefficients
ck(dpn) and cl(νn,M) which have to be included in the formula (2.14). The parameters M
and N respectively identify the numbers of the Fourier coefficients of the return process
and of the volatility process appearing in η
[1]
n,M,N and called cutting frequencies.
In [51] and [53] an optimal MSE-based approach is designed in order to determine the
optimal cutting frequencies. We use the same methodology in our simulation study. We
highlight the fact that, in relation to the previous Fourier integrated estimators defined
in [51] and [53], the integrated estimator of the leverage is defined by means of a modifi-
cation of the definition of the convolution product (2.12). This modification allows to get
an estimation of η
[1]
n,N,M without passing through a pre-estimation of the spot volatility
function. This feature represents the strength of our approach as will be highlighted by
the following numerical simulations.
We study the performances of the Fourier estimator η
[1]
n,N,M focusing our attention on four
different scenarios which include also noise and irregular trading times of observations.
The obtained results in the absence of noise are listed in Table 2.1. Given n, the optimal
parameter values M and N are obtained by direct minimization of the true MSE on a
daily basis. The optimal MSE-based M turns out to be much smaller than the Nyquist
frequency (i.e M << n/2), whereas N in complete agreement with the Theorem 2.4.4 is
very small and such that N is a power of M less than 1/2, as prescribed by the asymptotic
growth conditions.
In Table 2.2, we consider 5 different levels of noise-to-signal ratio λ = std(ζ)/std(r), where
r is the 1-second returns, ranging from the values 0.5 to 3. The obtained results are as-
sociated with very small MSE and BIAS, highlighting the robustness of the estimations
η
[1]
n,N,M . The optimal-MSE based M and N decrease as the noise to signal ratio increases.
We now analyze the sensitivity to the choice of the parameters M and N in the absence
and in the presence of microstructure noise. In Figure 2.1 for the H-model (left column)
and the GH-model (right column), we plot the real MSE of the Fourier estimator averaged
over 100 days as a function of M and N , respectively, and of any combination (M,N) in
the absence of microstructure effect. We notice that the Fourier estimator turns out to
be quite robust to the choice of N in the interval [0, 25] and of M for values greater than
300 for both models.
Figure 2.2 shows the average MSE in the presence of microstructure effects with noise-to
signal ratio λ = 3 for the H-model (left column) and the GH-model (right column). The
plots are qualitatively the same as in Figure 2.1.
On the whole, we can conclude that the Fourier estimator is less sensitive to the choice of
27
H −model GH −model
Real Int. Leverage -2.491711e-3 -4.779980e-4
Fourier Estimator MSE BIAS MSE BIAS
λ = 0.5 6.02e-13 3.20e-8 3.42e-13 -3.43e-9
λ = 1 3.40e-13 -3.82e-8 6.13e-13 -6.52e-8
λ = 1.5 4.04e-13 -1.80e-008 4.87e-13 1.00e-7
λ = 2 3.99e-13 2.93e-8 1.05e-12 -6.07e-8
λ = 2.5 5.61e-13 -5.57e-8 3.11e-13 -5.54e-8
λ = 3 5.36e-13 -7.69e-8 5.40e-13 -3.70e-8
Table 2.2: Microstructure noise, H and GH-models.
Figure 2.1: Real MSE of the Fourier estimator of leverage averaged over the whole datasets
(100 days) as a function of M and N , in the absence of microstructure effects.
H −model GH −model
Real Int. Leverage -1.379532e-3 -4.657857e-5
Fourier Estimator MSE BIAS MSE BIAS
6.87e-14 -1.20e-8 1.12e-13 -3.22e-8
Table 2.3: No microstructure noise with irregular trading times, H and GH-models
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Figure 2.2: Real MSE of the Fourier estimator of leverage averaged over the whole datasets
(100 days) as a function of M and N , in the presence of microstructure effects, with λ = 3.
H −model GH −model
Real Int. Leverage -1.379532e-3 -4.657857e-5
Fourier Estimator MSE BIAS MSE BIAS
λ = 0.5 2.00e-13 6.47e-8 1.02e-13 -8.10e-9
λ = 1.5 1.74e-13 -8.38e-8 6.49e-14 9.52e-9
λ = 3 2.35e-13 4.55e-8 1.64e-13 -5.04e-8
Table 2.4: Microstructure noise with irregular sampling, H and GH models.
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M , so that N becomes the crucial parameter in order to obtain an accurate estimation.
We now consider, the case of irregular trading times observations. We generate high
frequency unevenly sampled price observations from the H and GH models extracting the
observations times in such a way that the time differences are drawn from an exponential
distribution with mean equal to τ = 5sec. As a result, we will work on unevenly trading
time, for a total of 2160 observations per day. The simulation results in the absence of
noise and in the presence of noise for noise-to signal ratio λ = 0.5, 1.5, 3 are listed in the
Table 2.3 and in Table 2.4.
In conclusion, using η
[1]
n,N,M allows to get estimations of high precision order. In particu-
lar, cutting the highest frequencies of the observed process makes this estimator almost
invariant to the presence of high-frequency noise and irregular trading.
The case with microstructure effects is reported in Table 3.2. The realised variance
estimator is not robust to microstructure noise, therefore we have to resort to sparse
sampling to keep the bias due to market microstructure low. We consider four different
levels of noise-to-signal ratio ζ = 0.5, 1.5, 2.5, 3.5 and ρ = −0.5. The daily MSE is
optimized with respect
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Chapter 3
High frequency volatility of volatility
estimation without estimating
volatility
* based on a joint work with Maria Elvira Mancino1 and Simona Sanfelici2
3.1 Introduction
Motivated by empirical studies showing the patterns of volatility in financial time series,
in the last decades many stochastic volatility models have been proposed: such models
are able to reproduce some stylized facts as variance heteroschedasticity, predictability,
volatility smile, negative correlation between asset returns and volatility (the so called
”leverage effect”). In particular, the multi-factor stochastic volatility models have recently
attracted a lot of research attention because they allow to consider a richer stochastic
structure of the price/volatility dynamics (see [30, 8] and the reference given therein).
Various additional random factors can be introduced in a stochastic volatility model in
different way. The classical multi-factor stochastic volatility models usually work with a
linear combination of stochastic volatility models. However, an extra source of randomness
can be add in the leverage component [61] or in the variance of the volatility [8] (stochastic
volatility of volatility models). More precisely, considering the variance of the volatility
as a stochastic process has recently become of interest in forecasting scenarios [26, 27, 13],
in explaining the existence of time variance risk premium [15, 9] and in solving general
inference problems on the spot volatility [55].
Estimation of all these models is rather complicate, the main difficulties are due to the fact
that some factors are unobservable (e.g. the volatility in a standard stochastic volatility
model or even more, the stochastic volatility of volatility in the stochastic volatility of
volatility models), thus we have to handle them as latent variables.
1Department of Economics and Management, Via delle Pandette 32, 50127 Florence: mari-
aelvira.mancino@unifi.it
2Department of Economics, Via Kennedy, 6 - 43100 Parma: simona.sanfelici@unipr.it
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In this paper we focus on the estimation of the stochastic volatility of volatility using
high frequency data by means of a new estimator which is based on the Fourier series
estimation methodology introduced in [49, 50]. The approach is non parametric and works
both in the case of classical stochastic volatility models and in the context of stochastic
volatility of volatility models. Our estimator of volatility of volatility needs only to know
the Fourier coefficients of the volatility process obtained through the methodology in [50].
The Fourier methodology has been applied in [11] to identify the parameters (volatility
of volatility and leverage, i.e., the covariance between the stochastic variance process and
the asset price process) of stochastic volatility models, including classical models such
as [37, 38, 58]. However, the issue of robustness with respect to microstructure noise
is not addressed by [11], thus the numerical simulations assessing the performances of
the method employed low frequency observations. In the present work we modify the
Fourier estimator of volatility of volatility defined in [11] and we claims the effectiveness
of our method when applied to compute the volatility of the volatility in the presence of
microstructure noise.
To this end we compute the bias due to noise of the proposed estimator of volatility of
volatility and we show that it does not diverge when the number of observations increases.
This result is due to the intrinsic robustness of the Fourier estimator of volatility. The
finite sample properties of the Fourier estimator of integrated volatility in the presence
of market microstructure noise have been studied in [51], where the authors find that,
even without any bias correction of the estimator, the bias of a finite sample can be made
negligible by suitably cutting the highest frequencies in the Fourier expansion.
Recently, some papers propose methods for estimating stochastic volatility of volatility, [4,
44, 62, 29, 8]. These methods have the common feature of first estimate the instantaneous
volatility process using some volatility estimator, secondly to estimate the volatility of
volatility using the estimated volatility process instead of the unknown paths. In [29], the
authors estimate the Fourier coefficients of the spot stochastic volatility modifying the
jump-robust estimators of integrated volatility, then by the knowledge of the path of the
realized volatility they are able to estimate the stochastic volatility of volatility. These
estimators, however, do not take into account the microstructure contamination effects,
which would produce some difficulties as the spot volatility estimators are quite sensitive
to noise.
We stress the point that the Fourier estimator of the volatility of volatility is notably
different from the other volatility of volatility estimators: in fact they all use some esti-
mated instantaneous volatility in order to define the volatility of volatility estimators,
by means of some numerical differentiation (more or less in spirit they are increments of
estimated spot volatility). On the contrary we rely only on the Fourier coefficients of the
volatility. As it was early observed in [49] the peculiarity of Fourier estimator is that it
uses integration instead of differentiation. This fact renders the proposed estimator of
volatility of volatility easily implementable, computationally stable and even robust to
market microstructure noise.
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3.2 Fourier estimation methodology
We consider a fairly general class of stochastic volatility models. Let p(t) be the logarithm
of the asset price observed at time t. Suppose that the log price-variance processes satisfy{
dp(t) = σ(t)dW (t) + a(t)dt
dv(t) = γ(t)dZ(t) + b(t)dt
(3.1)
where v(t) = σ2(t) is the variance process, W and Z are correlated Brownian motions
on a filtered probability space (Ω, (Ft)t∈[0,T ], P ), satisfying the usual conditions, and σ(t),
γ(t), and a(t), b(t) are adapted random processes such that:
E[
∫ T
0
a2(t)dt] <∞, E[
∫ T
0
b2(t)dt] <∞
E[
∫ T
0
σ4(t)dt] <∞, E[
∫ T
0
γ4(t)dt] <∞.
We briefly recall the Fourier procedure introduced in [49, 50].
By change of the origin of time and rescaling the unit of time we can always reduce
ourselves to the case where the time window [0, T ] becomes [0, 2pi]. Therefore, we define
the Fourier coefficients
ck(dp) :=
1
2pi
∫ 2pi
0
exp(−ikt) dp(t) ,
and we consider for all integers k the Bohr convolution product
lim
N→∞
2pi
2N + 1
∑
|s|≤N
cs(dp)ck−s(dp). (3.2)
In [49] it is proved that if the limit (3.2) exists in probability then it is equal to the k-th
Fourier coefficient of the variance process v, which we denote as ck(v).
The knowledge of the Fourier coefficients of the unobservable instantaneous variance pro-
cess v(t) allows to handle this process as an observable variable and we can iterate the
procedure in order to compute the volatility of the variance process. Given the variance
model in (3.1) the Fourier coefficients of the volatility γ2(t) of the variance process can
be computed as
ck(γ
2) = lim
N→∞
2pi
2N + 1
∑
|s|≤N
cs(dv)ck−s(dv), (3.3)
where we can use the integration by parts formula to write the Fourier coefficients of dv,
for any integer k, k 6= 0,
ck(dv) = ikck(v) +
1
2pi
(v(2pi)− v(0)).
In this paper we start from this key property of Fourier estimation method, namely the
possibility to iterate the functor, and we propose an estimator of the integrated volatility
of volatility, indeed the zero Fourier coefficient of γ2, which is easily implementable with
high frequency market data and exhibits notable robustness with respect to microstructure
noise.
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3.3 The Fourier estimator of volatility of volatility
In this section, we define the Fourier estimator of the volatility of volatility and we study
its finite sample properties.
The integrated volatility of volatility is defined as
γ[2] =
∫ 2pi
0
γ2(t)dt (3.4)
Consider a discrete evenly spaced samplying by fixing a sequence Sn := {ti,n, i = 1, . . . , n}
of trading dates of the asset ( i.e. the dates of the observation of the asset price) for any
n ≥ 1. We define a Fourier estimator starting by the discrete observations of the price
process on the grid Sn. The definition of the Fourier estimator does not require evenly
spaced data. Anyway for simplicity of calculations, we will suppose that the observations
are equidistant in time and 2pi
n
is the distance between two observations, where [0, 2pi] is
the trading period.
We define the discrete observed returns as δi,n(p) = p(ti+1,n)−p(ti,n) for all i = 0, . . . , n−1.
Therefore, by means of the classical definition of the discrete Fourier transform for any
integer k, |k| ≤ 2N , we obtain
ck(dpn) :=
1
2pi
n−1∑
i=0
exp(−ikti)δi,n(p) (3.5)
the discrete Fourier coefficients of the return process. Therefore, using the Bohr convolu-
tion product we can define the Fourier coefficients of the volatility process
cj(vnM) =
2pi
2M + 1
∑
|k|≤M
ck(dpn)cj−k(dpn)
and finally we define the integrated estimator of volatility of volatility as
γ
[2]
nNM =
4pi2
2N + 1
∑
|j|≤N
j2 cj(vnM)c−j(vnM). (3.6)
We have changed the basic convolution formula (3.3) because the term 1
2pi
(v(2pi)− v(0))
introduces a bias in the estimation.
The estimator (3.6) is asymptotically unbiased and exhibits an improved precision due to
the fact that it does not required any spot volatility estimation (see Section 3.4).
In order to study the properties of our estimator with high frequency data, we suppose
that the logarithm of the observed price process is given by
p˜(t) = p(t) + η(t) (3.7)
where p(t) is the efficient log price in equilibrium and η(t) is the microstructure noise.
The following assumptions hold:
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A.I The random shocks η(ti,n), for 0 ≤ i ≤ n and for all n, are independent and identically
distributed with mean zero and bounded eight moment (for simplicity we will suppose
Gaussian noise).
A.II The true return process δi,n(p) is independent of η(ti,n) for any i, n.
To simplify the notation, in the sequel we will write δi(p) and ηi instead of δi,n(p) and
η(ti,n) respectively.
Denote δi(p˜) := p˜(ti) − p˜(ti−1) where p˜ is defined in (3.7) and εi := ηi − ηi−1 where ηi’s
are defined in A.I.
We focus on the integrated volatility of volatility in the presence of microstructure noise
defined as
γ˜
[2]
nNM =
4pi2
2N + 1
∑
|j|≤N
j2 cj(v˜nM)c−j(v˜nM) (3.8)
The following result contains the computation of the bias due to the microstructure noise.
Theorem 3.3.1. Let γ˜
[2]
nNM and γ
[2]
nNM be respectively defined in (3.8) and (3.6), the bias
due to the microstructure noise is
E[γ˜
[2]
nNM − γ[2]nNM ] = 2E[η2]E
[ ∫ 2pi
0
σ2(t)dt
]
0
(M2N2
n
)
+2(E[η4] + 3E[η2])Λ(n,M,N) + 2E[η2]Γ(n,M,N) + 2E[η2]Ψ(n,M,N)
where
Λ(n,M,N) = 0(
M4N2
n3
), Γ(n,M,N) = 0(
N2M2
n
)+0(
M4N2
n2
) and Ψ(n,M,N) = 0(MN2).
Remark 3.3.2. We note that under the conditions N
2M2
n
→ 0 and N2
M
→ 0 the terms
Λ(n,M,N) and Γ(n,M,N) go to 0, while Ψ(n,M,N) diverges ”slowly”with respect to n.
Further, we note that 2(E[η4]+3E[η2]) = E[ε4] and 2E[η2] = E[ε2], thus it would be possi-
ble to correct the proposed estimator with respect to Ψ, in order to have an asymptotically
unbiased estimator in the presence of microstructure noise.
Proof.
We can decompose
E[γ˜[2]nNM − γ[2]nNM ]
= E
[ 4pi2
2N + 1
∑
|j|≤N
j2(cj(v˜nM )c−j(v˜nM )− cj(dvnM )c−j(dvnM ))
]
=
4pi2
2N + 1
∑
|j|≤N
j2E[cj(v˜nM )c−j(v˜nM )− cj(vnM )c−j(vnM )], (3.9)
For any fixed j:
E[cj(v˜nM )c−j(v˜nM )− cj(vnM )c−j(vnM )]
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= E
[( 2pi
2M + 1
∑
|h|≤M
ch(dp˜n)cj−h(dp˜n)
)( 2pi
2M + 1
∑
|l|≤M
cl(dp˜n)c−j−l(dp˜n)
)
−
−
( 2pi
2M + 1
∑
|h|≤M
ch(dpn)cj−h(dpn)
)( 2pi
2M + 1
∑
|l|≤M
cl(dpn)c−j−l(dpn)
)]
= E
[( 2pi
2M + 1
∑
|h|≤M
(ch(dpn) + ch(εn))(cj−h(dpn) + cj−h(εn))
)
×
×
( 2pi
2M + 1
∑
|l|≤M
(cl(dpn) + cl(εn))(c−j−l(dpn) + c−j−l(εn))
)
−
−
( 2pi
2M + 1
∑
|h|≤M
ch(dpn)cj−h(dpn)
)( 2pi
2M + 1
∑
|l|≤M
cl(dpn)c−j−l(dpn)
)]
= E
[( 2pi
2M + 1
∑
|h|≤M
ch(εn)cj−h(dpn) + ch(dpn)cj−h(εn) + ch(εn)cj−h(εn)
)
×
×
( 2pi
2M + 1
∑
|l|≤M
cl(εn)c−j−l(dpn) + cl(dpn)c−j−l(εn) + cl(εn)c−j−l(εn)
)]
= E
[ 2pi
2M + 1
∑
|h|≤M
ch(εn)cj−h(dpn)
2pi
2M + 1
∑
|l|≤M
cl(εn)c−j−l(dpn)
]
(3.10)
+E
[ 2pi
2M + 1
∑
|h|≤M
ch(εn)cj−h(dpn)
2pi
2M + 1
∑
|l|≤M
cl(dpn)c−j−l(εn)
]
(3.11)
+E
[ 2pi
2M + 1
∑
|h|≤M
ch(εn)cj−h(dpn)
2pi
2M + 1
∑
|l|≤M
cl(εn)c−j−l(εn)
]
(3.12)
+E
[ 2pi
2M + 1
∑
|h|≤M
ch(dpn)cj−h(εn)
2pi
2M + 1
∑
|l|≤M
cl(εn)c−j−l(dpn)
]
(3.13)
+E
[ 2pi
2M + 1
∑
|h|≤M
ch(dpn)cj−h(εn)
2pi
2M + 1
∑
|l|≤M
cl(dpn)c−j−l(εn)
]
(3.14)
+E
[ 2pi
2M + 1
∑
|h|≤M
ch(dpn)cj−h(εn)
2pi
2M + 1
∑
|l|≤M
cl(εn)c−j−l(εn)
]
(3.15)
+E
[ 2pi
2M + 1
∑
|h|≤M
ch(εn)cj−h(εn)
2pi
2M + 1
∑
|l|≤M
cl(εn)c−j−l(dpn)
]
(3.16)
+E
[ 2pi
2M + 1
∑
|h|≤M
ch(εn)cj−h(εn)
2pi
2M + 1
∑
|l|≤M
cl(dpn)c−j−l(εn)
]
(3.17)
+E
[ 2pi
2M + 1
∑
|h|≤M
ch(εn)cj−h(εn)
2pi
2M + 1
∑
|l|≤M
cl(εn)c−j−l(εn)
]
(3.18)
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The terms (3.10), (3.11), (3.13), (3.14) are similar. Consider the first: it is equal to
E[
1
2pi
1
2M + 1
∑
|h|≤M
∑
u,u′
e−ihtuεue−i(j−h)tu′ δu′(p)
1
2pi
1
2M + 1
∑
|l|≤M
∑
v,v′
e−iltvεve−i(−j−l)tv′ δv′(p)]
(3.19)
= E[
1
2pi
∑
u,u′
DM (tu − tu′)e−ijtu′εuδu′(p) 12pi
∑
v,v′
DM (tv − tv′)eijtv′εvδv′(p)] (3.20)
By using the independence between price and noise process, it can be written as:
=
1
2pi
∑
u,u′
DM (tu − tu′)e−ijtu′ 12pi
∑
v,v′
DM (tv − tv′)eijtv′E[εuεv]E[δu′(p)δv′(p)] (3.21)
Observe that
E[δu′(p)δv′(p)] = 0 if u′ 6= v′
and
E[ε2u] = 2E[η
2], E[εuεv] =
{ −E[η2] if |v − u| = 1
0 if |v − u| > 1.
We have that (3.21) is equal to
= (
1
2pi
)2
∑
u,u′
∑
v
DM (tu − tu′)DM (tv − tu′)E[εuεv]E[(δu′(p))2]
= (
1
2pi
)2(
∑
u,u′
D2M (tu − tu′)E[ε2u] + 2
∑
u,u′
DM (tu − tu′)DM (tu+1 − tu′)E[εuεu+1])E[(δu′(p))2]
= (
1
2pi
)22E[η2]
∑
u,u′
(D2M (tu − tu′)−DM (tu − tu′)DM (tu+1 − tu′))E[(δu′(p))2]
= (
1
2pi
)22E[η2]
∑
u,u′
DM (tu − tu′) E[(δu′(p))2] 0(M
2
n2
),
where we used that DM (tu+1 − tu) = DM (tu+1 − tu) + 0(M2n2 ). Note that in probability
lim
M
∫ 2pi
0
du
∫ 2pi
0
DM (u− u′)σ2(u′)du′ =
∫ 2pi
0
σ2(u)du
thus for (3.21) we have the asymptotic
1
4pi2
2E[η2]E
[ ∫ 2pi
0
σ2(u)du
]
0(
M2
n
)
Adding the summation over j, we obtain a term of order
0(
N2M2
n
).
Now compute (3.12). Note that the terms (3.15), (3.16), (3.17) are similar. For the independence
between noise and price it is equal to:
(
2pi
2M + 1
)2
∑
|h|≤M
∑
|l|≤M
E[ch(εn)cl(εn)c−j−l(εn)]E[cj−h(dpn)] = 0
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as E[cj−h(dpn)] = 0 for any j, h and n.
It remains to compute (3.18).
E[
2pi
2M + 1
∑
|h|≤M
ch(εn)cj−h(εn)
2pi
2M + 1
∑
|l|≤M
cl(εn)c−j−l(εn)]
= (
2pi
2M + 1
)2
∑
|h|≤M
∑
|l|≤M
E[ch(εn)cj−h(εn)cl(εn)c−j−l(εn)],
in what follows every term is multiplied by 1
(2pi)2
,
=
∑
v,v′
∑
u,u′
e−ij(tv′−tu′ )
1
2M + 1
∑
|h|≤M
e−ih(tv−tv′ )
1
2M + 1
∑
|l|≤M
e−il(tu−tu′ )E[εvεv′εuεu′ ]
=
∑
v,v′
∑
u,u′
e−ij(tv′−tu′ )DM (tv − tv′)DM (tu − tu′)E[εvεv′εuεu′ ]
= 2
∑
u<u′<v<v′
u′=u+1,v′=v+1
cos(j(tv+1 − tu+1))D2M (
2pi
n
)E[εuεu+1εvεv+1]
+2
∑
u′<u<v′<v
u=u′+1,v=v′+1
cos(j(tv−1 − tu−1))D2M (
2pi
n
)E[εuεu−1εvεv−1]
+2
∑
u′<u<v<v′
u=u′+1,v′=v+1
cos(j(tv+1 − tu−1))D2M (
2pi
n
)E[εuεu−1εvεv+1]
+2
∑
u<u′<v′<v
u′=u+1,v=v′+1
cos(j(tv−1 − tu+1))D2M (
2pi
n
)E[εuεu+1εvεv−1]
+2
∑
u<v<u′<v′
v=u+1,v′=u′+1
cos(j
2pi
n
)DM (tu+1 − tu′+1)DM (tu − tu′)E[εuεu′εu+1εu′+1]
+2
∑
u<v<v′<u′
v=u+1,u′=v′+1
cos(j
2pi
n
)DM (tu+1 − tu′−1)DM (tu − tu′)E[εuεu′εu+1εu′−1]
+2
∑
v<u<v′<u′
u=v+1,u′=v′+1
cos(j
2pi
n
)DM (tu−1 − tu′−1)DM (tu − tu′)E[εuεu′εu−1εu′−1]
+2
∑
v<u<u′<v′
u=v+1,v′=u′+1
cos(j
2pi
n
)DM (tu−1 − tu′+1)DM (tu − tu′)E[εuεu′εu−1εu′+1]
+2
∑
u<v′<v<u′
v′=u+1,u′=v+1
cos(j(tu+1 − tv+1))DM (tv − tu+1)DM (tu − tv+1)E[εuεv+1εvεu+1]
+2
∑
u<v′<u′<v
v′=u+1,v=u′+1
cos(j(tu+1 − tv−1))DM (tv − tu+1)DM (tu − tv−1)E[εuεv−1εvεu+1]
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+2
∑
v′<u<v<u′
u=v′+1,u′=v+1
cos(j(tu−1 − tv+1))DM (tv − tu−1)DM (tu − tv+1)E[εuεv+1εvεu−1]
+2
∑
v′<u<u′<v
u=v′+1,v=u′+1
cos(j(tu−1 − tv−1))DM (tv − tu−1)DM (tu − tv−1)E[εuεv−1εvεu−1]
+
∑
v=v′
∑
u=u′
e−ij(tv′−tu′ )E[ε2v′ε
2
u′ ]
+
∑
v=u
∑
v′=u′
D2M (tu − tu′)E[ε2uε2u′ ]
+
∑
v=u′
∑
v′=u
D2M (tu − tu′)e−ij(tu−tu′ )E[ε2uε2u′ ]
+
∑
v=v′=u
∑
u′ 6=
DM (tu − tu′)e−ij(tu−tu′ )E[ε3uεu′ ]
+
∑
v=v′=u′
∑
u6=
DM (tu − tu′)E[ε3u′εu]
+
∑
v′=u=u′
∑
v 6=
DM (tv − tv′)E[ε3v′εv]
+
∑
v=u=u′
∑
v′ 6=
DM (tv − tv′)e−ij(tv′−tv)E[ε3vεv′ ]
+
∑
v=u=u′=v′
E[ε4v]
+
∑
u=u′
∑
v′ 6=v
DM (tv − tv′)e−ij(tv′−tu)E[εvεv′ε2u]
+
∑
v′=v
∑
u′ 6=u
DM (tu − tu′)e−ij(tv−tu′ )E[εuεu′ε2v]
+
∑
u=v
∑
u′ 6=v′
DM (tu − tu′)DM (tu − tv′)e−ij(tu−tu′ )E[ε2uεv′εu′ ]
+
∑
u=v′
∑
u′ 6=v
DM (tv′ − tu′)DM (tv − tv′)e−ij(tv′−tu′ )E[ε2v′εvεu′ ]
+
∑
u′=v
∑
v′ 6=u
DM (tu − tv)DM (tv − tv′)e−ij(tv′−tv)E[ε2vεuεv′ ]
+
∑
u′=v′
∑
v 6=u
DM (tu − tu′)DM (tv − tu′)E[ε2u′εuεv]
To proceed in the computation, we use the below relations
E[ε4] = 2E[η4] + 6E[η2]2 (3.22)
E[ε2uε
2
v] =
{
E[η4] + 3E[η2]2 if |u− v| = 1
4E[η2]2 if |u− v| > 1.
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E[ε2uεvεv+1] = −2E[η2]2 if v > u or v + 1 < u
E[εuε2u+1εu+2] = 2E[η
2]2, E[εvε2uεv′ ] = 0 if |v − u| > 1 or |v′ − u| > 1
E[ε3uεv] =
{ −E[η4]− 3E[η2]2 if |u− v| = 1
0 if |u− v| > 1.
E[εuεu+1εu+2εu+3] = E[η2]2, E[εuεu+1εvεv+1] = E[η2]2 if |u− v| > 2
and we substitute cos(4pin ) with cos(
2pi
n ) when it appears.
By Taylor expansion this operation will produce the term
∑
u 0(
1
n2
) = 0( 1n), which leads to
neglect in the final sum a term of order 0(N
2
n ).
Therefore, (3.18) becomes
2{
∑
u<u′<v<v′
u′=u+1,v′=v+1
v=u′+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2 +
∑
u<u′<v<v′
u′=u+1,v′=v+1
∑
v>u′+1
cos(j(tv+1− tu+1))D2M (
2pi
n
)E[η2]2}
+2{
∑
u′<u<v′<v
u=u′+1,v=v′+1
v′=u+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2+
∑
u′<u<v′<v
u=u′+1,v=v′+1
∑
v′>u+1
cos(j(tv−1−tu−1))D2M (
2pi
n
)E[η2]2}
+2{
∑
u′<u<v<v′
u=u′+1,v′=v+1
v=u+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2+
∑
u′<u<v<v′
u=u′+1,v′=v+1
∑
v>u+1
cos(j(tv+1−tu−1))D2M (
2pi
n
)E[η2]2}
+2{
∑
u<u′<v′<v
u′=u+1,v=v′+1
v′=u′+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2+
∑
u<u′<v′<v
u′=u+1,v=v′+1
∑
v′>u′+1
cos(j(tv−1−tu+1))D2M (
2pi
n
)E[η2]2}
+2{
∑
u<v<u′<v′
v=u+1,v′=u′+1
u′=v+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
+
∑
u<v<u′<v′
v=u+1,v′=u′+1
∑
u′>v+1
cos(j
2pi
n
)DM (tu+1 − tu′+1)DM (tu − tu′)E[η2]2}
+2{
∑
u<v<v′<u′
v=u+1,u′=v′+1
v′=v+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
+
∑
u<v<v′<u′
v=u+1,u′=v′+1
∑
v′>v+1
cos(j
2pi
n
)DM (tu+1 − tu′−1)DM (tu − tu′)E[η2]2}
+2{
∑
v<u<v′<u′
u=v+1,u′=v′+1
v′=u+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
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+
∑
v<u<v′<u′
u=v+1,u′=v′+1
∑
v′>u+1
cos(j
2pi
n
)DM (tu−1 − tu′−1)DM (tu − tu′)E[η2]2}
+2{
∑
v<u<u′<v′
u=v+1,v′=u′+1
u′=u+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
+
∑
v<u<u′<v′
u=v+1,v′=u′+1
∑
u′>u+1
cos(j
2pi
n
)DM (tu−1 − tu′+1)DM (tu − tu′)E[η2]2}
+2{
∑
u<v′<v<u′
v′=u+1,u′=v+1
v=v′+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
+
∑
u<v′<v<u′
v′=u+1,u′=v+1
∑
v>v′+1
cos(j(tu+1 − tv+1))DM (tv − tu+1)DM (tu − tv+1)E[η2]2}
+2{
∑
u<v′<u′<v
v′=u+1,v=u′+1
u′=v′+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
+
∑
u<v′<u′<v
v′=u+1,v=u′+1
∑
u′>v′+1
cos(j(tu+1 − tv−1))DM (tv − tu+1)DM (tu − tv−1)E[η2]2}
+2{
∑
v′<u<v<u′
u=v′+1,u′=v+1
v=u+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
+
∑
v′<u<v<u′
u=v′+1,u′=v+1
∑
v>u+1
cos(j(tu−1 − tv+1))DM (tv − tu−1)DM (tu − tv+1)E[η2]2}
+2{
∑
v′<u<u′<v
u=v′+1,v=u′+1
u′=u+1
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
+
∑
v′<u<u′<v
u=v′+1,v=u′+1
∑
u′>u+1
cos(j(tu−1 − tv−1))DM (tv − tu−1)DM (tu − tv−1)E[η2]2}
+2
∑
u,v=u+1
cos(j
2pi
n
)(E[η4] + 3E[η2]2) + 2
∑
u
∑
v>u+1
cos(j(tv − tu))4E[η2]2
+2
∑
u,u′=u+1
D2M (
2pi
n
)(E[η4] + 3E[η2]2) + 2
∑
u
∑
u′>u+1
D2M (tu − tu′)4E[η2]2
+2
∑
u,v=u+1
D2M (
2pi
n
) cos(j
2pi
n
)(E[η4] + 3E[η2]2) + 2
∑
u
∑
v>u+1
D2M (tu − tv) cos(j(tv − tu))4E[η2]2
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+2
∑
u
DM (
2pi
n
) cos(j
2pi
n
)(−E[η4]− 3E[η2]2)
+2
∑
u
DM (
2pi
n
)(−E[η4]− 3E[η2]2)
+2
∑
u
DM (
2pi
n
)(−E[η4]− 3E[η2]2)
+2
∑
u
DM (
2pi
n
) cos(j
2pi
n
)(−E[η4]− 3E[η2]2)
+
∑
v=u=u′=v′
2(E[η4] + 3E[η2]2)
+2{
∑
u=u′, v=u+1,
v′=v+1
cos(j
2pi
n
)DM (
2pi
n
)(−2E[η2]2) +
∑
u=u′, v=u−1,
v′=v−1
cos(j
2pi
n
)DM (
2pi
n
)(−2E[η2]2)}
+2
∑
u=u′, v=u−1
v′=v+1
cos(j
2pi
n
)DM (
2pi
n
)(2E[η2]2)
+2{
∑
u=u′
∑
v>u+1
v′=v+1
cos(j(tv+1−tu))DM (2pi
n
)(−2E[η2]2)+
∑
u=u′
∑
v<u−1
v′=v−1
cos(j(tv−1−tu))DM (2pi
n
)(−2E[η2]2)}
+2{
∑
v′=v,u=v+1
u′=u+1
cos(j
2pi
n
)DM (
2pi
n
)(−2E[η2]2) +
∑
v′=v,u=v−1
u′=u−1
cos(j
2pi
n
)DM (
2pi
n
)(−2E[η2]2)}
+2
∑
v′=v,u=v+1
u′=v−1
cos(j
2pi
n
)DM (
2pi
n
)(2E[η2]2)
+2{
∑
v′=v
∑
u>v+1
u′=u+1
cos(j(tv−tu+1))DM (2pi
n
)(−2E[η2]2)+
∑
v′=v
∑
u<v−1
u′=u−1
cos(j(tv−tu−1))DM (2pi
n
)(−2E[η2]2)
+2{
∑
u=v, v′=u+1
u′=v′+1
cos(j
2pi
n
)D2M (
2pi
n
)(−2E[η2]2) +
∑
u=v, v′=u−1
u′=v′−1
cos(j
2pi
n
)D2M (
2pi
n
)(−2E[η2]2)}
+2
∑
u=v, v′=u−1
u′=u+1
cos(j
4pi
n
)D2M (
2pi
n
)(2E[η2]2)
+2{
∑
u=v
∑
v′>u+1
u′=v′+1
cos(j
2pi
n
)DM (tu − tv′+1)DM (tu − tv′)(−2E[η2]2)
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+
∑
u=v
∑
v′<u−1
u′=v′−1
cos(j
2pi
n
)DM (tu − tv′−1)DM (tu − tv′)(−2E[η2]2)}
+2{
∑
u=v′, v=u+1
u′=v+1
cos(j
4pi
n
)D2M (
2pi
n
)(−2E[η2]2) +
∑
u=v′, v=u−1
u′=v−1
cos(j
4pi
n
)D2M (
2pi
n
)(−2E[η2]2)}
+2
∑
u=v′, v=u−1
u′=u+1
cos(j
2pi
n
)D2M (
2pi
n
)(2E[η2]2)
+2{
∑
u=v′
∑
v>u+1
u′=v+1
cos(j(tu − tv+1))DM (tv − tu)DM (tu − tv+1)(−2E[η2]2)
+
∑
u=v′
∑
v<u−1
u′=v−1
cos(j(tu − tv−1))DM (tv − tu)DM (tu − tv−1)(−2E[η2]2)}
+2{
∑
u′=v,u=v+1
v′=u+1
cos(j
2pi
n
)D2M (
2pi
n
)(−2E[η2]2) +
∑
u′=v,u=v−1
v′=u−1
cos(j
2pi
n
)D2M (
2pi
n
)(−2E[η2]2)}
+2
∑
u′=v,u=v−1
v′=v+1
cos(j
2pi
n
)D2M (
2pi
n
)(2E[η2]2)
+2{
∑
u′=v
∑
u>v+1,
v′=u+1
cos(j(tu+1 − tv))DM (tv − tu+1)DM (tu − tv)(−2E[η2]2)
+
∑
u′=v
∑
u<v−1,
v′=u−1
cos(j(tu−1 − tv))DM (tv − tu−1)DM (tu − tv)(−2E[η2]2)}
+2{
∑
u′=v′, u=u′+1,
v=u+1
D2M (
2pi
n
)(−2E[η2]2) +
∑
u′=v′,u=u′−1,
v=u−1
D2M (
2pi
n
)(−2E[η2]2)}
+2
∑
u′=v′, u=u′+1,
v=u′−1
D2M (
2pi
n
)(2E[η2]2)
+2{
∑
u′=v′
∑
u>u′+1,
v=u+1
DM (tu+1 − tu′)DM (tu − tu′)(−2E[η2]2)
+
∑
u′=v′
∑
u<u′−1,
v=u−1
DM (tu−1 − tu′)DM (tu − tu′)(−2E[η2]2)}
= 24
∑
u
cos(j
2pi
n
)D2M (
2pi
n
)E[η2]2
+8
∑
u
∑
v>u+1
(cos(j(tv − tu))D2M (
2pi
n
) + 0(
1
n2
)) E[η2]2
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+8
∑
u
∑
u′>u+1
cos(j
2pi
n
)(D2M (tu − tu′) +DM (tu − tu′)0(
M2
n2
)) E[η2]2
+8
∑
u
∑
v>v′+1
cos(j(tu − tv))(D2M (tu − tu′) +DM (tu − tu′)0(
M2
n2
)) E[η2]2
+2
∑
u
cos(j
2pi
n
)(E[η4] + 3E[η2]2) + 2
∑
u
∑
v>u+1
cos(j(tv − tu))4E[η2]2
+2
∑
u
D2M (
2pi
n
)(E[η4] + 3E[η2]2) + 2
∑
u
∑
u′>u+1
D2M (tu − tu′)4E[η2]2
+2
∑
u
D2M (
2pi
n
) cos(j
2pi
n
)(E[η4] + 3E[η2]2) + 2
∑
u
∑
v>u+1
D2M (tu − tv) cos(j(tv − tu))4E[η2]2
+2
∑
u
DM (
2pi
n
) cos(j
2pi
n
)(−E[η4]− 3E[η2]2)
+2
∑
u
DM (
2pi
n
)(−E[η4]− 3E[η2]2)
+2
∑
u
DM (
2pi
n
)(−E[η4]− 3E[η2]2)
+2
∑
u
DM (
2pi
n
) cos(j
2pi
n
)(−E[η4]− 3E[η2]2)
+
∑
v
2(E[η4] + 3E[η2]2)
+2
∑
u
cos(j
2pi
n
)DM (
2pi
n
)(−2E[η2]2)
+4
∑
u
∑
v
(cos(j(tv − tu))DM (2pi
n
) + 0(
1
n2
)) (−2E[η2]2)
+2
∑
u
cos(j
2pi
n
)DM (
2pi
n
)(−2E[η2]2)
+4
∑
v
∑
u
(cos(j(tv − tu))DM (2pi
n
) + 0(
1
n2
)) (−2E[η2]2)
+2
∑
u
cos(j
2pi
n
)D2M (
2pi
n
)(−2E[η2]2)
+4
∑
u
∑
v′>u+1
cos(j
2pi
n
)(D2M (tu − tv′) +DM (tu − tv′)0(
M2
n2
)) (−2E[η2]2)
+2
∑
u
cos(j
4pi
n
)D2M (
2pi
n
)(−2E[η2]2)}
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+4
∑
v
∑
u>v+1
cos(j(tu − tv))(D2M (tv − tu) +DM (tu − tv)0(
M2
n2
)) (−2E[η2]2)
+2
∑
u
cos(j
2pi
n
)D2M (
2pi
n
)(−2E[η2]2)}
+4
∑
u
∑
v>u+1
cos(j(tu − tv))(D2M (tv − tu) +DM (tu − tv)0(
M2
n2
)) (−2E[η2]2)
+2
∑
u
D2M (
2pi
n
)(−2E[η2]2)}
+4
∑
u′>u+1
∑
u
D2M (tu − tu′) +DM (tu − tu′)0(
M2
n2
)) (−2E[η2]2)
= (2E[η4] + 6E[η2]2) Λ(n,M) + 2E[η2]2 (Γ1(n,M) + Γ2(n,M))
where
Λ(n,M) :=
∑
u
cos(j
2pi
n
) +D2M (
2pi
n
) +D2M (
2pi
n
) cos(j
2pi
n
) (3.23)
+1− cos(j 2pi
n
)DM (
2pi
n
)−DM (2pi
n
)−DM (2pi
n
)− cos(j 2pi
n
)DM (
2pi
n
),
Γ1(n,M) :=
∑
u
(
12 cos(j
2pi
n
)D2M (
2pi
n
)− 4 cos(j 2pi
n
)DM (
2pi
n
)− 6 cos(j 2pi
n
)D2M (
2pi
n
)− 2D2M (
2pi
n
)
)
,
(3.24)
and
Γ2(n,M) :=
∑
u
∑
u+1<v
(
4 cos(j(tv − tu))D2M (
2pi
n
) + 4 cos(j
2pi
n
)DM (tu − tv)DM (tu − tv) (3.25)
+4 cos(j(tu − tv))D2M (tv − tu) + 4 cos(j(tv − tu)) + 4D2M (tu − tv)
+4D2M (tu − tv) cos(j(tv − tu))− 4 cos(j(tv − tu))DM (
2pi
n
)− 4 cos(j(tv − tu))DM (2pi
n
)
−4 cos(j 2pi
n
)D2M (tu − tv)− 4 cos(j(tu − tv))D2M (tv − tu)
−4 cos(j(tu − tv))D2M (tu − tv)− 4D2M (tu − tv) +DM (tu − tv)0(
M2
n2
) + 0(
1
n2
)
)
Consider (3.23):
Λ(n,M) =
∑
u
e−ij
2pi
n (1 +D2M (
2pi
n
)− 2DM (2pi
n
)) +
∑
u
1 +D2M (
2pi
n
)− 2DM (2pi
n
)
= cos(j
2pi
n
)n(1−DM (2pi
n
))2 + n(1−DM (2pi
n
))2
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Therefore:
Λ(n,M,N) =
4pi2
2N + 1
∑
|j|≤N
j2 Λ(n,M) =
N(N + 1)
3
0(
M4
n3
) = 0(
M4N2
n3
)
Consider (3.24):
Γ1(n,M) =
∑
u
(
6 cos(j
2pi
n
)D2M (
2pi
n
)− 4 cos(j 2pi
n
)DM (
2pi
n
)− 2D2M (
2pi
n
)
)
= −2
∑
u
(
2 cos(j
2pi
n
)DM (
2pi
n
)(1−DM (2pi
n
)) +D2M (
2pi
n
)(1− cos(j 2pi
n
))
)
= 0(
M2
n
) + 0(
j2
n
)
Thus, considering the summation with respect to j:
Γ1(n,M,N) = 0(
N2M2
n
) + 0(
N4
n
).
Consider (3.25):
Γ2(n,M) =
∑
u
∑
u+1<v
(
4 cos(j(tu − tv))D2M (
2pi
n
) + 4 cos(j
2pi
n
)D2M (tu − tv)
+4 cos(j(tu−tv))D2M (tu−tv)+4 cos(j(tu−tv))−8 cos(j(tu−tv))DM (
2pi
n
)−4 cos(j(tu−tv))D2M (tu−tv)
−4 cos(j 2pi
n
)D2M (tu − tv) +DM (tu − tv)0(
M2
n2
) + 0(
1
n2
)
)
=
∑
u
∑
u+1<v
(
4 cos(j(tu − tv))D2M (
2pi
n
) + 4 cos(j(tu − tv))− 8 cos(j(tu − tv))DM (2pi
n
)
+DM (tu − tv)0(M
2
n2
) + 0(
1
n2
)
)
= 4
∑
u
∑
u+1<v
cos(j(tu − tv))(1−DM (2pi
n
))2 + 0(M) + 0(1)
= 0(
M4
n2
) + 0(M) + 0(1)
Adding the summation with respect to j, we have that
Γ2(n,M,N) = 0(
N2M4
n2
) + 0(MN2) + 0(N2).
Representing the leading order of the terms Γ1(n,M,N) and Γ2(n,M,N) as
Γ(n,M,N) = 0(
N2M2
n
) + 0(
N2M4
n2
) and Ψ(n,M,N) = 0(MN2),
we conclude the proof.
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3.4 Simulation analysis
In this section we simulate discrete data from a continuous time stochastic volatility model
with and without microstructure contaminations. From the simulated data, Fourier esti-
mates of the integrated volatility of volatility can be compared to the value of the true
quantity and to estimates obtained with other methods proposed in the literature. How-
ever, to our best knowledge, only very recently the literature has been focused specifically
on the analysis of estimators for integrated volatility of volatility. [8] discuss how stochas-
tic volatility of volatility can be defined non-parametrically, by means of the quadratic
variation of the stochastic variance process and propose a natural estimator called pre-
estimated spot variance based realised variance. [62] constructs an estimator for the in-
tegrated volatility of volatility in a high frequency setting, which is based on increments
of spot volatility estimators. None of these contributions, however, consider the issue of
microstructure effects which may be awesome in empirical applications.
Another aspect that is worth mentioning is that, by their nature, all existing estimators of
volatility of volatility rely on a preliminary estimation of the spot volatility path. It is well
known that spot volatility estimation is particularly difficult and quite unstable, especially
in the presence of microstructure effects. On the contrary, the Fourier estimator can
reconstruct the Fourier coefficients of the volatility of the variance process starting from
the observable log-prices. Therefore, our estimate is obtained by iterated convolutions
of the Fourier coefficients of the log-returns, without resorting explicitly to the latent
variance of returns. We think that this can represent a strength of our approach as will
be highlighted by the following numerical simulations.
As a benchmark for our estimator, we use the pre-estimated spot variance based realised
variance of [8], which we call realised variance in the following. This estimator is consistent
in the absence of microstructure frictions. To obtain roughly unbiased and valid estimates
of the integrated volatility of volatility when microstructure effects play a role, we can
resort to low frequency sampling. For the reader’s convenience, we recall the construction
of the realised variance estimator.
Hypothetically, let us assume that we observe the volatility process σ2 at times 0 ≡ t0 <
t1 < . . . < tn ≡ T , for some T > 0 and where n → ∞ and ∆n = T/n → 0. The realised
variance at time t is then defined as the sum of squared increments over the time interval
[0, t], for 0 ≤ t ≤ T , i.e.
RV nt (σ
2) =
bt/∆nc∑
i=1
(∆ni σ
2)2,
where ∆ni σ
2 = σ2(ti) − σ2(ti−1). Standard arguments assure that RV nt (σ2) converges
in probability, uniformly on compacts, to the quadratic variation [σ2]t. However, since
volatility is unobservable, we have to replace the squared volatility process by a consistent
spot variance estimator. [8] propose to use the locally averaged realised variance
σˆ2s =
1
2Knδn
bs/δnc+Kn∑
i=bs/δnc−Kn
δi,n(p)
2,
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where now δi,n(p) = p(ti) − p(ti−1) is the i-th log-return computed on a different time
scale at which we observe the logarithmic asset price p, with mesh sixe δn > 0. This
estimator is constructed over a local window of size 2Knδn, where we require Kn → ∞
such that Knδn → 0. However, this only works when we estimate spot volatility on a finer
time scale than the one used for computing the realised variance. Then we must assume
δn < ∆n. in particular, we can take
∆n = O(δ
C
n ), for 0 < C < 1,
and
Kn = O(δ
B
n ), for − 1 < B < 0.
In the presence of microstructure effects in the price process, besides sparse sampling,
we can choose locally pre-averaged variance estimator as in [40]. However, we limit our
analysis to the realised variance estimator.
Our simulation exercise is conducted on the classical Heston model [37], where the spot
variance follows a mean-reverting square-root process. We simulate second-by-second
return and variance paths over a daily trading period of T = 6 hours, for a total of 100
trading days and n = 21600 observation per day. Let us consider the Heston model, first.
The infinitesimal variation of the true log-price process and spot volatility is given by the
CIR square-root model [28]
dp(t) = σ(t) dW1(t)
dσ2(t) = α(β − σ2(t))dt+ νσ(t) dW2(t), (3.26)
where W1, W2 are two possibly correlated Brownian motions, with constant instantaneous
correlation ρ. The parameter values used in the simulations are taken from the unpub-
lished Appendix to [5] and reflect the features of IBM time series: α = 0.01, β = 1.0,
ν = 0.05. The initial value of σ2 is set equal to one, while p(0) = log 100. Moreover, when
microstructure effects are considered, we assume that the logarithmic noises η are Gaus-
sian i.i.d. and independent from p; this is typical of bid-ask bounce effects in the case of
exchange rates and, to a lesser extent, in the case of equities. We consider noise-to-signal
ratios ζ = std(η)/std(r), where r are the 1-second returns ranging from 0.5 to 3.5.
The sampling frequency and the other parameters contained in the definition of the esti-
mators considered in our analysis must be chosen conveniently, especially in the presence
of noise. One possible criterion is the minimization of the true MSE. Another possible
choice is the minimization of the expected asymptotic error variance. Both these proce-
dures are unfeasible when applied to empirical data, where the actual volatility path is
not observed. However, to evaluate the highest efficiency level that can be achieved by
the analyzed estimators, we select optimal parameters by minimizing the MSE on a daily
basis. The results are listed in Tables 3.1 and 3.2.
Table 3.1 displays results for the case with no microstructure effects. We consider both the
cases of uncorrelated Brownian motions and of correlated processes with ρ = −0.5, 0.5.
In all the simulations, the Fourier estimator is associated with very small MSE and bias.
The realised variance performance is considerably worse, although still acceptable. In
particular, the spot volatility trajectory is estimated using tick-by-tick observation, while
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ρ = 0 ρ = −0.5 ρ = 0.5
Real Vol. of Vol. 6.238605e-004 6.236841e-004 6.243359e-004
Estimator MSE BIAS MSE BIAS MSE BIAS
Fourier 2.37e-013 -8.98e-008 2.27e-012 1.96e-007 3.80e-013 6.49e-008
Realised variance 6.52e-010 -1.38e-005 6.44e-010 -1.36e-005 6.45e-010 -1.35e-005
Table 3.1: Heston model. No microstructure noise.
ζ = 0.5 ζ = 1.5 ζ = 2.5 ζ = 3.5
Real Vol. of Vol. 6.236841e-4 6.236841e-4 6.236841e-4 6.236841e-4
Estimator MSE BIAS MSE BIAS MSE BIAS MSE BIAS
Fourier 1.72e-012 1.90e-7 4.79e-013 3.12e-9 6.08e-13 -5.72e-8 1.59e-13 -1.77e-8
Realised variance 3.28e-7 -1.34e-8 3.50e-7 5.23e-8 3.56e-7 1.17e-6 3.70e-7 4.05e-7
Table 3.2: Heston model under microstructure effects. ρ = −0.5.
the realized variance is estimated using ∆n = 15 seconds. The remaining parameter Kn is
chosen in order to minimize the daily MSE. to both Kn and the sampling frequency δn at
which the spot volatility path is estimated. As the noise increases, the optimal sampling
frequency δn passes from 284 to 322 up to 415 seconds. This keeps the bias of the realised
variance estimator quite small, but yields a very large average MSE.
As regards the Fourier estimator, it is important to analyze its sensitivity to the choice
of the parameters M and N . Usually, the optimal MSE-based M turns out to be much
smaller than the Nyquist frequency (i.e. M  n/2) both in the absence and in the
presence of noise. Moreover, in complete agreement with the theory developed in Section
3.3, the optimal N is very small. Both optimal cutting frequency decrease as the noise-to-
signal ratio increases. However, the choice of the parameter N has a more critical impact
on both the MSE and the bias.
In Figure 3.1, we plot the real MSE of the Fourier estimator averaged over 100 days as
a function of M and N , respectively, and of any combination (M,N) in the absence of
microstructure effects. We notice that the Fourier estimator turns out to be on average
quite robust to the choice of N in the interval [0, 10]. For larger values of N , both the
MSE and bias rapidly increase. As regards to M , except for the lowest values up to about
M = 200 and depending on N , the MSE exhibits small variability as well.
Figure 3.2 shows the average MSE in the presence of noise, with ζ = 2.5. The plots are
qualitatively the same as in Figure 3.1, although the variability of both MSE and bias
with respect to N is larger due to the presence of noise. Nevertheless, the addition of
noise does not seem to affect much the variability of the MSE as a function of M and the
quality of estimation.
In conclusion, our discussion shows that the Fourier estimator of the volatility of volatility
is robust to microstructure effects. In particular, cutting the highest frequencies of the
observed process makes this estimator almost invariant to the presence of high-frequency
noise components.
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Figure 3.1: Real MSE of the Fourier estimator of volatility of volatility averaged over the
whole dataset (100 days) as a function of M and N , for the purely diffusive price process
(3.26).
Figure 3.2: Real MSE of the Fourier estimator of volatility of volatility averaged over the
whole dataset (100 days) as a function of M and N , in the presence of microstructure
effects, with ζ = 2.5.
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Chapter 4
Conclusion
In this dissertation, we have proposed three non-parametric estimators of the volatility,
the leverage and the volatility of volatility processes based on the use of the integral trans-
forms, namely the Laplace and the Fourier transforms. The methods are non-parametric
and model free. We consider an univariate setting and unevenly spaced price observa-
tions.
We prove the consistency of the Laplace estimator of the volatility and of the Fourier
estimator of the leverage and we will devote our future researches to the identification of
the limiting distribution of their asymptotic errors and the corresponding rates of conver-
gence.
Throughout the dissertation, we perform several simulation studies showing the high pre-
cision order of our proposed estimator using high frequency data. The Fourier estimators
of the leverage and volatility of volatility relying only on a pre-estimation of the Fourier
coefficients of the volatility process. This aspect represents a strength of our approach as
highlighted by performing estimations using Monte Carlo generated data in the presence
of microstructure noise contaminations and irregular trading. The estimation procedures
rely on a minimization of the Mean Squared Error, which is a key quantity in order to
set the number of Fourier coefficients needed in the estimation formulas. In light of the
present results, further development of the methodologies will concern the feasible optimal
MSE-based selection of the cutting parameters; then the use of the Fourier estimators to
perform estimations of the parameters in multivariate and multi-factor stochastic volatil-
ity models.
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