Abstract-In order to reduce the complexity of the mobile receiver, we develop a linear precoding filter based only on the statistical knowledge of the channel. Moreover, the proposed prefilter (precoder) is based on minimizing the probability of error in downlink multiuser transmission. We investigate two approaches for the proposed algorithm. In the first approach we consider a common FIR precoding filter for all users, and jointly minimize the probability of error of all users. In the second approach, we assume separate precoders for each user which are obtained by minimizing the probability of error for the respective user. In order to fully utilize the knowledge available at the transmitter, in both the approaches, the filter weights are computed conditioned on the transmitted bit vector sequence. This also makes the computation of the optimal prefilter coefficients linear in the number of users. We compare the results of the proposed approach, with results based on assuming complete knowledge of the channel. Simulation results clearly show that precoders based only on the statistical knowledge of channel, do provide acceptable BERs. Moreover, individual precoders provide better BER as compared to joint precoders.
I. INTRODUCTION
In this paper, we explore a prefiltering scheme at the base station transmitter which allows considerably simplified receiver structure in downlink transmission. Prefilter design is simple when the transmitter has complete channel knowledge. Unfortunately, in practice it is highly improbable to have full channel knowledge. Even in Time Division Duplex (TDD) systems, in fast fading channel conditions, it is extremely difficult to keep track of the channel variations with time. In this paper, we explore the approach of working only with first order and second order statistics of the channel at the transmitter and optimizing the transmitter precoding filter. The basic assumption is that the statistics of the channel change at a much slower rate than the channel itself and hence it may be reasonable to assume that tracking the channel statistics will be easier to implement in practical systems. Our approach becomes more attractive because the channel statistics for the most commonly used channels in wireless mobile communications have been well studied and standard models are available for the same [1] - [2] . We consider two approaches for prefiltering: the first one considers the common prefilter for all users as shown in Fig. 1 . In the second approach, we consider a system which has an individual prefilter for each user as shown in Fig.  2 . The standard single user receiver (conventional matched filter detector) is used in both of our models. Minimum Mean Squared Error (MMSE) has been traditionally used as the optimization criterion for precoder/detector design in many wireless systems. We believe since symbols are of significance in digital communications, optimum prefilter design should be based on minimizing the probability of symbol error at the receiver. We refer to this as Minimum Probability of Error (MPOE) prefilter [3] - [4] . Usually MPOE optimization tends to be computationally expensive, but as we assume ample computational resources at the base station, using MPOE instead of MMSE as the optimization criterion can be justified. Moreover, by conditioning the filter weights on the transmitted bits, one can design an MPOE precoder with linear complexity [3] - [4] .
The rest of the paper is organized as follows: Section II briefly describes the related work. System model is introduced in Section III. MPOE and MMSE based joint prefilters are derived in Section IV. Individual prefilterings with MPOE and MMSE optimizations are discussed in Section V. Simulation results and discussions are provided in Section VI. Finally some concluding remarks are given in Section VII.
II. RELATED WORK
Significant research has been carried out in the area of prefiltering over the last few years. However almost all of it has been directed towards the design of MMSE based prefilters; moreover most of the approaches assume complete knowledge of the forward channel [5] - [8] . MPOE optimization method was proposed by Dua et.al. in [3] - [4] and later extended to decision feedback detector in [9] . Furthermore in [3] - [4] , a linear computational complexity receiver with respect to number of users, was proposed. In [3] - [4] it was established that MPOE optimization has better performance than MMSE optimization. Independently, Minimum Bit Error Rate (MBER) optimization for decision feedback equalizer receiver was proposed in [10] . In [11] , Ding et. al. proposed a MBER precoder and in [12] Palomar et. al. derived a transceiver based on MBER method for Zero-Forcing (ZF) equalizer at the receiver. These systems require a complex receiver model with complete channel knowledge and precoder knowledge. Georgoulis et. al. in [7] and Reynolds et. al. in [8] have used a simple matched filter receiver by considering a channel model with ISI, but the optimization criterion is MMSE. MPOE based prefiltering by considering a general channel model (MAI+ISI) and simple matched filter receiver was first proposed in [13] . All the above papers assume complete channel knowledge. Precoder 1-4244-0353-7/07/$25.00 ©2007 IEEE This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the ICC 2007 proceedings.
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DS-CDMA channel model for a multipath channel with joint transmitter prefiltering design based on partial channel knowledge have been given in [14] - [18] . However, to the best of our knowledge, there is no treatment on MPOE based precoding with minimal complexity receivers, by considering a general channel model (MAI+ISI) and assuming only statistical knowledge of the channel.
III. SIGNAL MODEL
Consider a DS-CDMA system with U users as shown in Fig.  1 
By summing up all the users' signal at ith bit interval, we get
Assume that x(t) is sampled (x[n]) at T c (chip rate sampling) [20] , then
where n N = n N because of chip rate sampling (note that [20] .
We assume that the prefilter for a particular bit period i is a FIR filter of length L z (z [.] [i]) and it will be calculated adaptively at every bit interval. The idea is to compute these filter coefficients using MPOE and MMSE criteria. The prefiltered signal that will be sent through the wireless channel is
where ⊗ denotes the convolution operation and z[.][n] is the prefilter at time instant n. A general multipath frequency selective channel is assumed in our system. The multipath wireless channel is modeled as a FIR filter and the channel coefficients are assumed to be constant over one bit period. The channel for the uth user at the ith bit interval is denoted as 
where h u [.] [n] is the channel FIR filter at time instant n. Converting r u [n] into a parallel stream of N samples (number of chips), we obtain
We use a simple matched filter receiver. The received signal at the uth user after matched filtering is
From (2) and (3)
.
where
In (4),
gives the ISI term due to the multipath channel while U v=1 is the MAI component due to multiple user transmission with correlated spreading codes. Since BPSK constellations are used for input data, the decision statistics is given by (y
IV. PROPOSED JOINT PREFILTERING MODEL
We assume only the statistical parameters namely, mean and variance of the channel coefficients are available at the transmitter and derive the MPOE/MMSE based prefilterings. We first compute the conditional probability of error (P E|B [i] ) conditioned on transmitted bit vector sequence
T is the vector of bits transmitted at time instant i for all the users.
A. MPOE based prefiltering
Let us define the mean of the mth channel coefficient at ith bit interval as
and the second order statistics of the channel coefficients as
where * denotes complex conjugate. The conditional mean
other quantities are deterministic, the above equation can be written as
The conditional variance of the decision statistics (σ
where σ 2 is the variance of AWGN noise. Let
and this can be rewritten as
This can be further rewritten as
is deterministic variable, the indices j 1 , j 2 are given in (5) and the sum
v] is deterministic variable and by using the fact that var(a) = E[a − E(a)]
2 , (12) can be written as σ
where,
For notational convenience let us assume
From (13), (15) 
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By using the fact that (a) =
Since f 1 and f 2 are deterministic the above equation will become
can be calculated using (7) . From (10), (11) and (16) the conditional variance will become
Now the conditional probability of error is
and the corresponding probability of correct detection is
by the fact that 1 − Q(x) = Q(−x). We would like to minimize the joint conditional probability of error for all users, namely,
where P [y R u ∈ α u ] is the probability of correct detection for the uth user, α u is the decision region for symbol detection for the uth user and J denotes joint probability of error. We have omitted the conditioning markers and index i for notational ease. Since the noise vectors for all users are independent of each other, the joint conditional probability of error becomes
Using (18), (19) and since we have assumed identical distribution assumption for noise, P EJ can be written in closed form as
The prefilter coefficients (z [.] [i]) of length L z for each bit interval i is calculated by minimizing the above formulated probability of error. A stochastic gradient descent approach can now be used to determine the prefilter coefficients as follows
where µ is an appropriately chosen step-size parameter, and in general it could be adaptive.
B. MMSE based prefiltering
Let y R u be the decision statistic for the uth user. Thus, at every bit period i, we get a vector y
T of decision statistics for all users. Therefore the cost function for MMSE based algorithm is
Let us drop index i for notational convenience
Since σ
when mean is zero, the same procedure for calculation of σ
2 |B) can be written as
k1,m1,l1,u1, k2,m2,l2,u2R 21 ] can be calculated using (8) . From (21) and (22) the cost function is
where µ y R u |B [i] is given by (9) . We follow a similar stochastic gradient descent approach as in (20) [.] [n] . . , U are designed such that the probability of error for that particular user is minimum at the receiver. Each user's prefilter is designed individually by taking into account the channel information and the transmit codes of that particular user. The signal for user u in base station is
This signal is sampled at chip rate as explained in (1) and will be processed through a prefilter. The prefiltered signal at time instant n corresponding to user u is given by
Now the transmitted signal is given by
The received signal at user u is
If we carry out the same formulation as in (2)- (4), the received signal at user u after matched filtering is
where j 1 and j 2 are given by (5).
A. MPOE based prefiltering
The probability of error for a user u (P u E|B [i] [i]) can be formulated in the same way as given in (17) , except the fact that the prefilter is different for each user. By analysing along the similar lines as of (6)- (17) and by replacing y u [i] in (6)- (17) by (23), the conditional mean (µ y R u |B [i] ) and the conditional variance (σ
Note that
The cost function that is to be minimized to determine the prefilter coefficients (z u [.] [n]) can be formulated, by using the above derived conditional mean and conditional variance as follows
Now the prefilter of length L u z at time instant i + 1 for user u are calculated using stochastic gradient search method as follows
B. MMSE based prefiltering
By following the same arguments as that of Section IV. B and Section V. A the MMSE cost function for user u can be derived as
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We follow a similar stochastic gradient descent approach as in (25) 
VI. SIMULATION RESULTS
Extensive simulations were carried out to calculate the prefilter coefficients and the corresponding bit error rate for various SNRs for both MPOE and MMSE based prefilters. BPSK constellation for bits was assumed with equal probability for bits +1 and -1. The processing gain N was assumed to be 128 and the number of users was taken to be 4. Channel was assumed to be complex Gaussian with both real and imaginary parts following an i.i.d Gaussian distribution with σ = 0.1655 and µ = 0.5. Channel length L u h was taken to be 3 and the prefilter length L z = 5. Correlated spreading codes with correlation coefficient of ρ = 0.1 was considered.
A. BER performance of Joint and Individual Prefiltering
BER was calculated for 10,000 bits of input symbols for each channel and BERs of 100 such channels were averaged for each SNR. All the users were assumed to transmit with equal amplitude. SINR (Signal to Interference and Noise Ratio) was calculated at each SNR (SNR varies from 6 dB to 24 dB to calculate SINR). We have compared statistical channel model prefiltering with known channel model prefiltering proposed in [13] . BER performance for various SNRs and SINRs (signal to interference ratio) are shown in Fig. 3 and Fig. 4 . respectively. From Fig. 3 and Fig.  4 it is clear that MPOE algorithms perform significantly better than the respective MMSE algorithms. We also observe that individual prefiltering performs much better than joint prefiltering. Furthermore, from Fig. 3 and Fig. 4 , it is clear that the BER obtained using statistical channel model is close to BER obtained using the prefilter based on complete channel knowledge. In fact at low SNR the difference in performance is very small. However, as the SNR increases (noise variance decreasing) the channel variance term starts dominating the probability of error expression, consequently, the difference in performance increases at higher SNRs. We have also analysed the performance of the proposed models with varying ρ. We varied the value of ρ from 0.01 to 0.7. Fig. 5 shows the BER performance for various ρ and a fixed SNR for both joint and individual prefiltering models. From Fig. 5 , we observe that, as ρ increases, the BER increases due to increasing MAI.
B. Convergence Study
To examine the convergence of the proposed algorithm, we started with random values as prefilter coefficients in the gradient search algorithm. Based on the received signal energy the step size parameter (µ) was chosen as 0.01. The probability of error and mean square error were calculated at every iteration of the gradient search algorithm. The convergence curves for the MPOE and MMSE algorithms are shown in Fig. 6 . Since individual prefilters perform better than joint prefilters, convergence performance was analysed only for individual prefilter case. We observe that after the algorithms converge, the residual error in MMSE algorithm is considerably higher than MPOE algorithm.
VII. CONCLUSION
We have developed MPOE based prefiltering algorithms based only on the statistical channel model. Simulation results show that the BER performances are better than prefiltering algorithms designed based on MMSE criterion. 
