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Abstract
Given a sequence of n real numbers and an integer parameter k, the problem studied in this paper is to compute k subsequences
of consecutive elements with the sums of their elements being the largest, the second largest, . . ., and the kth largest among all
possible range sums of the input sequence.
For any value of k, 1 ≤ k ≤ n(n+ 1)/2, we design a fast algorithm that takes O(n+ k log n) time in the worst case to compute
and rank all such subsequences. We also prove that our algorithm is optimal for k = O(n) by providing a matching lower bound.
Moreover, our algorithm is an improvement over the previous results on the maximum sum subsequences problem (where only
the subsequences are requested and no ordering with respect to their relative sums will be determined).
Furthermore, given the fact that we have computed the `th largest sums, our algorithm retrieves the (` + 1)th largest sum in
O(log n) time, after O(n) time of preprocessing.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
The classical maximum sum subsequence problem [7] has received much attention in the literature [8,21,19,2,
16,17]. This problem is the one-dimensional version of the maximum sum subarray problem that has found many
applications [7,14,1,13]. Recently, a generalization of the above problem, the k maximum sum subsequences, has been
investigated and efficient algorithms developed [6,4,3]. Some applications have also been suggested [20]. In this paper,
we study the problem of ranking k maximum sum subsequences.
Given a sequence X = 〈x1, x2, . . . , xn〉 of real numbers and an integer k, 1 ≤ k ≤ n(n + 1)/2 , the problem is to
select k pairs of indices
{(i`, j`) : 1 ≤ i` ≤ j` ≤ n, ` = 1, 2, . . . , k}
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give the `th (` = 1, 2, . . . , k) largest values among all the possible sums
i2∑
j=i1
x j , 1 ≤ i1 ≤ i2 ≤ n.
The problem for fixed k = 1, the maximum sum subsequence problem [7], can be solved in linear time [8,15]. For
arbitrary values of the parameter k, the ranking problem can be solved by first computing the k largest range sums
(known as the k maximum sum subsequences problem [3,6,4]), and then sort out all the sums computed. Notice that
the algorithms proposed by Bae and Takaoka [3,4] for solving the k maximum sum subsequences problem actually
compute the resulting sums in sorted order as well.
The fastest algorithm for the k maximum sum subsequences problem known runs in O(min{k+n log2 n, n√k}) time
in the worst case [6]. Moreover, for small values of the parameter k, Bae and Takaoka [4] improve the complexity to
O(n log k+ k2). Combining these two results, the maximum sum subsequences problem can be solved in O(min{k+
n log2 n, n log k+k2}) time. Hence, the ranking problem has an upper bound of O(min{k log k+n log2 n, n log k+k2})
from the above straightforward solution. Notice that our ranking problem, as investigated in this paper, is distinct
from the related problem of finding k disjoint maximum subsequences. The latter problem is to find the k largest
subsequences that do not overlap. That is, one first finds the largest subsequence and, among the remaining elements,
finds the next largest, and so on. This problem can be solved in linear time, as demonstrated by Ruzzo and Tompa
[18].
In this paper, we propose a O(n + k log n) algorithm for ranking k maximum sum subsequences. Our algorithm
proceeds iteratively and terminates when the k maximum sum subsequences are computed. In fact, after O(n) time of
preprocessing, we can compute the first, the second, . . . , and the kth largest subsequences in turn without knowing the
value of k a priori. That is, after obtaining the ` largest sums, we can compute the (` + 1)th largest sum in O(log n)
time, in the worst case.
Moreover, we show that our algorithm is optimal for k = O(n) by presenting a matching lower bound.
Furthermore, our result also improves on the algorithms for finding the k maximum sum subsequences, in which
no relative ordering among the output sequences is required. For the latter problem, we achieve a complexity of
O(min{k + n log2 n, n + k log n}), which is optimal for both k = O(n/ log n) and k = Ω(n log2 n). The breaking
point for choosing either the O(k + n log2 n)-algorithm [6] or the O(n + k log n})-algorithm, presented in this paper,
could be k = n log n since k + n log2 n = n + k log n, when k = n log n.
The rest of the paper is organized as follows. In the next section, we will prove a lower bound for ranking k
maximum sum subsequences. After that, an O(n+ k log n)-time algorithmic solution is presented. Some remarks and
further improvements are proposed in Section 4. Notice that the algorithm presented in this paper computes only the
range sums, i.e. without pointing out the corresponding subsequences explicitly; extending the algorithm to output the
corresponding subsequences as well is straightforward, however.
2. Lower bound
A trivial lower bound for both the problems of ranking and computing (only) the k maximum sum subsequences is
Ω(n + k). However, for the ranking problem, we can prove a better lower bound, particularly for the small values of
the parameter k.
Theorem 1. Let X = 〈x1, . . . , xn〉 be a sequence of n real numbers and an integer 1 ≤ k ≤ n. The problem of ranking
k maximum sum subsequences requires at least Ω(n + k log k) time in the worst case.
Proof. For the given sequence X , let s = −∑nl=1 |xl | − 1. Construct a new sequence Y of length 2n:〈x1, 2s, x2, 2s, . . . , xn, 2s〉. Then, any subsequence of consecutive elements of Y of length at least 2 has the sum
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|x | < −|x | ≤ x .
Therefore, the problem of ranking k maximum sum subsequences of the sequence Y becomes the problem of selecting
the k largest elements in 〈x1, . . . , xn〉 in non-increasing order. The sorting problem can be reduced to the latter problem
and, since the sorting problem requires Ω(k log k) time in the worst case [10], the result follows. 
Observe that the complexity of ranking k maximum sum subsequences is a non-decreasing function of the
parameter k. Hence, the lower bound also holds for the case when k > n, but k = O(n). In fact, for any such
value of k, the complexity of the ranking problem will be at least the cost for ranking n maximum sum subsequences
(since k > n), which is Ω(n + n log n) = Ω(n + k log k) (since k = O(n)). Therefore,
Corollary 2. the problem of ranking k maximum sum subsequences requires at least Ω(n + k log k) time in the worst
case for k = O(n).
In the next section, we will present an algorithm for ranking k maximum sum subsequences, which matches this
lower bound.
3. Ranking k maximum sums
Our approach to ranking the k maximum sum subsequences is to use a complete binary tree, augmented with
information about prefix sums, suffix sums, sums, and rankings among subsequences with respect to their sums. The
algorithm consists of two phases: the preprocessing phase and the query phase, as described in the following.
In the preprocessing phase, initial information is computed and stored in the tree, in order to support queries. All
data structures associated with each node in the tree are initiated with a start value, which corresponds to computing
the very first query. The tree is constructed in a recursive bottom-up fashion starting at the leaf-level.
After preprocessing, each query returns the next largest subsequence sum, and updates the information stored. The
input data are, conceptually, divided into blocks of equal size, recursively. Our algorithm is based on the following
simple observation: The subsequence sum comes from either the left branch, the right branch, or the subsequence
spanning over the border between the left and the right subblocks. The problem is recursively solved for each of
these three possibilities, with different inputs (i.e., the input sequences and the values of the parameter k). Tamaki
and Tokuyama [21] use a similar idea to solve the two-dimensional maximum subsequence problem in the case
when k = 1. The solutions to these subproblems are computed as needed during the query process. This will avoid
unnecessary computations, resulting in a fast algorithm.
3.1. The overall algorithm
Given an input sequence, X = 〈x1, x2, . . . , xn〉, of length n, we divide X into two subsequences, X left and Xright,
for the left and the right half of X , respectively. The division is done recursively until all the subsequences have
length 1. This recursive subdivision forms a complete binary tree with height Θ(log n). Thus, each node in this tree
corresponds to some subsequence of the consecutive elements of X .
Initially, the maximum sum subsequence (k = 1) for each of these subsequences is computed and stored at each
node. After this preprocessing, the next maximum subsequences (for k = 2, 3, . . .) can be computed as needed during
the query phase of the algorithm.
In the query phase, when the sequence corresponding to the current node is split into two halves, the sum of the
elements of the subsequences spanning over the middle border can be computed with the help of prefix and suffix
sums from the left and the right branches, respectively. Moreover, the prefix and suffix sums are also computed as
needed during the process. Candidates for the next largest sum subsequence that span over the middle border are
stored in a heap (that will be constructed for each node) in order to speed up the algorithm.
For any node v in the tree, let the superscript left and right denote its left and right children, respectively. The node
v is augmented with the following information (initially, i = j = l = h = 1):
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• The sum, w, of the elements of its corresponding subsequence Xv .
• The i largest prefix sums, P = 〈p1, p2, . . . , pi 〉, of Xv .
• The j largest suffix sums, S = 〈s1, s2, . . . , s j 〉, of Xv .
• The l largest elements, M = 〈m1,m2, . . . ,ml〉, of Sleft + P right, where Sleft and P right are the suffix sums of the
left child and the prefix sums of the right child, respectively. Sleft + P right denotes the Cartesian sum of these two
arrays: Sleft + P right = {x + y|x ∈ Sleft and y ∈ P right}.
• The h largest subsequence sums, K = 〈k1, k2, . . . , kh〉, of Xv .
Denote by plast, slast, and klast, the most recently computed prefix sum pi , suffix sum s j , and subsequence sum,
respectively. During the computation, the algorithm enumerates the k maximum sum subsequences in turn: first, it is
determined which child of the root node the next maximum sum subsequence comes from. Then, the corresponding
child of the current node is processed recursively.
3.2. Initialization
We preprocess the tree in a bottom-up fashion with a base case and a recursive case as follows.
Initialize
• Base case (n = 1): Let w = x1, P = 〈x1〉, S = 〈x1〉, and K = 〈x1〉. Let i = j = l = h = 1.
• Recursion case (n > 1):
(1) Let i = j = l = h = 1.
(2) Let w = wleft + wright, where wleft and wright are the sum of the elements in the left and the right child node,
respectively.





, where pleftlast and p
right
last is the most recently computed prefix sums from the
left and the right child nodes, respectively.
(4) Let s1 = max
{
sleftlast + wright, srightlast
}
.
(5) Let m1 = sleftlast + prightlast






The computation above can be performed inΘ(n) time. After that, we have the maximum sum subsequence computed
for the sequence corresponding to each node. At this stage, we are ready to perform queries on our data structure. Each
query returns the next largest subsequence sum of X .
3.3. Queries
On computing the next largest sum subsequence of the sequence corresponding to the current tree node, it is
necessary to decide if the recursion should be performed on the left subtree, the right subtree, or all the subsequences
beginning in the left and ending in the right branch. During the computation, it may, at some stage, not be possible
to compute more subsequence sums (than what has already been computed) from the desired branch, because all the
subsequence sums are already computed at that specific node. In such cases, no more subsequences from the specific
tree branch will be used.
Let v be the current tree node and kh be the hth computed maximum sum subsequence of the subsequence
corresponding to v. Each query examines the subsequence computed from the previous query and executes the
following according to the outcome of the examination. Notice that Query(v) does not return anything. Instead, the
next largest subsequence, kh+1, is computed and stored in the tree. The value kh+1 is then used by other invocations
of Query(v′), for some v′, or used directly as the desired result.
Query(v)
(1) If the most recently computed subsequence sum at node v, kh , was:
(a) kleftlast, then call Query(vleft);
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(b) krightlast , then call Query(vright); or
(c) ml , then call NextMiddle.
(2) Let h ← h + 1.






On performing the query above, one may need to compute the next largest sum subsequence that spans the border
between vleft and vright (i.e. the call to NextMiddle). We will show in the next subsection how to perform such a
computation in O(log n) time in the worst case, with a preprocessing time of O(n).
3.4. Subsequences crossing the middle
When computing the subsequence sums of the current node, v, that begins in the sequence vleft and ends in the
sequence vright, we need to solve the following problem: Given two sorted sequences A = 〈a1, a2, . . . , an〉 and
B = 〈b1, b2, . . . , bn〉, compute the k maximum sums of A+ B in the sorted order. That is, we would like to compute
the k largest elements a + b, where a ∈ A and b ∈ B. Obviously, this can be done by first selecting the kth largest
element, x , of, A+ B [12,11], scanning A and B for elements in A+ B greater than or equal to x and then sorting the
output.
However, this is not a suitable method in our problem setting, because the value of k is a priori unknown and we
do not want to compute more elements than needed from the sequences A and B. Moreover, the elements of A and B
may not be present at this moment (of course, they will be computed in the future when needed during the process).
Our solution to this problem is as efficient as the method we mentioned above that uses selection, and is also
incremental in the sense that the number of values computed does not need to be known a priori. We start by scanning
the elements from the sets A and B in the order a1, a2, . . . and b1, b2, . . ., respectively. This means that the elements
of A and B, in turn, can be retrieved when needed by some other means.
For the computation, we use a heap to keep track of the order among those elements extracted from A and B, but
not yet accepted as an element among the k largest sums by the algorithm. The following information is considered
as the state of the computation:
• The i largest elements of A: Ai , 〈a1, a2, . . . , ai 〉.
• The j largest elements of B: B j , 〈b1, b2, . . . , b j 〉.
• A max heap, H , containing elements from Ai + B j that have not been selected as one of the largest elements
sought.
Since the sequences A and B are sorted in non-increasing order, it is apparent that the largest element of A + B is
a1+b1. Initially, the heap contains this single element, and i = j = 1. The next largest element must be either a2+b1
or a1 + b2. Therefore, both of these are inserted prior to the extraction of the largest element. Now, if it turns out that
a2 + b1 is the second largest element (the largest in the heap, since we extracted a1 + b1), we need to insert a3 + b1,
since this might be the third largest element. Notice that there is no need to insert a2 + b2, since a1 + b2 is already
in the heap and hence must clearly be larger, since a1 > a2. When, at some point, a2 + b1 turns out to be the largest
element in the heap, we need to insert both a2 + b2 and a1 + b3 in the heap. Now again, as long as we are extracting
elements aα + b2, for some α, there is no need to insert a2 + b3, because a1 + b3 is larger.
The computation of the new largest element, m, is then performed as follows.
NextLargest
(1) Assume m = aα + bβ is the most recently computed element, and aα and bβ are the components of the last
computed element.
(2) If α = 1, then insert aα+1 + bβ and aα + bβ+1 in the heap H . If i = α or j = β, call NextElement(A) and
NextElement(B) appropriately before the insertion. (NextElement(A) and NextElement(B) compute the
(i + 1)th and ( j + 1)th largest elements of A and B, respectively.)
(3) If α > 1, then insert aα+1 + bβ in the heap, H . If i = α, call NextElement(A) before the insertion.
(4 ) Let m be the root of the heap. Delete the root and return m.
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For each invocation of NextLargest, we extract one element from the heap and insert at most two elements into
the heap. The size of the heap is at most 2k, since we will compute a total of k elements and increase the size of the
heap by at most 2 each time. Thus, the time required for the heap operations is O(log k). If we compute a total of k
largest elements of A + B, the total time required for the computation will be O(k log k). Therefore,
Theorem 3. Given sorted sequences A and B in non-increasing order, the k largest elements of A + B can be
computed in O(k log k) time in the worst case with O(n) preprocessing time.
Before presenting the implementation of NextMiddle, we need two functions that compute the next largest prefix
sum and the next largest suffix sum of the sequence represented by a node, respectively.
NextPrefix
(1) If pi = pleftlast (pi comes from the left branch), then call NextPrefix on the left branch. Otherwise, if pi =
wleft + prightlast (pi comes from the right branch), then call NextPrefix on the right branch.





(3) Let i ← i + 1.
NextSuffix can be designed in a way symmetric to NextPrefix.
Now, to compute the maximum sum subsequences crossing the border between the two subsequences, we maintain
an instance of the data structure described above for each node in the tree. The procedure NextMiddle can then be
implemented as follows:
NextMiddle
(1) Let l ← l + 1.
(2) Call NextLargest. Denote by ml the output element from the function call. Let NextElement(A) be
NextSuffix on the left branch and NextElement(B) be NextPrefix on the right branch during the execution
of NextLargest (that is, A = Sleft and B = P right).
Notice that each node has a corresponding data structure for NextLargest, NextMiddle, NextPrefix, and
NextSuffix. Consider the call to NextLargest performed from NextMiddle. Here, NextLargest operates on
the data structure associated with the same node as the one NextMiddle was operating on. In the same way, when
NextLargest calls NextPrefix and NextSuffix, NextPrefix and NextSuffix operates on the data structure
associated with the same node as the data that NextLargest was operating on.
The only procedures that actually traverse down the tree are Query(v), NextPrefix and NextSuffix.
A query starts with Query(v), for the root, v. Then, the algorithm may traverse left or right, as Query(v) is
invoked on the left or right branch, respectively. At some point, Query will call NextMiddle, and hence the calling
sequence for Query terminates. Now, NextMiddle will call NextLargest, which may call both NextPrefix and
NextSuffix. Each of these may traverse down the tree.
Fig. 1 illustrates an example data structure. The example is an array with four elements and the data structure is the
result after preprocessing and two queries.
3.5. Time complexity
In this subsection, we will analyze the different parts of the algorithm separately.
3.5.1. NextPrefix and NextSuffix
These procedures traverse down the tree by making exactly one recursive call. The height of the tree is O(log n)
and the work performed for each node is O(1). This gives a total time of O(log n).
3.5.2. NextMiddle
This procedure calls NextLargest which requires O(log k) time plus the time consumed for NextElement(A)
and NextElement(B). In this context, NextElement(A) and NextElement(B) are realized by NextSuffix and
NextPrefix, respectively. They require O(log n) time. Since k = O(n2) and log n2 = O(log n), the total time
required is O(log n).
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Fig. 1. Example of the data structures for array 〈4, 2,−1, 3〉 and k = 3. The example shows the data structures resulting after preprocessing (viewed
as the first query) and two additional queries. Indexes on the numbers indicate from which query the number is computed. (1) Preprocessing (first
query): The first element, 81, of K (result array) of node A comes from the first element of M (middle sum array) in the same node. This element
is computed from the first element, 61, of S (suffix array) of node B and the first element, 21, of P (prefix array) of node C. (2) Second query:
The second element, 62, of K of node A comes from the left subtree, where it is the first element of K in node B. This element, in turn, is the
first element of M in the same node. Further, M (in node B) is the result of adding the first (and only) element of S and P from its left and right
children, respectively. (3) Third query: The third element, 53, of K in node A, in the same way as the first element 81, comes from M . (4) Heap
structure: The elements in the heap of node A are illustrated to the right of node A. The first element inserted into the heap is 81. This element is
the sum of the first element, 61, of Sleft (the array S of node B) and the first element, 21, of Pright (the array P of node C). When 81 is about to be
extracted, 52 (= 61 +−12) and 42 (= 21 + 61) are inserted into the heap. The heaps for the other nodes are omitted, as they only will contain one
single element.
3.5.3. Query
This procedure will either traverse down the tree by making one call to itself or by making one call to NextMiddle.
For the former, the height of the tree is O(log n) and the work performed for each node is O(1), which implies that
the time required is O(log n). For the latter case, upon the call to NextMiddle, some part of the tree has already
been traversed. This requires at most O(log n) time. The call to NextMiddle also requires O(log n) time. Either case
requires O(log n) time, and so does the query procedure.
3.5.4. Preprocessing
The preprocessing is performed in a bottom-up fashion and no calls are made to other procedures. The work
performed for each node is O(1), which makes the total time for preprocessing O(n), since there are O(n) nodes in
the tree.
3.5.5. Total complexity
To sum up, the computation of the k maximum sum subsequences requires O(n + k log n) time. The subsequence
sums computed are in a sorted order as well. Therefore,
Theorem 4. The `th maximum sum subsequence of a given sequence can be computed, in O(log n) time if the
(` − 1)th maximum sum has already been computed by our algorithm. The total time for ranking the k maximum
sum subsequences is thus O(n + k log n) in the worst case.
Moreover, our algorithm is optimal for small values of the parameter k. Indeed,
Corollary 5. For any integer k, n + k log n = O(n + k log k).
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, since n + k log k =
Ω
(
n + k log nlog n
)














= O(n) and n + k log k = Ω(n). 
Hence, our algorithm runs in O(n + k log k) time in the worst case.
By combining Corollary 2, Theorem 4, and Corollary 5, we have that
Corollary 6. Our algorithm is optimal for k = O(n).
4. Conclusions
We have presented a simple and fast algorithm for the problem of ranking k maximum sum subsequences and
proved its optimality for small values of the parameter k. Our algorithm provides the possibility of extracting one
maximum sum subsequence at a time without a priori knowledge of the parameter k. Notice that our algorithm also
works when the input elements are chosen from an abstract semi-group.
Moreover, our algorithm improves over the previously best known results for the k maximum sum subsequences
problem as well. Our new result decreases the worst-case complexity to O
(
min{k + n log2 n, n + k log n}). This is
optimal for k = O(n/ log n) and k = Ω(n log2 n). Furthermore, our algorithm can be applied to the multidimensional
version of this problem (using the algorithmic strategy proposed in [6]), resulting in a complexity of O((n1×n2×· · ·×
nd−1)2min{C, n2d}), whereC =
(
min{k + n log2 n, n + k log n), for a d-dimensional array of size n1×n2×· · ·×nd−1.
However, no significant improvement is made to the higher dimensional cases.
A preliminary version of this paper has appeared as a research report [5] in the beginning of June, 2005. Cheng
et al. [9] report essentially the same result as ours which has been accepted by the 16th International Symposium on
Algorithms and Computation, December 2005.
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