Dynamically rescaled Hamiltonian Monte Carlo (DRHMC) is introduced as a computationally fast and easily implemented method for performing full Bayesian analysis in hierarchical statistical models. The method relies on introducing a modified parameterisation so that the re-parameterised target distribution has close to constant scaling properties, and thus is easily sampled using standard (Euclidian metric) Hamiltonian Monte Carlo. Provided that the parameterisations of the conditional distributions specifying the hierarchical model are "constant information parameterisations" (CIP), the relation between the modified-and original parameterisation is bijective, explicitly computed and admit exploitation of sparsity in the numerical linear algebra involved. CIPs for a large catalogue of statistical models are presented, and from the catalogue, it is clear that many CIPs are currently routinely used in statistical computing. A relation between the proposed methodology and a class of explicitly integrated Riemann manifold Hamiltonian Monte Carlo methods is discussed. The methodology is illustrated on several example models, including a model for inflation rates with multiple levels of non-linearly dependent latent variables.
Introduction
The modelling of dependent data is routinely carried out using Bayesian hierarchical models in a diverse range of fields. The application of non-linear/non-Gaussian hierarchical models requires numerical methods for computing posterior distributions, predictions and so on, and with the demand for ever more complex and high-dimensional models comes also the demand for ever more capable numerical methods for tackling such models.
Current state of the art numerical methods for Bayesian hierarchical models fall roughly into two categories. The first category involves methods based on integrating out latent variables using variants of the Laplace approximation (see e.g. Rue et al., 2009; Kristensen et al., 2016) . Such methods are extensively used, as they are computationally fast and can be applied by non-experts in computational statistics. However, such methods are also of fixed approximation accuracy and are somewhat restricted with respect to the models that can be handled. The second category contains several variants of Markov chain Monte Carlo (MCMC) (see e.g. Liu, 2001; Robert and Casella, 2004; Gelman et al., 2014) . Early applications of MCMC to non-linear/non-Gaussian Bayesian hierarchical models (see e.g. Jacquier et al., 1994) typically relied on Gibbs sampling, but by now, it is well known that such Gibbs samplers, as a consequence of strong, non-linear dependencies between parameters and latent variables, typically mix very slowly. Recent trends in MCMC for hierarchical models have involved various methods targeting the marginal posterior distribution of the parameters only (Fernandez-Villaverde and Rubio-Ramirez, 2007; Andrieu et al., 2010; Flury and Shephard, 2011) . Such methods have the potential for fast mixing, but also rely on a high quality Monte Carlo estimate of the said parameter posterior marginal that is often both very computationally demanding and may require bespoke implementations for each model instance. 
The notation A = bdiag(A (1) , . . . , A (R) ) for such a matrix. The notation A > 0 signifies that A is a symmetric and positive definite (SPD) matrix. For a scalar quantity a(x), x ∈ R n , then ∇ x a(x) ∈ R n denotes the gradient of a with respect to x, and for a vector-valued quantity b(x) ∈ R m , ∇ x b(x) ∈ R m×n is the Jacobian of b. In what follows, it is assumed that the target distribution has a sufficiently smooth density π(q) and associated density kernelπ(q) (that can be evaluated) on the space of parameters q ∈ Ω ⊆ R d . All Gamma-distributions are in rate parameterisation unless otherwise noticed.
Hamiltonian Monte Carlo
(Euclidian metric) HMC (see e.g. Neal, 2010 , for a detailed description) relies on defining a synthetic Hamiltonian (i.e. energy conserving) dynamical system that evolves over time t so that the position coordinate q ∈ Ω preserves the target distribution π(q) for any time increment. Such a system may be found by specifying the total energy in the system (up to an additive constant), namely the Hamiltonian, as
where p ∈ R d is the momentum variable and M > 0 is the mass matrix which can be chosen freely. The time-dynamics of (q(t), p(t)) solve Hamilton's equations
The time dynamics associated with (2,3) preserves total energy of the system (i.e.
d dt H(q(t), p(t)) = 0) and also the Boltzmann distribution π(q, p) ∝ exp(−H(q, p)). I.e. if (q(0), p(0)) ∼ π(q, p), then also (q(t), p(t)) ∼ π(q, p) ∀ t. Moreover, since q and p are independent under the Boltzmann distribution associated with (1), it is clear that the original target is q-marginal of the Boltzmann distribution.
In practice, for all but the most analytically tractable targets, the dynamics associated with Hamilton's equations must be simulated numerically. To this end, the Størmer-Verlet or leap frog integrator is most commonly used to approximately advance the dynamics from time t to time t + ε via:
q(t + ε) = q(t) + εM −1 p(t + ε/2),
p(t + ε) = p(t + ε/2) + ε 2 ∇ q logπ(q(t + ε)),
This integrator is (time-) reversible and volume preserving (see e.g. Leimkuhler and Reich, 2004) , but the output does not preserve the Hamiltonian (total energy). To correct for this discrepancy between the true and numerically integrated dynamics, an accept-reject step is included to complete the basic HMC algorithm for generating samples {q i } i ∼ π(q) via repeating the steps:
• Sample new momentums p(0) ∼ N (0, M) and set q(0) = q i .
• Starting at (q(0), p(0)), perform L leap frog steps with step size ε to obtain proposal (q(Lε), p(Lε)).
• Set q i+1 = q(Lε) with probability min [1, exp{H(q(0) , p(0)) − H(q(Lε), p(Lε))}] and set q i+1 = q i with remaining probability.
Many improved variants of the HMC exist. Most notable is NUTS (Hoffman and Gelman, 2014) , which chooses the number of integration steps L dynamically. Still, the choices of time step size ε and mass matrix M influence substantially the performance of HMC. The mass matrix must be chosen so that the resulting q-dynamics traverses the relevant parts of the support of π(q) in a coherent and non-oscillating manner, and also ensures that the resulting HMC method is appropriately scaled. For near-Gaussian targets, a rule of thumb (Neal, 2010) is that M should be chosen to be close to the precision matrix of π(q), but for highly non-Gaussian targets, the picture is less clear.
The performance also depends on the integrator step size ε. Too small εs lead to high acceptance probabilities in the HMC algorithm, but also to that too many integration steps (with fixed computational cost roughly equal to that of ∇ q logπ(q)) must be performed to traverse the relevant parts of the target. Too large εs, on the other hand, lead to inaccurate representation of the true dynamics and consequently a poor acceptance rate in the accept-reject step.
HMC and Bayesian hierarchical models
HMC, when properly tuned, can be extremely efficient on targets where the log-density has close to constant curvature (leading to close to linear differential equations (2,3)), even in high dimensions. However, when the target is the joint parameters-and-latent variables posterior in Bayesian hierarchical models, the performance of HMC may in many cases be very poor and HMC may produce misleading results when shorter MCMC runs are performed (see e.g. Kleppe, 2018) .
Such poor performance is at least to some degree caused by that the local scaling properties of the target may change by several orders of magnitude across the relevant support of the target in this case. The behaviour arises, for instance, when latent variables and a variance parameter associated with the latent variables are considered jointly (see e.g. Kleppe, 2018, Figure 1 ). In such situations, the global scaling induced by choosing fixed M and ε may require a very defensive scaling, which is only efficient for the most extremely scaled subsets of Ω, and consequently may be very computationally wasteful in the remaining subsets of Ω.
Unlike strategies based on varying M across the target support (e.g. Girolami and Calderhead, 2011) to counteract variable scaling, the approach of the present paper is to change the target distribution so that the resulting, modified target has close to constant curvature. Subsequently, HMC can be successfully applied to the modified target and MCMC samples distributed according to the original target may be easily recovered.
3 Dynamically rescaled HMC methods based on sequentially dependent block diagonal scaling matrices
Dynamically rescaled HMC methods
Dynamically rescaled HMC methods takes as vantage point a smooth, bijective transformation Ψ : R d → Ω and the introduction of modified parameterisationq so that q = Ψ(q). Based on these constructions, the modified Hamiltonian
is considered. I.e. H DR (q, p) allows regular HMC sampling, but with modified target distribution ∝π(Ψ(q))|∇qΨ(q)|, and thus with Ψ(q) being distributed according to the original target distribution π. The purpose of introducing the modified parameterisation is that for suitably chosen Ψ, the modified target can be made to have close to constant scaling properties that would render HMC sampling of (7) highly efficient. In theory, choosing Ψ so that the modified target distribution was N (0 d , M −1 ) would be the ideal, but typically computationally infeasible situation. Hence looking for
Ψs that in some sense approximate such behaviour is the objective of the rest of this paper. Notice in particular that HMC sampling based on (7) is easy to implement using e.g. Stan (Stan Development Team, 2017) or with the aid of some other first order automatic differentiation tool (Griewank, 2000) . Moreover, during such HMC sampling, the original parameterisation, Ψ(q), is computed in each evaluation H DR , and therefore obtaining samples in the original parameterisation does not lead to additional computational overhead. It is worth noticing that the introduction of such modified parameterisations for improving the performance of Monte Carlo-, or other approximation methods in statistical computing is not new per see. Examples include Mackay (1998) and Kleppe and Skaug (2012) in the context of Laplace approximations. Further examples include affine re-parameterisations in the context of Gibbs sampling (see e.g. Gelman et al., 2014, Chapter 12) , and, in the HMC context, the practice of treating the standard normal innovations of the latent AR(1) process as the latent variables in the stochastic volatility models in the Stan manual (Stan Development Team, 2017, Section 10.5). However, this work seeks to generalise, further elaborate (by taking into account information from different levels in the model) and to some degree automate the latter practice for general Bayesian hierarchical models.
Modified parameterisations based on sequentially dependent block diagonal scaling matrices
The choice of modified parameterisation, and hence Ψ, taken is this work is based on first introducing a scaling matrix 0 < G(q) ∈ R d×d and a location vector h(q) ∈ R d , and subsequently defining Ψ based on G and h. Here, G(q) should be thought of as the "local" precision matrix of the model, i.e. with a similar interpretation as the metric tensor applied in e.g. RMHMC methods (Girolami and Calderhead, 2011) . In particular for log-concave target distributions, G(q) could be thought of as the negative Hessian of the log-target density, or an approximation thereof (Kleppe, 2018) .
Let L(q) denote a lower triangular Cholesky factor of
Then the relation between modified and original parameterisation considered here is given as
Equation 8 act as a "non-constant standardisation" of the scaling properties of q under the target distribution. However, in order to construct a bijective relation betweenq and q, further structure on G(q) and h(q) must be assumed (while still retaining that G(q) and h(q) exhibit useful scalingand location information that varies across Ω). Such a structure may be obtained as follows:
. . , R is said to be a sequentially dependent block diagonal (SDBD) scaling matrix. Note in particular that G (1) is fixed (does not depend on q) and that G (r) depends only on q (1) , . . . , q (r−1) for 1 < r ≤ R. Similarly, a vector on the form
where h (r) ∈ R d (r) , r = 1, . . . , R, is said to be a sequentially dependent blocked (SDB) vector. In Section 4, particular choices of SDBD scaling matrices and SDB location vectors relevant for Bayesian hierarchical models are discussed. In the proceeding, the notation q (r:s) , s ≥ r is used to denote q (r) , . . . , q (s) , and similarly for other collections of blocked quantities.
Provided that G(q) has the SDBD property, it is clear that L(q) = bdiag(L (1) , . . . , L (R) (q (1:R−1) )) where L (r) is the lower triangular Cholesky factor of G (r) , r = 1, . . . , R. Based on SDBD assumption on G(q) and SDB assumption on h(q), a unique inverse of (8), namely Ψ(q), can be calculated explicitly as
and thus Ψ defines a bijection. Moreover, under the SDBD property on G(q), the Jacobian determinant of Ψ, required to compute the modified target (7), has a particularly simple form
Equation 9 follows from that the inverse of Ψ, (8), has (under SDBD assumptions) a lower blocktriangular Jacobian with {L T (r) } r along the block diagonal, and therefore Jacobian determinant equal to |L(q)|.
Relation to RMHMC
It is worth noticing that the concept of SDBD scaling matrices is also relevant for RMHMC. Consider the Hamiltonian
typically used in RMHMC and momentarily assume that h = 0 d . In the case when the metric tensor G(q) is SDBD, it is straight forward to verify (see supplementary material, Section A) that the generalised leap frog integrator (Girolami and Calderhead, 2011, Equations 16-18 ) required for (10) is explicit. Further, still under the assumptions that G(q) is SDBD and that Ψ is derived from G(q) as described above, it is clear that the Hamiltonians (7) and (10) are related as H RM (Ψ(q), L(Ψ(q))p) = H DR (q, p) when M = I d in the latter. Namely, the (energy) level sets (in (q, r)-coordinates) of the Hamiltonian (10) and the corresponding level sets of (7) (in (q, p)-coordinates) are identical (see Betancourt, 2017 , for a detailed discussion of the importance of level sets). However, excluding when G(q) is constant, the phase space variable transformation (q, p) → (q, r) = (Ψ(q), L(Ψ(q))p) is only bijective and volume preserving (and thus does not alter the Boltzmann distribution), but is not a canonical transformation/symplectic one-form (see e.g. Goldstein et al., 2002, Chapter 9.4) . Therefore the time-dynamics of (10) and (7) are not identical. Note that such modulation of the time-dynamics/physics that preserves the q-marginal of the Boltzmann distribution is routinely done in statistical applications of HMC, e.g. by varying M.
In what follows, only the DRHMC variant of the dynamics is considered, as this methodology admit straightforward implementation in Stan. The RMHMC variant of the dynamics, on the other hand, requires non-standard symplectic integrators and more complicated use of automatic differentiation (see supplementary material, Section A). Studying the relative merits of the two methods is left for future research.
SDBD scaling matrices for Bayesian hierarchical models
Up to now, the availability of a relevant SDBD scaling matrix G(q) has been assumed. This Section discusses how to construct such an object for a general Bayesian hierarchical model. Before proceeding, it is convenient to introduce a further concept which facilitates the construction of SDBD G(q)s that incorporates information from different levels in the hierarchical model.
Constant information parameterisations under default parameter block orderings
This Section introduces constant information parameterisation under default parameter block ordering (CIP). Consider a family of distributions characterised by p(x|θ (1) , . . . , θ (p) ) where the collection of parameters are subdivided into p ordered vector blocks θ (1) , . . . , θ (p) . Note that the ordering of the parameter blocks is considered a part of the parameterisation. Then, the parameterisation of x|θ (1) , . . . , θ (p) is CIP if either p > 0 and
. . , θ (p) )) does not depend on any of θ (r) , r = 1, . . . , p.
• F r = Var(∇ θ (r) log p(x|θ (1) , . . . , θ (p) )), r = 2, . . . , p only depends on some, or none, of θ (1) , . . . , θ (r−1) . or p = 0 (i.e. any distribution with fixed/without parameters is s CIP). At first glance, such a parameterisation may seem rather restrictive, but as will be clear from the proceeding Sections, CIPs are both very natural and often used in practice. To exemplify CIPs, consider a univariate Gaussian distribution with log-precision θ (1) and mean
and F 2 = exp(θ (1) ), and therefore this parameterisation (and parameter block ordering) is a CIP. Another such example is the Gamma distribution with fixed shape parameter α, where θ (1) is the log-scale parameter, i.e. p(x|θ (1) ) ∝ x α−1 exp(−x exp(−θ (1) )). Then F 1 = α, and thus also this parameterisation is a CIP. In both cases, performing log-transformations of positive parameters (precision, scale) in these examples are routinely done in statistical computation and therefore working with CIPs for these families is indeed a natural thing to do.
A few more notes on CIPs before proceeding are in order here: Firstly, the CIPs associated with a particular parametric family are in general not unique. For instance, CIPs are invariant to (fixed) invertible affine transformations of the individual parameter blocks. I.e. if x|θ (1) , . . . , θ (p) is a CIP, and
is also a CIP (but with obvious changes to the Fisher information diagonals). E.g. taking θ (1) to be the log-variance, log-standard deviation, log-square-root precision and so on in the Gaussian distribution discussed above also lead to CIPs. Also, the default parameter block orderings may also not be unique.
In this work, focus is in particular on CIPs that are also (at least asymptotically) orthogonal parameterisations (see e.g. Cox and Reid, 1987) in the sense that the cross Fisher information
between θ (r) and θ (s) , s = r is zero. In this manner, no error is incurred by considering only the diagonal blocks {F r } p r=1 of the total Fisher information associated with x|θ (1) , . . . , θ (p) . Both example models above have this property.
Note also that non-degenerate transformations of the random variable x|θ (1) , . . . , θ (p) (where the transformation does not depend on the parameters) does not affect the Fisher information, and therefore a CIP needs only to be found for the original random variable. E.g. a CIP for the univariate Gaussian distribution is also a CIP for the log-normal distribution.
Finally, if x|θ (1) , . . . , θ (p) is a CIP, then the corresponding distribution with some of the parameter blocks fixed is still trivially a CIP. E.g., the Gaussian distribution above, with either log-precision or mean fixed is still a CIP with a single parameter block.
CIPs appear also to have other interesting properties that are not exploited directly here. E.g. for single parameter block CIPs, the Jeffreys priors are improper flat priors. CIPs appears also to be beneficial in connection with asymptotic statistical theory, but a further investigation of these properties are left for future research.
Model assumptions
The hierarchical model consists of sampled stochastic vector blocks q (1:R) (parameters, latent variables, missing data and so on) and observed stochastic vectors y (1:S) (subdivided in S vector-blocks).
It is assumed that log-target density kernel can be written as
where each of q (r) |θ (1) , . . . , θ (pr) and y (s) |θ (1) , . . . , θ (p y s ) are on CIP form, and the direct predecessor indices are such that
and
Note that p r = 0 is allowed (e.g. for low level hyper parameters), and in particular, by construction, p 1 = 0. Moreover, note that the conditional densities of (11) may also depend on observed vectors y (1:S) (and other fixed quantities), but this is made implicit in the notation. In order to illustrate the restrictions imposed by (11, 12, 13) , consider the model
Then p 1 = p 2 = 0 and, p
above, is a CIP, and the invariance to affine re-parameterisation), this model is consistent with (11). On the other hand, y (1) |q (1) , q (2) ∼ N (q (1) , exp(−3q (2) )) would violate the model assumption (13) as P y s (1) = 2 ≮ P y s (2) = 1. Thus, the internal ordering of the sampled quantities must be carefully chosen in order to comply with the model assumptions (12,13). In practice for Bayesian hierarchical models, the ordering restrictions are typically fulfilled by letting the lowest level parameters be the first sampled blocks, and by letting the latent variables be the last of the sampled blocks.
It is clear from (11) that the non-linear transformations between sampled quantities, e.g. q (Pr(t)) , and the associated CIP parameter θ (t) in the conditional distribution of q (r) , is not allowed. Still, in most useful cases, such non-linear transformations can be introduced while complying to (11) by redefining q (Pr(t)) to be some affine transformation of θ (t) , which as discussed above does not disturb the CIP properties of q (Pr(t)) . To exemplify, suppose one would rather put a Gamma prior directly on the precision in (14). However, for (14) to be a CIP, the log-precision needs to be the parameter. Defining q (1) so that exp(q (1) ) has the sought Gamma prior (along with recording exp(q (1) ) during the MCMC simulations) has the same effect as a-priori defining q (1) to be the precision.
Specific scaling matrix used
Before constructing the scaling matrix, some more notation is required: the sets of direct successors are defined as
Moreover, the equality between CIP parameters and sampled quantities is made implicit in short hand notation, so that e.g. p(q (r) |θ (1) = q (Pr (1)) , . . . , θ (pr) = q (Pr(pr)) ) = p(q (r) |q (Pr(1:pr)) ).
As discussed above, the scaling matrix G(q) should reflect the local precision with respect to sampled quantities of the statistical model specified in terms of (11). In this paper, the r-th block of the SDBD scaling matrix, G (r) , corresponding to q (r) , is taken to be a SPD approximation to the (q (r) , q (r) )-block of the negative Hessian of logπ (w.r.t. q). The latter block could be written as
. (17) The specific SPD approximation to (17) used here has the form
where:
• The term A (r) is approximated by the SPD I
Note that due to the ordering of the sampled blocks (12), I
A (r) may only depend only on q (t) s such that t < r, and therefore this contribution to G (r) does not violate the sequential dependence property.
• The B (t|r) , t ∈ S(r)-terms are approximated by the SPSD Fisher information with respect to q (r) :
Since all the terms of (11) are CIPs, and due to the ordering of direct predecessors (12), I
B t|r may only depend on on q (l) s such that l < r.
• The C (s|r) , s ∈ S y (r)-terms are also approximated via SPSD Fisher information denoted by I C s|r , similarly as for the B (t|r) -terms. Due to the CIP-structure of y (s) |q (P y (1:p y s )) and the ordering of the direct predecessors (13), the contribution I C s|r to G (r) does not violate the the sequential dependence property.
Since y (s) is not a sampled block, some more flexibility is afforded for I C s|r without violating the sequential dependence property. Specifically, if p y s = 1 (i.e. the conditional distribution of y (s) only depends on a single sampled block) the observed Fisher information:
can be used instead of I C s|r . Note in particular that constant information parameterisations are not necessary in this case, as J C s|r is constant with respect of q. Due to conditional independence assumptions typically imposed in modelling, the resulting scaling matrix diagonal blocks corresponding to latent fields are typically sparse (Rue and Held, 2005; Rue et al., 2009) , which substantially speeds up computations. In cases where q (r) |q (Pr(1:pr)) is in-proper (e.g. a flat prior or an intrinsic Gaussian Markov random field (Rue and Held, 2005) ), a SPSD precision matrix I A (r) is used, while assuming that the addition of the sum of direct successor Fisher informations is sufficient to make the resulting diagonal block G (r) SPD.
In order to illustrate the process of building the SDBD scaling matrices, reconsider the example model (14-16). From the model, the SDBD scaling matrix is built from prior precisions I C (1|2) = exp(3q (1) ) only (as S(1) = S(2) = ∅), and results in G(q) = diag(1 + 9 2 , 1 + exp(3q (1) )). In particular, it is seen that information I C (1|2) = exp(3q (1) ) from the "measurement" equation (14) is important in order to capture the different scales afforded by the target distribution associated with (14-16). This information would not be taken into account by scaling according only to the priors (15,16), as is done implicitly in Stan Development Team (2017, Section 10.5).
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Figure 1: Contour plots of the log-target density associated with (14-16) (left panel) and the associated modified targets based on the scaling matrix
. In all cases, y (1) = 0.5, and h (1) = 0 for both modified targets. Figure 1 illustrates the effect going from the original target associated with (14-16) (left panel) to the modified target based on the scaling matrix found above (middle or right panel) for y (1) = 0.5. It is seen that for this situation, the original target logπ(q) contains substantially different scales depending on the q (1) -coordinate (and thus is problematic for HMC sampling), whereas the modified target has close to constant scaling in both cases, and should therefore be suitable MCMC sampling based on HMC.
Choosing the location vector h (r)
As is also illustrated by comparing the middle and right panels of Figure 1 , the choice of h (r) , r = 1, . . . , R, may influence how well HMC will work on the modified target. The choice h (2) = E(q (2) |y (1) , q (1) ) in this particular example results in that the modified target distribution that has independent components. On the other hand, finding relevant and sequential dependence-respecting h (r) s, in particular for low-level (small r) parameters is difficult. As illustrated in the simulation experiments to be discussed shortly, a rather safe option is to set h (r) corresponding to low-level parameters equal to zero or alternatively to the marginal expectations of those parameters (obtained from a preliminary run or during warm up).
For more high-level sampled quantities, say e.g. q (R) (typically a latent field), whose "typical location" conditional on data may move substantially depending on the value of the low-level parameter (in particular in high or variable signal to noise settings such as in Figure 1 , left panel), it may be an advantage to set h (R) equal to some approximation to E(q (R) |q (1:R−1) , y (1:S) ). Assuming here for simplicity that only a single observation block y (1) depends only on q (R) , a rather generic approach for computing such approximate conditional expectations would be
which obtains by approximating p(q (R) |q (1:
) and subsequently combining the two sources of Gaussian information. Note that G (R) in any case must be Cholesky factorised, and therefore this approximation adds only a modest amount of additional computing time. Further, the formula is easily extended to situations with further observation blocks and cases where q (R) |q (1:R−1) is in-proper. Note also that if q (R) |q (1:R−1) , y (1:R) indeed is Gaussian, as is the case in the linear/Gaussian state space model and the Stock and Watson model discussed below, the above formula is exact.
What is lost by disregarding off-diagonal blocks of the Hessian?
A closer look at Figure 1 , right panel reveal that of the modified targetπ(Ψ(q))|∇qΨ(q)| based on the above found SDBD scaling matrix and h (2) = E(q (2) |y (1) , q (1) ) does not have unit covariance matrix, but rather Var(q) ≈ diag(1.9 2 , 1). This phenomenon is related to fact that the scaling matrix G, for the reasons of computational efficiency detailed above, is chosen to be (block-) diagonal, whereas the negative Hessian, or some relevant SPD approximation to the Hessian, would have non-trivial off-diagonal elements. Thus, a further discussion of the trade-off made by choosing a block-diagonal scaling matrix, and how to make the block-diagonal scaling matrix as good an approximation as possible is in order.
A useful model for studying this phenomena is when the target distribution is a (zero mean) Gaussian with some precision matrix Q and some blocking q (1:R) . Clearly p(q) can be written as
), where each of the factors are Gaussian with fixed precision matrices, and the conditioning variables enter only linearly in the mean. Therefore, via the expected negative Hessian representation of the Fisher information, I B (t|r) = B (t|r) , t = 2, . . . , R, r = 1, . . . , t − 1, and thus G (r) is equal to the corresponding block of the precision matrix, namely G (r) = Prec(q (r) |q (−r) ). Interpreting G as an inverse covariance matrix leads to the variance representation of G:
Provided the blocks of q are not independent, working with the block-diagonal G based on (18) will in this case lead to systematic underestimation of the marginal variances of the original target and consequently, to that the marginal variances being greater than unity under the modified target. In light of this observation, it is clear that the primary objective of the G-based modification of the target is to remove variable scaling and arrive at approximately fixed (but not necessary unit variance) scaling, as illustrated Figure 1 . Fixed, non-unit variance scaling can subsequently be corrected by appropriate choices of the HMC mass matrix M. Still, (21) provide guidance as how to make G to have as high quality as possible: Firstly, make the blocks as large as possible in order to capture as much of the target dependence structure internally in the blocks. Secondly, use parameterisation of the models so that the cross-block dependence is as weak as possible. In particular, to this end, orthogonal block parameterisations as discussed in Section 4.1 should be used as far as possible.
Overview of (block-) orthogonal CIPs
This Section gives a brief overview of available CIPs relevant for Bayesian hierarchical models, mainly in order to illustrate that modelling with CIPs constitutes quite a small restriction. More details, including expressions for Fisher informations {F r } p r=1 for the mentioned models are available in (noncomprehensive) lists in the supplementary material, Sections B, C.
For continuous univariate models, Gaussian-, fixed shape Gamma-, Laplace-and Weibull distributions admit closed form orthogonal CIPs, whereas a variable shape Gamma distribution CIPs obtains by solving an implicit equation and is easily approximated numerically. For the t-distribution, an approximate orthogonal CIP is discussed.
For discrete probability distributions, useful CIPs seem more difficult to come by (e.g. for a Poisson distributed y, a CIP obtains when E(y) = cθ 2 (1) ). However, such distributions are by construction only relevant as observation likelihoods in the present framework, and therefore observed Fisher informations are typically used. Supplementary material, Section B.2 provides observed Fisher informations for Poisson, Binomial and negative Binomial distributions.
With respect to multivariate Gaussian models (which are often used as latent fields) with sampled parameters influencing the mean in a linear manner, both CIPs for unrestricted precision matrices and more structured precision matrices (e.g. stationary AR(1), intrinsic random walk, Besag-type intrinsic GMRFs etc. (see Rue and Held, 2005) ) are discussed, and implied Wishart priors under the CIPs for unrestricted precision matrices are given. Table 1 : Result from linear Gaussian state space model experiment. All figures reported were obtained using RStan and are calculated as the mean over 10 independent replica, with 1000 warmup iterations and 1000 iterations used for collecting samples. "Post. Mean" and "Post. SD." are posterior mean and standard deviation respectively.n eff is a measure of effective sample size calculated over the independent replica. Reported CPU times are for 1000 iterations. The best effective sample sizes per computing time are indicated with bold font.
Simulation experiments
This Section illustrates, benchmarks, and further explores via simulation, different aspects of the proposed methodology for three simple example models. Further details on how to implement DRHMC within Stan are given in supplementary material, Section D. In the present paper, focus is in particular on time series models as these models only require Cholesky factorisations of tri-diagonal G (r) s. All relevant files for implementing and running the different models, including a small R-package with various utility routines, are available at https://github.com/torekleppe/DRHMCcodes.
Linear Gaussian state space model
The first model used in the simulation study is a linear Gaussian state space model (see e.g. Durbin and Koopman, 2012) , where the latent state is a univariate stationary Gaussian AR(1) process. The model allows exact calculation of posterior distributions via the Kalman filter, which can be used as reference for the MCMC results produced. The CIP for a stationary Gaussian AR(1) model obtains by defining σ 2 (λ) = exp(−λ) and φ(ω) = tanh(ψ(ω)) where ψ : R → R is discussed in the supplementary material, Section C.2.1. Then, the parameterisation of the stationary AR(1) process {x t } T t=1 considered here is
The linear Gaussian state space model is further characterised by the observation equation
The mean and autocorrelation parameters were fixed to µ = 0 and ω = 2.2 (corresponding to φ(ω) ≈ 0.9959 for T = 100). Two variants of the model are considered;
• Model 1: q = (q (1) = λ, q (2) = x), with flat prior on λ, which leads to G = bdiag(T /2, Prec(x|λ)+ exp(τ )I T ). Here, τ is fixed at the true value. • Model 2: q = (q (1) = τ, q (2) = x), with a N (0, 3 2 )-prior on τ , which leads to G = bdiag(
Here, λ is fixed at the true value. Both models were applied to two simulated data sets of length T = 100. The true parameters were: τ = − log(0.15
2 ) in data set 1, τ = − log(0.005 2 ) in data set 2, and λ = − log(0.15 2 ) for both data sets. The models and true parameters of the data sets are chosen to highlight different aspects of the proposed methodology.
DRHMC-methods based on the above presented scaling matrices were implemented using three alternative second block location vectors, namely h (2) = 0 T , h (2) = y and h (2) = E(x|y, λ, τ ), where the latter has closed form due to the linear and Gaussian structure of the model. Note that for h (2) = E(x|y, λ, τ ),q (1) andq (2) are independent, andq (2) is standard Gaussian under the modified target. As a reference, an implementation referred to as "x-prior standardisation" is based on direct application of HMC to the standardised residuals of x (i.e. z where z 1 = x 1 exp(λ/2) 1 − φ 2 , z t = (x t − φx t−1 ) exp(λ/2), t = 2, . . . , T ) and λ or τ respectively.
The results are presented in Table 1 . All computations presented in this paper were implemented in RStan (version 2.17.3) and run on a 2016 imac. Unless otherwise noted, default parameters in (R-functions) stan()/sampling() were used. For each combination of method, model and data set, 10 independent chains were run, with 1000 warm-up iterations, and the subsequent 1000 iterations recorded. The reportedn eff is a measure of effective sample size (See Gelman et al., 2014, Chapter 11.5) computed across the different independent chains, whereas reported computing times are for the generation of 1000 samples.
From Table 1 it is first seen that due to the exact independence of all sampled quantities for DRHMC, h (2) = E(x|y, λ, τ ), perfectn eff is obtained for each setting of the experiment. Secondly, x-prior standardisation fares quite well for the low signal-to-noise data set 1 whereas the performance is poor for the high signal-to-noise data set 2. This follows from that for data set 2, the vast majority of information w.r.t. x comes from the observations, and thus the prior-based standardisation relation between z and x is irrelevant for this target. The choice of h (2) is also seen to a varying degree to impact the performance. In particular when the observation noise precision τ is sampled, h (2) = y and h (2) = E(x|y, λ, τ ) produces substantially better performance than the h (2) = 0 T . The results indicates
Prec(x|λ, ω) - Table 2 : Blocking and terms in the scaling matrix diagonal blocks (18) for the stochastic volatility model. ξ(T ) is the Laplace-based approximate precision of the prior on ω implied by (24). Matrix Prec(x|λ, ω) is the tridiagonal precision matrix associated with the AR(1) process. Note in particular that G (4) = Prec(x|λ, ω) + 1 2 I T is also tridiagonal. 
),x i = log(y 2 i ), mean CPU time = 36 seconds. Table 3 : Result for the stochastic volatility model example. All figures reported were obtained using RStan and are calculated as the mean over 10 independent replica, with 1000 warmup iterations and 1000 iterations used for collecting samples. "Post. Mean" and "Post. SD." are posterior mean and standard deviation respectively.n eff is a measure of effective sample size calculated over the independent replica. CPU times are for 1000 iterations. The best effective sample sizes per computing time are indicated with bold font.
that a rule of thumb would be that for a non-linear model where exact conditional expectations are unavailable, extra care must be taken when choosing the h (r) s corresponding to latent fields, in particular in the cases where scales of either the prior or the observation information changes substantially across the target distribution. Figure 2 displays trace plots and histograms (with true posterior marginal density as reference) for τ in the model 2, data set 2 case. In the cases of x-prior standardisation and DRHMC, h (2) = 0 T , the different independent chains stabilises in different parts of the target distribution and lead to poor effective sample sizes. Such behaviour is typically seen for target distributions with a strong "funnel"-nature when applying automatic tuning of the HMC sampler parameters is applied. I.e., the automatic tuning typically adapts to different regions of the target with different scaling properties. On the other hand, the plots suggest that the proposed modified parameterisation with either h (2) = y or h (2) = E(x|y, λ, τ ) result in a well-behaved modified target distribution where the automatic tuning of the HMC sampler is very robust.
Stochastic volatility model
The second simulation experiment involves a basic stochastic volatility model (see e.g. Kim et al., 1998; Shephard, 2005) where observations are modelled as y t |x t ∼ N (0, exp(x t )), t = 1, . . . , T, and {x t } T t=1 |λ, ω, µ is distributed according to (22, 23) . The model is finalised by the standard priors (see e.g. Kim et al., 1998) :
µ ∼ N (0, 10 2 ).
The blocking of sampled quantities and terms in the scaling matrix diagonal blocks used for DRHMC are detailed in Table 2 . Three variants of DRHMC were considered, with h (4) = 0 T , h (4) = µ1 T and
. . , T . The latter may be regarded as an approximation to E(x|y, λ, ω, µ) and obtains from (20). A reference procedure, denoted as "x-prior standardisation", is similar as for the linear Gaussian state space model described above, where the standardised N (0, 1) innovations of the x-process are regarded as the latent variables, and non-CIP parameterisation of the first order autoregressive parameter was applied. All methods were implemented in RStan, with some additional C++ code for computing ψ(ω) and a second order derivative-based approximation ξ(T ) to the prior precision of ω implied by (24). For DRHMC, the maximum tree depth was set to 6, and otherwise default settings were used. The data set was T = 2515 daily log-return×100 observations of S&P500 between October 1st, 1999 and September 30th, 2009, previously used by Grothe et al. (2016) . Table 3 provides results and it is seen from the simulation experiment that DRHMC with h (4) = 0 T and h (4) ≈ E(x|y, λ, ω, µ) produces close to iid chains for all of the parameters and latent variables, with the latter requiring slightly higher computing times. In particular, DRHMC with h (4) = 0 T produces a speed up of sampling parameters by roughly a factor 3 relative to the reference. On the other hand, DRHMC with h (4) = µ1 T performs substantially poorer than the reference, and thus it is seen that a poor, non-fixed, guess for h can indeed lead to worse performance than the reference. The model involves rather un-informative observations, and the information conveyed by the observations does not vary with any parameter. Therefore, the above, modest improvements over the reference are as expected.
Crossed random effects -the Salamander mating data
This Section considers a crossed random effects model with binary outcomes for the Salamander mating data described in detail in McCullagh and Nelder (1989, Chapter 14.5) . The model considered is identical to the INLA example model "Salamander model B" obtained from http://www.r-inla.org/examples/volume-ii and is characterised by
Here b F ik (b M jk ) are random effects specific to female (male) i (j) in experiment k = 1, 2, 3. The salamanders of experiment 1 and 2 are identical, and therefore the individual specific random effects are allowed to be correlated. Successful mating was recorded as y ijk = 1 for 360 combinations of ) are calculated from samples of P under the posterior distribution. Posterior mean and SD were obtained as the mean over 10 independent replica with 1000 iterations (and 1000 warm up iterations). The effective sample sizesn eff are calculated across all 10 replica, whereas the CPU times are averages for producing 1000 iterations. The best effective sample sizes per computing time are indicated with bold font.
female salamander i and male salamander j in experiment k. Here x ijk ∈ R 5 is covariate vector (including an intercept) and β ∈ R 5 a fixed effect with flat prior. Due to the low, and fixed with respect to parameters, information content in the observations y ijk , the C-information for this model is fixed to zero. I.e. treating each individual observation as one block leads to zero observed Fisher information (supplementary material, Table 8 ) and treating all observations as a single block leads to an un-identified optimiser of log p(y ijk |β, b F and so on, which obtains using the methodology explained above with I C = 0), and 2) the effect of using the block-orthogonal CIP of the precision matrix P for a bivariate Gaussian:
for precision matrices P F ,P M , relative to the (different) parameterisation of SPD data type cov_matrix and Wishart distributions used internally in Stan (See Stan Development Team, 2017, Section 35.9). See supplementary material, Section C.1, for a CIP of precision matrices of arbitrary order, and also associated Fisher information and implied Wishart distribution. Results for a default implementation (sampled parameters (β, b
, similar to x-prior standardisation discussed above) and a fully CIP/DRHMC implementation (sampled parameters (β,b
M ,log τ F ,log τ M ), all location vectors h (r) are fixed to zero) are presented in Table 4 . Table 4 focuses mainly on the more difficult parameters, namely the random effects variance structure. The effective samples sizes of the random effects are close to perfect in all cases. It is seen that choosing a standardised random effects parameterisation is beneficial relative to the default implementation both in terms of CPU time and effective sample size, but the effect is not very large as the variance of random effects parameters have quite tight priors. Moreover, it is seen that introducing the CIP parameterisation of the precision matrices seems to further improve sampling efficiency, but again the gains are not very large for this particular model.
Prec(x|λ) - -1955 and Q1-2018 . DRHMC, Method 0 correspond to direct application of the proposed methodology where h (1) , h (2) , h (3) are set to zero, whereas in DRHMC, Method 1, a preliminary run of method 0 is used to find fixed values for h (1) , h (2) , h (3) and also G (1) . Direct HMC uses the default parameterisation of (25-28). All results are based on 10 independent chains, each with 1000 iterations and 1000 warm up iterations. The effective sample sizes (n eff ) are calculated across the combined iterations, whereas CPU times are for 1000 iterations. The best effective sample sizes per computing time are indicated in bold font.
Realistic application -the Stock and Watson (2007) model
The realistic model used for illustrating the proposed methodology is the Stock and Watson (2007) model for observed inflation rates y = {y t } T t=1 , which may be written as:
and completed with prior exp(λ) ∼ Gamma(5, 0.5). Here, τ = {τ t } T t=1 is a latent first order random walk stochastic trend component, and both y and τ are subject to stochastic volatility driven by x = {x t } T t=1 and z = {z t } T −1 t=1 respectively. Note that z|λ, x|λ and τ |z are all intrinsic Gaussian first order random walk processes, and that the model has "two levels" ((z, x) and τ ) of latent variables, which have a strongly non-linear joint distribution. I.e. p(x, z, λ), p(τ, z|λ) and p(τ, x|y, λ) all have highdimensional "funnel"-like structure. Such a model would in particular be challenging for methods based on the Laplace approximation such as INLA (Rue et al., 2009) , and recently, specialised computational methods for such models have been developed (see e.g. Moura and Turatti, 2014; Shephard, 2015; Li and Koopman, 2018) . Here, on the other hand, it is shown that with a very modest coding effort under the proposed methodology, this model is easily tackled using the general purpose Stan software. Blocking and related information is presented in Table 5 . Two variants of DRHMC were considered. The former, referred to as Method 0, is based on h (1) = 0, h (2) = 0 T −1 , h (3) = 0 T in line with the finds in Section 5.2 and due to lack of obvious sequentially dependent choices for h (1) , h (2) , h (3) . In Method 1, a preliminary chain using Method 0 is first run, and subsequently h (1) , h (2) , h (3) are set to the estimated posterior mean of λ, z and x respectively. Moreover, in Method 1, the λ scaling matrix G (1) is set equal to the estimate of the marginal posterior precision of λ from the preliminary run, and for this method the HMC scaling matrix M is set equal to identity. In both methods, h (4) = E(τ |z, x, y, λ) = G −1 (4) (x, z)P y (x)y (as τ |z, x, y, λ has a proper Gaussian distribution), and this choice effectively integrates out τ from the target.
Direct HMC sampling (i.e. parameterisation (λ, z, x, τ ) as the intrinsic priors on z, x and τ does not admit straight forward prior standardisation) implemented in RStan is used as a reference. The data y consist of T = 252 log-return×100 observations of quarterly US CPI between first quarter of 1955 and first quarter 2018, obtained from the OECD statistics web site http://stats.oecd.org.
Results, comparing the three methods, are presented in Table 6 , and Figure 3 gives a representation of the posterior distribution of the latent processes. From the Table, it is seen that direct HMC for this model works very poorly, even when tuned towards an acceptance rate of 0.99. This observation is also corroborated by the facts that several proposals resulted in divergent simulation of the dynamics, and that most of the transitions involve exhausting the default allowed number of leap frog steps. In tandem, these observations indicate that the scaling properties of the target (in (λ, z, x, τ )) are too variable for a globally tuned HMC.
The two DRHMC methods produce robust results. It is seen that DRHMC, Method 0 produces consistently the best effective sample sizes per computing time, in large part because of the very fast computing times. Looking at the distributions for the modified parameterisation, it is seen that for both DRHMC methods, the modified latent variables are close to standardised (this is indeed the case for all periods, but only first period is presented in Table) , whereas the standardisation of λ under method 0 is somewhat inaccurate due to dependencies not captured by the block-diagonal scaling matrix.
From Figure 3 , it is seen that the data suggest both substantial time-variation in both the signalto-noise ratio and volatility of the latent process τ across the support of the target distribution, where both of the features gives rise to "funnel"-like structures. Still, by accounting for these effects through the scaling matrix enables the usage HMC as in a very effective manner.
Discussion
This paper has discussed the dynamically rescaled Hamiltonian Monte Carlo method as a computationally fast way of performing full Bayesian analysis of non-linear/non-Gaussian Bayesian hierarchical models. Through simulation experiments, the methodology has been shown to be highly competitive, while retaining that the methodology is easily implemented in Stan (or some other high level MCMC software). Several extensions/modifications to the methodology has been kept out of the paper, both in the interest of keeping the paper at a manageable length, but also as they are more difficult, though by no means impossible, to implement in Stan.
The former such extension would be to consider latent models which gives rise to more complicated sparsity pattern for high-dimensional G (r) s, such as e.g. when q (r) is a spatial or spatial-temporal Gaussian Markov random field. The current version of Stan does not implement a sparse Cholesky factorisation (see e.g. Davis, 2006) within its automatic differentiation framework. However, such routines will be available in Stan in the future and thus DRHMC for spatial models will be straightforward to implement then.
A second extension is particularly relevant for a non-linear/non-Gaussian latent model, say q (R) , where the precision matrix I A R is either unavailable or poorly reflect the local scaling properties of q (R) (e.g. dynamic models where transition variance depend on current position). In this case, sequential dependence-respecting location and scale information adapted to observations may be obtained using a Laplace approximation approach, i.e. (assuming for simplicity that all observations are collected in a single block y (1) ) h (R) (q (1:R−1) ) = arg max
Such an implementation would require an "inner" optimisation step (29) for each evaluation of the modified target, which is somewhat more challenging to implement in Stan. However, as demonstrated by INLA and TMB, which both compute substantial numbers of such inner optimisers during a model fitting process, DRHMC with inner optimisation steps should be possible and may produce substantial speed-ups in certain situations. Note that applying the Laplace approximation location vector (29) and precision matrix (30) effectively makes DRHMC a pseudo-marginal method (Andrieu et al., 2010) where the modified target involves a Laplace approximation to the marginal parameter posterior (and being exact in conditionally linear Gaussian cases such as in Sections 5.1,6). However, the mechanism for correcting for such approximation error under DRHMC is very different from methods relying on unbiased Monte Carlo estimates such as particle MCMC (Andrieu et al., 2010) or even pseudo-marginal HMC (Lindsten and Doucet, 2016) . Assessing the merits and limitations of such a Laplace approximation-based approach is currently on the research agenda. The approach may benefit from applying the more specialised integrator developed in Lindsten and Doucet (2016) , as the distribution ofq (R) under the modified target will be close to independent from the remaining blocks and approximately standard Gaussian when the said Laplace approximation is at least somewhat accurate. Finally, it is worth noticing that the effect of exploiting CIPs under DRHMC seems most pronounced for high-dimensional latent fields, whereas the effects may be smaller for low level, lowdimensional parameters (though in some cases not negligible as illustrated in Section 5.3). In these cases, choosing G (r) = I d (r) , h (r) = 0 d (r) for such low-level parameters may substantially reduce the modelling efforts without affecting performance to a large degree.
Supplementary material to "Dynamically rescaled
Hamiltonian Monte Carlo"
Tore Selland Kleppe
This note provides supplementary material for the paper "Dynamically rescaled Hamiltonian Monte Carlo". The note discusses first how a SDBD metric tensor results in an explicit integrator for RM-HMC, and secondly provides more details on CIPs for common statistical models. Equation references < 31 refer to equations in the main paper.
A Generalised leap frog for RMHMC with SDBD metric tensor
Typically, the generalised leap frog integrator (Leimkuhler and Reich, 2004) , characterised by
is applied in RMHMC with Hamiltonian (10). For a general metric tensor G(q), (31,32) are implicit.
In the high dimensional settings, typically associated with hierarchical models, the application of implicit integrators may be very computationally demanding, as many sets of non-linear equations, typically involving third derivative tensors ofπ and matrix decompositions must be solved using fixed point iterations for each MCMC proposal.
In the case where G(q) is SDBD, however, it is clear that the Hamiltonian (10) has the form
where ϕ(q) = − logπ(q) + 1 2 R r=1 log(|G (r) (q (1:r−1) )|) (where q (1:0) = ∅). By updating position and momentum-variables block-wise, it is clear that the generalised leap frog integrator is in fact explicit in this case:
Here, the notation r * = r(t + ε/2) is used to simplify the notation, and the momentum is blocked conformably with q.
Even though the generalised leap frog integrator is explicit for SDBD metric tensors, it is somewhat more cumbersome to work relative to the DRHMC-variant of the dynamics, as the gradients (35) either must be calculated for each r sequentially, or require some explicit representation of ∇ q G.
Default Information
Comment parameter blocks Univariate Gaussian Distribution:
λ is log-precision for δ = 1, log-variance θ (2) = µ ∈ R: mean exp(δλ) for δ = −1 and log-SD for
See section B.1.3 θ (2) = b ∈ R: log-scale exp(2a) Table 7 : Summary of block-orthogonal CIPs (or approximate CIP in the case of the t-distribution) for some common univariate continuous distributions. , so that the Gamma distribution with conventional shape parameter exp(g(a)) has constant Fisher information with respect to a.
B Details of CIPs for univariate distributions
This, and the coming sections, consider CIPs for common statistical models with application in forming SDBD metric tensors. In particular, this section considers univariate models relevant for priors and as observation likelihoods. Table 7 provides CIPs for some continuous univariate distributions commonly used in Bayesian modelling. All of the multi-parameter block distributions are block-orthogonal. Most of the calculations resulting in Table 7 are straight forward, and only the non-trivial results are discussed further.
B.1 Univariate continuous distributions

B.1.1 Gamma and related distributions
The constant information parameterisation is not of closed form for the Gamma distribution. However, for an orthogonal parameterisation on the form p(x|a, b) ∝ x (exp(g(a))−1) exp(−x exp(g(a) − b)), a, b ∈ R, i.e. where E(x) = exp(b) and V ar(x) = exp(2b)/ exp(g(a)), the Fisher information with respect to a is given by
where Ψ 1 is the first polygamma function (i.e.
The function g(a) is chosen to be monotonously increasing solution of Var(∇ a log p(x|a, b)) = 1 2 , and with initial condition g(0) = 0. The solution g(a) is most conveniently expressed via the implicit equation
A graph of g(a), calculated numerically using high precision quadrature and root finding, is presented in Figure 4 . The Fisher information with respect to b is Var(∇ b log p(x|a, b)) = exp(g(a)), which shows that the default block ordering should be θ (1) = a, θ (2) = b.
Based on the differential equation (37), it is straight forward to verify that limiting behaviour of g(a) as ±a → ∞ must be linear. Based on high precision numerics, these asymptotes are found to be approximately
To obtain an easily evaluated approximation g * to g, the non-linear behaviour "pasting" these two linear asymptotes together is resolved by selecting the functional form of the sought approximation g * (a) to be
k=1 c k a k , a < 0. By construction, the initial condition g * (0) = 0 is fulfilled, and the constants b k , k = 1, . . . , 7 are found so that g * (2) = g(2) ≈ 1.872594341063190, and so that the value and the 5 first derivates of g * (a) plugged into (37) are 1/2 and zero at a = 0 respectively. This leads to the b k -constants:
The c k s are found similarly by fixing g * (−2) = g(−2) ≈ −1.634307274940360 and equating the value and 6 first derivatives of (37) with g * plugged in for g to 1/2 and zero respectively. This leads to the constant: 
B.1.2 The χ 2 -distribution
For the χ 2 -distribution, with parameterisation p(x|η) ∝ x exp(c(η))/2−1 exp(−x/2), similar arguments to those of the general Gamma distribution lead to Fisher information with respect to η equal to
Thus, constant information (equal to 1/2), where the log-degrees of freedom c(η) is an increasing function of η obtains as the solution to
A graph of c(η) is found in Figure 5 . The asymptotic behaviour of c(η) is as 0.06756699579940+η/ √ 2 as η → −∞ and as 2 log(η/2) as η → ∞. This lead, using similar reasoning as for the g(a) function of the Gamma distribution above, to the approximation c * (η) ≈ c(η) where
Appropriate constants are found to be 
B.1.3 Weibull distribution
The (block-)orthogonal parameterisation (see Table 7 ) used here was obtained by Cox and Reid (1987) , and results in moments
where γ ≈ 0.5772156649 (Euler's constant) and α = exp(a), λ = exp(b). This parameterisation is easily mapped to a more conventional parameterisation, e.g.
B.1.4 t-distribution
Based on the formulas for Fisher information found in Lange et al. (1989, Appendix B) , an orthogonal parameterisation for the (location-scale) t-distribution is found as indicated in Table 7 , i.e. such that E(x|µ, λ, a) = µ and (for degrees of freedom exp(a) > 2) Var(x|µ, λ, a) = exp(−λ) exp(3a)/ {exp(a) + 1} 2 {exp(a) − 2} .
However, since the influence of a on the shape diminishes as a → ∞, a well-behaved constant information parameterisation for a cannot be found, and therefore, the information w.r.t. a is fixed to a constant r. Suitable constants, corresponding to the exact Fisher information at exp(a) = {4, 10, 20} degrees of freedom are r = {0.06, 0.01, 0.003}.
B.2 Discrete observations via observed Fisher information
As discussed above, for observed components in a statistical model, the information with respect to the parameters may be allowed to depend on the observed value without breaking SD properties.
Parameter block
, y ∈ {0, 1, . . . , n}, .
θ (1) ∈ R: logit success prob y(n−y) n n fixed.
θ (1) ∈ R: logit success prob ny n+y n > 0 fixed. This is in particular important for discrete distributions, which per definition are not sampled in the present framework, and also because useful CIPs seems difficult to come by (e.g. for the Poisson distribution, CIPs are on the form E(y) = cθ 2 , whereas the CIPs for the binomial distribution are on the form E(y) = 1 2 + 1 2 sin(θ)). Thus, Table 8 provides observed Fisher information for some common discrete probability models with canonical link functions.
B.3 GLMs and GLMMs
The observed Fisher information approach can be easily extended to GLM and GLMM settings for observations with linear predictor η = Xβ + Fδ where β are fixed effects and δ are random effects. In such a situation, joint (expected or observed) Fisher information for (β, δ) can be obtained by fitting the corresponding GLM with δ treated as a fixed effect using standard software. Alternatively, if this model in not identified, setting the random effects to some central value and calculating the Hessian wrt δ may also be an option. If the model does not have additional nuisance parameters, this process needs only to be done once.
C Multivariate Gaussian models
This section considers CIPs for different multivariate Gaussian models, as such models are typically important building blocks for hierarchical Bayesian models. Suppose one is interested in a model on the form
where ω, λ are parameter vectors determining the the mean and precision matrix respectively. It is rather straight forward to verify that 1. The Fisher information with respect to λ does not depend on ω.
2. The λ, ω-cross information is zero.
3. When m(ω) is linear in ω, the Fisher information with respect to ω does not depend on ω (but generally depends on λ, specifically linearly in P).
This information suggest that any CIP for a model on the form (38), the first parameter blocks must encode λ, whereas the last parameter blocks must represent ω. In particular, no information is lost by considering λ and ω in different blocks. In what follows, only linear or constant m(ω)s are considered as this seems sufficient for the most common applications, whereas focus is primarily on constant information parameterisations of different covariance/precision structures.
C.1 Unrestricted covariance
In order to obtain a block-orthogonal CIP for an unrestricted covariance/precision n-dimensional Gaussian distribution that is also convenient in a computational perspective, consider the following specification of the precision matrix P:
This parameterisation, along with the parameter block ordering
is a block-orthogonal CIP with associated diagonal block Fisher informations
where Σ = P −1 (see proof is in Section C.3). To operationalise the above construction, notice that the marginal covariance matrices Σ (j) = Σ j+1:n,j+1:n , j = n − 1, . . . , 1 and Fisher informations can be computed recursively by first initialising
and then for each j = n − 2, n − 3, . . . , 1:
C.1.1 Implied Wishart prior on P in (39)
The Wishart distribution is much used as a prior for unrestricted precision matrices of multivariate Gaussian distributions. Here, a prior density kernel for λ,
is given, so that the resulting precision matrix in (39-41) will be Wishart distributed.
Let 0 < Q ∈ R n×n and SPD, let and P ∼ Wishart n (Q, ν), so that E(P) = νQ and ν > n is the degrees of freedom parameter. Moreover, let W be a lower-triangular Cholesky factor of Q. Then, via the Bartlett decomposition,
where the lower-triangular matrix A has independent non-zero elements distributed according to
The results presented here are based on the standard transformation formula applied to each non-zero element of the transformation F(λ,
The default ordering of the variables leads to a lower tri-diagonal Jacobian with Jacobian determinant proportional to exp( 1 2 n j=1 (n − j + 1)λ j ). This results in the following, independent logarithm of Gamma prior for λ,
and corresponding second derivative at optimum-based approximate precision Prec(λ) ≈ diag ν + n + 1 2 − j n j=1 , required for the I A associated with λ. Next, the conditional (on λ) prior for V [j] , j = n−1, n−2, . . . , 1, is given as Note that conditionally on λ, the priors for the columns of V are independent, and also that W and Q −1 may be pre-computed.
C.2 Restricted Multivariate Gaussian models
An overview of block-orthogonal CIPs for several multivariate Gaussian models are presented in Table  9 . Again, most of the results presented are straight forward obtain, and therefore only the stationary Gaussian AR(1) model is discussed in detail:
C.2.1 Stationary Gaussian AR(1)
Re-consider the stationary AR(1) model (22,23) with parameters (λ, ω, µ) which will have an asymptotically block orthogonal CIP property. For simplicity, it is assumed that T > 3. Tedious, but trivial calculations lead to the Fisher information associated with (λ, ω, µ) being n , X ∈ R n×p are not sampled. θ (1) = λ ∈ R: log-precision 1 ni i∼j x j , (n i exp(λ)) −1 ) where i ∼ j indicate that nodes i, j are neighbours, and n i is the number of neighbours. θ (1) = λ ∈ R : log-precision n−1 2 Table 9 : CIPs for structured multivariate (intrinsic) Gaussian models. The CIPs are block orthogonal except for the stationary Gaussian AR(1) model which is asymptotically (in T ) block orthogonal. The results for the intrinsic models obtains via limit arguments. 
where the right hand side integral has a closed (but complicated) form which can be used in numerical computation of ψ. Note that u(a) = u(−a) ∀a, which implies that ψ(ω) = −ψ(−ω) ∀ω. The shape of ψ for different values of T is illustrated in Figure 6 . Note in particular that lim |ω|→∞ ψ(ω)
√ T 2 ω = 1, which is relatively easy too see from (42) since the integrand tends to 2/ √ T as |a| → ∞. To argue that the F λ,ω information is asymptotically irrelevant, it is clear that
where the latter inequality stems from the fact that u(a) is minimised as |a| → ∞, for which we have that lim |a|→∞ u(a) = 2 √ T
. Based on these calculations, it is clear that an upper bound on the correlation associated with F (λ,ω) (i.e. with F −1 (λ,ω) interpreted as a covariance matrix) is |ρ| ≤ T − 1 2 . In practice, these correlations are negligible as shown in Figure 7 . In what follows, it will therefore with little or no loss of efficiency, be sufficient to consider the CIP blocking θ (1) = λ, θ (2) = ω and θ (3) = µ (the ordering of λ and ω is arbitrary).
C.3 Proof of block orthogonal CIP for unrestricted Gaussian variance
A multivariate Gaussian distribution for random vector x with mean µ and covariance matrix Σ = P −1 is considered, i.e. p(x|µ, P) = N (x|µ, P −1 ) where the parameterisation of P is given in (39-41).
C.3.1 λ information
Straight forward calculations lead to ∇ λ log p(x|µ, P) = − 1 2 diag Ṽ T (x − µ) Ṽ T (x − µ) + 1 2 1 n , where 1 n = [1, . . . , 1] T ∈ R n . Taking outer product, and substituting x = µ +Ṽ −T z, z ∼ N (0, I n ) (in order to simplify the subsequent expectation calculations), so that S(z) = [∇ λ log p(x|µ, P)] [∇ λ log p(x|µ, P)]
T | x=µ+Ṽ −T z one obtains that The steps taken to prepare a Stan code implementing (11) for DRHMC are:
1. Change the names of the "sampled" parameters in the parameters block to the names of the corresponding standardised variables (lines 5,6 in DRHMC code) 2. Augment (or introduce) the transformed parameters block with the evaluation of q = Ψ(q) (lines 8-22 in DRHMC code). This is done sequentially by iterating between evaluating L (r) , h (r) and computing q (r) . It is good practice to let the names of the variables resulting from this process be the original names (i.e. here q1,q2).
3. The model block remains the same except that the value of the target log-density must be incremented with logarithm of the Jacobian determinant, − R r=2 log(|L (r) |) (line 30 in DRHMC code).
As demonstrated, this process is conceptually straightforward. However, for more complicated models, the implementation of q = Ψ(q) may involve e.g. specialised linear algebra functions or functions related to CIPs.
D.2 The R package CIPlib
The R-package CIPlib provides utilities for doing DRHMC within RStan. The Stan code "headers" are easily extracted from the package and can thus be used with Stan under other environments. The instructions for using CIPlib (after installation and loading) with RStan are as follows: 1. Put < #include "CIPlib.stan" > inside the functions{} block at the start of your Stan model file.
