The problem of constraining 3-D seismic anomalies using arrival times from a regional network is examined. The non-linear dependence of arrival times on the hypocentral parameters of the earthquakes and the 3-D velocity field leads to a multiparameter-type non-linear inverse problem, and the distribution of sources and receivers from a typical regional network results in an enormous 3-D variation in data constraint. To ensure computational feasibility, authors have tended to neglect the non-linearity of the problem by linearizing about some best-guess discretized earth model. One must be careful in interpreting 3-D structure from linearized inversions because the inadequacy of the data window may combine with non-linear effects to produce artificial or phantom 'structure'.
INTRODUCTION
A major problem with arrival-time and waveform inversion techniques which have been used to date, is the difficulty in determining the amount of error associated with the resulting seismic models. One usually thinks of errors in terms of upper and lower bounds. Ideally, however, one would like to know how necessary any particular velocity anomaly is in explaining the observed data. The problem is especially prevalent in 3-D studies since our ability to make complete theoretical predictions of waveforms or arrival times in heterogeneous earth models is severely restricted.
The forward problem cannot be solved completely and so approximations must be introduced to restrict its complexity and allow an attempt at the inverse problem. The use of arrival times (rather than complete waveforms) and the assumption of ray theory (for forward modelling) simplify the 3-D problem considerably. Nevertheless one is still forced to discretize the 3-D earth model and linearize the problem about some particular set of parameters (Aki & Lee 1976; Husebye et al. 1976; Aki, Christoffersson & Husebye 1977; and many others) . Any error analysis which takes place under a linearized regime cannot take into account non-linear effects, and can only be as meaningful as the parametrization will allow.
The present paper examines the problem of retrieving 3-D earth structure and hypocentres by the non-linear inversion of arrival-time data. Within the framework of a large-scale inversion we propose and apply techniques which directly control the amount of detail that must be introduced into the earth model to achieve an improvement in data fit. In this way it is possible to inhibit structure which is unnecessary to fit the data but which may be otherwise generated by the inadequacies of the earth parametrization, forward modelling or the inversion techniques themselves. In the inversion procedure we make the hypothesis that no lateral heterogeneities are present in the region and seek the minimum departure from this condition required to satisfy the data. The non-linear inversion technique is applied to a local earthquake network with three dimensionally distributed local sources. The observations consist of arrival times, ti of seismic phases at a series of known receiver locations which are related to the velocity field by the path integral where Ri is the ray path between source and receiver for the ith ray, to.; is the origin time of the ith ray and u(r) is the 3-D velocity field. The problem is non-linear because the ray path itself depends on the velocity field and therefore to assess the data fit of any proposed earth model full 3-D ray tracing must be carried out.
We perform both linear and non-linear inversions, for 3-D structure and earthquake hypocentres, and thereby gain insight into the effect of non-linearity on the problem. By seeking laterally smooth models we are able to identify and remove inversion artifacts which are chiefly the result of a highly irregular 3-D variation of data constraint throughout the earth volume. Velocity models produced in this way have the least amount of detail necessary to explain the data to the observed level. The successive refinement of the inversion algorithm towards this goal produces models which show substantial reductions in apparent structure without significant change in data fit.
THE DATA

Arrival times and traveltimes from natural and controlled seismic sources
The complete data set consists of earthquake arrival times, recorded by a network of permanent stations, and traveltimes from quarry blasts, recorded at a series of temporary geophones. The earthquakes were selected from over 6000 events recorded by the SE Australian network during more than 25 years of operation, and the traveltime data were derived from four separate Crustal refraction surveys performed by the Bureau of Mineral Resources, Geology & Geophysics (BMR). The permanent regional earthquake network of SE Australia consists of 16 vertical component recording stations. Three are operated by the Sydney Metropolitan Water Board and the rest by the Australian National University (ANU) in Canberra. These are supplemented by the Victorian network to the southwest operated by the Phillip Institute of Technology and by two extra stations maintained by the BMR. Over regional distance scales first amving P-and S-wave phases are by far the easiest to pick. Later phases are occasionally observed and used in routine earthquake locations. Picking errors are estimated at 0.2-0.3s for the first P-wave phase and 0.3-0.4s for all other phases. All of the arrival times available have been re-examined for this study.
To achieve the maximum data coverage possible across the region, the entire earthquake catalogue up to mid-1987 was scanned for suitable events to be included in the inversion data set. A selection criterion was devised based upon magnitude, quality of recording, position of event relative to the network and number of recordings per event.
A detailed description appears in Sambridge (1988) . Only 312 events survived the selection procedure which produced over 4000 ray paths crossing the region (details are given in Table 1 ). Fig. 1 shows the epicentral distribution of the events in relation to the network geometry together with the ray paths from the quarry blasts. More than 95 per cent of the earthquake data set consists of P-and S-wave first arrivals. All events have been relocated using the fully non-linear hypocentre inversion technique presented by Sambridge & Kennett (1986) and the Doyle, Everingham & Hogan (1959) velocity model for the region.
Although earthquake data usually provide the best lateral ray path coverage available, an obvious drawback lies in the lack of precision with which source positions and origin times are known. Controlled source data on the other hand avoids this complication entirely since highly accurate source locations and origin times are available. Furthermore shot recordings are usually of a higher quality and allow more precise time picking. Traveltimes from quarry blasts provide valuable independent constraints on velocity structure although survey design is restricted by the source positions and also by the size and frequency of blasts. The blast data was compiled from four Crustal refraction surveys SAMBA (Collins 1976) , MARDAR (Finlayson 1977) , DART78 and MANES1 (Finlayson 1979) which were initially designed to traverse some of the major tectonic features in the region. The source/receiver diagram, Fig. 1 also contains a number of fanshot recordings which are the most useful of all data types snce they combine accurate shot timingfreceiver locations with good ray path coverage. Because of the repetition of ray paths in the in-line shots only the highest quality recordings were included in the data set. Traveltime picking errors are estimated to be between 0.03 and 0.08s for the entire controlled source data set. In total 687 traveltimes were collected from the five surveys. The combined data set is the most comprehensive threedimensionally distributed set of recordings ever compiled for the region.
PARAMETRIZATION
Representing a 3-D velocity field
From the path integral in (1.1) it is clear that arrival times do not naturally constrain volumes of the 3-D velocity field but merely line integrals. Therefore the velocity structure is always underdetermined by the data and so it is necessary to 'smear' out the information contained along each ray. This can be done either directly, by assuming some form of correlation function between different points (Tarantola & Nercessian 1984) , or more commonly by imposing a finite parametrization on the earth volume (Aki & Lee 1976; Aki et al. 1977; and many others) . Either procedure represents a strong form of a priori constraint imposed on the inverse problem. Here we choose the latter approach but make the parametrization as flexible as possible for a finite number of parameters. The need for an adequate velocity field representation has been discussed by many authors, including Crosson (1976 ), Tarantola & Nercessian (1984 , Koch (1985a) , Nolet (1987) (Thurber 1983) . In both the local and non-local methods the minimum spatial wavelength of variation has to be fixed a priori. In the non-local case it is achieved by imposing a cut-off level in the number of basis functions (i.e. restricting the order of the spherical harmonic expansion in the whole earth studies), and in the local methods by fixing the size of the influence volume for each basis function (e.g. the volume of a 3-D box car function). An advantage of the local representation is that a much greater degree of flexibility and detail is allowed in the velocity field (Nolet 1987) . Nevertheless the problem can no longer be cast as an overdetermined one, and usually a very large (and sometimes enormous) number of parameters must be handled. Ideally one should not force the problem to be overdetermined if this can only be achieved by restricting the character of the model in a way that has no real justification in the data. Since the data set itself contains only local information on seismic structure (at least when dealing with arrival times) it seems more natural to allow the velocity representation to respond in an equally local manner. Even in a local regime, however, the basis functions still place constraints on the minimum allowable size and shape of velocity variations. In this work we choose to limit the arbitrary constraints imposed by the parametrization and allow the model to be as flexible as possible for a finite number of model parameters. All additional control on the model (or regularization) can therefore be introduced under the guidance of the user and is not determined by the character of the parametrization.
The mechanism
Of the local parametrizations that have been used few lend themselves easily to a non-linear treatment of the problem. The 3-D box car or 'block' model loses a lot of its attraction since rays must be traced through a series of constant velocity boxes and across velocity discontinuities at each face. In 2-D problems, such as traveltime tomography between boreholes, the analogous square cell parametrization is less problematic, and so non-linear inversions have been performed (Berryman 1989; Bregman, Bailey & Chapman 1989) . In 3-D, however, Koch (1985a and b) seems to have been one of the few authors to have used cubic cells for non-linear inversion. Other cellular parametrizations (e.g. tetrahedral) also allow analytical ray tracing to be performed. Usually the shape of the individual cells, and the form of the velocity field within, are motivated primarily by ease of ray tracing rather than from any particular consideration of the data. They therefore restrict the form of the velocity field within each cell, in some cases severely. A way of producing a more flexible 3-D velocity field is to choose the basis functions, qi(r), so that the combination in (3.1) resembles an accurate interpolation scheme (since the accuracy of an interpolation scheme will act as a inverse measure of the degree of bias induced by the parametrization). Prime candidates are B-splines of degree 3 (see Powell 1981) or the modified Cardinal Splines of Thomson & Gubbins (1982) , used in their study of teleseismic traveltime residuals. Either of these result in a powerful 3-D interpolation scheme. Cellular representations produce relatively crude interpolation schemes by comparison. Cardinal splines, unlike B-splines, are actually non-locally supported, but may be modified (see Thomson & Gubbins 1982) to produce a local version with continuous first and second derivatives. Cardinal splines are used in this study although the difference between these and B-splines is not thought to be critical.
The values of the slowness function at the lattice points of a 3-D grid form the model parameters (see Fig. 2 ), and the complete slowness field (rather than just a perturbation to it) is given by,
where Sijk are the model parameters at the nodes of the 4 X 4 x 4 grid (or 3 x 3 x 3 cells) surrounding the point ( x , y, z), C i ( X ) , C,(Y), ck(z) are the Cardinal functions, and the variables X , Y and Z are the local coordinates of (x, y, z ) with respect to the peak of the appropriate Cardinal function measured in units of knot separation. For the regional distance scales relevant to the present data set we transform all geographical coordinates onto a local Cartesian system using a Transverse Mercator projection (Bomford 1962) . The slowness at any position within the 3-D mesh of knots is in general dependent on the 64 nearest knot parameters. A complete description of their mathematical form appears in Thomson & Gubbins (1982) .
In order to retain a set of 3 x 3 cells about every point within the model, three knots are added around the boundary in each direction. These 'artificial' model parameters act as a sort of cushion, allowing us to keep the model representation consistent at the boundary and avoid any edge effects associated with the interpolation routine. The 7" by 6" region which completely surrounds the source/receiver ray paths is divided into a maximum of 57 by 49 mesh points which produce knot separations in both the E-W and N-S directions of -11-13 km (depending on the distortion of the Transverse Mercator projection). These Note the deepest layer of knots in the crustal model and the most shallow layer in the upper mantle are situated just above and below the Moho interface, respectively. Again a cushion of two knots is required, in the z direction, for both the crustal and upper mantle networks. We invert simultaneously for both P-and S-wave velocity fields, as earthquake relocations are typically unstable, in regional networks of this kind, without the extra constraint proved by the S-wave times. The mesh is therefore duplicated for the S-wave slowness model which brings the overall number of mesh parameters to around 64 500.
The knot separation places an upper limit on the flexibility of the model that can be represented. A potentially useful feature of the mesh parametrization is that different knot separations and numbers of mesh points may be handled during a single inversion. Therefore in the early stages one may restrict the lateral velocity variations to long-wavelength features and gradually 'tune' in to the shorter scale features as the data misfit is reduced. The variable scale capability is only used in Section 6.3, where the knot separation varies by a factor of 12. In Sections 6.1 and 6.2 all inversions are performed with the maximum number of slowness parameters thereby encouraging as much underdetermination of the problem as possible within a regular mesh. However even in this case, where the ratio of unknowns to data is more than 12: 1, the problem is simultaneously over-and underdetermined in different parts of the model. The variation of ray path densities is so large (see Fig. 3a and b) that within the network, where many rays are entirely confined, each mesh parameter influences hundreds of rays whereas towards the edges, or at few kilometres depth, they become underdetermined. The enormous 3-D variation of data constraint is a result of the limited distribution of permanent stations in the network, and is typical of nearly all data sets of this kind.
Moho topography and hypocentral parameters
In addition to inverting for P-and S-wave velocities the shape of the Moho is also allowed to vary during the inversion. This is to determine whether any significant Moho depth variation can be constrained by the P-wave arrivals (S-waves are largely confined to the upper crust and show little interaction with the Moho). The Moho surface is divided into a series of triangular plates (see Fig. 2 ), and the depth of each vertex is used as a model parameter. Each plate spans about 0.5" in both width and length. As the Moho is perturbed the vertical cushion points in the slowness mesh play an important role in determining the velocity field above and below the interface. Earthquakes are relocated in the usual fashion by introducing four extra unknowns for each event, i.e. three spatial coordinates of the source and one origin time.
Overall the number and character of the different unknowns in the problem vary enormously. Several of the unknowns have different dimensions and a few are constrained by different data types i.e. P-and S-wave arrival times. A simultaneous treatment of all unknowns leads to a large-scale multiparameter type inverse problem.
R A Y TRACING
In order to take account of the non-linearity in the problem (or to determine how well any heterogeneous velocity field fits the available data) one must trace rays through laterally varying media. In many inversion studies for 3-D ray tracing is avoided altogether, or some approximate scheme employed because of the huge computational effort required (Aki & Lee 1976; Husebye et al. 1976; Aki et al. 1977; Spencer & Gubbins 1980; Pavlis & Booker 1980) . The usual claim is that a linearization of the problem about a 'good' laterally homogeneous velocity model will allow a reasonable first-order estimation of velocity anomalies. However without tracing rays through the resulting heterogeneous model one can only estimate how well it satisfies the data. using the same linearized approximation. The success, or failure, of this approximation and the actual data fit of the model can only be determined by performing 3-D ray tracing.
The suitability of different ray tracing techniques depends heavily on the way in which one represents the velocity field, and one is therefore tempted to choose a parametrization which simplifies the ray tracing. Ideally however the data should dictate the parametrization, and the parametrization should dictate the ray tracing. In the work described here a numerical boundary value ray tracing procedure has been used. Full details of the algorithm are presented in Sambridge & Kennett (1989) together with some numerical tests and a discussion of the trade-off between accuracy and efficiency. The method is designed to perform accurate two-point ray tracing (i.e. between known source and receiver positions) in a heterogeneous medium containing a velocity discontinuity across an irregular surface.
An assumption implicit in most inversion procedures is that the forward problem is solved exactly, or if errors are introduced into theoretical predictions then they have a known probability distribution and may be taken into account when examining data residuals. Often, however, neither of these cases apply. The limitations of the forward modelling procedure can introduce errors which do not follow any simple, or known probability distribution. The size and distribution of the 'prediction errors' involved will depend on the complexity of the forward modelling calculation. If they are large compared to the size of the arrival time residual then they will play a significant role in the inversion. In this respect there are two areas of concern with the 3-D ray tracing algorithm.
The first is the possibility of an incorrect phase convergence. The ray tracing procedure finds a source/receiver ray path which satisfies Fermat's principle by iteratively improving a starting ray. If the first guess ray is not reasonably close to the correct ray path then the algorithm may converge to a different phase, i.e. a second arrival may be found where a first arrival is sought or vice versa. To reduce the likelihood of this happening we use the corresponding ray from a laterally averaged model, as a first guess (Thurber & Ellsworth 1980) or, when known, the correct ray from a similar heterogeneous model. Nevertheless the occasional secondary phase convergence is still possible, especially in complex media. The only complete solution is to find all ray paths for each source/receiver pair and select the appropriate traveltime, which is currently impractical. A partial solution is to limit the influence of large, or outlier residuals by using robust error statistics in the inversion. Here we use the Jeffreys function (Jeffreys 1932) to assess the data fit of heterogeneous velocity models (see Section 5.1 and Appendix A). The second area of concern with the forward modelling is the possibility that the algorithm simply fails to converge for some source/receiver ray paths. This can occur because the receiver lies in a shadow zone of the source, in which case no ray exists, or because the algorithm converges too slowly to be useful. Fortunately these troublesome rays are fairly rare. In this work rays fail in 5-8 per cent of cases even for the most complex velocity models encountered. Nevertheless this raises the possibility of comparing velocity models with differing numbers of arrival times. To avoid this we use the most recently calculated residuals for all rays that fail in the current model. In this way the difference between data misfits of consecutive velocity models is truly representative of the rays common to both.
For laterally heterogeneous velocity models, with the degree of flexibility permitted here, it is inevitable that the computational effort required to perform the forward modelling will be significant. However it is only in this way that one can reliably test any 3-D structure against the observed data, and so it is of fundamental importance. For 
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INVERSION
Formulation of the problem
In order Since the 3-D structure of the real earth is always underdetermined by the available data one would, ideally, like to treat it as such in the inversion. Commonly, however, workers tend to use inversion techniques which are more appropriate for overdetermined problems. A notable exception is the work of Pavlis & Booker (1980) . Usually the underdetermined part of the problem is either suppressed by the initial choice of parametrization, or by the inversion algorithm itself, e.g. damping out small or zero eigenvalues in the procedures of Lanczos (1961) and Franklin (1970) . Most inversion procedures in this class are aimed at finding a good data-fitting model in a stable and efficient manner and are less concerned with the amount of detail that must be introduced in order to satisfy the data. Here we consider this aspect directly by using the inversion philosophy of Constable et al. (1987) . We seek the P-and S-wave velocity models and Moho structure with the minimum amount of detail, in some sense, necessary to fit the data to an acceptable level. The approach is ideally suited to a fully underdetermined problem, where an infinite number of models fit the data equally well; however we hope to take advantage of its ability to inhibit unwarranted structure by applying it to our mixed problem. If a minimum roughness model can be found then it will be the 'best' model in the sense that any other is unnecessarily complex in satisfying the data.
To measure detail in the 3-D slowness model and 2-D Moho surface we introduce a 'roughness' function y(m), and minimize its sum with the data misfit i.e. we minimize U(m) where
Wm) = PY(m) + @(m).
( 5.3) The scalar y acts as a trade-off parameter. As it increases the model smoothing becomes more important than the data fitting and as it decreases the situation is reversed. Ideally p should be chosen to be as large as possible and result in a data misfit as close to an acceptable level based on our knowledge of observational errors in the data (see Section 5.6).
The roughness function for a 3-D slowness field and 2-D Moho surface
The addition of a model roughness term to the data misfit function (5.3) is an explicit form of regularization applied to the inverse problem. We follow Constable et al. (1987) and define the roughness, or complexity by using a matrix multiplication of the model vector Dm, and minimize its L, norm, llDm112, i.e. q(m) = mTDTDm. Using this definition for y(m) we impose our biases on the inversion in terms of velocity gradients rather than actual velocity values, i.e. we assume, in the absence of any other information, that the velocity model is laterally homogeneous and the Moho is flat. [Note: Tarantola (1987) also shows how a priori information on velocity gradients may be imposed by assuming an exponential correlation function between velocities within the model.] In contrast, many authors use a regularizing function, y(m) which measures the departure of the sought-after model, m from a particular reference model mref, i.e.
where C, ' is a model covariance matrix expressing expected correlations between different model parameters. This type of function has been used extensively to refine a well-favoured a priori model, mref (Franklin 1970; Jackson 1979; Tarantola & Vallette 1982) . It is often used to remove numerical instabilities by damping poorly constrained parameters towards the reference model, and allowing only well-constrained parameters to be controlled by the data. An undesirable side effect of this is that strong gradients in data constraint (ray path density) may directly influence the velocity gradients that are induced in the model. The dependence on the reference model may therefore result in unwarranted structure. Since the function given by (5.4) depends only on properties of the sought after model m, and not any arbitrary reference model, it would appear to be more appropriate for examining lateral variations in seismic structure, especially when no strong a priori model exists for the region.
Minimizing the objective function
For problems involving many thousands of parameters a fully non-linear optimization based on function evaluation (e.g. Monte Carlo) is impractical. Instead a local linearization of the problem must be performed and some iterative procedure applied. The integral in (l.l), representing the traveltime, is locally linearized about some reference slowness field s(r) with the aid of FCrmat's principle to give where 6tr, is the change in traveltime of the ith ray produced by a perturbation 6s(r) in the slowness field and the integral is performed along the original ray path R,. Generalizing this expression to include all parameter types gives
where 6d = d -g(m,,), and 6m = m -q. Calculation of the partial derivatives G , for the different parameter types is performed as part of the forward modelling procedure (details are given in appendix B). Some authors prefer to consider this linear system directly and solve for model perturbations 6m by using a large linear equation solver (Spakman & Nolet 1987; Nolet 1987) . We consider the optimization of (5.3) and perform a second-order expansion about m,.
where H is the Hessian of U and &m,) is its gradient vector. Differentiating and setting the result to zero we obtain the familiar normal equations of (5.8): 
The second derivative term VTG in the data Hessian is usually difficult to calculate in practice, however since it is modulated by the data residual vector its overall importance should diminish as the model is improved, and so we ignored it from the outset. [Williamson (1986) and Nolet (1987) offer comments about its importance in seismic tomography problems]. After neglecting this term we combine (5.11) and (5.12) and obtain the model perturbation suggested by a local quadratic approximation to the objective function.
Once p is chosen, all terms on the right-hand side may be calculated by tracing rays through the initial model m,, and (5.13) may be used as the basis of an iterative algorithm.
For the pth iteration we have -6m,+, = (~D~D + G~C;~G)-'
In a non-linear inversion forward modelling is required at each iterative step and all terms on the right-hand side are updated using the most recently calculated values.
Constable et af. (1987) also use a local quadratic
approximation to minimize what is essentially the same objective function; however, their algorithm solves directly for the new model vector m rather than a model perturbation am. In the notation used here their algorithm would be written
(5.15)
Since the two algorithms are based on the same approximations they must be algebraically equivalent, which is demonstrated in appendix C. In actual numerical computations, however, one might expect some differences to arise because of the different terms involved. We prefer (5.14) for problems involving a large number of parameters because it allows direct application of the subspace inversion schemes proposed by Kennett & Williamson (1987) . As it stands (5.14) involves the inversion of an M x M matrix which requires enormous computational effort when the number of model parameters is large. The computational burden may by reduced considerably by expanding the matrix in terms of sub-matrices (in a similar way to that described by Spencer & Gubbins 1980) ; however, very large-scale matrices must still be inverted. The subspace algorithm avoids large scale matrix inversion altogether by projecting the entire problem into a small-dimensional subspace. In effect the full algorithm, (5.14) is replaced by its projected counterpart, which requires the inversion of only a small, usually well-conditioned matrix, the size being equal to the dimension of the subspace. 
The subspace scheme
The subspace technique has been discussed in detail by Kennett & Williamson (1987) and Kennett et al. (1988) and is only outlined here. To project the optimization problem onto a small-dimensional subspace defined by the vectors idi), we introduce the constraint
where A is the (M x K) projection matrix with its ith column given by a('), and a is a vector with entries ai. Substituting (5.17) into the Taylor's expansion (5.9) and minimizing with respect to the coefficients ai yields the projected counterpart of (5.14)
(5.18) Combining (5.18) and (5.17) we obtain the subspace algorithm,
which suggests the iterative scheme
In practice it is helpful to orthonormalize the subspace vectors a(') so that the scalar product a(i) -a(') = 6,. The computational effort required to invert the matrix in (5.19) is trivial, and in the case of a diagonal data covariance matrix C,, the projected data Hessian (ATH,A) is particularly easy to calculate since it may be expanded as a sum of matrices, each of which depends on a different datum (i.e. it may be determined ray by ray).
Model covariance and model resolution in a nonlinear inversion
In discrete linear inverse problems the model resolution and covariance matrices allow one to determine how well each parameter is independently resolved by the data and also how errors in the data propagate into errors in the estimated parameters. However physical conclusions from these discrete parameters can only be drawn if the real earth is known to behave in some regular manner in the region sampled by the data (Backus & Gilbert 1968 Jackson 1979) . In locally linearized problems with a large number of parameters the resolution and covariance matrices are more difficult to calculate and interpret, even for the discrete parameters since they apply to the model perturbations, rather than the parameters themselves, and over a single step, rather than the complete multistep inversion. Usually one borrows the results applicable to linear problems and applies them at the final stages of a non-linear regime, in the hope that the non-linearity is not too severe about the final set of model parameters (Tarantola & Nercessian 1984) . We seek a minimum structure model via a non-linear inversion and do not rely on linear estimates of resolvability which are likely to be overoptimistic anyway.
Choice of subspace vectors and the trade-off between model roughness and data fit
There are two factors which define a particular inversion algorithm from the general class of subspace schemes outlined above. The first is the number and choice of subspace search directions a('), and the second is the choice of the mixing parameter p . Both of these influence the data fitting and smoothing properties of the inversion algorithm. Here we discuss a number of search directions and a practical strategy for choosing p in large-scale problems. The most obvious, and easily calculated, search direction is the one away from the starting model along which the objective function decreases most rapidly, i.e. the well-known steepest descent (SD) direction. This requires the introduction of an a priori model covariance matrix C, (see Tarantola 1987) and is given bv 8,, = c,( 8, + p6M).
(5.22)
In problems with several parameter types it is advisable to use search directions which depend on only a single parameter class (Kennett et al. 1988) . Here the overall steepest descent direction involves six different parameter classes, each of which may be partitioned out to produce a new search direction, i.e. 1988) .] By partitioning out the SD vector into different parameter classes we produce a subspace which is independent of the relative sizes of terms in the different sub-matrices, e.g. C, , and Cpn. Because of this no single parameter class can dominate the choice of subspace and each are represented independently. [Note this is not the case with the SD vector in (5.22) whose direction is directly controlled by the choice of model covariance, C,.] Here we assume that each parameter type is of equal standing in the units used to represent them, which is equivalent to setting the sub-matrices to the identity. The only area in which an a priori scaling between parameter types enters into the problem is in the roughness term where slowness and Moho parameters are mixed. More search directions are found by separating out the data and smoothing terms, 8, and 6 , in the first four vectors. In this way we generate six search directions which improve the data fit and four which help smooth the slowness and Moho models. Since all of these 'first-order' directions are based on partitions of the SD direction their calculation requires no more computation than that involved in finding the SD vector itself.
A larger, and more efficient, subspace is produced by the introduction of a second class of search directions. Combining the SD vector with the local Hessian produces a new search direction of the form (5.24) This 'second-order' direction incorporates information about how the SD vector itself varies along the SD direction and represents a type of 'look ahead' vector. Again one may split this single direction up by partitioning out the different parameter classes involved. However things are more complicated in this case, since the second derivatives in the Hessian may depend on two different parameter types. It turns out that a vector like (5.24) involving n parameter types may be partitioned into n2 new search directions each involving only a single parameter class [see Kennett & Williamson (1987) for details]. More flexibility is obtained by splitting all vectors that contain both data misfit and roughness terms into two. The benefit of using some or all of these search directions depends on whether they produce a significant return for the computational effort required to calculate them, which is no more than that required to determine the full Hessian. In the non-linear inversions presented below we only use second-order search directions which depend on the data misfit function and do not consider second-order vectors of the roughness function. Instead some more efficient smoothing directions are found from examining the performance of the first-order vectors during the inversion. These 'extra' smoothing directions are introduced to directly counteract the effect of the large variability of the ray path density in the model and are described in more detail in Section 6.2 (inversion D).
The parameter p , in (5.3), directly controls the weighting of the roughness term in the objective function. If p changes so does the direction and length of the model update vector 6m given by the subspace algorithm (5.20). Ideally one would like to choose the largest value of p, and simultaneously reduce data misfit as much as possible (until some acceptable level was reached). A simple 1-D line search would be ideal, but would require forward modelling for every value of p tested and is therefore impractical. A few simple expressions were derived by Sambridge (1988) which require no extra forward modelling and use the progress of the algorithm to adjust the value of p at each iteration. Of these the most successful is to set p equal to the ratio of the average eigenvalues of the data and roughness projected Hessians, i.e. 
RESULTS
Much of the work on seismic arrival time inversion for 3-D structure has involved a complete linearization of the problem about some starting earth model. Few investigations have been performed into the importance of taking the non-linearity of the problem into account, especially in the 3-D case. The subspace algorithm described above allows one to drastically reduce the computational effort in the inversion stage and therefore makes it feasible to consider a n6n-linear inversion even in cases where the number of parameters is large. In Section 6.1 we present an inversion result which demonstrates the importance of non-linearity in the 3-D case. In Section 6.2 a series on subspace inversions is performed which shows how the artificial variations in velocity structure (Chiefly caused by large variations in data constraint) may be suppressed. The resulting velocity models show a robust dipping low-velocity anomaly to the northeast of the region. The most successful smoothing algorithm of Section 6.2 is used in Section 6.3 in conjunction with the variable scale-length parametrization. The results confirm those of Section 6.2 and highlight the most significant departures of the average velocityldepth profile with that of the starting model.
Case A: the importance of non-linearity and the failure of linearization
In the first instance we avoid the complication of the variably sized slowness mesh and restrict ourselves to using only the smallest lateral knot spacing, i.e. between 11 and 13 km (referred to as the n = 1 stage). Fig. 4 shows the Jeffreys data misfit trend for two subspace inversions which use all six first-order data misfit search directions (5.23) and no smoothing directions. The objective function contains both the Jeffreys data misfit term and the roughness term which penalizes lateral and vertical slowness gradients. In the first case, represented by the solid line, linear and non-linear iterations have been performed alternately. At the even iterations full 3-D ray tracing has been performed and all Frechet derivatives have been updated using the formulae in Appendix B, while at odd iterations the arrival time residuals have been estimated using the linearized expression (5.8) and no derivative information has been Some interesting features are immediately apparent. First the linear and non-linear regimes have completely different characters, and second, an instability has taken over after two or three iterations. During each series of linear iterations the estimated misfit descends almost quadratically, even when the true data misfit (which is only known after 3-D ray tracing) actually gets a lot worse. The feature is clearest in the second inversion where at iteration 11 the linear inversion indicates a 50 per cent improvement in data fit over the initial model, but the true data fit found at the next iteration shows that it is actually about 18 per cent worse than the initial model. [It turns out that the reason the instability takes over is unrelated to the mixing of linear and non-linear steps but is instead due to the breakdown of the local linearization approximation for the hypocentral parameters. The best way to remedy the situation is to calculate the previously neglected second derivative terms in the data Hessian, i.e. the contributions of the hypocentral parameters to the VTG term in equation (5.12b). Details are given in Appendix B.] The two misfit trends show, in a rather dramatic way, how a completely linear inversion can produce an apparently stable 'good' data fit which is in fact completely fictitious. Without performing any non-linear iterations and finding out exactly how well the estimated data fit compares to the real data fit one would never know the real state of affairs. It is not suggested that linear inversions always produce poor results (everything depends on the quality of the inital model), however it is clear that if some breakdown occurs in any of the underlying linearizing approximations it .would be impossible to detect without performing 3-D ray tracing and one might well end up with a deceptive result.
It is informative to briefly examine the best velocity model resulting from the first inversion. This occurs at iteration two where the improvement in data fit over the initial model is about 36 per cent. [It is more useful to consider the relative improvements in data fit between two different inversions, rather than the absolute value of any one, since the data misfit is dependent on the parametrization scale (knot separation) used.] The initial P-wave velocity model used in this, and all subsequent inversions, consists of a 1-D velocity gradient of 0 . 0 2 3~~' in the Crustal section with a jump across the Moho plate (at 37 km) of 0.51 km s-', and a gradient of 0.04s-' in the upper Mantle mesh. The model represents a smoothed version of that presented by Finlayson & McCracken (1981) for the central part of the region. The initial S-wave model is taken from the work of Doyle et al. (1959) who determined an average S-wave velocity of 3.61 kms-' for Crust. To allow curvature in the ray paths we have added a small vertical gradient of 0.005 s-'. Fig. 5 shows a horizontal slice through the central portion of the P-wave velocity model at 5 km depth. A comparison with the ray density plot in Fig. 3(a) The smoothing of lateral slowness gradients has been very inefficient because the much larger depth derivatives have dominated the roughness function. Although a 36 per cent reduction in misfit does not appear substantial, it represents over 65 per cent of the greatest reduction achieved in any inversion with this parametrization scale (see below). Therefore it is possible to achieve a large proportion of the misfit reduction by merely perturbing those parts of the model where the data concentration is the highest. The lack of perturbation in other areas produces a strong correlation between the variations in velocity and data constraint which overprint any information on anomalous structure that the data may contain.
Case B: towards finding the minimum structure model
Although the velocity increase below all seismic stations in Fig. 5 would appear to be necessary to account for the improvement in data fit, the lateral gradients present are obviously false since they can be attributed to other factors (i.e. ray density). The velocity structure shows a strong dependence on the starting model, and therefore one must distinguish between the concepts of 'resolving anomalies' and 'resolving velocities'. The former implies some direct constraint on velocity gradients while the latter involves only the improvement of some previous model which may itself vary throughout the volume. This is why the minimum structure philosophy is appealing for the seismic inverse problem. If one seeks the least detailed 3-D velocity model, where detail is represented by the size of velocity variations, then we inhibit the generation of unnecessary gradients e.g. those imposed by the variation of data constraint. It would therefore seem to be the best type of regularization to use when seeking seismic anomalies. Nevertheless actually finding the smoothest model is a major task.
We present results from four non-linear inversions, using the SE Australian data set, which differ in the type of objective function and subspace directions used. Only P-wave velocity models are shown, in the interest of brevity; 3 t E Figure 5 . Crustal P-wave velocity slice at 5 km from iteration 2 of the linear/non-linear inversion (central region only). Note the similarities with the ray density map Fig. 3(a) .
however, these are sufficient to demonstrate the major features of the results. The Jeffreys misfit trends for all four non-linear inverstions, labelled A to D, are shown in Fig. 6 .
In inversion A no roughness term is used ( p = 0), and the subspace vectors consist of only first-and second-order data-fitting directions. Only the five second-order directions which depend on the slowness structure are used, i.e. where we have dropped the model covariance block matrices for convenience. The inclusion of hypocentral secqnd derivatives (described in Section 6.1 and Appendix B) stabilizes the inversion and results in a misfit reduction which is the largest of the four. The roughness trend for this inversion (see Fig. 7 
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9.00 E , Figure 8 . Crustal P-wave velocity model at 5 km from iteration 6 of the pure data fitting inversion A (central region). The contour interval is 1 per cent and a very complex pattern is seen with large lateral gradients. The 'holes' in the contour map indicate that the velocity has exceeded the shading range.
placed on data fitting has resulted in a very complex series of positive and negative anomalies with extremely large perturbations from the starting model (max +9 per cent and min -5 per cent). We also note, rather suspiciously, that the minimum scale-length of velocity variation is equal to the slowness knot separation. The second inversion (curve B in Figs 6 and 7) uses six first-order data-fitting directions and all four first-order smoothing directions. In addition the roughness function itself depends only on lateral gradients and does not take into account vertical slowness gradients (unlike the case above). Although it performs marginally less well in terms of data fit, reaching a 51.1 per cent reduction at iteration 6, the roughness trend is considerably reduced over the pure data-fitting case. The P-wave velocity slice (Fig. 9 ) exhibits an enormous reduction in the amount of structure present with a maximum perturbation of +5 per cent and a minimum of -2.5per cent relative to the starting model.
(Note the diagram again shows only the central 3" x 3.5" section of the model, and the contour intervals and range are half that of Fig. 8.) Comparison with the first 'primitive' inversion ( Fig. 5) shows that the inclusion of a smoothing function, and smoothing search directions, have severely reduced the lateral velocity gradients between the isolated highs under each station, and also allowed an extended low to appear to the north of the region. Nevertheless one still observes a general decrease in the amplitude of all perturbations towards the edges of the central region, which is unchanged from the starting model. These 'artificial' gradients have persisted in the model because the first-order smoothing directions only provide nearest neighbour smoothing over any one iteration and therefore they would take a large number of iterations to smooth all the way to the edge of the model. Therefore the first-order smoothing directions are very inefficient in spreading the smoothing effect across the slowness model and some alternative search directions are necessary (see inversion D). No relative variation in depth to Moho parameters is observed during the inversion, which indicates that the smoothing vectors have completely smoothed it out. (A peak to peak depth variation of 4 km was obtained in the pure data-fitting case.)
The third inversion (C) uses both first-and second-order data directions, first-order smoothing but has all hypocentral movements damped out. The point of this inversion is to demonstrate the effect of the trade-off between hypocentral and slowness parameters on the ability to fit the data and smooth the model. From Figs 6 and 7 it is clear that the misfit reduction is comparable to the two previous cases but the roughness function is prevented from increasing after the first two iterations. The 5 km P-wave velocity slice, displayed in Fig. 10 , shows a smoother and more spread out structure than inversion B. The maximum perturbation is now down to between 4.5 and 5 per cent, while the minimum has increased to -1 per cent of the starting model. The gradual decline to the initial model at the edges is more apparent and the 'T-like distribution of the seismic stations dominates the overall pattern. Therefore an artificial restriction of the hypocentral parameters simplifies the problem allowing a smoother model to be found without a significant change in the misfit reduction (49 per cent), even though less degrees of freedom are present.
Interestingly enough the relative low-velocity region to the north is still evident, since velocities show a 5-6 per cent decrease as one approaches the central part of the anomaly from the south or east. The fourth inversion (D) uses the largest subspace of all with both first-and second-order data-fitting directions, first-order smoothing and four extra vectors which are introduced specifically to add a long-wavelength component to the smoothing process. The extra directions are found by taking the reciprocal of the ray path density function, shown in Figs 3(a) and (b), and using it to modulate a unit vector in model space. The resulting search vector has entries whose magnitude are anti-correlated with the data density, i.e. they are largest in areas where the data density is least and fall to zero where the data density is a maximum. The procedure is repeated for the P-wave upper mantle, S-wave and depth to Moho parameters using the ray densities in each part of the model to produce the four new smoothing directions. The resulting data misfit trend is shown in Fig. 6 , and is similar to the previous inversion reaching a 50 per cent reduction by iteration 6. The roughness trend, however, is even better than in inversion C, even though hypocentral parameters are again allowed to more freely (see Fig. 12 ). By iteration 3 the roughness trend has effectively flattened off, indicating that only minor changes in the model occur during the following iterations. The velocity slice in Fig. 11 shows a marked improvement over all previous models with a maximum velocity perturbation of about 4 per cent and a minimum of -0.5 per cent. The 'T'-like structure has been removed as well as the gradual decline back to the initial model, indicating that the extra 'smoothing directions' have successfully destroyed the artificial gradients which were seen in all previous results. This conclusion is confirmed by Fig. 13(a-d) , which shows vertical slices through the crustal and upper mantle P-wave models for all four inversions, The amount of lateral variation in structure present in model D is substantially less than that on the pure data-fitting case, A. From Fig. 11 we can see that, at a depth of 5 km, model D has an average P-wave velocity which is about 2-3 per cent higher than that of the initial 1-D model. In addition the average velocity depth gradient in model D is no longer that of the starting model (i.e. the zero perturbation seen in models A-C) since perturbations are observed all the way to the edges of the model (producing the layering effect). The constant latitude slice shown in these diagrams cuts through the relative low-velocity
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32. anomaly seen in the previous diagrams and corresponds to the ray path density diagram in Fig. 3(b) . As the smoothing capability of the algorithm is increased through the four U 0.
10.
20. inversions, the relative low velocity anomaly at 34" becomes the most striking feature in the crustal part of the model and dips to the north in all cases. (Note: this feature is a relative velocity low superimposed on a positive depth gradient, i.e. it consists of negative lateral velocity gradients which are not large enough to produce a negative depth gradient.) Inversion D suggests that since this anomaly is the only one to survive the smoothing process it is the most important in terms of fitting the data: a fact which would have been almost impossible to surmise from inversion A.
Overall from inversion A to D the increasing sophistication and smoothing capability of the algorithm has resulted in a severe decrease in the size and number of anomalies present without substantial loss in data fit. By observing the changes in the model details across the four inversions, we have been able to identify a robust anomaly which is necessary to improve the data fit. The model in inversion D achieves 90 per cent of the misfit reduction of the pure data-fitting case A and represents the most reliable model in the sense that it is the simplest one required to improve the data fit to the observed level. Although it is clear that the final subspace algorithm has gone a considerable way towards finding the smoothest model (for the parametrization scale used) it has not yet reached it. There still exist some correlations between the velocity variations and the data density function, at 5 km depth, and the final data P Velocity Slice a t X =149.7
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misfit itself is still statistically significant. This is largely because the overdetermined slowness parameters in the central part of the model restrict the maximum level of data fit that can be achieved and thereby cause competition between data fitting and smoothing. In the final inversion presented below we use the slowness mesh itself to exert control over the structural features of the velocity model and combine this with the smoothing capabilities of inversion D.
Case C: varying the parametrization scale during the inversion
The main objective of the variably parametrized scheme is to resolve long-wavelength features during the early stages and gradually 'tune in' to shorter scales as the inversion progresses. The multistage technique was also used by Williamson (1990) in 2-D reflection tomography. He suggested that the longer scale-length features of the velocity model are likely to be, proportionately, less affected by the non-linearity of the problem than the shorter scale-length variations. The major difficulty with its appliction here is that the data density itself varies over distance scales comparable to the size of the model (see Figs  3a and b) , and so even at the broadest scale the constraint between different slowness parameters is not equal. Nevertheless by allowing only broad-scale variations initially, we force the influence of the ray density to be smeared out across a large part of the model, giving it a chance to adjust to the longer wavelength information in the data. Figure 14 shows a combined data fit and roughness trend for the variable scale inversion. All iterations are non-linear and 19 search directions have been used, just as in inversion D above. The decline of the Jeffreys misfit becomes only slightly steeper as the parametrization scales are reduced at iterations 3, 4, 7 and 8. Unfortunately the smoothing search directions have only performed well in the middle stage (n = 4) where the knot separation is four times that of the final stage. This is presumably because the algorithm has spent very few iterations in the last two stages. Fig. 15(a-d) shows four vertical slices at a longitude of 149.75' through the final iteration of the n = 8, 4, 2 and 1 stages respectively. In the broadest scale (Fig. 15a) one observes a maximum velocity increase of 3 per cent in the first 20 km of the crust and in the upper mantle mesh, and a decrease in the lower part of the crust (0.5 per cent) relative to the starting model with P-wave velocity gradient of 0.023s-'. As the scale is reduced to the stage which has been smoothed most successfully, (Fig. 15b) a high-velocity root appears through the central region with two lower regions either side. As the scale is reduced through the two final stages (Fig. 15c and d ) the algorithm reverts to near pure data-fitting and large lateral gradients begin to appear. In the final stage the most , . . , . . , 1 . , 9 . 
10.
24
-40. . 35.
33.
32.
Latitude
Figure
(continued)
prominent feature is the sharp contrast between the higher velocities to the south of the 34" line and the dipping relative low-velocity anomaly to the north seen in all previous inversions. The n = 4 stage model would appear to be the most satisfactory here in terms of the amount of misfit reduction achieved (51 per cent) for the amount of structure introduced.
CONCLUSIONS
The non-linear inversions presented above demonstrate that the combination of fixed seismic receivers and widely distributed sources produces a 3-D variation in data constraint that can have a very significant effect on the imaging of seismic anomalies within a finite parametrization of the model. The enormous variation in ray density produces regions, with relatively small volumes, that control a large portion of the data misfit and can induce 'phantom' anomalies in the velocity model. By seeking the least detailed model at each iteration it is possible to suppress the generation of lateral velocity gradients which are not needed to improve the data fit, and thereby inhibit the creation of inversion artifacts. A combination of data-fitting and smoothing search directions, provide a class of subspace methods which can be used for this purpose. The results
show that as the smoothing capabilities of the algorithm are increased, the overall character of t h e models become less complicated without significant loss in data fit. Subspace search directions which are derived directly from the ray path density function can be used to counteract the effect of the large variation of data constraint. In addition, if one uses the variable parametrization technique, it is possible to examine the generation of smooth structure at different scale lengths. In SE Australia a robust low-velocity anomaly becomes the most important feature of the P-wave velocity model after a large portion of the structure seen in pure data-fitting models is removed by the powerful smoothing algorithm.
The consistency between features common to all inversions indicates that the relative high and low perturbations in velocity are genuinely representative of the arrival time data set and are not some artifact of the numerical schemes. Nevertheless one should be extremely careful in interpreting these velocity variations directly in terms of real earth structure because the 3-D data sampling of the earth is highly irregular. One always estimates earth structure through the inadequacies of the 'data window' which can induce artifacts into the inversion and overprint the information from the data. To allow a responsible interpretation of real earth structure we have presented methods which remove this overprinting by seeking only the minimum structure required to satisfy the data. The inversions performed here have gone a considerable way towards achieving this goal and the resulting models should be viewed as 'upper bounds' of the minimum structure necessary to improve the data fit. The success of this type of approach has implications for the way in which we interpret the results of all tomographic inversions where the data density itself varies significantly across the region of interest.
It must be remembered that the process of seeking a smoother model will mean that we have less structure t o interpret, but ultimately it will enable us to interpret the structure we d o have with more confidence. Gaussians added together, where one has a much larger half-width and smaller central peak than the other (see Sambridge & Kennett 1986 ). The central Gaussian corresponds to the usual probability density function (pdf) for the estimated errors in the observations, while the background curve represents a second source of error, perhaps due to inadequacies in the earth model used to calculate predicted arrival times, or in the calculation itself. Using Jeffreys statistics the background distribution automatically down-weights residuals which are many times larger than the standard error in the observations, and so they are not allowed to dominate over the much larger number of residuals close to the central peak.
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If ri is the ith' amval time residual and 4 its estimated variance, the well-known Gaussian 'least-squares' misfit ri+O (the Gaussian value) and for large residuals its controlled by the background Gaussian, ( a z . / a r j ) + l/v2. For a short interval between these two extremes the curves take on negative values. In this region the second-order approximation of the objective function (5.9), used as a basis of the optimization, is very poor since the Jeffreys function cannot be well represented by a positive quadratic (see Fig. Al) . Trials show that it is possible for residuals near the change-over region to contribute large negative values to the diagonal of the data Hessian in (A8) which may cause numerical problems. The most effective way to overcome this problem is to perform a linear interpolation between the two positive values either side of the negative region. The residuals in the troublesome range are then effectively down weighted and play little part in the inversion.
APPENDIX B
First and second Frechet derivatives for the joint hypocentre/velocity structure inverse problem At each iteration of the algorithm (5.20) the Frkchet derivative matrix, G , must be recalculated for each parameter type in the inversion. The approprite expressions are given below for an arbitrary heterogeneous slowness field. Also given are details of how the second derivatives of traveltimes with respect to hypocentral parameters are determined for a heterogeneous velocity model. The second derivatives are elements of the third rank tensor VGT, which is incorporated into the data Hessian (5.12b) in Section 6.2 onwards.
Hypocentral parameters
In the case of the hypocentral parameters the derivative expressions are well known [see Lee & Stewart (1981) for a derivation]. Obviously the partial derivative of the arrival time of the kth ray, Tk with respect to the ongin time of the jth event is unity when the kth ray is from the jth event, and zero otherwise. For the three spatial coordinates of the source they are obtained from the direction of the ray at the source and the local velocity. For the kth ray we have where rs(xs,ys, 2,) is the source position of the event containing the kth ray, and ask, Bsk and ys, are the angles subtended by the ray at the source.
Slowness parameters
The partial derivatives of the arrival times with respect to the slowness field parameters are obtained directly from equation (3.3). After differentiation we have, where p , q, r refer to the indices of the 4 x 4 x 4 mesh of points which surround the point (x, y , z ) on the ray path R,, and mj is the slowness parameter written previously as Sp,q,r. (Note: j is determined by the local indices p, q, and, r). Obviously the derivative is zero for all mi which do not affect the kth ray, i.e. those for which the corresponding grid knots are never within the 3 x 3 x 3 mesh cube surrounding the points along the ray path. The partial derivatives in (B2) are calculated for every model parameter that the kth calculated ray encounters. The numerical integration along each ray is performed using the Trapezoidal rule (see Stephenson 1973) . At each time step of the ray tracing algorithm the value of the integrand in (B2) is easily determined from the position of the ray endpoint. The Frbchet derivative calculation is incorporated into the ray tracing algorithm. The accuracy of derivative calculation will depend on the size of time step used in the ray tracing algorithm and the rate at which the Cardinal functions and their derivatives are stored. In performing one step of the ray tracing, the fourth-order Runge-Kutta method makes two half steps. The smallest interval that may be used for the trapezoidal integration of the Cardinal functions is given by half the distance moved by the endpoint of the ray during one step. This must not exceed the smallest cell size in the slowness mesh, since then the accuracy of the numerical integration would deteriorate rapidly as sampling of the Cardinal functions becomes irregular. Some simple tests were performed to estimate the effect that these two parameters have on the accuracy of the derivative calculations. Many hundreds of FrCchet derivatives were calculated using time steps of 1 and 2 s and calculations were repeated with spline tables of 100, 200 and 400 values. On average the variation in Frichet derivatives were between 0.1 and 0.9 per cent for different table sizes, and between 2 and 4 per cent for different time steps. Therefore even for time steps even as large as 2s, the Frkhet derivatives will be in error by no more than 4-5 per cent.
Moho depth parameters
In the case of the Moho depth parameters analytical expressions for the Frkchet derivatives can be derived by examining the interaction between a Pn ray and the interface. Fig. B1 shows a ray striking a triangular plate in the Moho. In general the tangent plane, at the point at which the ray impinges on the Moho, will be inclined to all three axes, and a change in the z coordinates of a vertex will change its orientation. The transformation of the plate position may be decomposed into a single translation in the z direction and a pair of rotations about axes in the tangent plane (see Fig. Bl) . The overall effect is to displace the point of intersection both horizontally and vertically. Fermat's principle tells us that the change in traveltime due to the component of motion parallel to the tangent plane is of second order, and therefore we need only consider motion normal to the interface in deriving partial derivatives. Since the two rotations result in a movement of the point of intersection on the tangent plane, they only produce. second-order changes in traveltime, and the translation of the tangent plane in the z direction is therefore the only component which produces a normal movement relative to the tangent plane.
The change in traveltime brought about by a vertical movement of the interface may be found from simple geometrical considerations. If the ray makes an incident angle, i, with the normal to the interface on the incident side and r on the transmitted side, then the change in traveltime AT produced by a normal displacement Ah of the interface is AT = (S, cos i -Sz cos r ) Ah (B3) where S, and S, are the slowness values on either side of the interface, i.e. the change in traveltime is equal to the decrease in the perpendicular slowness component multiplied by the normal displacement of the interface.
[Reassuringly we note that as r-*n/2, (B.3) reduces to the well-known expression for the 'head' or critically refracted ray (see Lee & Stewart 1981) .] The normal displacement Ah is related to the vertical displacement of the interface Az by Ah = Az cos 8 where 8 is the angle between the normal and the vertical. In general it may be shown that the change in z at an interior point (xp, yp) of an inclined triangle due to the perturbations where Tk is the traveltime of the kth ray. This analysis is appropriate for a ray travelling down through the interface, i.e. from crust to upper mantle. For the upward case the partial derivative expressions are unchanged, bearing in mind that the angles i and r still refer to the upper and lower medium respectively. Since all the required angles are available at the time of ray tracing, equations (B6) may be used to find partial derivatives for all depth parameters in the interface.
Second derivatives of traveltime with respect to hypocentral parameters
The first derivatives of traveltime with respect source position, equations (Bl), depend only on the slowness vector of the ray at the source, i.e. the local velocity and direction at the source, however the second derivatives depend on the entire path and in general require extra calculations along the ray. For simple velocity models, where analytical expressions are available for the traveltime in terms of source position, second derivatives may be determined by differentiation e.g. constant velocity models (Thurber 1985) . In a general 3-D heterogeneous model one must use the sourcelreceiver ray determined by 3-D ray tracing.
To demonstrate the calculations required we consider a ray defined by a fixed source position, r, and a variable receiver r,. The traveltime along the ray will change as the receiver position varies which defines a 'traveltime field' at each point of the 3-D model. First the derivatives of the travel-time field with respect to the receiver positions must be determined. These depend only on the end-point position, and are the same as equations (Bl) with the source coordinates, rs(xs, y,, z, ) and take-off angles, ask, B,, and ySk. replaced by the corresponding receiver coordinates, rr(xr,yr, z,) and arrival angles ark, p,, and yrk.
Differentiation gives the second derivatives of traveltime with respect to the receiver coordinates. Dropping the ray subscript k we have where we have replaced the three take-off angles by the azimuth, i and declination, j of the ray defined by cos LY = sin i cos j , cos = sin i sin j , y = i .
All terms on the right-hand side of (B7) are evaluated at the receiver, and the only unknown terms are the derivatives of i and j with respect to receiver coordinates (xr, y,, zr). Since each point in the traveltime field may be described by the three endpoint coordinates of the ray (x,,y,, z,), or alternatively by the two take-off angles of the ray and the traveltime (is, j,, t ) , we have the functional dependences x,(is, j,, t ) , y, (i,, j,, t ) and z,(i,,j,, t ) . From the chain rule of partial derivatives we obtain and a similar set of equations obtained by replacing i , with j,. The partial derivatives required in (B8) appear on the right-hand side of these two sets of equations. The terms on the left-hand side are the partial derivatives of the receiver ray angles i, and j r with respect to (is, j,, t ) , while the coefficients of the required derivatives on the right-hand side are the partial derivatives of (x,,yr,z,) with respect to (is, j,, t). In the 3-D ray tracing algorithm described by Sambridge 81 Kennett (1989) , one calculates the five ray parameters (x, y, z , i, j ) at all points along a ray path as well -as the derivatives of these parameters with respect to the initial take-off angles and time is, j , and t. Therefore we have all the information required to solve the two linear systems (B9) for the six partial derivatives and By substituting the values into equations (B7) we can calculate all six independent second derivatives of traveltime with respect to the receiver coordinates r(xr, y,, z,).
To find the second derivatives of traveltime with respect to source coordinates r,(x,, y,, I,) we use a transformation between the two sets of variables. If we let a symmetric (3 x 3) matrix M represent the known receiver deriva:ives then the corresponding source derivative matrix, M is given by A = PMPT where P is the (3 X 3) matrix of partial derivatives pi,. = ari/asj. The elements of P may be calculated by the 3-D ray tracing procedure in exactly the same way as the derivatives of the receiver with respect to the take-off angles and traveltime, 3ri/i3is, 3ri/i3j,, ari/dt, which are performed routinely. They require three extra systems of equations to be added to the ray tracing system which marginally increases the computational cost. Once the matrix P is known equation (B10) gives the required second derivatives with respect to source coordinates. 
