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Abstract
The needs for model reduction in microsystem technology (MST) are described from an
engineering perspective. Two representative MST model reduction benchmarks are presented
in order to facilitate further development in this area. The first benchmark application is from
the area of electro-thermal simulation, the second one considers an electrostatically actuated
beam as found in radio frequency applications. Model reduction is contrasted with compact
modeling, which currently enjoys widespread use among engineers, and important challenges
to be addressed are listed.
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1. Introduction
The approximation of large-scale dynamic systems [3,4], or model order reduction
for short, is a fast evolving area of mathematics. The ultimate goal is to find a good
low-dimensional approximation to a high-dimensional system of ordinary differential
equations (ODEs). The development in this area is driven by diverse engineering
applications [53] that would benefit significantly if this can be done in a completely
automatic fashion.
In the present paper, the needs for model order reduction are presented from the
viewpoint of microsystem technology (MST). MST is an engineering discipline which
is engaged in the production and characterization of multiphysics devices with feature
sizes in the micrometer to millimeter range [28,38,44,47,56]. These devices are often
referred to as microelectromechanical systems (MEMS) although many feature fluidic
or optical (“MOEMS”, “BioMEMS”, etc.) components. In the following, MEMS will
be used generally for a device produced with MST.
Computer simulation of MEMS starts with governing partial differential equations
(PDEs) describing the underlying physics of the device. One example of such a PDE
would be the heat transfer equation (13) of the electro-thermal example described in
Section 5.2, where the change in temperature of a material is related to the heat flux
from the surrounding material into this point and heat generation at that point. These
equations are derived from fundamental laws of physics.
Then the original PDE is discretized in space, obtaining a high-dimensional system
of ODEs. One very common discretization procedure is the finite element method
(FEM [33]), which integrates the PDE over a number of small nonoverlapping sub-
sets of the complete simulation domain. The goal of our paper is to present, from
an engineering perspective, specific challenges and problems that arise during this
process. We do not present solutions. However, we describe two specific problems
in detail and present the description of the underlying ODEs in computer-readable
format. We hope that the benchmarks will serve as MST model order reduction
benchmarks.
We start this paper with a general description of MEMS devices: In Section 2,
we show how dynamic systems arise and what the challenges are for simulation. In
Sections 3 and 4, we then review two possible approaches to handle these challenges:
compact modeling and model order reduction.
The term “compact modeling” enjoys widespread use in electrical engineering but
arises in all areas of engineering. The goal of compact modeling is about the same as
that of model order reduction, that is, to produce a low-dimensional system of ODEs.
However, the way of electrical engineers to achieve this goal is completely different
from formal approaches. We believe that for the model order reduction community,
it is useful to know about the successes and limits of compact modeling, and hence,
we present a short overview of this topic.
In Section 5, we discuss a file format suitable for the computer readable description
of large nonlinear systems.
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Then, in Section 6, we describe two MEMS examples: The first example is an elec-
tro-thermal model of a microthruster, which can be used to generate bit-impulses for,
e.g., space applications. The second example is a model for an electrostatic actuator;
one application for this model are RF switches, which are described in more detail
below.
2. Dynamic systems in MST
MEMS devices are transducers that convert signals between electronics and many
other energy domains. This feature separates MEMS from purely electronic devices
(such as very large scale integration or VLSI transistors and other circuit elements)
which remain in the electromagnetic domain.
Typical early examples of MEMS technology are the microgyroscopes and crash
detection microaccelerometers found in modern automobiles. Nowadays, the applica-
tions of MEMS cover a vast range of areas, all the way from minimal invasive surgical
instrumentation, through on-chip laboratories and mobile phones, to instrumentation
for household appliances.
It is the coupling functionality in their role as transducers that results in so many
special requirements for the modeling of MEMS. Let us consider the specific case of
an electromechanical radio frequency (RF) filter shown in Fig. 1. Here a very slender
current conducting beam is suspended over a second conductor that is connected to a
separate circuit. There is a submicrometer sized air gap between the two conductors.
The current in the beam carries a signal in the form of a voltage modulation in the RF
range. This signal capacitively and inductively couples with the second conductor.
The electrodynamic force on the beam causes it to deflect and vibrate in response to
the varying voltage. At the same time the air gap is modulated which causes both the
induced voltage/charge to modulate, as well as the force between the conductors to
vary. Engineers design such filters for use in mobile phones, and require the ability to
tune them to work as band filters within banks so as to pick out a desired frequency
band. Due to the small size of MEMS devices, changes of geometry and materi-
als always require a complete remanufacturing; manual modifications are almost
Fig. 1. A MEMS RF filter. The system consists of a resonating beam and two electrodes at its sides. From
left to right: Schematic drawing of a horizontally oscillatable resonator with input- and output-electrode
and released clamped–clamped beam, SEM micrograph of top view, side view of the beam. Courtesy of
Bartholomeyczik et al. [11].
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impossible. Hence, computer simulations are done in order to estimate the perfor-
mance of the device. Accurate models are required that correctly capture the nonlinear
behavior of technological variants of the device.
A mathematical model of an RF-switch should include at least the coupling
between the electromagnetics and structural mechanics domains, in other words,
the model should couple the Maxwell and mechanical PDEs. Their discretization
in space leads to nonlinear ODEs of second order, that is, to a high-dimensional
nonlinear dynamic system.
Many MEMS devices have a similar story to tell, for example, microfluidic applica-
tions often couple the Navier–Stokes equations with those of surface tension, chemical
and thermal diffusion, and even fluid–structural interaction.
In order to build a numerical model of their device engineers use some domain
solver for a particular choice of partial differential equation, such as a commercial
finite element program. After meshing and discretization, the resulting stored models
are systems of ODEs. The systems can be extraordinarily large (dimensions larger
then 100,000 are already routine), with the growth in system size typically aggra-
vated by the coupling of multiple fields that have to be solved for (such as pressure,
temperature, electrostatic potential, flow velocity, mechanical displacement), and the
systems are often nonlinear. In principle they can be simulated by brute force, i.e., by
fast computers with a large memory running simulations for a long time. Yet the high
computational cost puts hard constraints on how engineers can use accurate finite
element models in the design process.
An important part of the design process is so-called system level simulation in
which engineers want to test how their device will work with the rest of the electronic
circuitry. A device model in the form of an ODE system can be added to circuit
simulators. However, if the model dimension is high, then joint simulation becomes
practically impossible. This can especially happen when the circuit model is itself a
VLSI model, i.e., one of many millions of devices. And this is really the case where
model order reduction has a further and very important role to play.
From a computer aided engineering (CAE) viewpoint, it is most desirable to be
able to derive levels of model abstraction from a single source: The designer starts
with a 3D device model, which in itself already represents a tremendous invest-
ment in design effort and know-how. From the detailed FEM model, he steadily
progresses towards more compact representations by deriving these from the detailed
model.
Furthermore, if such a device is used more than once in a large system (e.g., the
DLP micromirror array chip [61] used for video projection displays has more than
1,000,000 individually movable MEMS mirrors), then it is absolutely imperative that
we are able to derive highly compacted models that nevertheless capture as much
of the nonlinear behavior as possible. Ideally, this whole procedure should be made
automatic, i.e., with only the minimum of user intervention.
At present, formal model reduction is rarely used by MST engineers. Much more
often, they employ compact modeling, in order to solve the problem described above.
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In the next section, we consider the currently typical engineering practice to produce
compact models.
3. MST compact modeling
The operation of an electrical circuit can be effectively described by a system of
ODEs when we enforce the Kirchoffian laws (the conservation of energy and conser-
vation of charge). In electrical engineering, such a system is produced automatically
by SPICE-like software from a so-called netlist [37]. The latter lists components of
the circuit, that is, resistors, capacitors, inductors and so on, and the connectivity
between the discrete connection nodes of the elements. The behavior of each com-
ponent is described by some relationship between voltage and current or charge and
current.
It should be especially noted that for electrical engineers the electrical circuit has
become a natural way of thinking of ODEs and they usually do not write or discuss the
corresponding system of ODEs explicitly. An electrical circuit can represent almost
any system of ODEs, and this has led to the development of an approach where almost
any dynamic system is represented as an equivalent electrical circuit [40]. The term
means that a dynamic system in the form of ODEs is written in terms of effective
resistors, capacitors, and so on and such a circuit is used for simulation. As a rather
unusual example, in [39] an equivalent circuit was suggested for the Schrödinger
equation, and in [16] it was solved with an AC network analyzer that played the role
of an analog computer at that time.
Electrical engineers were among the first researchers to make MEMS devices.
So, it should be no surprise that equivalent circuit modeling is very popular in the
microsystem technology community. This has become, in a way, an ultimate goal for
MST engineers, that is, to find a simple equivalent circuit that can accurately describe
the dynamics of the device in question, and this is what is understood by compact
modeling.
Mathematically speaking, the goal of compact modeling is to convert PDEs to
low-dimensional ODEs, which later on are represented by a network of effective
resistors, capacitors, inductors and so on and included as an additional subpart of a
SPICE-like simulation. Note that the low-dimensionality of ODEs is very important
because otherwise the required time for a joint SPICE-like simulation is outside of
acceptable norms for design engineers.
Compact modeling was developed long before MEMS became a reality. Whereas
there is almost no problem to write down a relationship for simple circuits elements
such as resistors and capacitors, the modeling of semiconductor elements like transis-
tors was a challenge right from the start. In principle, to accurately describe transistor
operation one should solve the transport PDEs for electrical carriers coupled with a
Poisson–Boltzmann equation, for example:
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−∇2 = q(p − n + N0), (1)
n
t
= ∇ · (−µnn∇+ Dn∇n) − Rn, (2)
p
t
= ∇ · (−µpp∇+ Dp∇p) − Rp, (3)
where  is the dielectric permittivity of the semiconductor material,  is the electric
potential, q the electronic charge, N0 is the difference between the donor and acceptor
doping density,n andp are the densities of negative and positive charges (electrons and
holes), µn and µp are the respective mobilities, Dn and Dp are the diffusion constants,
and Rn and Rp are netto recombination rates (for optical devices, the recombination
rate is lowered by the generation of carriers by photons). The recombination rates are
a function of the potential and the carrier concentration.
For high frequency operation, the Maxwell equations must be considered as well.
As a result, even larger problems have to be solved than those described above.
A practical solution found by electrical engineers to achieve the goal of compact
modeling is quite simple. Let us consider an example of a transistor. [37] gives a gen-
eral overview and [5,24] are examples of recent research papers. The transport PDEs
for electrical carriers can be solved in closed form for some simple one-dimensional
cases, for example for a diode. These results can be used to build a semi-empirical
equation to model transistor behavior. In the simplest case, a transistor can be con-
sidered as a combination of two intimately coupled diodes, that is, a one-dimensional
structure of three attached semiconductor blocks with different doping. With voltages
and currents as in Fig. 2, this results in the following system of equations [60]:
IE = IF0
(
eqVEB/kT − 1)− αRIR0(eqVCB/kT − 1),
IC = αFIF0
(
eqVEB/kT − 1)− IR0(eqVCB/kT − 1), (4)
where IE is the electric current flowing into the transistor’s emitter, IC is the current
flowing out of the collector, VEB is the voltage between emitter and the transistor’s
base, VCB is the voltage between collector and base, q is the electronic charge, k the
Boltzmann constant and T the temperature. The parameters IF0, αR, IR0 and αR only
depend on geometry, doping and material properties.
We call this equation semi-empirical because it does not describe the transistor
behavior exactly but nevertheless it has some physical background. The equation
contains parameters IF0, αR, IR0, αF that originally have physical sense. When (4)
is used for a real 3D geometry, it is possible to say that the estimated response is
still physically meaningful but the parameters should be treated as effective. This
means that one cannot determine them from geometry and real materials properties
but rather should use a fitting procedure to measured or simulated curves. In addition,
to render the equation able to describe a real transistor qualitatively, more parameters
must be added. Thus, the physical sense of the final set of unknown parameters is
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Fig. 2. Different modeling approaches for a p–n–p transistor. (a) Transistor representation in a circuit
diagram. (b) Ebers–Moll compact model of a transistor. (c) Compact model for small signal dynamic
behavior analysis. (d) Mesh for numerical discretization of PDEs. (b) and (c) are adapted from [60].
difficult to define. This constitutes the first and the most important step of compact
modeling. It is mainly based on experience and intuition, and a formalized process
will fail when newly developed devices exhibit a different behavior and are subject
to physical effects, which were not considered before.
The second step is so-called parameter extraction based on experimentally mea-
sured volt–ampere characteristics. After that, the model can be applied to describe
a particular transistor model. It is inserted directly into SPICE-like software and
its simulation requires low computational effort when compared with the original
transport PDEs. One model with different parameter sets can be quite good for several
different transistors. Because of the data fitting procedure, the resulting model works
rather well provided that the functional behavior was guessed correctly during the
first step.
As technology evolves, the old transistor model cannot be applied any more to a
newly developed device and newer models are developed. After repeating parameter
extraction, they are again used by electrical engineers for circuit design.
This process has been very successful for a long time. This sends the main message
to the model reduction community, that the model reduction of quite tough nonlinear
problems like the transport PDEs for electrical carriers can be done in principle.
If electrical engineers were quite successful so far with their approach to compact
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modeling, this shows that probably there should be a formal way to achieve the same
result starting from the original PDEs. In other words, this proves in an empirical
fashion that a desirable reduced model exists.
The compact modeling approach can be successful provided that there is a big
lag time between the invention of a technology and its industrial application. In this
case, a new technology first reaches a research community that develops appropriate
functional forms to describe new device functions. Only then, the design engineers
can parametrize these models for their specific applications and use them to design a
final circuitry.
Yet, at the moment, this requirement represents a bottleneck for new technologies
to reach the production stage and industry searches alternative ways to obtain reduced
models. This especially hampers the MST area where the number of different devices
is too big to hope that one can apply the above empirical approach. Here it happens
that a community working on a particular device just does not have researchers with
enough experience and intuition to develop compact models. And when the compact
model is finally developed, it may well be that the interested parties have already
switched to another technology.
The current industry response is to try to standardize compact models both for
transistors [15] and MEMS [22] with the hope that joint expert efforts allow it to
speed up the process of creating compact models. However, in our view this clearly
contradicts with the very nature of technological development. In our opinion, the
only solution is to switch to model reduction, which can be considered as “Compact
Modeling on Demand”. The key issue is here to make it completely automatic and
robust.
Model reduction can require large computational efforts. We would like to stress
that in the case considered this might well be acceptable. Compact modeling as
described above requires a long involvement time of highly educated personnel. As a
result, industry is interested in an automatic computational procedure that produces
the same result even for the case of long computational time. An upper bound for the
allowable computational time comes from the approach when the device PDEs are
solved numerically by brute force and this is combined with circuit simulation in real
time [29]. In this case, the clear advantage of model reduction is the reusability of
the results and thus considerable saving of computational efforts after completion of
model reduction.
4. MST model reduction
In parallel with compact modeling, MST engineers use model reduction approaches
[17,25,27,45,53], even though the number of publications in this area is much less
than in compact modeling. The pioneers are again electrical engineers. Even though
they directly form a circuit ODE model from lumped, i.e., already compacted, abstract
elements, the system dimension becomes quite high because the element
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integration on a chip is rapidly increasing. Another example where high dimensional
systems can occur is a so-called interconnect problem [17], when a long transmission
line manifests parasitic capacitance and inductance at high frequencies. For the last
ten years or so, the community of electrical engineers has invested much effort on
how to apply model reduction of linear ODE systems.
The common notation for these linear systems is as follows:
• First order linear ODE system (Examples: Heat conduction, diffusion phenomena):
Ex˙ (t) = Ax(t) + Bu(t),
y(t) = Cx(t), (5)
u : R → Rm is called the input of the system, y : R → Rp the system’s output,
B ∈ Rn×m the load or scatter matrix, C ∈ Rp×n the output or gather matrix, and
x : R → Rn is the state vector, which captures the internal state of the system.
The system matrices E ∈ Rn×n and A ∈ Rn×n are the place where geometry and
material properties enter the equation.
• Second order linear ODE system (Examples: structural mechanics, electromag-
netics):
Mx¨ (t) + Ex˙ (t) + Kx(t) = Bu(t),
y(t) = Cx(t). (6)
Since this kind of system often occurs in structural simulations, the system matrices
are often named after their physical origins: M ∈ Rn×n the mass matrix, E ∈ Rn×n
the damping and gyrator matrix, and K ∈ Rn×n the stiffness matrix.
The modeling of transient behavior further requires the specification of initial
conditions, i.e., the state of the system at the start of the simulation x(0), and, for a
second order system, x˙ (0).
The goal of model order reduction is to find a new ODE system with a consider-
ably smaller dimension, which is yet similar with respect to a certain measure. Such
measures are, e.g., the difference of the transfer functions of the new and old system
in a certain frequency range, or the difference in transient behavior. It is important
that a reduced model preserves such properties of the original model as stability and
passivity [26].
There exists a large number of important results supporting these efforts; some
examples are given in Table 1. The most advanced results here are established by
control theory, which allows us to make the strong statement that model reduction
of a linear dynamic system is solved in principle. This means that there are methods
(for example the truncated balanced approximation, the singular perturbation approx-
imation, and the Hankel-norm approximation) with guaranteed error bounds for the
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Table 1
Methods for model order reduction of linear dynamic systems (after [3,4])
Name Advantages Disadvantages
SVD-based (truncated balanced
approximation, singular pertur-
bation approximation, Hankel-
norm approximation)
Have a global error estimate,
can be used in a fully automatic
manner
Computational complexity of
conventional implementations
is O(N3), can be used for sys-
tems with order less than a few
thousand unknowns only
Low-rank Grammian approxi-
mants and matrix sign function
method
Have a global error estimate and
the computational complexity
is less than O(N2)
Currently under development
Padé approximants (moment
matching) via Krylov subspaces
by means of either the Arnoldi
or Lanczos process
Very advantageous computa-
tionally, can be applied to
very high-dimensional linear
systems
Does not have a global error
estimate. It is necessary to
select the order of the reduced
system manually
difference between the transfer function of the original high-dimensional and reduced
low-dimensional systems. Model reduction based on these methods can be made fully
automatic. A user merely has to set an error bound, and then the algorithm will find
the smallest possible dimension of the reduced system, which satisfies that bound.
Alternatively, a user specifies the required dimension of the reduced system and then
the algorithm estimates the error bound for the reduced system. Unfortunately, the
computational complexity of current implementations is of order O(N3), with N the
order of the large system of ODEs. Hence, if the system order doubles, the time
required to solve a new problem will increase about eight fold. In other words, even
though the theory is valid for all linear dynamic systems, practically we can use it for
“small” systems only.
Recently, there have been considerable efforts to find computationally effective
strategies in order to apply methods based on Hankel singular values to large-scale
systems, the so-called SVD-Krylov methods based on low-rank Grammian approxi-
mants [6,7,41,48]. Another alternative is the matrix sign function method [13]. How-
ever, they are currently under development and engineers will have to wait for the
experience of mathematicians to grow in this field.
Most of the practical work in model reduction of large linear dynamic systems has
been tied to Padé approximants (so-called moment matching) of the transfer function
via Krylov subspaces [8,26] by means of either the Arnoldi or the Lanczos process.
Those methods assume that the system can be projected on a considerably smaller
subspace,
x = Vz + , (7)
such that the transfer functions from the input to the output of the system is approxi-
mated. Eqs. (5) and (6) can then be projected as follows:
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Erz˙(t) = Arz(t) + Bru(t),
y(t) = Crz(t)
(8)
and
Mrz¨(t) + Erz˙(t) + Krz(t) = Bru(t),
y(t) = Crz(t),
(9)
where Er = WTEV, Ar = WTAV, Mr = WTMV, Kr = WTKV, Br = WTB, and
Cr = CV, the projection matrices W and V being the output of the model order
reduction algorithm.
In the literature, there are some spectacular examples where, using this technique,
the dimension of a system of ordinary differential equations was reduced by several
orders of magnitude, almost without sacrificing precision. The disadvantage is that
Padé approximants do not have a global error estimate, and hence it is necessary to
select the order of the reduced system manually [9].
This knowledge transfers gradually to other engineering communities. The current
status of research in the engineering community can be seen from recent publications
[10,12,19,38,50,51,57,62], where one also observes a clear trend to try to find methods
for the model reduction of nonlinear systems.
We will finish this section by a discussion of a few questions in model reduction
related to the nature of the MST problem, which, in our view, are quite important.
A conventional way of model reduction is to apply it to an ODE system, which was
built from a discretization of PDEs in space. In this way, the original dynamic system
for model reduction is already an approximation. The reduced model may reproduce
this system quite well but it might fall short of engineering requirements because of
insufficient quality of the discretization mesh. Hence, a very important question to
consider is whether one can come to a reduced model directly starting from PDEs
without their spatial discretization. We are aware about only a single paper with such
results for the heat transfer equation [20] coming from the engineering community, so
this question is still open. We believe that this question should attract more attention
from the mathematical community.
Another important issue is how to preserve geometrical and material parameters
during model reduction in the symbolic form. At present, if one would like to change
geometry or other properties used during discretization, model reduction has to be
repeated. This limits the application of model reduction methods in many engineering
design problems such as geometry and topology optimization. In other words, it
would be good if model reduction can produce not only a numerical reduced model
but rather a functional form analogous to the first part of compact modeling. After
all, the so-called process of parameter extraction can be made more or less formal
as there is a large body of research in mathematical statistics, the results of which
can be applied here. We are aware of only two engineering papers in this respect
[23,30].
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However, numerical model reduction remains very important by itself. Even though
it does not cover all engineering necessities it can be used to solve the problem of
system-level simulation without geometry optimization. This is still very important
because it allows to design intelligent electrical driving circuits for given geometrical
and material parameters.
Finally, it remains a challenge to connect reduced models to each other for the
general case. In the example of the transistor, this question does not arise, for a
transistor has natural inputs and outputs in the form of the base, source and drain
with which it is connected to the rest of the circuit. However, if we add the heat
transfer equation, then this issue is not resolved. An evident solution to take the
whole device as an input for model reduction clearly does not scale well. A more
realistic approach is to perform model reduction for device parts independently and
then to combine them, but the question remains how to do this? A typical engineering
answer is substructuring [21], when all interface nodes are preserved in the reduced
model. However, it is unclear how to use these ideas in the case of formal model order
reduction as expressed by (8) and (9). We are aware of a single engineering paper
[49] and we believe that this area needs much more research work.
5. Benchmarks
In the following sections, we present two examples of dynamical systems of dif-
ferent complexity and applications. A summary of their properties is presented in
Table 2. The files are available from our model order reduction benchmark collection
[34] and the MOR homepage [35].
The first benchmark is a straightforward application of the finite element method
to a heat conduction problem. It is performed with the commercial software ANSYS;
the implementation is described in the theory manual [2] or other books on the FEM
method [33]. The second benchmark however is based on an own discretization; it
therefore will be described in more detail.
5.1. Representation of Benchmarks
Model reduction as considered here starts with a system of ODEs and the bench-
mark goal is to represent typical ODEs obtained after the spatial discretization of
Table 2
Properties of the two-benchmark models
Property Electro-thermal model Electro-mechanical model
Geometry modeler Commercial/Ansys Own implementation
Discretization Commercial/Ansys Own implementation
Linear/nonlinear Linear/weakly nonlinear Nonlinear
Order First order Second order
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an MST model. As such, it is necessary to choose a computer readable format to
represent the ODE system. The representation can be relatively simple in the case
of linear systems when one should store constant system matrices. The suggested
solution is to write matrices in the Matrix Market format [14], where each matrix is
described by a single file with the name
BenchmarkName.MatrixName
where MatrixName is an upper-case letter according to the naming convention of
(5) for first-order and (6) for second-order ODE systems.
For nonlinear systems, we suggest the DSI format described in [42]. Its syntax is
similar to a Matlab [43] .m file. The format allows one to specify the matrices of
(6) along with all possible nonlinearities added to the system:
Mx¨ + Ex˙ + Kx = Bu + b + Ff(t, x.x˙ , u)
y = Cx + Du + d + Gg(t, x, u), (10)
f and g are vector valued nonlinear functions and the matrices F and G map the
nonlinear functions to the equations when the size of f and g is smaller than the
number of equations.
5.2. Benchmark Problem 1: Electro-thermal simulation
The first benchmark problem is an electro-thermal simulation which has become
quite important in recent time [1,46]. The operation of an electrical circuit inevitably
leads to heat dissipation because of Joule heating and an important part of the design
process is to take this into account. In an integrated circuit, one has to remove the
generated heat to keep the board temperature within acceptable limits. In microsys-
tems, the Joule heating is often employed to keep a designated part (hotplate) at a
given elevated temperature. In any case, maintaining the circuit within the correct
temperature regime is crucial for the reliable system functioning. Let us consider a
mathematical formulation of electro-thermal simulation problems.
Let  ⊂ Rn, n = 2, 3 be an open set with piecewise smooth boundary . Further,
assume that the boundary can be decomposed into two open setsq andh admitting
q ∪ h = , (11)
q ∩ h = ∅, (12)
where the bar means the set closure. Let n be the unit outward normal vector to .
We seek the solution of the problem in the device domain and for a time interval
τ = [t0, t1] ⊂ R. Heat transfer in a solid material is expressed by a partial differential
equation as follows:
Given Q : × τ → R, q : q × τ → R, h : h × τ → R, T0 :  → R, ρ,Cp :
 → R+ and κ ∈ R, find T : × τ → R, such that
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∇ · (κ∇T ) + Q − ρCp Tt = 0 in , (13)
T = q on q, (14)
−κ∇T n = h on h, (15)
T (t = 0) = T0 in , (16)
where κ is the thermal conductivity (isotropic for most bulk materials), Cp is the
specific heat capacity, ρ is the mass density, Q is the heat generation rate per unit
volume (this term is nonzero within the heat source region only) and T is the unknown
temperature distribution that is to be determined. This equation holds at each point
within the solid material.
The coupling of (13) with an electrical circuit is made through the heat generation
rate that, for the case of dissipative Joule heating, is given by
Q = |j|
2
σ
, (17)
where j : × τ → Rn is the electrical current density vector field and σ :  → R+
is the conductivity at a given point in the electrical conductor. In the general case, in
order to find the electrical current density distribution within the heat source region,
one has to solve a Poisson equation  = J/σ for the electric potential. As a result,
the combined task becomes computationally demanding as it is necessary to solve
both the Poisson and heat transfer equation simultaneously.
A considerable simplification can be made under the assumption that the conduc-
tivity is the same within a volume that has a single current input and a single current
output. This means that we lump the distributed conductive medium into conventional
resistors and assume that the heat generation rate is homogenous within it. In some
devices, for example, hotplate sensors, heat generation resistor elements are already
lumped by design; their input and output terminals can be clearly seen from the
structure and the temperature is homogeneous enough to justify neglection of the
exact distribution. In others, like transistors, the applicability of such an assumption
requires special considerations. In any case, this is a common starting point to derive
a compact thermal model.
The homogeneous heat generation hypothesis decouples electrical and thermal
parts because now the heat generation rate can be computed as follows:
Q = I 2R/V, (18)
where I is the total current passing through the lumped resistor, R its total resistance
and V is its volume. After this step, one can make a semi-discretization of (13) in
space (e.g., by the FEM [33]). The temperature within an element is interpolated by
a linear combination of shape functions Ni(r); at the place r,
T (r) ≈
∑
i
xi(t)Ni(r). (19)
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In our case, the shape functions Ni are chosen such that the xi directly correspond
to temperatures at discretization points. One obtains a system of ordinary differential
equations in the form of (5) where x is the vector of coefficients in (19), and the input
vector u consists of only one entry u = I 2R.
Engineers are frequently not interested in the solution of this equation over the
entire computational domain, that is, to know the temperatures at all nodes. Instead,
they often only require a few thermal outputs y at given locations that can be accessed
by the output matrix of the system.
There are several sources of nonlinearity in this system. First, material properties
in the heat transfer PDE (18) and as a result in the system matrices depend on temper-
ature, enlarging the domain for the material property functions from to× T with
T ⊂ R. However, because the temperature range in conventional devices is relatively
small, this can often be treated by taking properties at an average temperature, that
is, by performing linearization about an operating point. Second, after the homoge-
nous heat generation approximation, the input functions may depend on temperature
explicitly because the resistivity depends on temperature. From a practical viewpoint,
it is important to preserve this nonlinearity in the reduced model, because this gives an
opportunity to develop an “intelligent” electrical circuit which senses the temperature
in the heat generation area.
Let us consider a microthruster array, shown in Fig. 3. It is based on the co-
integration of solid fuel with a silicon micromachined system [52,54]. The goal of the
device is to produce a bit-impulse. When required, the circuitry sends electrical power
to the resistive heater of a particular unit. This causes the ignition of the solid fuel
located under the resistor and subsequent sustained combustion. In addition to space
applications such as nano-satellites, the device can be also used for gas generation or
as a highly energetic actuator. In Fig. 3, the process of sustained combustion is shown
for a single microthruster unit in an 4 × 4 array, where the dimension of the whole
device is about 1 × 1 cm.
Fig. 3. Firing a microthruster in an 4 × 4 array. Illustration courtesy of Rossi, LAAS-CNRS.
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The modeling of the whole process is quite involved. However, an important part
of the device functioning, that is, the electro-thermal ignition, is described by (13)–
(16) and (18) with an assumption that the ignition starts when a critical temperature is
reached within the solid fuel. Under the assumption of homogenous heat generation,
this problem is converted to a pure thermal problem when electrical power is used as
input. It happens that the simulation of this very process is already quite important
from an engineering viewpoint. One of the design goals is to position microthruster
units in an array. Here there are two contradictive goals. On the one hand, it is desirable
to reach the highest level of integration, that is, to place units as close to each other as
possible. On the other hand, when the units are too close the firing of a unit can lead
to firing of neighboring thrusters. Engineering aspects are described in more detail
elsewhere [52].
A computational domain for the benchmark contains a single microthruster. The
device solid model has been created and meshed in Ansys. The material properties,
except for the resistivity, were assumed to be constant. There are four different test
cases described in Table 3 with the goal to cover cases of different dimensions so as
to be able to check model reduction algorithms for scalability. Two cases are made
for the 2D-axisymmetric approximation, the other two for a real 3D geometry.
The 2D-axisymmetric approximation is the first common simplification that re-
duces the dimension of a discretized model significantly. In this case, the temperature
field is assumed to possess cylindrical symmetry, that is, when expressed in cylindrical
coordinates, it does not depend on the rotation angle. Although this does not allow
us to describe the exact geometry of the heater, this effectively allows us to use a 2D
instead of a 3D mesh.
The discretization, i.e., the transformation from the PDE to a system of ODEs,
is performed with ANSYS. There, two different types of elements are offered to
interpolate the temperature field: linear and quadratic elements. Quadratic elements
generate a system with a larger dimension, but they are able to much better reproduce
the temperature distribution.
The dimension of the resulting ODE systems after discretization varies from 4257
to 79,171. Note that the results from different models cannot be compared directly with
each other as the output nodes are located in slightly different geometrical positions
and there are some differences in modeling for the 3D and 2D-axisymmetric cases.
Temperature is assumed to be in Celsius with an initial state of 0 ◦C.
Table 3
Microthruster models
Code Comment N nnz(A) nnz(E)
T2DAL 2D-axisymmetric, linear elements 4257 37,465 4257
T2DAH 2D-axisymmetric, quadratic elements 11,445 176,117 176,117
T3DL 3D, linear elements 20,360 509,866 20,360
T3DH 3D, quadratic elements 79,171 4,352,105 4,352,105
N is the number of equations, nnz(A) is the number of nonzero elements of A.
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Table 4
Output nodes for the microthruster models
# Code Comment
1 aHeater Within the heater
2 FuelTop Fuel just below the heater
3 FT-100 Fuel 0.1 mm below the heater
4 FT-200 Fuel 0.2 mm below the heater
5 FuelBot Fuel bottom
6 WafTop1 Wafer top (touching fuel)
7 WafTop2 Wafer top (end of computational domain)
8 SiNTop1 At the SiN layer above WafTop1
9 SiNTop2 At the SiN layer above WafTop2
The system matrices are symmetric and positive definite. They have been read
directly from ANSYS binary files and converted to the Matrix Market format with
the tool mor4ansys, developed at IMTEK [55].
The output nodes are described in Table 4. A design task was to reach the ignition
temperature within the fuel and at the same time not to reach a critical temperature
at neighboring microthrusters. Nodes 2 to 5 show the fuel temperature distribution
and nodes 6 to 9 characterize the temperature in the wafer, nodes 5, 7 and 9 being the
furthest from the resistor.
The goal of model reduction is to find a reduced model that accurately describes
the temperatures at these nodes for the initial time of 1 s. The acceptable accuracy is
a few degrees Celsius (a few percent).
The benchmark files contain a constant load vector that can be multiplied by an
input function. An input function equal to 1 corresponds to a constant power input
of 150 mW. A step function is already a good approximation to test model reduction
algorithms. However, one can easily add a weak nonlinearity in the input function
in order to treat an important problem in electro-thermal simulation. The resistivity
depends on temperature and it would be good to preserve this dependence in the final
reduced model as the circuit uses this nonlinearity to measure the temperature. Under
the hypothesis of homogeneous heat generation, the input function (18) depends on
temperature through R. In our case, one has to multiply the load vector by a function,
1 + 0.0009TResistor + 3 × 10−7T 2Resistor, (20)
assuming a constant current. The temperature in (20) can be well approximated by
the first output in Table 4.
5.3. Benchmark Problem 2: Electrostatically actuated beam
Moving structures are an essential component for many microsystem applications,
among them fluidic parts like pumps and electrically controllable valves [59], sensing
cantilevers [31,32] and optical structures (DLP [61]).
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Several actuation principles can be employed on microscopic length scales, the
most frequent are certainly the electromagnetic forces [28,44,47,56]. While electro-
static actuation falls behind at the macro scale, the effect of charged bodies outper-
forms magnetic forces on the microscale both in terms of performance and fabrication
expense.
From a modeling viewpoint, the underlying physics of electrostatic forces is more
intuitive than for most other electrical actuation principles; however, the resulting
force is often nonlinear, and due to the large spatial reach of this kind of force, a
strong spatial coupling of charges is observed.
5.3.1. System setup
We now model a typical structure whose generic layout corresponds to an RF
switch as well as an RF electromechanical filter. Fig. 1 shows a typical example for
a manufactured structure.
Consider a beam supported at both ends (Fig. 4). It is made of a highly conducting
material (e.g., a metal) with density ρ and Young’s modulus of elasticity E. Hence,
the electric potential is the same everywhere on the beam. This beam forms the first
electrode. Below the beam, a counter electrode is placed. Again, the electric potential
is the same everywhere on the electrode, but different from the potential on the beam.
This lower electrode is fixed along its length, thus it features no spatial degrees of
freedom, while the upper beam is free to move in the vertical direction except for its
supported ends.
A voltage source generates a potential difference between the two electrodes, i.e.,
the potential on the beam Vbeam and the potential on the bottom Vbot satisfy the
equation
Vbeam − Vbot = Vin. (21)
This potential difference is enforced in the model by distributing electric charges
on the beam such that the sum of their potentials yields the respective voltage.
5.3.2. Approximations
To be useful as a benchmark for model order reduction, some approximations have
to be made to limit the number of nonlinearities in the system matrices to a reasonable
amount. The approximations can be divided in three parts: numerical discretization,
constraints on the degrees of freedom (DOFs) and material properties.
y Vins
x
Fig. 4. The considered system, a conducting beam supported at both ends with counter electrode below.
The deformation of the upper beam is greatly exaggerated.
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The PDE is approximated by an ODE through finite element discretization. Since
the aspect ratio of the beam (i.e., the ratio of the length to the transverse dimensions)
is rather large, we can further approximate the three-dimensional (3D) body of the
beam by a one-dimensional (1D) curve embedded in 3D.
For symmetry reasons, the beam motion can also be constrained to a plane, yielding
a two-dimensional (2D) motion. For this case, three possible beam deflections can be
observed [63]:
Torsional displacements: A rotation about the beam’s longitudinal axis.
Axial displacements: Compression or expansion of the beam along its longitudinal
axis.
Flexural displacements: Deflecting the beam out of its plane undeformed axis.
We have developed two models, one linear model featuring all three deflections,
and a beam model for flexural displacements—the most important for microsystem
applications—with nonlinear electrostatic actuation.
We assume that the beam deflection is small, so that geometric nonlinearities can
be neglected. This allows us to impose another constraint on the beam motion of the
second model: For small deflections, a motion in the x direction would result in an
axial compression; we therefore allow only motion in the y direction. We assume
that the possible deflections are smaller than the distance between the beams so that
no contact occurs. Another effect which is often observed for electrostatic actuators
is the “pull in” instability, i.e., when the actuator moves beyond a certain point, the
electrostatic force becomes larger than the retracting force of the beam deformation;
the sum thus points in the direction of the displacement, and the actuator is further
accelerated towards the counter electrode. This is still possible with the approximated
model.
The material used is assumed to be isotropic and ideally elastic with no plas-
tic deformation or brittle fracture. As common in micromechanics, gravity may be
neglected.
A further approximation concerns the distribution of electrical charges on the
beam. The charge distribution can be a complicated function depending on the cur-
rent geometrical conformation of the beam. Usual boundary element approximation
schemes would increase the complexity dramatically. We therefore concentrate the
charge at distinct points [58].
5.3.3. Lagrangian mechanics
We use a Lagrangian formulation to determine the equations of motion. The state
of the system is expressed by generalized coordinates x ∈ Rm and their velocities
x˙ = x/t . In this example, those are mq mechanical degrees of freedom q and mQ
charge degrees of freedom Q. Due to constraints on these coordinates, e.g., by mechan-
ical obstacles, the state space might occupy only a subset, i.e., x ∈ Qx ⊆ Rmq+mQ
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and x˙ ∈ Qx˙ ⊆ Rmq+mQ . We consider the system in the time interval τ = [t0, t1] ⊂ R.
The LagrangianL : Qx × Qx˙ × τ → R for the system is then defined as
L(x, x˙ , t) = T ∗(x, x˙ , t) − V (x, t) − We(x, t), (22)
where T ∗ : Qx × Qx˙ × τ → R is the kinetic coenergy, V : Qx × τ → R the poten-
tial energy stored in the elastic deformation of the beam and We : Qx × τ → R the
potential energy stored in the electrostatic field. The equations of motion are then
recovered by evaluating
d
dt
L
x˙i
− L
xi
= Fi, (23)
where t is the time and Fi : Qx × Qx˙ × τ → R, 1  i  m are the generalized non-
conservative forces (i.e., damping and external forces).
5.3.4. Finite element method discretization of elastic beam
Let  be the device domain of the beam, i.e., the volume in which the beam
is contained, as in Section 5.2. The deformation is determined by the stress–strain
relationship (Hooke’s law) [63]
 = H, (24)
where in 3D space  = (σx, σy, σz, τxy, τyz, τzx)T : × τ → R6 is the vector of
stresses,  = (εx, εy, εz, γxy, γyz, γzx)T : × τ → R6 is the vector of strains, and H
is a constant 6 × 6 matrix with material data relating stresses to strains. For isotropic
materials, H depends only on Young’s modulus E and Poisson’s ratio ν. This equation
holds in every point of the material. The strain is related to the geometric displacement
u : × τ → R3 by means of the strain–displacement relationship
 = Du. (25)
The differential operator D is determined by the beam geometry, with only spatial
derivatives involved.
5.3.4.1. Finite elements. The beam is split into 1D finite elements e of length
L in 3D space [63], therefore the dimension of  reduces to 1. We assume that the
beam in oriented along the x axis. Each beam element e comprises two vertices
xe and xe+1 = xe + L at its ends with degrees of freedom qe, so e = [xe, xe+1].
Between these vertices, the displacement is interpolated by shape functions fe. Denot-
ing the state space of the single element by Qqe and the interpolated displacement by
uˆ : e × Qqe → R3, we have in a single element
fe : e → R, (26)
uˆ(x, q(t)) = f(x)q(t). (27)
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Two adjacent elements share the nodes on their ends; q and f are assembled from
the degrees of freedom and shape functions of all elements. The strain–displacement
and stress–displacement relationships now read
(x, t) = Duˆ = Df(x)q(t) = D(x)q(t), (28)
(x, t) = H = HD(x)q(t). (29)
The potential energy can then be calculated by
V = 1
2
∫

T d = 1
2
q
T
∫

DTHD d q = 1
2
q
TKq, (30)
and the kinetic coenergy T ∗ of the distributed mass by
T ∗ = 1
2
∫

ρ| ˙ˆu|2 d = 1
2
q˙T
∫

ρf
T
f d q˙ = 1
2
q˙TMq˙ . (31)
K and M are called the stiffness and mass matrix. They are assembled from the
contributions of the element matrices Ke and Me.
5.3.4.2. Application to flexural displacement. For the flexural displacement of the
beam, we choose Hermite cubic shape functions with two degrees of freedom q at each
vertex: Deflection yi perpendicular to the beam and the slope θi , which corresponds
to a rotation in the deformation plane for small deflections. For each element e, this
yields the degrees of freedom
qe = (ye, θe, ye+1, θe+1)T. (32)
The Hermite shape functions for a single one-dimensional linear element e with
length L are (see Fig. 5)
fe(x˜) =

1
L3
(2x˜3 − 3Lx˜2 + L3)
1
L2
(x˜3 − 2Lx˜2 + L2x˜)
1
L3
(−2x˜3 + 3Lx˜2)
1
L2
(x˜3 − Lx˜2)

T
, x˜ = x − xe. (33)
The differential operator D for flexural displacement is [63]
D = −y d
2
dx2
, (34)
yielding
De = Dfe
= − y
L3
[
12x˜ − 6L 6Lx˜ − 4L2 −12x˜ + 6L 6Lx˜ − 2L2] . (35)
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Fig. 5. Hermite shape functions for one-dimensional finite elements (adapted from [63]).
Since the beam is not stressed in the y and z directions and no shearing
occurs, the vector of stresses  can be reduced to its first component σx ; therefore
the vector of strains  can be simplified to εx and H can be simplified to E to yield
Eεx = σx .
Including this in (30), we get as contribution for this element:
Kflex,e =
∫
e
DTe EDe d =
2EI
L3

6 3L −6 3L
3L 2L2 −3L L2
−6 −3L 6 −3L
3L L2 −3L 2L2
 , (36)
where I = ∫
A
y2 dA is the moment of inertia over the cross-section of the beam.
For the kinetic energy of an extended body, two contributions must be considered:
rotational and translational inertia.
5.3.4.3. Translational inertia. From (31), we get
Mflex,e,t =
∫
e
ρf
T
f d =
∫ xe+1
xe
ρAf
T
f dx, (37)
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which evaluates to
Mflex,e,t = ρAL420

156 22L 54 −13L
22L 4L2 13L −3L2
54 13L 156 −22L
−13L −3L2 −22L 4L2
 . (38)
5.3.4.4. Rotational inertia. Due to the 1D approximation of the beam, the kinetic
energy of rotation of beam cross-sections is not included in (38). Therefore, an addi-
tional contribution to the kinetic energy must be computed. Although the nodes are
assumed to only move in the y direction, a rotation about the z axis caused an x
translation of the portions in the cross-section of the beam further away from the
neutral axis. Assuming that the center of this rotation is at y = 0, the x translation of
a point in the cross-section is
ux = −yθz = −y ddx u = −y
d
dx
fq. (39)
The speed of that point is
u˙x = −y ddx fq˙ . (40)
Inserting this into (31), we get
Mflex,e,r =
∫
e
ρy2
(
df
dx
)T (
df
dx
)
d =
∫ xe+1
xe
ρI
(
df
dx
)T (
df
dx
)
dx. (41)
This finally yields
Mflex,e,r = ρI30L

36 3L −36 3L
3L 4L2 −3L −L2
−36 −3L 36 −3L
3L −L2 −3L 4L2
 . (42)
The generalized inertial mass of this element is now found by
Mflex,e = Mflex,e,t + Mflex,e,r . (43)
5.3.5. Axial and torsional displacements
The same kind of discretization can be used to model the axial elongation of the
beam and the rotation about the beam axis. The degrees of freedom are then the nodal
displacement in x direction and the rotation about the x axis.
Since for these degrees of freedom, a linear behavior can be expected and no
dimensional reduction is performed, linear Lagrangian elements suffice to model the
behavior. The differential operator for the axial displacement is
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D = d/dx, (44)
the shape functions are
fe(x˜) =
[
1 − x
L
x
L
]
, x˜ = x − xe. (45)
Evaluating (30) and (31) yields
Kax = EA
L
[
1 −1
−1 1
]
, Max = ρAL6
[
2 1
1 2
]
. (46)
For the torsional displacement, we get with the same shape functions as above and
the differential operator D = r d/dx the matrices
Ktor = GJ
L
[
1 −1
−1 1
]
, Mtor = ρJL6
[
2 1
1 2
]
, (47)
where G is the shearing modulus of the material and J = ∫CS(y2 + z2) dA =∫
CS r
2 dA is the polar moment of inertia of the cross-section CS.
The potential and kinetic energy can then be added to the Lagrangian as above.
Since in our simple model all three types of displacements are decoupled, the global
matrices for the latter two can be simply appended to the matrices for the flexural
displacement.
5.3.6. Electrostatic actuation
As mentioned above, the electric charge distribution over an element is approxi-
mated by a point charge at the element interface. The electric potential V : Rn → R
for a point charge Qi ∈ R can be calculated by integrating Coulomb’s law, taking a
test charge from infinity to a position rij near the charge under consideration. In 3D,
this is [36]
Vij = −
∫ rij
∞
Qi
4r0r2
dr = Qi
4r0rij
, (48)
where 0 is the permittivity of free space, r ≈ 1 is the relative dielectric permittivity
of air and rij is the distance between the charge and the evaluation point.
Another contribution to the energy comes from the self capacity of the point charge.
The charge is in reality distributed over the beam element’s area. We can calculate
the voltage for a rectangular area Ai = wh, where w and h are the dimensions of the
rectangle, by
Vii = Qi4r0Ai
∫
Ai
1
r − ri dA
′
i
= Qi
2r0wh
(
h ln
w + √w2 + h2
h
+ w ln h +
√
w2 + h2
w
)
. (49)
Dividing by Qi yields the reciprocal of the self capacity Pii .
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Combining these equations yields the following matrix expression for all nodal
voltages:
V = PQ
with Pij =

1
4r 0rij , i /= j,
1
2r 0wh
(
h ln w+
√
w2+h2
h
+ w ln h+
√
w2+h2
w
)
, i = j.
(50)
The energy is then
We = 12Q
T
V = 1
2
Q
TPQ, (51)
and the complete Lagrangian is specified by
L = 1
2
q˙
T
Mq˙ − 1
2
q
TKq − 1
2
Q
TPQ. (52)
The accuracy of the lumping increases by making the elements smaller for a given
beam geometry.
5.3.7. Nonconservative work
Energy is introduced into the system by the voltage source, and dissipated by the
damping of the structure. The variation of nonconservative work therefore reads
W nc = qT (−Eq˙ )︸ ︷︷ ︸
Fq
+QT Vin︸︷︷︸
FQ
. (53)
Fq and FQ are the generalized forces for the mechanical and electrical degrees of
freedom. The vector Vin has an entry Vin for all charge nodes on the upper beam,
and an entry 0 for all charges on the lower beam. The damping matrix E is usually
calculated by a linear combination of the stiffness and mass matrix
E = ckK + cmM, (54)
using the mode-preserving Rayleigh damping formulation [18].
5.3.8. Equations of motion
With (23), we can calculate the equations of motion. As shown before, all matrices
are symmetric. We then get the equations∑
j
(
Mij q¨j + Eij q˙j + Kijqj + 12
∑
k
Qj
Pjk
qi
Qk
)
= 0 with Pjk
θi
= 0,
(55)
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j
PijQj = Vin,i , (56)
subject to
q(t = 0) = q0 and q˙ (t = 0) = q˙ 0. (57)
The fourth term in (55) is highly nonlinear and strongly couples all degrees of
freedom.
5.3.9. Input and output terminals
As discussed in the previous example, there are two options for model order reduc-
tion: First, to seek a projection which accurately reproduces the behavior of the
device through the complete domain. However, engineers are often only interested
in accurate output for a small subset of all computational nodes at the so called
terminals of the device. Usually, there is also a very limited number of independent
inputs for the system. To meet these requirements and give the model order algorithm
further possibilities to optimize the result, these so called terminals are provided by
multiplication with a scatter matrix B to project the smaller number of inputs (in this
case Vin) to the size of the system and a gather matrix C to project the system state
to a smaller number of outputs y. Further, it is beneficial for research to separate the
system into linear and nonlinear parts.
We further combine Eqs. (55) and (56) by using x =
(
q
T
Q
T
)T
. All nonlinearities
are moved to a vector f(x, Vin) on the right side. Since this vector contains redundant
zero entries, we use a scatter matrix to be able to use a vector f with nonzero entries
only. This yields the following system:
M̂x¨ + Êx˙ + K̂x = BVin + Fg(x, Vin),
y = Cx. (58)
Table 5
Available matrix files for benchmark systems
Code Comment N
Linear
LF10 Flexural only 18
LF10000 Flexural only 19,998
LFAT5 Flexural, axial, torsional 14
LFAT5000 Flexural, axial, torsional 19,994
Nonlinear, flexural displacement, electrostatic actuation
E10 38
E100 398
N: number of equations.
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Two kinds of models are available on the MOR homepage [35]: A linear model
with all three kinds of beam displacement but without electrostatic actuation, and a
model with a linear flexural beam, but nonlinear electrostatic actuation. Table 5 lists
the different precomputed matrix files.
All files have a single input and a single output terminal; the output terminal
represents the vertical displacement of the middle node on the top beam; the input
terminal is a vertical force on this node for the “L” models and the applied voltage for
the “E” models. All nodes with Dirichlet boundary conditions are already removed
from the system.
By neglecting the damping matrix, an undamped system results.
6. Conclusion
We have described and presented benchmark cases for two important MST appli-
cations for which there is a need among engineers for reliable compact models. The
benchmarks are available online in a computer readable file format. We hope that our
paper will initiate mathematical interest in the problems considered and thus promote
their solution. Further nonlinear models are currently under development and will be
added to the aforementioned web page.
7. Abbreviations
AC alternating current
CAE computer aided engineering
DSIF dynamical systems interchange format
DOF degree of freedom
FEM finite element method
MEMS microelectromechanical system
MOR model order reduction
MST microsystem technology
ODE ordinary differential equation
PDE partial differential equation
RF radio frequency
SEM scanning electron microscopy
SPICE simulation program for integrated circuits emphasis
SVD singular value decomposition
VLSI very large scale integration
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