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Abstract
The overdetermination problem for elliptic diﬀerential equation with Dirichlet
boundary condition is considered. The third and fourth orders of accuracy stable
diﬀerence schemes for the solution of this inverse problem are presented. Stability,
almost coercive stability, and coercive inequalities for the solutions of diﬀerence
problems are established. As a result of the application of established abstract
theorems, we get well-posedness of high order diﬀerence schemes of the inverse
problem for a multidimensional elliptic equation. The theoretical statements are
supported by a numerical example.
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1 Introduction
Many problems in various branches of science lead to inverse problems for partial dif-
ferential equations [–]. Inverse problems for partial diﬀerential equations have been
investigated extensively by many researchers (see [–] and the references therein).
Consider the inverse problem of ﬁnding a function u and an element p for the elliptic
equation⎧⎨⎩–utt(t) +Au(t) = f (t) + p,  < t < T ,u() = ϕ, u(T) =ψ , u(λ) = ξ ,  < λ < T (.)
in an arbitrary Hilbert space H with a self-adjoint positive deﬁnite operator A. Here, λ is
a known number, ϕ, ξ , and ψ are given elements of H .
Existence and uniqueness theorems for problem (.) in a Banach space are presented
in []. The ﬁrst and second accuracy stable diﬀerence schemes for this problem have been
constructed in []. High order of accuracy stable diﬀerence schemes for nonlocal bound-
ary value elliptic problems are presented in [–].
Our aim in this work is the construction of the third and fourth order stable accuracy
diﬀerence schemes for the inverse problem (.).
In the present paper, the third and fourth orders of accuracy diﬀerence schemes for the
approximate solution of problem (.) are presented. Stability, almost coercive stability,
©2014Ashyralyyev; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any
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and coercive stability inequalities for the solution of these diﬀerence schemes are estab-
lished.
In the application, we consider the inverse problem for the multidimensional elliptic




r=(ar(x)uxr )xr + σu = f (t,x) + p(x),
x = (x, . . . ,xn) ∈,  < t < T ,
u(,x) = ϕ(x), u(T ,x) =ψ(x), u(λ,x) = ξ (x), x ∈,
u(t,x) = , x ∈ S, ≤ t ≤ T .
(.)
Here,  = (,L)× · · · × (,L) is the open cube in the n-dimensional Euclidean space with
boundary S,  = ∪ S, ar(x) (x ∈), ϕ(x), ξ (x), ψ(x) (x ∈), f (t,x) (t ∈ (, ), x ∈) are
given smooth functions, ar(x)≥ a >  (x ∈), and  < λ < T , σ >  are given numbers.
The ﬁrst and second orders of accuracy stable diﬀerence schemes for equation (.) are
presented in []. We construct the third and fourth orders of accuracy stable diﬀerence
schemes for problem (.).
The remainder of this paper is organized as follows. In Section , we present the third
and fourth order diﬀerence schemes for problem (.) and obtain stability estimates for
them. In Section , we construct the third and fourth order diﬀerence schemes for prob-
lem (.) and establish their well-posedness. In Section , the numerical results are given.
Section  is our conclusion.
2 High order of accuracy difference schemes for (1.1) and stability inequalities
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for u(λ). Here, l = [ λ
τ
], [·] is a notation for the greatest integer function. Applying formulas
(.) and (.) to u(λ) = ξ , we get, respectively,
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
–τ–(uk+ – uk + uk–) +Auk + τ

Auk = θk + p,
θk = f (tk) + τ

 (
f (tk+)–f (tk )+f (tk–)
τ +Af (tk)),




– l) +  (
λ
τ




+ (–  (
λ
τ
– l) +  (
λ
τ
– l))ul+ = ξ ,
(.)
the third order of accuracy diﬀerence problem and
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
–τ–(uk+ – uk + uk–) +Auk + τ

Auk = θk + p,
θk = f (tk) + τ

 (
f (tk+)–f (tk )+f (tk–)
τ +Af (tk)),








+ (–  (
λ
τ
– l) +  (
λ
τ




+ ( – ( λ
τ
– l))ul
+ (  (
λ
τ
– l) +  (
λ
τ




+ (–  (
λ
τ
– l) +  (
λ
τ
– l))ul+ = ξ ,
(.)
the fourth order of accuracy diﬀerence problem for inverse problem (.).
For solving of problems (.) and (.), we use the algorithm [], which includes three
stages. For ﬁnding a solution {uk}N–k= of diﬀerence problems (.) and (.) we apply the
substitution
uk = vk +A–p. (.)
In the ﬁrst stage, applying approximation (.), we get a nonlocal boundary value diﬀer-
ence problem for obtaining {vk}Nk=. In the second stage, we put k =  and ﬁnd v. Then,
using the formula
p = Aϕ –Av, (.)
we deﬁne an element p. In the third stage, by using approximation (.), we can obtain
the solution {uk}N–k= of diﬀerence problems (.) and (.). In the framework of the above
mentioned algorithm for {vk}Nk=, we get the following auxiliary nonlocal boundary value
diﬀerence scheme:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
–τ–(vk+ – vk + vk–) +Avk + τ

Avk = θk ,
θk = f (tk) + τ

 (
f (tk+)–f (tk )+f (tk–)
τ +Af (tk)),
tk = kτ , ≤ k ≤N – ,Nτ = T ,
v – (  (
λ
τ
– l) +  (
λ
τ




– (–  (
λ
τ
– l) +  (
λ
τ
– l))vl+ = ϕ – ξ ,
vN – (  (
λ
τ
– l) +  (
λ
τ




– (–  (
λ
τ
– l) +  (
λ
τ
– l))vl+ =ψ – ξ
(.)
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for the third order of accuracy diﬀerence problem (.) and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
–τ–(vk+ – vk + vk–) +Avk + τ

Avk = θk ,
θk = f (tk) + τ

 (
f (tk+)–f (tk )+f (tk–)
τ +Af (tk)),
tk = kτ , ≤ k ≤N – ,Nτ = T ,
v – (  (
λ
τ
– l) –  (
λ
τ
– l))vl– – (–  (
λ
τ



















– l))vl+ – (–  (
λ
τ
– l) +  (
λ
τ
– l))vl+ = ϕ – ξ ,
vN – (  (
λ
τ
– l) –  (
λ
τ
– l))vl– – (–  (
λ
τ



















– l))vl+ – (–  (
λ
τ
– l) +  (
λ
τ
– l))vl+ =ψ – ξ
(.)
for the fourth order of accuracy diﬀerence problem (.).
For a self-adjoint positive deﬁnite operator A, it follows that [] D =  (τC +√
C + τ C) is a self-adjoint positive deﬁnite operator, whereC = A+ τA, R = (I+τD)–,
I is the identity operator. Moreover, the bounded operator D is deﬁned on the whole
space H .
Now we give some lemmas that will be needed below.
Lemma . The following estimates hold []:
∥∥exp(–kτA  ) – Rk∥∥H→H ≤ M(δ)ττ k , k ≥ , ∥∥(I – RN)–∥∥H→H ≤M(δ),
kτ
∥∥DRk∥∥H→H ≤M(δ), ∥∥Rk∥∥H→H ≤M(δ)( + δτ )–k , k ≥ , δ > ,∥∥Dβ(Rk+r – Rk)∥∥H→H ≤M(δ) (rτ )α(kτ )α+β , ≤ k < k + r ≤N , ≤ α,β ≤ .




∥∥DRj∥∥H→H ≤M(δ)Y (τ , δ),
where







Lemma . For ≤ l ≤N – , the operator








































Rl+ + RN–l– – RN–l– + RN+l+
)
has an inverse such that
G = S–






G –G =GGK, (.)
where









































× (Rl+ + RN–l– – RN–l– + RN+l+).








































Rl+ + RN–l– – RN–l– + RN+l+
)∥∥∥∥
H→H
≤ M(δ)τ . (.)
By using the triangle inequality, formula (.), estimates (.), (.), and Lemma . of
paper [], we obtain
‖G‖H→H = ‖G‖H→H + ‖G‖H→H‖G‖H→H ≤M(δ) + ‖G‖H→HM(δ)M(δ)τ
for any small positive parameter τ . From that follows estimate (.). Lemma . is
proved. 
Lemma . For ≤ l ≤N – , the operator
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Proof We can get
G –G =GGK, (.)














































































Rl+ + RN–l– – RN–l– + RN+l+
)
.
Applying estimates of Lemma ., we have
‖K‖H→H ≤M(δ)τ . (.)
Using the triangle inequality, formula (.), estimates (.), (.), and Lemma . of
paper [], we get
‖G‖H→H = ‖G‖H→H + ‖G‖H→H‖G‖H→H ≤M(δ) + ‖G‖H→HM(δ)M(δ)τ
for any small positive parameter τ . From that follows estimate (.). Lemma . is
proved. 
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Let Cτ (H) and Cα,ατ (H) be the spaces of all H-valued grid functions {θk}N–k= in the corre-
sponding norms,∥∥{θk}N–k= ∥∥Cτ (H) = max≤k≤N–‖θk‖H ,∥∥{θk}N–k= ∥∥Cα,ατ (H) = ∥∥{θk}N–k= ∥∥Cτ (H)
+ sup
≤k<k+n≤N–
(kτ + nτ )α(T – kτ )α‖θk+n – θk‖H
(nτ )α .
Theorem . Assume that A is a self-adjoint positive deﬁnite operator, ϕ,ψ , ξ ∈D(A) and
{θk}N–k= ∈ Cα,ατ (H) ( < α < ). Then, the solution ({uk}N–k= ,p) of diﬀerence problem (.)
obeys the following stability estimates:∥∥{uk}N–k= ∥∥Cτ (H) ≤M(δ)[‖ϕ‖H + ‖ψ‖H + ‖ξ‖H + ∥∥{θk}N–k= ∥∥Cτ (H)], (.)∥∥A–p∥∥H ≤M(δ)[‖ϕ‖H + ‖ψ‖H + ‖ξ‖H + ∥∥{θk}N–k= ∥∥Cτ (H)], (.)
‖p‖H ≤M(δ)
[





Proof Wewill obtain the representation formula for the solution of problem (.). Apply-






























































vl+ + ϕ – ξ ,
vN = v +ψ – ϕ,







































+ (I + τD)(I + τD)–

































































































+ ϕ – ξ , (.)
vN = v +ψ – ϕ.




















































































































































(ψ – ϕ), (.)
vN = v +ψ – ϕ. (.)
Therefore, diﬀerence problem (.) has a unique solution {vk}Nk= which is deﬁned by for-
mulas (.), (.), and (.). Applying formulas (.), (.), (.), and the method of
the monograph [], we get
∥∥{vk}N–k= ∥∥Cτ (H) ≤M(δ)[‖ϕ‖H + ‖ψ‖H + ‖ξ‖H + ∥∥{θk}N–k= ∥∥Cτ (H)]. (.)
The proofs of estimates (.), (.) are based on formula (.) and estimate (.). Us-
ing formula (.) and estimates (.), (.), we obtain inequality (.). Theorem . is
proved. 
Theorem . Suppose that A is a self-adjoint positive deﬁnite operator, ϕ,ψ , ξ ∈ D(A)
and {θk}N–k= ∈ Cα,ατ (H) ( < α < ). Then, the solution ({uk}N–k= ,p) of diﬀerence problem (.)
obeys the stability estimates (.), (.), and (.).
Proof By using the representation formula (.) for the solution of (.), formula (.),
















































































vl+ + ϕ – ξ ,
vN = v +ψ – ϕ,




























































θiτ + (I + τD)(I + τD)–D–























































































































































































+ ϕ – ξ , (.)
vN = v +ψ – ϕ.


















































































































































































































































































(ψ – ϕ), (.)
vN = v +ψ – ϕ. (.)
So, the diﬀerence problem (.) has a unique solution {vk}Nk=, which is deﬁned by for-
mulas (.), (.), and (.). By using formulas (.), (.), (.), and the method of
the monograph [], we can get the stability estimate (.) for the solution of diﬀerence
problem (.). The proofs of estimates (.), (.) are based on (.) and (.). Applying
formula (.) and estimates (.), (.), we get estimate (.). Theorem . is proved.
Theorem . Assume that A is a self-adjoint positive deﬁnite operator, ϕ,ψ , ξ ∈D(A) and
{θk}N–k= ∈ Cτ (H). Then, the solutions ({uk}N–k= ,p) of diﬀerence problems (.) and (.) obey
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the following almost coercive inequality:
∥∥{τ–(uk+ – uk + uk–)}N–k= ∥∥Cτ (H) +
















∣∣ln‖B‖H→H ∣∣}∥∥{θk}N–k= ∥∥Cτ (H)
+



















Theorem. Assume that A is a self-adjoint positive deﬁnite operator, ϕ,ψ , ξ ∈D(A) and
{θk}N–k= ∈ Cα,ατ (H) ( < α < ). Then, the solutions ({uk}N–k= ,p) of diﬀerence problems (.)
and (.) obey the following coercive inequality:
∥∥{τ–(uk+ – uk + uk–)}N–k= ∥∥Cα,ατ (H) +











∥∥{θk}N–k= ∥∥Cα,ατ (H) +



















The proofs of Theorems . and . are based on formulas (.), (.), (.), (.),
(.), (.), Lemmas . and ..
3 High order of accuracy difference schemes for the problem (1.2) and their
well-posedness




(ar(x)uxr )xr + σu








u(x) ∈W(),u(x) = ,x ∈ S
}
.




x = xm = (hm, . . . ,hnmn);m = (m, . . . ,mn),
mr = , . . . ,Nr ,hrNr = , r = , . . . ,n
}
,
h = ˜h ∩, Sh = ˜h ∩ S.
To the diﬀerential operator Ax generated by problem (.) we assign the diﬀerence opera-







xr ,jr + σu
h(x) (.)
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acting in the space of grid functions uh(x), satisfying the condition uh(x) =  for all
x ∈ Sh.
To formulate our results, let Lh = L(˜h) andW h =W  (˜h) be spaces of the grid func-




∣∣ζ h(x)∣∣h · · ·hn)/,












∣∣(ζ h(x))xrxr ,mr ∣∣h · · ·hn
)/
.
Applying formula (.) to Axh, we arrive for vh(t,x) functions, at auxiliary nonlocal




hvh(t,x) = f h(t,x),  < t < T ,x ∈ ˜h,
vh(,x) – vh(λ,x) = ϕ(x) – ξ (x), x ∈ ˜h
vh(T ,x) – vh(λ,x) =ψ(x) – ξ (x), x ∈ ˜h.
(.)
We deﬁne function ph(x) by formula
ph(x) = Axhϕh(x) –Axhvh(,x), x ∈ ˜h. (.)











)vhk(x) = θhk (x),
θhk (x) = f h(tk ,x) +
τ 

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and by the fourth order of accuracy diﬀerence scheme
–v
h







)vhk(x) = θhk (x),
θhk (x) = f h(tk ,x) +
τ 






































































































































































vhl+(x) = ϕh(x) – ξh(x), x ∈ ˜h.
Let τ and |h| =
√
h + · · · + hn be suﬃciently small positive numbers.
Theorem. The solutions of diﬀerence schemes (.) and (.) obey the following stability
estimates:
∥∥{uhk}N– ∥∥Cτ (Lh) ≤M(δ)[∥∥ϕh∥∥Lh + ∥∥ψh∥∥Lh + ∥∥ξh∥∥Lh + ∥∥{f hk }N– ∥∥Cτ (Lh)],∥∥ph∥∥Lh ≤M(δ)
[∥∥Aϕh∥∥Wh + ∥∥Aψh∥∥Wh + ∥∥Aξh∥∥Wh + α( – α)∥∥{f hk }N– ∥∥Cα,ατ (Lh)
]
.
Theorem . The solutions of diﬀerence schemes (.) and (.) obey the following almost
coercive stability estimate:




















)∥∥{f hk }N ∥∥Cτ (Lh) +
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Theorem. The solutions of diﬀerence schemes (.) and (.) obey the following coercive
stability estimate:










∥∥{f hk }N ∥∥Cα,ατ (Lh) + ∥∥ϕh∥∥Wh + ∥∥ψh∥∥Wh + ∥∥ξh∥∥Wh
]
.
The proofs of Theorems .-. are based on the abstract Theorems .-., symmetry
properties of the operatorAxh in Lh and the following theorem on the coercivity inequality
for the solution of the elliptic diﬀerence problem in Lh.
Theorem . [] For the solution of the elliptic diﬀerence problem
⎧⎨⎩Axhuh(x) = ωh(x), x ∈ ˜h,uh(x) = , x ∈ Sh,
the following coercivity inequality holds:
n∑
r=
∥∥(uhk)xrxr ,jr∥∥Lh ≤M∥∥ωh∥∥Lh ,
where M does not depend on h and ωh.
4 Numerical results
In this section, by using the third and fourth order of the accuracy approximation, we







∂x ) + u(t,x) = f (t,x) + p(x),  < x < π ,  < t < T ,
f (t,x) = (exp(–t) + t) sin(x),
u(,x) =  sin(x), ≤ x≤ π ,
u(T ,x) = (exp(–T) + T + ) sin(x), ≤ x≤ π ,
u(λ,x) = (exp(–λ) + λ + ) sin(x), ≤ x≤ π ,
u(t, ) = u(t,π ) = , ≤ t ≤ T (T = ,λ = T)
(.)
for the elliptic equation. Note that u(t,x) = (exp(–t) + t + ) sin(x) and p(x) =  sin(x) are
the exact solutions of equation (.).
For the approximate solution of the nonlocal boundary value problem (.), consider
the set of grid points
[,T]τ × [,π ]h
=
{
(tk ,xn) : tk = kτ ,k = , . . . ,N – ,xn = nh,n = , . . . ,M – 
}
,
which depends on the small parameters τ = TN and h =
π
M .
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= (exp(–tk) + tk) sin(xn) + τ

 (exp(–tk) + tk) sin(xn),
k = , . . . ,N – ,n = , . . . ,M – ,







k = , . . . ,N ,
vn – (  (
λ
τ
– l) +  (
λ
τ




– (–  (
λ
τ
– l) +  (
λ
τ
– l))vl+n = ( – exp(–λ) – λ) sin(xn),
n = , . . . ,M,
vNn – (  (
λ
τ
– l) +  (
λ
τ




– (–  (
λ
τ




= (exp(–tN ) – exp(–λ) + tN – λ) sin(xn),
n = , . . . ,M,
(.)






































= (exp(–tk) + tk) sin(xn) + τ

 (exp(–tk) + tk) sin(xn),
k = , . . . ,N – ,n = , . . . ,M – ,







k = , . . . ,N ,
vn – (  (
λ
τ




– (–  (
λ
τ
– l) +  (
λ
τ
– l) +  (
λ
τ
– l))vl–n – ( – ( λτ – l))vln
– (  (
λ
τ
– l) +  (
λ
τ




– (–  (
λ
τ




= ( – exp(–λ) – λ) sin(xn), n = , . . . ,M,
vNn – (  (
λ
τ




– (–  (
λ
τ
– l) +  (
λ
τ
– l) +  (
λ
τ
– l))vl–n – ( – ( λτ – l))vln
– (  (
λ
τ
– l) +  (
λ
τ




– (–  (
λ
τ




= (exp(–tN ) – exp(–λ) + tN – λ) sin(xn), n = , . . . ,M
(.)
for the approximate solutions of the auxiliary nonlocal boundary value problem (.). Ap-
plying approximation (.) and the second order of the accuracy in x in the approximation



















n = , . . . ,M – . (.)
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In this step, applying to the boundary value problem for the function w(t,x) for the third
and fourth order approximation in the variable t, we get, respectively, the third order of







































n] = p(xn) + τ

 p(xn),
k = , . . . ,N – ,n = , . . . ,M – ,







k = , . . . ,N ,
wn = (exp(–λ) + λ + ) sin(xn) – (  (
λ
τ




– ( –  (
λ
τ
– l))vln – (–  (
λ
τ




n = , . . . ,M,
wNn = (exp(–λ) + λ + ) sin(xn) – (  (
λ
τ




– ( –  (
λ
τ
– l))vln – (–  (
λ
τ




n = , . . . ,M,
(.)








































n] = p(xn) + τ

 p(xn),
k = , . . . ,N – ,n = , . . . ,M – ,







k = , . . . ,N ,







– l))vl–n – (–  (
λ
τ







– l))vl–n – ( – ( λτ – l))vln
– (  (
λ
τ
– l) +  (
λ
τ




– (–  (
λ
τ











– l))vl–n – (–  (
λ
τ







– l))vl–n – ( – ( λτ – l))vln
– (  (
λ
τ
– l) +  (
λ
τ




– (–  (
λ
τ





We can rewrite the diﬀerence scheme (.) in the following matrix form:
AVn+ + BVn+ +CVn +DVn– + EVn– = Iθn, n = , . . . ,M – , (.)
V = 
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Here, I is the (N + )× (N + ) identity matrix, θn is (N + )×  columnmatrix, A, B, C, D,
E are (N + )× (N + ) square matrices. Moreover,
A = E =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
    · · ·    
 a   · · ·    
  a  · · ·    




... · · · ... ... ... ...
    · · · a   
    · · ·  a  
    · · ·   a 






    · · ·  y z q  · · ·    
r c r  · · ·      · · ·    
 r c r · · ·      · · ·    
















    · · ·      · · · c r  
    · · ·      · · · r c r 
    · · ·      · · ·  r c r






    · · ·    
 b   · · ·    
  b  · · ·    




... · · · ... ... ... ...
    · · · b   
    · · ·  b  
    · · ·   b 
























r = – 
τ 











































⎤⎥⎥⎦ , θ kn = (exp(–tk) + tk) sin(xn) + τ  (exp(–tk) + tk) sin(xn), (.)
k = , . . . ,N – ,n = , . . . ,M – ,
θn =
(




exp(–tN ) – exp(–λ) + tN – λ
)
sin(xn),
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, s = n – ,n,n + .
For the solution of the linearmatrix equation (.), we use themodiﬁed Gauss elimination
method []. Namely, we seek a solution of equation (.) by the formula
Vn = αnVn+ + βnVn+ + γn, n =M – , . . . , . (.)
Here, αn and βn (n = , . . . ,M) are (N + )× (N + ) square matrices, γn (n = , . . . ,M) are
(N + )×  column matrices which are deﬁned by
Fn = (C +Dαn– + Eβn– + Eαn–αn–),
βn = –F–n A, αn = –F–n (B +Dβn– + Eαn–βn–),
γn = –F–n (Iθn –Dγn– – Eαn–γn– – Eγn–), n = , . . . ,M – 
with γ = γ = 
, and α = β are the (N + ) × (N + ) zero matrix, α = –, β =  I . VM
and VM– are deﬁned by formulas
VM = 
, DM = (βM– + I) – (I – αM–)αM–,
VM– =D–M
[
(I – αM–)γM– – γM–
]
.
We rewrite the diﬀerence scheme (.) in matrix form,
AWn+ + BWn+ +CWn +DWn– + EWn– = Iηn, n = , . . . ,M – , (.)
W = 











Here, ηn is an (N + ) ×  column matrix, A, B, D, E are deﬁned by formulas (.) and
(.). We use (N + )× (N + ) square matrices, and C is the following matrix:
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
    · · ·    
r c r  · · ·    
 r c r · · ·    




... · · · ... ... ... ...
    · · · c r  
    · · · r c r 
    · · ·  r c r







































vln, n = , . . . ,M – ,
ηNn =
(
exp(–tl) + tl + 
)
sin(xn) –Vln, n = , . . . ,M – ,
ηkn = p(xn) +
τ 








, s = n – ,n,n + .
We can write the diﬀerence scheme (.) in matrix form (.), where A, B, D, E are
deﬁned by formulas (.) and (.), θn is deﬁned by equation (.), C is deﬁned by
C =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
    · · ·  d e g y z  · · ·    
r c r  · · ·        · · ·    
 r c r · · ·        · · ·    


















    · · ·        · · · c r  
    · · ·        · · · r c r 
    · · ·        · · ·  r c r




















































































We have the diﬀerence scheme (.) in the matrix form of equation (.), where A, B, D,
E are deﬁned by formulas (.) and (.), θn is deﬁned by formula (.), C is deﬁned by
equation (.), ηn is deﬁned by
ηn =
(











































































vl+n , n = , . . . ,M – ,
ηNn =
(









































































vl+n , n = , . . . ,M – ,
ηkn = p(xn) +
τ 
 p(xn), k = , . . . ,N – ,n = , . . . ,M – .
Now we give the results of the numerical analysis using MATLAB programs. The nu-
merical solutions are recorded for diﬀerent values ofN ,M; and ukn represents the numeri-
cal solutions of these diﬀerence schemes at the grid points of (tk ,xn), and pn represents the























Tables - are constructed for N = ,M = , N = ,M = . Hence, the third order
and fourth order of the accuracy diﬀerence schemes are more accurate than the second
order of the accuracy diﬀerence schemes (ADS). Table  gives the error between the exact
solution and solutions derived by diﬀerence schemes for the nonlocal problem. Table 
includes the error between the exact p solution and approximate p derived by the diﬀer-
ence schemes. Table  gives the error between the exact u solution and solutions derived
by the diﬀerence schemes.
Table 1 Error EvNM
Difference schemes for v N = 6,M = 108 N = 10,M = 300
Second order ADS 0.012664 0.003977
Third order ADS 0.0017276 3.79× 10–4
Fourth order ADS 1.99× 10–4 2.91× 10–5
Table 2 Error EpM
Calculation of p N = 6,M = 108 N = 10,M = 300
Second order ADS 0.025416 0.0079655
Third order ADS 0.0033668 7.47× 10–4
Fourth order ADS 4.86× 10–4 6.98× 10–5
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Table 3 Error EuNM
Difference schemes for u N = 6,M = 108 N = 10,M = 300
Second order ADS 0.0055245 0.0016936
Third order ADS 9.83× 10–4 2.11× 10–4
Fourth order ADS 5.83× 10–5 9.3× 10–6
5 Conclusion
In this paper, the overdetermination problem for an elliptic diﬀerential equation with
Dirichlet boundary condition is considered. The third and fourth orders of accuracy dif-
ference schemes for approximate solutions of this problem are presented. Theorems on
the stability, almost coercive stability, and coercive stability estimates for the solutions of
diﬀerence schemes for the elliptic equation are proved. As a result of the application of
established abstract theorems, we get well-posedness of high order diﬀerence schemes of
the inverse problem for a multidimensional elliptic equation. Numerical experiments are
given. As can be seen from Tables -, the third and fourth orders of the accuracy diﬀer-
ence schemes are more accurate than the second order of the accuracy diﬀerence scheme.
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