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ABSTRACT OF DISSERTATION 
 
 
 
 
ASYMPTOTIC PROPERTIES OF PARTIAL AREAS UNDER THE RECEIVER 
OPERATING CHARACTERISTIC CURVE WITH APPLICATIONS IN 
MICROARRAY EXPERIMENTS 
 
 
Receiver operating characteristic (ROC) curves are widely used in medical 
decision making. It was recognized in the last decade that only a specific region of the 
ROC curve is of clinical interest, which can be summarized by the partial area under the 
ROC curve (partial AUC). Early statistical methods for evaluating partial AUC assume 
that the data are from a specified underlying distribution. Nonparametric estimators of the 
partial AUC emerged recently, but there are theoretical issues to be addressed. In this 
dissertation, we propose two new nonparametric statistics, partially integrated ROC and 
partially integrated weighted ROC, for estimating partial AUC. We show that our 
partially integrated ROC statistic is a consistent estimator of the partial AUC, and derive 
its asymptotic distribution which is distribution free under the null hypothesis. In the 
partially integrated ROC statistic, when the ROC curve crosses the Uniform distribution 
function (CDF) and if the partial area evaluated contains the crossing point, or when there 
are multiple crossing, the partially integrated ROC statistic might not perform well. To 
address this issue, we propose the partially integrated weighted ROC statistic. This 
statistic evaluates the partially weighted AUC, where larger weight is given when the 
ROC curve is above the Uniform CDF and smaller weight is given when the ROC curve 
is below the Uniform CDF. We show that our partially integrated weighted ROC statistic 
is a consistent estimator of the partially weighted AUC. We derive its asymptotic 
distribution which is distribution free under the null hypothesis.  
 We propose to apply our two nonparametric statistics to functional category 
analysis in microarray experiments. We define the functional category analysis to be the 
statistical identification of over-represented functional gene categories in a microarray 
experiment based on differential gene expression. We compare our statistics with existing 
methods for the functional category analysis both via simulation study and application to 
a real microarray data, and demonstrate that our two statistics are effective for identifying 
over-represented functional gene categories. We also emphasize the essential role of the 
empirical distribution function plots and the ROC curves in the functional category 
analysis. 
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Chapter 1 
Introduction 
 
Receiver operating characteristic (ROC) curves are widely used in medical 
decision making. It was recognized in the last decade that only a specific region of the 
ROC curve is of clinical interest, which can be summarized by the partial area under the 
ROC curve (partial AUC). Early statistical methods for evaluating partial AUC assume 
that the data are from a specified underlying distribution. Nonparametric estimators of the 
partial AUC emerged recently, but there are theoretical issues to be addressed. In this 
dissertation, we propose two nonparametric estimators of the partial AUC, investigate 
their asymptotic properties, and consider their applications in microarray experiments. 
One major issue in microarray experiments is the biological interpretation of differential 
gene expression. With typically hundreds to thousands of genes differentially expressed 
simultaneously, it is difficult to explore the biological phenomena derived from the 
microarray experiment. Biological interpretation can be done by grouping genes based on 
their functions or pathways, then studying the statistical significance of the differential 
expression of the functional group. In this dissertation, we define this type of approach as 
functional category analysis. Existing statistical methods applied to the functional 
category analysis are not designed for this problem. Here we propose the application of 
our partial AUC estimators to address issues in the functional category analysis in 
microarray experiments. 
 
1.1 Previous work on partial area under the ROC curve 
The ROC curve was developed in 1950’s as a byproduct of the research of radio 
signal detection in the presence of noise and has gained popularity in medical research for 
screening and diagnostic tests (Hanley, 1989). It is often used to evaluate the ability of a 
laboratory test to discriminate between the diseased patients and the healthy patients. An 
ROC curve is a graphical representation of the trade off between false positive rate and 
false negative rate for every possible cut off that is used for making a decision (Table 
1.1). It has the true positive rate (1− false negative rate) on the vertical axis; and the false 
positive rate on the horizontal axis. In medical research, true positive rate is often called 
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sensitivity, which is the ability to pick out patients with disease, and 1− false positive rate 
is often called specificity, which is the ability to pick out patients without disease. For an 
example of a ROC curve, see Figure 1.1. A diagnostic test that has a good discriminating 
ability between diseased patients and non-diseased patients will have a ROC curve close 
to containing the point (0, 1) (Figure 1.1). A diagnostic test that has no discriminating 
ability will have a ROC curve close to the Uniform CDF (for example, see the blue line 
in Figure 1.1). To construct an ROC curve for the setting discussed here, let ( )F t  be the 
distribution function of the abnormal population, and ( )G t  be the distribution function of 
the normal population, t∈R . Let  
 { }1( ) inf : ( ) , 0 1.G p t G t p p− = ≥ < <  
Then the ROC curve is 
 ( )1( ) ( ) , 0 1.ROC p F G p p−= < <  
Let 1, , mX X?  be independent and identically distributed (i.i.d.) random variables with 
distribution function ( )F t  and empirical cumulative distribution function (ECDF) ( )mF t ,  
where t∈R , and 
 
1
1( ) [ ] .m i
i
m
F t x t
m =
= Ι ≤∑  
Let 1, , nY Y?  be i.i.d. random variables with distribution function ( )G t  and ECDF ( )nG t , 
where t∈R , and 
 
1
1( ) [ ] .n j
i
n
G t y t
n =
= Ι ≤∑  
Let 1, , mX X?  and 1, , nY Y?  be mutually independent. To construct a ROC curve based 
on a sample, notice that ( )mF t  corresponds to the true positive rate and ( )nG t  
corresponds to the false positive rate in the sample. Therefore, an ROC curve can be 
plotted by ( )mF t  against ( )nG t , which is equivalent to plot 
1( ( ))m nF G p
−  against p . The 
ROC curve in Figure 1.1 is plotted by 1( ( ))m nF G p
−  against p , where ( )mF t  is generated 
from Beta(3,1), and ( )nG t is generated from Uniform (0,1).  
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Table 1.1 False positive and false negative. 
Decision  
Positive Negative 
Positive True Positive False Negative  Truth Negative False Positive True Negative 
 
 
 
Figure 1.1 An example of a ROC curve. The red curve is the ROC curve. The blue line is 
the Uniform (0,1) CDF. 
 
A recommended way to summarize the ROC curve is the area under the ROC 
curve (AUC) (Swets and Pickett, 1982). The AUC represents the probability that the 
diagnostic testing value of a randomly chosen individual from the abnormal population is 
less than (or greater than) the diagnostic testing value of a randomly chosen individual 
from the normal population. Using the above notation, the corresponding AUC is  
 ( )1 1
0
( ) .F G p d p−∫  
When ( )G t  is continuous, the above AUC is equivalent to  
 
1
0
( ) ( ) .F t dG t∫  
There are both parametric and nonparametric methods of estimating the AUC. Among 
parametric methods, binormal model assumption and maximum likelihood estimation of 
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the AUC had been widely employed (Dorfman and Elf, 1969; Metz 1978; Swets and 
Pickett, 1982). The binormal model assumption assumes that both diseased and non-
diseased populations follow normal distributions. The corresponding ROC and AUC are 
given as:  
 ( )1( ) ( ) ,ROC p a b p−= Φ + Φ  
and 
 
2
AUC .
1
a
b
⎛ ⎞⎜ ⎟= Φ ⎜ ⎟+⎝ ⎠
 
In the above AUC estimator, ( ) /D ND Da µ µ σ= −  and /ND Db σ σ= , where ( ),D Dµ σ  and 
( ),ND NDµ σ  denote the means and standard deviations of the test result of diseased and 
non-diseased population, respectively. a  and b  can be estimated using maximum 
likelihood approach. Nonparametric methods, which do not have any distributional 
assumptions, are an ideal alternative for estimating the AUC.  The nonparametric 
estimator of the AUC can be defined as  
 
1 1
0
( ( )) ,m nF G p d p
−∫  
or 
 
1
0
( ) ( ) .m nF t d G t∫  
This AUC estimator is equivalent to the Mann-Whitney U-statistic, which is a type of 
generalized U-statistic (Hoeffding, 1948). DeLong et al. (1988) exploited the theory of 
generalized U-statistic for comparing the areas under correlated ROC curves.  
In the application of ROC curves, it is well recognized that most parts of the ROC 
curve are not relevant in many cases. For example, only the lower tail of the ROC curve 
is of interest for cancer screening because the false positive rate must be very small to be 
acceptable (Lillienfeld, 1974). Partial area under the ROC curve was proposed to address 
such issues (McClish, 1989; Thompson and Zucchini, 1989). Both of these two papers 
proposed calculating partial AUC based on binormal model assumption that is akin to the 
above-mentioned binormal model for estimating the full AUC. The corresponding partial 
AUC estimator is defined as  
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 ( )1
0
1( ) ,
p
p
a b p d p−Φ + Φ∫  
which assumes the data has underlying normal distribution. Jiang et al. (1996) described 
a partial area index for highly sensitive diagnostic tests by extending McClish’s work. 
Baker and Pinsky (2001) modified the trapezoidal rule of Bamber (1975) to estimate the 
partial AUC, and constructed a statistic on the ratio of the two partial AUCs by assuming 
the data follow a multinomial distribution. The first nonparametric method for estimating 
partial AUC was proposed by Zhang et al. (2002). Based on the theory of DeLong et al 
(1988), they worked out the asymptotic distribution of their estimate of the partial AUC 
for discrete x  and y , where they used rating scales such that their estimate of the partial 
AUC is a sum of k trapezoidal areas when there are k classes based on the rating scale. 
Dodd and Pepe (2003) proposed a nonparametric estimator of partial AUC for a region of 
false positive rates. In their method, with the concern of low true positive rate when the 
false positive rate is too small, they considered a region ( )0 1,p p  of false positive rates. 
Assuming ( )G t  to be continuous, the partial AUC that they considered is 
 ( )1
0
1( ) ,
p
p
F G p d p−∫  
which is equivalent to  
 
1
1
1
0
( )
( )
( ) ( ) .
G
G
p
p
F t dG t
−
−∫  
Their partial AUC estimator is defined as  
(1.1) 
1
1
1
0
( )
( )
( ) ( ) ,
G
m nG
p
p
F t dG t
−
−∫  
which can also be written as  
 1 10 1
1 1
1 [ ] [ ( ) ( )] ,
m n
i j j
i j
x y G p y G p
mn
− −
= =
Ι ≤ Ι ≤ ≤∑∑  
when 1 0( )G p
−  and 1 1( )G p
−  are known. When these two quantiles are not known, they 
suggested to use empirical quantile estimates 1 0( )nG p
−  and 1 1( )nG p
− . However, they did 
not derive the asymptotic distribution for their estimator, but rather derived the 
asymptotic distribution for the regression parameters in partial AUC regression (Dodd, 
2001), which is not applicable for evaluating partial AUC.  In this dissertation, we 
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propose a modified version of the estimator of Dodd and Pepe (2003) for partial AUC, 
and a estimator of a weighted partial AUC. We derive the asymptotic properties of these 
two estimators and propose their application to the functional category analysis in 
microarray experiments. 
 
 
Figure 1.2 Examples of microarray gene chips. The image to the left is an Affymetrix 
oligonucleotide gene chip. The image to the right is a two-color cDNA gene chip. 
 
1.2 Functional category analysis in microarray experiments 
Each cell in an living organism carries the genetic information of the entire 
genome, but only a certain fraction of the genes are turned on (expressed) in a cell at a 
given time. A cell responds to its changing needs and environment stimuli by 
orchestrating genes and its products through controlling whether a gene is turned on and 
the amount of the expression. Gene expression is the pass of genetic information from 
DNA to mRNA then to protein; and proteins perform most of the critical functions of 
cells. The level of mRNA is a measure of gene expression. This used to be a process of a 
few genes at a time by technologies such as northern plot or RT-PCR. Microarray, a 
technology breakthrough, monitors the level of mRNA for tens of thousands of genes 
simultaneously through a single gene chip (Schena et al., 1995; Lockhart et al., 1996). A 
microarray gene chip is a microscopic slide which contains tens of thousands of spots. 
Each spot contains a short oligonucleotide sequence, which can be a small fragment of a 
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gene, or a sequence with unknown function. An mRNA sample, extracted from 
experimental subjects, can be labeled by fluorescent dye or biotin, and hybridized to the 
gene chip. If a gene is expressed in the cell, the corresponding spot on the gene chip will 
be picked up by hybridizing to the mRNA sample. The level of the gene expression can 
be visualized through the intensity of the dye at that spot.  For example, see Figure 1.2 for 
two major types of microarray chips. For further details of these two types of microarray, 
see http://affymetrix.com and http://brownlab.stanford.edu.  
 
Table 1.2 An example of a small proportion of a gene list. The list is obtained by 
performing two-sample t-test to each individual gene in a microarray experiment 
comparing knock-out mice (KO) with wild type mice (WT). 
probeset Gene Symbol p-value WT mean WT SE KO mean KO SE
1437801_at Morf4l1 4.1644E-05 5256.1333 75.9627 3529.7333 46.3810
1418259_a_at Entpd2 1.6183E-04 1057.9333 19.1207 771.8667 8.1777
1418494_at Ebf2 2.2853E-04 101.5333 3.4280 173.9667 4.6160
1456569_x_at Gsn 3.3302E-04 466.4000 19.2500 721.9333 11.3257
1416311_s_at Tuba7 3.6931E-04 390.2667 8.0617 527.3333 9.2927
1420679_a_at Aig1 3.7878E-04 431.9667 19.7781 194.1000 8.4018
1422605_at Ppp1r1a 3.8657E-04 100.4667 2.0739 128.4667 1.4712
1433741_at Cd38 4.1589E-04 21.7667 1.5709 81.3333 5.2834
1417933_at Igfbp6 4.3148E-04 587.0667 17.4566 915.3000 25.2073
1450759_at Bmp6 5.7770E-04 6298.8000 70.6182 5585.1667 13.3718
1434080_at Aebp2 6.0288E-04 1643.0333 39.5608 1075.8000 42.0879
1421992_a_at Igfbp4 7.4539E-04 175.8000 15.6596 25.3333 4.1026
1432466_a_at Apoe 7.7958E-04 1665.1000 94.5191 2737.3667 68.4684
1426312_at Bre 8.2251E-04 299.2667 7.8191 399.2000 7.7797
1454034_a_at Usp21 9.1750E-04 537.2000 30.5369 212.9667 20.5719
1422302_s_at Ftl1 1.1401E-03 999.3000 6.2132 750.8000 29.2144
1419964_s_at Hdgf 1.2933E-03 1587.5000 18.0674 1407.7333 13.1279
1422199_at Ptk9 1.3017E-03 66.0667 1.9667 128.3667 7.4994  
 
While microarrays excite biologists by providing huge amount of information, 
they also pose many statistical challenges. One major statistical challenge lies in the 
biological interpretation of differential gene expressions in a microarray experiment. A 
microarray experiment usually contains various treatments with several replications per 
treatment. After normalizing and standardizing the raw data to make chips comparable 
within the experiment, hypothesis testing can be applied to all expression intensities of 
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each individual gene to detect the significance of differential gene expression due to 
effect of the treatments. Hypothesis testing will result in a list of genes with 
corresponding p-values for differential expression. Table 1.2 gives a small portion of a 
gene list obtained by performing two-sample t-test to each gene in a microarray 
experiment for comparing knock-out mice with wild type mice. Typically, there are 
hundreds or thousands of genes presenting statistically significant differential expression. 
The next essential task is to explore the fundamental biological mechanisms derived from 
microarray experiments. 
To understand the biological meaning of a gene list, the function of each 
individual gene in the list needs to be studied. This used to be done via extensive search 
of related literature and databases, which is very time-consuming and difficult, especially 
when the systems of nomenclature for genes and their products were divergent and the 
underlying similarities are not obvious. It is the obstacle of the lack of interoperability of 
genomic databases that the Gene Ontology (GO) Consortium (Ashburner et al., 2000) 
was formed to address. GO is a dynamic and controlled vocabulary for describing the 
roles of genes and their products in any organism. The use of GO terms by several 
collaborating databases facilitates Uniform queries across them. GO works at three 
structured, controlled ontologies for each gene: biological process, cellular component, 
and molecular function, and organizes genes into hierarchical categories based on these 
three ontologies. GO Consortium allows automated searching of the function of a gene, 
thus has become a major tool for searching gene functions.  
One inconvenience of the GO Consortium is that the information of genes can be 
queried for only one gene at a time. It works well, for example, when a biologist wants to 
search the functions of several genes that were obtained by a RT-PCR experiment. In 
microarray experiments, however, the gene list usually contains hundreds or even 
thousands of genes. Thus, the process of using GO Consortium can still be time-
consuming. Even if all the genes have been queried in GO, the GO results still need to be 
summarized to obtain insight into the biological meaning of the gene list. Summarizing 
the large number of GO results for all genes in the list can be overwhelming. Many 
software packages have been published to batch process such searches that are based on 
GO (Hosack et al., 2003; Zeeberg et al., 2003; etc.). These software packages categorize 
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genes into functional categories based on GO terms, for example, in a gene list, all genes 
that function in a biological process “cell death” will be put into a functional category 
called “cell death”. The question to ask is that whether the functional category, for 
example, cell death, is differentially expressed, rather than the differential expression of 
each individual gene in the functional category. The analysis of functional categories 
allows the unit of the analysis to be shifted from individual genes to groupings of genes. 
One goal of functional category analysis is to test whether a group of functionally related 
genes is “over-represented” or “enriched” in the microarray experiment. An over-
represented functional category is likely to be differential expressed due to the effect of 
the treatment in the microarray experiment.  
Often, biologists have some specific groups of genes that they have identified 
before they conduct the microarray experiment, for example, genes in a certain region on 
the chromosome or genes involved in a specific pathway. The expression of such pre-
specified groups of genes can also be studied via the functional category analysis.  
 
1.3 Statistical methods applied to the functional category analysis 
The functional category analysis can be performed based on certain characteristics 
of differential gene expression, for example, p-values for differential gene expression, or 
corresponding test statistics, or certain correlations. Throughout this dissertation, p-values 
for differential gene expression are used for the functional category analysis. Let the p-
values of the genes in a function category be i.i.d. with distribution function ( )F t  and 
ECDF ( )mF t , for t  in [0,1]; the remaining p-values in the microarray experiment be i.i.d. 
with distribution function ( )G t  and ECDF ( )nG t , for t  in [0,1]. Let ( )F t  and ( )G t  be 
continuous. The hypothesis that the functional category analysis tests is:  
 0
1
H : ( ) ( ) for all , [0,1]
H : ( ) ( ) for at least one , [0,1]
F t G t t t
F t G t t t
= ∈
> ∈  
Among various software packages that conduct functional category analysis, the 
pioneers are software using statistical methods based on 2 by 2 contingency tables, for 
example, hypergeometric distributions, chi-square distributions (Hosack et al., 2003; 
Zeeberg et al., 2003; Doniger et al., 2003; Beissbarth and Speed, 2004; etc.). Among 
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them, Fisher’s exact test, which is based on the hypergeometric distribution, is often 
used. Expression Analysis Systematic Explorer (EASE) is one such software package. 
After uploading a given list of interested genes and selecting the type of the gene chip in 
EASE, for example, mouse gene chip U74Av2, EASE uses GO Consortium to categorize 
genes into different functional groups. Then it utilizes Jackknife method and the Fisher’s 
exact test to evaluate the over-representation of the functional categories. It is performed 
by penalizing (removing) one gene from the functional category in the gene list, and 
performing the Fisher’s exact test to compare the functional category with all remaining 
genes in the specific type of the gene chip. The reason for using Jackknife in EASE is to 
penalize the category with few genes, since the authors claim that a category with one 
gene is neither global nor stable and is rarely interesting (Hosack et al., 2003). Here, a 
“given” gene list that is uploaded into EASE is a group of genes that is selected based on 
a certain cut-off. The cut-off usually is the criterion for determining differential gene 
expression, that is, a p-value cut-off or a test statistic cut-off. For example, all genes that 
have p-values of differential expression less than 0.05 can be grouped into a gene list. In 
this dissertation, we use p-values for differential gene expression in the functional 
category analysis. A functional gene category is called over-represented if it has a 
significantly larger proportion of differentially expressed genes than the remaining part of 
the experiment. The significance of over-representation is represented by an EASE score, 
which is an upper bound of the Jackknife Fisher’s exact probabilities based on 2 by 2 
contingency tables. Define α to be the level of significance for determining the 
significance of differential expression for each individual gene. Table 1.3 illustrates the 2 
by 2 table used by the Fisher’s exact test, when 0.05α =  and the functional category is 
cell death. In this case, the 2 by 2 table is constructed by counting the number a, which is 
the number of significant genes (p-value ≤ 0.05) in cell death; the number d, which is the 
number of non-significant genes (p-value > 0.05) in the remaining part of the microarray 
experiment (called “other” in the 2 by 2 table), etc. The Fisher’s exact test compares the 
ratios a/(a+c) with b/(b+d), that is, compares the proportion of significant genes (at 0.05 
level) in the functional category cell death with the proportion of significant genes (at 
0.05 level) in the remaining part of the experiment. It is obvious that the Fisher’s exact 
test depends on different cutoffs. In Chapter 6, this dependency on the arbitrary chosen 
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cut-off is illustrated in detail by an application to a real microarray data. Furthermore, by 
selecting a specific cut-off, it is only relevant whether the p-value or the test statistic of a 
gene is below or above the cut-off, but not how much the level of expression of the gene 
is changed. Thus only partial information from the gene list is retrieved for the functional 
category analysis using statistical methods based on 2 by 2 contingency tables. 
 
Table 1.3 An example of a 2 by 2 contingency table in Fisher’s exact test. 
 
 
 
 
 
 
Software using statistical methods that are based on continuous distributions 
emerged recently (Lamb et al., 2003; Mootha et al., 2004; Breslin et al., 2004). 
Corresponding statistical methods include two-sample Kolmogorov-Smirnov (KS) test 
and Wilcoxon Mann-Whitney (WMW) test. These methods are more effective than the 
cut-off based methods because the information from all genes in the experiment is 
utilized in the functional category analysis. The two-sample KS test determines the over-
representation of a functional gene category by comparing the ECDF of the p-values in a 
functional category with the ECDF of the p-values in the remaining part of the 
experiment. The one-sided two-sample KS test evaluates  
 [ ]sup ( ) ( ) ,m n
t
F t G t−  
which is the maximum difference between the two ECDFs when ( ) ( )m nF t G t≥ . Figure 
1.3a gives a graphical representation of the one-sided two-sample KS test statistic, which 
is the maximum vertical difference between the magenta and black curves when the 
magenta ECDF curve is above the black ECDF curve. When there is no differential 
expression for any gene in a microarray experiment, the p-values for differential gene 
expression follow a Uniform distribution, and the magenta and black ECDF curves 
should be close to the Uniform CDF (blue line). The WMW test determines over-
representation by comparing the ranks of the genes in a functional category with the 
dcnon-significant at        0.05
basignificant at        0.05
othercell death
a+c b+d
a+b
c+d
α =
α =
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ranks of the remaining genes in the experiment, where the rank is the position of a gene 
in a sorted list that contains all genes in the experiment and the sorting can be based on a 
certain criterion (p-values, test statistics, correlations, etc). In this dissertation, the rank is 
based on p-values for differential gene expression. The test statistic of the one-sided 
WMW is  
 
1
0
1 1
1( ) ( ) [ ] ,m n i j
i j
m m
F t d G t x y
mn = =
= Ι ≤∑∑∫  
which is the nonparametric estimator of  the AUC (see Figure 1.3b). When there is no 
differential expression for any gene in a microarray experiment, the ROC curve should be 
close to the Uniform CDF (blue line in Figure 1.3b), and the estimated AUC should be 
close to 0.5. 
 
 
Figure 1.3 Graphical representations of the KS test and the WMW test used for the 
functional category analysis in microarray experiments. (a). The ECDF plot. The blue 
line is the Uniform (0,1) CDF, the magenta curve is the ECDF of the p-values in a 
functional category, the black curve is the ECDF of the remaining p-values in the 
experiment; (b). The ROC curve plot. The blue line is the Uniform (0,1) CDF. The red 
curve is the ROC curve. 
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Both the KS test and the WMW test are more effective than the cut-off based 
methods such as the Fisher’s exact test for identifying over-represented functional 
categories since information from all genes in the experiment are used. However, both 
methods can give misleading results in certain cases. For example, the KS test may show 
a functional category is over-represented when a functional category has a similar or 
lower proportion of small p-values but a higher proportion of large p-values than the 
remaining part of the experiment. Speaking graphically, this is the situation when the 
lower tail of the ECDF curve of a functional category is close to or below the lower tail 
of the ECDF curve of the remaining part of the experiment, but its upper tail is above the 
upper tail of the ECDF curve of the remaining part of the experiment (Figure 1.4a). Since 
the one-sided two-sample KS test is detecting any difference between the two 
distributions, in this case, KS test will show significance due to the fact that the magenta 
ECDF curve is above the black ECDF curve at the upper tails of the ECDF curves. 
However, the functional category analysis based on the KS test or the WMW test to the 
above-mentioned case could be misleading because the over-representation is defined as 
a higher proportion of small p-values in a functional gene category than in the remaining 
part of the microarray experiment, whereas the relationship between the proportions of 
large p-values is irrelevant. Furthermore, for the WMW test, it is well known that it can 
be misleading when the ROC curve crosses the Uniform CDF. For example, when the 
curves cross and the ROC curve is above the Uniform CDF at the lower tail, if the area 
under the ROC curve is close to 0.5, the WMW test will show non-significance (Figure 
1.4b). However, the functional category does have a higher proportion of small p-values 
comparing with the remaining part of the microarray experiment. Therefore, focusing on 
small p-values, or the lower tail of the ECDF or ROC curve, is essential for making 
reasonable detection of over-represented functional categories. To address this issue, one 
can put a large weight on the lower tail of the distribution and a small weight on the 
upper tail. Software package GSEA that became available recently (Subramanian et al., 
2005) utilized the idea of weighting. They proposed a weighted KS-like statistic and used 
it in GSEA. The problem with this method is that their test statistic, which is the 
maximum difference between “weighted distribution functions”, does not converge to 
zero under the null hypothesis, that is, when the two distribution functions are the same. 
 14
Therefore it is not a reasonable semi-metric for comparing two distribution functions. In 
this dissertation, based on the idea of weight functions, we propose two nonparametric 
estimators of partial AUC. We apply these two estimators to the functional category 
analysis in microarray experiments. 
 
Figure 1.4 Graphical representations of the cases when the two-sample KS test and the 
WMW test can give misleading results. (a). The ECDF plot. The blue line is the Uniform 
(0,1) CDF, the magenta curve is the ECDF of the p-values in a functional category, the 
black curve is the ECDF of the remaining p-values in the experiment; (b). The ROC 
curve plot. The blue line is the Uniform (0,1) CDF. The red curve is the ROC curve. 
 
1.4 Main results 
In this dissertation, in order to focus on the lower tail of the ROC curve, we 
consider a partial AUC 
 
1
0( )
1 ( ) ( ) .
G p
P F t dG t
−
−∞= ∫  
We propose a nonparametric estimator of this partial AUC, partially integrated ROC, 
which is defined as 
 
1
0
1
( )ˆ ( ) ( ) ,m n
nG pP F t dG t
−
−∞= ∫  
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where t∈R . The weight function used in this estimator is 1 0[ ( )]nt G p−Ι ≤ , which gives a 
weight of 1 at the lower tail of the ROC curve when 1 0( )nt G p
−≤  and a weight of 0 at the 
upper tail when 1 0( )nt G p
−> . The difference between this estimator with the estimator of 
Dodd and Pepe (2003) is that we focus on the entire lower tail of the ROC curve. In 
Chapter 3, we show that 1ˆP  is a consistent estimator of 1P , derive its asymptotic 
distribution, and show that under the null hypothesis, it is asymptotically distribution 
free. The above partially integrated ROC ( 1ˆP ) is based on estimated limits in its 
integration. When 1 0( )G p
−  is known, we propose an estimator, partially integrated ROC 
with fixed limits, which is 
 
1
0( )*
1ˆ ( ) ( ) .
G p
m nP F t dG t
−
−∞= ∫  
We derive its asymptotic distribution, and show that under the null hypothesis, it is 
asymptotically distribution free in Chapter 3. We apply the partially integrated ROC 
statistic, when the range of t  is [0,1] , to the functional category analysis in microarray 
experiments. 
When the ROC curve crosses with the Uniform CDF and if the cross occurs 
before 0p , the cross could influence the performance of the partial AUC estimation and 
give misleading result, that is, the test based on 1ˆP  statistic could show non-significance 
when there exists a significance. In some cases, ROC curve crosses the Uniform CDF 
more than once, which makes the cross more likely to happen before 0p . To address this 
issue, we evaluate the following weighted partial AUC  
 
1
0( )
2
( ) ( )( ) ( ),
G p F t G tP F t dG tσ
−
−∞
−⎛ ⎞= Φ⎜ ⎟⎝ ⎠∫  
where t∈R , ( )tΦ  denotes Normal (0,1) CDF, and σ  is a constant. Note that this weight 
function gives large weight when ( ) ( )F t G t≥  and small weight when ( ) ( )F t G t< . We 
propose the following estimator of 2P , partially integrated weighted ROC, which is 
defined as  
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1
0
2
( ) ( ) ( )ˆ ( ) ( ).m nm n
nG p F t G tP F t dG tσ
−
−∞
−⎛ ⎞= Φ⎜ ⎟⎝ ⎠∫  
In Chapter 4, we show that 2ˆP  is a consistent estimator of 2P , derive its asymptotic 
distribution, and show that under the null hypothesis, it is asymptotically distribution 
free.   We also show the consistency of  
 
1
0*
2
( ) ( ) ( )ˆ ( ) ( )m nm n
nG p
n
F t G tP F t dG tσ
−
−∞
⎛ ⎞−= Φ⎜ ⎟⎝ ⎠∫  
to 2P , where the rate of convergence of nσ  is  
 ( )
1 1
2 22log log
0, .
n
n n
nσ
−
→ →∞  
We apply the partially integrated weighted ROC statistic, when the range of t  is [0,1] , to 
the functional category analysis in microarray experiments. 
 
1.5 Summary of the dissertation 
In this dissertation, we propose two new nonparametric statistics for estimating 
partial area under the ROC curves with application in the functional category analysis in 
microarray experiments. Chapter 2 contains some background theories from Serfling 
(2002), van der Vaart (1998), and van der Vaart and Wellner (1996), which are used in 
Chapters 3 and 4. In Chapter 3, we propose a nonparametric estimator of the partial AUC 
1P , the partially integrated ROC ( 1ˆP ), we show that 1ˆP  is a consistent estimator of 1P , 
derive its asymptotic distribution, show that under the null hypothesis, it is asymptotically 
distribution free, and apply 1ˆP  and its asymptotic distribution to the functional category 
analysis in microarray experiments. We also derive the asymptotic distribution of the 
partially integrated ROC with fixed limits in this chapter. In Chapter 4, we propose a 
nonparametric estimator of weighted partial AUC 2P , the partially integrated weighted 
ROC ( 2ˆP ), we show that 2ˆP  is a consistent estimator of 2P , derive its asymptotic 
distribution, show that under the null hypothesis, it is asymptotically distribution free, 
and apply 2ˆP  and its asymptotic distribution to the functional category analysis in 
microarray experiments. We also examine the consistency of the partially integrated 
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weighted ROC with changing weight function in this chapter. In Chapter 5, we examine 
nominal alpha levels and power of our new statistics together with existing methods via 
simulation study, where power is evaluated with fixed alternatives and contiguous 
alternatives; we also compare exact and asymptotic power as 0p  changes. In Chapter 6, 
we applied the asymptotic distributions of our two new statistics, the partially integrated 
ROC ( 1ˆP ) and the partially integrated weighted ROC ( 2ˆP ) that are derived in Chapters 3 
and 4 to the functional category analysis of a microarray study of olfactory sensory 
neurons. Chapter 7 contains summary and discussion. 
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Chapter 2 
Preliminary Results on Asymptotic Theories 
 
Our approaches of investigating the asymptotic properties of our nonparametric 
estimators of partial area under the ROC curve in Chapters 3 and 4 are mainly based on 
the theories in Serfling (2002), van der Vaart (1998), and van de Vaart and Wellner 
(1996). In this chapter, we will state the main results from those books that we have used. 
 
2.1 Empirical processes 
Let 1, , nX X?  be a random sample from a probability distribution P  on a 
measurable space ( ),X A .  Given a measurable function :f ?X R , denote n fP  to 
be the expectation of f  under the empirical measure, and P f  to be the expectation 
under P . Thus,  
(2.1) 
1
1 ( ),
n
i
i
n f f xn =
= ∑P  
and 
(2.2) .P f f d P= ∫  
By the law of large numbers, n f P f→P almost surely, as n →∞ , if P f  exists. By 
central limit theorem, the empirical process ( )nn f P f−P  is asymptotically normal if 
2P f < ∞ . An important aspect in empirical process theory is the uniformity of a class of 
functions. The uniformity of a class of functions depends on the size of the class. 
Appropriate measures of the size are two types of entropy numbers: covering numbers 
and bracketing numbers. Before we introduce the definitions of the entropy numbers, first 
we need to define ( )-normrL P  as in van de Vaart and Wellner (1996).  
 
Definition 2.1 (van der Vaart and Wellner 1996) For a function :Q →F R , define 
{ }sup ,Q Q f f= ∈F F . Then ( )-normrL P  is defined as ( ), 1/ .P r rrf P f=  
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Let ( ), .N F  be a subset of a normed space of real functions :f ?X R  on some set. 
The following definitions of covering numbers and bracketing numbers are given by van 
de Vaart and Wellner (1996). 
 
Definition 2.2 (van der Vaart and Wellner 1996, Definition 2.1.5) The covering 
numbers ( ), , .N ε F  is the minimal number of balls { }:g g f ε− <  of radius ε  
needed to cover F .  
 
Definition 2.3 (van der Vaart and Wellner 1996, Definition 2.1.6) Given two functions 
l  and u , the braket [ ],l u  is the set of all functions f  with l f u≤ ≤ . An ε -bracket is a 
bracket [ ],l u  with u l ε− < . The bracketing number [ ] ( ), , .N ε F  is the minimum 
number of ε -bracket needed to cover F . 
 
Note that bracketing numbers and covering numbers are related by 
(2.3) ( ) [ ] ( ), , . 2 , , . .N Nε ε≤F F  
van de Vaart (1998) further gives the following definitions.  
 
Definition 2.4 (van der Vaart 1998) An envelope function of a class F  is any function 
( )x F x?  such that ( ) ( )f x F x≤ , for every x∈X  and f ∈F .  
 
Definition 2.5 (van der Vaart 1998) The bracketing integral is defined as 
 [ ] ( ) [ ] ( )2 20, , ( ) log , , ( ) .J L P N L P dδδ ε ε= ∫F F  
 
Definition 2.6 (van der Vaart 1998) Define uniform covering numbers to be  
 ( ),sup , , ( ) ,
Q
rQ rN F L Qε F  
then the uniform entropy integral is defined as  
 ( ) ( )2 2,20, , log sup , , ( ) .QQJ L N F L Q dδδ ε ε= ∫F F  
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The uniform entropy integral has the following property given by van de Vaart (1998). 
 
Example 2.1 (van der Vaart 1998, Example 19.19) Let F  and G  possess a finite 
uniform entropy integral, relative to envelope functions F  and G , then so does the class 
F G  of all functions ( ) ( )x f x g x→ , relative to the envelope function FG . 
 
Further note that in var der Vaart and Wellner (1996), the outer probability of an arbitrary 
subset B  of X  is defined as 
 { }*( ) inf ( ) : , .P B P A A B A= ⊃ ∈A  
 
Now we introduce 3 classes of functions, which are Glivenco-Cantelli, Donsker, 
and VC classes of functions. We state the properties of these classes of functions that are 
used in Chapter 3 and Chapter 4. 
 
Definition 2.7 (van der Vaart 1998) A class of measurable functions :f ?X R  is 
called P-Glivenco-Cantelli if  
(2.4) sup 0 , .
f
as
n nf P f f P f n∈
− = − → →∞P PF F  
 
Theorem 2.1 (van der Vaart 1998, Theorem 19.13) Let F  be a suitably measurable 
class of measurable functions with ( )1,1sup , , ( )Q QN F L Qε < ∞F  for every 0ε > . If 
*P F < ∞ , then F  is P-Glivenco-Cantelli.  
 
Definition 2.8 (van der Vaart 1998) A class F  of measurable functions :f ?X R  is 
called P-Donsker if the sequences of processes ( ){ }:nn f P f f− ∈FP  converges in 
distribution to a Gaussian process with zero mean of covariance function P f g P f Pg−  
in the space of ( )∞? F .  
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Example 2.2 (van der Vaart 1998, Example 19.11) Let F  be the collection of all 
monotone functions that are of variation bounded by 1. Then there exists a constant K  
such that, for every 1r ≥ and probability measure P  such that  
 [ ] ( )2 1log , , ( ) .N L P Kε ε⎛ ⎞≤ ⎜ ⎟⎝ ⎠F  
Thus, this class of functions is P-Donsker for every P . 
 
Theorem 2.2 (van der Vaart 1998, Theorem 19.14) Let F  be a suitably measurable 
class of measurable functions with ( )21, ,J L < ∞F . If * 2P F < ∞ , then F  is P-Donsker. 
 
Lemma 2.3 (van der Vaart 1998, Lemma 19.24) Suppose that F  is a P-Donsker class 
of measurable functions and nf  is a sequence of random functions that take their values 
in F  such that ( )0 2( ) ( ) ( )nf x f x d P x−∫  converges in probability to 0 for some 
0 2( )f L P∈ . Then,  
 ( )0 0 (1), .n n n n pn P f P f P f P f o n− − + = →∞  
 
Theorem 2.4 (van der Vaart and Wellner 1996, Theorem 2.10.6) Let 1, , k?F F  be 
Donsker classes with 
i
P < ∞F  for each i . For a fixed map : kφ →R R , let 
( )1, , kφ ? ?F F  denote the class of functions ( )1( ), , ( )kx f x f xφ? ?  as ( )1, , kf f f= ?  
in 1 k× ×?F F . Let : kφ →R R  satisfy  ( )2
1
2
( ) ( ) ( ) ( )
k
l l
l
f x g x f x g xφ φ
=
− ≤ −∑? ? . 
Then the class ( )1, , kφ ? ?F F  is Donsker, provided ( )1, , kf fφ ? ?  is square integrable 
for at least one ( )1, , kf f? . 
 
Example 2.3 (van der Vaart and Wellner 1996, Example 2.10.7) If F  and G  are 
Donsker classes and P ∪ < ∞GF , then the pairwise sums +F G  is a Donsker class.  
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Example 2.4 (van der Vaart and Wellner 1996, Example 2.10.8) If F  and G  are 
uniformly bounded Donsker, then the pairwise products ⋅F G  form a Donsker class.  
 
A VC class functions is defined through combinatorial properties. var der Vaart (1998) 
gives the following definitions. 
 
Definition 2.9 (van der Vaart 1998) A collection C  of subsets of the sample space X  
picks out a certain subset A of the finite set { }1, nx x ⊂? X  if it can be written as 
{ }1, nA x x= ∩? C  for some C∈C . The collection C  is said to shatter { }1, nx x?  if C  
picks out each of its 2 n  subsets. The VC index ( )V C  of C  is the smallest n  for which 
no set of size n  is shattered by C . A collection C  of measurable sets is called a VC 
class if its index ( )V C  is finite. 
 
Definition 2.10 (van der Vaart 1998) A collection F  is a VC class of functions if the 
collection of all subgraphs ( ){ }, : ( )x t f x t< , if f  ranges over F , forms a VC class of 
sets in ×RX .  
 
Relevant properties of the VC classes of functions are stated below. Lemma 2.5 shows 
that VC class of functions have finite covering numbers, which are bounded by a 
polynomial in 1/ε . Example 2.5 shows that [ ]{ }:x t tΙ ≤ ∈R  is a VC class of functions. 
Lemma 2.6 shows that a specific transformation of a VC class of functions is also a VC 
class. 
 
Lemma 2.5 (van der Vaart 1998, Lemma 19.15) There exists a universal constant K  
such that for any VC class F  of functions, any 1r ≥ and 0 1ε< < ,  
(2.5) ( ) ( ) ( ) ( )( ), 11sup , , ( ) (16 ) .VQ
Q
r V
rrN F L Q KV eε ε
−⎛ ⎞≤ ⎜ ⎟⎝ ⎠F
F
F
F  
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Example 2.5 (van der Vaart 1998, Example 19.16) The collection of all cells ( ),t−∞  in 
the real line is a VC class of index ( ) 2V =C . 
 
Lemma 2.6 (van der Vaart and Wellner 1996, Lemma 2.6.18 (vi)) Let F  and G  be VC 
classes of functions on a set X  and a fixed function :g →RX . Then, 
{ }:g f g f⋅ = ∈F F  is VC class. 
 
2.2 Generalized U-statistics 
 Serfling (2002) states the asymptotic theory of the generalized U-statistics of 
Hoeffding (1948) in sections 5.1.3 and 5.5.1 for k-sample case. In this section, we 
introduce the corresponding two-sample case of the generalized U-statistics.  
 Consider two independent samples of independent observations { }11 2, , , mX X X?  
and { }21 2, , , mY Y Y?  taken from distributions  F  and G , respectively. Let  
 ( ){ }1 21 2 1 2E , , , , , , , , ,n nh X X X Y Y Yθ = ? ? ?  
where h  is assumed without loss of generality to be symmetric within each sample. For 
1 1n m≥  and 2 2n m≥ , the corresponding U-statistics is defined as  
 ( )11 211 21 22
1
1 , , , , , .
cj
j j
m mi ii iU h X X Y Yn
m=
= ⎛ ⎞⎜ ⎟⎝ ⎠
∑
Π
? ? ?  
Here { }1, , jjmji i?  denotes a set of jm  distinct elements of the set { }1,2, , jn? , 1 2j≤ ≤ , 
and c∑ denotes summation over all such combinations. Let  { }11 2, , , mX X X?  and 
{ }21 2, , , mY Y Y?  have exactly “ c ” iX ’s and “ d ” jY ’s in common, where 10, ,c m= ?  and 
20, ,d m= ? . Let,  
 ( )1 2, 1 1 1 1E , , , , , , , , , , ,c d mm c dh h X X Y Y X X Y Y⎡ ⎤= ⎢ ⎥⎣ ⎦? ? ? ? ? ?  
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and ( ), ,varc d c dS h= . For ( )2E h < ∞ , if 1
1 2
n
n n
λ→+ , 0 1λ< < , and ( )1 2min ,n n →∞ , 
then  
 ( ) 1,0 0,11 2 is AN 0, .1
S S
n n U θ λ λ
⎛ ⎞+ − +⎜ ⎟−⎝ ⎠
 
 
Next we give the asymptotic distribution of Wilcoxon Mann-Whitney U-statistic. 
Example 2.6 (Wilcoxon Mann-Whitney U-statistic) Let { }1 2, , , mX X X?  and 
{ }1 2, , , nY Y Y?  be independent random from continuous distributions F  and G , 
respectively. Then for  
 ( ) ( ), ,F G F dG P X Yθ = = ≤∫  
An unbiased estimator is  
 
1 1
1 .
m n
i j
i j
U X Y
mn = =
⎡ ⎤= Ι ≤⎣ ⎦∑∑  
Then,  
 
( )
[ ]
1,0 1 1 1
1 1 1
1
E ,
E
1 ( ) ,
h h X Y X
X Y X
G X
⎡ ⎤= ⎣ ⎦
⎡ ⎤= Ι ≤⎣ ⎦
= −
 
and 
 
( )
[ ]
0,1 1 1 1
1 1 1
1
E ,
E
( ) .
h h X Y Y
X Y Y
F Y
⎡ ⎤= ⎣ ⎦
⎡ ⎤= Ι ≤⎣ ⎦
=
 
Hence,  
 
( )
( )
1,0 1,0
2
2
var
( ) ( ) ( ) ( ) ,
S h
G t d F t G t d F t
=
= −∫ ∫  
and 
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( )
( )
0,1 0,1
2
2
var
( ) ( ) ( ) ( ) .
S h
F t dG t F t dG t
=
= −∫ ∫  
Thus, for m
m n
λ→+ , 0 1λ< < , ( )min ,m n →∞ , the asymptotic distribution of the 
Wilcoxon Mann-Whitney U-statistic is 
 ( ) 1,0 0,10, .
1
d S S
m n U Nθ λ λ
⎛ ⎞+ − → +⎜ ⎟−⎝ ⎠  
Under 0H : ( ) ( )F t G t= , the asymptotic distribution becomes 
 ( ) 10, .
12 (1 )
d
m n U Nθ λ λ
⎛ ⎞+ − → ⎜ ⎟−⎝ ⎠
 
 
2.3 Related approximation theorems 
 The following Theorems in Serfling (2002) are used in the proofs in Chapter 3 
and Chapter 4. 
 
Theorem 2.7 (Serfling 2002, Theorem 1.7, Continuous mapping Theorem) Let 
1 2, , kX X X?  be random k-vectors defined on a probability space and let g  be a vector-
valued Borel function defined on kR . Suppose that g  is continuous with P -X probability 
1. Then,  
 ( ) ( )1 1 .wp wpn nX X g X g X→ ⇒ →  
 
Theorem 2.8 A (Serfling 2002, Theorem 1.12.1 A) Let the function g  have a finite n th  
derivative ( )ng  everywhere in the open interval ( , )a b  and ( 1)n th−  derivation ( 1)ng −  
continuous in the closed interval [ , ]a b . Let [ , ]x a b∈ . For each point [ , ]y a b∈ , y x≠ , 
there exists a point z  interior to the interval joining x  and y  such that  
 
( ) ( )1
1
( ) ( )( ) ( ) ( ) ( ) .
! !
k nn
k
k ng x g zg y g x y x y x
k n
−
=
= + − + −∑  
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Theorem 2.8 B (Serfling 2002, Theorem 1.12.1 C, Young’s form of Taylor’s Theorem) 
Let g  have a finite n th  derivative at the point x . Then,  
 ( )( )
1
( )( ) ( ) ( ) , .
!
kn
n
k
kg xg y g x y x o y x y x
k=
− − − = − →∑  
 
The sample distribution function ( )nF t  has the following asymptotic properties.  
 
Theorem 2.9 (Serfling 2002, Theorem 2.1.3 A Remark (iii)) Let F  be defined on R . 
There exists a finite positive constant C  (not depending on F ) such that 
 ( )2P sup ( ) ( ) exp 2 , 0,n
t
n F t F t d C d d⎛ ⎞− > ≤ − >⎜ ⎟⎝ ⎠  
for all 1,2,n = ? . 
 
Theorem 2.10 (Serfling 2002, Theorem 2.1.4 B) With probability 1, 
 ( ) [ ]{ }
1
2
1
2
1
2
sup ( ) ( )
lim sup ( ) 1 ( ) .
2log log
n
t
n t
n F t F t
F t F t
n→∞
−
= −  
 
Define the pth quantile of F  to be { }inf : ( ) .p x F x pξ = ≥ The following Theorems give 
the asymptotic properties of the sample quantile. 
 
Theorem 2.11 (Serfling 2002, Theorem 2.3.1) Let 0 1p< < . If pξ  is the unique solution 
x of ( ) ( )F x p F x− ≤ ≤ , then 1ˆ wppn pξ ξ→ . 
 
Corollary 2.12 (Serfling 2002, Corollary 2.3.3 A) Let 0 1p< < . If F  is differentiable at 
pξ  and ( ) 0pF ξ′ > , then 
 2
(1 )ˆ is AN , .
( )
pn p
p
p p
F n
ξ ξ
ξ
⎛ ⎞−⎜ ⎟⎜ ⎟⎡ ′ ⎤⎣ ⎦⎝ ⎠
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Theorem 2.13 (Serfling 2002, Theorem 2.5.1, Bahadur (1966)) Let 0 1p< < . Suppose 
that F  is twice differentiable at pξ , with ( )( ) 0p pF fξ ξ′ = > . Then,  
 
( )ˆ = ,
( ) n
n p
pn p
p
p F
R
f
ξξ ξ ξ
−+ +  
where with probability 1  
 ( )( )3 / 43 / 4 log , .nR O n n n−= →∞  
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Chapter 3 
Partially Integrated ROC 
 
In this chapter, we propose a nonparametric estimator of partial area under the 
ROC curve, partially integrated ROC, and consider its asymptotic properties. Let 
1, , mX X?  be i.i.d. random variables with distribution function ( )F t  and sample 
distribution function ( )mF t , t∈R . Let 1, , nY Y?  be i.i.d. random variables with 
distribution function ( )G t  and sample distribution function ( )nG t , t∈R . Let 1, , mX X?  
and 1, , nY Y?  be mutually independent. Define 1( ) inf { : ( ) }F p x F x p− = ≥ , 0 1p< < . Let 
00 1p< < . Denote  
 
1
0( )
1 ( ) ( )
G p
P F t dG t
−
−∞= ∫  
to be the partial area under the ROC curve. We propose the estimator of 1P , the partially 
integrated ROC, to be 
 
1
0
1
( )ˆ ( ) ( ) .m n
nG pP F t dG t
−
−∞= ∫  
Note that 1ˆP  is equivalent to  
 1 0
1 1
1 [ ] [ ( )] .
m n
i j j
i j
nX Y Y G pmn
−
= =
Ι ≤ Ι ≤∑∑  
When the quantile 1 0( )G p
−  is known, we have the following estimator of 1P   
 
1
0( )*
1ˆ ( ) ( ) .
G p
m nP F t dG t
−
−∞= ∫  
In Section 3.1, we derive the asymptotic distribution of *1ˆP .  In Sections 3.2 and 3.3, we 
derive the asymptotic properties of 1ˆP . In Section 3.4, we apply 1ˆP  and its asymptotic 
distribution to the functional category analysis in microarray experiments. 
 
3.1 Asymptotic distribution of the partially integrated ROC with fixed limits 
In this section, we derive the asymptotic distribution of *1ˆP  using the theory of 
generalized U-statistics.  
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Lemma 3.1 Let ( )F t  and ( )G t  be continuous distribution functions. Let m and n be 
sequences of integers such that m
m n
λ→+ , 0 1λ< < , as ,m n →∞ .  Then,  
 ( ) 1,0 0,1*1 1ˆ N 0, , , ,1d S Sm n P P m nλ λ⎛ ⎞+ − → + →∞⎜ ⎟⎜ ⎟−⎝ ⎠  
where  
 [ ] [ ]1,0 0 01 10 0
2
2( ) ( )( ) ( ) ( ) ( ) ,
G p G p
S p G t d F t p G t d F t
− −
−∞ −∞
⎧ ⎫= − − −⎨ ⎬⎩ ⎭∫ ∫  
and 
 0,1
1 1
0 0
2
2( ) ( )( ) ( ) ( ) ( ) .
G p G p
S F t dG t F t dG t
− −
−∞ −∞
⎧ ⎫= − ⎨ ⎬⎩ ⎭∫ ∫  
Under 0H : ( ) ( )F t G t= , for all t∈R , 
 ( ) 3 4* 0 01 1 1ˆ 0, .(1 ) 3 4d p pm n P P N λ λ⎛ ⎞⎛ ⎞+ − → −⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠  
Proof: Note that  
 
1
0( )*
1
1
0
1 1
ˆ ( ) ( )
1 [ ] [ ( )]
G p
m n
i j j
i j
m n
P F t dG t
X Y Y G p
mn
−
−
= =
−∞=
= Ι ≤ Ι ≤
∫
∑∑  
is a generalized U-statistic. Now we apply the theory of generalized U-statistics. Let  
 1 0( , ) [ ] [ ( )] .i j i j jh X Y X Y Y G p
−= Ι ≤ Ι ≤  
Then,  
 
[ ]
1,0 1 1 1 1
1
1 1 1 0 1
1
1 1 0 1
1 1
0 1 1 0
1
0 1 1 0
( ) E[ ( , ) | ]
E [ ] [ ( )] |
E [ ( )] |
( ( )) ( ) [ ( )]
( ) [ ( )] ,
h X h X Y X
X Y Y G p X
X Y G p X
G G p G X X G p
p G X X G p
−
−
− −
−
=
⎡ ⎤= Ι ≤ Ι ≤⎣ ⎦
⎡ ⎤= Ι ≤ ≤⎣ ⎦
⎡ ⎤= − Ι ≤⎣ ⎦
= − Ι ≤
 
and 
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 [ ]
0,1 1 1 1 1
1
1 1 1 0 1
1
1 0 1 1 1
1
1 0 1
( ) E[ ( , ) | ]
E [ ] [ ( )] |
[ ( )] [ ] |
[ ( )] ( ) .
h Y h X Y Y
X Y Y G p Y
Y G p E X Y Y
Y G p F Y
−
−
−
=
⎡ ⎤= Ι ≤ Ι ≤⎣ ⎦
= Ι ≤ Ι ≤
= Ι ≤
 
Hence,  
 
[ ]( )
[ ] [ ]{ }
[ ] [ ]
[ ] [ ]
1 1
0 0
1 1
0
1,0 1,0 1
1
0 1 1 0
22 1 1
0 1 1 0 0 1 1 0
2
( ) ( )2
0 1 1 0 1 1
( ) (2
0 0
Var( ( ))
Var ( ) [ ( )]
E ( ) [ ( )] ( ) [ ( )]
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
G p G p
G p G
S h X
p G X X G p
p G X X G p E p G X X G p
p G X dF X p G X dF X
p G t dF t p G t dF t
− −
− −
−
− −
−∞ −∞
−∞ −∞
=
= − Ι ≤
⎡ ⎤ ⎡ ⎤= − Ι ≤ − − Ι ≤⎣ ⎦⎣ ⎦
⎛ ⎞= − − −⎜ ⎟⎝ ⎠
= − − −
∫ ∫
∫ 0
2
)
,
p⎛ ⎞⎜ ⎟⎝ ⎠∫
 
and 
 
( )
( ) ( )
( )
1 1
0 0
0,1 0,1 1
1
1 0 1
221 1
1 0 1 1 0 1
2
1 2 1
1 0 1 1 1 0 1 1
( ) ( )2
1 1 1 1
Var( ( ))
Var [ ( )] ( )
E [ ( )] ( ) [ ( )] ( )
[ ( )] ( ) ( ) [ ( )] ( ) ( )
( ) ( ) ( ) ( )
G p G p
S h Y
Y G p F Y
Y G p F Y E Y G p F Y
Y G p F Y dG Y Y G p F Y dG Y
F Y dG Y F Y dG Y
− −
−
− −
∞ ∞− −
−∞ −∞
−∞ −∞
=
= Ι ≤
⎡ ⎤ ⎡ ⎤= Ι ≤ − Ι ≤⎣ ⎦⎢ ⎥⎣ ⎦
= Ι ≤ − Ι ≤
⎛= − ⎜⎝
∫ ∫
∫ ∫
1 1
0 0
2
2
( ) ( )2 ( ) ( ) ( ) ( ) .
G p G p
F t dG t F t dG t
− −
−∞ −∞
⎞⎟⎠
⎛ ⎞= − ⎜ ⎟⎝ ⎠∫ ∫
 
Thus, for m
m n
λ→+ , 0 1λ< < , ( )min ,m n →∞ , the asymptotic distribution of 
( )*1 1ˆm n P P+ −  is 
 ( ) 1,0 0,1*1 1ˆ 0, .1d S Sm n P P N λ λ⎛ ⎞+ − → +⎜ ⎟−⎝ ⎠  
Under 0H : ( ) ( )F t G t= , we have  
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[ ] [ ]1 10 0
1
0
2
2
1,0 0 0
2
2 2
0 0 0
3 2
2 2 20
0 0 0
3 4
0 0
1
0
1
0
( ) ( )
2
( )
2
( )
( )
( ) ( ) ( ) ( )
( )2 ( ) ( ) ( ) ( )
2
( )( ) ( )
3 2
,
3 4
G p G p
G p
G p
G p
S p G t dG t p G t dG t
G tp G t p G t dG t p G t
G t pp G t G t p p
p p
− −
−
−∞ −∞
−
−
−∞
−∞
−∞
⎛ ⎞= − − −⎜ ⎟⎝ ⎠
⎧ ⎫⎡ ⎤⎪ ⎪⎡ ⎤= − + − −⎨ ⎬⎢ ⎥⎣ ⎦ ⎣ ⎦⎪ ⎪⎩ ⎭
⎡ ⎤ ⎡ ⎤= − + − −⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
= −
∫ ∫
∫
 
and 
 
1 1
0 0
1 1
0 0
2
2
0,1
2
2
3 2
3 4
0 0
11
00
( ) ( )
( ) ( )
2
( )( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
3 2
.
3 4
G p G p
G p G p
G pG p
S F t dG t F t dG t
G t dG t G t dG t
G t G t
p p
− −
− −
−∞ −∞
−∞ −∞
−−
−∞ −∞
⎛ ⎞= − ⎜ ⎟⎝ ⎠
⎛ ⎞= − ⎜ ⎟⎝ ⎠
⎧ ⎫⎡ ⎤⎪ ⎪= − ⎨ ⎬⎢ ⎥⎣ ⎦⎪ ⎪⎩ ⎭
= −
∫ ∫
∫ ∫
 
Then,  
 
3 4
1,0 0,1 0 01 1 .
1 1 3 4
S S p p
λ λ λ λ
⎛ ⎞⎛ ⎞+ = + −⎜ ⎟⎜ ⎟− −⎝ ⎠⎝ ⎠
 
Thus, under 0H : ( ) ( )F t G t=  for all t∈R , the asymptotic distribution becomes 
 ( ) 3 4* 0 01 1 1ˆ 0, .(1 ) 3 4d p pm n P P N λ λ⎛ ⎞⎛ ⎞+ − → −⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠   ?  
 
3.2 Consistency of the partially integrated ROC with estimated limits 
Note that *1ˆP  in Section 3.1 depends on the distribution function ( )G t . When 
( )G t  is unknown, 1 0( )G p
−  can be estimated by sample quantile 1 0( )nG p
− , which is used 
in our estimator 1ˆP . In this section, we show that 1ˆP  is a strongly consistent estimator of 
1P , as ,m n →∞ . First, we show the following two results. 
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Lemma 3.2 The class of functions, [ ]{ }( ) :F t t c c= Ι ≤ ∈F R , is a VC-class of 
functions. 
Proof: As in Example 2.5, [ ]{ }:t c cΙ ≤ ∈R  is a VC-class of functions. Since ( )F t  is a 
function that maps R  to R , by Lemma 2.6, [ ]{ }( ) :F t t c c= Ι ≤ ∈F R  is a VC-class of 
functions.                 ?  
 
Lemma 3.3 Let ( )G t  be continuous. Let 1 0( )G p
−  be the unique solution of 
0( ) ( )G t p G t− ≤ ≤ , 00 1p< < , t∈R . Then,  
 
1
0
1
0 ( )( ) ( ) ( ) ( ) ( ) 0 1, .
G
n
nG p pF t dG t F t dG t wp n
−−
−∞ −∞− → →∞∫ ∫  
Proof: By Lemma 3.2, [ ]{ }( ) :F t t c c= Ι ≤ ∈F R  is a VC-class of functions. Since the 
envelope function of F  is 1, by Lemma 2.5, for any measure Q , any 1r ≥ , 0 1ε< < , a 
given envelope function H , we have  
 ( ),sup , , ( ) .rQ r
Q
N H L Qε < ∞F  
Thus by Theorem 2.1, [ ]{ }( ) :F t t c c= Ι ≤ ∈F R  is a P-Glivenco-Cantelli class of 
functions. By (2.1), (2.2), and (2.4), we have 
 { }sup 0 1, .n
g
g Pg wp n
∈
− → →∞
F
P  
This implies for c∈R , 
 sup ( ) ( ) ( ) ( ) 0 1, .n
c
c c
F t dG t F t dG t wp n−∞ −∞− → →∞∫ ∫  
Note that  
 
1 1
0 0 )( ) (( ) ( ) ( ) ( ) sup ( ) ( ) ( ) ( )
0 1, .
n n
n nG p G p
c
c c
F t dG t F t dG t F t dG t F t dG t
wp n
− −
−∞ −∞ −∞ −∞− ≤ −
→ →∞
∫ ∫ ∫ ∫  
Therefore, for any given 1 0ε > , there exists 1N  such that for all 1n N≥ ,  
(3.1) 
1 1 1
0 0 0) )
1 1
( ( ) (
( ) ( ) ( ) ( ) ( ) ( ) .n
n n nG p G p G pF t dG t F t dG t F t dG tε ε− − −−∞ −∞ −∞− ≤ ≤ +∫ ∫ ∫  
Next note that by Theorem 2.11,  
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 1 10 0( ) ( ), 1, , .nG p G p wp m n
− −→ →∞  
Then for any given 2 0,ε >  there exists 2N  such that for all 2n N≥ ,  
 1 10 0 2( ) ( ) 1, .nG p G p wp nε− −− ≤ →∞  
That is,   
(3.2) 1 1 10 2 0 0 2( ) ( ) ( ) 1, .nG p G p G p wp nε ε− − −− ≤ ≤ + →∞  
Combining (3.1) and (3.2), for any given 1 0ε >  and 2 0,ε >  for all 1 2max( , )n N N≥ , we 
have  
(3.3) 
11
0 2 0
1
0 2
1
1
( ) ( )
( )
( ) ( ) ( ) ( )
( ) ( ) 1, .
n
nG p G p
G p
F t dG t F t dG t
F t dG t wp n
ε
ε
ε
ε
−−
−
−
−∞ −∞
+
−∞
− ≤
≤ + →∞
∫ ∫
∫
 
Next subtracting 
1
0( ) ( ) ( )
G p
F t dG t
−
−∞∫ , we have 
(3.4) 
11 1
0 2 0 0
1
0
1
0 2
1
0
1
1
( ) ( ) ( )
( )
( )
( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) 1, .
n
nG p G p G p
G p
G p
G p
F t dG t F t dG t F t dG t
F t dG t wp n
ε
ε
ε
ε
−− −
−
−
−
−
−∞ −∞
+
− ≤ −
≤ + →∞
∫ ∫ ∫
∫
 
Therefore, for a given 0ε > , choose 1 2
εε ≤  and 2 2
εε ≤ , there exists δ , 1N , 2N  such 
that for any given set A in Borel sets, P ( )G A δ≤  implies ( ) ( ) 2A F t dG t
ε≤∫  and, for all 
1 2max( , )n N N≥ , based on (3.4), we have  
 
1 1
0 0( ) ( )( ) ( ) ( ) ( ) 1, .n
nG p G pF t dG t F t dG t wp nε ε− −−∞ −∞− ≤ − ≤ →∞∫ ∫  
Hence,  
 
1 1
0 0( ) ( )( ) ( ) ( ) ( ) 0 1, .n
nG p G pF t dG t F t dG t wp n
− −
−∞ −∞− → →∞∫ ∫  ?  
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Theorem 3.4  Let  ( )G t  be continuous. Let 1 0( )G p
−  be the unique solution of 
0( ) ( )G t p G t− ≤ ≤ , 00 1p< < , t∈R . Then 1 1Pˆ P→ , 1wp , as ,m n →∞ . 
Proof:  
[ ]
[ ]
1 1
0 0
1 1 1
0 0 0
1 1 1
0 0 0
1 1
( ) ( )
( ) ( ) ( )
( ) ( ) ( )
ˆ ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) .
m n
m n n
m n n
n
n n
n n
G p G p
G p G p G p
G p G p G p
P P F t dG t F t dG t
F t F t dG t F t dG t F t dG t
F t F t dG t F t dG t F t dG t
− −
− − −
− − −
−∞ −∞
−∞ −∞ −∞
−∞ −∞ −∞
− = −
= − + −
≤ − + −
∫ ∫
∫ ∫ ∫
∫ ∫ ∫
 
First consider [ ]1 0( ) ( ) ( ) ( )m nnG p F t F t dG t−−∞ −∫ . Note that  
(3.5) 
[ ]1 10 0
1
0
( ) ( )
( )
( ) ( ) ( ) sup ( ) ( ) ( )
sup ( ) ( ) ( )
sup ( ) ( ) .
m n m n
m n
m
n n
n
G p G p
t
G p
t
t
F t F t dG t F t F t dG t
F t F t dG t
F t F t
− −
−
−∞ −∞
−∞
− ≤ −
= −
≤ −
∫ ∫
∫  
By Glivenco-Cantelli Theorem,  
 sup ( ) ( ) 0 1, .m
t
F t F t wp m− → →∞  
Thus,  
 [ ]1 0( ) ( ) ( ) ( ) 0 1, .m nnG p F t F t dG t wp m−−∞ − → →∞∫  
Also note that by Lemma 3.3,  
 
1 1
0 0( ) ( )( ) ( ) ( ) ( ) 0 1, .n
nG p G pF t dG t F t dG t wp n
− −
−∞ −∞− → →∞∫ ∫  
Thus,  
 1 1ˆ 0 1, , .P P wp m n− → →∞  
That is, 
 1 1ˆ 1, , .P P wp m n→ →∞    ?  
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3.3 Asymptotic distribution of the partially integrated ROC with estimated limits 
Now we derive the asymptotic distribution of ( )1 1ˆm n P P+ − , as ,m n →∞ . Let 
m, n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as ,m n →∞ . First we 
consider a class of functions [ ]{ }( ) : ,H t t c c H= Ι ≤ ∈ ∈RF H  by Lemmas 3.5 and 3.6, 
where { }:   is a distribution functionH H=H . Next we derive the asymptotic 
distribution of ( )1 1ˆm n P P+ − , as ,m n →∞ . 
  
Lemma 3.5 The class of functions [ ]{ }( ) : ,H t t c c H= Ι ≤ ∈ ∈RF H  is a P-Donsker 
class of functions, where { }:   is a distribution functionH H=H .  
Proof: As in Example 2.2, { }( ) :H t H ∈H  has finite bracketing integral. Note that by 
(2.3), ( ) ( )[ ], , . 2 , , .N Nε ε<F F , thus this class of functions has finite covering 
numbers. Therefore the class of functions { }( ) :H t H ∈H  has finite uniform entropy 
integral with envelope function 1. 
 As in Example 2.5, [ ]{ }:t c cΙ ≤ ∈R  is a VC-class of functions. By Lemma 2.5, 
this class of functions has finite covering numbers, thus has finite uniform entropy 
integral with envelope function 1. 
 Combining the above results, both { }( ) :H t H ∈H  and [ ]{ }:t c cΙ ≤ ∈R  have 
finite uniform entropy integral with envelope function 1. Hence, by Example 2.1, 
[ ]{ }( ) : ,H t t c c H= Ι ≤ ∈ ∈RF H  has finite uniform entropy integral with envelope 
function 1. Since the expectation of the squared envelope function is finite, by Theorem 
2.2, [ ]{ }( ) : ,H t t c c H= Ι ≤ ∈ ∈RF H  is a P-Donsker class of functions. ?  
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Lemma 3.6 Let ( )H t  and ( )nH t  be distribution functions such that 
sup ( ) ( ) 0
p
n
t
H t H t− →  as n →∞ , t∈R . Let , 1,2,n nc = ?  be a sequence of random 
variables such that 0
p
nc c→  as n →∞ , where 0c  is a constant. Also define 
[ ]( ) ( )n n nf t H t t c= Ι ≤  and [ ]0 0( ) ( )f t H t t c= Ι ≤ . Then,  
 [ ] 2( ) ( ) 0, .pnf t f t dP n− → →∞∫  
Proof:  First note that  
( ) [ ] [ ]{ }
[ ] [ ]( ) [ ] [ ]{ }
22
2
0
0 0
( ) ( ) ( ) ( )
( ) ( ) ( ) .
n n
n n
n
n
f t f t d P H t t H t t d P
H t t t H t H t t d P
c c
c c c
− = Ι ≤ − Ι ≤
= Ι ≤ − Ι ≤ + − Ι ≤
∫ ∫
∫
 
Then, 
 
( )( ) [ ] [ ]( )( )
( )( )
[ ] [ ]( )( )
0
11
22 222
1
2 2
1
2 2
0
0
( ) ( ) ( )
( ) ( )
sup ( ) ( ) .
n
n
n
n n
n
t
c
f t f t d P H t t t d P
H t H t d P
t t d P H t H t
c c
c c
∞
−∞
−∞
∞
−∞
− ≤ Ι ≤ − Ι ≤
+ −
≤ Ι ≤ − Ι ≤ + −
∫ ∫
∫
∫
 
Since 0
p
nc c→  as n →∞ ,  
 [ ] [ ]( )20 0, .pnt t d P nc c∞−∞ Ι ≤ − Ι ≤ → →∞∫  
This follows from the fact that  
 [ ] [ ]( ) [ ] [ ]20 0 0 .n n nt t t tc c c c c cΙ ≤ − Ι ≤ = Ι < ≤ + Ι < ≤  
Also note that  sup ( ) ( ) 0,
p
n
t
H t H t n− → →∞ . Thus,  
 [ ] 2( ) ( ) 0, .pnf t f t dP n− → →∞∫    ?  
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Lemmas 3.5 and 3.6 showed that the conditions of Lemma 2.3 hold for the class of 
functions [ ]{ }( ) : ,H t t c c HΙ ≤ ∈ ∈R H , where H  is the class of all distribution 
functions. Thus we have the following Theorem. 
 
Theorem 3.7 Let ( )F t  and ( )G t  be distribution functions with sample distribution 
functions ( )mF t  and ( )nG t , respectively; t∈R . Let ( )G t  be continuous. Let 1 0( )G p−  be 
the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < .  Define  
1
0( ) ( ) ( )n m nf t F t t G p
−⎡ ⎤= Ι ≤⎣ ⎦  and 10 0( ) ( ) ( )f t F t t G p−⎡ ⎤= Ι ≤⎣ ⎦ . Then,  
(3.6) ( )0 0 (1), , .n n n n pn P f P f P f P f o m n− − + = →∞  
Equivalently,  
(3.7) ( ) ( ) ( )0 0 0 0 (1), , .n n n n pn P f P f n P f P f n P f P f o m n− = − + − + →∞  
Proof:  First note that both 1 0( ) ( ) ( )n m nf t F t t G p
−⎡ ⎤= Ι ≤⎣ ⎦  and 10 0( ) ( ) ( )f t F t t G p−⎡ ⎤= Ι ≤⎣ ⎦  
are in the class of functions [ ]{ }( ) : ,H t t c c H= Ι ≤ ∈ ∈RF H . Thus Lemma 3.5 holds. 
Next note that by the Glivenco-Cantelli Theorem,  
 sup ( ) ( ) 0, 1, ,
p
m
t
F t F t wp m− → →∞  
and 
 sup ( ) ( ) 0, 1, .
p
n
t
G t G t wp n− → →∞  
Also by Theorem 2.11,  
 1 10 0( ) ( ) 1, .nG p G p wp n
− −→ →∞  
Thus by Lemma 3.6, we have 
 [ ] 2( ) ( ) 0, , .pnf t f t dP m n− → →∞∫  
Therefore by Lemma 2.3, the result follows immediately.    ?  
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Now we derive the asymptotic distribution of ( )1 1ˆm n P P+ − , as ,m n →∞ . First 
consider ( )1 1ˆn P P− . Note that  
(3.8) ( ) 1 01 0 ( )1 1 ( )ˆ ( ) ( ) ( ) ( ) .n G pm nG pn P P n F t dG t F t dG t−−−∞ −∞⎡ ⎤− = −⎢ ⎥⎣ ⎦∫ ∫  
From (3.7), we have  
 
1 1
0 0
1
0
1 1
0 0
1
0
( ) ( )
( )
( ) ( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
(1), , .
n
m n
n
m
p
n
G p G p
G p
G p G p
G p
n F t dG t F t dG t
n F t d G t F t d G t
n F t dG t F t dG t
o m n
− −
−
− −
−
−∞ −∞
−∞ −∞
−∞ −∞
⎡ ⎤−⎢ ⎥⎣ ⎦
⎡ ⎤= −⎢ ⎥⎣ ⎦
⎡ ⎤+ −⎢ ⎥⎣ ⎦
+ →∞
∫ ∫
∫ ∫
∫ ∫
 
Therefore, (3.8) becomes 
(3.9) 
( ) [ ]
1
0
1 1
1
0
1
0 ( )
( )
( )
ˆ ( ) ( ) ( )
( ) ( ) ( ) ( )
(1), , .
n
m
p
n G p
G p
G p
n P P n F t d G t G t
n F t dG t F t dG t
o m n
−
−
−
−∞
−∞ −∞
− = −
⎡ ⎤+ −⎢ ⎥⎣ ⎦
+ →∞
∫
∫ ∫  
Now consider the second term at the right-hand side of (3.9). Note that 
(3.10) 
[ ]
[ ]
[ ]
1
0
1
0
1
0
1
0
1
0
1
0
1
0
1
0
( )
( )
( )
( )
( )
( )
( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
m
m
m
m
n
n
n
n
n
G p
G p
G p
G p
G p
G p
G p
G p
G
n F t dG t F t dG t
n F t F t dG t
n F t dG t F t dG t
n F t F t dG t
n F t F t dG t
n F t dG t
−
−
−
−
−
−
−
−
−
−∞ −∞
−∞
−∞ −∞
−∞
−∞
⎡ ⎤−⎢ ⎥⎣ ⎦
= −
⎡ ⎤+ −⎢ ⎥⎣ ⎦
= −
+ −
+
∫ ∫
∫
∫ ∫
∫
∫
1
0
1
0 ( )( ) ( ) ( ) .
G pp
F t dG t
−
−∞
⎡ ⎤−⎢ ⎥⎣ ⎦∫ ∫
 
 
Combining (3.9) and (3.10), we have  
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(3.11) 
( ) [ ]
[ ]
[ ]
1
0
1
0
1 1
1
0
1
0
1
0
1
0
( )
( )
( )
( )
( )
( )
ˆ ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) ( )
(1), , .
n
m
m
p
n
n
G p
G p
G p
G p
G p
G p
n P P n F t d G t G t
n F t F t dG t
n F t F t dG t
n F t dG t F t dG t
o m n
−
−
−
−
−
−
−∞
−∞
−∞ −∞
− = −
+ −
+ −
⎡ ⎤+ −⎢ ⎥⎣ ⎦
+ →∞
∫
∫
∫
∫ ∫
 
We next consider the terms in (3.11) by the following results. 
 
Lemma 3.8 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )G t  be continuous; 1 0( )G p−  be the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 
00 1p< < . Then,  
 [ ]1
0
1
0
( )
( )
( ) ( ) ( ) (1), , .m p
n
G p
G p
n F t F t dG t o m n−
−
− = →∞∫  
Proof: Note that  
(3.12) 
[ ]1 1
0 0
1
0
1 1
0 0
1
0
( ) ( )
( )
( ) ( )
( )
( ) ( ) ( ) sup ( ) ( ) ( )
sup ( ) ( ) ( ) .
m m
m
n n
n
G p G p t
G pt
G p G p
G p
n F t F t dG t n F t F t dG t
n F t F t dG t
− −
−
− −
−
− ≤ −
= −
∫ ∫
∫
 
First consider sup ( ) ( )m
t
n F t F t− . Notes that  
 sup ( ) ( ) sup ( ) ( ) .m m
t t
nn F t F t m F t F t
m
− = −  
By Theorem 2.9, we have  
 (1) ,sup ( ) ( ) .m p
t
m F t F t mO− = →∞  
Further notice that  
 11 1 , , .n n m m n
m m λ
+= − → − →∞  
Therefore,  
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(3.13) (1) ,sup ( ) ( ) , .m p
t
n F t F t m nO− = →∞  
Now consider 1
0
1
0
( )
( )
( )n
G p
G p
dG t−
−∫ . Note that  
(3.14) 
( ) ( )
( )
1
0
1 1
0 0
1 1
0 0
1
0
( )
( )
( )
( ) ( ) ( )
( )
(1) , .
n n
n
n
nG p
G p
n
dG t G G p G G p
p G G p
o n
O
−
− −
− −
−
=
= −
= − +
→∞
∫
 
Now apply (3.13) and (3.14) to (3.12), we have  
 [ ]1
0
1
0
( )
( )
( ) ( ) ( ) (1), , .m p
n
G p
G p
n F t F t dG t o m n−
−
− = →∞∫   ?  
 
Lemma 3.9 Let ( )G t  be differentiable; and ( )G t  be twice differentiable at 1 0( )G p
−  
and 1 0( ( )) 0G G p
−′ > .  Then,  
 ( )
1 1
0 0
1 1
0 0 0
( ) ( )
( ) ( ) ( ) ( )
( ( )) ( ) (1), .n p
nG p G pn F t dG t F t dG t
n p G G p F G p o n
− −
− −
−∞ −∞
⎧ ⎫−⎨ ⎬⎩ ⎭
⎡ ⎤= − + →∞⎣ ⎦
∫ ∫  
Proof: By Theorem 2.8 B, we have  
 
( )
1 1
0 0
1 1 1 1
0 0 0 0
( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ( )) (1), .p
nG p G p
n
n F t dG t F t dG t
n G p G p F G p G G p o n
− −
− − − −
−∞ −∞
⎧ ⎫−⎨ ⎬⎩ ⎭
′⎡ ⎤= − + →∞⎣ ⎦
∫ ∫  
Next by Theorem 2.13,  
 
1
0 01 1
0 0 1
0
( ( ))
( ) ( ) (1), 1, .
( ( ))
n
n
p G G p
n G p G p n o wp n
G G p
−
− −
−
⎡ ⎤−⎣ ⎦⎡ ⎤− = + →∞⎣ ⎦ ′  
Thus,  
 ( )
1 1
0 0
1 1
0 0 0
( ) ( )
( ) ( ) ( ) ( )
( ( )) ( ) (1), .n p
nG p G pn F t dG t F t dG t
n p G G p F G p o n
− −
− −
−∞ −∞
⎧ ⎫−⎨ ⎬⎩ ⎭
⎡ ⎤= − + →∞⎣ ⎦
∫ ∫
?
 
 
Now apply Lemmas 3.8 and 3.9 to equation (3.11), we have,  
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(3.15) 
( ) [ ]
[ ]
( )
1 1
1 1
0 0 0
1
0
1
0
( )
( )
ˆ ( ) ( ) ( )
( ) ( ) ( )
( ( )) ( )
(1), , .
n
m
n
p
G p
G p
n P P n F t d G t G t
n F t F t dG t
n p G G p F G p
o m n
− −
−
−
−∞
−∞
− = −
+ −
⎡ ⎤+ −⎣ ⎦
+ →∞
∫
∫  
Next we will represent ( )1 1ˆn P P−  as the sum of two independent processes. In (3.15), 
let  
 *
1
0( ) ( ) ( ) ,mm
G p
T F t dG t
−
−∞= ∫  
 1
1
0( ) ( ) ( ) ,
G p
F t dG tµ −−∞= ∫  
 1 10 0
1
0( ) ( ) ( ) ( ( )) ( ( )) ,n n n
G p
T F t dG t G G p F G p− −
−
−∞= −∫  
and 
 12 0 0
1
0( ) ( ) ( ) ( ( )) .
G p
F t d G t p F G pµ −−−∞= −∫  
Thus, (3.15) becomes 
(3.16) ( ) ( ) ( )*1 1 1 2ˆ (1), , .pm nn P P n T n T o m nµ µ− = − + − + →∞  
First consider *mT . By rewriting 
*
mT , we have 
 [ ]
[ ]
*
1
1
1
0
1
0
1
0
( )
( )
( )
( ) ( )
1 ( )
1 ( ) .
m
i
i
i
m
m
m
i
G p
G p
G p
T F t dG t
X t dG t
m
X t dG t
m
=
=
−
−
−
−∞
−∞
−∞
=
⎛ ⎞= Ι ≤⎜ ⎟⎝ ⎠
= Ι ≤
∫
∑∫
∑∫
 
Note that *mT  is a sum of i.i.d. random variables. The mean of 
*
mT  is 1µ . To see this, 
note that 
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(3.17) 
[ ] [ ]
[ ]{ }
[ ]{ }
1
0
1
0
1
1 1
0 0
1
0
( ) ( )
( )
E ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
.
G p G p
G p
X t dG t X t dG t d F X
X t t G p dG t d F X
t G p X t dF X dG t
F t dG t
µ
−
−
− −
−
−∞ −∞ −∞
−∞ −∞
−∞ −∞
−∞
∞
∞ ∞
∞ ∞
⎡ ⎤ ⎧ ⎫Ι ≤ = Ι ≤⎨ ⎬⎢ ⎥⎣ ⎦ ⎩ ⎭
⎡ ⎤= Ι ≤ Ι ≤⎣ ⎦
⎡ ⎤= Ι ≤ Ι ≤⎣ ⎦
=
=
∫ ∫ ∫
∫ ∫
∫ ∫
∫
 
Denote 21σ  be the variance of *mT . Then,  
 [ ] [ ]21 1 10 0( ) ( )
22
E ( ) E ( ) .
G p G p
X t dG t X t dG tσ − −−∞ −∞
⎡ ⎤ ⎧ ⎫⎛ ⎞ ⎡ ⎤⎢ ⎥= Ι ≤ − Ι ≤⎨ ⎬⎜ ⎟ ⎢ ⎥⎝ ⎠ ⎣ ⎦⎢ ⎥ ⎩ ⎭⎣ ⎦∫ ∫  
 By (3.17), we have 
 
[ ]
( )
2
1
1
0
1
0
1 1
0 0
1
0
1 1
0 0
( ) ( )
( )
( ) ( )
2 2
22
2 2
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
X
G p G p
G p
G p G p
X t dG t d F X F t dG t
X t G p dG t d F X F t dG t
X G p dG t d F X F t dG t
σ
−
−
− −
−
− −
−∞ −∞ −∞
−∞ −∞ −∞
−∞ −∞
∞
∞ ∞
∞
⎛ ⎞ ⎧ ⎫= Ι ≤ − ⎨ ⎬⎜ ⎟⎝ ⎠ ⎩ ⎭
⎧ ⎫⎡ ⎤= Ι ≤ ≤ − ⎨ ⎬⎣ ⎦ ⎩ ⎭
⎛ ⎞ ⎧ ⎫⎡ ⎤= Ι ≤ − ⎨ ⎬⎜ ⎟⎣ ⎦⎝ ⎠ ⎩ ⎭
∫ ∫ ∫
∫ ∫ ∫
∫ ∫
( )
( )
1
0 0
0
1
0
1 1
0 0
( )
( ) ( )
2
2
2
2
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) .
G p
G p G p
X G p p G X d F X F t dG t
p G t d F t F t dG t
− −
− −
−∞ −∞
−∞ −∞
∞ ⎧ ⎫⎡ ⎤= Ι ≤ − − ⎨ ⎬⎣ ⎦ ⎩ ⎭
⎧ ⎫= − − ⎨ ⎬⎩ ⎭
∫
∫ ∫
∫ ∫
 
Then by Lindeberg-Levy Central Limit Theorem, we have  
 ( )* 21 1N(0, ), , .dmm T m nµ σ− → →∞  
Further note that  
 11 1 , , .n m n m n
m m λ
+= − → − →∞  
Thus by the Slusky’s Theorem, we have 
(3.18) ( )* 21 11N 0, 1 , , ,dmn T m nµ σλ⎛ ⎞⎛ ⎞− → − →∞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
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where  
 1
1
0( ) ( ) ( ) ,
G p
F t dG tµ −−∞= ∫  
and 
 ( )21 01 10 0( ) ( )
2
2( ) ( ) ( ) ( ) .
G p G p
p G t d F t F t dG tσ − −−∞ −∞
⎧ ⎫= − − ⎨ ⎬⎩ ⎭∫ ∫  
Next consider nT . Note that  
 
{ }
1 1
0 0
1 1 1
0 0 0
1 1
1 1
0 0
1
1
0( ) ( ) ( ) ( ( )) ( ( ))
1 1( ) ( ) ( ) ( ( ))
1 ( ) ( ) ( ( )) .
n n
j j j
j j
n
n n
j j
n
j
G p
T F t d G t G G p F G p
Y G p F Y Y G p F G p
n n
Y G p F Y F G p
n
− −
− − −
= =
− −
=
−
−∞= −
⎡ ⎤ ⎡ ⎤= Ι ≤ − Ι ≤⎣ ⎦ ⎣ ⎦
⎡ ⎤= Ι ≤ −⎣ ⎦
∫
∑ ∑
∑
 
Note that nT  is a sum of i.i.d. random variables. The mean of nT  is 2µ  since 
 
{ }1 1 10 0 0
1
0 0
2
1
0
1
0
( )
( )
E ( ) ( ) ( ( )) ( ) ( ( )) ( )
( ) ( ) ( ( ))
.
j j
G p
G p
Y G p F Y F G p F t F G p d G t
F t d G t p F G p
µ
− − −
−
−
−
−∞
−∞
⎡ ⎤⎡ ⎤ ⎡ ⎤Ι ≤ − = −⎣ ⎦ ⎣ ⎦⎣ ⎦
= −
=
∫
∫  
Denote 22σ  be the variance of nT . Then, 
 
{ }( )
{ }{ }
2 1 1
2 0 0
1 1
0 0
2
2
E ( ) ( ) ( ( ))
E ( ) ( ) ( ( )) .
j j
j j
Y G p F Y F G p
Y G p F Y F G p
σ − −
− −
⎡ ⎤⎡ ⎤= Ι ≤ −⎣ ⎦⎢ ⎥⎣ ⎦
⎡ ⎤⎡ ⎤− Ι ≤ −⎣ ⎦⎣ ⎦
 
That is, 
 2 1 12 0 0
1 1
0 0
2
2( ) ( )
( ) ( ( )) ( ) ( ) ( ( )) ( ) .
G p G p
F t F G p d G t F t F G p d G tσ − −− −−∞ −∞
⎧ ⎫⎡ ⎤ ⎡ ⎤= − − −⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭∫ ∫  
Hence, by the Lindeberg-Levy Central Limit Theorem, we have 
(3.19) ( ) 22 2N(0, ), , .dnn T m nµ σ− → →∞  
where  
 12 0 0
1
0( ) ( ) ( ) ( ( )) ,
G p
F t d G t p F G pµ −−−∞= −∫  
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and 
 2 1 12 0 0
1 1
0 0
2
2( ) ( )
( ) ( ( )) ( ) ( ) ( ( )) ( ) .
G p G p
F t F G p d G t F t F G p d G tσ − −− −−∞ −∞
⎧ ⎫⎡ ⎤ ⎡ ⎤= − − −⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭∫ ∫  
Further note that nT  and 
*
mT  are independent. Then, by (3.16), (3.18), and (3.19), we 
have  
 ( ) 2 21 1 1 21ˆ N 0, 1 , , .dn P P m nσ σλ⎛ ⎞⎛ ⎞− → − + →∞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
Now consider ( )1 1ˆm n P P+ − . Note that  
 ( ) ( )1 1 1 1ˆ ˆ .m nm n P P n P Pn++ − = −  
Since  
 1 1 , 0 1, , .
1
m n m n
n n
m n
λλ
+ = → < < →∞−
+
 
By the Slusky’s Theorem,  
 ( ) 2 21 21 1 1ˆ N 0, 1 , , .1 1dm n P P m nσ σλ λ λ⎛ ⎞⎛ ⎞+ − → − + →∞⎜ ⎟⎜ ⎟ − −⎝ ⎠⎝ ⎠  
Therefore,  
 ( ) 2 21 21 1ˆ N 0, , , ,1dm n P P m nσ σλ λ⎛ ⎞+ − → + →∞⎜ ⎟−⎝ ⎠  
where  
 ( )21 01 10 0( ) ( )
2
2( ) ( ) ( ) ( ) .
G p G p
p G t d F t F t dG tσ − −−∞ −∞
⎧ ⎫= − − ⎨ ⎬⎩ ⎭∫ ∫  
2 1 1
2 0 0
1 1
0 0
2
2( ) ( )
( ) ( ( )) ( ) ( ) ( ( )) ( ) .
G p G p
F t F G p d G t F t F G p d G tσ − −− −−∞ −∞
⎧ ⎫⎡ ⎤ ⎡ ⎤= − − −⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭∫ ∫  
Thus we have proved the following Theorem of the asymptotic distribution of 
( )1 1ˆm n P P+ − , as ,m n →∞ . 
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Theorem 3.10    Let 1 0( )G p
−  be the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < ; 
( )G t  be differentiable; ( )G t  be twice differentiable at 1 0( )G p
− , and 1 0( ( )) 0G G p
−′ > ; 
t∈R ; m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as ,m n →∞ .  
Then, 
(3.20) ( ) 2 21 21 1ˆ N 0, , , ,1dm n P P m nσ σλ λ⎛ ⎞+ − → + →∞⎜ ⎟−⎝ ⎠  
where  
 ( )21 01 10 0( ) ( )
2
2( ) ( ) ( ) ( ) .
G p G p
p G t d F t F t dG tσ − −−∞ −∞
⎧ ⎫= − − ⎨ ⎬⎩ ⎭∫ ∫  
and
2 1 1
2 0 0
1 1
0 0
2
2( ) ( )
( ) ( ( )) ( ) ( ) ( ( )) ( ) .
G p G p
F t F G p d G t F t F G p d G tσ − −− −−∞ −∞
⎧ ⎫⎡ ⎤ ⎡ ⎤= − − −⎨ ⎬⎣ ⎦ ⎣ ⎦⎩ ⎭∫ ∫  
 
Now consider Theorem 3.13 under 0H : ( ) ( )F t G t=  for t∈R . The following Corollary 
shows that the asymptotic distribution of ( )1 1ˆm n P P+ −  is distribution free under 
0H : ( ) ( )F t G t=  for t∈R . 
 
Corollary 3.11    Let 1 0( )G p
−  be the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < ; 
( )F t  be continuous; ( )G t  be differentiable; ( )G t  be twice differentiable at 1 0( )G p
− , and 
1
0( ( )) 0G G p
−′ > ; m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ .  Then, under 0H : ( ) ( )F t G t=  for t∈R ,  
(3.21) ( ) 3 40 01 1 1ˆ N 0, , , .(1 ) 3 4d p pm n P P m nλ λ⎛ ⎞⎛ ⎞+ − → − →∞⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠  
Proof: Note that the variance of the asymptotic distribution in Theorem 3.10 is 
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[ ]2 21 2 0
1
0
1
0
1 1
0 0
1
0
1
0
2
2
2
2
( ) ( )
( )
( )
1 1( ) ( ) ( ) ( )
1
1 ( ) ( ( )) ( )
1
1 ( ) ( ( )) ( ) .
1
G p G p
G p
G p
p G t d F t F t dG t
F t F G p dG t
F t F G p dG t
σ σ
λ λ λ λ
λ
λ
−
−
− −
−
−
−∞ −∞
−∞
−∞
⎧ ⎫+ = − − ⎨ ⎬− ⎩ ⎭
⎡ ⎤+ −⎣ ⎦−
⎧ ⎫⎡ ⎤− −⎨ ⎬⎣ ⎦− ⎩ ⎭
∫ ∫
∫
∫
 
Under 0H : ( ) ( )F t G t=  for [0,1]t∈ , we have  
[ ] { }
[ ] [ ]{ }
1 1
0 0
1 1
0 0
2 2
1 2
0
0 0
2
( ) ( )2
2
( ) ( )2
1 1( ) ( ) ( ) ( )
1
1 1( ) ( ) ( ) ( ) .
1 1
G p G p
G p G p
p G t dG t G t dG t
G t p dG t G t p dG t
σ σ
λ λ λ λ
λ λ
− −
− −
−∞ −∞
−∞ −∞
+ = − −−
+ − − −− −
∫ ∫
∫ ∫
 
Note that  
 
[ ]1 10 0 2 20 0 0
3
2 2
0 0
3
3 30
0 0
3
0
1
0
( ) ( )2
( )
( ) ( ) ( ) 2 ( ) ( )
( ) ( ) ( )
3
3
,
3
G p G p
G p
p G t dG t G t p G t p dG t
G t p G t G t p
p p p
p
− −
−
−∞ −∞
−∞
⎡ ⎤− = + −⎣ ⎦
⎡ ⎤= + −⎢ ⎥⎣ ⎦
= + −
=
∫ ∫
 
 
1
0
2 2
0
1
0
( )
( )
( )( ) ( ) ,
2 2
G p
G p
G t pG t dG t
−
−
−∞
−∞
⎡ ⎤= =⎢ ⎥⎣ ⎦∫  
and 
 
[ ]1 0 20 0
2
20
0
2
0
1
0
( )
( )
( )( ) ( ) ( )
2
2
.
2
G p
G p
G tG t p dG t p G t
p p
p
−
−
−∞
−∞
⎡ ⎤− = −⎢ ⎥⎣ ⎦
= −
= −
∫
 
Thus, 
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( )
2 2 3 2 3 2
1 2 0 0 0 0
3 4 3 4
0 0 0 0
3 4
0 0
2 2
1 1 1 1
1 3 2 1 3 1 2
1 1
3 4 1 3 4
1
1 3 4
.
p p p p
p p p p
p p
σ σ
λ λ λ λ λ λ
λ λ
λ λ
⎛ ⎞ ⎧ ⎫ ⎛ ⎞ ⎧ ⎫+ = − + − −⎨ ⎬ ⎨ ⎬⎜ ⎟ ⎜ ⎟− − −⎝ ⎠ ⎩ ⎭ ⎝ ⎠ ⎩ ⎭
⎛ ⎞ ⎛ ⎞= − + −⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠
⎧ ⎫= −⎨ ⎬− ⎩ ⎭
?
 
 
Remark 3.12 When 0 1p → , (3.20) and (3.21) converge to the asymptotic distribution of 
Wilcoxon Mann-Whitney U-statistic.  
The asymptotic distribution of the Wilcoxon Mann-Whitney U-statistic is stated 
in Example 2.6. To see the convergence, first note that if 1 0( )G p
− → ∞  as 0 1p → , we 
have 
 
[ ]
[ ] { }
2
1 0
1 1
0 0
2
2
22
( ) ( )
( ) ( ) ( ) ( )
1 ( ) ( ) ( ) ( ) .
G p G p
p G t d F t F t dG t
G t d F t F t dG t
σ − −−∞ −∞
−∞ −∞
∞ ∞
⎧ ⎫= − − ⎨ ⎬⎩ ⎭
→ − −
∫ ∫
∫ ∫
 
Note that by performing integration by parts, we have  
 
( ) ( ) ( ) ( ) ( ) ( )
1 ( ) ( ) .
F t dG t F t G t G t d F t
G t d F t
−∞−∞ −∞
−∞
∞ ∞∞
∞
= −
= −
∫ ∫
∫
 
Then,  
 
[ ] ( )
( )
( )
2
1
2
2
22
2
2
1 ( ) ( ) 1 ( ) ( )
( ) ( ) 2 ( ) ( ) 1
( ) ( ) 2 ( ) ( ) 1
( ) ( ) ( ) ( ) .
G t d F t G t d F t
G t d F t G t d F t
G t d F t G t d F t
G t d F t G t d F t
σ −∞ −∞
−∞ −∞
−∞ −∞
−∞ −∞
∞ ∞
∞ ∞
∞ ∞
∞ ∞
→ − − −
= − +
− + −
= −
∫ ∫
∫ ∫
∫ ∫
∫ ∫
 
Similarly,  
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[ ] [ ]22 22
2
2
2
2
( ) 1 ( ) ( ) 1 ( )
( ) ( ) 2 ( ) ( ) 1
( ) ( ) 2 ( ) ( ) 1
( ) ( ) ( ) ( ) .
F t d G t F t d G t
F t d G t F t d G t
F t d G t F t d G t
F t d G t F t d G t
σ −∞ −∞
−∞ −∞
−∞ −∞
−∞ −∞
∞ ∞
∞ ∞
∞ ∞
∞ ∞
⎡ ⎤→ − − −⎢ ⎥⎣ ⎦
= − +
⎡ ⎤− + −⎢ ⎥⎣ ⎦
⎡ ⎤= − ⎢ ⎥⎣ ⎦
∫ ∫
∫ ∫
∫ ∫
∫ ∫
 
Thus, if 1 0( )G p
− → ∞  as 0 1p → , the variance of ( )1 1ˆm n P P+ −  converges to  
 
2 2
1 2 10 01
1 1
.S Sσ σλ λ λ λ+ → +− −  
For Corollary 3.11, as 0 1p → , under 0H : ( ) ( )F t G t=  for [0,1]t∈ , the variance of 
( )1 1ˆm n P P+ −  converges to 
 
3 4
0 01 1 1 1 1 .
(1 ) 3 4 (1 ) 3 4 12 (1 )
p p
λ λ λ λ λ λ
⎛ ⎞ ⎛ ⎞− → − =⎜ ⎟ ⎜ ⎟− − −⎝ ⎠⎝ ⎠
 
 
3.4 Application in functional category analysis 
We propose to apply the asymptotic theories in this chapter to the functional 
category analysis in microarray experiments. Here ( )F t  and ( )G t  have the domain of 
[0,1], which is the range of p-values for differential gene expression.  Define  
 
1
0
1
( )
0
ˆ ( ) ( ),m n
nG pP F t dG t
−
= ∫  
for estimating  
 
1
0( )
1 0
( ) ( ) ,
G p
P F t dG t
−
= ∫  
where [0,1]t∈ . The proofs in Sections 3.2 and 3.3 can be directly applied here. Let 
1, , mX X?  be p-values in a functional gene category with distribution function ( )F t  and 
sample distribution function ( )mF t , [0,1]t∈ . Let 1, , nY Y?  be the remaining p-values in 
the microarray experiment with distribution function ( )G t  and sample distribution 
function ( )nG t , [0,1]t∈ . Let 1, , mX X?  and 1, , nY Y?  be mutually independent. Thus the 
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following Corollary, which a modified version of Corollary 3.11 with a change in the 
range of t , can be used  for the functional category analysis in microarray experiments. 
 
Corollary 3.13  Let 1 0( )G p
−  be the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 
00 1p< < ; ( )F t  be continuous; ( )G t  be differentiable; ( )G t  be twice differentiable at 
1
0( )G p
− , and 1 0( ( )) 0G G p
−′ > ; m and n be sequences of integers such that m
m n
λ→+ , 
0 1λ< < , as ,m n →∞ .  Then, under 0H : ( ) ( )F t G t=  for [0,1]t∈ ,  
 ( ) 3 40 01 1 1ˆ N 0, , , .(1 ) 3 4d p pm n P P m nλ λ⎛ ⎞⎛ ⎞+ − → − →∞⎜ ⎟⎜ ⎟− ⎝ ⎠⎝ ⎠  
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Chapter 4 
Partially Integrated Weighted ROC 
 
In Chapter 3, we proposed a nonparametric estimator, partially integrated ROC, 
for estimating partial area under the ROC curve. When the ROC curve crosses the 
Uniform CDF and if the cross occurs before 0p , the partially integrated ROC statistic 
may not perform well. In some cases, ROC curve crosses the Uniform CDF more than 
once, which makes the cross more likely to happen before 0p . To address this issue, we 
consider a weighted partial AUC estimator in this chapter. The weighting scheme is that a 
large weight will be given if ( ) ( )F t G t≥ , and a small weight will be given if ( ) ( )F t G t< . 
Let 1, , mX X?  be i.i.d. random variables with distribution function ( )F t  and sample 
distribution function ( )mF t , t∈R . Let 1, , nY Y?  be i.i.d. random variables with 
distribution function ( )G t  and sample distribution function ( )nG t , t∈R . Let 1, , mX X?  
and 1, , nY Y?  be mutually independent. Define 1( ) inf { : ( ) }F p x F x p− = ≥ , 0 1p< < . Let 
σ  be a positive constant. Let 00 1p< < . The weighted partial AUC is defined as 
 
1
0( )
2
( ) ( )( ) ( ).
G p F t G tP F t dG tσ
−
−∞
−⎛ ⎞= Φ⎜ ⎟⎝ ⎠∫  
We propose a nonparametric estimator of 2P , partially integrated weighted ROC,  to be 
 
1
0
2
( ) ( ) ( )ˆ ( ) ( ).m nm n
nG p F t G tP F t dG tσ
−
−∞
−⎛ ⎞= Φ⎜ ⎟⎝ ⎠∫  
Note that 2ˆP  is equivalent to  
 1 0
1 1
( ) ( )1 [ ] [ ( )] .
m n
m j n j
i j j n
i j
F Y G Y
X Y Y G p
mn σ
−
= =
−⎛ ⎞Ι ≤ Ι ≤ Φ⎜ ⎟⎝ ⎠∑∑  
In the weight function of 2ˆP , σ  is a fixed positive constant. We also consider estimating 
the partial AUC with changing weight function. We propose the corresponding estimator 
of 2P ,   
 
1
0*
2
( ) ( ) ( )ˆ ( ) ( ) ,m nm n
nG p
n
F t G tP F t dG tσ
−
−∞
⎛ ⎞−= Φ⎜ ⎟⎝ ⎠∫  
 51
where nσ  is a function of n  which converges to 0 as n →∞ , and the rate of convergence 
of nσ  is 
 ( )
1 1
2 22log log
0, .
n
n n
nσ
−
→ →∞  
In this chapter, our goal is to derive the asymptotic properties of 2ˆP  and 
*
2ˆP . In Section 
4.1, we show the strong consistency of 2ˆP  for 2P . In Section 4.2, we show the strong 
consistency of *2ˆP  for 2P . In Section 4.3, we derive the asymptotic distribution of 
( )2 2ˆm n P P+ − , as ,m n →∞ . In Section 4.4, we apply 2ˆP  and its corresponding 
asymptotic distribution to the functional category analysis in microarray experiments. 
 
4.1 Consistency of the partially integrated weighted ROC 
 In this section, we show that 2ˆP  is a strongly consistent estimator of 2P . First we 
show the following result on the consistency of the weight function. 
 
Lemma 4.1 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; σ  be a positive constant. Then, 
 ( ) ( ) ( ) ( )sup 0 1, , .m n
t
F t G t F t G t wp m nσ σ
− −⎛ ⎞ ⎛ ⎞Φ −Φ → →∞⎜ ⎟⎜ ⎟ ⎝ ⎠⎝ ⎠  
Proof: First note that  
 ( ) ( )sup ( ) ( ) ( ) ( ) sup ( ) ( ) sup ( ) ( ) .m n m n
t t t
F t G t F t G t F t F t G t G t− − − ≤ − + −  
By the Glivenco-Cantelli Theorem, we have 
 sup ( ) ( ) 0 1, ,m
t
F t F t wp m− → →∞  
and 
 sup ( ) ( ) 0 1, .n
t
G t G t wp n− → →∞  
Therefore,  
(4.1) ( ) ( )sup ( ) ( ) ( ) ( ) 0 1, , .m n
t
F t G t F t G t wp m n− − − → →∞  
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This implies that for any given 0δ > , there exists a Nδ  such that for all n Nδ≥ , for all 
t∈R , 
 ( ) ( ) ( ) ( ) ( ) ( ) .m nF t G t F t G t F t G tδ δ− − ≤ − ≤ − +  
Therefore,  
 ( ) ( ) ( ) ( ) ( ) ( ) .m nF t G t F t G t F t G tδ δσ σ σ
− − − − +⎛ ⎞ ⎛ ⎞ ⎛ ⎞Φ ≤ Φ ≤ Φ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠  
Then,  
 
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) .
m nF t G t F t G t F t G t F t G t
F t G t F t G t
δ
σ σ σ σ
δ
σ σ
− − − − −⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞Φ −Φ ≤ Φ −Φ⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠
− + −⎛ ⎞ ⎛ ⎞≤ Φ −Φ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
 
Choose δ  sufficiently small such that for all 0ε > , for all t∈R ,  
 ( ) ( ) ( ) ( ) ,F t G t F t G tδε σ σ
− − −⎛ ⎞ ⎛ ⎞− ≤ Φ −Φ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
and  
 ( ) ( ) ( ) ( ) .F t G t F t G tδ εσ σ
− + −⎛ ⎞ ⎛ ⎞Φ −Φ ≤⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
Then, for all t∈R  and for all n Nδ≥ , we have 
 ( ) ( ) ( ) ( ) .m nF t G t F t G tε εσ σ
− −⎛ ⎞ ⎛ ⎞− ≤ Φ −Φ ≤⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
This implies that  
 ( ) ( ) ( ) ( )sup 0 1, , .m n
t
F t G t F t G t wp m nσ σ
− −⎛ ⎞ ⎛ ⎞Φ −Φ → →∞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  ?  
 
Theorem 4.2 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )G t  be continuous; 1 0( )G p−  be the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 
00 1p< < , t∈R ; σ  be a positive constant. Then 2 2Pˆ P→ , 1wp , as ,m n →∞ . 
Proof: Denote  
(4.2) ( ) ( )( ) m nmn
F t G ttη σ
−=  
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and 
(4.3) ( ) ( )( ) .F t G ttη σ
−=  
Then,  
 
( ) ( )
[ ] ( )
( ) ( )
[ ] ( )
( )
1 1
0 0
1
0
1 1
0 0
1
0
2 2
( ) ( )
( )
( ) ( )
( )
ˆ ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
m n
m n
n
m n
n
n
n
n
G p G p
mn
G p
mn
G p G p
mn
G p
mn
mn
P P F t t dG t F t t dG t
F t F t t dG t
F t t dG t F t t dG t
F t F t t dG t
F t t
η η
η
η η
η
η η
− −
−
− −
−
−∞ −∞
−∞
−∞ −∞
−∞
− = Φ − Φ
= − Φ
+ Φ − Φ
= − Φ
+ Φ −Φ
∫ ∫
∫
∫ ∫
∫
( )( )
( ) ( )
1
0
1 1
0 0
( )
( ) ( )
( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) .
n
n
n
n
G p
G p G p
t dG t
F t t dG t F t t dG tη η
−
− −
−∞
−∞ −∞+ Φ − Φ
∫
∫ ∫
 
Hence,  
(4.4) 
[ ] ( )
( ) ( )( )
( ) ( )
1
0
1
0
1 1
0 0
2 2
( )
( )
( ) ( )
ˆ ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) .
m n
n
n
n
n
n
G p
mn
G p
mn
G p G p
P P F t F t t dG t
F t t t dG t
F t t dG t F t t dG t
η
η η
η η
−
−
− −
−∞
−∞
−∞ −∞
− ≤ − Φ
+ Φ −Φ
+ Φ − Φ
∫
∫
∫ ∫
 
First consider the first term at the right-hand side of (4.4). Note that  
 
[ ] ( )1 10 0
1
0
( ) ( )
( )
( ) ( ) ( ) ( ) sup ( ) ( ) ( )
sup ( ) ( ) ( )
sup ( ) ( ) .
m n m n
m n
m
n n
n
G p G p
mn
t
G p
t
t
F t F t t dG t F t F t dG t
F t F t dG t
F t F t
η− −
−
−∞ −∞
−∞
− Φ ≤ −
≤ −
≤ −
∫ ∫
∫  
Then, by the Glivenco-Cantelli Theorem, we have  
(4.5) [ ] ( )1 0( ) ( ) ( ) ( ) ( ) 0 1, , .m nnG p mnF t F t t dG t wp m nη−−∞ − Φ → →∞∫  
Next consider the second term at the right-hand side of (4.4). Note that  
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( ) ( )( ) ( ) ( )
( ) ( )
( ) ( )
1 1
0 0
1
0
( ) ( )
( )
( ) ( ) ( ) ( ) sup ( ) ( ) ( )
sup ( ) ( ) ( )
sup ( ) ( ) .
n n
n
n n
n
G p G p
mn mn
t
G p
mn
t
mn
t
F t t t dG t t t dG t
t t dG t
t t
η η η η
η η
η η
− −
−
−∞ −∞
−∞
Φ −Φ ≤ Φ −Φ
≤ Φ −Φ
≤ Φ −Φ
∫ ∫
∫  
Then by Lemma 4.1, we have  
(4.6) ( ) ( )( )1 0( ) ( ) ( ) ( ) ( ) 0 1, , .nnG p mnF t t t dG t wp m nη η−−∞ Φ −Φ → →∞∫  
Now consider the last term at the right-hand side of (4.4), which is  
 ( ) ( )1 10 0( ) ( )( ) ( ) ( ) ( ) ( ) ( ) .nnG p G pF t t dG t F t t dG tη η− −−∞ −∞Φ − Φ∫ ∫  
We have shown in Lemma 3.2 that [ ]{ }( ) :F t t c cΙ ≤ ∈R  is a VC-class of functions. 
Then by Lemma 2.6, ( ) [ ]{ }( ) ( ) :t F t t c cη= Φ Ι ≤ ∈F R  is also a VC-class of functions 
with envelope function equals to 1. The remaining steps are identical to that in Lemma 
3.3 because ( )( ) ( )F t tηΦ  is bounded. Hence,  
(4.7) ( ) ( )1 10 0( ) ( )( ) ( ) ( ) ( ) ( ) ( ) 0 1, .nnG p G pF t t dG t F t t dG t wp nη η− −−∞ −∞Φ − Φ → →∞∫ ∫  
Therefore, apply (4.5), (4.6), and (4.7) to (4.4), we have  
 2 2ˆ 1, , .P P wp m n→ →∞     ?  
 
4.2 Consistency of the partially integrated weighted ROC with changing weight 
functions 
In this section, we consider the partially integrated weighted ROC with changing 
weight functions ( *2ˆP ), where nσ  is a function of n  which converges to 0 as n →∞ . We 
show the strong consistency of *2ˆP  to 2P  when ( ) ( )F t G t=  for all t∈R . First we show 
the following result. 
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Lemma 4.3 Let , 1,2,n nσ = ?  be a sequence of positive constants such that 
( )1 1 12 22log log 0nn n σ− −⎡ ⎤ →⎢ ⎥⎣ ⎦  as n →∞ ;  m and n be sequences of integers such that 
m
m n
λ→+ , 0 1λ< < , as ,m n →∞ . If ( ) ( )F t G t= , for all t∈R ,  
 ( ) ( )sup 0 1, , .m n
t n
F t G t wp m nσ
− → →∞  
Proof: Let ( ) ( )F t G t= , for all t∈R , then,  
(4.8) 
( ) ( )( ) ( ) ( ) ( )( ) ( )sup sup
sup ( ) ( ) sup ( ) ( )
.
m nm n
m n
t tn n
t t
n n
F t F t G t G tF t G t
F t F t G t G t
σ σ
σ σ
− − −− =
− −
≤ +
 
First consider 
sup ( ) ( )n
t
n
G t G t
σ
−
. Note that  
(4.9) ( )
( )1 12 2
1 1
2 2
sup ( ) ( ) sup ( ) ( ) 2log log
.
2log log
n n
t t
n n
G t G t G t G t n n
n nσ σ
−
−
− −
=  
By Theorem 2.10, we have  
 ( )1 12 2 (1)
sup ( ) ( )
1, .
2log log
n
t
G t G t
wp n
n n
O−
−
= →∞  
Also note that by assumption, 
 ( )
1 1
2 22log log
(1) 1, .
n
n n
o wp nσ
−
= →∞  
Thus, (4.9) becomes  
 (1)
sup ( ) ( )
(1) (1) 1, .
n
t
n
G t G t
o o wp nOσ
−
= = →∞  
Next consider 
sup ( ) ( )m
t
n
F t F t
σ
−
. Note that  
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 ( )
( )
( )
( )1 11 12 22 2
1 11 1
2 22 2
sup ( ) ( ) sup ( ) ( ) 2log log 2log log
.
2log log 2log log
m m
t t
n n
F t F t F t F t m m n n
m m n nσ σ
− −
− −
− −
=  
By Theorem 2.10, we have  
 ( )1 12 2 (1)
sup ( ) ( )
1, .
2log log
m
t
F t F t
wp m
m m
O−
−
= →∞  
Also note that  
 ( )( )
1 1
2 2
1 1
2 2
(1)
2log log
1, , .
2log log
m m
wp m n
n n
O
−
− = →∞  
Thus,  
 (1) (1)
sup ( ) ( )
(1) (1) 1, , .
m
t
n
F t F t
o o wp m nO Oσ
−
= = →∞  
Therefore, (4.8) becomes  
 ( ) ( )sup 0 1, , .m n
t n
F t G t wp m nσ
− → →∞    ?  
 
Theorem 4.4 Let , 1,2,n nσ = ?  be a sequence of positive constants such that 
( )1 1 12 22log log 0nn n σ− −⎡ ⎤ →⎢ ⎥⎣ ⎦  as n →∞ ; m and n be sequences of integers such that 
m
m n
λ→+ , 0 1λ< < , as ,m n →∞ ; ( )G t  be continuous; 
1
0( )G p
−  be the unique 
solution of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < ; σ  be a positive constant; If ( ) ( )F t G t=  for all 
t∈R ,  we have *2 2Pˆ P→ , 1wp , as ,m n →∞ . 
Proof: Let ( ) ( )F t G t=  for all t∈R , then,  
 
1
0
1
0
( )
2
( )
( ) ( )( ) ( )
1( ) ( ) .
2
G
G
p
p
F t G tP F t dG t
F t dG t
σ
−
−
−∞
−∞
−⎛ ⎞= Φ⎜ ⎟⎝ ⎠
=
∫
∫
 
Denote  
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 * ( ) ( )( ) .m nmn
n
F t G ttη σ
−=  
Let ( )tη  be defined as in (4.3). Then,  
 
( )
[ ] ( )
( )
[ ] ( )
( )
1 1
0 0
1
0
1 1
0 0
1
0
* *
2 2
*
*
*
*
( ) ( )
( )
( ) ( )
( )
1ˆ ( ) ( ) ( ) ( ) ( )
2
( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
2
( ) ( ) ( ) ( )
1( ) ( )
2
m mn n
m mn n
mn n
m mn n
mn
n
n
n
n
G p G p
G p
G p G p
G p
P P F t t dG t F t dG t
F t F t t dG t
F t t dG t F t dG t
F t F t t dG t
F t t
η
η
η
η
η
− −
−
− −
−
−∞ −∞
−∞
−∞ −∞
−∞
− = Φ −
= − Φ
+ Φ −
= − Φ
+ Φ −
∫ ∫
∫
∫ ∫
∫
1
0
1 1
0 0
( )
( ) ( )
( )
1 1( ) ( ) ( ) ( ) .
2 2
n
n
n
n
G p
G p G p
dG t
F t dG t F t dG t
−
− −
−∞
−∞ −∞
⎡ ⎤⎢ ⎥⎣ ⎦
+ −
∫
∫ ∫
 
Thus,  
(4.10) 
[ ] ( )
( )
1
0
1
0
1 1
0 0
* *
2 2
*
( )
( )
( ) ( )
ˆ ( ) ( ) ( ) ( )
1( ) ( ) ( )
2
1 1( ) ( ) ( ) ( ) .
2 2
m mn n
mn n
n
n
n
n
G p
G p
G p G p
P P F t F t t dG t
F t t dG t
F t dG t F t dG t
η
η
−
−
− −
−∞
−∞
−∞ −∞
− ≤ − Φ
⎡ ⎤+ Φ −⎢ ⎥⎣ ⎦
+ −
∫
∫
∫ ∫
 
First consider the first term at the right-hand side of (4.10). Note that 
 [ ] ( )1 10 0*( ) ( )( ) ( ) ( ) ( ) sup ( ) ( ) ( ) .m mn n m nn nG p G p
t
F t F t t dG t F t F t dG tη− −−∞ −∞− Φ ≤ −∫ ∫  
Thus, 
 [ ] ( )1 0 *( ) ( ) ( ) ( ) ( ) 0 1, .m mn nnG p F t F t t dG t wp mη−−∞ − Φ → →∞∫  
Similarly, since Φ  is uniformly continuous, by Lemma 4.3, the second term at the right-
hand side of (4.10) converges to zero 1wp  as ,m n →∞ . Lastly, by the same argument as 
in Theorem 4.2, the last term at the right-hand side of (4.10) also converges to zero 1wp  
as ,m n →∞ . Therefore, we have 
 *2 2ˆ 0 1, , .P P wp m n− → →∞    ?  
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4.3 Asymptotic distribution of the partially integrated weighted ROC 
In this section, our goal is to derive the asymptotic distribution of 
( )2 2ˆm n P P+ − , as ,m n →∞ . Let m, n be sequences of integers such that mm n λ→+ , 
0 1λ< < , as ,m n →∞ . Let { }:   is a distribution functionH H=H . First we consider a 
class of functions [ ] * *( ) ( )( ) : , ,H t H tH t t c c H Hσ
⎧ ⎫⎛ ⎞−⎪ ⎪= Ι ≤ Φ ∈ ∈⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
RF H . Next we 
derive the asymptotic distribution ( )1 1ˆm n P P+ − , as ,m n →∞ . 
  
Lemma 4.5 Let σ be a positive constant and { }:   is a distribution functionH H=H . 
Then the class of functions [ ] * *( ) ( )( ) : , ,H t H tH t t c c H Hσ
⎧ ⎫⎛ ⎞−⎪ ⎪= Ι ≤ Φ ∈ ∈⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
RF H  is 
a P-Donsker class of functions. 
Proof: By Example 2.2, { }( ) :H t H ∈H  and { }* *( ) :H t H ∈H  are uniformly bounded P-
Donsker classes of functions. Then by Example 2.3, { }* *( ) ( ) : ,H t H t H H− ∈H  is a 
uniformly bounded P-Donsker class of functions. Thus by Theorem 2.4, 
*
*( ) ( ) : ,H t H t H Hσ
⎧ ⎫⎛ ⎞−⎪ ⎪= Φ ∈⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
G H  is a uniformly bounded P-Donsker class of 
functions. 
 We have shown in Lemma 3.4 that [ ]{ }( ) : ,H t t c c HΙ ≤ ∈ ∈R H  is a uniformly 
bounded P-Donsker class of functions. Since both [ ]{ }( ) : ,H t t c c HΙ ≤ ∈ ∈R H  and G  
are uniformly bounded P-Donsker, by Example 2.4, the class of functions 
[ ] * *( ) ( )( ) : , ,H t H tH t t c c H Hσ
⎧ ⎫⎛ ⎞−⎪ ⎪= Ι ≤ Φ ∈ ∈⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
RF H  is P-Donsker.  ?  
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Lemma 4.6 Let ( )H t , *( )H t , ( )nH t , and 
* ( )
n
H t  be distribution functions, t∈R . Let 
sup ( ) ( ) 0
p
n
t
H t H t− → , * *sup ( ) ( ) 0p
nt
H t H t− → , and 0
p
nc c→ , as n →∞ , 0,nc c ∈R . Let 
[ ] *( ) ( )( ) ( ) n nn n n H t H tf t H t t c σ
−⎛ ⎞= Ι ≤ Φ⎜ ⎟⎜ ⎟⎝ ⎠
 and [ ] *0 0 ( ) ( )( ) ( ) H t H tf t H t t c σ
−⎛ ⎞= Ι ≤ Φ⎜ ⎟⎝ ⎠ . Then,  
 [ ] 2( ) ( ) 0, .pnf t f t dP n− → →∞∫  
Proof: Denote  
 
*
* ( ) ( )( ) nn n
H t H t
tη σ
−=  
and 
 
*
* ( ) ( )( ) .H t H ttη σ
−=  
Note that 
 
[ ] ( ) [ ] ( )
[ ] [ ]( ) ( )
[ ] ( ) [ ] ( )
[ ] [ ]( ) ( )
[ ] ( ) ( )
( ) [ ] ( )
* *
*
* *
*
* *
*
0
0
0 0
0
0
0
( ) ( ) ( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( ) .
n n n
n n
n n
n n
n n
n
n
n
n
f t f t H t t t H t t t
H t t t t
H t t t H t t t
H t t t t
H t t t t
H t H t t t
c c
c c
c c
c c
c
c
η η
η
η η
η
η η
η
− = Ι ≤ Φ − Ι ≤ Φ
= Ι ≤ − Ι ≤ Φ
+ Ι ≤ Φ − Ι ≤ Φ
= Ι ≤ − Ι ≤ Φ
⎡ ⎤+ Ι ≤ Φ −Φ⎣ ⎦
+ − Ι ≤ Φ
 
Then,  
 
( )( ) ( ) [ ] [ ]( )( )
( ) ( )( )( )
( ) ( )( )
0
0
11
2 22 22 *2
1
2 22 * *
1
22 2*
0( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) .
n n
n
n
n
n
n
c
c
f t f t d P H t t t t d P
H t t t d P
H t H t t d P
c cη
η η
η
∞
−∞
−∞
−∞
− ≤ Φ Ι ≤ − Ι ≤
+ Φ −Φ
+ − Φ
∫ ∫
∫
∫
 
That is,  
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(4.11) 
( )( ) [ ] [ ]( )( )
( ) ( )
11
22 22
* *
0( ) ( )
sup ( ) ( )
sup ( ) ( ) .
n
n
n
n
t
t
f t f t d P t t d P
t t
H t H t
c c
η η
∞
−∞− ≤ Ι ≤ − Ι ≤
+ Φ −Φ
+ −
∫ ∫
 
Since 0
p
nc c→  as n →∞ , the first term at the right-hand side  of (4.11) converges to zero 
in probability, as n →∞ . This follows from the fact that  
 [ ] [ ]( ) [ ] [ ]20 0 0 .n n nt t t tc c c c c cΙ ≤ − Ι ≤ = Ι < ≤ + Ι < ≤  
By the similar reasoning as in Lemma 4.1,  
 ( ) ( )* *sup ( ) ( ) 0 , .n
t
t t nη ηΦ −Φ → →∞  
Also note that sup ( ) ( ) 0
p
n
t
H t H t− →  as n →∞ . Thus,  
 [ ] 2( ) ( ) 0, .pnf t f t dP n− → →∞∫    ?  
 
Lemma 4.5 and 4.6 showed that the conditions of Lemma 2.3 hold for 
[ ] * *( ) ( )( ) : , ,H t H tH t t c c H Hσ
⎧ ⎫⎛ ⎞−⎪ ⎪= Ι ≤ Φ ∈ ∈⎨ ⎬⎜ ⎟⎪ ⎪⎝ ⎠⎩ ⎭
RF H , where H  is the class of all 
distribution functions. Thus we have the following Theorem.  
 
Theorem 4.7 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ . Let ( )F t  and ( )G t  be distribution functions with sample distribution 
functions ( )mF t  and ( )nG t , respectively; t∈R . Let 1 0( )G p−  be the unique solution of 
0( ) ( )G t p G t− ≤ ≤ , 00 1p< < .  Let 1 0 ( ) ( )( ) ( ) ( ) m nn m n F t G tf t F t t G p σ
− −⎛ ⎞⎡ ⎤= Ι ≤ Φ⎜ ⎟⎣ ⎦ ⎝ ⎠  and  
1
0 0
( ) ( )( ) ( ) ( ) F t G tf t F t t G p σ
− −⎛ ⎞⎡ ⎤= Ι ≤ Φ⎜ ⎟⎣ ⎦ ⎝ ⎠ , where σ  is a positive constant. Then,  
(4.12) ( )0 0 (1), , .n n n n pn P f P f P f P f o m n− − + = →∞  
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Equivalently,  
(4.13) ( ) ( ) ( )0 0 0 0 (1), , .n n n n pn P f P f n P f P f n P f P f o m n− = − + − + →∞  
Proof: First note that both 1 0
( ) ( )( ) ( ) ( ) m nn m n
F t G tf t F t t G p σ
− −⎛ ⎞⎡ ⎤= Ι ≤ Φ⎜ ⎟⎣ ⎦ ⎝ ⎠  and 
1
0 0
( ) ( )( ) ( ) ( ) F t G tf t F t t G p σ
− −⎛ ⎞⎡ ⎤= Ι ≤ Φ⎜ ⎟⎣ ⎦ ⎝ ⎠  are in the class of functions specified in 
Lemma 4.5. Thus Lemma 4.5 holds. Next note that by the Glivenco-Cantelli Theorem,  
 sup ( ) ( ) 0, 1, ,m
t
F t F t wp m− → →∞  
and 
 sup ( ) ( ) 0, 1, .n
t
G t G t wp n− → →∞  
Also by Theorem 2.11,  
 1 10 0( ) ( ) 1, .nG p G p wp n
− −→ →∞  
Thus by Lemma 4.6, we have 
 [ ] 2( ) ( ) 0, , .pnf t f t dP m n− → →∞∫  
Therefore by Lemma 2.3, the result follows immediately.    ?  
 
Now we derive the asymptotic distribution of ( )2 2ˆm n P P+ − , as ,m n →∞ . 
First consider ( )2 2ˆn P P− . Let ( )mn tη  and ( )tη  be defined as in (4.2) and (4.3), 
respectively. Then,  
 ( ) ( ) ( )1 10 02 2 ( ) ( )ˆ ( ) ( ) ( ) ( ) ( ) ( ) .m nnG p G pmnn P P n F t t dG t F t t dG tη η− −−∞ −∞⎧ ⎫− = Φ − Φ⎨ ⎬⎩ ⎭∫ ∫  
From (4.13), we have  
(4.14) 
( ) ( ) [ ]
( ) ( )
1
0
1 1
0 0
2 2
( )
( ) ( )
ˆ ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
(1), .
n
m
p
n
G p
G p G p
mn
n P P n F t t d G t G t
n F t t dG t F t t dG t
o n
η
η η
−
− −
−∞
−∞ −∞
− = Φ −
⎧ ⎫+ Φ − Φ⎨ ⎬⎩ ⎭
+ →∞
∫
∫ ∫  
Note that  
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( ) ( )
( ) ( )
( ) ( )
( ) ( )
1 1
0 0
1
0
1 1
0 0
1
0
( ) ( )
( )
( ) ( )
( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) (
m
m
m
m
n
n
n
G p G p
mn
G p
mn
G p G p
G p
mn
mn
F t t dG t F t t dG t
F t t F t t dG t
F t t dG t F t t dG t
F t t F t t dG t
F t
η η
η η
η η
η η
η
− −
−
− −
−
−∞ −∞
−∞
−∞ −∞
−∞
Φ − Φ
⎡ ⎤= Φ − Φ⎣ ⎦
+ Φ − Φ
⎡ ⎤= Φ − Φ⎣ ⎦
+ Φ
∫ ∫
∫
∫ ∫
∫
( ) ( )
( ) ( )
1
0
1
0
1 1
0 0
( )
( )
( ) ( )
) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) .
n
n
G p
G p
G p G p
t F t t dG t
F t t dG t F t t dG t
η
η η
−
−
− −
−∞ −∞
⎡ ⎤− Φ⎣ ⎦
+ Φ − Φ
∫
∫ ∫
 
Then (4.14) becomes   
(4.15)
( ) ( ) [ ]
( ) ( )
( ) ( )
( ) ( )
1
0
1
0
1
0
1
0
1 1
0 0
2 2
( )
( )
( )
( )
( ) ( )
ˆ ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
(1), .
n
m
m
p
n
n
G p
G p
mn
G p
mnG p
G p G p
n P P n F t t d G t G t
n F t t F t t dG t
n F t t F t t dG t
n F t t dG t F t t dG t
o n
η
η η
η η
η η
−
−
−
−
− −
−∞
−∞ −∞
−∞
− = Φ −
⎡ ⎤+ Φ − Φ⎣ ⎦
⎡ ⎤+ Φ − Φ⎣ ⎦
⎧ ⎫+ Φ − Φ⎨ ⎬⎩ ⎭
+ →∞
∫
∫
∫
∫ ∫
 
First consider the third term at the right-hand side of (4.15) by the following results. 
 
Lemma 4.8 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; σ  be a positive constant. Then, 
 (1) ,( ) ( ) ( ) ( )sup , .m n p
t
F t G t F t G tn m nOσ σ
− −⎛ ⎞ ⎛ ⎞Φ −Φ = →∞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠  
 Proof: Note that with the definition in (4.2) and (4.3), we need to show  
 ( ) ( ) (1) ,sup ( ) ( ) , .pmn
t
n t t m nOη ηΦ −Φ = →∞  
By Theorem 2.8 A, we have  
(4.16) ( ) ( ) ( )[ ] ( ) [ ]* 2'( ) ( ) ( ) ( ) ( ) ( ) ( ) ,
2mn mn mn
t t t t t t t
φ ηη η φ η η η η ηΦ −Φ = − + −  
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where ( ) ( )t tφ ′= Φ  and *η  is in between ( )mn tη  and ( )tη . Then,  
(4.17) 
( ) ( ) ( )[ ]
( ) [ ]* 2
sup ( ) ( ) sup ( ) ( ) ( )
'
sup ( ) ( ) .
2
mn mn
t t
mn
t
n t t n t t t
n t t
η η φ η η η
φ η η η
Φ −Φ ≤ −
+ −
 
Note that  
 ( ) ( )1sup ( ) ( ) sup ( ) ( ) ( ) ( ) .m nmn
t t
t t F t G t F t G tη η σ− = − − −  
By (4.1), we have 
 sup ( ) ( ) (1), 1, , .mn
t
t t o wp m nη η− = →∞  
Also, note that  
 
1 1sup ( ) ( ) sup ( ) ( ) sup ( ) ( )
1 sup ( ) ( )
1 sup ( ) ( ) .
m n
m
n
mn
t t t
t
t
n t t n F t F t n G t G t
n m F t F t
m
n G t G t
η η σ σ
σ
σ
− ≤ − + −
= −
+ −
 
By Theorem 2.9, we have 
 (1), ,sup ( ) ( )m p
t
mm F t F t O → ∞− =  
and  
 (1), .sup ( ) ( )n p
t
nn G t G t O → ∞− =  
Further note that since m
m n
λ→+ , 0 1λ< < , as ,m n →∞ , we have 
 (1) , , .n m n
m
O= →∞  
Therefore,  
(4.18) (1) ,sup ( ) ( ) , .pmn
t
n t t m nOη η− = →∞  
Hence,  
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(4.19) 
2
(1)
,
sup ( ) ( )
sup ( ) ( ) sup ( ) ( )
(1)
(1) , .
p p
p
mn
t
mn mn
t t
n t t
n t t t t
o
o m n
O
η η
η η η η
−
⎛ ⎞⎛ ⎞= − −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
= →∞
=
 
Thus, by (4.18) and (4.19), (4.17) becomes  
 
( ) ( ) ( )
( )*2
(1)
(1) ,
sup ( ) ( ) sup ( ) ( ) sup ( )
'
sup ( ) ( )
2
(1)
, .
p p
p
mn mn
t t t
mn
t
n t t n t t t
n t t
o
m n
O
O
η η η η φ η
φ ηη η
+
⎛ ⎞⎛ ⎞Φ −Φ ≤ −⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠
⎛ ⎞+ −⎜ ⎟⎝ ⎠
=
= →∞ ?
 
 
Lemma 4.9    Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )G t  be continuous; σ  be a positive constant. Let 1 0( )G p−  be the unique 
solution of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < , t∈R .  Then,  
1
0
1
0
( )
( )
( ) ( ) ( ) ( )( ) ( ) ( ) (1), , .m nm p
nG p
G p
F t G t F t G tn F t F t dG t o m nσ σ
−
−
⎡ ⎤− −⎛ ⎞ ⎛ ⎞Φ − Φ = →∞⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦∫  
 Proof: Note that with the definitions in (4.2) and (4.3), we need to show  
 ( ) ( )1 01
0
( )
( )
( ) ( ) ( ) ( ) ( ) (1), , .m p
nG p
mnG p
n F t t F t t dG t o m nη η−− ⎡ ⎤Φ − Φ = →∞⎣ ⎦∫  
Note that  
(4.20) 
( ) ( )
( ) ( )
1
0
1
0
1 1
0 0
( )
( )
( ) ( ) ( ) ( ) ( )
( ) ( ) sup ( ) ( ) ( ) ( ) .
m
m
nG p
mnG p
n mn
t
n F t t F t t dG t
G p G p n F t t F t t
η η
η η
−
−
− −
⎡ ⎤Φ − Φ⎣ ⎦
≤ − Φ − Φ
∫
 
Since  
( ) ( ) ( ) ( )
( ) ( )
sup ( ) ( ) ( ) ( ) sup ( ) ( ) ( )
sup ( ) ( ) ( ) ,
m mmn mn
t t
mn
t
n F t t F t t n F t F t t
n F t t t
η η η
η η
Φ − Φ ≤ − Φ
⎡ ⎤+ Φ −Φ⎣ ⎦
 
and we have shown in Lemma 4.8 that  
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 (1)sup ( ) ( ) , ,m p
t
n F t F t mO− = →∞  
and  
 ( ) ( ) (1)sup ( ) ( ) , , ,pmn
t
n t t m nOη η⎡ ⎤Φ −Φ = →∞⎣ ⎦  
we have  
(4.21) ( ) ( ) (1),sup ( ) ( ) ( ) ( ) , .m pmn
t
n F t t F t t m nOη ηΦ − Φ = →∞  
Further note that by Theorem 2.11,  
(4.22) 1 10 0( ) ( ) (1), 1, , .nG p G p o wp m n
− −− = →∞  
Thus, combining (4.20), (4.21), and (4.22), we have  
 
( ) ( )1 01
0
( )
( )
(1)( ) ( ) ( ) ( ) ( ) (1)
(1), , .
m p p
p
nG p
mnG p
n F t t F t t dG t o
o m n
Oη η−−
=
⎡ ⎤Φ − Φ =⎣ ⎦
→∞
∫
?
 
 
Next consider the second term at the right-hand of (4.15). Note that  
 
( ) ( ) [ ] ( ) ( ) ( )
[ ] ( ) ( )
[ ] ( )
( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( ) .
m m
m
m
mn mn mn
mn
mn
F t t F t t F t F t t F t t t
F t F t t t
F t F t t
F t t t
η η η η η
η η
η
η η
⎡ ⎤Φ − Φ = − Φ + Φ −Φ⎣ ⎦
⎡ ⎤= − Φ −Φ⎣ ⎦
+ − Φ
⎡ ⎤+ Φ −Φ⎣ ⎦
 
Then, the second term at the right-hand of (4.15) becomes  
(4.23) 
( ) ( )
[ ] ( ) ( )
[ ] ( )
( ) ( )
1
0
1
0
1
0
1
0
( )
( )
( )
( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
(1) , , .
m
m
m
p
G p
mn
G p
mn
G p
G p
mn
n F t t F t t dG t
n F t F t t t dG t
n F t F t t dG t
n F t t t dG t
o m n
η η
η η
η
η η
−
−
−
−
−∞
−∞
−∞
−∞
⎡ ⎤Φ − Φ⎣ ⎦
⎡ ⎤= − Φ −Φ⎣ ⎦
+ − Φ
⎡ ⎤+ Φ −Φ⎣ ⎦
+ →∞
∫
∫
∫
∫
 
Next we consider the terms at the right-hand side of (4.23) by the following two results.  
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Lemma 4.10 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )G t  be continuous; σ  be a positive constant. Then, 
[ ]1 0( ) ( ) ( ) ( ) ( )( ) ( ) ( ) (1), , .m nm pG p F t G t F t G tn F t F t dG t o m nσ σ
−
−∞
⎡ ⎤− −⎛ ⎞ ⎛ ⎞− Φ −Φ = →∞⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦∫
 Proof: Note that with the definition in (4.2) and (4.3), we need to show  
 [ ] ( ) ( )1 0( ) ( ) ( ) ( ) ( ) ( ) (1), , .m pG p mnn F t F t t t dG t o m nη η−−∞ ⎡ ⎤− Φ −Φ = →∞⎣ ⎦∫  
To show this, note that  
 
[ ] ( ) ( )
( ) ( )
1
0( ) ( ) ( ) ( ) ( ) ( )
sup ( ) ( ) sup ( ) ( ) .
m
m
G p
mn
mn
t t
n F t F t t t dG t
F t F t n t t
η η
η η
−
−∞ ⎡ ⎤− Φ −Φ⎣ ⎦
≤ − Φ −Φ
∫
 
By the Glivenco-Cantelli Theorem,  
 sup ( ) ( ) (1), 1, , ,m
t
F t F t o wp m n− = →∞  
and by Lemma 4.8, we have  
 ( ) ( ) (1)sup ( ) ( ) , , .pmn
t
n t t m nOη ηΦ −Φ = →∞  
Thus, 
 [ ] ( ) ( )
1
0( )
(1)( ) ( ) ( ) ( ) ( ) (1)
(1), , .
m p p
p
G p
mnn F t F t t t dG t o
o m n
Oη η−−∞
=
⎡ ⎤− Φ −Φ =⎣ ⎦
→∞
∫
?
 
 
Lemma 4.11 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )G t  be continuous; σ  be a positive constant. Then,  
 [ ]
[ ]
1
0
1
0
1
0
( )
( )
( )
( ) ( ) ( ) ( )( ) ( )
( ) ( ) 1( ) ( ) ( ) ( )
( ) ( ) 1( ) ( ) ( ) ( ) (1), , .
m n
m
n p
G p
G p
G p
F t G t F t G tn F t dG t
F t G tn F t F t F t dG t
F t G tn G t G t F t dG t o m n
σ σ
φ σ σ
φ σ σ
−
−
−
−∞
−∞
−∞
⎡ ⎤− −⎛ ⎞ ⎛ ⎞Φ −Φ⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦
−⎛ ⎞= − ⎜ ⎟⎝ ⎠
−⎛ ⎞− − + →∞⎜ ⎟⎝ ⎠
∫
∫
∫
 
 Proof: Note that with the definitions in (4.2) and (4.3), we need to show  
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( ) ( )
[ ] ( )
[ ] ( )
1
0
1
0
1
0
( )
( )
( )
( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
(1), , .
m
n
p
G p
mn
G p
G p
n F t t t dG t
n F t F t F t t dG t
n G t G t F t t dG t
o m n
η η
φ η σ
φ η σ
−
−
−
−∞
−∞
−∞
⎡ ⎤Φ −Φ⎣ ⎦
= −
− −
+ →∞
∫
∫
∫
 
Note that by (4.16), we have 
 
( ) ( )
( )[ ]
( ) [ ]
1
0
1
0
1
0
*
2
( )
( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
'
( ) ( ) ( ) ( ) ,
2
G p
mn
G p
mn
G p
mn
n F t t t dG t
n F t t t t dG t
n F t t t dG t
η η
φ η η η
φ η η η
−
−
−
−∞
−∞
−∞
⎡ ⎤Φ −Φ⎣ ⎦
= −
+ −
∫
∫
∫
 
where *η  is between ( )mn tη  and ( )tη . Further note that  
 
( ) [ ]1 10 0* 2 2( ) ( )'( ) ( ) ( ) ( ) sup ( ) ( ) ( ) .
2
G p G p
mn mn
t
n F t t t dG t n t t dG t
φ η η η η η− −−∞ −∞− ≤ −∫ ∫  
By (4.19), we have 
(4.24) 
( ) ( )
( )[ ]
1
0
1
0
( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) (1), , ,p
G p
mn
G p
mn
n F t t t dG t
n F t t t t dG t o m n
η η
φ η η η
−
−
−∞
−∞
⎡ ⎤Φ −Φ⎣ ⎦
= − + →∞
∫
∫
 
where  
 ( ) ( )1( ) ( ) ( ) ( ) ( ) ( ) .m nmn t t F t G t F t G tη η σ− = − − −⎡ ⎤⎣ ⎦  
Then, (4.24) becomes  
 
( ) ( )
[ ] ( )
[ ] ( )
1
0
1
0
1
0
( )
( )
( )
( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
(1), , .
m
n
p
G p
mn
G p
G p
n F t t t dG t
n F t F t F t t dG t
n G t G t F t t dG t
o m n
η η
φ η σ
φ η σ
−
−
−
−∞
−∞
−∞
⎡ ⎤Φ −Φ⎣ ⎦
= −
− −
+ →∞
∫
∫
∫
?
 
 
Now by Lemmas 4.10 and 4.11, (4.23) becomes  
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( ) ( )
[ ] ( )
[ ] ( )
[ ] ( )
1
0
1
0
1
0
1
0
( )
( )
( )
( )
( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
(1) , , .
m
m
m
n
p
G p
mn
G p
G p
G p
n F t t F t t dG t
n F t F t t dG t
n F t F t F t t dG t
n G t G t F t t dG t
o m n
η η
η
φ η σ
φ η σ
−
−
−
−
−∞
−∞
−∞
−∞
⎡ ⎤Φ − Φ⎣ ⎦
= − Φ
+ −
− −
+ →∞
∫
∫
∫
∫
 
This simplifies to  
(4.25) 
( ) ( )
[ ] ( ) ( )
[ ] ( )
1
0
1
0
1
0
( )
( )
( )
( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
(1) , , .
m
m
n
p
G p
mn
G p
G p
n F t t F t t dG t
n F t F t t F t t dG t
n G t G t F t t dG t
o m n
η η
η φ η σ
φ η σ
−
−
−
−∞
−∞
−∞
⎡ ⎤Φ − Φ⎣ ⎦
⎡ ⎤= − Φ +⎢ ⎥⎣ ⎦
− −
+ →∞
∫
∫
∫
 
Next consider the forth term at the right-hand side of (4.15) by the following result.  
 
Lemma 4.12 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )G t  be differentiable; ( )G t  be twice differentiable at 1 0( )G p−  and 
1
0( ( )) 0G G p
−′ > ; σ  be a positive constant.   Then,  
( ) ( )
1 1
0 0
1
0 01 1
0 0 0
( ) ( )( ) ( ) ( ) ( )( ) ( ) ( ) ( )
( )
( ( )) ( ) (1), , .n p
nG p G pF t G t F t G tn F t dG t F t dG t
F G p p
n p G G p F G p o m n
σ σ
σ
− −
−
− −
−∞ −∞
⎧ ⎫− −⎛ ⎞ ⎛ ⎞Φ − Φ⎨ ⎬⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠⎩ ⎭
⎛ ⎞−⎡ ⎤ ⎜ ⎟= − Φ + →∞⎣ ⎦ ⎜ ⎟⎝ ⎠
∫ ∫
 
Proof: Note that with the definitions in (4.2) and (4.3), we need to show  
 
( ) ( )
( ) ( )
1 1
0 0
1 1 1
0 0 0 0
( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ( )) ( ) ( ( )) (1), , .n p
nG p G pn F t t dG t F t t dG t
n p G G p F G p G p o m n
η η
η
− −
− − −
−∞ −∞
⎧ ⎫Φ − Φ⎨ ⎬⎩ ⎭
⎡ ⎤= − Φ + →∞⎣ ⎦
∫ ∫  
By Theorem 2.8 B, we have  
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( ) ( )
( ) ( )
1 1
0 0
1 1 1 1 1
0 0 0 0 0
( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ( )) ( ( )) (1),
, .
p
nG p G p
n
n F t t dG t F t t dG t
n G p G p F G p G p G G p o
m n
η η
η
− −
− − − − −
−∞ −∞
⎧ ⎫Φ − Φ⎨ ⎬⎩ ⎭
′⎡ ⎤= − Φ +⎣ ⎦
→∞
∫ ∫
 
Next by Theorem 2.13,  
 
1
0 01 1
0 0 1
0
( ( ))
( ) ( ) (1), 1, .
( ( ))
n
n
p G G p
n G p G p n o wp n
G G p
−
− −
−
⎡ ⎤−⎣ ⎦⎡ ⎤− = + →∞⎣ ⎦ ′  
Thus,  
 
( ) ( )
( ) ( )
1 1
0 0
1 1 1
0 0 0 0
( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ( )) ( ) ( ( )) (1) , , .n p
nG p G pn F t t dG t F t t dG t
n p G G p F G p G p o m n
η η
η
− −
− − −
−∞ −∞
⎧ ⎫Φ − Φ⎨ ⎬⎩ ⎭
⎡ ⎤= − Φ + →∞⎣ ⎦
∫ ∫
?
 
 
Next we will represent ( )2 2ˆn P P−  as the sum of two independent processes. First apply 
(4.25) and Lemma 4.12 to (4.15), we have  
(4.26) 
( ) ( ) [ ]
[ ] ( ) ( )
[ ] ( )
( ) ( )
1
0
1
0
1
0
2 2
1 1 1
0 0 0 0
( )
( )
( )
ˆ ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
( ( )) ( ) ( ( ))
(1), , .
n
m
n
n
p
G p
G p
G p
n P P n F t t d G t G t
n F t F t t F t t dG t
n G t G t F t t dG t
n p G G p F G p G p
o m n
η
η φ η σ
φ η σ
η
−
−
−
− − −
−∞
−∞
−∞
− = Φ −
⎡ ⎤+ − Φ +⎢ ⎥⎣ ⎦
− −
⎡ ⎤+ − Φ⎣ ⎦
+ →∞
∫
∫
∫  
In (4.26), let  
(4.27) ( ) ( )1 0( )* 1( ) ( ) ( ) ( ) ( ) ,mm G pJ F t t F t t dG tη φ η σ
−
−∞
⎡ ⎤= Φ +⎢ ⎥⎣ ⎦∫  
(4.28) ( ) ( )1 03 ( ) 1( ) ( ) ( ) ( ) ( ) ,G p F t t F t t dG tµ η φ η σ
−
−∞
⎡ ⎤= Φ +⎢ ⎥⎣ ⎦∫  
(4.29) 
( ) ( )
( ) ( )( )
1 1
0 0
1 1 1
0 0 0
( ) ( ) 1( ) ( ) ( ) ( ) ( ) ( ) ( )
( ( )) ( ) ( ) ,
n n
n
G p G p
nJ F t t dG t G t F t t dG t
G G p F G p G p
η φ η σ
η
− −
− − −
−∞ −∞= Φ −
− Φ
∫ ∫  
and 
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(4.30) 
( ) ( )
( ) ( )( )
1 1
0 0
4
1 1
0 0 0
( ) ( ) 1( ) ( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) .
G p G p
F t t d G t G t F t t dG t
p F G p G p
µ η φ η σ
η
− −
− −
−∞ −∞= Φ −
− Φ
∫ ∫  
Thus (4.26) becomes  
(4.31) ( ) ( ) ( )2 2 3 4*ˆ (1), , .pm nn P P n J n J o m nµ µ− = − + − + →∞  
Now we consider ( )3*mn J µ−  and ( )4nn J µ−  individually and present the following 
results of the asymptotic distributions of ( )3*mn J µ−  and ( )4nn J µ− . 
 
Lemma 4.13 Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )G t  be differentiable; 1 0( )G p−  be the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 
00 1p< < ; σ  be a positive constant. Let *mJ   and 3µ  be defined as in (4.27) and (4.28), 
respectively. Then,  
 ( ) 23 3* 1N 0, 1 , , ,m dn J m nµ σλ⎛ ⎞⎛ ⎞− → − →∞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
where  
 
( ) ( )
( ) ( )
1 1
0 0
1
0
2
2
3
2
( ) ( )
( )
1( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( ) .
X
G p G p
G p
t F t t dG t d F X
F t t F t t dG t
σ η φ η σ
η φ η σ
− −
−
−∞
−∞
⎧ ⎫⎡ ⎤= Φ +⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭
⎧ ⎫⎡ ⎤− Φ +⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭
∫ ∫
∫
 
Proof: By (4.27), we have  
 
( ) ( )
[ ] ( ) ( )
[ ] ( ) ( )
1
0
1
0
1
0
1
1
( )
( )
( )
* 1( ) ( ) ( ) ( ) ( )
1 1( ) ( ) ( ) ( )
1 1( ) ( ) ( ) ( ) .
mm
G p
mG p
i
i
m G p
i
i
J F t t F t t dG t
X t t F t t dG t
m
X t t F t t dG t
m
η φ η σ
η φ η σ
η φ η σ
−
−
−
=
=
−∞
−∞
−∞
⎡ ⎤= Φ +⎢ ⎥⎣ ⎦
⎛ ⎞ ⎡ ⎤= Ι ≤ Φ +⎜ ⎟ ⎢ ⎥⎣ ⎦⎝ ⎠
⎡ ⎤= Ι ≤ Φ +⎢ ⎥⎣ ⎦
∫
∑∫
∑∫
 
Note that *
m
J  is a sum of i.i.d. random variables. The mean of *
m
J  is 3µ  since 
 71
 
[ ] ( ) ( )
[ ] ( ) ( )
[ ] ( ) ( )
( ) ( )
1
0
1
0
1
0
1
0
( )
( )
1E ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( )
G p
G p
X t t F t t dG t
X t t F t t dG t d F X
t G p X t t F t t dG t d F X
t G p t F t t
η φ η σ
η φ η σ
η φ η σ
η φ η σ
−
−
−
−
−∞
∞
−∞ −∞
∞ ∞
−∞ −∞
⎡ ⎤⎡ ⎤Ι ≤ Φ +⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
⎛ ⎞⎡ ⎤= Ι ≤ Φ +⎜ ⎟⎢ ⎥⎣ ⎦⎝ ⎠
⎡ ⎤⎡ ⎤= Ι ≤ Ι ≤ Φ +⎣ ⎦ ⎢ ⎥⎣ ⎦
⎡⎡ ⎤= Ι ≤ Φ +⎣ ⎦
∫
∫ ∫
∫ ∫
( )
( ) ( )
( ) ( )1 0
1
0
3
( )
( ) ( )
1( ) ( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
.
G p
t
d F X dG t
t G p t F t t F t dG t
F t t F t t dG t
η φ η σ
η φ η σ
µ
−
−
∞
−∞ −∞
∞
−∞
−∞
⎤⎢ ⎥⎣ ⎦
⎡ ⎤⎡ ⎤= Ι ≤ Φ +⎣ ⎦ ⎢ ⎥⎣ ⎦
⎡ ⎤= Φ +⎢ ⎥⎣ ⎦
=
∫ ∫
∫
∫
 
Denote 23σ  be the variance of *mJ . Then, 
 
[ ] ( ) ( )
[ ] ( ) ( )
[ ] ( ) ( )
( ) ( )
1
0
1
0
1
0
2
3
2
2
( )
( )
( )
1var ( ) ( ) ( ) ( )
1E ( ) ( ) ( ) ( )
1E ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( )
G p
G p
G p
X t t F t t dG t
X t t F t t dG t
X t t F t t dG t
t F t t dG t
σ η φ η σ
η φ η σ
η φ η σ
η φ η σ
−
−
−
−∞
−∞
−∞
⎡ ⎤⎡ ⎤= Ι ≤ Φ +⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦
⎡ ⎤⎧ ⎫⎡ ⎤= Ι ≤ Φ +⎢ ⎥⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭⎢ ⎥⎣ ⎦
⎧ ⎫⎡ ⎤⎡ ⎤− Ι ≤ Φ +⎨ ⎬⎢ ⎥⎢ ⎥⎣ ⎦⎣ ⎦⎩ ⎭
⎡ ⎤= Φ +⎢ ⎥⎣ ⎦
∫
∫
∫
( ) ( )
1 1
0 0
1
0
2
2
( ) ( )
( )
( )
1( ) ( ) ( ) ( ) ( ) .
X
G p G p
G p
d F X
F t t F t t dG tη φ η σ
− −
−
−∞
−∞
⎧ ⎫⎨ ⎬⎩ ⎭
⎧ ⎫⎡ ⎤− Φ +⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭
∫ ∫
∫
 
Thus by the Linderberg-Levy Central Limit Theorem, we have  
 ( ) ( )23 3* N 0, , ,m dm J mµ σ− → →∞  
Since  
 11 1 , 0 1, , ,n m n m n
m m
λλ
+= − → − < < →∞  
by the Slusky’s Theorem,  
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 ( ) 23 3* 1N 0, 1 , , .m dn m J m nm µ σλ⎛ ⎞⎛ ⎞− → − →∞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
That is,  
 ( ) 23 3* 1N 0, 1 , , ,m dn J m nµ σλ⎛ ⎞⎛ ⎞− → − →∞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
where 
 
( ) ( )
( ) ( )
1 1
0 0
1
0
2
2
3
2
( ) ( )
( )
1( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( ) .
G p G p
G p
X
t F t t dG t d F X
F t t F t t dG t
σ η φ η σ
η φ η σ
− −
−
−∞
−∞
⎧ ⎫⎡ ⎤= Φ +⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭
⎧ ⎫⎡ ⎤− Φ +⎨ ⎬⎢ ⎥⎣ ⎦⎩ ⎭
∫ ∫
∫ ?
 
 
Now we derive the asymptotic distribution of ( )4nn J µ−  in (4.31). First define  
(4.32) 
( ) ( ) ( )1 0 012 0
1
0( )
( )( ) ( )
( ) ( )
( ) ( ) 1( ) ( ) .
j
j j
j j
Y
G p
F G p pF Y G Y
h Y F Y F G p
F t G tF t dG t
σ σ
φ σ σ
−
−
−
⎛ ⎞−−⎛ ⎞ ⎜ ⎟= Φ − Φ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
−⎛ ⎞− ⎜ ⎟⎝ ⎠∫
 
 
Lemma 4.14 Let 1 0( )G p
−  be the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < ; 
( )G t  be differentiable; ( )G t  be twice differentiable at 1 0( )G p
− , and 1 0( ( )) 0G G p
−′ > ; σ  
be a positive constant. Let nJ , 4µ , and ( )2 jh y  be defined as in (4.29), (4.30), and (4.32), 
respectively. Then,  
 ( ) ( )24 4N 0, , ,dnn J nµ σ− → →∞  
where  
 ( ) ( )24 2 21 10 0
2
( ) ( )2
( ) ( ) .
G p G p
h Y dG Y h Y dG Yσ − −−∞ −∞
⎛ ⎞⎡ ⎤= − ⎜ ⎟⎣ ⎦ ⎝ ⎠∫ ∫  
Proof: By (4.29), we have  
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( ) ( )
( ) ( )( )
( )
( )
( )
1 1
0 0
1
0
1 1 1
0 0 0
1
0
1
1
1 1
0 0
( ) ( )
( )
1( ) ( ) ( ) ( ) ( ) ( ) ( )
( ( )) ( ) ( )
1 ( ) ( ) ( )
1 1( ) ( ) ( )
1 ( ) ( )
n n
n
j
j
G p G p
n
j j j
nG p
j
j
nJ F t t d G t G t F t t dG t
G G p F G p G p
Y G p F Y Y
n
Y t F t t dG t
n
Y G p F G p
n
η φ η σ
η
η
φ η σ
η
− −
−
− − −
−
=
=
− −
−∞ −∞
−∞
= Φ −
− Φ
⎡ ⎤= Ι ≤ Φ⎣ ⎦
⎛ ⎞⎡ ⎤− Ι ≤⎜ ⎟⎣ ⎦⎝ ⎠
⎡ ⎤− Ι ≤ Φ⎣ ⎦
∫ ∫
∑
∑∫
( )
( ) ( ) ( )
( )
( )
1
0
1
0
1
1 1 1
0 0 0
1
1
0
1
1
0 2
1
( )
( ( ))
1 ( ) ( ) ( ) ( ) ( ( ))
1 1( ) ( ) ( ) ( )
1 ( ) .
j
j
j
j
j
n
n
j j j
n G p
j Y
n
j j
G p
Y G p F Y Y F G p G p
n
Y G p F t t dG t
n
Y G p h Y
n
η η
φ η σ
−
−
=
− − −
=
−
=
−
=
⎡ ⎤⎡ ⎤= Ι ≤ Φ − Φ⎣ ⎦ ⎣ ⎦
⎡ ⎤− Ι ≤⎣ ⎦
⎡ ⎤= Ι ≤⎣ ⎦
∑
∑
∑ ∫
∑  
Note that nJ  is a sum of i.i.d. random variables. The mean of nJ  is 4µ  since 
 
( )
( )
( ) ( ) ( )( )
( )
1 1
0 0
1
0
1
0 2
1
0 2
1 1
0 0
1
0
( ) ( )
( ) ( )
E ( )
( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) .
j j
G p G p
G p
Y
G p
Y G p h Y
Y G p h Y dG Y
F Y Y dG Y dG Y F G p G p
F t t dG t dG Y
η η
φ η σ
− −
−
−
−
− −
−
∞
−∞
−∞ −∞
−∞
⎡ ⎤⎡ ⎤Ι ≤⎣ ⎦⎣ ⎦
⎡ ⎤= Ι ≤⎣ ⎦
⎛ ⎞= Φ − Φ⎜ ⎟⎝ ⎠
−
∫
∫ ∫
∫ ∫
 
Note that 
 
( )
( )
( ) [ ]( )
( )1 0
1
0
1
0
1
0
( )
1
0( ) ( ) 1( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( ) .
G p
G p
Y
G p
F t t dG t dG Y
Y t G p F t t dG t dG Y
t G p F t t Y t dG Y dG t
F t t G t dG t
φ η σ
φ η σ
φ η σ
φ η σ
−
−
−
−
−
−∞
∞ ∞
−∞ −∞
∞ ∞
−∞ −∞
−∞
⎡ ⎤= Ι ≤ ≤⎣ ⎦
⎡ ⎤= Ι ≤ Ι ≤⎣ ⎦
=
∫ ∫
∫ ∫
∫ ∫
∫
 
Therefore, the mean of nJ  becomes  
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( )
( ) ( ) ( )( )
( )1 0
1
0
1
0 2
1 1
0 0 0
( )
4
( )
E ( )
( ) ( ) ( ) ( ) ( )
1( ) ( ) ( ) ( )
.
G p
j j
G p
Y G p h Y
F Y Y dG Y p F G p G p
F t t G t dG t
η η
φ η σ
µ
−
−
−
− −
−∞
−∞
⎡ ⎤⎡ ⎤Ι ≤⎣ ⎦⎣ ⎦
= Φ − Φ
−
=
∫
∫
 
Denote 24σ  be the variance of nJ . Then,  
 
( )
( ){ } ( ){ }
( ) ( ){ }1 10 0
2 1
4 0 2
22
1 1
0 2 0 2
2
2
2 2
( ) ( )
var ( )
E ( ) E ( )
( ) ( ) .
j
G p G p
Y G p h Y
Y G p h Y Y G p h Y
h Y dG t h Y dG t
σ
− −
−
− −
−∞ −∞
⎡ ⎤⎡ ⎤= Ι ≤⎣ ⎦⎣ ⎦
⎡ ⎤ ⎡ ⎤⎡ ⎤ ⎡ ⎤= Ι ≤ − Ι ≤⎣ ⎦⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦
= −∫ ∫
 
By the Linderberg-Levy Central Limit Theorem, we have  
 ( ) ( )24 4N 0, , .dnn J nµ σ− → →∞    ?  
Based on Lemmas 4.13 and 4.14, we have the following Theorem for the asymptotic 
distribution of ( )2 2ˆm n P P+ − , as ,m n →∞ . 
 
Theorem 4.15  Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; 1 0( )G p−  be the unique solution of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < ; ( )G t  be 
differentiable; ( )G t  be twice differentiable at 1 0( )G p
− , and 1 0( ( )) 0G G p
−′ > ; σ  be a 
positive constant.  Then,   
 ( ) 2 23 42 2ˆ N 0, , , ,1dm n P P m nσ σλ λ⎛ ⎞+ − → + →∞⎜ ⎟−⎝ ⎠  
where  
 
1 1
0 0
1
0
2
2
3
2
( ) ( )
( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
1( ) ( ) ( )
1( ) ( ) ( ) ,
G p G p
G p
X
F t G t F t G t
F t G t F t G t
F t dG t d F X
F t F t dG t
σ σ
σ σ
σ φ σ
φ σ
− −
−
−∞
−∞
− −
− −
⎧ ⎫⎡ ⎤⎛ ⎞ ⎛ ⎞= Φ +⎨ ⎬⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦⎩ ⎭
⎧ ⎫⎡ ⎤⎛ ⎞ ⎛ ⎞− Φ +⎨ ⎬⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠ ⎝ ⎠⎣ ⎦⎩ ⎭
∫ ∫
∫
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 ( ) ( )24 2 21 10 0
2
( ) ( )2
( ) ( ) ,
G p G p
h Y dG Y h Y dG Yσ − −−∞ −∞
⎛ ⎞⎡ ⎤= − ⎜ ⎟⎣ ⎦ ⎝ ⎠∫ ∫  
and 
 
( ) ( ) ( )1 0 012 0
1
0( )
( )( ) ( )( ) ( )
( ) ( ) 1( ) ( ) .
Y
G p
F G p pF Y G Yh Y F Y F G p
F t G tF t dG t
σ σ
φ σ σ
−
−
−
⎛ ⎞−−⎛ ⎞ ⎜ ⎟= Φ − Φ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
−⎛ ⎞− ⎜ ⎟⎝ ⎠∫
 
Proof: Note that by (4.31), we have  
 ( ) ( ) ( )2 2 3 4*ˆ (1), , .pm nn P P n J n J o m nµ µ− = − + − + →∞  
Next note that *
m
J  and nJ  are independent. Then by Lemmas 4.13 and 4.14, we have 
 ( ) 2 22 2 3 41ˆ N 0, 1 , , .dn P P m nσ σλ⎛ ⎞⎛ ⎞− → − + →∞⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠  
 Since  
 ( ) ( )2 2 2 2ˆ ˆ ,m nm n P P n P Pn++ − = −  
and 
 1 , , ,
1
m n m n
n λ
+ → →∞−  
By the Slusky’s Theorem, we have  
 ( ) 2 23 42 2 1ˆ N 0, 1 , , .1 1dm n P P m nσ σλ λ λ⎛ ⎞⎛ ⎞+ − → − + →∞⎜ ⎟⎜ ⎟ − −⎝ ⎠⎝ ⎠  
This simplifies to  
 ( ) 2 23 42 2ˆ N 0, , , .1dm n P P m nσ σλ λ⎛ ⎞+ − → + →∞⎜ ⎟−⎝ ⎠  ?  
 
Next we consider the asymptotic distribution of ( )2 2ˆm n P P+ − , as ,m n →∞ , under 
0H : ( ) ( )F t G t=  for t∈R . 
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Theorem 4.16  Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )F t  be continuous; ( )G t  be differentiable; 1 0( )G p−  be the unique solution 
of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < ; ( )G t  be twice differentiable at 1 0( )G p− , and 
1
0( ( )) 0G G p
−′ > ; σ  be a positive constant. Under 0H : ( ) ( )F t G t=  for t∈R ,  we have 
 ( ) ( )
2
5
2 2
ˆ N 0, , , ,
1
d
m n P P m nσλ λ
⎛ ⎞+ − → →∞⎜ ⎟⎜ ⎟−⎝ ⎠
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Proof: Under 0H : ( ) ( )F t G t=  for t∈R ,  we have  
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Also note that  
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Next note that  
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Thus, 
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Hence,  
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 2 23 4 .σ σ=  
Further notice that  
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Thus, under 0H : ( ) ( )F t G t=  for t∈R , the variance of the asymptotic distribution of 
( )2 2ˆm n P P+ − , as ,m n →∞ , becomes  
 ( )
2 2 2
3 4 5 .
1 1
σ σ σ
λ λ λ λ+ =− −     ?  
 
4.4 Application in functional category analysis 
We propose to apply the asymptotic theories in this chapter to the functional 
category analysis in microarray experiments. Here ( )F t  and ( )G t  have the domain of 
[0,1], which is the range of p-values for differential gene expression.  Define  
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for estimating  
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where [0,1]t∈ . The proofs in previous sections can be directly applied here. Thus the 
following Corollary, which a modified version of Theorem 4.16 with a change in the 
range of t , can be used  for the functional category analysis in microarray experiments . 
 
Corollary 4.17   Let m and n be sequences of integers such that m
m n
λ→+ , 0 1λ< < , as 
,m n →∞ ; ( )F t  be continuous; ( )G t  be differentiable; 1 0( )G p−  be the unique solution 
of 0( ) ( )G t p G t− ≤ ≤ , 00 1p< < ; ( )G t  be twice differentiable at 1 0( )G p− , and 
1
0( ( )) 0G G p
−′ > ; σ  be a positive constant. Under 0H : ( ) ( )F t G t=  for [0,1]t∈ ,  we have 
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Chapter 5 
Simulation Studies 
 
In this chapter, we investigate nominal alpha levels (false positive rates) and 
power of our two new statistics, together with Fisher’s exact test, two-sample KS test, 
WMW test, and partially integrated ROC with fixed limits via simulation studies. In 
Section 5.1, we compare exact and asymptotic variances of our two new statistics. 
Section 5.2 contains the simulation results of the nominal alpha levels. Section 5.3 
contains the simulation results of power with fixed alternatives. Section 5.4 contains the 
simulation results of power with contiguous alternatives. In Section 5.5, we compare 
exact and asymptotic power of our statistics and investigate the value of 0p  where the 
maximum power is reached. 
 
5.1 Comparison of exact and asymptotic variances 
We estimate the variances of our two new statistics under both null and 
alternative hypotheses via simulation studies. All results in this section are based on 
10000 trials. Tables 5.1 to 5.4 show that the exact variances that are obtained via 
simulations are close to the asymptotic variances for both our statistics for various sample 
sizes and values of 0p . This validates the asymptotic variances of our two statistics that 
we derived in Chapters 3 and 4. 
 
 
Table 5.1 Exact and asymptotic variances of the partially integrated ROC statistic ( 1ˆP ) 
when ( ) ( )F t G t= = Uniform(0,1). 
m n 0p  exact variance asymptotic variance 
500 500 0.5 0.102989 0.104167 
1000 1000 0.5 0.102920 0.104167 
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Table 5.2 Exact and asymptotic variances of the partially integrated ROC statistic ( 1ˆP ) 
when ( )F t =  Beta(2,1) and  ( )G t =  Uniform(0,1). 
m n 0p  exact variance asymptotic variance 
1000 1000 0.5 0.036841 0.036806 
500 1000 0.4 0.019787 0.020101 
100 900 0.5 0.097222 0.097608 
500 4500 0.5 0.096317 0.097608 
1400 12600 0.5 0.097153 0.097608 
 
 
Table 5.3 Exact and asymptotic variances of the partially integrated weighted ROC 
statistic ( 2Pˆ ) when ( ) ( )F t G t= = Uniform(0,1). 
m n 0p  σ  exact variance asymptotic variance 
500 1500 0.5 1 0.053688 0.053408 
1000 1000 0.5 1 0.039812 0.040056 
10000 10000 0.5 1 0.039942 0.040056 
1000 3000 0.5 2 0.043666 0.043549 
1000 1000 0.5 2 0.032671 0.032662 
1000 1000 0.2 1 0.002755 0.002736 
1000 3000 0.2 1 0.003547 0.003648 
1000 1000 0.2 2 0.002507 0.002496 
1000 3000 0.2 2 0.003347 0.003328 
 
 
Table 5.4 Exact and asymptotic variances of the partially integrated weighted ROC 
statistic ( 2Pˆ ) under the alternative hypotheses. 
m n 0p  σ  exact variance asymptotic variance 
( )F t =  Beta(2,1) and  ( )G t =  Uniform(0,1) 
1000 1000 0.5 1 0.008027 0.007996 
10000 10000 0.5 1 0.007856 0.007996 
1000 3000 0.5 1 0.010303 0.010345 
1000 1000 0.5 2 0.008757 0.008598 
( )F t =  Beta(3,1) and  ( )G t =  Uniform(0,1) 
1000 1000 0.5 1 0.001818 0.001822 
1000 3000 0.5 1 0.002433 0.002446 
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5.2 Nominal alpha levels 
The nominal alpha levels of our new statistics, together with Fisher’s exact test, 
KS test, WMW test, and partially integrated ROC with fixed limits, are investigated via 
simulation studies. In the simulation studies, the p-value cutoff for Fisher’s exact test is 
0.05; and 0p , the value in the upper limit of our statistics, is 0.5. All results in this section 
are based on 20000 trials. The data are generated from 3 different distributions: 
Uniform(0,1), Beta(0.8,1.1), and Normal(0,1). Let m  be the number of observation that 
follow distribution function ( )F t , and n  be the number of observations that follow 
distribution function ( )G t , where ( ) ( )F t G t=  since the simulation in this section is 
under the null hypothesis. For each distribution, the sample sizes vary in the following 
ways: the total number of observations per experiment ( m n+ ) is fixed at 10000, and m  
varies from 100, 500, 1000, to 5000. Asymptotic distributions of our statistics are used in 
the simulation. 
Tables 5.5 through 5.7 show the simulation results of the false positive rates for 
all 6 methods under each of the above-described conditions. In these tables, “ *1P ” 
represents the partially integrated ROC statistic with fixed limits, “ 1P ” represents our 
partially integrated ROC statistic with estimated limits, and “ 2P ” represents our partially 
integrated weighted ROC statistic. When the level of significance is 0.05 for each test, 
5% of the tests are expected to be rejected by chance. We can see that in general, the false 
positive rates of the Fisher’s exact test tend to be lower than 0.05, and the false positive 
rates of the 3 partial AUC statistics ( *1P , 1P , and 2P )  tend to be higher than 0.05, 
especially when the sample size is small. It is well-known that Fisher’s exact test is 
conservative, that is, it has a low nominal alpha level. For the partial AUC statistics, since 
only a small fraction of the data is evaluated, and when the sample size is small, the 
asymptotic distribution may not apply well, which is likely leading to the high nominal 
alpha levels. 
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Table 5.5 Nominal alpha levels of the statistical methods when data are generated from 
Uniform (0,1). p0 is 0.5. The total number of observations ( m n+ ) is fixed at 10000. 
Standard errors of the nominal alpha levels are in parenthesis.  
Methods m=100 m=500 m=1000 m=5000 
Fisher 0.0318 (0.00124) 0.0413 (0.00141) 0.0417 (0.00141) 0.0462 (0.00148) 
KS 0.0441 (0.00145) 0.0467 (0.00149) 0.0450 (0.00151) 0.0492 (0.00153) 
WMW 0.0475 (0.00150) 0.0471 (0.00150) 0.0488 (0.00152) 0.0495 (0.00153) 
p1* 0.0497 (0.00154) 0.0492 (0.00153) 0.0509 (0.00155) 0.0508 (0.00155) 
p1 0.0493 (0.00153) 0.0506 (0.00155) 0.0503 (0.00155) 0.0537 (0.00159) 
p2 0.0581 (0.00165) 0.0535 (0.00159) 0.0526 (0.00158) 0.0546 (0.00161) 
 
 
Table 5.6 Nominal alpha levels of the statistical methods when data are generated from 
Beta (0.8,1.1). p0 is 0.5. The total number of observations ( m n+ ) is fixed at 10000. 
Standard errors of the nominal alpha levels are in parenthesis. 
Methods m=100 m=500 m=1000 m=5000 
Fisher 0.0361 (0.00123) 0.0434 (0.00144) 0.0456 (0.00147) 0.0434 (0.00144) 
KS 0.0474 (0.00150) 0.0459 (0.00148) 0.0488 (0.00152) 0.0470 (0.00150) 
WMW 0.0509 (0.00155) 0.0476 (0.00150) 0.0502 (0.00154) 0.0503 (0.00155) 
p1* 0.0544 (0.00160) 0.0509 (0.00155) 0.0522 (0.00157) 0.0514 (0.00156) 
p1 0.0527 (0.00158) 0.0495 (0.00153) 0.0536 (0.00159) 0.0520 (0.00157) 
p2 0.0598 (0.00168) 0.0525 (0.00158) 0.0561 (0.00163) 0.0530 (0.00158) 
 
 
Table 5.7 Nominal alpha levels of the statistical methods when data are generated from 
Normal (0,1). p0 is 0.5. The total number of observations ( m n+ ) is fixed at 10000. 
Standard errors of the nominal alpha levels are in parenthesis. 
Methods m=100 m=500 m=1000 m=5000 
Fisher 0.0383 (0.00136) 0.0443 (0.00145) 0.0488 (0.00152) 0.0471 (0.00150) 
KS 0.0416 (0.00141) 0.0483 (0.00152) 0.0505 (0.00155) 0.0474 (0.00150) 
WMW 0.0466 (0.00149) 0.0523 (0.00157) 0.0532 (0.00159) 0.0479 (0.00151) 
p1* 0.0481 (0.00151) 0.0511 (0.00156) 0.0532 (0.00159) 0.0513 (0.00156) 
p1 0.0490 (0.00153) 0.0515 (0.00156) 0.0541 (0.00160) 0.0493 (0.00153) 
p2 0.0553 (0.00162) 0.0546 (0.00161) 0.0560 (0.00163) 0.0503 (0.00155) 
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5.3 Power analysis with fixed alternatives 
Power analyses with fixed alternatives are carried out in two cases via simulation 
studies. Asymptotic distributions of our statistics are used. In the simulation studies, the 
p-value cutoff for Fisher’s exact test is 0.05. 0p , the value in the upper limit of our new 
statistics, is 0.5. σ  in the weight function of our partially integrated weighted ROC 
statistic is 1. All results in this section are based on 10000 trials. In the Figures in this 
section, “ *1P ” represents the partially integrated ROC statistic with fixed limits, “ 1p ” 
represents our partially integrated ROC statistic with estimated limits, and “ 2p ” 
represents our partially integrated weighted ROC statistic. 
In case I, ( )F t  is Beta (0.9,1.1), and ( )G t  is Uniform (0,1). Note that the ROC 
curve is always above the Uniform CDF (Figure 5.1). The simulation results show that all 
methods have similarly good power picking up this significance except for the Fisher’s 
exact test (Figures 5.2 and 5.3).  
 
Figure 5.1 The ROC curve for case I where the ROC curve is above the Uniform CDF. 
Here ( )F t  is Beta(0.9,1.1), and ( )G t  is Uniform(0,1). The red curve is the ROC curve. 
The blue line is the Uniform CDF. 
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Figure 5.2 Power curves for case I that the ROC curve is above the Uniform CDF. Here 
( )F t  is Beta(0.9,1.1), and ( )G t  is Uniform(0,1). The total number of observations 
( m n+ ) is fixed at 10000, where m  is the number of observations that follows 
Beta(0.9,1.1), and n  is the number of observations that follows Uniform(0,1).  The 
horizontal axis is m . The p-value cutoff for Fisher’s exact test is 0.05. 
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Figure 5.3 Power curves for case I that the ROC curve is above the Uniform CDF. Here 
( )F t  is Beta(0.9,1.1), and ( )G t  is Uniform(0,1). m  is equal to n , where m  is the 
number of observations that follows Beta(0.9,1.1), and n  is the number of observations 
that follows Uniform(0,1). The horizontal axis is m n+ . The p-value cutoff for Fisher’s 
exact test is 0.05. 
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In case II, ( )F t  is Uniform(0,1), ( )G t  is Beta(2,2). Note that the ROC curve 
crosses the Uniform CDF, and is above the Uniform CDF at the lower tails (Figure 5.4). 
The simulation study shows that all methods have good power picking up this over-
representation except for the WMW test (Figure 5.5). The reason for the low power of the 
WMW test is that the two curves cross which makes the AUC close to 0.5. Also note that 
Fisher’s exact test gives better power than all other methods. The reason is that in this 
simulation study, the p-value cutoff for Fisher’s exact test is 0.05, which is close to the 
point where the maximum vertical distance between the ROC curve and the Uniform 
CDF is reached. Since Fisher’s exact test depends on the p-value cutoff, a different p-
value cutoff can change its power. Figure 5.6 demonstrates this dependency. While 
Fisher’s exact test gives highest power when the p-value cutoff is 0.05, its power is 
relatively low when the p-value cutoff is 0.01, and extremely low when the p-value cutoff 
is 0.001.  
 
Figure 5.4 The ROC curve for case II when the ROC curve crosses the Uniform CDF and 
is above the Uniform CDF at the lower tails. Here ( )F t  is Uniform(0,1) and ( )G t  is 
Beta(2,2). The red curve is the ROC curve. The blue line is the Uniform CDF. 
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Figure 5.5 Power curves for case II that the ROC curve crosses the Uniform CDF and is 
above the Uniform CDF at the lower tails. Here ( )F t  is Uniform(0,1), and ( )G t  is 
Beta(2,2).  The total number of observations ( m n+ ) is fixed at 10000. The horizontal 
axis is m , where m  is the number of observations that follows Uniform(0,1). The p-
value cutoff for Fisher’s exact test is 0.05. 
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Figure 5.6 Power curves for case II that the ROC curve crosses the Uniform CDF and is 
above the Uniform CDF at the lower tails. Here ( )F t  is Uniform(0,1), and ( )G t  is 
Beta(2,2).  m  is equal to n , where m  is the number of observations that follows 
Uniform(0,1), and n  is the number of observations that follows Beta(2,2). The horizontal 
axis is m n+ . The p-value cutoffs for Fisher’s exact tests are 0.001, 0.01, and 0.05. 
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5.4 Power analysis with contiguous alternatives 
Power analyses are also conducted with contiguous alternatives via simulation 
studies. In this simulation study, asymptotic distributions of our two statistics are used; 
the p-value cutoff for Fisher’s exact test is 0.05 All results in this section are based on 
10000 trials. In this section, “ *1P ” represents the partially integrated ROC statistic with 
fixed limits; “ 1P ” represents our partially integrated ROC statistic with estimated limits; 
“ 2P ” represents our partially integrated weighted ROC statistic; σ  in the weight function 
of our partially integrated weighted statistics is 0.1; and 0p , the value in the upper limit 
of our new statistics, is 0.2. Here we choose ( )G t  to be Uniform (0,1), and ( )F t  to be 
 5 51 Uniform(0,1) Beta(0.5,0.5) .
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Notice that ( )F t  converges to the Uniform (0,1) distribution as m →∞ , where m  is the 
size of the sample that follows ( )F t . In this example, the ROC curve crosses the Uniform 
CDF, and its lower tail is above the Uniform CDF (Figure 5.7). The ROC curve gets 
closer and closer to the Uniform CDF as m  increases. Tables 5.8 and 5.9 show that 
power are relatively stable for different sample sizes. Our two statistics have relatively 
better power than all other methods for detecting the significance for most of the time. 
The WMW test has almost no power because that the ROC curve crosses the Uniform 
CDF which makes the area under the curve closes to 0.5. 
 
Table 5.8 Power analysis with contiguous alternatives, where the curves cross and the 
ROC curve is above the Uniform CDF at the lower tails. The total number of 
observations ( m n+ ) is fixed at 10000, 0 0.2p = , and 0.1σ = . 
 m=100 m=500 m=1000 m=2500 
Fisher 0.5279 0.5884 0.5856 0.5438 
KS 0.1606 0.1491 0.1371 0.1174 
WMW 0.0697 0.0577 0.0539 0.0517 
p1* 0.5931 0.5895 0.5749 0.5175 
p1 0.5942 0.5963 0.5762 0.5227 
p2 0.6267 0.5950 0.5640 0.5012 
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Table 5.9 Power analysis with contiguous alternatives, where the curves cross and the 
ROC curve is above the Uniform CDF at the lower tails. m n= , 0 0.2p = , and 0.1σ = . 
 m=100 m=500 m=1000 m=2500 
Fisher 0.2472 0.3375 0.3704 0.406 
KS 0.0734 0.0870 0.0917 0.0924 
WMW 0.0473 0.0497 0.0504 0.0511 
p1* 0.3877 0.3938 0.3937 0.4041 
p1 0.4297 0.4082 0.4056 0.4122 
p2 0.4676 0.4240 0.4064 0.3992 
 
 
 
 
Figure 5.7 The ROC curve for the power analysis with contiguous alternative. Here the 
curves cross and the ROC curve is above the Uniform CDF at the lower tails. The red 
curve is the ROC curve, the blue line is the Uniform CDF.  
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5.5 Power analysis with changing 0p  
In this section, we compare exact and asymptotic power of our two statistics for 
different values of 0p , when ( )F t  is a mixture distribution of 0.6Uniform(0,1) + 
0.2Beta(1,3) + 0.2Beta(3,1) and ( )G t  is Uniform(0,1). In this case, ROC curve crosses 
the Uniform CDF at 0.5 and is above the Uniform CDF at the lower tails. σ  in the 
weight function of the partially integrated weighted ROC statistic is 0.1. Exact power is 
obtained via simulations. Asymptotic power is calculated based on the known ( )F t  and 
( )G t  in order to compare with the exact power. We can see that the exact power and 
asymptotic power agrees well for both of our statistics for most of the values of 0p  
(Table 10). Further note that in this case, most power of our two statistics are higher than 
two-sample KS test. 
 
 
Table 5.10 Comparison of exact and asymptotic power with changing 0p . 
Sample sizes p0 
 p1  
exact 
p1  
asymptotic
p2  
exact 
p2  
asymptotic
KS  
exact 
KS  
asymptotic
0.12  0.7699 0.7648 0.7787 0.7853 
0.20  0.8377 0.8362 0.8410 0.8460 
0.34  0.8204 0.8105 0.7890 0.7933 
0.40  0.7719 0.7585 0.7108 0.7176 
m=n=5000 
10000 trials 
 
 0.50  0.6268 0.6147 0.5125 0.5144 
0.5203 
 
 
0.5298 
 
 
0.12  0.7552 0.7648 0.7688 0.7853 
0.20  0.8344 0.8362 0.8360 0.8460 
0.34  0.8134 0.8105 0.7892 0.7933 
m=n=5000 
5000 trials 
 0.50  0.6208 0.6147 0.5080 0.5144 
0.5218 
 
 
0.5116 
 
 
0.12  0.7670 0.7648 0.7800 0.7853 
0.20  0.8445 0.8362 0.8470 0.8460 
0.34  0.8205 0.8105 0.7935 0.7933 
m=n=5000 
2000 trials 
 0.50  0.6180 0.6147 0.5175 0.5144 
0.5370 
 
 
0.5260 
 
 
0.12  0.4425 0.4323 0.4530 0.4720 
0.20  0.5100 0.4881 0.5120 0.5217 
0.34  0.4740 0.4557 0.4500 0.4594 
m=1000, n=9000
2000 trials 
 0.50  0.3420 0.3190 0.2610 0.2767 
0.2012 
 
 
0.2106 
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One fact that shows from Table 5.10 is that among the values of 0p  evaluated, 
the highest power of our statistics reaches at 0 0.2p = . To understand the changes of  
power as 0p  changes, we compute the asymptotic power based on the known ( )F t  and 
( )G t . Note that the power of our partially integrated ROC statistic ( 1ˆP ) is 
( )
( ) ( )
1 0 0
1 0
0
1 1 0 0 1
1 1
ˆ
ˆP P
ˆ
P ,
m n P zz P
m n
m n P z m n
α
α
α
µ σ µσ
µ σ µ µ
σ σ
⎛ ⎞+ − ⎛ ⎞⎜ ⎟≥ = ≥ +⎜ ⎟⎜ ⎟ +⎝ ⎠⎝ ⎠
⎛ ⎞+ − + + −⎜ ⎟= ≥⎜ ⎟⎝ ⎠
 
where 0µ  and 0σ  are the mean and standard deviation of 1ˆP  under the null hypothesis 
that ( ) ( )F t G t= = Uniform(0,1), and 1µ  and 1σ  are the mean and standard deviation of 
1ˆP  under the alternative hypothesis that ( )G t =Uniform(0,1) and ( )F t =  0.6Uniform(0,1) 
+ 0.2Beta(1,3) + 0.2Beta(3,1). Let 
 
( )0 0 1
1
.
z m n
z α
σ µ µ
σ
+ + −=  
Note that the asymptotic power of 1ˆP  not only depends on the difference between the 
means under the null and alternative hypotheses, but also depends on the variances under 
the null and alternative hypotheses. Note that all means and variances depend on the 
value of 0p . Therefore the maximum power does not reached at the crossing point, but 
rather reached at the minimum value of z  (Figures 5.8 and 5.9). 
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Figure 5.8 Asymptotic power curve of our partially integrated ROC statistic with 
changing 0p . Here 0.1σ = , ( )F t =  0.6Uniform(0,1) + 0.2Beta(1,3) + 0.2Beta(3,1), and 
( )G t =Uniform(0,1). The black curve is the power curve. The red dashed line shows the 
value of 0p  where the maximum asymptotic power is reached. 
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Figure 5.9 The curve of rejection point for asymptotic power of our partially integrated 
ROC statistic with changing 0p . Here 0.1σ = , ( )F t =  0.6Uniform(0,1) + 0.2Beta(1,3) + 
0.2Beta(3,1), and ( )G t =Uniform(0,1). The black curve is the curve of rejection point. 
The red dashed line shows the value of 0p  where the minimum rejection point is reached, 
which corresponds to where the maximum asymptotic power is reached. 
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Chapter 6 
Application to a Microarray Experiment 
 
In this chapter, we apply our two new nonparametric estimators of partial AUC to 
the functional category analysis in a microarray experiment. We compare Fisher’s exact 
test, two-sample KS test, and WMW test with our two new statistics for identifying over-
represented functional gene categories. In Section 6.1, we introduce a microarray 
experiment and describe data analysis for differential gene expression. In Section 6.2, we 
apply all five methods to several functional categories and compare the performance of 
all methods.  
 
6.1 Microarray data and statistical analysis 
A microarray study of olfactory sensory neurons was used (Getchell et al., 2005; 
Liu et al., 2005). The goal of the study was to investigate the induction of gene regulation 
at short time intervals following deafferentation of olfactory sensory neurons by target 
ablation at 2, 8, 16, and 48 hours compared with the sham control. Total RNA was 
isolated from 3 male littermate mice per time point. Following hybridization with 
Affymetrix gene chips MGU74Av2, 3 chips per time point, the hybridization signals 
were generated by GeneChip Analysis Suite v5.0. In Affymetrix gene chip, genes are 
identified by probeset IDs. There are totally 12488 probesets in MGU74Av2, which 
includes 66 Affymetrix quality control probesets. All hybridization signals within each 
gene chip were standardized based on the mean and variance of the hybridization signals 
of the 66 quality control probesets in the chip. Then a filter step was performed to remove 
the 66 quality control probesets, which resulted in 12422 probesets remaining for 
statistical analysis.  
To categorize the remaining 12422 probesets based on their biological functions, 
we used EASE software. All 12422 probesets were imported into EASE and grouped into 
different functional categories based on GO Biological Process. Probeset IDs in each 
category were exported and further used for the functional gene category analysis.  
To study the differential gene expression, a set of 4 orthogonal contrasts is 
constructed based on the 5 time points in the data (Figure 6.1). Contrast 1 tests the 
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difference between the expression signals at control and at 2 hours; contrast 2 tests the 
difference between the expression signals at 8 hours and the average expression signals at 
the first 2 time points; contrast 3 compares the expression signals at 16 hours with the 
average expression signals at the first 3 time points; contrast 4 compares the expression 
signals at 48 hours with the average expression signals at the first 4 time points. Note that 
these four contrasts are independent and orthogonally decompose the parameter space. 
Here we assume all 12422 probesets are mutually independent. Each contrast was applied 
to the expression signals of each of the remaining 12422 probesets in the microarray 
experiment. P-values from each of the four orthogonal contrasts were obtained and used 
by all 5 methods for identifying over-represented functional gene categories. All tests 
were one-sided in order to test if the category is over-represented, that is, has a higher 
proportion of small p-values than the remaining probesets in the microarray experiment. 
 
 
 
 
 
 
Figure 6.1 Coefficients in the orthogonal contrasts for data analysis. 
 
6.2 Functional category analysis 
The comparison of the above-mentioned statistical methods for functional 
category analysis is carried out using two GO Biological Process categories obtained 
from EASE, “Intracellular transport” and “Phosphorylation”. Intracellular transport, 
defined as the directed movement of substances within a cell, is a biologically significant 
mechanism in the olfactory epithelium following target ablation due to the induction of 
apoptosis and degeneration of olfactory sensory neurons, production and secretion of 
bioactive molecules, and generation of new neurons.  Phosphorylation can be defined as 
the addition of a phosphate group to a molecule. This mechanism most notably occurs in 
cell signaling for the regulation of gene expression.  
0     2      8      16     48
hours
contrasts
1
2
3
4
1 1 0 0 0
1 1 2 0 0
1 1 1 3 0
1 1 1 1 4
−⎛ ⎞⎜ ⎟−⎜ ⎟⎜ ⎟−⎜ ⎟−⎝ ⎠
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To illustrate the use of Fisher’s exact test and EASE analysis for identifying over-
represented functional gene categories, the functional gene category intracellular 
transport is chosen as an example. The Fisher’s exact test is performed on 2 by 2 
contingency tables. The contingency table is constructed based on an alpha level that is 
used to determine the differential expression of an individual probeset (p-value of the 
probeset ≤ α). Here we chose α = 0.05. The functional category analysis is based on p-
values from contrast 4, which is testing the difference between the expression signals at 
the last time point and the average expression signals at the first 4 time points. Out of 
12422 probesets, there are 504 probesets in the functional category intracellular transport 
with 149 significant probesets (p-value ≤ 0.05) and 11918 probesets not in the category 
intracellular transport with 2973 significant probesets (p-value ≤ 0.05) (Table 6.1). The 
Fisher’s exact test shows that the functional category intracellular transport is over-
represented (p-value = 0.0120, Table 6.2) because the proportion of probesets in the 
category intracellular transport that have p-value ≤ 0.05 (149 / 504) is significantly larger 
than the proportion of probesets that are not in the category intracellular transport and 
have p-value ≤ 0.05 (2973 / 11918). The enlargement inserted in Figure 6.2a gives a 
graphical illustration of the Fisher’s exact test: 149 / 504 corresponds to the intersection 
of the magenta curve (the ECDF of the functional category) with the green line at 0.05, 
2973 / 11918 corresponds to the intersection of the black curve (the ECDF of the 
remaining part of the experiment) with the green line at 0.05, the Fisher’s exact test 
evaluates the distance of the green line between these two intersections of the ECDFs 
with the green line at 0.05 (corresponding to the length of the solid green vertical line at 
0.05) when the ECDF of the gene category is above the ECDF of the remaining part of 
the experiment. The significantly large distance leads to the conclusion of over-
representation. The corresponding EASE score is 0.0144 (Table 6.2), which is an upper 
bound of the p-values from Fisher’s exact tests based on Jackknife samples; therefore, the 
same conclusion is reached as with the Fisher’s exact test. 
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Table 6.1 The 2 by 2 table used by Fisher’s exact test is constructed based on the p-values 
from contrast 4 for the functional category intracellular transport. 
 
 Intracellular 
transport 
Remaining part of 
the experiment 
Total 
Significant at 0.05 level 149 2973 3122 
Non-significant at 0.05 level 355 8945 9300 
Total 504 11918 12422 
 
 
Table 6.2 The EASE analyses and the Fisher’s exact tests at various α levels. The 
analyses were based on the p-values from contrast 4 for the functional gene category 
intracellular transport. “IT” represents the number of probesets in the functional category 
intracellular Transport; “Other” represents the number of probesets in the remaining part 
of the microarray experiment; “s” represents the number of probesets with statistically 
significant differential gene expression at the corresponding α level; “ns” represents the 
number of probesets with no statistical significance at the corresponding α level. 
 
α level 2 by 2 table EASE score Fisher’s exact test p-value 
 
0.001 
            IT       Other 
s          37       700 
ns        467     11218 
 
0.1370 
 
0.1044 
 
0.01 
            IT       Other 
s          83       1639 
ns        421     10279 
 
0.0622 
 
0.0506 
 
 
0.05 
            IT       Other 
s          149     2973 
ns        355     8945 
 
0.0144 
 
0.0120 
 
 
The above analyses show that the functional category intracellular transport is 
over-represented for contrast 4 when α = 0.05. To demonstrate the cut-off dependency of 
the Fisher’s exact test and the EASE analysis, we choose various α levels and compared 
results (Table 6.2). When α = 0.01, the number of probesets related to intracellular 
transport with p-values ≤ 0.01 is 83, therefore the Fisher’s exact test compares 83 / 504 
with 1639 / 11918, and the category is not over-represented (Fisher’s exact test p-value is 
0.0506; EASE score is 0.0622). When α = 0.001, the Fisher’s exact test compares 37 / 
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504 with 700 / 11918, and the category is not over-represented (Fisher’s exact test p-
value is 0.1044, EASE score is 0.1370). Thus, conclusions are different at different α 
levels. One can see this cut-off dependency from the enlargement inserted in the lower 
right corner of Figure 6.2a: as the cut-off increases from 0.001 to 0.05, the lengths of the 
solid green vertical lines increase dramatically, and the significantly large distance at α = 
0.05 leads to the conclusion of over-representation by Fisher’s exact test at α = 0.05. This 
analysis demonstrates that different cut-offs used to determine the significance of 
differential gene expression could result in different EASE scores and Fisher’s exact test 
p-values based on the same data, and therefore could lead to different conclusions.  
 
 
Table 6.3 P-values obtained by the functional category analysis for the intracellular 
transport category using various methods. 
 
 
Methods 
 
 
Cutoff 
 
 
 
 
0p  
Functional category 
analysis based on 
contrast 1 
Functional category 
analysis based on 
contrast 4 
0.01  0.3104 0.0622  EASE 0.05  0.0032 0.0144 
0.01  0.2556 0.0506  Fisher’s Exact Test 0.05  0.0024 0.0120 
Two-sample KS test   0.0007 0.0050 
WMW test   0.0512 0.0013 
 0.2 0.0208 0.0054  Partially integrated ROC  0.5 0.0010 0.0026 
 0.2 0.0032 0.0158 Partially integrated 
weighted ROC  0.5 0.0007 0.0015 
 
 
 101
 
 
Figure 6.2 Graphical illustration for testing over-representation of the intracellular 
transport category based on contrast 4. The ECDF and ROC curve were plotted for the 
graphical illustration of the tests for over-representation of the functional gene category 
intracellular transport based on p-values from contrast 4. (a). The ECDF plot. The parts 
of the curves in the dotted box are enlarged and inserted into the lower right corner of the 
plot. The blue line is the Uniform (0,1) CDF, the magenta curve is the ECDF of p-values 
from contrast 4 for probesets in the functional category intracellular transport, the black 
curve is the ECDF of p-values from contrast 4 for the remaining probesets that are not in 
the functional category intracellular transport, and the lengths of the solid green vertical 
lines (which correspond to the distances between the intersections of the magenta and 
black curves with the green vertical lines) correspond to the Fisher’s exact test when the 
level of significance is 0.001, 0.01 and 0.05; (b). The ROC curve plot. The blue line is the 
Uniform (0,1) CDF, the red curve is the ROC curve constructed based on the p-values 
from contrast 4 of the functional category intracellular transport.   
 
The above EASE analyses and Fisher’s exact tests at different alpha levels are 
inconsistent for the functional category intracellular transport for contrast 4. We further 
analyze this category by the two-sample KS test and the WMW test, both of which result 
in the conclusion of over-representation. The results of these two methods can also be 
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viewed graphically (Figure 6.2). The two-sample KS test measures the maximum vertical 
distance between the two ECDFs when the ECDF of the functional gene category (the 
magenta curve) is above the ECDF of the remaining part of the experiment (the black 
curve) in Figure 6.2a. It also measures the maximum vertical distance between the ROC 
curve and the Uniform CDF in Figure 6.2b when the ROC curve (the red curve) is above 
the Uniform CDF (the blue line). The significantly large maximum vertical distances in 
both Figure 6.2a and 6.2b lead to the small p-value of the KS test (0.0050, Table 6.3). 
The WMW test measures the area under the red curve in Figure 6.2b, the significantly 
large deviation of the ROC curve above the Uniform CDF makes the area under the curve 
significantly larger than 0.5, which leads to the small p-value by the WMW test (0.0013, 
Table 6.3). Since the two ECDF curves are separated by a significantly large difference 
as shown in Figure 6.2a, and the ROC curve does have a significantly large deviation 
above the Uniform CDF as shown in Figure 6.2b, we can conclude that the functional 
category intracellular transport is likely to be over-represented when testing based on 
contrast 4. Our two new statistics, the partially integrated ROC ( )1 1ˆm n P P+ −  and the 
partially integrated weighted ROC ( )2 2ˆm n P P+ − , both gave small p-values for two 
different values of p0 for contrast 4 (Table 6.3). This indicates that when there is over-
representation and no curve crossing, our statistics are able to give reasonable conclusion, 
even though the sample size available for these two new statistics are smaller than the KS 
test and the WMW test due to the fact that only partial data are used for calculating 
partial area under the ROC curve. 
Another example, contrast 1 of the functional category intracellular transport, 
further demonstrates the fact that the EASE analysis and the Fisher’s exact test are 
inconsistent by showing that the category is over-represented at the 0.05 level, but not at 
the 0.01 level for contrast 1 (Table 6.3, Figure 6.3a). In addition, the two-sample KS test 
and the WMW test also lead to different conclusions. The two-sample KS test suggests 
that the category is significantly over-represented for contrast 1 (p-value = 0.0007). This 
is supported by Figure 6.3 because of the big difference at the lower tails of the two 
ECDF curves (Figure 6.3a), or at the lower tails of the ROC curve and the Uniform CDF 
curve (Figure 6.3b). However, the WMW test suggests that the functional category is not 
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significant, or, marginally significant since the p-value is 0.0512. The reason why the 
WMW test can not detect this over-representation can be seen in Figure 6.3b, which 
shows that even though the ROC curve is above the Uniform CDF for p < 0.5, it is below 
the Uniform CDF for p > 0.5. Since the ROC curve crosses the Uniform CDF and the 
area under the ROC curve above the Uniform CDF is close to the area below, the area 
under the ROC curve is close to 0.5, which leads to the conclusion of non-significance by 
the WMW test. Also, notice that the two ECDFs cross for contrast 1 (Figure 6.3a). 
Therefore the results of the functional category analysis should always be evaluated 
together with the ECDF and ROC curve plots. In this case, both our two new statistics 
suggest significant over-representation for different values of p0 (Table 6.3). This shows 
the improvement of our partial AUC statistics over the WMW statistic because the partial 
AUC give reasonable answer when there is crossing between the ROC curve and the 
Uniform CDF.  
 To further explore the abilities of each method to identify over-represented 
functional gene categories, the functional category phosphorylation was used. All EASE 
analyses and Fisher’s exact tests for contrast 2 at two different alpha levels give the same 
results that the functional category phosphorylation is not over-represented. However, 
both the two-sample KS test and the WMW test show that the category is over-
represented (Table 6.4). Figure 6.4 shows that even though there is a difference between 
the two ECDFs (Figure 6.4a), or between the ROC curve and the Uniform CDF (Figure 
6.4b), the difference mainly comes from the middle to upper tails of the curves rather 
than the lower tails. Therefore in this case, the two-sample KS test and the WMW test 
detected the difference on the proportions of large p-values between the functional gene 
category and the remaining part of the experiment. The proportions of the small p-values 
look relatively similar, according to Figure 6.4. Note that over-representation means a 
larger proportion of small p-values in the functional gene category than in the remaining 
part of the microarray experiment. Thus, the functional category phosphorylation is likely 
not over-represented. Hence, based only on the numerical result of the two-sample KS 
test or the WMW test without the graphical aid, one might get a misleading impression. 
Note that both our two new statistics suggest that the functional category phosphorylation 
is not over-representation for different p0 (Table 6.3). This shows the improvement of our 
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two statistics over the KS test and the WMW test because our statistics evaluate only the 
lower tail of the curves, which correspond to the proportions of small p-values, thus avoid 
the problem of detecting over-representation when the difference only exists between the 
upper tails. 
 
 
 
Figure 6.3 Graphical illustration for testing over-representation of the functional category 
intracellular transport based on contrast 1.  (a). The ECDF plot. The blue line is the 
Uniform (0,1) CDF, the magenta curve is the ECDF of p-values from contrast 1 for 
probesets in the functional category intracellular transport, the black curve is the ECDF 
of p-values from contrast 1 for the remaining probesets that are not in the functional 
category intracellular transport; (b). The ROC curve plot. The blue line is the Uniform 
(0,1) CDF. The red curve is the ROC curve constructed based on the p-values from 
contrast 1 of the functional category intracellular transport.  
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Figure 6.4 Graphical illustration for testing over-representation of the functional category 
phosphorylation.  (a). The ECDF plot. The blue line is the Uniform (0,1) CDF, the 
magenta curve is the ECDF of p-values from contrast 2 for probesets in the functional 
category phosphorylation, the black curve is the ECDF of p-values from contrast 2 for the 
remaining probesets that are not in the functional category phosphorylation; (b). The 
ROC curve plot. The blue line is the Uniform (0,1) CDF. The red curve is the ROC curve 
constructed based on the p-values from contrast 2 of the functional category 
phosphorylation.  
 
Table 6.4 P-values obtained by the functional category analysis for the functional 
category phosphorylation using different methods. 
 
 
Methods 
 
Cutoff
 
0p  Functional category analysis based on contrast 2 
0.01  0.4853  EASE 0.05  0.8658 
0.01  0.3836  Fisher’s Exact Test 0.05  0.8312 
Two-sample KS test   0.0096 
WMW test   0.0274 
 0.5 0.2474  Partially integrated ROC  0.2 0.6550 
 0.5 0.2111  Partially integrated weighted ROC  0.2 0.6628 
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 Through the application to the real microarray data, we demonstrated that our two 
new statistics, the partially integrated ROC and the partially integrated weighted ROC, 
are effective for detecting over-represented functional gene categories in microarray 
experiments. Comparing with the existing methods, our two new statistics evaluate only 
the lower tail, not the upper tail as the KS test and the WMW test may do; they evaluate 
the entire lower tail as specified by 0p , not just one single point on the lower tail as the 
Fisher’s exact test and the EASE analysis do. We also demonstrated the essential role the 
ECDF curve and ROC curve in the functional category analysis. 
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Chapter 7 
Summary and Discussion 
 
7.1 Summary 
 In this dissertation, we proposed two new nonparametric statistics, partially 
integrated ROC and partially integrated weighted ROC, for estimating partial area under 
the ROC curve. In order to focus on the lower tail of the ROC curve which is of clinical 
interest, we proposed the partially integrated ROC statistic. We showed that our partially 
integrated ROC statistic is a consistent estimator of the partial AUC. We derived its 
asymptotic distribution, and showed that under the null hypothesis, it is asymptotically 
distribution free. In the calculation of the partially integrated ROC statistic, 0p  is pre-
specified. If 0p  is greater than the crossing point when the ROC curve crosses the 
Uniform CDF,  or when there are multiple crossing which makes 0p  more likely to be 
greater than the crossing the partially integrated ROC statistic may not work well, 
therefore we proposed the partially integrated weighted ROC statistic. This statistic 
evaluates the partially weighted AUC, where larger weight is given when the ROC curve 
is above the Uniform CDF and smaller weight is given when the ROC curve is below the 
Uniform CDF. We showed that our partially integrated weighted ROC statistic is a 
consistent estimator of the partially weighted AUC. We derived its asymptotic 
distribution, and showed that under the null hypothesis, it is asymptotically distribution 
free.  
 We proposed to apply both our two nonparametric statistics to the functional 
category analysis in microarray experiments. We defined the functional category analysis 
to be the statistical identification of over-represented functional gene categories in a 
microarray experiment based on differential gene expression. Since the p-values for 
differential gene expression are used, our two estimators have [0,1]t∈  for this type of 
application. We compared our statistics with existing methods for the functional category 
analysis both via simulation study and real microarray data, and demonstrated that our 
two statistics are effective for identifying over-represented functional gene categories. 
Comparing with the existing methods, our two new statistics evaluate only the lower tail 
 108
of the ROC curve, not the upper tail as the KS test and the WMW test may do; they 
evaluate the entire lower tail of the ROC curve as specified by 0p , not just one single 
point on the lower tail as the Fisher’s exact test and the EASE analysis do. Therefore, we 
recommend using these two new nonparametric statistics for the functional category 
analysis in microarray experiments. We also emphasize the essential role of the ECDF 
curves and the ROC curves in the functional category analysis. Note that if the size of a 
functional gene category is too small, one needs to be careful when applying our two 
statistics to identify over-represented functional categories, since these two statistics only 
consider partial data and the analysis by these two statistics use asymptotic distributions 
which needs rather large sample size to be applied. 
 
7.2 Future directions 
Our two new statistics, the partially integrated ROC and the partially integrated 
weighted ROC, have the sample quantile 1 0( )nG p
−  as the upper limit in the integration. In 
this dissertation, 0p  is arbitrarily chosen. The value of 0p  may be estimated by mixture 
modeling approach (Peng et al, 2003). This mixture modeling approach estimates the 
proportion of genes in a microarray experiment that are likely changed by using nonlinear 
regression on the empirical distribution function of the p-values for differentially gene 
expression, where the p-values for differentially gene expression are assumed to follow a 
mixture of Uniform(0,1) and Beta( ,α β ) distribution. The 0p  in our estimators could be 
estimated as this proportion of changes. One future direction is to derive the 
corresponding theory of the mixture modeling approach to apply to our two statistics. 
In the partially integrated weighted ROC statistic, the weight function contains a 
constant σ . The rule of thumb is that σ  needs to be small to make the weight to be large 
when the ROC curve is above the Uniform CDF and to make the weight to be small when 
the ROC curve is below the Uniform CDF. The smaller the σ , the large the difference 
between the weights when the ROC curve is above and below the Uniform CDF. 
However, if σ  is too small, the asymptotic normality may not hold well under the 
alternative hypothesis. Therefore, the performance of the partially integrated weighted 
ROC statistic depends on the choice of σ . The simulation results in Chapter 5 suggests 
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that when 0.1σ = , the statistic is distributed reasonably normal, but its power is similar 
as the power of the partially integrated ROC statistic when there is cross between the 
ROC curve and the Uniform CDF. However, with the examples we chosen in this 
dissertation, using 0.01σ =  resulted in skewed distributions of the statistic. The future 
work is to examine the behavior of this weight function via more simulations to provide 
reasonable choices of small σ  for different sample sizes, and, investigate the possible 
modification of the weight function to increase the power of this statistic. 
In this dissertation, we evaluated different functional categories independently. 
However, a single gene can be associated with multiple biological processes, molecular 
functions, cellular components, or pathways (Bomsztyk et al., 2004; Rosenstein and 
Krum, 2004). Therefore there can be multiple GO terms assigned to a single gene. This 
implies that a single gene can be categorized into multiple functional categories. Hence 
the functional categories can be dependent. Modeling the dependency between the 
functional gene categories in microarray experiments could be a future challenge.  
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