A constants and field distributions of guided modes in dielectric waveguides are of great importance for the optimization of optical waveguides. The finite element method (FEM) for the Maxwell equations is widely used in the theoretical study of the complete vector formulation of the physical problem. Reviews of numerical studies of optical dielectric waveguides, in general, and the FEM, in particular, have appeared in [20] , [23] , and 1241. The fact that the FEM is an exact and general method that can be applied to both inhomogeneous and anisotropic guides explains its popularity. It is less well known that there exists another exact method which is based on a Green's function approach to the Maxwell equations and which is just as general as the FEM. The first publications on this so-called domain integral equation method were probably [l] , [2] , [19] , and [22] . The domain integral equation method has certain advantages over the FEM applied to Maxwell's equations. In the FEM, one has to face the problem of how to incorporate the unbounded region outside the guide. Most authors either employ special large elements in the discretization of the exterior region [14] , 1151, [17] , [21] , or they replace this region by a set of integral equations on the physical boundary or on an imaginary boundary [ 121, [25] . In contrast, the domain integral equation is an equation for the electric field inside the guide only. The exterior region is conveniently incorporated in the kemel of the integral operator.
A second difficulty with applying the FEM to the partial differential equations is the occurrence of spurious solutions [ 101, [ 1 13. These nonphysical solutions of the discretized systems of equations fail to converge to a solution of Maxwell's equations when the mesh size is decreased. This is caused by the fact that in many numerical schemes, the divergence advantage of the domain integral equation method i s that spurious solutions cannot occur.
The aim of the present paper is to discuss, in more detail, numerical and computational aspects of the domain integral equation method. In contrast with earlier work [2] , in which the method of moments with collocation was used, we apply a Galerkin method to solve the integral equation. The reason is that more mathematical results concerning convergence properties, etc., are available for Galerkin methods than for the more general method of moments. We shall assume that all materials are nonmagnetic and lossless. Furthermore, we assume that the exterior of the guide consists of a homogeneous isotropic dielectric. Although the domain integral equation method applies also to the more general case of a guide embedded in a stratified medium [21, [31, and 1161 , the assumption of a homogeneous cladding is adopted to simplify the kemel of the integral equation.
The propagation constant of the guided mode occurs as a parameter in the kemel of the domain integral operator. The computation of the guided modes amounts to tuning the propagation constant such that one of the eigenvalues of the integral operator becomes equal to -1. We will discuss the convergence of the Galerkin method and explain why spurious modes do not occur. Furthermore, the performance of the method is compared to previous studies for the classical case of a homogeneous isotropic rectangular waveguide. In applying the Galerkin method, we use rectangular elements with piecewise constant base functions. For these elements and base functions, the Galerkin matrix can be computed very efficiently by an analytical technique proposed by Boersma [4] . This technique, which makes the application of fast Fourier transform techniques superfluous, is described in the Appendix. Let ($1, $2, 2 3 ) be a Cartesian coordinate system, and let R be the cross Section of a waveguide which is uniform parallel to the z3-axis. ne cross section may be disconnected, in which case more than one waveguide is present. The boundary of R is assumed to be piecewise smooth. Isolated points at which the normal vector is discontinuous are allowed, but cusps are excluded.
All materials are nonmagnetic with magnetic permeability
~0 .
The guide is lossless and is, in general, inhomogeneous and anisotropic. The tensor electric permittivity in a point (21, 2 2 ) of the guide R is given by a positive definite Hermitian tensor of rank 2: gl(zl, z2). We will use the convention that symbols indicating matrices and tensors of rank 2 are underlined twice and that vectors are in bold italic type. In electrooptic effects, all elements of the permittivity tensor are real and the tensor is symmetric; but for magnetooptic phenomena, the off-diagonal elements are complex and the tensor is Hermitian [18] .
The assumptions concerning the permittivity imply that the tensor gl(xl, 2 2 ) has in all points ( q , $2) of the guide three real positive eigenvalues (counting multiplicity). The numbers €1, max 2 €1, > 0 will denote, respectively, the maximum, taken over all points (21, 2 2 ) in the guide, of the largest eigenvalues of the tensors ~~( 2 1 , ZZ), and the minimum taken over all (21, z 2 ) in the guide of the smallest eigenvalues of these tensors, i.e., where V* is the complex conjugate of the vector V. The exterior of the guide consists of a lossless homogeneous isotropic dielectric with permittivity €2 > 0. It is assumed that for all points inside the guide except perhaps for the points on the boundary of the guide where equality may hold.
Assumption (2) implies that clmax > ~2 and & l m i n > ~2 .
An inhomogeneous isotropic waveguide with a continuous permittivity profile which is everywhere larger than ~2 except on the boundary where ~1 = €2 , is an example of a case for which & l m i n = ~2 .
We define the permittivity tensor field g: -R2 + C3 x C3 by where I denotes the identity tensor. We will usually write 5 insteadof E~L .
We seek time-harmonic solutions of Maxwell's equations of-the form €(XI, 2 2 , 2 3 , t) = Re{E(zl, ~2 ) e~(~~~-~~) } H ( q , 2 2 , 23, t ) = Re (A(z1, 2 2 ) e i ( P z 3 -W t ) }
for some p. Substitution of (4) into Maxwell's equation yields, after elimination of the magnetic field,
where curlp is the curl operator in which d / d~ is replaced by multiplication by ip, i.e., and also for all purely imaginary p. there exists nonvanishing solutions of (5) (Fig. 1) . The corresponding modes are the radiation and evanescent modes, respectively. Apart from these solutions for 0, in general, several real p's are found with
such that to each of these p's there exist a finite number of linear independent nonvanishing solutions E of which the components vanish exponentially with the distance to the guide. These are the guided modes. Because we shall consider guided modes only, we henceforth always assume that p satisfies (7). In order to derive the domain integral equations, we rewrite (5) as First, we show that for p2 > w 2 p o~2 , the differential operator on the left-hand side of (8) can be inverted. To compute the inverse, we take the Fourier transform of the equation . (14) Hence, (11) can be inverted and, after an inverse Fourier transform, one finds
By substituting E for V and -w2po(s-g2)E for G in (15),
It will be convenient to symmetrize the operator on the right-hand side of (16). First, we note that it follows from (2) that for all points (21, 2 2 ) in the guide, the symmetric tensor g1 (XI , $2) -g2 is nonnegative so that the square roots (gl(xll 2 2 ) -g2)ll2 are well defined and invertible in 0.
Define the field F by we find that (8) is equivalent to
Then F = 0 outside of R and (16) implies that
It is useful to apply some results from the theory of bounded symmetric operators. We therefore introduce the space L2(R)3 of all vector fields F: 0 --f C3 with components Fi that are square integrable over the cross section of the guide, i.e.,
The scalar product on L 2 ( 0 ) 2 is given by This is the domain integral equation. The reason for using (23) with (21) as definition of 5-, instead of the operator on the right-hand side of (16), is that is symmetric, Le., it satisfies (22), whereas the right-hand side of (16) (17) is an eigenfield of the operator with eigenvalue -1. Conversely, if a real ,# satisfying (7) is such that one of the eigenvalues of the operator is equal to -1, then ,# is a propagation constant of a guided mode. The corresponding electric field can be computed from the eigenfield F by combining (16) and (17) -8, (24) When one is only interested in the electric field inside the guide, it suffices to invert (17).
We remark that the domain integral formulation cannot be applied to radiation and evanescent modes. The derivation of (23) does not apply for these modes because when P2 5 w2,u062, (9) cannot be inverted, as follows immediately from the vanishing of the determinant (13) for c," +c; = (w2p062 -In order to apply the domain integral equation to the problem of the determination 0 : guided mode? it is essential to analyze the spectrum of 5. Because 5 is a bounded symmetric operator, its spectrum is a bounded subset of the real axis [9]. It can be shown 1261 that all X in the spectrum satisfy
P2 -W2CL062

€2
Furthermore, the negative part of the spectrum consists of a countable set of eigenvalues A,, n = 1, 2 , --. , which when
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Every A, is equal to at most a finite number of the other eigenvalues. The degeneracy of the eigenvalues depends on the symmetry properties of the guide and of the permittivity;
The determination of the positive part of the spectrum q is difficult. It may be (partly) continuous spectrum. For the computation of guided modes, however, only the negative part of the spectrum is of interest.
,-+W
n E DETERMINATION OF THE GUIDED MODES
Let P satisfl (7). Let A1(P) be the smallest eigenvalue of the operator q. Because 5-is a bounded symmetric operator, (31)
This is illustrated in Fig. 3 , where the numerically computed smallest five eigenvalues are drawn as functionEof P for a particular waveguide. Because the operator depends continuously on P, so do the eigenvalues. We thus conclude from (30) and (31) that there exists at least one P with w 2 p 0~2 < P2 < w~~o E~,~~~ such that AI @) = -1. One can also consider the other eigenvalues A@) A = -1 at least once, with a propagation constant smaller than or equal to the one corresponding to the smallest eigenvalue. We thus conclude that for all waveguides of arbitrary cross section with permittivity g1 satisfying (2), there are at least two guided modes. In this statement, we count the number of linear independent electromagnetic fields that are guided, and not the number of propagation constants as most authors do. In the case of symmetry, some eigenvalues may coincide, and then there are linearly independent guided mode fields with identical propagation constants. This happens, for instance, with the smallest two eigenvalues for the circle and the square waveguide (see Fig. 5 ). However, in general, linear independent fields have different propagation constants, hence, in general, one has at least two propagation constants.
In contrast to the smallest two eigenvalues, the larger eigenvalues do not satisfy (30). For n 2 3, the limits (33)
are finite negative numbers (see Fig. 3 ). For given cross section 0, this limit is smaller than -1 only when w 2 p 0 ( t 1 , mox -€2)
is sufficiently large. If this is not the case, then one cannot expect the function A, ( @ to vanish for a certain P. In general, for a given cross section and given permittivities, there exists an integer m 2 3 such that for all n 1 m, the A, (p) do not have a zero. The modes corresponding to these eigenvalues are not guided. Although there is numerical evidence that the A, are monotonically increasing functions of @ > 0, this has not been demonstrated rigorously. If it were true, every eigenvalue A, of q would correspond to at most one guided mode, and the criterion that the limit in (33) has to be smaller than -1 would not only be sufficient but also necessary for the mode corresponding to A, to be guided.
E
Iv. THE EIGENVALUE PROBLEM FOR
For a given p with w2p0e2 < P2 < w 2 p~e 1 , m o I I we consider the numerical computation of the nth e i g e n v F An and the corresponding eigenfield F of the operator 5
A,F -G ( F ) = 0.
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Equation (34) is equivalent to the following variational problem:
A,(F, G ) -($(F), G ) = o for all G E ~~(~2 1~
( 35) where (-, -) is, as before, the scalar product on L2(S2)3. The eigenvalue problem will be solved by applying the Galerkin method to this variational problem.
For h > 0, consider a grid with maximum mesh size h which discretizes R, and let Vh be a finite-dimensional space of functions on this grid. In the following, the subscript h is assumed to be in a countable set of positive numbers which accumulate only in 0. Furthermore, it is assumed that the 
36) A n h ( F h , G ) -( G ( F h ) , G ) = 0
It is a distinctive property of the Galerkin method, compared to the more general methods of moments, that the weight functions G are chosen from the same space as that in which the solution is approximated.
Note that the bilinear form (Fh, G) on the left-hand side of (36), in general, does not lead to a diagonal matrix, let alone a multiple of the identity matrix; although it is, in general, diagonal dominant. Hence, the approximate problem is usually a generalized eigenvalue problem. Nevertheless, the mini-max principle also applies to the approximate problem, and hence the nth generalized eigenvalue (counting multiplicites) satisfies where the minimum is taken over all n-dimensional subspaces of Vh. By comparing (32) and (37), it follows immediately that for every h > 0. Hence, the eigenvalues are always approximated from above. Furthermore, it is evident that limA,h = A,.
h+O Using this result and a specific property of the bilinear form ($(Fh), G), it can be deduced [26] that the solutions Fh of the finite-dimensional minimization problems (37) converge to a solution F of the continuous solution: limh,o I)Fh-F(I = 0.
Since the latter is the physical solution, it follows that spurious solutions cannot occur. The error made in approximating the eigenvalues can be expressed in terms of the error made in approximating the fields. Using (35), (36) , and the symmetry of $, we find
The continuity of implies that for some constant Cp > 0, depending on p but not on G, the following inequality holds:
where 11 . (1 is the norm on L2(sZ)3. If we assume that the Fh are all normalized such that IlFhll = 1, then we infer from (40) and (41) that for fixed n, it is clear that when dA,/dp # 0 in a neighborhood of the exact propagation constant p, the error in the approximate propagation constants is also bounded by the square of the error made in the computation of the fields F.
Using the smoothness of the field F and results from interpolation theory [5], the error IIF -F h l J can, in general, be estimated by a number that is proportional to a power of the mesh size h. This power is referred to as the order of convergence. It depends on the choice for the spaces Vj, on the smoothness of the electric permittivity and on the smoothness of the guide. For the case of rectangular elements with piecewise constant base functions, the interpolation error for a rectangular waveguide was found to be O(h); hence, the error in approximating the eigenvalues A, and the corresponding propagation constants is O(h2) in this case.
V. NUMERICAL IMPLEMENTATION AND RESULTS
We consider a grid of rectangular elements whose edges are parallel to the 2 1 -and 22-axis (Fig. 4) . Although the analysis can be generalized to the case of elements with different sizes, we assume for simplicity's sake that all elements have equal size, with hl and h2 being the lengths of the edges parallel to the 21-and az-axis, respectively. Let sZiliz be the element of where bab is Kronecker's symbol, i.e., bab = 1 if a = b and = 0 otherwise. Hence, the first matrix on the left-hand side of (47) is proportional to the identity matrix. Using (19) and Parseval's identity, we find for the second matrix In order to compute these scalar products, the matrix-valued function (g-g,) is interpolated using the piecewise-constant basis funitions il, iz By substituting this approximation into (49), using the formula is given by the element (k, 1) of the (3, 3) matrix that results after computing the matrix product
where for given 211, 212, the (3, 3)-matrix g p ( v l , wp) is defined by (54), which is shown at the bottom of this page where
The arguments (211, wz) in (55) have been omitted from (54) for the sake of brevity. The integrals (55) can be evaluated very efficiently using the expressions listed in the Appendix.
By substituting the results (48), (49). (53) into (47), one gets, after dividing by hlh2, a matrix eigenvalue problem of 1 pm and with refractive index nl = 1.1. In this and all other examples, the refractive index of the exterior region is 1. The wavelength in vacuo is 1.5 pm in Fig. 5 . The number of rectangles used in the calculations was 10 x 10. As a consequence of the symmetry, the smallest two eigenvalues coincide. There are thus two linearly independent modes corresponding to the largest propagation constant. The guided modes corresponding to the larger eigenvalues A3, A4, As are not guided. In Fig. 6 , the graphs of these eigenvalues for the 10 x 10 grid are compared to the results on a 5 x 5 grid. In agreement with the mini-max principle, finer meshes yield smaller eigenvalues. In Fig. 7 , the smallest 5 eigenvalues are shown for a rectangular guide of dimensions 2 pm x 1 pm with refractive index 721 = 1.5. The wavelength in vacuo is 1.118 pm. Due to the higher optical contrast and higher frequency, all 5 eigenvalues intersect the line X = -1 for a certain 0, and hence correspond to guided modes. The computations were performed on a 10 x 5 mesh.
The CPU time needed for the computation of a particular guided mode is determined by the time needed for solving an eigenvalue problem for given p. In Table I , CPU times and memory requirements for solving an eigenvalue problem typical for the waveguides mentioned above are listed for several rectangular grids. The computations were carried out on an IBM 9121 mainframe with vector facilities. CPU times are strongly machine-dependent, of course. Due to the efficient computation of the integrals ( 5 3 , explained in the Appendix, only 5% of the CPU was needed for building the matrix, the rest was used for computing the eigenvalue. It should be mentioned that for the storage, use is made of the symmetry of the matrices; but the symmetry of the fields with respect to the 2 1 -and sa-axis was not exploited. To solve the equation An(@ = -1, the eigenvalue An(,@ is interpolated locally as function of , L? by means of a quadratic polynomial. For a relative accuracy of typically 7 eigenvalue calculations were necessary in this iteration. An example of the iteration for the waveguide of dimensions 2 pm x 1 pm, with refractive index 1.1 and with wavelength in vacuo 1 pm, is shown in Table 11 . The mesh used was 10 x 5 .
The convergence of the approximated values for the propagation constants for an increasing number of elements is shown in Table I11 for the first three modes. The results correspond to the rectangular waveguide of Fig. 7 . The parameter N2 is the number of mesh points along the shorter side of the rectangle, the number of mesh points N1 along the longer side is 2N2. The results indicate quadratic convergence in the mesh size h.
One might expect the use of higher-order basis functions such as piecewise linear or quadratic basis functions to yield higher-order convergence. However, for waveguides with cross sections having comer points at which the normal derivative is discontinuous, the field is not smooth; therefore, using higher-order elements may not always yield better results.
In Fig. 8 , computed propagation constants of the lowest three modes for a rectangular waveguide of 2 pm x 1 pm are compared to the results of Goell 
VI. CONCLUSIONS
The domain integral equation method, introduced by De Ruiter, Pichot, and Bagby et al. for the computation of guided modes in dielectric waveguides, is an accurate method for the vector theory. It applies to both inhomogeneous and anisotropic waveguides. A major advantage of the method is that, since the unknown field in the integral equation vanishes outside of the guide, only the guide itself has to be discretized.
In the domain integral equation, the propagation constant /? of the guided modes occurs as a parameter in the kemel of a bounded symmetric integral operator. The computation of the propagation constants and fields of the guided modes amounts to determining p , such that one of the eigenvalues of the symmetric operator is equal to -1. These eigenvalues are characterized by the mini-max principles.
We use the Galerkin method to solve the eigenvalue problem for the domain integral operator instead of the more general method of moments, because the performance of the Galerkin method is much easier to analyze mathematically. As demonstrated in this paper, the application of the Galerkin method yields an algorithm that always converges when the mesh size is decreased. Hence, in particular, spurious solutions never occur. Furthermore, the Galerkin method enables the analysis of the order of convergence of the propagation constants and the approximative fields when the number of mesh points is increased. 
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The integrals of the modified Bessel functions XI and KO on the right-hand side of (61)-(64) have to be computed numerically.
