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1. Introduction
Let $\Omega$ be a bounded domain in $\mathrm{R}^{3}$ with connected smooth boundary $\partial\Omega$ . We consider
a Dirac operator
$L_{\vec{a},q}u=$$=$, (1.1)where $x=(x_{1}, x_{23}, x)\in\Omega,$ $D=(D_{1}, D_{2}, D_{3})$ with $D_{j}=-i\partial/\partial x_{j},$ $j=1,2,3$, and$\sigma=(\sigma_{1}, \sigma_{2}, \sigma_{3})$ is the vector of Pauli matrices, i.e.,
$\sigma_{1}=,$ $\sigma_{2}=,$ $\sigma_{3}=$ . (1.2)
Let the scalar potential $q(x)=(q_{+}(X), q_{-}(x))$ and the vector potential $\vec{a}(x)=(a_{1}(x)$ ,
$a_{2}(x),$ $a_{3}(x))$ be $\mathrm{R}^{2}$-and $\mathrm{R}^{3}$-valued $C^{\infty}(\overline{\Omega})$ functions, respectively. We define a selfad-
joint operator $L_{\vec{a},q}^{(+)}$ on $(L^{2}(\Omega))^{4}$ by $L_{\vec{a},q}^{(+)}u=L_{\vec{a},q}u$ for $u\in D(L_{\vec{a}}^{(+)},)q$ with domain
$D(L_{\vec{a}}^{(+)},)q=\{\in(L^{2}(\Omega))^{2}\cross(L^{2}(\Omega))^{2}|u_{+}\in(H_{0}^{1}(\Omega))^{2}, u_{-}\in \mathcal{H}(\Omega)\}$ ,
where $\mathcal{H}(\Omega)=\overline{(H^{1}(\Omega))^{2}}||\sigma\cdot D\cdot||+||\cdot||$ , with $||\cdot||=||\cdot||_{((\Omega)}L^{2})^{2}$ .
Consider a Dirichlet boundary value problem
$\{$
$L_{\vec{a},q}u==$ , in $\Omega$ ,
$u_{+}|_{\partial\Omega}=f\in h(\partial\Omega)$ , on $\partial\Omega$ ,
(1.3)
here $h(\partial\Omega)$ is the trace space on $\partial\Omega$ of $\mathcal{H}(\Omega)$ . If $0\in\rho(L_{\vec{a},q}^{()})+$ (resolvent set of $L_{\vec{a},q}^{(+)}$ ),
then for any boundary value $f\in h(\partial\Omega)$ , there exists a unique solution $u=(u_{+}, u_{-})\in$
$\mathcal{H}(\Omega)\cross \mathcal{H}(\Omega)$ to (1.3). Define a Dirichlet to Dirichlet map $\Lambda_{\vec{a}_{)}q}$ on $h(\partial\Omega)$ , by
$\Lambda_{\vec{a},q}f=u_{-}|_{\partial\Omega}\in h(\partial\Omega)$ , for $f\in h(\partial\Omega)$ ,
where $u=(u_{+}, u_{-})$ is the unique solution of (1.3). See [NT] for details. Note that
the D-D map $\Lambda_{\vec{a},q}$ is invariant under a gauge transformation in the vector potential: if
$p\in W^{1,\infty}(\Omega)$ and $p|_{\Gamma}=0$ , then $\Lambda_{\vec{a}+\nabla p,q}=\Lambda_{\vec{a},q}$ .
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The principal aim of this paper is to show that $\Lambda_{\vec{a},q}$ determines $\mathrm{r}\mathrm{o}\mathrm{t}\vec{a}$ and $q$ uniquely.
In the following statements we always assume $\vec{a}_{j},$ $q_{j}=$ $(q_{j,+}, q_{j},-)$ $\in C^{\infty}(\overline{\Omega}),$ $j=1,2$ .
Theorem 1. Assume $\vec{a}_{1}=\vec{a}_{2}$ to infinite order at $\Gamma$ and $0\in\rho(L_{\vec{a}_{j_{)}}q_{j}}^{(+)}),$ $j=1,2$ . If
$\Lambda_{\vec{a}_{1},q_{1}}=\Lambda_{\vec{a}_{2},q_{2}}$ , then $\mathrm{r}\mathrm{o}\mathrm{t}\vec{a}_{1}=\mathrm{r}\mathrm{o}\mathrm{t}\vec{a}_{2}$ and $q_{1}=q_{2}$ in $\Omega$ .
Theorem 2. Assume $0\in\rho(L_{\vec{a}_{j},q_{j}}^{(+)}),$ $j=1,2$ . If $\Lambda_{\vec{a}_{1},q_{1}}=\Lambda_{\vec{a}_{2},q_{2}}$ , then we can find
$p\in C^{\infty}(\overline{\Omega})$ vanishing to first order at $\partial\Omega$ such that $\vec{a}_{1}=\vec{a}_{2}+\nabla p$ to infinite order at
$\partial\Omega$ . As a corollary of Theorem 1 and 2, we have
Corollary 3. If $\Lambda_{\vec{a}_{1},q_{1}}=\Lambda_{\vec{a}_{2},q_{2}}$ , then $\mathrm{r}\mathrm{o}\mathrm{t}\vec{a}_{1}=\mathrm{r}\mathrm{o}\mathrm{t}\vec{a}_{2}$ and $q_{1}=q_{2}$ in $\Omega$ .
Next let us give a theorem about an inverse scattering problem. Rewrite (1.1) in the
form:
$L_{V}u=L_{\vec{a},q}u=[+V(x)]$ , (1.4)
where we have extended $\vec{a},$ $q$ to the whole $\mathrm{R}^{3}$ such that $\tilde{a}$ and $q$ in (1.1) are absorbed
into a compactly supported Hermitian matrix $V$ whose components are in $C_{0}^{\infty}(\mathrm{R}^{3})$ .
Define an orthonormal system $(b_{1}^{+}(\xi), b^{+}2(\xi),$ $b_{1}^{-}(\xi),$ $b_{2}^{-}(\xi))$ in $\mathrm{C}^{4}$ by
$(b_{1}^{+}(\xi), b_{2}+(\xi),$ $b-(1\xi),$$b_{2}^{-}(\xi)):=$ (1.5)
with $a_{\pm}(\xi):=\sqrt{\frac{1}{2}(1\pm\frac{1}{<\xi>})},$ $<\xi>:=\sqrt{1+|\xi|^{2}},$ $\xi\in \mathrm{R}^{3}$ . For $\theta$ in the unit sphere $S^{2}$
centered at the origin $\mathrm{a}\mathrm{n}\mathrm{d}\pm E>1$ , consider the unique solution $\psi=\psi(x, \theta;E)$ to
$(L_{V}-E)\psi=0$ in $\mathrm{R}^{3}$ (1.6)
such that each component $v$ of
$\psi^{s}:=\psi-e^{i\nu}((E)\theta\cdot xb^{\pm}1(\nu(E)\theta), b2\pm(\nu(E)\theta))$ $(\pm E>1)$
is outgoing (i.e. $(^{*})(\partial/\partial r\mp i\nu(E))v=o(r^{-1})$ $(r=|x|arrow\infty)$ $\pm E>1$ with
$\nu(E):=\sqrt{E^{2}-1}$ and $(^{**})v=O(r^{-1})$ $(rarrow\infty))$ .
Note that
$(L_{V}-V-E)(\psi-^{\psi^{s}})=0$ . (1.7)
Then, by (1.7) and the integral representation of $\psi^{s},$ $\psi^{s}=\psi^{s}(x, \theta;E)$ has the asymptotic
property:
$\psi^{s}(x, \theta;E)=-\frac{e^{\pm i\nu(E)r}}{4\pi r}\psi^{\infty}(\frac{x}{|x|}, \theta;E)+o(r^{-1})$ $(rarrow\infty)$ for $\pm E>1$ . (1.8)
Define the scattering amplitude $A_{V}(E)$ : $(L^{2}(S^{2}))^{2}arrow(L^{2}(S^{2}))^{2}$ , as the operator with
the integral kernel:
$av(\theta’, \theta;E):=(b_{1}\pm(l\text{ }(E)\theta’), b\pm 2(\nu(E\mathrm{I}^{\theta}’))*\psi\infty(\theta’, \theta;E),$ $\theta,$ $\theta’\in S^{2};\pm E>1$ .
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Then, we have the following uniqueness result for the inverse scattering problem at fixed
energy $E$ .
Theorem 4. Let $\Omega\subset \mathrm{R}^{3}$ be a bounded smooth domain with connected exterior $\Omega^{e}=$
$\mathrm{R}^{3}\backslash \overline{\Omega}$ . Let $V_{j}(j=1,2)$ be Hermitian matrices associated with $\vec{a}_{j},$ $q_{j}(j=1,2)who\mathit{8}e$
components are in $C_{0}^{\infty}(\mathrm{R}^{3})$ and $a\mathit{8}sume$ that $V_{1}=V_{2}$ in $\mathrm{R}^{3}\backslash \Omega$ and $E\in\rho(L_{V_{j}^{+}}^{()})(j=$
$1,2)$ . Then $A_{V_{1}}(E)=A_{V_{2}}(E)$ is equivarent to $\Lambda_{V_{1}-E}=\Lambda_{V_{2}-E}$ . Hence $A_{V_{1}}(E)=$
$A_{V_{2}}(E)$ implies $\mathrm{r}\mathrm{o}\mathrm{t}\vec{a}_{1}=\mathrm{r}\mathrm{o}\mathrm{t}\vec{a}_{2},$ $q_{1}=q_{2}$ in $\Omega$ .
For Schr\"odinger operators with magnetic potential $\vec{a}$ and electrical potential $q$ on
$\Omega\subset \mathrm{R}^{n},$ $n\geq 3$ , the Dirichlet-Neumann map determines $\mathrm{r}\mathrm{o}\mathrm{t}\vec{a}$ and $q$ uniquely ([Su],
[NSU] $)$ . For Dirac operators, the cases where potentials are small were treated in [T1].
The reconstruction of the scalar potential and magnetic fields of Dirac operator from
the scattering amplitude is given in $[\mathrm{I}],[\mathrm{G}]$ .
Here we will sketch the proofs of Theorem 1 and 2. For the details, see [NT] and
[T2].
2. Proof of Theorem 1
Let $\alpha=(\alpha_{1}, \alpha_{2}, \alpha_{3})$ and $\alpha_{4}$ be $4\cross 4$ Hermitian matrices:
$\alpha_{j}=$ , $j=1,2,3$ , $\alpha_{4}=$ .
Then we can see the anti-commutation relations
$\alpha_{j}\alpha_{k}+\alpha_{k}\alpha_{j}=2\delta_{jk}I_{4}$ , $j,$ $k=1,2,3,4$ . (2.1)
Let
$P_{\pm}=(I_{4}\pm\alpha_{4})/2$ (2.2)
be orthogonal projections on $\mathrm{C}^{4}$ and write
$q(x)$ $:==q_{+}(x)P_{+}+q_{-}(X)P-$ ,
and then Dirac operator can be written as
$L_{\vec{a},q}=\alpha\cdot(D+\vec{a})+q$ .
In this paper we use the following relations by (2.1): for any $a,$ $b\in \mathrm{C}^{3}$ ,
$\alpha\cdot a\alpha\cdot b+\alpha\cdot b\alpha\cdot a=2a\mathrm{z}bI_{4}$ , in particular $(\alpha\cdot a)^{2}=a^{2}I_{4}$ , (2.3)
$\alpha\cdot aP_{\pm}=P_{\mp}\alpha\cdot a$ , (2.4)
$\alpha\cdot aq=q^{I}\alpha\cdot$ $a$ with $q^{I}:=q_{+}(X)P_{-}+q_{-}(X)P_{+}$ . (2.5)
We omit $”arrow$ ” of the vector potential $\vec{a}(x)$ in \S 2.
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Lemma 2.1. For any solution $u^{(j)}=(u_{+}^{(j)}, u_{-}^{(j)})\in \mathcal{H}(\Omega)\cross \mathcal{H}(\Omega)$ of $L_{a_{j},q_{j}}u(j)=0$ ,
$j=1,2$ , it follows that
$h(\Gamma)<\overline{u_{+}^{(2)}},$
$i \sigma\cdot N(\Lambda_{a_{1},q_{1}}-\Lambda_{a_{2},q2})u_{+}^{(1)}>_{h(\Gamma)^{*=}}\int_{\Omega}{}^{t}\overline{u^{(2)}}\cdot(V_{1}-V_{2})u^{()}1dx$ ,
where $V_{j}=\alpha\cdot a_{j}+q_{j},$ $j=1,2$ , and $N$ is the unit outer normal vector on F. In particular
if $\Lambda_{a_{1)}q_{1}}=\Lambda_{a_{2},q_{2}}$ , then
$\int_{\Omega}\overline{{}^{t}u(2)}(V_{1}-V2)u^{(}d1)X=0$ . (2.6)
Proof is omitted.
In what follows we assume $a,$ $q\in C_{0}^{\infty}(\mathrm{R}^{3})$ . ( $a,$ $q$ are regarded as extensions of $a_{j},$ $q_{j}\in$
$C^{\infty}(\overline{\Omega}))$ . Let $Z=\{\zeta\in \mathrm{C}^{3}|\zeta^{2}=\zeta\cdot\zeta=0, |\zeta|\geq 1\}$ . We look for a solution of $L_{a,q}u=0$
of the form: with $4\cross 4$-matrix-valued functions $u_{\zeta},$ $v_{\zeta}$ ,
$u_{\zeta}(x)=e^{i\zeta}vx\zeta(x)$ , $x\in \mathrm{R}^{3},$ $\zeta\in Z$ . (2.7)
Hence $v_{\zeta}$ satisfies
$(\alpha\cdot(D+\zeta)+\alpha\cdot a+q)v_{\zeta}=0$. (2.8)
Step 1. Intertwining property.
We consider operators $M_{\zeta}$ and $\triangle_{\zeta}$ :
$M_{\zeta}$ $:=(\alpha\cdot(D+\zeta)+\alpha\cdot a+q)(\alpha\cdot(D+\zeta)+\alpha\cdot a-q^{I})$ , (2.9)
$\triangle_{\zeta}:=(D+\zeta)^{2}=-\triangle+2\zeta$ . D. (2.10)
Then using (2.3,5), we have
$M_{\zeta}=(D+\zeta)^{2}I_{4}+2a\cdot(D+\zeta)I_{4}$
$+[\alpha\cdot D(\alpha\cdot a-q^{I})+(\alpha\cdot a+q)(\alpha\cdot a-q)I]$
$=\triangle_{\zeta}I_{4}+2a\cdot(D+\zeta)I_{4}+W$, (2.11)
where $W=\alpha$ , $D(\alpha\cdot a-q)I+(\alpha\cdot a+q)(\alpha , a-q^{I})$ .
We use pseudodifferential operators depending on a parameter $\zeta\in Z$ . We denote
by $S^{m}(Z)=S^{m}(\mathrm{R}^{3}, Z)$ the space of symbols of order $m$ in the Shubin class and by
$L^{m}(Z)=L^{m}(\mathrm{R}^{3}, Z)$ the space of Ps.D.O. of order $m$ (see [NU]). If $a_{\zeta}(x, \xi)\in S^{m}(Z)$ is
positive homogeneous of degree $m$ in $(\zeta, \xi)$ , i.e. $a_{t\zeta}(x, t\xi)=t^{m}a_{\zeta}(x, \xi)$ for $t>0,$ $\zeta,$ $t\zeta\in$
$Z,$ $\xi\in \mathrm{R}^{3}$ , we write $a_{\zeta}(x, \xi)\in HS^{m}(Z)$ .
Put $\lambda_{\zeta}(\xi):=(|\xi|^{2}+|\zeta|^{2})^{1/2}$ and let $\Lambda_{\zeta}^{s}\in L^{s}(Z),$ $s\in \mathrm{R}$ be a properly supported
Ps.D.O. with principal symbol $\sigma(\Lambda_{\zeta}^{s})=\lambda_{\zeta}^{s}(\xi)$ . For the definition of properly supported,
see [NU]. Put $\tilde{M}_{\zeta}:=M_{\zeta}\Lambda_{\zeta}^{-1}$ and $\triangle_{\zeta}\sim:=\triangle_{\zeta}\Lambda_{\zeta}^{-1}$ .
Lemma 2.2. For any positive integer $N$ , there $exi_{\mathit{8}}t$ elliptic properly $\mathit{8}upported$
$A_{\zeta},$ $B_{\zeta}\in L^{0}(Z)$ such that
$\tilde{M}_{\zeta}A_{\zeta}=B_{\zeta}\triangle_{\zeta}\sim+R_{\zeta}^{(-N)}$ , $R_{\zeta}^{(-N)}\in L^{-N}(Z)$ . (2.12)
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Proof. This lemma is essentially the same as Theorem 1.23 in [NU] or Lemma 3.16
in [NSU]. Let $q_{\zeta}(\xi)$ be the principal symbol of $\triangle_{\zeta}$ :
$\sim$
$q_{\zeta}(\xi)$ $:=\sigma(\tilde{\Delta}_{\zeta})=(\xi+\zeta)^{2}\lambda^{-}1(\zeta\xi)$
and put $\mathcal{M}=\{\xi\in \mathrm{R}^{3}|q_{\zeta}(\xi)=0\}$ . Then
$\mathcal{M}=\{\xi\in \mathrm{R}^{3}|{\rm Im}\zeta\cdot\xi=0, |\xi+{\rm Re}\zeta|=|{\rm Re}\zeta|\}$
and there exists $\epsilon>0$ such that
${\rm Re}\partial_{\xi q\zeta}(\xi)$ and ${\rm Im}\partial_{\xi q\zeta}(\xi)$ are linearly independent on $N_{5\epsilon|\zeta}|(\mathcal{M})$ ,
where $N_{R}(\mathcal{M})$ is an $R$-tubular neighborhood of $\mathcal{M}$ .
Set $U_{\zeta,2}=N_{3\epsilon|\zeta|}(\mathcal{M})$ and $U_{\zeta,1}=\mathrm{R}^{3}\backslash N_{26}|(|(\mathcal{M})$ . We construct $A_{\zeta},$ $B_{\zeta}$ as
a $(A_{\zeta})(x, \xi)=\sum_{j=1}^{2}A_{\zeta,j}(X, \xi)x_{\zeta)}j(\xi)$, $\tilde{\sigma}(B_{\zeta})(x, \xi)=j1\sum_{=}^{2}B\zeta)j(X, \xi)x\zeta,j(\xi)$
with $A_{\zeta,j},$ $B_{\zeta,j}\in S^{0}(Z)$ . Here $\chi_{\zeta,j}(\xi)\in HS^{0}(Z)$ is a partition of unity subordinate to
$U_{\zeta,j},j=1,2$ .
First we construct $A_{\zeta,2}$ and $B_{\zeta,2}$ as $A_{\zeta,2}=B_{\zeta,2}$ . Take $\psi_{\zeta,1}(\xi)\in C_{0}^{\infty}(N_{5\epsilon|}\zeta|(\mathcal{M}))\cap$
$HS^{0}(Z)$ such as $\psi_{\zeta,1}=1$ on $N_{4\epsilon|\zeta}|(\mathcal{M})$ and $\psi_{\zeta,2}(\xi)\in C_{0}^{\infty}(N_{4\epsilon|\zeta}|(\mathcal{M}))\cap HS^{0}(Z)$ such
as $\psi_{\zeta,2}=1$ on $N_{3\epsilon|\zeta|}(\mathcal{M})$ . Let $N_{\zeta}^{(0)}(x, \xi)$ be the principal symbol of $\Lambda_{\zeta}^{-1}2a\cdot(D+\zeta)$ :
$N_{\zeta}^{(0)}(x, \xi):=\sigma(\Lambda_{\zeta}^{-1}2a\cdot(D+\zeta))=2\lambda_{\zeta}^{-1}(\xi)a(X)\cdot(\xi+\zeta)\in HS^{0}(Z)$ .
From the composition formula of Ps.D. $0$ . we seek symbols $A_{\zeta}^{(-k)}(X, \xi),$ $k=0,1,$ $\ldots,$ $N-$
$1$ , satisfying the following differential equations:
$\{$
$H_{q_{\zeta}}A_{\zeta}^{()}0(x, \xi)+\psi_{\zeta,1}(\xi)N^{(0}\zeta)(x, \xi)A^{(}(\zeta\xi 0)X,)=0$
$A_{\zeta}^{(0)}(x, \xi)=I_{4}$ , if $\xi\not\in \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}\psi_{\zeta,1}$ ,
$A_{\zeta}^{(0)}(x, \xi)arrow I_{4}$ , as $|x|arrow\infty$ ,
(2.13)
and for $k=1,2,$ $\ldots,$ $N-1$ ,
$|$ $HA^{(-}\mathrm{w}\mathrm{h}\mathrm{e}_{k)}\mathrm{r}\mathrm{e}A^{(k}J_{(}^{(-}=,(J^{(1)}-k++J_{\zeta}^{(0)}A(-k)(\zeta x,\xi)arrow 0,\mathrm{a}\mathrm{S}|\zeta q_{\zeta}-)=\zeta(X, \xi)+\psi_{\zeta},1(\xi)N\zeta(x,\xi 0k))=0,\mathrm{i}\mathrm{f}\xi\zeta\tilde{M}_{\zeta\zeta\zeta}\not\in \mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}\psi_{\zeta},1X|arrow\infty A^{(-k+}.((0)(X,\xi 1)+,\psi\zeta,1x,D)-A^{(+1}’-k)(X, D)\tilde{\Delta}_{\zeta})\psi_{\zeta,2})A^{(k)}-(_{X}\zeta(\xi)\sigma(J_{\zeta}-)(k)(x, \xi\xi))=0,(D)$
, (2.14)
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Here $H_{q_{\zeta}}=\partial_{\xi q_{\zeta}\cdot D_{x}}$ . We can take a solution of (2.13) such as
$A_{\zeta}^{(0)}(x, \xi)=e^{-c_{\zeta}(x}’\xi)_{I_{4}}$ , (2.15)
with $c_{\zeta}(x, \xi)=\mathcal{F}_{\xiarrow x}^{-1},[\frac{\psi_{\zeta,1}(\xi)\mathcal{F}_{x\xi}arrow\prime(N\zeta(0)(X,\xi))}{\partial_{\xi q_{\zeta}\cdot\xi’}}]$
$= \frac{2}{\pi}\int_{\mathrm{R}^{2}}(y_{1}+iy_{2})-1\psi_{\zeta},1(\xi)N_{\zeta}^{(0})(x-y_{1}a-y_{2}b, \xi)dy_{1}dy_{2}$ ,
(2.16)
here the last equality holds since $a:={\rm Re}\partial_{\xi q_{\zeta}}$ and $b:={\rm Im}\partial_{\xi q_{\zeta}}$ are linearly independent
on $\mathrm{s}\mathrm{u}\mathrm{p}\mathrm{p}\psi_{\zeta,1}$ . So we can see $A_{\zeta}^{(0)}(x, \xi)\in HS^{0}(Z)$ . It follows that $J_{\zeta}^{(-1)}\in L^{-1}(Z)$ , since,
for the full symbol of $J_{\zeta}^{(-1)}$ ,
$\tilde{\sigma}(J_{\zeta}^{(-1)})(x, \xi)=\tilde{\sigma}(\tilde{M}_{\zeta}A_{\zeta}^{(0)()}(x, D)-A\zeta(x, D)\triangle\zeta)\psi\zeta 0\sim,2(\xi)$ ,
$\equiv(q_{\zeta}(\xi)A_{\zeta\zeta}(0)(X, \xi)-A(0)(x, \xi)q_{\zeta(}\xi))\psi_{\zeta,2}(\xi)$
$+(\partial_{\xi q_{\zeta(}}\xi)\cdot D_{x}A^{(0})(\zeta X, \xi)+N_{\zeta}^{(0)}(X, \xi)A_{\zeta}(0)(x, \xi))\psi_{\zeta},2(\xi)$ mod $S^{-1}(Z)$
$=0$ .
We take a solution of (2.14) such as, for $k=1,2,$ $\ldots,$ $N-1$ ,
$A_{\zeta}^{(-k)}(_{X}, \xi)=-e^{-C_{\zeta(x,\xi)}}\mathcal{F}_{\xiarrow x}^{-}’[1\frac{\psi_{\zeta,1}(\xi)\mathcal{F}_{x\xi’}arrow(e^{\mathrm{C}}\zeta(x,\xi)\sigma(J_{\zeta}^{(-k)})(_{X,\xi}))}{\partial_{\xi q_{\zeta}\cdot\xi}},]$ .
We can see that $A_{\zeta}^{(-k)}(x, \xi)\in HS^{-k}(Z),$ $1\leq k\leq N-1$ , and $J^{(-k)}\in L^{-k}(Z)$ ,
$1\leq k\leq N$ , inductively. Moreover the following holds








$= \tilde{M}_{\zeta}\sum_{k=0}^{N}-1A(\zeta-k)(X, D)\psi_{\zeta}^{Nk},2(-D)-N-1\sum_{k=0}A_{\zeta\zeta}(-k)(x, D)\triangle\psi^{N}\zeta,2^{-}(kD\sim)$
$= \tilde{M}_{\zeta}(\sum_{=k0}^{N}A_{\zeta}^{(-k})(x, D)\psi\zeta,2^{-}kN(D))--1(\sum_{k=0}^{N-1}A(-k)(\zeta X, D)\psi\zeta,2(N-kD))^{\sim}\triangle_{\zeta}$ ,
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where we have used $\triangle_{\zeta}\psi_{\zeta,2}\sim(D)=\psi_{\zeta,2}(D)\triangle_{\zeta}\sim$ in the last equality. Hence putting
$A_{\zeta,2}(X, \xi)=B_{\zeta,2}(x, \xi)=k=\sum_{0}^{N-1}A_{\zeta}^{(-k})(X, \xi)\psi_{\zeta)}^{N}2k-(\xi)$ , (2.17)
we have
$\tilde{M}_{\zeta}A_{\zeta,2}(X, D)\chi_{\zeta,2}(D)-B\zeta,2(X, D)x_{\zeta},2(D)\triangle_{\zeta}\sim=J^{(-N)}\chi\zeta)2(D)\in L^{-N}(Z)$ . (2.18)
Next we construct $A_{\zeta,1}(X, \xi)$ and $B_{\zeta,1}(X, \xi)$ . Take $\psi_{\zeta,3}(\xi)\in C^{\infty}(\mathrm{R}^{3})\cap HS^{0}(Z)$ such
as $\psi_{\zeta,3}=0$ on $N_{\epsilon|\zeta|}(\mathcal{M})$ and $\psi_{\zeta,3}=1$ on $\mathrm{R}^{3}\backslash N_{2|\zeta|}\in(\mathcal{M})$ . We define $B_{\zeta}^{(-k}$ ) $(x, \xi),$ $k=$
$0,1,$ $\ldots,$ $N$, by
$\{$
$B_{\zeta}^{(0)}(x, \xi)=A_{\zeta}^{(0)}(x, \xi)$ ,
$B_{\zeta}^{(-k)}(_{X}, \xi)=\psi_{\zeta,3}(\xi)q_{\zeta\zeta}^{-1}(\xi)\sigma(I-k+1))((_{X}, \xi)$ , $k=1,$ $\ldots,$ $N$,
where
$I_{\zeta}^{(0)}=\tilde{M}_{\zeta}A_{\zeta}^{(0)}(x, D)-A_{\zeta}(0)(X, D)\triangle\sim\zeta$ ,
$I_{\zeta}^{(-k)}=I_{\zeta\zeta}^{(-k+}1)\psi_{\zeta,3}(D)-B(-k)(x, D)\triangle\sim\zeta$ , $k=1,$ $\ldots$ , $N$.
It is clear that $I_{\zeta}^{(0)}\in L^{0}(Z)$ and $B_{\zeta}^{(-1}()x,$ $\xi)\in HS^{-1}(Z)$ , since $\psi_{\zeta,3}(\xi)q\zeta(-1\xi)\in$
$Hs^{-1}(Z)$ . Note that
$\tilde{\sigma}(I_{\zeta}^{(-1}))=\tilde{\sigma}(I_{\zeta}^{(0)}\psi_{\zeta,3}(D))-\tilde{\sigma}(B^{(}-1)(\zeta x, D)\tilde{\Delta}_{\zeta})$
$\equiv\sigma(I_{\zeta}^{(0)})(X, \xi)\psi_{\zeta},3(\xi)-B^{(-1)}(\zeta x, \xi)q\zeta(\xi)$ mod $S^{-1}(Z)$
$=0$ ,
so $I_{\zeta}^{(-1)}\in L^{-1}(Z)$ and hence $B_{\zeta}^{(-2)}(x, \xi)\in HS^{-2}(Z)$ . In this way, we get $I_{\zeta}^{(-k)}\in$





$=I_{\zeta\zeta,3}^{(0)_{\psi^{N}}}(D)-B^{(1}-)(\zeta\psi\zeta,3^{-}(N1D)-B\zeta(-\triangle_{\zeta}2X, D)^{\sim})(x, D)\triangle_{\zeta}\psi_{\zeta,3}^{N}-\sim 2(D)$
-. . . $-B_{\zeta}^{(-N)}(x, D)\triangle_{\zeta}\sim$
$= \tilde{M}_{\zeta}A_{\zeta\zeta,3}^{(0)}(x, D)\psi N(D)-\sum_{k=0}B-k)(\zeta X, D()\psi^{N}N\zeta,3^{-k}(D)\triangle_{\zeta}\sim$ .
Hence putting
$A_{\zeta,1}(X, \xi)=A_{\zeta}^{(0)}(x, \xi)\psi\zeta,3N(\xi)$ and $B_{\zeta,1}(X, \xi)=\sum_{k=0}^{N}B_{\zeta}^{(-}())\psi_{\zeta)}^{N}3k\xi-(\xi X,)k$ , (2.19)
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we get
$\tilde{M}_{\zeta}A_{\zeta,1}(x, D)x_{\zeta},1(D)-B\zeta,1(x, D)x_{\zeta},1(D)\triangle_{\zeta}\sim=I_{\zeta}^{(-N)_{\chi()}}\zeta,1D\in L^{-N}(Z)$ . (2.20)
By (2.18,20), we obtain (2.12) with $A_{\zeta}=A_{\zeta}(x, D)$ and $B_{\zeta}=B_{\zeta}(x, D)$ given by
$A_{\zeta}(x, \xi)=\sum_{=j1}^{2}A\zeta,j(x, \xi)x\zeta,j(\xi)=A_{\zeta}^{(0)}(X, \xi)+\sum_{k1}N-1=A(-k)(\zeta X, \xi)\chi_{\zeta},2(\xi)$,
(2.21)
$B_{\zeta}(X, \xi)=\sum_{j=1}^{2}B_{\zeta,j}(x, \xi)x\zeta,j(\xi)$
$=A_{\zeta}^{(0)}(_{X}, \xi)+\sum^{N}B_{\zeta}-)(_{X,\xi)\chi\zeta}(k,)1(\xi+k=1\sum_{k=1}^{N1}-A(-k)(\zeta X, \xi)\chi_{\zeta},2(\xi)$,
(2.22)
which are elliptic by the expression of $A_{\zeta}^{(0)}(x, \xi)$ . There exist properly supported $A_{\zeta}’$ , $B_{\zeta}’$
such that $A_{\zeta}’=A_{\zeta},$ $B_{\zeta}’=B_{\zeta}$ mod $L^{-\infty}(Z)$ , so we have proved Lemma 2.2. $\square$
Step 2. Construction of $v_{\zeta}$ .
Fix a $C_{0}^{\infty}(\mathrm{R}^{3})$-function $\phi_{1}(x)$ such as $\phi_{1}=1$ on a neighborhood of $\overline{\Omega}$ and choose
$\psi\in C_{0}^{\infty}(\mathrm{R}^{3})$ such as $\psi=1$ on a neighborhood of $\overline{\Omega}$ and $\phi_{1\zeta\zeta}B\tilde{\Delta}\psi I_{4}=0$ . We take a
solution $v_{\zeta}$ to (2.8) of the form
$v_{\zeta}=(\alpha\cdot(D+\zeta)+\alpha\cdot a-q^{I})\Lambda^{-1}A_{\zeta}\zeta(\psi I_{4}+w_{\zeta})$ , (2.23)
here $w_{\zeta}$ satisfies $\phi_{1}(B_{\zeta}\triangle_{\zeta}\sim+R_{\zeta}^{(-N)})(\psi I_{4}+w_{\zeta})=0$ , i.e.
$\phi_{1}(B_{\zeta}\triangle_{\zeta}\sim+R_{\zeta}^{(-N)})w_{\zeta}=-\phi_{1}R_{\zeta}^{(-N)}\psi I_{4}$ . (2.24)
Let us solve (2.24). Put $C_{\zeta}:=B_{\zeta}\Lambda_{\zeta}^{-1}$ . There exist $C_{0}^{\infty}$-functions $\phi_{2}(x),$ $\phi_{3}(x)$ such
that $\phi_{1}C_{\zeta}\phi 2=\phi_{1}C_{\zeta}$ and $\phi_{1}R_{\zeta}^{(-N)}\phi_{\mathrm{s}}=\phi_{1}R_{\zeta}^{(N)}-$ , since $C_{\zeta}$ and $R_{\zeta}^{(-N)}$ are properly
supported. Moreover, for $|\zeta|$ large enough, there exists a linear map $\tilde{C}_{\zeta}^{-1}$ from $H^{s}$ to
$H_{lo\mathrm{C}}^{S-}1,\mathit{8}\in \mathrm{R}$ such that
$\phi_{1}C_{\zeta}\tilde{C}_{\zeta}^{-}1=\phi_{1}$ and $||\phi 2\tilde{C}^{-1}|\zeta|s,s-1\leq C_{s}|\zeta|$ .
Here $||\cdot||_{s,s-1}$ is the operator norm from $H^{s}$ to $H^{s-1}$ . So we solve
$(\Delta_{\zeta}+\phi_{2}\tilde{c}_{\zeta}-1R_{\zeta}(-N)\phi_{3})w_{\zeta}=\phi_{2}\tilde{c}_{\zeta\zeta}^{-1}(-\phi 1R\psi_{I_{4}})(-N)$ .




Then $u=\triangle_{\zeta}^{-1}g\in H_{\delta}^{m}$ is a unique solution of $\triangle_{\zeta}u=g\in H_{\delta+1}^{m}$ and we have
$||\triangle^{-1}|\zeta|B(H^{m},H_{s}^{m})\delta+1\leq C_{\delta,m}|\zeta|-1$ ,
(see Proposition 2.1 and Corollary 2.2 in [SU]). Here $H_{\delta}^{m}=H_{\delta}^{m}(\mathrm{R}^{3})$ is the weighted
Sobolev space with norm $||f||_{H_{\delta}^{m}}= \sum_{|\alpha|\leq m}||<x>^{\delta}D^{\alpha}f||_{L^{2}(\mathrm{R}^{3})}$ . Hence (2.24) has a
solution of the form
$w_{\zeta}=(I+R’)-1\triangle_{\zeta}^{-}1\phi_{2}\tilde{C}-1(\zeta-\phi 1R\zeta\psi_{I_{4}}(-N))$
with $R’=\triangle_{\zeta}-1\phi 2\tilde{c}-1R^{(-N}\zeta\zeta)_{\phi_{\mathrm{s}}}$ ,
if $|\zeta|$ large enough and $N\geq 2$ , since
$||R’||_{B()}H_{s}^{m},H^{m}\delta$
$\leq||\triangle_{\zeta}^{-1}||B(H_{\delta+}^{m},H^{m})||\phi_{2}\tilde{c}-1|\zeta|1\delta B(H^{m+m}1,H_{s+})1||R-N)\phi(\zeta 3||_{B}(H^{m}s’ Hm+1)$
$\leq C|\zeta|-1$ . $C|\zeta|\cdot C|\zeta|^{-N}+1=C’|\zeta|-N+1$ .
And similarly we have
$||w\zeta||_{H_{s}}m\leq C_{\delta,m}|\zeta|-N+1$ . (2.25)
Step 3. Asymptotics of $v_{\zeta}$ .
Lemma 2.3. Let $A_{\zeta}\in L^{m}(Z)$ and $\tilde{\sigma}(A_{\zeta})\equiv a_{\zeta}^{(m)}(x, \xi)+a_{\zeta}^{(1)}m-(x, \xi)$ mod $S^{m-2}(Z)$
with $a_{\zeta}^{(m)}\in HS^{m}(Z)$ and $a_{\zeta}^{(m-}1$ ) $\in Hs^{m-1}(z)$ . Let $\phi_{1}(x),$ $\phi_{2}(x)\in C_{0}^{\infty}(\mathrm{R}^{3})$ . Then we
have for $s,$ $l\in \mathrm{R},$ $m-1\leq l$ ,
$||\phi_{1}(A_{\zeta\zeta}-a^{(m)}(X, 0))\phi_{2}f||\mathit{8}\leq\{$
$C_{s_{)}l}|\zeta|m-1||f||_{s+l+}1$ , $(l\leq 0)$
(2.26)
$C_{S,l}|\zeta|^{m}-1-l||f||s+l+1$ , $(l\geq 0)$
and for $s,$ $l\in \mathrm{R},$ $m-2\leq l$ ,
$||\phi_{1}[A\zeta-a^{(}(\zeta m)-a(m-1X, 0)\zeta()x, \mathrm{o})-(\partial_{\xi}a^{(m)})\zeta(X, 0)\cdot D_{x}]\phi_{2}f||_{s}$
$\leq\{$
$C_{s,l}|\zeta|m-2||f||_{s+l+}2$ , $(l\leq 0)$
(2.27)
$C_{S,l}|\zeta|^{m}-2-l||f||s+l+2$ . $(l\geq 0)$
Here $a_{\zeta}^{(m)}(x, 0),$ $a_{\zeta}^{(1)}m-(x, 0)$ and $(\partial_{\xi}a_{\zeta}^{(m}))(x, 0)$ are multiplication operators and $||\cdot||_{s}=$
$||\cdot||_{H^{S}}$ .
Proof. Since
$\tilde{\sigma}(A_{\zeta})(X, \xi)-a(_{X}(\zeta’ \mathrm{o}m))\equiv a_{\zeta}^{(m)}(X, \xi)-a_{\zeta}^{(}m)(_{X}, \mathrm{o})$
$= \int_{0}^{1}(\partial_{\xi}a_{\zeta})(m)(x, \theta\xi)d\theta\cdot\xi$ mod $S^{m-1}(Z)$ ,
and $b_{\zeta}^{(1)}m-(x, \xi):=\int_{0}^{1}(\partial_{\xi}a)(\zeta(X, \theta\xi)m)d\theta\in HSm-1(z)$ ,
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it follows that, with some $r_{\zeta}^{(1)}m-\in L^{m-1}(Z)$ ,
$\phi_{1}(A\zeta-a^{(m)}(\zeta x, 0))\phi 2f=\phi_{1}b^{()}\zeta m-1(x, D)\cdot D(\phi 2f)+\phi_{1}r_{\zeta}^{(m-1)}\phi 2f$ .
And we apply Theorem 9.1 in [Sh] to get (2.26):
$||\phi_{1}(A_{\zeta}-a^{(m)}\zeta(x, 0))\phi_{2}f||_{s}\leq||\phi_{1}b_{\zeta}(m-1)(X, D)\cdot D(\phi_{2}f)||_{s}+||\phi_{1}r_{\zeta}(m-1)\phi 2f||_{s}$
$\leq\{$
$C_{S},l|\zeta|^{m}-1||f||s+l+1$ , $(l\leq 0)$
$C_{s,l}|\zeta|m-1-l||f||s+l+1$ . $(l\geq 0)$
Similarly as above, since we can write
$\tilde{\sigma}(A_{\zeta})(X, \xi)-a^{(m)}\zeta(X, 0)-a\zeta(m-1)(X, \mathrm{o})-(\partial_{\xi}a_{\zeta}^{(m)})(X, \mathrm{o})\cdot\xi$
$\equiv b_{\zeta}^{()}m-2(x, \xi)\cdot\xi+\sum_{j,k=1}^{3}b^{(}m_{k,\zeta}-2)(j,x, \xi)\xi_{j}\xi_{k}$ mod $S^{m-2}(Z)$
with $b_{\zeta}^{()}m-2(x, \xi)=\int_{0}^{1}(\partial_{\xi}a_{\zeta}^{(m-1)})(x, \theta\xi)d\theta\in HS^{m-2}(Z)$ ,
$b_{j,,\zeta}^{(m_{k}-}(x, \xi)2)=\int_{0}^{1}(1-\theta)(\partial_{\xi j}\partial\xi k)a_{\zeta}^{(}m)(X, \theta\xi)d\theta\in HS^{m-2}(Z)$ ,
so it suffices to apply Theorem 9.1 in [Sh] to get (2.27). $\square$
We define a function $\varphi_{\zeta}$ by
$\varphi_{\zeta}(x)$ $:=- \mathcal{F}^{-1}(\frac{\zeta\cdot\hat{a}(\xi)}{\zeta\cdot\xi})(x)$ , (2.28)
then $\{\varphi_{\zeta}\}_{\zeta\in}z$ is bounded in $B^{\infty}(\mathrm{R}^{3})$ and $\varphi_{\zeta}$ satisfies
$\zeta\cdot(a(x)+D\varphi_{\zeta}(x))=0$ , (2.29)
(cf. [Su]).





in $H^{m}(\Omega)$ , with some $4\cross 4$ -matrix $X_{\zeta}(x)sati\mathit{8}fying||X_{\zeta}||_{H^{m}}(\Omega)\leq C_{m}|\zeta|^{-1}$ .
Note that the first term in (2.30) is $O(1)$ , and the second and the third are $O(|\zeta|^{-1})$ .
Proof. Let $N=2$ . By (2.21) we have
$\tilde{\sigma}((\alpha\cdot(D+\zeta)+\alpha\cdot a-q^{I})\Lambda^{-}1A_{\zeta})\zeta\equiv e_{\zeta}^{(0)}(x, \xi)+e_{\zeta}^{(-1}()x,$ $\xi)$ mod $S^{-2}(Z)$ ,
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where
$e_{\zeta}^{(0)}(x, \xi)=\alpha\cdot(\xi+\zeta)\lambda_{\zeta}^{-1}(\xi)A_{\zeta}(0)(x, \xi)$ $\in HS^{0}(Z)$ ,
$e_{\zeta}^{(-1)}(_{X}, \xi)=\alpha\cdot(\xi+\zeta)\lambda_{\zeta\zeta}^{-}1(\xi)A(-1)(x, \xi)x\zeta,2(\xi)$
$+(\alpha\cdot b_{\zeta}-q^{I})\lambda_{\zeta}-1(\xi)A^{(0)}(\zeta x, \xi)$
$+\partial_{\xi}(\alpha\cdot(\xi+\zeta)\lambda_{\zeta\zeta}-1(\xi))\cdot D_{x}A^{()}(0x, \xi)$ $\in Hs^{-1}(Z)$ .
Hence applying (2.27) in Lemma 2.3 as $l=m=0$ , we have
$v_{\zeta}=[e_{\zeta}^{(0)}(x, \mathrm{o})+e_{\zeta}^{(-1)}(X, 0)+(\partial_{\xi}e_{\zeta}^{(0)})(X, \mathrm{o})\cdot D]x(\psi_{I_{4}}+w_{\zeta})+O(|\zeta|^{-2})$
$=e_{\zeta}^{(0}()0X,)\psi I_{4}+[e_{\zeta}^{(-1)}(X, \mathrm{o})+(\partial_{\xi}e_{\zeta})(0)(X, 0)\cdot Dx]\psi I_{4}$
$+e_{\zeta}^{(0)2}(_{X,0})w\zeta+o(|\zeta|^{-})$
$=e_{\zeta}^{(0)}(X, \mathrm{o})\psi I_{4}+e_{\zeta}^{(-1)}(x, \mathrm{o})\psi I_{4}+e_{\zeta}^{(0)}(x, \mathrm{O})w_{\zeta}+O(|\zeta|^{-2})$ .
Moreover (2.15,16) yield
$e_{\zeta}^{(0}()x,$ $0)= \frac{\alpha\cdot\zeta}{|\zeta|}A_{\zeta}^{(0})(x, 0)=\frac{\alpha\cdot\zeta}{|\zeta|}e^{\varphi_{\zeta}(x)}$ ,
$e_{\zeta}^{(-1)}(X, 0)= \frac{\alpha\cdot\zeta}{|\zeta|}A_{\zeta}^{(-1)}(X, 0)+(\alpha\cdot a-q^{I})\frac{e^{\varphi_{\zeta}(x)}}{|\zeta|}+\frac{1}{|\zeta|}(\alpha\cdot D_{x}A_{\zeta}(0))(X, 0)$
$=( \alpha\cdot(a+D\varphi\zeta)-q)I\frac{e^{\varphi_{\zeta}(x)}}{|\zeta|}+\frac{\alpha\cdot\zeta}{|\zeta|}A_{(}(-1)(_{X}, 0)$ .
Hence putting $X_{\zeta}(x)=e^{\varphi_{\zeta}(x)}w_{\zeta(}x)+A_{\zeta}^{(-1)}(X, 0)$ , by (2.25) we get Lemma 2.4. $\square$
Step 4. Proof of $\mathrm{r}\mathrm{o}\mathrm{t}a_{1}=\mathrm{r}\mathrm{o}\mathrm{t}a_{2}$ and $q_{1}=q_{2}$ .
The rest of the proof of Theorem 1 is basically the same as in [T1], but we repeat it
to make the proof self-contained.
Fix $k\neq 0,$ $\eta,$ $\gamma\in \mathrm{R}^{3}$ such as $k\cdot\eta=k\cdot\gamma=\eta\cdot\gamma=0,$ $|\eta|=|\gamma|=1$ , and define
$\{\zeta_{j}(\lambda)\}_{\lambda>1}\subset Z,$ $j=1,2$ , by
$\{$
$\zeta_{1}=\zeta_{1}(\lambda)=\lambda(\omega_{1}(\lambda)+i\gamma)$ , $\omega_{1}(\lambda)=(1-\frac{k^{2}}{4\lambda^{2}})^{1}/2-\eta\frac{k}{2\lambda}$ ,
$\zeta_{2}=\zeta_{2}(\lambda)=\lambda(\omega_{2}(\lambda)-i\gamma)$ , $\omega_{2}(\lambda)=(1-\frac{k^{2}}{4\lambda^{2}})^{1}/2+\eta\frac{k}{2\lambda}$ .
Note that $\zeta_{1}^{2}=\zeta_{2}^{2}=0,$ $\overline{\zeta_{2}}-\zeta 1=k$ and $\frac{\zeta_{1}}{\lambda},$ $\overline{\frac{\zeta_{2}}{\lambda}}arrow\zeta_{0}\equiv\eta+i\gamma(\lambdaarrow\infty)$ . We substitute
the solution $u_{\zeta_{j}}=e^{i\zeta_{j}\cdot x}v\zeta j$ of $L_{a_{\mathrm{j}},q_{j}}u_{\zeta j}=0,$ $j=1,2$ , for $u^{(j)}$ of (2.6) to get
$K( \lambda):=\int_{\Omega}e^{-ik\cdot x*}v\zeta 2(V_{1}-V_{2})v_{\zeta_{1}}d_{X}=0$ ,
here $A^{*}$ denotes the adjoint matrix of $A$ .
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First we show $\mathrm{r}\mathrm{o}\mathrm{t}a_{1}=\mathrm{r}\mathrm{o}\mathrm{t}a_{2}$ . By Lemma 2.4, we have
$K( \lambda)=\int_{\Omega}e^{-ik\cdot+\varphi_{1}+\overline{\varphi}}x2_{\frac{(\alpha\cdot\zeta_{2})^{*}}{|\zeta_{2}|}}(V1-V2)\frac{\alpha\cdot\zeta_{1}}{|\zeta_{1}|}d_{X+\mathit{0}}(\lambda^{-}1)$, $(\lambdaarrow\infty)$
here
$\varphi_{j}=-\mathcal{F}^{-1}(\frac{\zeta_{j}\cdot\hat{a}_{j}(\xi)}{\zeta_{j}\cdot\xi})$ , $j=1,2$ .
Using $(\alpha\cdot\zeta_{2})^{*}=\alpha\cdot\overline{\zeta_{2}}$ and $\zeta_{1}/|\zeta_{1}|,$ $\overline{\zeta_{2}}/|\zeta_{2}|arrow\zeta_{0}/\sqrt{2}$ and
$\varphi_{1}+\overline{\varphi_{2}}arrow\psi:=-\mathcal{F}^{-}1(\frac{\zeta_{0}\cdot((\hat{a}_{1}-\hat{a}_{2})(\xi))}{\zeta_{0}\cdot\xi})$, $(\lambdaarrow\infty)$
we get
$K( \lambda)arrow\frac{1}{2}\int_{\Omega}e^{-ik\cdot x+\psi}\alpha\cdot\zeta 0(V1^{-}V_{2})\alpha\cdot\zeta \mathrm{o}d_{X}$
$= \alpha\cdot\zeta_{0}\int_{\Omega}e^{-i}\zeta_{0^{\cdot}()dX}k\cdot x+\psi a1^{-}a2$ . $(\lambdaarrow\infty)$
Since $\alpha\cdot\zeta_{0}\neq 0$ , it follows that
$\int_{\Omega}e^{-ik\cdot x}+\psi_{\zeta}0^{\cdot}(a1-a_{2})d_{X\mathrm{o}}=$ .
This yields $\mathrm{r}\mathrm{o}\mathrm{t}a_{1}=\mathrm{r}\mathrm{o}\mathrm{t}a_{2}$ by arguments in [Su,\S 4].
Next we show $q_{1}=q_{2}$ . Since $\mathrm{r}\mathrm{o}\mathrm{t}a_{1}=\mathrm{r}\mathrm{o}\mathrm{t}a_{2}$ and $\Gamma$ is connected, there exists $p\in$
$C^{\infty}(\mathrm{R}^{3})$ such that $a_{1}-a_{2}=\nabla p$ and $p|_{\Gamma}=0$ . Hence by the gauge invariance, $\Lambda_{a_{1},q_{1}}=$
$\Lambda_{a_{2},q_{2}}$ implies $\Lambda_{a_{1},q_{1}}=\Lambda_{a_{1},q_{2}}$ . So we may assume $a_{1}=a_{2}=:$ $a$ to prove $q_{1}=q_{2}$ .
Lemma 2.5.
$P_{\pm} \lambda K\backslash (\lambda)P_{\pm}arrow\frac{\alpha\cdot k}{2}\int_{\Omega}e^{-ik\cdot x}P_{\mp}(q_{1}-q_{2})P_{\mp}dX\alpha\cdot\zeta 0$, $(\lambdaarrow\infty)$ .
Once this is proved, it is easy to see $q_{1}=q_{2}$ .
Proof. Put $q:=q_{1}-q_{2}$ and $b_{\zeta_{j}}:=a+D\varphi_{\zeta_{j}}j=1,2$ . By Lemma 2.4, we have
$\lambda K(\lambda)=\lambda\int_{\Omega}e^{-ik\cdot x}(\frac{\alpha\cdot\zeta_{2}}{|\zeta_{2}|}e^{\varphi_{2}}+(\alpha\cdot b_{\zeta_{2}}-q_{2})I\frac{e^{\varphi_{2}}}{|\zeta_{2}|}+\frac{\alpha\cdot\zeta_{2}}{|\zeta_{2}|}X\zeta 2)^{*}$
$\cross q(\frac{\alpha\cdot\zeta_{1}}{|\zeta_{1}|}e^{\varphi_{1}}+(\alpha\cdot b_{\zeta_{1}}-q_{1}^{I})\frac{e^{\varphi_{1}}}{|\zeta_{1}|}+\frac{\alpha\cdot\zeta_{1}}{|\zeta_{1}|}X_{\zeta_{1}}\mathrm{I}^{d}X+o(\lambda^{-1})$
$= \lambda\int_{\Omega}e^{-ik\cdot x}(\frac{\alpha\cdot\zeta_{2}}{|\zeta_{2}|}e^{\varphi_{2}})^{*}q\frac{\alpha\cdot\zeta_{1}}{|\zeta_{1}|}e\varphi_{1}dX$
$+ \lambda\int_{\Omega}e^{-ik\cdot x}(\frac{\alpha\cdot\zeta_{2}}{|\zeta_{2}|}e^{\varphi_{2})^{*}q}((\alpha\cdot b_{\zeta_{1}}-q_{1}^{I})\frac{e^{\varphi_{1}}}{|\zeta_{1}|}+\frac{\alpha\cdot\zeta_{1}}{|\zeta_{1}|}x_{\zeta_{1}})d_{X}$
$+ \lambda\int_{\Omega}e^{-ik\cdot x}((\alpha\cdot b_{\zeta_{2}}-q_{2}^{I})\frac{e^{\varphi_{2}}}{|\zeta_{2}|}+\frac{\alpha\cdot\zeta_{2}}{|\zeta_{2}|}X_{\zeta_{2}}\mathrm{I}^{q}*)\frac{\alpha\cdot\zeta_{1}}{|\zeta_{1}|}e^{\varphi 1}dx+o(\lambda-1$
$= \frac{1}{2}\int_{\Omega}e^{-ik\cdot x}[\alpha\cdot kq\alpha\cdot\zeta 0+\alpha\cdot\zeta 0q(\alpha\cdot b_{\zeta}0-q_{1}^{I})+(\alpha\cdot b_{\zeta 0}-q_{2}^{I})q\alpha\cdot\zeta 0]d_{X}$
$+O(\lambda^{-1})$ ,
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where we have used $\overline{\zeta_{2}}=\zeta_{1}+k$ and $\varphi_{1}+\overline{\varphi_{2}}arrow 0$ and $b_{\zeta_{1}},$ $\overline{b_{\zeta_{2}}}arrow b_{\zeta_{0}}(\lambdaarrow\infty)$ in the
last step. Together with $\alpha\cdot\zeta \mathrm{o}q\alpha\cdot b\zeta_{0}+\alpha\cdot b_{\zeta 0}q\alpha\cdot\zeta 0=0$ (by (2.5,29)), we get
$\lambda K(\lambda)arrow\frac{1}{2}\int_{\Omega}e^{-ik\cdot x}(\alpha\cdot kq\alpha\cdot\zeta_{0}-\alpha\cdot\zeta_{0}qq^{I}1-q_{2}q\alpha\cdot\zeta I\mathrm{o})dX$ .
This and (2.4) yield
$P_{\pm} \lambda K(\lambda)P_{\pm}arrow\frac{1}{2}\int_{\Omega}e^{-ik\cdot x}\alpha\cdot kPq\mp P_{\mp^{\alpha\cdot\zeta 0}}dx$.
$\square$
3. Proof of Theorem 2
Under a condition such as scalar potential $q$ does not vanish at the boundary, we can
prove the uniqueness at the boundary (Theorem 2 in [NT]), by expressing the D-D map
$\Lambda_{\vec{a},q}$ by the asymptotic expansion of the pseudodifferential operator. Here the constraint
on scalar potential can be removed by applying the method of [A], in which uniqueness
and stability of inverse problems for conductivity at the boundary was obtained. We
will construct singular solutions of Dirac equation, and approach the singularity to the
boundary to get informations of potentials. However we need a different choice of the
leading term of singular solution from [A]: in which, harmonic spherical functions $S_{m}$ are
chosen through the Gegenbauer polynomials, while ours come from associated Legendre
functions $\mathrm{Y}_{m}^{m}$ . On the other hand, uniqueness of scalar potential $q$ at the boundary can
be seen by the same choice of $S_{m}$ and arguments as in [A], moreover uniqueness of $q$
on $\Omega$ is known in Theorem 1, so we will not discuss about it here.
Let $B_{R}(x0)=\{x\in \mathrm{R}^{3}; |x-x0|<R\}$ be a ball of radius $R$ and center $x_{0}$ . In this
section, write $B_{R}=B_{R}(0)$ and assume $\vec{a},$ $q\in C^{\infty}(\overline{B_{R}})$ .
Proposition 3.1. (singular solutions)
For any spherical harmonic $S_{m}$ of degree $m=0,1,2,$ $\cdot\sim$ . $\mathrm{Z}$ there $exi_{\mathit{8}}t_{S4}\cross 4$ matrix valued
$u(x)\in L_{loc}^{\infty}(B_{R}\backslash \{0\})$ such that $L_{\vec{a},q}u=0$ in $B_{R}\backslash \{0\}$ , and $u$ is of the form
$u(x)= \alpha\cdot D_{x}(|x|^{-1m}-Sm(\frac{x}{|x|})\mathrm{I}+v(x)$ ,
and $v(x)$ satisfies $|v(X)|\leq C|x|-2-m+\in$ , for any $0<\epsilon<1$ . Here, $C$ depends only on
$S_{m},\vec{a},$ $q,$ $R,$ $\epsilon$ .
Proof is omitted.
We define a phase function $p_{j}(x)\in C^{\infty}(\overline{\Omega}),$ $j=1,2$ , near $\partial\Omega$ , by
$p_{j}(x)= \int_{0}^{l(x)}N(\pi(x))\cdot\vec{a}_{j}(\pi(X)-SN(\pi(x)))ds$, $j=1,2$ ,
where $N(x)$ is outer unit normal at $x\in\partial\Omega$ , and the projection $\pi(x)\in\partial\Omega$ and the
distance $l(x)\geq 0arrow$ are uniquely taken such as $x-\pi(x)=-l(x)N(\pi(x))$ . Note $p_{j}|_{\partial\Omega}=0$ .
Set $b(x)arrow=a_{1}(x)-\vec{a}_{2}(x)-\nabla(p_{1^{-p_{2})}}(x)$ . We will show that $\partial_{x}^{\alpha}barrow|_{\partial\Omega}=0$ for any multi-
index $\alpha$ , by induction on $|\alpha|=k\geq 0$ . If $\Lambda_{\vec{a}_{1},q_{1}}=\Lambda_{\vec{a}_{2},q_{2}}$ , then $\Lambda_{\vec{a}_{1}-\nabla q_{1}}p_{1},=\Lambda_{\vec{a}_{2}-\nabla p,q2}2$
by the gauge invariance. So by Lemma 2.1, we have the key identity:
$0= \int_{\Omega}u_{2}^{*}(x)(\alpha\cdot b(xarrow)+q_{1}(x)-q_{2}(X))u_{1}(x)dX$ , (3.1)
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with a solution $u_{j}$ to $L_{\vec{a}_{j}-\nabla p_{j},q_{j}}uj=0,$ $j=1,2$ .
Fix $x_{0}\in\partial\Omega$ . By a translation and a rotation, we introduce new coordinates: $x’=$
$R(x-x0)$ , where a rotation matrix $R=(R_{kl})$ is chosen such that $\partial\Omega$ is tangent to
$(x_{1^{X}2}’/)$-plane at $x’=0$ and $\{0<x_{3}’<\delta_{0}, x_{1}’=x_{2}’=0\}\subset\Omega$ for small $\delta_{0}>0$ . By the
change of variables, (3.1) is rewritten as





$\vec{a}_{j}’=(a_{j1’ j}’a’a_{j3})2’/$ , $a_{jk}’(x’)= \sum_{l=1}^{3}$ Rklajl $(R-1_{X’}+x_{0})$ ,
$b’arrow=(b_{1}’, b_{2}/, b_{3}/)$ , $b_{k}’(X’)= \sum_{l=1}^{3}R_{kl}bl(R^{-1/}x+x_{0})$ ,
$\alpha_{k}’=\sum_{l=1}R_{kl}3\alpha l$ , $k=1,2,3$ ,
$p_{j}’(X’)=p_{j}(R^{-1}x^{;}+x_{0})$ , $q_{j}’(X’)=q_{j}(R^{-1/}X+x_{0})$ .
Note that $\sigma_{k}’=\sum_{l=1}^{3}Rkl\sigma_{l},$ $k=1,2,3$ , also satisfy the relations:
$\sigma_{j}’\sigma_{kk}’+\sigma’\sigma_{j}/=2\delta_{jk}I_{2}$ , $j,$ $k=1,2,3$ ,
$\sigma_{1}’\sigma_{2}’=i\sigma_{3}’$ , $\sigma_{23}^{\prime_{\sigma’}}=i\sigma_{1}’$ , $\sigma_{3}’\sigma_{1}’=i\sigma_{2}’$ .
First we will show $b’(0)arrow=0$ , which means $b(x_{0})arrow=0$ , and then, since $x_{0}\in\partial\Omega$ is
arbitrary, $b|_{\partial\Omega}arrow=0$ follows. It is clear that $b_{3}’(0)=0$ , by the definition. In the following
arguments we omit the symbol $”$ /” of $x’,$ $u_{j},$$\alpha’/,\vec{a}’b’,p_{j’ j}’j’arrow q’$ .
Fix $R>2\mathrm{d}\mathrm{i}\mathrm{a}\mathrm{m}\Omega$ and let $\delta>0$ be small such as $B_{R}(x_{\delta})\supset\Omega$ , here $x_{\delta}:=(0,0, -\delta)$ .
We can extend $\vec{a}_{j},p_{j},$ $q_{j}\in C^{\infty}(\overline{\Omega}),$ $j=1,2$ , such as $\vec{a}_{j},p_{j},$ $q_{j}\in C^{\infty}(\overline{B_{R}(X_{\delta})})$ . By
Proposition 2.3, we can take $u_{j}$ as
$u_{j}(x)= \alpha\cdot D_{x}(|x-X_{\delta}|^{-}1-msm(\frac{x-x_{\delta}}{|x-X_{\delta}|}))+v_{j}(x)\in L_{lo\mathrm{c}}^{\infty}(B_{R}(x_{\delta})\backslash x_{\delta})$ ,
with some $v_{j}$ satisfying $|v_{j}(X)|\leq C|x-X\delta|-2-m+\epsilon$ . Take $S_{m}(x/|x|)=(x_{1}+ix_{2})m/|x|^{m}$
$=z^{m}/|X|^{m},$ $(z:=x_{1}+ix_{2})$ , and put $d\vec{(}x$ ) $=(d_{1}(X), d2(X),$ $d_{3}(x))$ , with $d_{k}(x)=$
$\partial_{x_{k}}(|x|-1-mS_{m}(x/|x|)),$ $k=1,2,3$ .
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From (3.1), we obtain
$\int_{\Omega}(\alpha\cdot d\vec{(}x-X_{\delta}))*b(x)\alpha\cdot d\vec{(}x-X_{\delta})\alpha\cdot dXarrow$
$= \int_{\Omega}v_{2}^{*}(x)V(X)\alpha\cdot\vec{d}(x-x_{\delta})+(\alpha\cdot\vec{d}(x-x\delta))*V(x)v1(X)+v^{*}2(x)V(X)v_{1}(x)d_{X}$,
here $V(x)=\alpha\cdot b(x)arrow+q_{1}(x)-q_{2}(X)$ , hence it is easy to see
$| \int_{\Omega}(\sigma\cdot d\vec{(}X-X\delta))*\vec{(}x-x_{\delta})\sigma\cdot b(arrow X)\sigma\cdot ddX|\leq C\int_{\Omega}|x-x_{\delta}|^{-}4-2m+\epsilon dx\leq C\delta^{-1-}2m+\epsilon$ .
Here $|A|= \sum_{i,j}|a_{ij}|$ for a matrix $A=(a_{ij})$ . Since $|b(x)arrow-b(0)|arrow\leq||\nabla b||L\inftyarrow(\Omega)|x|$ , it
follows that
$| \int_{\Omega}(\sigma\cdot d\vec{(}x-x\delta))*b\sigma\cdot(0)\sigma\cdot d\vec{(}X-x_{\delta})arrow dX|$
$\leq C||\nabla b||arrow L^{\infty(\Omega})\int_{\Omega}|x||x-x_{\delta}|-4-2m_{dx}+\mathit{0}\delta-1-2m+\epsilon$
$\leq C\delta^{-12m}-+\epsilon$ .
Changing the domain of integration, we have
$| \int_{\{x_{3}}\geq 0\}\cap BR(x_{S})(\sigma\cdot\vec{d}(x-X\delta))^{*}\sigma\cdot b(\mathrm{o})arrow\sigma\cdot d\vec{(}x-X_{\delta})dx|$
$\leq C|\sigma\cdot b(0)arrow|\int_{\Omega\triangle(\{x_{3}}\geq 0\}\cap B_{R}(x\delta))||x-x_{\delta}-4-2m_{d_{X}}+^{c}\delta-1-2m+\xi$
$\leq C\delta^{-1-2}m+\epsilon$ ,
where we have used Lemma 3.2 below in the last step (we should take $m\geq 1$ ), and put
$A\triangle B$ $:=(A\backslash B)\cup(B\backslash A)$ .
By direct caluculation, using the relations of Pauli matrices and $b_{3}(0)=0$ , we have
$(\sigma\cdot d\vec{)}^{*}\sigma\cdot b\sigma\vec{d}=arrow\cdot\sigma_{1}[b_{1}(|d1|^{2}-|d_{2}|^{2}-|d_{3}|^{2})+2b_{2}{\rm Re}(d_{1}\overline{d}_{2})]$
$+\sigma_{2}[b_{2}(-|d_{1}|^{2}+|d_{2}|^{2}-|d_{3}|^{2})+2b_{1}{\rm Re}(d_{1}\overline{d}_{2})]$










$\int_{\{x_{3}\geq 0}\}\cap B_{R}(x_{\delta})=(\sigma\cdot d\vec{(}X-x_{\delta}))^{*}\sigma\cdot b(0)\sigma\cdot d\vec{(}x-X\delta)d_{X}-arrowarrow(\sigma\cdot b\mathrm{o})\int_{\{x_{3}\geq 0\}\cap B}R(x\delta)d_{3}|(X-x_{\delta})|^{2}$ .
Moreover, since
$\int_{\{X_{3}}\geq 0\}\mathrm{n}BR(x_{\delta})d|3(x-x\delta)|^{2}\geq C\delta^{-12m}-$ ,
it follows that
$C\delta^{-12m}-|\sigma\cdot b(0)arrow|\leq C\delta^{-12m}-+\epsilon$ ,
hence $|\sigma\cdot b(0)arrow|=0$ , and so $b_{1}(\mathrm{O})=b_{2}(0)=0$ .
Next suppose that the induction hypothesis:
$\partial_{x}^{\alpha_{b(X)}^{arrow}}=0$ , on $\partial\Omega$ , $0\leq|\alpha|\leq k-1$ . (3.2)
Then it is easy to see
$\partial_{x}\partial^{\alpha}\iota xb(\mathrm{o})arrow=0$, $0\leq|\alpha|\leq k-1$ , $l=1,2$ . (3.3)
We will show $\partial_{x_{3}}^{k}b(0arrow)=0$ , which yields $\partial_{x}^{\alpha}b(0arrow)=0,$ $|\alpha|=k$ , and hence $\partial_{x}^{\alpha}barrow|_{\partial\Omega}=$
$0,$ $|\alpha|=k$ , as before. From (3.2) and (3.3), we have
$|b(x)-X^{k}\partial_{x_{3}}kb(3)0/k!|arrow\sim\leq M|X|^{k+1}$ , $x\in\Omega$ , (3.4)
and
$|b(xarrow)|\leq M’|x|^{k}$ , $x\in\Omega$ . (3.5)
From the key identity (3.1), it follows that, by (3.5)
$| \int_{\Omega}(\sigma\cdot d\vec{(}X-X\delta))*\vec{(}x-x_{\delta})\sigma\cdot b(arrow X)\sigma\cdot ddX|$
$\leq CM’\int_{\Omega}|x|^{k}|x-x\delta|^{-4}-2m+\epsilon_{d_{X}}\leq C\delta^{-12k}-m+\epsilon+$,
and hence, by (3.4)
$| \int_{\Omega}(\sigma\cdot d\vec{(}X-X\delta))^{*k}X\sigma\cdot\partial^{k}b(3x_{3}\mathrm{o})\sigma\cdot d\vec{(}x-x\vee\delta)dx|$
$\leq CM\int_{\Omega}|X|^{k+}1|X-x_{\delta}|-4-2m_{dC}X+\delta^{-}1-2m+\epsilon+k$
$\leq C\delta^{-1-}2m+\in+k$ .
Changing the domain of integration, we have
$| \int_{\{x\mathrm{s}}\geq 0\}\cap BR(x\delta))(\sigma\cdot d\vec{(}x-x_{\delta}))*k\partial^{k}X_{3}\sigma\cdot b(x3)0\sigma\cdot d\vec{(}x-x_{\delta}dx|arrow$
$\leq C|\sigma\cdot\partial_{x}^{k}b(3arrow 0)|\int_{\Omega\triangle(\{x\mathrm{s}}\geq 0\}\cap B_{R}(x\delta))|X3|^{k421}|X-X\delta|--md_{X+}C\delta--2m+\in+k$
$\leq C\delta^{-1-}2m+\epsilon+k$ ,
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where in the last step we have used $|x_{3}|\leq|x-x_{\delta}|$ and Lemma 3.2 below (we should
take $m>k/2$ ). The same caluculation as before yields (note $\partial_{x_{3}}^{k}b_{3}(0)=0$ )
$\int_{\{X_{3}\geq 0\}\mathrm{n}}BR(x\delta))(\sigma\cdot d\vec{(}X-X\delta))^{*kk}X_{3}\sigma\cdot\partial_{x}b(30\sigma\cdot d\vec{(}x-X_{\delta})dXarrow$
$=- \sigma\cdot\partial_{x_{3}}^{k}barrow(\mathrm{o})\int_{\{x\mathrm{s}\geq 0\}B}\cap R(xs)d|d3(x-x_{\delta})|2_{X^{k}3}x$,
and
$\int_{\{X_{3}}\geq 0\}\cap B_{R}(x_{\delta})|d3(_{X}-x\delta)|^{2}x3dkx$





hence $\partial_{x_{3}}^{k}b_{1}(0)=\partial_{x_{3}}^{k}b_{2}(0)=0$ . Therefore we have proved the theorem. $\square$
Lemma 3.2. Let $s>4$ . We have
$\int_{\Omega\triangle(\{X}3\geq 0\}\cap B_{R}(x\delta))X|X-\delta|-s_{d_{X}\leq}C\delta^{-}s+4$ , for $\delta<<1$ .
Proof. Near the origin, let $\partial\Omega$ be represented by $x_{3}=\varphi(x_{1}, x_{2})$ and $\Omega$ be represented
by $x_{3}>\varphi(x_{1}, x_{2})$ . Since $\partial\Omega$ is smooth, there exist constants $c_{0}>0$ and $\rho>0$ , such
that $|\varphi(x_{1}, x_{2})|\leq c_{0}(X_{1}^{2}+x_{2}^{2})$ for $(x_{1}^{2}+x_{2}^{2})\leq\rho$ . Therefore it suffices to show
$\int_{\{||\leq}x_{3}C_{0(x_{1}}2+x_{2})2\leq c0\rho\}|x-x_{\delta}|^{-s_{d}}x\leq C\delta^{-s+4}$, for $\delta<<1$ . (3.6)
The left hand side of (3.6) is bounded by
$\mathrm{L}.\mathrm{H}$ .S. of $(3.6) \leq C\int_{0}^{\rho}rdr\int_{0}^{c_{0}r^{2}}(r^{2}+(\delta-t)^{2})^{-s/2}dt$
$=C \delta^{-s+3}\int_{0}^{\rho/\delta}r-s+2dr\int_{1/}^{1/r}r-c0\delta r(1+t^{2})^{-s/2}dt$
$=C \delta^{-}s+\mathrm{s}[\int_{0}^{\rho}r-s+2dr\int\delta^{1/(-}s+3)1/r(1/r-c_{0}\delta r1+t^{2})^{-s/2}dt$
$+ \int_{\rho\delta^{1}/}^{\rho/\delta}(-s+3)r-s+2dr\int_{1/\delta r}^{1/}r-\mathrm{C}_{0}(1r+t^{2})^{-s/2}dt]$ .
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In the first term of the above, it follows that
$\int_{1/r-c_{0}\delta r}^{1}/r(1+t^{2})^{-s/2}dt\leq C\delta r(1+r^{-2})^{-}s/2$ , for $\delta<<1$ ,
and in the second term
$\int_{1/c\delta r}1/r(1+r-0t)2-S/2dt\leq C$ .
Hence
$\mathrm{L}.\mathrm{H}$ .S. of $(3.6) \leq C\delta^{-s+3}[\int_{0}^{\infty}r^{-}\delta s+21r(+r^{-2})^{-s/2}dr+\int_{\rho\delta^{1}/}^{\infty}(-S+\mathrm{s})dr^{-s}+2r]$
$\leq C\delta^{-}s+4$ .
So we have proved the lemma. $\square$
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