The main aim of this study is to develop different hybrid artificial intelligence (AI) approaches, such as an adaptive neuro-fuzzy inference system (ANFIS) and two ANFISs optimized by metaheuristic techniques, namely simulated annealing (SA) and biogeography-based optimization (BBO) for predicting the critical buckling load of structural members under compression, taking into account the influence of initial geometric imperfections. With this aim, the existing results of compression tests on steel columns were collected and used as a dataset. Eleven input parameters, representing the slenderness ratios and initial geometric imperfections, were considered. The predicted target was the critical buckling load of columns. Statistical criteria, namely the correlation coefficient (R), the root mean squared error (RMSE), and the mean absolute error (MAE) were used to evaluate and validate the three proposed AI models. The results showed that SA and BBO were able to improve the prediction performance of the original ANFIS. Excellent results using the BBO optimization technique were achieved (i.e., an increase in R by 7.15%, RMSE by 40.48%, and MAE by 38.45%), and those using the SA technique were not much different (i.e., an increase in R by 5.03%, RMSE by 26.68%, and MAE by 20.40%). Finally, sensitivity analysis was performed, and the most important imperfections affecting column buckling capacity was found to be the initial in-plane loading eccentricity at the top and bottom ends of the columns. The methodology and the developed AI models herein could pave the way to establishing an advanced approach to forecasting damages of columns under compression.
Introduction
Initial imperfections of structural members could be classified into three main categories: geometric imperfections, fluctuations in mechanical properties of material, and residual stresses [1] . These imperfections directly result from manufacturing processes [2] or after the assembly of parts [3] . Therefore, the main objective of this work is to develop hybrid AI approaches involving ANFIS, ANFIS optimized with simulated annealing (SA), and ANFIS optimized with biogeography-based optimization (BBO) for predicting critical buckling load, or the maximum load capacity, of compression members, taking into account local, flexural-torsional, flexural failure modes and initial geometric imperfections. The SA and BBO optimization techniques were implemented to increase the prediction performance of the initial ANFIS model. The developed hybrid AI models were constructed and performed with data available in the literature on the buckling behavior of Y-section steel columns. Input parameters of the models were divided into two main groups-slenderness ratios (including 2 inputs) and initial geometric imperfections (with 9 inputs), respectively-while the output was the critical buckling load of the columns. Statistical criteria, namely the correlation coefficient (R), the root mean squared error (RMSE), and the mean absolute error (MAE), were evaluated at the end of the numerical simulations in order to investigate the prediction capability and performance of the AI models. Sensitivity analysis was finally performed with the aim of estimating the influence of input parameters on the predicted results, particularly focused on the initial imperfections.
Research Significance
As reported in the introduction, the determination of the critical buckling load of columns is important in the fields of mechanics and civil engineering applications. As instability is a complex non-linear problem, which depends on various parameters, the estimation of the buckling capacity has been challenging for researchers/engineers. Although miscellaneous experimental studies have addressed this problem, it is difficult to deduce a generalized formulation, taking into account all the parameters that affect the buckling behavior of columns. The use of soft computing techniques could help to explore the nonlinear relationships between the desired targets and the inputs of the problem, especially the initial geometric imperfections. The as-obtained information could help researchers/engineers quickly assess buckling resistance and reduce costly and time-consuming laboratory experiments. The sensitivity analysis using the developed AI models could also provide useful instructions that might be used to increase the compression capacity of columns.
Materials and Methods

Machine Learning Methods
Adaptive Networks-Based Fuzzy Inference System
The adaptive neuro-fuzzy inference system (ANFIS) is an artificial intelligence-based algorithm developed by Jang [56] in the early 1990s. By combining features of artificial neural networks (ANN) [57] [58] [59] along with fuzzy logic (FL) principles, the method has a powerful potential for predicting complex non-linear processes [60, 61] . The ANFIS hybrid learning algorithm could apply neural networks to optimize its algorithm, so it has a higher learning capability to adapt to its environment [62] . In the ANFIS, the number of nodes is connected by directional links in the ANN, and the fuzzy parameters of fuzzy logic algorithm can be estimated [63] . The main principle of ANFIS is to construct a set of fuzzy "if-then" rules with suitable membership functions to create the stipulated input and output variables [55] . In a specific manner, it is supposed that there are two input parameters (x and y) and one output (f ). The FL-based "if-then" rules used in ANFIS can be expressed as follows [64] : If x and y are A 1 and B 1 , respectively, then f 1 = p 1 x + q 1 y + r 1 (Rule 1),
If x and y are A 2 and B 2 , respectively, then f 2 = p 2 x + q 2 y + r 2 (Rule 2).
where p 1 , q 1 , and r 1 and p 2 , q 2 , and r 2 are the linear variables of Rule 1 and Rule 2, respectively, while A 1 , A 2 , B 1 , B 2 are the functions of x and y.
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Layer 3: In this layer, every node is also fixed, and outputs of this layer are normalized as follows:
Layer 4: Every node of this layer is an adaptive node, with the node function indicated as
where w i infers the outputs of Layer 3, while fi is defined by Equations (1) and (2) (I = 1,2).
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Layer 1:
In this layer, every node is a squared node with a function as follows:
where µ A i (x) and µ B i (y) are the membership functions of linguistic labels A i(x) and B i(y) of the inputs x and y, respectively. Layer 2: In this layer, every node, which is fixed, multiplies the incoming signals and sends the output:
where w i infers the outputs of Layer 3, while f i is defined by Equations (1) and (2) (I = 1, 2). Layer 5: In this layer, every node is a single fixed node; it sums up all incoming signals to compute the overall output as follows:
Simulated Annealing
Simulated annealing (SA), an optimization algorithm based on the similarity between metallurgical annealing and search, is a well-known iterative metaheuristic technique for solving nonlinear and non-convex optimization problems [66] . In the SA, the annealing algorithm simulates the cooling process, which is implemented by decreasing gradually the temperature of the system, whereas the search algorithm looks for promising solutions [67] . The main advantage of the SA is that it is able to deal with arbitrary and cost functions to find an optimal solution. However, it has a disadvantage as its process is quite slow; thus, SA is a time-consuming algorithm [68] . In this study, the SA was used as a discrete technique to optimize ANFIS parameters for numerically quantifying the influence of initial geometric imperfections on the critical buckling load of structural compression members. Considering that the solution at an i th iteration is x(i), and f (x(i)) infers the relatively objective function, the subsequent solution is then expressed as follows [69] :
where T is the temperature, ∆F = f (x new ) − f (x(i)) is the difference between the relevant fitness values, and r is a uniform random number ranging from 0 to 1.
Biogeography-Based Optimization
Biogeography-based optimization (BBO) is based on the science of biogeography to study, timely and spatially, the distribution of animals and plants. This is a popular optimization technique with many important real-world applications, such as the detection of Alzheimer's disease [70] , flood susceptibility assessments [71] , and predicting the consolidation coefficient of soil [72] . The main purpose of this technique is to explain the allocation of all species changing in different habitats over time [73] . Thus, it describes the evolution of new species and the migration of species between islands and the extinction of species [74] . The implementation procedure of BBO can be carried out through two main steps, namely migration and mutation [75] :
Migration is considered a probabilistic operation that uses the migration rates of an individual solution to share probabilistically the features between the solutions. The immigration rate of the β k solution of each feature f k is utilized to select whether or not to immigrate. In the case where immigration is selected, the emigrating solution, f j , is selected on the base of the emigration rate:
where s is the solution feature.
Mutation is the second probabilistic operation that can modify a solution feature, where the final aim is to increase the diversification of the population.
Validation Criteria
In this paper, three quality assessment criteria namely the correlation coefficient (R), the root mean squared error (RMSE), and the mean absolute error (MAE) were used for validating the developed AI models. The criterion R is widely used in regression analysis [76] to estimate the linear statistical correlation between target and predicted data [41] , while RMSE and MAE measure the average magnitude of the error [77, 78] . The R, RMSE, and MAE calculations are expressed as [79] [80] [81] [82] 
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where N is the number of the observations, p 0 and p 0 are the measured and mean measured values of the critical buckling load, and p t and p t are the predicted and mean predicted values of the critical buckling load, respectively.
Data Preparation
In this work, axial compression tests resulted from 57 Y-section columns, with steel with a yield strength of 420 MPa, collected by Yu et al. [83] , and these tests are briefly summarized in Table 1 . In the data, all measurements of initial geometric imperfections are included. The Y-section columns were made by welding equal-leg steel angles and steel plates ( Figure 2 ), which were manufactured from high-strength steel of 210 MPa Young's modulus. Fifty-seven columns were fabricated with slenderness ratios (SLDs) uniformly ranging from 30 to 80 and with different width-to-thickness ratios of steel angles and plates. The columns were tested under pinned-pinned boundary condition ( Figure 2 ). More details on the fabrication process, the geometry of the columns, and the compression test setup can be found in the original work of Yu et al. [83] .
Initial imperfections of columns, such as fluctuations in mechanical properties of materials, residual stress, and initial geometric imperfections (out-of-straightness and loading eccentricity), were measured. First, the mechanical properties of steels were investigated. Tensile tests were conducted to show that the Young's modulus varied from 210 to 211 GPa for equal angle steels and from 209 to 214 GPa for plates, whereas the yield strength ranged from 450 to 455 MPa for equal angle steels and from 485 to 496 MPa for plates. From the obtained results, it could be concluded that the fluctuations in mechanical properties are small. Second, as regards the residual stress imperfection, the results from experimental measurements showed about zero resultant force and residual stresses moments over the measured cross sections. Last but not least, initial geometric imperfections, i.e., out-of-straightness at mid-length and loading eccentricities at both ends, exhibited a significant variation with respect to the effective length of columns. From these remarks, two hypotheses could be formulated: (i) the material constituting 57 columns was assumed to be homogeneous in terms of mechanical properties and (ii) residual stress had a negligible effect on the behavior of columns under compression. The advantage of high-strength steel over normal-strength steel in decreasing the impact of residual stress over yield strength can also be found in the literature [3, 11, 14] . Based on the mentioned hypotheses above, input parameters for AI algorithms for predicting the buckling capacity of columns were divided into two main groups: slenderness ratios and initial geometric imperfections. Slenderness ratios (SLD) of columns containing two inputs around the x (out-of-plane) and y (in-plane) axes of the Y-section were denoted as SLDx and SLDy, respectively ( Table 1 ). The out-of-plane slenderness ratio (SLDx) varied from 25.8 to 79.50, whereas the in-plane slenderness ratio (SLDy) varied from 23.80 to 80.90. The corresponding mean values and standard deviations were calculated and are summarized in Table 1 . On the other hand, the initial geometric imperfections consisted of nine inputs. The deviation in the u-direction ( Figure 2d ) of the mid-length cross section (denoted by I1 where I stands for imperfections) ranged from −1.40 to 1.79 mm. The deviation in the v-direction ( Figure 2d ) of the mid-length cross section (I2) ranged from −1.34 to 1.78 mm. The rotation angle of the mid-length cross section (I3) varied from -0.0044 to 0.00514 rad. The initial out-of-plane bending (I4) ranged from −0.75 to 0.67 mm. The initial out-of-plane loading eccentricity at the top end (I5) ranged from −10.78 to 9.17 mm. The initial out-of-plane loading eccentricity at the bottom end (I6) ranged from −8.25 to 9.81 mm. The initial in-plane bending (I7) varied from 0.42 to 2.15 mm. The initial in-plane loading eccentricity at the top end (I8) ranged from −9.24 to 8.34 mm. The initial in-plane loading eccentricity at the bottom end (I9) ranged from −9.69 to 10.62 mm. It is noteworthy that the initial out-of-straightness imperfections were estimated by measuring the deflections and rotation of the mid-length cross section, while assuming that the latter exposed maximum displacement for pinned-pinned columns under compression. By making these measurements, initial in-plane and out-of-plane bendings were deduced. Initial in-plane and out-ofplane loading eccentricities at the columns' top and bottom ends were also found. The output of the prediction tools, the critical buckling load (denoted by Nu), ranged from 735 to 1631 kN with a mean value of 1247.51 kN and a standard deviation of 221.01 kN. It can be observed that the critical buckling Based on the mentioned hypotheses above, input parameters for AI algorithms for predicting the buckling capacity of columns were divided into two main groups: slenderness ratios and initial geometric imperfections. Slenderness ratios (SLD) of columns containing two inputs around the x (out-of-plane) and y (in-plane) axes of the Y-section were denoted as SLD x and SLD y , respectively ( Table 1 ). The out-of-plane slenderness ratio (SLD x ) varied from 25.8 to 79.50, whereas the in-plane slenderness ratio (SLD y ) varied from 23.80 to 80.90. The corresponding mean values and standard deviations were calculated and are summarized in Table 1 . On the other hand, the initial geometric imperfections consisted of nine inputs. The deviation in the u-direction ( Figure 2d ) of the mid-length cross section (denoted by I 1 where I stands for imperfections) ranged from −1.40 to 1.79 mm. The deviation in the v-direction ( Figure 2d ) of the mid-length cross section (I 2 ) ranged from −1.34 to 1.78 mm. The rotation angle of the mid-length cross section (I 3 ) varied from -0.0044 to 0.00514 rad. The initial out-of-plane bending (I 4 ) ranged from −0.75 to 0.67 mm. The initial out-of-plane loading eccentricity at the top end (I 5 ) ranged from −10.78 to 9.17 mm. The initial out-of-plane loading eccentricity at the bottom end (I 6 ) ranged from −8.25 to 9.81 mm. The initial in-plane bending (I 7 ) varied from 0.42 to 2.15 mm. The initial in-plane loading eccentricity at the top end (I 8 ) ranged from −9.24 to 8.34 mm. The initial in-plane loading eccentricity at the bottom end (I 9 ) ranged from −9.69 to 10.62 mm. It is noteworthy that the initial out-of-straightness imperfections were estimated by measuring the deflections and rotation of the mid-length cross section, while assuming that the latter exposed maximum displacement for pinned-pinned columns under compression. By making these measurements, initial in-plane and out-of-plane bendings were deduced. Initial in-plane and out-of-plane loading eccentricities at the columns' top and bottom ends were also found. The output of the prediction tools, the critical buckling load (denoted by N u ), ranged from 735 to 1631 kN with a mean value of 1247.51 kN and a standard deviation of 221.01 kN. It can be observed that the critical buckling load factor (denoted as ϕ), ranging from 0.58 to 1.02, exhibited an average value of 0.86 and a standard deviation of 0.09. Complete values of the dataset could be found in the work of Yu et al. [83] .
In this work, the collected dataset was divided into two sets: training and testing. Training data (approximately 70% of the total data) were used to train the AI models, whereas testing data (approximately 30% of the remaining dataset) were used to quantify the performance of the AI models. Different from the original work, the training dataset (including 11 inputs and 1 output) was normalized in the [−1; 1] range. By considering all variables in a uniform range, bias within the dataset between inputs could be minimized. In this study, the range [−1; 1] was selected to better capture the non-Gaussian probability density of variables. A normalization process of parameters, such as the minimum and maximum values of the training data were performed to scale the testing dataset, as indicated in Table 2 . The latter aims at preventing statistical correlation between training and testing dataset when normalizing. After the simulation process, a reverse transformation was applied to convert data from the normalization space to the real one. 3.3. Methodology Figure 3 presents the methodology of the present study, in four main steps:
Step 1: Data preparation. In this step, the initial collected dataset is used for training and testing AI models such as ANFIS and ANFIS optimized with simulated annealing (ANFIS-SA) and with biogeography-based optimization (ANFIS-BBO). The training process was performed using the first 70% values of the dataset, while the testing process was done using the remaining 30% of the initial dataset. The ANFIS model was trained with the Gaussian membership function and the C-means clustering algorithm.
Step 2: Training models. In this step, the training dataset is used for training AI models, such as ANFIS, ANFIS-SA, and ANFIS-BBO.
Step 3: Validating models. In this step, the trained AI models was tested and validated using the testing dataset. For this purpose, several error criteria were employed: RMSE, MAE, and R.
Step 4: Sensitivity analysis. In this step, sensitivity analysis of inputs that affect the critical buckling load of columns was carried out. Statistical results were summarized and plotted for more quantitative and qualitative visualizations.
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Optimization of ANFIS Parameters
The optimization procedure of consequent and antecedent ANFIS parameters using the SA and BBO techniques is presented in this section. The development of ANFIS, ANFIS-SA, and ANFIS-BBO codes were done using Matlab [84] . The population size of the SA algorithm was chosen as 25, while the number of habitats of the BBO technique was set as 50. These values were the optimal choices, deduced from trial-and-error tests. Performing with normalized data in the [−1; 1] range, the optimization procedure was investigated for 100 iterations with ANFIS-SA and ANFIS-BBO models. Figure 4 presents the optimization results in terms of R, RMSE, and MAE, showing the optimal iterations giving the highest accuracy of predicted results (i.e., the iteration when errors of the testing data started to increase). It was found that the optimal iterations were 72 and 20 using ANFIS-SA and ANFIS-BBO, respectively.
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The effectiveness of ANFIS, ANFIS-SA, and ANFIS-BBO models is evaluated in this section. The results shown herein correspond to those obtained with ANFIS-SA at optimized iteration 72 and ANFIS-BBO at iteration 20. The prediction performance in a regression form is shown in Figure 5 , whereas the corresponding summarized information is indicated in Table 3 . It is noteworthy that a reverse transformation was previously applied to obtain the final critical buckling load from the predicted normalization space. As regards the training dataset, Figure 5a ,c,e present outputs N u of ANFIS, ANFIS-SA, and ANFIS-BBO in function of the corresponding measured N u (in kN). Figure 5b ,d,f present outputs N u of ANFIS, ANFIS-SA, and ANFIS-BBO in function of the corresponding testing data, associated with the testing part. Linear equations in the form "predicted N u = slope * (measured N u ) + intercept" were also calculated in each case to estimate the goodness of fit between predicted and measured N u (slope and intercept values are indicated in Table 3 ).
With respect to the training ANFIS, ANFIS-SA, and ANFIS-BBO parts, the slopes of 0.889, 0.872, and 0.837 were extracted, respectively. The obtained values of statistical criteria were R = 0.943, 0.969, and 0.926, RMSE = 68.235, 52.552, and 77.692, MAE = 58.722, 40.793, and 60.437, respectively. It could be deduced that ANFIS-SA is the best model for the training data. This was also confirmed by the values of the standard deviation of error StD error (Table 3 ). For the training part, ANFIS-SA yielded the lowest value of StD error compared to ANFIS and ANFIS-BBO (i.e., StD error = 69.105, 53.190, and 78.553 for ANFIS, ANFIS-SA, and ANFIS-BBO, respectively).
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where Hybrid W and ANFIS W were the considered criterions using hybrid and ANFIS models, respectively. It was shown that the prediction capability was increased: by 5.03% and 7.15% in terms of R; by 26.68% and 40.48% in terms of RMSE; by 20.40% and 38.45% in terms of MAE; and by 27.90% and 40.39% in terms of StDerror when using the SA and BBO optimization techniques, respectively. The SA and BBO algorithms were thus potential for improving the prediction performance of the initial ANFIS model. However, the BBO technique yielded better results. As a conclusion, from the statistical and error analysis of the prediction capability, ANFIS-BBO was the best model for the prediction of the critical buckling load of Y-section columns under compression when accounting for initial geometric imperfections. For comparison purposes, the performance of the ANFIS-SA and ANFIS-BBO models compared with the initial ANFIS is also reported. Table 4 indicates the comparison of prediction models with respect to R, RMSE, MAE, and StD error , respectively. The increase of performance index, denoted as Inc, was calculated as
where W Hybrid and W ANFIS were the considered criterions using hybrid and ANFIS models, respectively. It was shown that the prediction capability was increased: by 5.03% and 7.15% in terms of R; by 26.68% and 40.48% in terms of RMSE; by 20.40% and 38.45% in terms of MAE; and by 27.90% and 40.39% in terms of StD error when using the SA and BBO optimization techniques, respectively. The SA and BBO algorithms were thus potential for improving the prediction performance of the initial ANFIS model. However, the BBO technique yielded better results. As a conclusion, from the statistical and error analysis of the prediction capability, ANFIS-BBO was the best model for the prediction of the critical buckling load of Y-section columns under compression when accounting for initial geometric imperfections. 
Influence of Initial Geometric Imperfections
The influence of initial geometric imperfections on the prediction of critical buckling load was studied. The selected model for the investigation was the ANFIS-BBO algorithm, as its prediction capability was proven in the previous section. In order to explore the sensitivity of each imperfection parameter, all inputs (i.e., SLD x , SLD y and I 1 to I 9 , as indicated in Section 3.2) were used to deduce the intensity of variables, such as min, max, and quantiles Q10, Q25, Q50, Q75, Q90. The values of these parameters in the normalized space are presented in Table 5 . In the sensitivity analysis, each input was varied from its lowest to highest intensity values, while the median Q50 values were applied to all other variables. Thereby, the degree of sensitivity, denoted as DoS (in %), of the considered input variable could be calculated as follows:
where N all Q50 was the output critical buckling load when all input variables remained at their median values. N j i was the output critical buckling load when applying input number j at its intensity i, and DoS j i was the associated degree of sensitivity of the input j (I = 1, . . . , 7 and j = 1, . . . , 9) . Figure 8 presents the calculated degrees of sensitivity of all imperfection parameters. It can be clearly seen that the initial in-plane loading eccentricity at the bottom end (I 9 ) had the highest impact on the prediction of critical buckling load. The degree of sensitivity of I 9 ranged from 4 to 6.5%, when varying I 9 from the highest to lowest level of values. The second input that exhibited a significant effect on the critical buckling load prediction was the initial in-plane loading eccentricity at the top end (I 8 ). Its degree of sensitivity varied from −1.5 to 1%, when ranging I 8 from its highest to lowest values. All other imperfections had a similar effect and varied in ranges so small that the influences could be neglected. A summary of sensitivity analysis is indicated in Table 6 . From the original data, it was observed that the critical buckling load factor (ϕ) ranged from 0.58 to 1.02, exhibited an average value of 0.86, and a standard deviation of 0.09 (Table 1 ). This indicated that the instability was almost predicted when applying compression loading to columns. The actual buckling capacity of columns was reduced with an average value of 14%. It was also noticed that, when the slenderness of columns increases, the values of the critical buckling load factor decrease (e.g., for specimens from N • 55 to 57). This meant that initial imperfections, by largely changing the capacity of columns under compression, played an important role. They needed to be taken into account in the modeling as their influence became relevant. The next section is dedicated to an analysis of the influence of slenderness ratios on the predicted results. 
Influence of Slenderness
Similar sensitivity analysis was performed for slenderness ratios SLDx and SLDy. Figure 9 presents the degree of sensitivity of SLDx and SLDy, whereas summary information is indicated in Table 6 . The degree of sensitivity of SLDx varied from −70 to 32% when applying the highest to lowest values. As regards SLDy, the degree of sensitivity varied from −32 to 49% when applying the lowest to highest values. It can be deduced that both slenderness ratios exhibited important effects on the prediction of the critical buckling load, and the effects were more important than those of the initial imperfections, as calculated in the previous section. This fact is relevant, as shown in Euler's formula for estimating the critical buckling load [85] [86] [87] under zero imperfections. Degree of sensitivity (%) 
Similar sensitivity analysis was performed for slenderness ratios SLD x and SLD y . Figure 9 presents the degree of sensitivity of SLD x and SLD y , whereas summary information is indicated in Table 6 . The degree of sensitivity of SLD x varied from −70 to 32% when applying the highest to lowest values. As regards SLD y , the degree of sensitivity varied from −32 to 49% when applying the lowest to highest values. It can be deduced that both slenderness ratios exhibited important effects on the prediction of the critical buckling load, and the effects were more important than those of the initial imperfections, as calculated in the previous section. This fact is relevant, as shown in Euler's formula for estimating the critical buckling load [85] [86] [87] under zero imperfections.
As a conclusion, the developed ANFIS-BBO model in this study exhibited a strong capability for the prediction of the critical buckling load of Y-section columns under compression. Quantitative influence of initial geometric imperfections in both out-of-plane and in-plane directions was also deduced using such an ANFIS-BBO model. The ANFIS-BBO model could thus be a robust and useful numerical tool for analyzing the problem of column instability.
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Conclusions
In this work, a methodology modeling for numerically quantifying the influence of initial geometric imperfections on the critical buckling load of structural compression members based on the use of hybrid AI models was proposed. The methodology was based on the improvement of the ANFIS by different metaheuristic optimization techniques such as SA and BBO, for the prediction problem of column instability. The developed hybrid AI models were trained and validated based on experimental tests available in the literature. Results showed that the BBO optimization algorithm yielded the best results with respect to all commonly used statistical criteria, such as R, RMSE, and MAE, respectively. After sensitivity analysis, geometric imperfections that exhibited a major impact on column compression capacity were deduced, such as the initial in-plane loading eccentricity at both top and bottom ends. However, in further investigations, other initial imperfections, such as fluctuations in mechanical properties of materials as well as residual stresses, should be taken into account in order to quantify the influence of these parameters. The methodology could also be applied to investigate other structural elements of different cross sections in order to generalize the influence of initial in-plane and out-of-plane geometric imperfections. An empirical equation accounting for initial imperfections should also be derived based on the developed numerical prediction model in order to facilitate the use in engineering applications. Finally, AI approaches coupled with finite element analysis could be a potential candidate for studying a nonlinear post-buckling regime of columns in further researches. 
