We consider a problem in which a source is encoded into N packets, an unknown number of which are subject to adversarial errors en route to the decoder. We seek code designs for which the decoder is guaranteed to be able to reproduce the source subject to a certain distortion constraint when there are no packets errors, subject to a less stringent distortion constraint when there is one error, and so on. Focusing on the special case of the erasure distortion measure, we introduce a code design based on the polytope codes of Kosut et al.. The resulting designs are also applied to a separate problem in distributed storage.
I. INTRODUCTION
C ONSIDER a communication scenario in which a source sends information to a destination over several nonintersecting paths in a network. These paths could be used to increase the data rate beyond what would be achievable with a single path, or they could be used to provide redundancy to allow the decoder to recover from errors introduced by the network. It is also possible to simultaneously achieve both goals, subject to a tradeoff between the two, which is the topic of this paper. In particular, we shall assume that some number of paths are subject to adversarial errors, and we shall seek codes that achieve high data rates while still ensuring that the encoder can reconstruct the original message reasonably well in the face of those errors.
While coding for adversarial errors is a classical subject [3] , [4] , [5] , [6] , prior work in coding theory seeks to optimize only the worst-case performance of the code, that is, how well it performs when the number of errors introduced by the network is the maximum. For many real systems, however, this approach is overly pessimistic. Indeed, if the errors are due to an attack by an adversarial jammer, then the system may experience no errors at all in the typical case, since the network may only come under attack occasionally. We therefore desire Manuscript received July 30, 2016; revised June 12, 2017; accepted September 5, 2017. Date of publication October 9, 2017; date of current version February 15, 2018. This research was supported in part by the Army Research Office under Grant W911NF-13-1-0455 and in part by the National Science Foundation under Grant CCF-1117128, Grant CCF-1218578, and Grant CCF-1453718. This paper was presented in part at the 2013 IEEE International Symposium on Information Theory [1] and the 51st Annual Allerton Conference on Communications, Control, and Computing [2] .
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Digital Object Identifier 10.1109/TIT.2017.2761122 a system that achieves some performance objective when the maximum number of errors are present while guaranteeing that a higher level of performance is achieved when there are fewer, or no, errors. This is not provided by the conventional approach to the problem, which is to use maximum distance separable (MDS) codes with a minimum distance that exceeds twice the maximum number of possible errors. For such codes the decoder can fully recover the source when the maximum number of errors occurs, but should no errors occur then the decoder is no better off than if they did. We seek designs whose performance improves as the number of errors decreases. Since prior work has shown that source-channel separation is not optimal for this problem [7] , [8] , it is properly formulated using rate-distortion theory. We assume that a source sequence is encoded into N packets (or messages) at a given rate R, at most T of which may be adversarially altered by the network. The decoder receives N packets without knowing which packets were altered or how many have been altered (except that it knows that the total number of altered packets does not exceed T ). The decoder then outputs a reconstruction of the source. We are given a distortion measure between the source and reproduction, and we seek codes that guarantee a certain level of distortion when there are T errors, a lower level of distortion when there are T − 1 errors, and so on.
In this paper we shall focus exclusively on the erasure distortion measure: the per-letter distortion is zero if the source and reconstruction symbols agree, one if the reconstruction symbol is a special "erasure" symbol, and infinity otherwise. Thus there is an infinite penalty for guessing a source symbol incorrectly, and the decoder should output the erasure symbol for any source symbol about which it is unsure. Assuming there are no errors in the reconstruction, the distortion of a string is then the fraction of erasures in the reconstruction. The erasure distortion measure is reasonable for a wide array of physical sources. For audio and video, it is typically possible to interpolate over unknown samples, pixels, or frames at the receiver. Similarly, humans can often recover a natural language source when some of the characters have been erased [9] . Even executable computer code, which is typically viewed as being unamenable to lossy compression, is suitable to compression under the erasure distortion measure: execution of the program at the decoder could simply pause whenever it reached an erasure and wait for further information, without ever executing incorrect instructions. Focusing on the erasure distortion measure is also a useful simplifying assumption when considering new problems, akin to the way that the binary erasure channel is a good starting point in the study of modern coding theory [10] . 0018 -9448 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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For this problem we provide a code construction that is inspired by the polytope codes introduced by Kosut et al. [11] in the context of network coding with adversarial nodes. Polytope codes are similar to linear maximum distance separable (MDS) codes but with an added feature: for a certain number of errors, which exceeds the decoding radius of the code, it is possible to always decode some of the codeword symbols even though it is not possible to decode all of them. This is to be contrasted with conventional MDS codes, for which in general none of the coded symbols can be decoded unless they all can. This "partial decodability" property will be crucial in our use of polytope codes. It is achieved by including certain nonlinear check symbols in the packets and by performing all arithmetic operations over the regular integers instead of over a finite field. Our construction of polytope codes departs significantly from that of Kosut, Tong, and Tse. It eliminates the most complicated step of the construction, and it allows for simpler encoding. Nonetheless, we shall still call our codes polytope codes to emphasize their connection to this earlier work.
The problem studied here can be viewed as an instance of a "large-alphabet" channel. In classical studies of channel capacity, the channel law is held fixed and the blocklength is permitted to grow without bound (e.g. [12] ). In the case of discrete memoryless channels with finite alphabet, this model well captures the practical regime in which the blocklength is much bigger than the number of channel inputs or outputs. While this model has proven to be very successful, the asymptotic that it considers is not always the right one. For the problem in which a sender sends data over several independent paths in a network, some of which may alter the data adversarially en route, the "blocklength" is naturally viewed as the number of distinct paths, which is generally small, while the "alphabet" is the number of distinct messages that can be sent on one path, which is generally very large. Thus the appropriate model is in some sense dual to the classical one: the blocklength is fixed while the input and output alphabet sizes are permitted to grow without bound, as is done in this paper. Such channels have arisen in network coding [13] , although many fundamental Shannon-theoretic questions about them are not well understood. One notable exception is that, as alluded to earlier, source-channel separation is known to be optimal for such channels if the source is Gaussian and the distortion measure is quadratic or if the source is Bernoulli and the distortion measure is Hamming distance but not, in general, if the source is binary and the distortion measure is erasure distortion [14] . Thus we already know that such channels behave differently from conventional ones. We call communication over such channels packet-error (or path-error) coding (PEC).
In this paper, we are interested in packet-error coding in which the number of packet errors is variable and a single code simultaneously provides different performance guarantees depending on the number of packet errors. We call this variable packet-error coding (VPEC). VPEC is closely related to the multiple-descriptions (MD) problem [15] in network information theory. The difference is that in the MD problem each message is either received correctly or not received at all; the network does not introduce errors. The MD problem has received considerable attention [15] - [17] since it was introduced, including the special case in which the distortion measure is erasure [14] . Allowing the adversary to introduce errors instead of erasures seems to significantly alter the problem, however. In particular, although techniques from coding theory have been successfully applied to the MD problem [17] , the polytope codes that shall prove so effective here do not appear to be useful for the MD problem.
The closest constructions to VPEC in the cryptography literature are message authentication codes (MACs) [18, Sec. 6.1] . MACs assume a computationally-bounded adversary and a shared key that is available to the transmitter and the receiver but not the adversary. VPEC allows for an adversary that is omniscient and has unbounded computational power. 1 See Ahmed and Wagner [8] for a further discussion of how VPEC relates to cryptographic approaches.
Having developed the polytope code constructions for the VPEC problem, we subsequently apply essentially the same codes to the distributed storage system (DSS) problem in the presence of an active adversary. In a DSS, a file is stored across multiple storage nodes in a redundant fashion so as to recover from node failures. Beginning with Dimakis et al. [19] , there has been considerable recent interest in applying techniques from network coding to the DSS problem. The problem has also been studied when several of the storage nodes are controlled by a malicious adversary [20] - [24] .
Unlike the network coding problem originally studied for polytope codes [11] , in which the network topologies can be arbitrary, the DSS problem yields highly constrained network topologies that are in fact similar to the one-hop network of the VPEC problem. That is, one is confronted with many data packets, some of which may be adversarially corrupted, and trustworthy packets must be identified. This similarity allows the use of the same polytope code constructions, and the partial decodability property will again be critical.
The rest of the paper is organized as follows. Section II describes the VPEC problem in detail and states the main theorem. Polytope codes are then defined in Section III and used to prove the main theorem in Section IV. We prove a partial optimality result for polytope codes in Section V. The DSS problem is described and our result stated in Section VI, and our main theorem for the DSS problem is proved in Section VII.
II. PROBLEM FORMULATION AND RESULTS

A. Problem Formulation
Let N be a positive integer and define [N] = {1, 2, . . . , N}. Let x n denote 2 the source message in X n , where X = [K ] is the alphabet for the source. We shall call n the blocklength of the source. We do not assume that a probability distribution over X n is given; all of our results will be worst-case over this space. 3 Given the source sequence x n , the encoder creates N packets (or messages, or codewords) via the functions
We call R the rate of the th packet. The encoder sends the packets
which we will often abbreviate as
LetX denote the reconstruction alphabet. The decoder employs a function g :
X n R →X n to reproduce the source given the received packets. The fidelity of the reproduction is measured using distortion measure
We extend the single-letter distortion measure d(·, ·) to strings in the usual way
We call the tuple ( f 1 , . . . , f N , g) a code for the problem. We shall be interested in the distortion of the code under two scenarios, when there are T 0 and T 1 packet errors, respectively:
Here g(C A c ,C A ) denotes the decoder's output when its input is C = f (x n ) for all ∈ A c andC for all ∈ A.
The problem is to characterize the set of achievable ratedistortion vectors.
In this paper we shall only consider the erasure distortion measure [12, p. 338] : for x ∈ X andx ∈ {X ∪ e}, 3 One could certainly formulate the problem using the more typical approach of modeling the source as a stochastic process. The distortion of the code appearing below would then take the form of an average. Since the primary contribution of this paper is a code construction, and this construction does not require a distribution for the source, we shall not assume one.
We shall also assume that T 0 is zero and focus on characterizing those pairs (R, D) for which
is achievable. In words, we require that all of the packets have rate R, there be lossless reconstruction when there are no packet errors, and there be an erasure distortion of at most D when there are T 1 packet errors. Since T 0 is fixed at zero we shall write T in place of T 1 in the sequel.
All of our code constructions shall achieve zero, not merely vanishing, distortion when there are no packet errors, i.e., max x n ∈X n d(x n , g(C , ∈ [N])) = 0. We call a code that achieves this constraint feasible.
B. Main Result
Our main result is the following. Theorem 1: Suppose the maximum number of altered packets T satisfies 1 ≤ T ≤ N.
is achievable. Note that, per the statement of Theorem 1, the resulting scheme can only be applied when N ≥ F(T )+1. In particular, the blocklength must grow with the square of the number of errors. This is undesirable; one would prefer to have linear scaling. In Section V, we show that this quadratic scaling cannot be improved by changing the decoder-it is intrinsic to the code itself. Of course, since N represents the number of independent paths in the network between the encoder and the decoder, we are generally interested in small values of N and T , so that the scaling behavior is not paramount.
The performance in part 2) is achieved using polytope codes and should be compared against what can be obtained using conventional MDS codes. Suppose we map N − 2T source symbols to N coded symbols using an (N, N −2T ) MDS code (we can, if necessary, group several source symbols together to ensure that the source alphabet is large enough to guarantee the existence of such a code). Let each coded packet consist of exactly one of the coded symbols. The rate per packet is then R = 1/(N − 2T ), and since the minimum distance of the code is 2T + 1 [25] , the decoder can always recover the source sequence exactly, even when there are T errors. Thus this scheme achieves the rate-distortion pair (1/ 
On the other hand, if we use an (N, N − T ) MDS code, then the decoder can reconstruct the source when there are no errors, and since the minimum distance is T + 1, it can 4 In a conference version of this result [2] , it was incorrectly asserted that feasible codes do not exist if 0 ≤ R < 1 N −T . The correct statement is as given here. Rate-distortion (R-D) tradeoff for N = 3 packets and T = 1 error. The dashed and solid lines indicate the achievable performance using MDS and polytope codes, respectively. The asterix indicates the rate-distortion performance of the scheme in (5) . For rates below 1/2, finite distortion is unachievable for any feasible code. The R-D region for MDS codes is: always detect when there are T or fewer errors and output the all-erasure string in response. Hence this code can achieve the rate-distortion pair (1/(N − T ), 1). A simple time-sharing argument shows that the line connecting these points
is achievable. This is shown in Fig. 1 for N = 3 and T = 1 and in Fig. 2 for N = 5 and T = 2, along with the achievable rate-distortion pairs from Theorem 1. We see that Theorem 1 does strictly better. When N = 3 and T = 1, there is actually a simple design that is not dominated by the above schemes. When R = 2 3 , let the blocklength of the source message be 3 and write the source as (x 1 , x 2 , x 3 ). We transmit
as the three packets. The decoder can check whether the copy of x i is the same between the two packets in which it appears for each i . If the two packets have the same value of x i , then this common value must be correct. Since the channel can alter at most one packet, there can be at most two components of (x 1 , x 2 , x 3 ) on which there is disagreement. If there is disagreement about two source components, however, then the decoder can identify which packet was altered, exclude it, and then determine all of the source components from the remaining packets. Thus the maximum number of components about which the decoder can be uncertain is one. It follows that the R-D pair (2/3, 1/3) is achievable. This point lies outside the region achieved by polytope codes, as shown in Fig. 1 .
Since the rate-distortion pair (1/(N − 2T ), 0) is achievable, and the set of achievable pairs is convex, to show part 2) of Theorem 1 it suffices to show that
is achievable. In the next section, we will show how polytope codes can be used toward this end.
III. POLYTOPE CODES
Polytope codes were introduced by Kosut et al. [11] in the context of network coding with adversarial nodes. Polytope codes are akin to linear MDS codes, except that the arithmetic operations are performed over the reals and extra low rate "check" information is included in the transmission. Our construction is somewhat simpler than the one given in [11] . To understand this construction it is helpful to begin with the special case in which there are N = 3 packets subject to at most T = 1 error.
A. N = 3, T = 1 Case
One trivial design for this case is to simply send the true source sequence in all three packets. Since there is at most one error, the decoder can always recover the source sequence by using a majority rule. That is, it can recover the source exactly when there are no errors but also when there is one. As such, this scheme achieves the rate-distortion pair (1, 0). This scheme is unsatisfactory, however, since it is wasteful when there are no errors.
One may consider using a (3, 2) MDS code instead. For instance, we could choose the blocklength n = 2 and encode two source symbols x 1 and x 2 into three packets as
where ⊕ denotes modulo arithmetic. The decoder can determine whether a single error has been introduced by verifying whether the received packets satisfy the linear relation in (6) . If so, then there are no errors, and the decoder can reproduce the source exactly. Thus it is feasible. If not, then the decoder knows that one error is present, but it has no way of identifying which packet is in error. Since there is an infinite penalty for guessing a source symbol incorrectly, it must output the allerasure string, achieving the rate-distortion pair (1/2, 1). The striking thing about this example is that the decoder always receives at least one of the two source symbols correctly; the problem is that it does not know which of the two is correct.
Now suppose that the source is viewed as a pair of vectors of positive integers of length N 0 , x N 0 1 and x N 0 2 , and the three transmitted packets consist of
where now the addition is performed over the reals. We also send the quantities
for all i and j (1 ≤ i, j ≤ 2) as part of each packet. As before, the decoder can always detect whether an error has been introduced. If it detects no error, it can output the source sequence correctly. But now if it detects an error, it can always identify at least one of the three packets as correct by the following reasoning. Since the inner products in (8) are included in all three packets, they can always be recovered correctly. Further more, the decoder can correctly compute
denote the vectors in the three received packets, and assume that exactly one of them has been altered. Now construct a graph with nodes v 1 , v 2 , and v 3 and an edge (or a self-
We call this the syndrome graph.
If v i does not have a self-loop:
, then we know that the i th packet is in error and the other two must be correct. So we shall assume that
Under this assumption, if the syndrome graph is fully connected, then for some collection of constants a i j we must have
which contradicts the assumption that one of the these vectors was altered.
Thus the graph must be missing at least one edge. Since only one packet can be received in error, the graph cannot be missing all three edges, however. Thus it must have either one edge or two. If it has exactly one edge, then the vector with no edges must be the one in error, so the other two vectors can be identified as correct. If the graph has two edges, then the vector with two edges must be correct. In the end, then, the decoder can always recover at least one of the transmitted packets correctly. This is of course not the same as recovering one of the source vectors-if the decoder recovers x N 0 3 then it cannot reproduce any of the source symbols with certainty. But using a "layering" argument one can transform this code into one for which decoding any of the three transmitted packets correctly allows one to recover some positive fraction of the source symbols correctly (see Section IV).
The property that the decoder can always correctly recover a transmitted packet even when the number of errors is outside the decoding radius of the code we call partial decodability. Note that to obtain partial decodability in the above construction it is crucial that the arithmetic operations be performed over the reals; (14) is not implied by (13) under modulo arithmetic. The code is also nonlinear. These two features distinguish the codes described in this paper from conventional MDS codes and network codes [5] , [13] , [26] . The antecedent of our code is the polytope code of Kosut, Tong, and Tse, mentioned earlier. The Kosut et al. construction requires that (y N 0 1 , y N 0 2 , y N 0 3 ) have a certain joint empirical distribution. This ensures that the norms and inner products in (8) equal certain prespecified values and so they do not need to be transmitted. Encoding for the Kosut et al. codes is more complex than for the codes provided here; the former is akin to implementing a constant-composition channel code. The Kosut et al. construction also requires selecting the joint empirical distribution of (y N 0 1 , y N 0 2 , y N 0 3 ) in a particular way that ensures partial decodability (see [11, Th. 4] ). The present construction eliminates this step.
As with the Kosut et al. codes, the partial decodability provided here comes at slight cost in rate compared with conventional MDS codes; one must send the norms and inner products in (8) in addition to the vectors, and x N 0 3 can take larger values than either x N 0 1 or x N 0 2 can because the addition in (7) is done over the reals. But in the limit of a large source blocklength, this penalty can be made arbitrarily small, and the rate can be made arbitrarily close to 1/2.
We conclude this subsection with a concrete example of the encoding. Suppose we wish to send a binary source (K = 2) with blocklength n = 2 L 0 N 0 , where L 0 = 4 and N 0 = 3. Suppose the source realization is 0000 1111 0010 0000 0100 0001.
We first convert it to a vector in {1, . . . , 2 L 0 } 6 , (16, 15, 2, 16, 4, 1) , where 0000 is mapped to 2 L 0 and otherwise we use the usual binary representation. Now define x 3 1 = (16, 15, 2) and x 3 2 = (16, 4, 1). We use the generator matrix:
to get y 3 1 Each component of each y 3 i is an element in {1, . . . , 32} and thus requires five bits to describe. Each of F 11 , F 22 , F 12 is an element in {3, . . . , 768} and thus requires ten bits to describe. Each message is therefore 45 bits long.
We next describe how to extend this idea to general N and T . The resulting construction is then used to prove Theorem 1. See [2] for a slightly different decoding algorithm that yields the same performance.
B. General (N, T ): Source
Consider a source message x n (x n ∈ X n ) with length n = (N − T )N 0 L 0 for some large natural numbers N 0 and L 0 . Divide the message into (N − T )N 0 subvectors, each having L 0 symbols. We can use an L 0 -length vector (each entry taken from [K ]) to represent K L 0 integers {1, ..., K L 0 }; here we use (0, ..., 0) to represent K L 0 . Thus, the original source message can also be viewed as an integer vector with length (N −T )N 0 whose coordinates are drawn from {1, . . . , K L 0 }. Moreover, x n can be viewed as a concatenation of N − T vectors, each having N 0 entries in {1, ..., K L 0 }. In what follows, we will view the source vector in this way and write
C. Encoding Functions
The encoding is performed with the aid of an eligible generator matrix.
Definition 2: A is an eligible (N, N − T )-generator matrix if its entries are nonnegative integers and 1) A is an N × (N − T ) matrix of the following form:
submatrix of A is nonsingular with respect to the field of real numbers. The existence of such matrix is guaranteed by the following lemma.
Lemma 1: For any T ≥ 1 and N ≥ T there exists an eligible (N, N − T )-generator matrix of the form
where α 1 , . . . , α T are distinct positive integers. We call such a matrix a V-matrix, since its lower portion has a Vandermonde structure. Proof: One can use the following scheme: pick a sufficiently large integer α, and then pick α t i.i.d. uniformly at random from [α]. For sufficiently large α, the matrix will have the desired property with high probability. See the appendix for a complete argument that does not rely on random selection.
The encoding functions are then as follows:
where A is an eligible (N, N − T )-generator matrix provided by Lemma 1. In particular, we have
Then y N 0 i,L 0 is a vector of length N 0 , of which the coordinates are positive integers that do not exceed α (N − T )K L 0 . Thus, each vector can be encoded using (L 0 + log K (α (N − T )) )N 0 symbols. 2) We also transmit (N −T )+ N−T 2 norms/inner products:
] extra symbols to be included in each packet.
D. General (N, T ): Decoding Functions
The decoder receivesȳ N 0 1,L 0 , ...,ȳ N 0 N,L 0 and the norms/inner products between {x N 0 1 , ..., x N 0 N−T }. The decoder will identify a subset of the components of y N 0 1 , ..., y N 0 N that it is sure have been unaltered. 5 We first note that the norms and inner products can always be recovered without error.
Lemma 2: The decoder can correctly recover
This means that we can correctly recover F i j = y N 0 i , y N 0 j for i, j ∈ {1, ..., N}. The proof of this lemma is straightforward and omitted.
. According to Lemma 2, we can correctly recover F i j = y N 0 i , y N 0 j . We draw an edge between vertex v i and vertex v j (i = j ) iff
As in the N = 3, T = 1 case, we call this the syndrome graph.
The decoder then performs the following operations: 1) Delete all vertices with no loops and their incident edges in the syndrome graph. LetĜ = (V ,Ê) denote the new graph.
4) Output the codewords corresponding to the vertices
in V * as correct. We shall show that the rate of this code can be made arbitrarily close to 1/(N − T ). We shall then prove that the codewordsȳ N 0 i on channels corresponding to the vertices v i ∈ V * are correct.
E. General (N, T ): Coding Rate
Proposition 1: For any > 0, there exists natural numbers L 0 and N 0 such that the rate of each packet does not exceed 1/(N − T ) + .
Proof: The rate of each packet is upper bounded by
where we recall that α = max i, j α i, j . If we let N 0 = L 0 and send both to infinity, the second term tends to zero while the first term tends to 1/(N − T ).
F. General (N, T ): Partial Decodability of Polytope Codes
We are interested in polytope codes because of the following property.
Theorem 2: Given T , when N ≥ T + T 2 4 +2, the decoder can identify least N − T − T 2 4 − 1 of the transmitted packets as being received correctly.
We shall prove Theorem 2 via a sequence of lemmas. The first two establish that the codewords associated with nodes in V * were received correctly.
Lemma 3: Suppose the k packets i 1 , . . . , i k are unaltered, and let i k+1 be some other packet for which there exists l 1 , . . . , l k such that
If there is a self-loop on v i k +1 in G, and (v i k+1 , v i j ) ∈ E for all j ∈ {1, . . . , k}, then the codewordȳ N 0 i k+1 in packet i k+1 is also unaltered.
Proof: We may rewrite (17) as
Since there is a self-loop on v i k+1 ,
By expanding the left-hand side of (18) in terms of inner products, as in (10)- (13), we have that
where we have used the assumption that packets i 1 , . . . , i k are unaltered, and (17) . This proves that packet i k+1 is unaltered. We construct a set of edges E ⊃ E as follows. Begin by setting Fig. 3 is an illustration for N = 5, T = 2 where V = {v 1 , ..., v 5 } and E is the set of the solid edges (including 5 self-loops). We can see that V = V, V * = {v 4 , v 5 } and E is the union of E and exactly one of the edges
Let v i 0 be an element of V maximizing |N (v)| over v, and letl 6 There may be several such cliques, in which case C(v i ) can be chosen to be any one of them.
Hence,
where we have used the fact that
Substituting this into (19) gives
Proof of Theorem 2: For each i ∈ V * , we haveȳ N 0 i = y N 0 i by Lemma 4 and |V * | ≥ N − F(T ) by Lemma 5.
IV. PROOF OF THEOREM 1
We next show how to use polytope codes to create a code for our original problem. The main difficulty is that, in a polytope code, some of the packets contain only parities, and even if the decoder can determine such packets with certainty, it cannot necessarily recover any of the original source symbols. We circumvent this issue with a layered construction. First we prove the impossibility result in part 1).
A. Proof of Theorem 1 Part 1)
Suppose the maximum number of altered packets T satisfies 1 ≤ T ≤ N. In this subsection, we will prove that if 0 ≤ R < 1 N−T , then there is no finite D for which (R, D) is achievable.
where h(·) is the (base-K ) binary entropy function
for some D and let n denote the length of the source string that it encodes. Consider endowing the space X n with an i.i.d. uniform probability distribution. By Fano's and Jensen's inequalities,
Thus, by (20) ,
where all entropy and mutual information quantities are base-K . It follows that there exist c T +1 , . . . , c N such that
and by the cardinality bound on entropy, the set of realizations of X n with positive probability given C T +1 = c T +1 , . . . , C N = c N , which we shall call X n c T +1 ,...,c N , satisfies
Now any subset of X n with Hamming diameter at most 2 n must contain at most n 2 n (K − 1) 2 n < K nh(2 ) K 2 n , sequences, where the inequality follows from, e.g., [12, Example 11.1.3]. Thus there exist x n andx n in X n c T +1 ,...,c N such that if I = = {i : x i =x i } then |I = | ≥ 2 n. For these two sequences, we must have
Letx n denote the receiver's output when it receives the messages
By (21), we must have
then |I e | ≤ n andx i = x i for i / ∈ I e . Now if the true source sequence isx n and the adversary alters the first T packets so that the decoder receives
then the decoder will outputx n , so by (22) ,
Now |I = \I e | ≥ |I = | − |I e | ≥ 2 n − n > 0.
It follows that there exists i in I = \I e , for which we must have d(x i ,x i ) = ∞. It follows from (24) that D must be infinite.
B. Proof of Theorem 1 Part 2)
Suppose the maximum number of altered packets T satisfies T ≥ 1 and the number of packets N satisfies N ≥ T + T 2 4 +2. In this subsection, we will prove: for any 1
As noted earlier it suffices to show that the R-D pair
is achievable. To show this we use a "layered" construction in which we use N polytope codes whose transformation matrices are row rotations of each other. Divide the source into N equal-sized parts. The first part is encoded into packets using a polytope code with transformation matrix
The second part is encoded using the transformation matrix
i.e., the first downward row rotation. The other parts of the source are encoded similarly. The rate of this code can be made arbitrarily close to 1/(N − T ). At the decoder, we form a syndrome graph in which there is an edge between packets i and j (allowing for j = i ) if there is an edge between i and j in the syndrome graphs of all of the layers. For this syndrome graph, delete all nodes without self-loops, along with their edges. The resulting graph must have at least one clique of size at least N − T , due to the presence of at least N − T unaltered packets. Thus Lemma 5 implies that there are at least N − F(T ) nodes that are connected to all nodes contained in a clique of size at least N − T . In particular, these N − F(T ) nodes must be connected to an unaltered set of nodes of size N − T . By Lemma 3, the codewords in all of these N − F(T ) packets were received correctly. For each packet, N − T of its layers correspond to systematic rows of the matrix and T layers correspond to parities. Thus the decoder can reconstruct a fraction
V. AN IMPOSSIBILITY RESULT By definition, a polytope code
is characterized by (N, T, A, N 0 , L 0 ) , where N is the number of packets, T is the maximum number of packets that can be altered, A is an eligible (N, N − T )-generator matrix, and N 0 and L 0 are encoding parameters (see Section III). From Theorem 1, we know that for
is achievable using polytope codes. However, when N ≤ F(T ), the decoder in Section III-D no longer works. This raises the question of whether our design can be improved when N ≤ F(T ), especially since F(T ) grows superlinearly with T . We next show the following impossibility result. When N = F(T ), for all sufficiently large N 0 and L 0 , our existing polytope code construction lacks the partial decodability property: there exists a set of received packets for which there is no single packet that can be determined to be correct with certainty. Thus, at least as far as partial decodability is concerned, neither the decoder nor the analysis can be improved to relax the N ≥ F(T ) + 1 condition; the code itself would need to change. Recall that, for polytope codes, in order to drive the rate to 1/(N − T ), we send both N 0 and L 0 to infinity; see (16) .
To state and prove this result, we use the concept of possible transmitted codewords. Definition 3: Fix N 0 , L 0 and K . Given a set of received codewords
. then this set of codewords is called a Possible Transmitted 
Then for all sufficiently large N 0 and L 0 there exists a set of received packets
Proof: See the appendix.
VI. DISTRIBUTED STORAGE PROBLEM FORMULATION AND RESULTS
A. Distribution Storage System
A distributed storage system (DSS), illustrated in Fig. 4 , is a collection of storage nodes, each holding a portion of a single data file. We assume each node has capacity α, meaning it can store an element of X nα for some blocklength n, where as before X = [K ] is the alphabet set. At any given time, there are N active storage nodes, but individual nodes are unreliable and may fail. When one node fails, a new node is created to replace it. The new node contacts d existing nodes and downloads messages from each one, from which it constructs new storage data. The communication links used to transmit these messages each have capacity β ≤ α, meaning they carry elements of X nβ . The key property that must be maintained is that at any time in this evolution, a data collector (DC) may contact any k ≤ d existing nodes, download their contents, and perfectly reconstruct the original file. The specific evolution of the system, such as which nodes fail, which nodes are contacted when a new node is formed, and when the DC downloads data to reconstruct the file, is arbitrary and unknown a priori. We further assume that there is a finite upper limit L of storage nodes over the lifetime of the storage system (i.e. N initial nodes and at most L − N node failures and replacements), where L is known in advance of code design. 7 Note that we are considering functional repair rather than exact repair or exact repair of systematic parts (see [27] ).
B. Adversary Model
We assume the presence of an adversary that may take control of a subset of the storage nodes, and alter any message sent from any of those nodes. This includes messages sent when constructing a new node, as well as data downloaded to a DC. Once a code is fixed, all honest (non-adversarial) nodes behave according to this code, but adversarial nodes may deviate from the code by replacing outgoing transmissions with arbitrary messages. The adversary is omniscient in the sense that it knows the complete stored file, as well as every aspect of the code used by the honest nodes. The adversary may control up to T nodes at any given time. That is, as nodes fail and are replaced, the adversary might continue taking control of new nodes, but at no moment does it control more than T nodes. This is a slightly more pessimistic assumption than in [21] , in which the adversary could control a total of T nodes over the entire evolution of the system, whether or not they existed simultaneously.
We say a rate R is achievable for a DSS problem with parameters (α, β, N, k, d, T ) if for some n there exists a code such that a file f ∈ X n R can always be reconstructed without error, no matter the evolution of the system or the adversary actions. The storage capacity C is the supremum of all achievable rates.
C. Bounds on Storage Capacity
Using a combination of a cut-set bound and the Singleton bound, it was shown in [21, Th. 6 ] that the storage capacity is upper bounded by
When T = 0, the above bound reduces to the exact storage capacity for functional repair without an adversary originally found in [19] . In other words, this upper bound states that T adversarial nodes yield a storage capacity at most that of the non-adversarial problem with both d and k reduced by 2T . Two special points on the storage-bandwidth tradeoff are the so-called Minimum Storage Regenerating (MSR) and Minimum Bandwidth Regenerating (MBR) points. The MSR point is given by
and the MBR point is given by
In [22] , achievability with exact repair was proved for the MSR point as long as d − 2T ≥ 2(k − 2T ) − 2 and for the MBR point for all parameters, using linear matrix-product codes. (25) found in [21] , and the points achievable with polytope codes by Theorem 4. The matrix-product codes from [22] achieve the MBR point, but not the MSR point for these parameters.
The following theorem is our main achievability result for the distributed storage problem. The proof appears in Section VII.
Theorem 4: The storage capacity C is lower bounded by
where F(T ) is as defined in Theorem 1.
The polytope code used to prove this result, described in detail in Sec. VII, uses a similar decoding procedure to that used for VPEC in Sec. III-D that identifies a subset V * of trustworthy incoming packets. When constructing a new storage node, this procedure identifies at least d − F(T ) trustworthy incoming packets, and when decoding the file at a DC, this procedure identifies at least k − F(T ) trustworthy nodes. This explains the first term in (26) , which corresponds to the capacity of a DSS with no adversary but with d and k each reduced by F(T ). The second term in (26) , limiting the rate to (d − T )β, ensures that the file could in principle be decoded from the d − T packets sent to a new storage node from honest nodes; this condition ensures that all adversarial packets are either uncorrupted or detected. 
VII. PROOF OF THEOREM 4
We now describe construction of a polytope code to achieve the bound in Theorem 4. The basic structure of the code is similar to many network-coding-inspired DSS schemes, wherein stored and transmitted data consist of randomly chosen linear combinations of received data. We adapt this structure to the polytope code paradigm by taking all data to be integer-valued, and we use inner products between data vectors to facilitate partial decoding of reliable data.
We assume without loss of generality that node capacity α and transmission capacity β are integers; if they are not then they can be scaled up and the blocklength n can be scaled down without changing the problem. Let r be the right-hand side of (26) . We show that rate r can be achieved asymptotically. We fix integers N 0 and K 0 , which play the same roles in the polytope code structure as for the VPEC codes described above. The asymptotic rate r is achieved when both N 0 and K 0 go to infinity. The file f will be composed of N 0 K 0 r symbols from X . The precise blocklength n and rate R will be determined later. We may reparameterize the file as an integer-valued matrix taking values in {1, . . . ,
where x N 0 i,K 0 is an N 0 -length vector taking values in {1, . . . , K K 0 }. As before, we form norms/inner products
to be included in all packets. We also define for convenience F to be the vector of all r + r 2 norms and inner products. Data packets, either when stored on nodes or when transmitted between nodes, always contain three elements: (i) a data payload consisting of a linear combination of the file f , (ii) the vector of norms and inner products F, and (iii) a matrix indicating which linear combinations are represented by the data payload. In particular, data packets stored on nodes take the form
where y α×N 0 is an α × N 0 integer-valued matrix, and A 0 is an α ×r integer-valued matrix indicating that, with no adversarial influence, we would have
Similarly, packets transmitted between nodes take the form
where y β×N 0 and A 0 each have β rows, and again, if there were no adversarial influence, then
We demonstrate later that the packet in (28) (resp. (30)) can be considered as nα (resp. nβ) symbols from X for the correct choice of blocklength n.
A. Coefficient Matrices
We choose coefficient matrices via a random coding argument. Fix an integer parameter q, to be determined later; q plays a role akin to the field size in a code over a finite field, in that it governs the size of the coefficient choices. Let A be a matrix in {1, . . . , q} α N×r such that any r ×r submatrix of A is nonsingular. The existence of such a matrix for sufficiently large q is guaranteed by Lemma 1. Now we randomly choose the following coefficient matrices, each independent from the others. For all 1 ≤ i < j ≤ L, let B i→ j be a matrix chosen randomly and uniformly from {1, . . . , q} β×α . For each j ∈ {N + 1, . . . , L} and each set V ⊆ {1, . . . , j − 1} of size at least d − F(T ), let C V → j be a matrix chosen randomly and uniformly from {1, . . . , q} α×|V |β .
The code is constructed so that these coefficient matrices do not need to be known at all nodes. In particular, the matrix A is only needed when forming the initial set of N nodes. Matrix B i→ j is used to form the transmission from node i to node j , so it is only needed at node i . Similarly, matrix C V → j is used to form the stored value on node j , so it is only needed at node j .
We now describe operation of the code.
B. Data Stored on Initial Nodes
The initial data to be stored on the N storage nodes is given by ⎡ ⎢ ⎢ ⎣
where y α×N 0 i,K 0 is an integer-valued matrix of size α× N 0 . On the i th storage node, we store packet
where A i is the α ×r submatrix of A corresponding to node i .
C. Transmissions to Form New Node
Assume the packet stored on node i is written as in (31). When node j > i is formed, if it contacts node i , the packed transmitted from node i to node j is given by
D. Formation of New Node
When node j is formed, the packet it stores is formed as follows. Node j first determines F using majority rule among all its received packets. Then it uses the procedure described in Sec. III-D to find a set V * j ⊂ {1, . . . , j − 1} of trustworthy incoming packets. By Lemma 5, |V * j | ≥ d − F(T ). Let z |V * j |β×N 0 j,K 0 be the |V * |β × N 0 matrix composed of the data stored in these trustworthy packets, and let A → j be the concatenation of the corresponding coefficient matrices. The packet stored at node j is then given by
E. Decoding at a Data Collector
To decode the original message, the DC downloads the packets stored on k nodes. After recovering F using majority rule, it again uses the procedure in Sec. III-D to find a set V * DC of trustworthy incoming packets, where |V * DC | ≥ k − F(T ). Let z |V * DC |α×N 0 K 0 be the concatenation of the data matrices on these packets, andÂ be the concatenation of the corresponding coefficient matrices. The DC declares its estimatef to be the unique r × N 0 matrix such that
If there is no such value or more than one, declare an error.
F. Rate Analysis
To prove that the code achieves rate r , we first find a blocklength n such that storage and transmission packets can be formed as nα and nβ symbols of X respectively. Recalling that the file f consists of N 0 K 0 r symbols from X , the code therefore achieves a rate of
We will show that this rate can be made arbitrarily close to r .
To compute the number of symbols from X = [K ] required to store a packet, first note that |F i j | ≤ K 2K 0 N 0 , so the number of symbols required to store F is at most
Next we bound the coefficient matrices A i . By construction, for i = 1, . . . , N, the each element of A i is in {1, . . . , q}.
We prove by induction that, for all j = N + 1, . . . , L, each element of A j is a positive integer no more than
Indeed, assume that for all i < j , each element of A i is at most
Thus, each element of matrix B i→ j A i (and hence each element of A → j ) is at most
Therefore, for all nodes i = 1, . . . , L, the elements of A i are at most
Thus the elements of y α×N 0 i,K 0 are at most (q 2 αβd) L−N qr K K 0 .
Thus to store y α×N 0 i,K 0 requires α N 0 (K 0 + log K (q 2 αβd) L−N qr) symbols, and to store A i requires αr log K (q 2 αβd) L−N q symbols. The total number of symbols stored on each node in the packet (31) is therefore
Similarly, the total number of symbols transmitted from one node to another in the packet (32) is at most
We may now choose the blocklength to be
Since β ≤ α, this choice of n means that a storage packet can be expressed as at most nα symbols, and a transmission packet as at most nβ symbols. Moreover, with this choice of n, the rate given in (34) may be made arbitrarily close to r for sufficiently large N 0 and K 0 .
G. Proof of Correctness
The following lemma is proved in the appendix. Lemma 6: With probability approaching 1 as q goes to infinity, the random coefficient matrices B i→ j and C V → j are such that: 1) for any DC, the corresponding coefficient matrixÂ has rank r , 2) for each node j , the matrixĀ → j , consisting of the rows of A → j corresponding to the honest nodes, has rank r . Assume that coefficient matrices B i→ j and C V → j satisfy the conditions in Lemma 6. We show that no honest storage node ever stores faulty data. That is, all honest nodes recover the true value of the inner product vector F using majority rule, and (29) holds for stored packets at all honest nodes. By construction, the initial honest nodes store only truthful data. We proceed by induction: assume all existing honest nodes hold truthful data, and we show that when a new node j is formed, its stored packet contains only truthful data. In order for F to be recovered correctly, fewer than half of the received transmission packets may contain incorrect values of F. Since by assumption all honest nodes carry truthful data, any incorrect transmitted value of F can only come from an adversarial node. Recalling that d nodes transmit to each newly formed node, and there are T adversarial nodes, it is enough to show d > 2T . The expression for r in the RHS of (26) is such that if d ≤ F(T ), then r = 0. Thus, we may assume that d > F(T ). Since F(T ) ≥ 2T , this implies that indeed d > 2T .
To show that the data payload itself contains only truthful data, it is enough to show that all packets sent from nodes in V * hold truthful data, even if sent by an adversarial node. There must be at least d−T honest nodes that transmit packets, which, by the inductive hypothesis, all send truthful packets. Thus these d − T nodes form a clique in the syndrome graph. Thus, for any adversarial node i ∈ V * j , the syndrome graph must include a self-loop, as well as an edge from i to each of these d − T honest nodes. Moreover, by Lemma 6, matrix A → j has rank r ; in other words, the entire message can be determined from the packets sent from honest nodes. Thus the unaltered data for any node i ∈ V * j is a linear combination of the data sent from honest nodes. Therefore, by Lemma 3, the packet from i to j is unaltered. Now we show that the DC always decodes correctly. As we have proved, all honest nodes store only truthful data. Thus, when the DC downloads data from k nodes, at least k − T of them contain only truthful data. By a similar argument as above, any node in V * DC contains truthful data. Since by Lemma 6 matrixÂ has rank r , the only valuef satisfying (33) is the true value of the file f .
APPENDIX A SUPPORTING LEMMAS
A. Proof of Lemma 1
Proof: We find the required α 1 , . . . , α T by induction. Clearly there exists a positive integer α 1 such that
is such that every (N − T )×(N − T ) submatrix is nonsingular. Indeed, taking α 1 = 1 suffices. Now suppose we have positive integers α 1 , . . . α t −1 such that every (N − T ) × (N − T ) submatrix of
is nonsingular. Consider the matrix
viewed as a function of the variable α t . For any given
there must exist a natural number α t such that this particular (N − T ) × (N − T ) matrix is nonsingular, by the following reasoning. The rows ofÃ are linearly independent by the induction hypothesis. Let [v 1 v 2 · · · v N−T ] be a nonzero row vector such that
is full rank. Then let [ṽ 1ṽ2 · · ·ṽ N−T ] denote the component
that is orthogonal to the row space ofÃ and note that [ṽ 1ṽ2 · · ·ṽ N−T ] must be nonzero. Then we can find a natural number α t so that
This follows from the fact that the left-hand side is a nonzero (N − T )-degree polynomial in α t , so that there must be a positive integer that is not a root. We conclude that the determinant of the (N − T ) × (N − T ) matrix in (35), which is evidently an (N − T )-degree polynomial in α t , is not identically zero. Next we show that there is one choice of α t that ensures that every (N − T ) × (N − T ) submatrix of A t is nonsingular. The determinant of any given (N − T ) × (N − T ) submatrix is a nonzero (N − T )-degree polynominal in α t , as noted earlier.
Thus it has at most (N − T ) roots according to fundamental theorem of algebra. Thus all of the submatrices together have at most N−T +t −1 N−T −1 (N − T ) roots. Since this is finite, there must exist a natural number α t that is not a root of any of these polynomials. 
where the sum excludes those i for which λ m i is the zero vector, is in Q m and is orthogonal to λ m 1 , ..., λ m m−1 . Multiplying λ m by the least common denominator gives a non-zero integer solution to x m = 0.
When rank( ) = m − 1 for all , we prove that all the entries of x m must be non-zero by contradiction. Without loss of generality, suppose that x 1 = 0. Then
where 2 through m are the second through last columns of . Now [ 2 · · · m ] is a non-singular matrix by hypothesis. The above linear system then has a unique solution, namely the zero vector. This implies that x m is the zero vector, which is a contradiction.
C. Proof of Theorem 3
Proof: We begin by showing the conclusion for some N 0 and for all sufficiently large L 0 .
Write the V -matrix as:
Next we construct codewords from these source realizations. LetX = AX and for i ∈ {0, ..., T 2 }, let
Observe that since μ i is in the null space of the matrix in (37), rows
ofX andX i will be the same for all i ∈ {0, ..., T 2 − 1}. Finally, construct a set of received packets as follows. Packets 1 through N − T are the first N − T rows ofX, respectively. Packets T 2 − 1} (recall that these rows coincide acrossX and theseX i ). For
received packet i is set to the corresponding row of
. Define the matrixȲ to be the set of received packets, one per row, starting with the first. Now the number of packets that differ betweenȲ andX i is at most
Thus,X i , i ∈ {0, ..., T 2 } is in PTC(Ȳ , {F j 1 j 2 }). For each i ∈ {1, ..., N − T }, there exists i 1 and i 2 s.t. row i inX i 1 and X i 2 disagree. Moreover, we can pick μ T 2 such that for each i ∈ {N − T + 1, ..., N}, row i inX 1 andX T 2 disagree. This is because for each i ∈ {N −T +1, ..., N}, there is at most one value for μ T 2 such that row i inX 1 andX T 2 are the same.
Thus the set of integers for which μ T 2 does not satisfy the desired condition has at most T elements, and we can choose μ T 2 to be any positive integer not in this set.
This establishes the conclusion for N 0 = 2L and all sufficiently large K 0 . One can accommodate larger values of N 0 by prepending a vector of ones to each of the X i source realizations. is nonsingular. Proof: Let a = [a 0 a 1 · · · a m ] T be such that Ma = 0 and a i = 0 for some i . It suffices to show that a must be the zero vector. Now a is in the nullspace of Evidently P is a degree-m polynomial with roots α 1 , …, α m . There is a unique nonzero degree-m polynomial with these roots, however, namely,
D. Lemma 8 and Its Proof
Since all of the α i are positive, all of the a i must be nonzero. It follows that P(·) = P (·) and so P(·) must be the all-zero polynomial.
E. Proof of Lemma 6
We make use of the information flow graph developed in [19] . The basic insight is that the distributed storage problem can be posed as a multicast network coding problem on the information flow graph, described as follows. The graph, denoted G DSS , consists of a source node S, for each storage node i a pair of nodes x i in and x i out , and for each DC a node DC j . Each pair of storage nodes are connected by a link x i in → x i out of capacity α. For the initial storage nodes j = 1, . . . , N, there is a link S → x i in of infinite capacity. For subsequent storage nodes j > N, there is a link x i out → x j in of capacity β for each of the d nodes i that transmit a message to node j . For each data collector, there is a link x i out → DC j of infinite capacity for each of the k nodes i from which the DC downloads data. It is shown in [19, Lemma 2] that for any DC, the min-cut of this graph from the source S to DC j is lower bounded by k−1 i=0 min{(d − i )β, α}.
Consider the subgraphG DSS of the information flow graph in which, for each node j > N, the links incoming to x j in from nodes not in V * j are deleted, and similarly links to the DC not in V * DC are deleted. Note that, on this subgraph, the polytope code behaves essentially like an ordinary linear network code without adversaries, except that linear operations are over the integers rather than a finite field. We further define, for each node i > N, a different subgraphG (i) DSS of the information flow graph, which is the same asG DSS except that all incoming links to x i in from honest nodes are retained. By standard arguments in linear network coding (see, for example, [29] ), which apply equally well for integer operations as for a finite field, for sufficiently large q, with probability approaching 1, the rank of a coefficient matrix will be equal to the min-cut of the corresponding information flow graph. Therefore, to prove the lemma it is enough to prove the following two min-cut properties:
1) OnG DSS , the min-cut from S to DC j for any j is at least r . 2) OnG (i) DSS , the min-cut from S to x j in is at least r . The first of these properties is easily proved using existing information flow results. In particular, since |V * j | ≥ d − F(T ) and |V * DC | ≥ k − F(T ), we may apply [19, Lemma 2] to find that the min-cut onG DSS from S to DC j is lower bounded by
The proof of the second min-cut property requires a slight modification of that of [19, Lemma 2] . Let (U,Ū) be any cut onG Therefore, in any case the min-cut from S to x i in is at least r .
