Abstract. In this paper, we show that, under certain assumptions, a parabolic induction Ind G B λ from the Borel subgroup B of a (real or p-adic) reductive group G decomposes into a direct sum of the form: Ind
Introduction
Fixing our notation, let F be a local field, G a reductive F -group. We write G = G(F ) in the analytic topology, and more generally use roman letters to denote the set of F -points of the correpsonding algebraic subgroup. Accordingly let P 0 ⊂ G be a minimal parabolic subgroup (formally P 0 = P 0 (F ) where P 0 ⊂ G is a minimal parabolic subgroup defined over F , and similarly for other subgroups), and let T ⊂ P 0 be a Levi subgroup. The principal series of representations of G consists of the admissible representations Ind G P 0 λ (normalized induction) as λ varies over the characters Hom cts (T, C × ).
Understanding the structure of these representations is a basic problem in the representation theory of G. Common questions about the structure include:
• Is Ind We specialize to the case of a quasi-split Chevalley group G defined over F , in which P 0 = B is a Borel subgroup and T is a maximal torus of B of maximal split F -rank. We may as well assume rank (G) > 1. Let a * C = X * (T ) ⊗ C × = Hom ur (T, C × ) be the space of unramified quasicharacters of T .
Fixing λ 0 ∈ a * C , we study the induced representation Ind G B λ. We prove (Theorem 3.1) that, under certain assumptions on λ 0 , the representation Ind • P is a parabolic subgroup of G with Levi subgroup M of semi-simple rank 1.
• 1 M (resp. St M ) is the trivial (resp. Steinberg) representation of M .
• χ 0 is a character of M associated to the induction in stages from B to M . In fact, Theorem 3.1 identifies the two invariant subspaces isomorphic to Ind G P St M ⊗χ 0 and Ind G P 1 M ⊗χ 0 as eigenspaces of a certain intertwining operator. Furthermore, this shows that each of the two admits a unique irreducible subrepresentation.
This decomposition is rather surprising since, for generic χ 0 , and the associated λ 0 ∈ a * C , only one of the following exact sequences hold
The reason that these sequences split as in Equation (1.1) is that λ 0 lies in the intersection between two singularities of a certain standard intertwining operator N (w, λ). Namely, N (w, λ) admits a simple "pole" along a hyperplane H 1 and a simple "zero" along a hyperplane H 2 such that λ 0 ∈ H 1 ∩ H 2 . In such a case N (w, λ 0 ) is not well defined. However, we show the existence of a line S along which N (w, λ) is well-defined and continuous at λ 0 . The limit of N (w, λ) at λ 0 along S is an intertwining operator E of Ind In Section 4, we find an abundant amount of points where the assumptions of Theorem 3.1 are satisfied. We find distinct such λ 0 for every G and every Levi subgroup M as above. In fact, when rank (G) > 2, we show the existence of infinitely many such λ 0 (see Theorem 4.1). In particular, one has (Corollary 4.4):
Corollary 4.4 For any simple group G and any simple root α, let w α ∈ W be the corresponding simple reflection in the Weyl group and let ω α be the associated fundamental weight. Let
We note here that Equation (1.1) implies that
, where we use additive notation for a * C . This, again, is a decomposition into eigenspaces of the limit of N w −1 , λ at −λ 0 . In particular, each of Ind One possible application to the results of this paper is to the computation of the residual spectrum of adelic groups. Namely, the irreducible subrepresentations of Ind G B λ can appear as local constituents of residual representations of G (A). In particular, the eigenvalue of the intertwining opertor on Ind G P St M ⊗χ 0 which appears in the proof of Theorem 3.1 dictates which irreducible subrepresentation of Ind
B(A) (λ) will appear in the residual spectrum. Such considerations have appeared in the computation of the residual spectrum of Sp 4 (see [HM15] ), G 2 (see [Kim96] and [Žam97] ) and quasi-split forms of Spin 8 (see [Lao] and [Sega, Segb] ). It is interesting to note that when G = Sp 4 the unramified local constituents appear only in the non-square-integrable automorphic spectrum as can be seen by comparing [Kim95, Theorem 5.4] with [HM15, Theorem 3.6(1)].
This paper is organized as follows:
• In Section 2 we discuss the assumptions we make on the group G and recall the definition and basic properties of the normalized intertwining operators used in this paper.
• In Section 3 we proof the main result of this paper (Theorem 3.1 and Corollary 3.3).
• In Section 4 we study a family of examples of points λ 0 for which Theorem 3.1 holds. In particular, for any simple group G and any simple root with respect to T we construct a different point λ 0 which satisfy the assumptions of Theorem 3.1.
• In Section 5 we discuss a generalization of Theorem 3.1 and Theorem 4.1 for decompositions with respect to larger Levi subgroups M .
• In Appendix A we prove a few simple results which did not fit into the body of the paper.
Notation and Preliminaries
2.1. Algebraic groups. Let F be a local field of characteristic 0. Let G be a semi-simple group over F .
It is known (see the next section) that the following assumption guarantees certain anayltic properties of normalized intertwining operators. Accordingly, while our results likely hold in greater generality we suppose that:
• If F is Archimedean, assume that G is a connected, quasi-split, semi-simple, linear Lie group.
• If F is non-Archimedean, assume that G is a semi-simple Chevalley group in the sense of [Ste68, pg. 21 ].
The papers [GW80, Theorem 5.3] (Archimedean case) and [Win78, Theorem 6.1, p. 953] (p-adic case) determine the analytic behaviour of normalized intertwining operators under the hypotheses above. We believe that these necessary properties hold in greater generlaity; in any case the assumption on G could be replaced with hypotheses on the anlytic behaviour of the intertwining operators.
Fix a Borel subgroup and a maximpla F -split torus G ⊃ B ⊃ T. Also, let N ⊂ B be the unipontent radical and let
Let Φ = Φ(G : T) be the set of roots of G with respect to T, Φ + the roots occuring in N, that is the positive roots with respect to the choice of B. Let ∆ ⊂ Φ + be the corresponding set of simple roots. We denote the relative semisimple rank of G by n = |∆|.
Recall that N G (T ) surjects onto the Weyl group W = W (G :
, which is generated by the involutions {s α } α∈∆ .
Let X * (T ) = Hom F (T, G m ) ∼ = Z n denote the group of F -rational characters of T. Let a * R = X * (T ) ⊗ Z R = Hom ur (T, R × ) be the space of unramified real characters of the topological group T and let a * C = X * (T ) ⊗ Z C = Hom ur (T, C × ) be the space of unramified complex characters of T . The set of fundamental weights {ω α | α ∈ ∆} ⊂ X * (T ) given by ω α , β ∨ = δ α,β , is basis for a * R , hence gives an identification a * R ∼ = R n and a * C ∼ = C n as vector spaces:
Finally we recall the correspondence
Let K ⊂ G be a maximal compact subgroup (specifically the group G(O F ) when F is nonArchimedean, and recall the Iwasawa decomposition G = P K for all parabolic subgroups P . 
We collect here some necessary results regarding the intertwining operators; a more detailed discussion may be found in [Sega, sec. 3] or [Segb, sec. 3] .
•
(to be called normalized intertwining operators) satisfy the following cocycle condition:
By construction we clearly have:
• (Induction in stages) Given a simple reflection w α , N (w α , λ) factors through induction in stages. Namely, given the embedding ι α : SL 2 (F ) → G associated to the simple root α, the following diagram is commutative:
where B is the standard Borel subgroup
 is the non-trivial Weyl element of SL 2 (F ) and the vertical maps in the diagram should be understood as the pull-back map.
• (Representations of SL 2 (F )) We consider the representation π s = Ind
s , where ω is the unique fundamental weight on the torus of SL 2 (F ). The representation π s is irreducible for s = ±1. For s = ±1 we have the following exact sequences
where St SL 2 (F ) denotes the Steinberg representations of SL 2 (F ). Note that these sequences do not split. Furthermore, writing the Laurent series of N (w , s) around s = −1 and s = +1 yields 
A representation σ of L is called tempered if σ is a direct summand in a parabolic induction from a square-integrable representation. A standard module is an induction Ind We note the following useful corollary of Theorem 2.1.
In order to prove Corollary 2.2, we need the following fact:
We follow the ideas of [GK81, GK82, KS80, KS71]. Harish-Chandra's commuting algebra theorem states that the algebra End G (π) is generated by N (w, 1 M , 0) where
However, a simple calculation shows that N (w, 1 M , 0) = Id for any w ∈ Stab W (1 T ) and hence
On the other hand, π is unitary of finite length and hence isomorphic to a direct sum of irreducible 
Decomposition with Respect to Levi Subgroups of Semi-Simple Rank 1
In this section we prove our main result of this paper, Theorem 3.1. Before stating and proving it, we start by setting up some notations and listing the assumptions of this theorem. While this list of assumptions may seem incomprehensible at first glance, in Section 4 we prove the existence of points λ 0 ∈ a * T,C such that Ind G B λ 0 decompose as in Theorem 3.1. In fact, we show that if rank(G) > 2, then there are infinitely many such points λ 0 . (Assumption 1) Fix a simple root α ∈ ∆.
We make the following notations:
We have A M ⊂ T and hence a * M,C ֒→ a * T,C . In fact, the image of this embedding can be identified as those elements λ ∈ a * T,C satisfying λ, α ∨ = 0. Any character of M is a trivial extension of a character of A M . Namely, of the form χ ⊠ 1 M der , where χ is a character of A M , trivial on A M ∩ M der . Under these notations, it holds that
Alternatively, χ 0 is a character of M such that The existence of such a line S follows from (Assumption 4). Namely, H 1 and H −1 are distinct (affine) hyperplanes and hence of dimension n − 1, and hence their intersection has (at most) dimension n − 2. (Assumption 6) Assume that Ind 
, each of Ind Proof. In order to prove the theorem, we compute the limit of N (w α w 0 w α , λ) at λ 0 along the line S and show that the direct summands in Equation (3.2) are both eigenspaces of that operator.
Let ℓ 1 , ..., ℓ n : a * T,R → C denote a set of affine functions such that:
This can be done due to (Assumption 4).
Note that any meromorphic function ϕ in the neighbourhood of λ 0 has a Laurent expansion of the form
with ϕ k in the range of ϕ (in what follows, we consider operator-valued meromorphic functions). We start by writing the Laurent expansions of some normalized standard intertwining operators in the neighborhood of λ 0 :
Here
Note that A 0 , B 0 and C −1 are G-equivariant but the rest of the operators A i , B k and C i need not be G-equivariant. We further note that, by (Assumption 3), B 0 = Id. On the other hand, by Equation (2.7) and Equation (2.10):
for any λ ∈ a * C . By evaluating the leading terms of both the left-hand side and right-hand side of these equations, we conclude that
is a Laurent series for N (w α w 0 w α , λ) in a neighbourhood of λ 0 , where:
..,n are the standard basis vectors in R n .
• For k ∈ Z n , we write k = n i=1 |k i |.
• N k is the corresponding k-coefficient in the Laurent series of N (w α w 0 w α , λ); when k ≥ 1, these coefficients will not play a role in the following computations. Restricting N (w α w 0 w α , λ) (in the λ variable) to S yields:
For a vector v = 0, parallel to S, we define
The fact that this limits indeed exist, i.e. ∇ℓ 2 , v = 0, is due to (Assumption 5). Note that κ i is independent of the choice of v. Taking the limit of N (w α w 0 w α , λ) at λ 0 along S yields
where
This is well defined, i.e. κ 1 = −1, due to (Assumption 5). Claim: P is a projection. Indeed, applying Equation (3.3),
Since P is a G-equivariant and a projection, it follows that (3.7) Ind G B λ 0 = Im P ⊕ Ker P. It remains to prove that KerA 0 = ImP and ImA 0 = KerP . Since
it follows that KerA 0 ⊆ ImP . Assume the KerA 0 ImP . Note that Id − P is a projection on KerP . It holds that (3.8)
By our assumption A 0 •P = 0. We note that, since Ev 0 = v 0 , v 0 ∈ KerP and hence A 0 •(Id − P ) = 0. It follows that ImA 0 has at least two irreducible subrepresentations in contradiction with the fact that, by (Assumption 6), it has a unique irreducible subrepresentation. We conclude that KerA 0 = ImP and, from Equation (3.8), it follows that ImA 0 = KerP .
Remark 3.2. It follows from the proof that Ind
is the eigenspace of E of eigenvalue 1 and Ind G P (St M ⊗χ 0 ) is eigenspace of eigenvalue −κ 1 = 1. We note here that the decomposition in Equation (3.2) and the projection P in Equation (3.6) are independent of S and only the eigenvalues of E depend on S.
Using induction in stages, Equation (2.7), (Assumption 6) may be replaced with the following weaker assumption: (Assumption 6') Let L be a standard Levi containing w α and w ′ (and hence M ⊂ L) and assume that Ind L P ∩L 1 M ⊗χ 0 admits a unique irreducible subrepresentation. Corollary 3.3. Under assumptions 1-5 and 6' Equation (3.2) holds.
Proof. Indeed, the conditions of Theorem 3.1 applies to Ind L B∩L λ 0 and hence Ind
Applying induction by stages yield
where Q is the standard parabolic subgroup whose Levi subgroup is L.
Existence of λ 0
One question which arises from the discussion in Section 3 is whether there exist points λ 0 which satisfy the assumptions of Theorem 3.1. In this section, we show that for any simple group G (satisfying the assumptions in Section 2) and any simple root of G, one can choose λ 0 as in Theorem 3.1. We prove:
Theorem 4.1. Fix α ∈ ∆, λ ′ ∈ a * R and S ⊂ ∆ \ {α} satisfying: (1) There exists β ∈ S such that β, α ∨ = 0 (i.e. α and β are neighbours in the Dynkin diagram of G).
Furthermore, both Ind Proof of Theorem 4.1. In order to prove Theorem 4.1, we construct a system of equalities and inequalities, System I, whose solutions are guaranteed to satisfy the assumptions of Theorem 3.1. We then show that this system is equivalent to the system, System IV, given by the assumptions of Theorem 4.1. We list the assumptions of Theorem 3.1 and reinterpret some of them as inequalities that will compose our system; other assumptions (i.e. (Assumption 1), (Assumption 2) and (Assumption 4)) will be quoted verbatim in System I. We drop (Assumption 5) since, as explained in Section 3, it follows from (Assumption 4).
Assume that λ ′ = w α · λ 0 lies in the anti-dominant chamber. Let S = {γ ∈ ∆ | λ ′ , γ ∨ = 0}. It follows from (Assumption 2) that S = ∅ and that w 0 ∈ W M S . By induction in stages, it holds that (4.2) Ind
We prove in Lemma 2.3 that Ind
1 is irreducible. It is also spherical and hence, by Equation (2.7), it follows that N (w 0 , w α · λ 0 ) = Id.
(Assumption 4) Assume that w 0 does not commute with w α .
(Assumption 6) Assume that Ind G P 1 M ⊗χ 0 admits a unique irreducible subrepresentation.
Let λ ′ = w α · λ 0 and S be as in Equation (4.2). Since Ind If χ 0 , β ∨ ≤ 0 for any β ∈ Φ + \ {α} and St M is irreducible, then (Assumption 7) follows from the Langlands' subrepresentation theorem since St M is tempered (indeed, it is a discrete series representation) and Ind
We summarize this discussion by the following system of equalities and inequalities: System I:. Pick w ∈ W and λ ∈ a * R such that:
We now argue that System I is equivalent to the system in the statement of Theorem 4.1, System IV. We do this in stages by showing the equivalence of System I, System II, System III and System IV.
Note that λ, α ∨ = 1 implies w α · λ = λ − α. We make a change of variables λ ′ = w α · λ and get an equivalent system: System II:. Pick w ∈ W and λ ′ ∈ a * R such that:
Since λ ′ is anti-dominant, Stab W (λ ′ ) is generated by simple reflections. In particular, Stab W (λ ′ ) = s β | λ ′ , β ∨ = 0, β ∈ ∆ is not trivial if and only if λ ′ is on a wall of the chamber.
We now consider the following system: System III:. Pick a subset S ⊂ ∆ \ {α} and λ ′ ∈ a * R such that: (1) There exist β ∈ S such that β, α ∨ = 0.
The set of solutions of this system equals the set of solutions of System II as will be explained now.
• Let w ∈ W and λ ′ ∈ a * R constitute a solution of System II. We automatically see that II.3 implies III.2, II.5 implies III.4 and II.4 implies III.5. Let
This choice automatically guarantees System III.3. It remains to show that System III.1 holds.
Assume that β, α ∨ = 0 for all β ∈ S. II.5 implies that λ ′ is anti-dominant and hence Stab W (λ ′ ) = w β | β ∈ S . II.2 implies that Stab W (λ ′ ) is non-trivial. In fact, it follows that S = ∅. If β, α ∨ = 0 for all β ∈ S it would imply that [w, w α ] = 1 for all w ∈ Stab W (λ ′ ) contradicting II.1.
• Let S ⊂ ∆ \ {α} and λ ′ ∈ a * R constitute a solution of System III. We automatically see that III.2 implies II.3 and III.5 implies II.4. Also, III.2, III.3 and III.4 implies II.5 and, in particular, λ ′ lies in the anti-dominant chamber.
Again, Stab W (λ ′ ) = w β | β ∈ S and III.1 implies that there exists w ∈ Stab W (λ ′ ) such that [w, w α ] = 1 (say, w = w β ) so II.1 and II.2 hold. In particular, any solution of System II is attained this way. It is shown in Appendix A that, in fact, III.5 is redundant. Hence, System III is equivalent to the following system: System IV:. Pick a subset S ⊂ ∆ \ {α} and λ ′ ∈ a * R such that:
We now wish to consider a few particular examples of G, α and λ 0 given by Theorem 4.1. For simplicity, we assume that F is non-Archimedean.
Example 4.6. We consider simple, connected, simply-connected, split groups of rank 2. In this case, G is either of type A 2 , B 2 = C 2 or G 2 . Namely, its Dynkin diagram is one of the following:
For each of these groups, and every α ∈ ∆, S may be only S = ∆ \ {α}. The possible λ 0 given by Theorem 4.1 are listed in the following table.
For each of these points, we get a decomposition of the form
as in Corollary 4.4. However, some of these points could be associated to a degenerate principal series representation induced from the other maximal parabolic. Namely, there exist an s such that I P {α 2−i } (s) = Ind
is a subrepresentation of Ind G B λ 0 . These degenerate principal series are given in the following table:
Let π 1 ⊕ π −κ 1 be the maximal semi-simple subrepresentation of Ind G B λ 0 . Obviously, π 1 is a subrepresentation of I P {α 2−i } (s). We wish do determine whether π −κ 1 is also a subrepresentation of I P {α 2−i } (s) or not. We answer this question for the p-adic case (in the Archimedean case the results are similar, while the arguments are more involved).
• A 2 case: In this case, I P {α 1 } − In what follows, we use the following notations on the Dynkin-diagram:
• We use • to denote the simple root α.
• We use × to denote simple roots in S.
• We use • to denote other simple roots.
• The k-vertex in a Dynkin diagram is associated to the simple root denoted α k . We further denote by ω k the k th fundamental weight and by w k = w α k the simple reflection associated to α k . For α = α 1 , we have two possible choices for the set S: either {α 2 } or {α 2 , α 3 }. For α = α 2 , we have three possible choices for the set S: either {α 1 }, {α 3 } or {α 1 , α 3 }.
The analysis for α = α 3 is similar to the case of α 1 . [HS] that, in fact, π 1 is the unique irreducible subrepresentation of Π.
Decomposition with Respect to Levi Subgroups of Higher Semi-Simple Rank
In this section, we discuss a generalization of Theorem 3.1. This generalization allows to consider points λ 0 where one could apply Theorem 3.1 to triples (λ 0 , α, w α 0 ) with more than one simple root α. In such a case, one would be able to prove a finer decomposition of Ind G B λ 0 into a direct sum of generalized degenerate principal series.
5.1. Commuting Projections. Let Θ = {α 1 , ..., α k } ⊂ ∆, with 1 ≤ k ≤ n and P (k) = {X ⊂ {1, ..., k}}. We recall the parabolic subgroup, Corollary 5.1. Assume that λ 0 satisfies assumptions 1-6 and 7' with respect to each triple λ 0 , α i , w
. Further assume that the projections P i are mutually commuting. Then
0 w k are all commuting, then so are P 1 , P 2 ,..., P k . Proof. For X ∈ P, let
One simply checks that {P X | X ∈ P (k)} is a set of mutually orthogonal (and hence commuting) projections on Ind
On the other hand, for X ∈ P (k), we have
(5.4)
Remark 5.3. If the projections P 1 , ..., P k were not commuting, one can show that the resulting enodmorphisms P X would be unipotent and not projective. This shows that some of the (not necessarily irreducible) constituents Ind 5.2. Examples. We now wish to use Theorem 4.1, Corollary 3.3 and Remark 5.2 in order to find points λ 0 which satisfy the assumptions of Corollary 5.1. For the sake of this computation, it is more convenient to consider triples (λ 0 , α i , S i ), where S i ⊂ ∆ as in Section 4, and let w (i) 0 ∈ W S as in the proof of Theorem 4.1. In order to mark our choice of α i and S i we use the following markings on the Dynkin diagram of G (similar to the notations used in Section 4):
• We use • to denote the simple roots in Θ.
• We use × to denote simple roots which lie in one of the S i .
• We use • to denote simple roots not in ∪S i .
• The k-vertex in a Dynkin diagram is associated to the simple root denoted α k . We further denote by ω k the k th fundamental weight and by w k = w α k the simple reflection associated to α k . We note that it is enough to consider root systems of type A n , D n and E n . Since the underlying graph of type B n , C n , G 2 or F 4 is the same as that of A n , it is enough to consider those.
Furthermore, in the following discussion, we make the following assumptions:
• Consider the "horns", α n−1 and α n of the Dynkin diagram of type D n . Generically w n−1 w (n−1) 0 w n−1 and w n w (n) 0 w n will not commute and hence we do not treat this case. Hence, a "generic" choice of vertices on the Dynkin diagram of type D n can be done in the diagram of type A n−1 .
It should be noted that, for particular choices of w (n−1) 0 and w (n) 0 , these words do commute.
• For similar reasons, we consider only the cases where {α i } ∪ S i are disjoint and for any i = j the sub-Dynkin diagram with vertices {α i , α j } ∪ S i ∪ S j is disjoint. In particular, we assume that rank (G) ≥ 5. These examples shows that in order for the intertwining operators to commute, the choice of vertices i 1 ,...,i l in the diagram and the set of balls B 1 (r),...,B l (r) of radius r around them should satisfy the following conditions:
(1) B j (1) \ {α j } for any 1 ≤ j ≤ n.
(2) B j (1) ∩ B k (1) = ∅ for all j = k.
(3) For any j there exist at most one k such that B j (2)∩B k (2) = ∅, in which case [B j (1) ∪ B k (1)]\ α i j , α i k ∪ (B j (2) ∩ B k (2)) = ∅. We now list the possible choices of vertices in the Dynkin diagrams of type E n . We also denote the different maximal choices of S 1 and S 2 . Type E 8
