The success of many computer vision tasks lies in the ability to exploit the interdependency between different image modalities such as intensity and depth. Fusing corresponding information can be achieved on several levels, and one promising approach is the integration at a low level. Moreover, sparse signal models have successfully been used in many vision applications. Within this area of research, the so-called co-sparse analysis model has attracted considerably less attention than its well-known counterpart, the sparse synthesis model, although it has been proven to be very useful in various image processing applications. In this paper, we propose a bimodal co-sparse analysis model that is able to capture the interdependency of two image modalities. It is based on the assumption that a pair of analysis operators exists, so that the co-supports of the corresponding bimodal image structures have a large overlap. We propose an algorithm that is able to learn such a coupled pair of operators from registered and noise-free training data. Furthermore, we explain how this model can be applied to solve linear inverse problems in image processing and how it can be used as a prior in bimodal image registration tasks. This paper extends the work of some of the authors by two major contributions. Communicated by Julien Mairal, Francis Bach, Michael Elad. M. Kiechle (B) · T. Habigt · S. Hawe · M. Kleinsteuber
Introduction
In the past, the majority of methods tackling problems in computer vision were focused on working on a single image modality, typically a color or grayscale image captured with a digital camera. Due to the progress in sensor technologies, sensors that capture different types of image modalities beyond intensity have become affordable and popular. Wellknown examples of multi-modal image sensors include thermal, multispectral and depth cameras, as well as magnetic resonance imaging (MRI) or positron emission tomography (PET). These image signals often carry information about one another and exploiting this interdependency is beneficial for solving various problems in computer vision, such as reconstruction, registration, segmentation, detection, or recognition, in a more robust way. Inspired by biological systems, which perceive their environment through many different signal modalities at once, fusing sensory information from different modalities has emerged as an important research topic. Existing fusion schemes can be grouped according to their level of fusion. Methods of decision-level fusion work independently on the different modalities to make separate task-dependent decisions, which are then fused according to a certain rule or confidence measure. Feature-level fusion methods integrate modality-specific features to derive a decision, for instance the well-known bag-ofwords method in object classification. The method presented in this paper, belongs to the group of low-level fusion, where the multimodal information is integrated on the pixel level.
Often, low-level integration is interpreted as finding a mapping from one modality or image domain to another. Typically, this mapping is learned from sets of aligned local image patches to make corresponding algorithms computationally tractable (Freeman et al. 2000; Baker and Kanade 2002; Chang et al. 2004; Liu et al. 2007 ). More recent approaches aim at capturing the low-level integration across modalities via sparse coding, where the interdependencies of the signals are reflected in interdependencies of their sparse codes. This concept is used in several methods to find a mapping between different resolution levels or across image modalities. In Yang et al. (2010) , Zeyde et al. (2012) , such a scheme is applied to single image super-resolution (SR). Two dictionaries are learned for corresponding lowresolution (LR) and high-resolution (HR) image patches and the two domains are fused through a common sparse representation. Li et al. (2012) propose a SR approach across the two different modalities intensity and depth. Therein, three domains are fused through different dictionaries for LR and HR depth-, as well as HR intensity-patches. The dictionaries are learned under the constraint that the corresponding sparse representation have a common support.
However, the assumption of a common sparse code across different modalities is often too strict in practice. In Mairal et al. (2012) , a less restrictive model is proposed, in which a dictionary is learned for the source image domain together with a transformation matrix, which transforms the sparse representations of the source domain to signals in the target domain. Wang et al. (2012) use linear regression between the sparse representations over different dictionaries for the image domains. A similar idea is followed by Jia et al. (2013) , who refine the linear mapping of sparse codes by a local parameter regression for different subsets of sparse representations. While all of these fusion methods rely on the sparse synthesis model, the related co-sparse analysis model (Elad et al. 2007) has not been considered yet in such a multi-modal setting. This is particularly surprising given its excellent performance in unimodal image processing tasks Hawe et al. 2013; Yaghoobi et al. 2013; Chen et al. 2014) .
In this work, we propose a bimodal data model based on co-sparsity for two image modalities. It allows finding signal representations that have a correlated co-sparse representation across the two different image domains. The main motivation for choosing the analysis over the synthesis model is that in the analysis model, the sparse code of a query signal can be obtained extremely fast without the need to solve the sparse coding problem. This enables to use co-sparsity as a prior in applications such as image registration, which might otherwise be difficult to achieve using synthesis sparsity.
Furthermore, we revisit the learning procedure proposed by some of the authors in Kiechle et al. (2013) . Adjustments are made that allow for learning mean-free rows of the operator, which accounts for the fact that the analyzed version of an image patch should not be influenced by a shift in illumination. We show how these additional constraints in the learning procedure lead to an optimization problem on a smooth Riemannian manifold and propose a geometric conjugate gradient method for finding optimal analysis operators. To demonstrate both, the descriptive power and crossmodal coupling of our model, we first propose to employ it as a prior for solving inverse problems, which we validate in an image guided depth-map reconstruction task. As a second application scenario, we use our model within a novel algorithm for bimodal image registration, which, to the best of our knowledge, is the first sparsity-based approach to tackle this problem. Concretely, we combine the proposed joint bimodal co-sparsity model with an optimization on Lie groups and achieve favorable results in comparison to other bimodal image registration methods.
We outline the remainder of this paper as follows. In Sect. 2, the joint bimodal co-sparse analysis model is described and an appropriate learning objective is derived. Subsequently, we explain in Sect. 3 how a solution of this learning objective can be computed efficiently, using optimization techniques on matrix manifolds. Sections 4 and 5 contain the experiments on bimodal image reconstruction and bimodal image registration.
Bimodal Co-sparse Analysis Model
In this section, we integrate the concept of learning co-sparse representations from training signals with the idea of joint sparsity of two different signal domains. Before detailing our approach to this joint co-sparsity model, we need to review some important aspects our method is built upon.
Revisiting the Unimodal Co-sparse Analysis Model
The (unimodal) co-sparse analysis model Nam et al. (2013) , Ophir et al. (2011) assumes that for a given class of signals S ⊂ R n , there exists a so-called analysis operator ∈ R k×n such that the analyzed vector s is sparse for all s ∈ S.
(1) From a geometrical perspective, S is contained in a union of subspaces and s ∈ S lies in the intersection of all hyperplanes whose normal vectors are given by the rows of that are indexed by the zero entries of s. This index set is called the co-support of s and is denoted by
where ( s) j is the jth entry of the analyzed vector. In image processing applications, S typically consists of vectorized image patches. One prominent example of a co-sparse analysis model is the total-variation operator, a finite-difference discretization of the derivative, as the analysis operator for piecewise constant images. This ad-hoc model assumes that differences of neighboring pixel intensities result in a sparse vector. Albeit popular use in many image processing applications, it has been shown that such ad-hoc models are inferior to models that are adapted to the specific class S of interest, (cf. Hawe et al. 2013; Rubinstein et al. 2013; Ravishankar and Bresler 2013; Yaghoobi et al. 2013; Chen et al. 2014) . Consequently, analysis operator learning aims at finding the most suitable analysis operator for a given class S of signals, formally denoted by
where s i are training samples drawn from S. Obviously, this problem has the global but useless solution = 0 and additional constraints are required to avoid this. We will examine some useful constraints in Sect. 2.1.3.
Relaxation of Strict Co-sparsity
Clearly, the model in (3) is idealized, since in practice the entries of the analyzed vectors are not exactly equal to zero but small in magnitude. To relax this strict co-sparsity assumption, the smooth log-square function
is used in place of the 0 -pseudo-norm. Here, x j denotes the jth entry of x. Similar to the log-sum sparsity measure proposed in Candès et al. (2008) , the log-square function in (4) is-up to a constant factor-a good approximation of 0sparsity for large values of ν. Indeed, using l'Hôpital's rule, it is easily verified that
Using the log-square sparsity measure leads to the relaxed co-sparse analysis operator learning formulation Despite being non-convex, the log-square term has favorable properties such as smoothness and close resemblance to 0 -sparsity, as shown in Fig. 1 .
Pre-processing of Local Image Patches
Ultimately we want to find a model that is valid for images independent of their spatial extent. To that end, we follow the common paradigm to assume that images consist of a finite number of local image structures. Furthermore, we rely on the well-established bias-and-gain model for image patches in order to obtain a learning scheme that is invariant under affine variations in illumination. In general, a signal bias and gain, say c and a will influence the analyzed image patch, i.e. s = (as + c 1 n ), a, c ∈ R
where 1 n is the vector with all entries being equal to one. A straightforward and popular way to overcome this issue, is to subtract the signal mean and normalize the resulting vector to unit Euclidean norm. If we denote I n as the identity matrix, J n as a matrix with all elements equal to one and s ac as an arbitrary signal with bias and gain, we can express a normalized centered local image patch s in its vectorized version as
In order to deal with constant patches in the learning process, we set s = 0 whenever s a = 0.
Regularizing Analysis Operator Learning
When minimizing the learning objective in (6), we need constraints on to avoid the trivial solution. In a first step, we require the rows of to have unit Euclidean norm as described in Kiechle et al. (2013) , i.e. we restrict the transpose of possible solutions to the so-called oblique manifold
where S n−1 denotes the unit sphere in R n . A more thorough inspection of the pre-processing step in (8) reveals that subtracting the signal mean equals to projecting the signal onto the orthogonal complement of 1 n , which we denote by 1 ⊥ n . This operation, however, introduces another trivial solution 1 √ n 1 n for the rows ω of the operator that does not encode any useful information. Therefore, we extend the previous approach by further restricting the rows of possible solutions to the orthogonal complement of 1 n , which is also proposed in Yaghoobi et al. (2013) . As a result, the transposed of admissible solutions is contained in the set
We will show in Sect. 3.2 that R is in fact a smooth Riemannian manifold, which allows us to elegantly prevent any trivial solution by using an appropriate geometric gradient algorithm.
In addition to avoiding trivial solutions, it has been well investigated, e.g. in Hawe et al. (2013) , Yaghoobi et al. (2013) , that coherence and rank are important properties to control for finding analysis operators that well represent a signal class. As a consequence, we follow the approach in Hawe et al. (2013) and regularize the rank of | 1 ⊥ n with the penalty function
in which the columns of W ∈ R n×(n−1) form an arbitrary orthonormal basis of 1 ⊥ n . This adjustment to the original penalty accounts for the rank deficiency of introduced by (10). Similarly, we adopt the log-barrier function on the scalar product of all operator rows to control the coherence of the operator and enforce distinct rows, i.e.
With κ, μ ∈ R + denoting positive weights, the combination of these two regularizers
in conjunction with the co-sparsity objective function (6) comprises the unimodal learning problem
2.2 Joint Analysis Co-sparsity
In this work, we consider two signal classes S U and S V of different modalities that emanate from the same physical object. Consider for example an intensity image and a depth map captured from the same scene. More precisely,
We assume that these signal pairs (s U , s V ) allow a co-sparse representation with an appropriate pair of analysis operators
Based on the knowledge that the structure of a signal is encoded in its co-support (2), we assume that a pair of analysis operators exists such that the intersection of the co-supports of U s U and V s V is large. Thus, let
the concatenated sparse codes, then the proposed bimodal co-sparse analysis model is based on the idea that A will be row-wise sparse. This is typically achieved by minimizing a mixed 2 -0 -norm (Tropp et al. 2006; Mishali and Eldar 2008; Hyder and Mahata 2009 )
Geometrically interpreted, we aim at partitioning the signal space for each of the two modalities in such a way, that the partitions not only represent subsets of unimodal signals but simultaneously relate to a partition of the other modality. Specifically, we aim at learning the coupled pair of bimodal analysis operators ( U , V ) ∈ R k×n U × R k×n V for two signal modalities. Therefore, we use a set of M aligned and corresponding training pairs
For simplicity, we assume throughout this work that training signals of both modalities have the same size, i.e. n U =n V =n.
Consequently, this means that we seek the solution ( U , V ) that minimizes the sum of A 2,0 over all sample pairs within the training set. A relaxation of the mixed 2 -
which we use in the remainder of the paper to measure and control joint co-sparsity of a pair of bimodal analysis operators and local image patches.
Since we want to find the ideal pair of bimodal operators for a given training set, we minimize the empirical expectation of (17) over all training signal pairs, which reads as
Including the coherence and rank regularizers from (13), we obtain the learning objective
Using this, we finally state the problem of finding an appropriate pair of joint bimodal co-sparse analysis operators as
Joint Bimodal Analysis Operator Learning Algorithm
In order to obtain an optimal solution to (20), we employ a conjugate gradient method on manifolds. To make this work self-contained, we briefly review gradient descent and conjugate gradient methods on matrix manifolds in general and point the interested reader to Absil et al. (2008) for further details. Based on this concept, we then derive the learning algorithm for the proposed joint bimodal analysis operators in Sect. 3.2. The proposed optimization framework will also prove useful for the reconstruction and alignment algorithms presented in Sects. 4 and 5, respectively.
Line Search Methods on Matrix Manifolds
Let M be a smooth Riemannian sub-manifold of a finite dimensional real vector space V with a scalar product ·, · and consider the problem of minimizing a smooth real valued function
The general idea of line search methods like conjugate gradient or gradient descent algorithms on manifolds is that, starting from some point X ∈ M we search along a curve on the manifold towards the minimizer of (21). In our setting, the descent direction is an element of the tangent space T X M, and we search for the updated iterate along geodesics.
In the case where f is defined in the embedding space V, its gradient ∇ f (X) with respect to ·, · is uniquely determined by
The Riemannian gradient G(X), which serves as the (negative) search direction for a gradient descent method on manifolds, is simply the orthogonal projection of ∇ f (X) onto the tangent space T X M, i.e.
with T X M denoting the orthogonal projection with respect to ·, · . Now let t → (X, H, t) denote the geodesic ema-
Schematically, line search methods on manifolds update the ith estimate X i by a step along the curve
where
In practice, faster convergence can often be achieved by adapting conjugate gradient methods to the manifold setting. In this case, the search direction H i+1 ∈ T X i+1 M is a linear combination of the Riemannian gradient G i+1 := G(X i+1 ) ∈ T X i+1 M and the previous search direction H i . Since linear combinations of elements from different tangent spaces are not defined, parallel transport along geodesics is used to identify the different tangent spaces. If we denote this parallel transport by
the conjugate gradient method on manifold updates the search direction via
where initially, H 0 := −G 0 . For our purposes, the update parameter β i is chosen according to a manifold adaption of the Fletcher-Reeves and Dai-Yuan formula. More precisely, we employ a hybridization of the Hestenes-Stiefel Formula and the Dai Yuan formula
which has been suggested in Dai and Yuan (2001) , where
Geometric Conjugate Gradient for Joint Bimodal Analysis Operator Learning
We propose a geometric conjugate gradient method as explained in the previous subsection to tackle problem (20) for learning the joint bimodal analysis operator. First, we have to ensure that R as given in (10) is indeed a manifold.
with
Proof By using the product manifold structure, it is sufficient to show that S n−1 ∩ 1 ⊥ n is a submanifold of R n with its tangent space as given in (32). Consider the function
Then S n−1 ∩ 1 ⊥ n = F −1 (0) and the derivative of F is given by
which is surjective for all x ∈ S n−1 ∩ 1 ⊥ n . The regular value theorem now implies that S n−1 ∩ 1 ⊥ n is a submanifold of R n and that T x (S n−1 ∩ 1 ⊥ n ) is given by the null space of D F(x), yielding Eq. (32).
With respect to the standard inner product, the orthogonal projection onto T x (S n−1 ∩ 1 ⊥ n ) is given by the projection matrix
has orthonormal columns. Using the product manifold structure, we find the orthogonal projection from R k×n onto T X R as X y 1 , . . . , y k = P x 1 y 1 , . . . , P x k y k . In order to compute the Riemannian gradient of the learning function (19), note that the gradient with respect to the standard inner product is given by
where ∇ U and ∇ V denote the gradient of L with respect to its first and second input. Using Eq. (37), the Riemannian gradient is thus
Since R is a submanifold of the oblique manifold OB(n, k), the formulas for the geodesics and the parallel transport coincide. We refer to Hawe et al. (2013) for explicit formulas for the geodesics and the parallel transport. Following the general conjugate gradient scheme presented in Sect. 3.1, it is now straightforward to implement the learning algorithm.
Concerning the choice of training samples, we randomly select M pairs of aligned patches (s (i) U , s (i) V ) from noise-free images. Moreover, the patches are normalized according to (8) . Figure 2 illustrates the rows of learned operator pairs as square patches for the two bimodal image setups intensity and depth as well as intensity and near infrared (NIR). These are used in the experiments in Sects. 4.3 and 5.2. Note how the intensity operators differ between the two setups due to the bimodal coupling with depth and infrared modalities respectively.
Learning such pairs of operators from several thousand samples on a standard desktop PC can be accomplished within the order of a few minutes. For the experiments in Sects. 4 and 5 we trained the two operators from M = 15,000 patch pairs with a size of √ n = 5. Our algorithm completed this task on an Intel Core i7 3.2 GHz CPU with 4 GB of memory and unoptimized Matlab code in about 140 s.
Bimodal Image Reconstruction
The proposed model is based on learning from local patches. Yet, we want to apply this model to entire images of much larger dimension. Therefore, we first need a global formulation of the local operators to process images. Such a formulation is developed in Sect. 4.1. In Sect. 4.2, we will then show how image reconstruction can be achieved using these global operators and demonstrate its practical applicability in a super-resolution experiment in Sect. 4.3.
Applying the Patch-Based Operators to Images
According to Hawe et al. (2013) , a global analysis operator F ∈ R K ×N is constructed from a patch based operator ∈ R k×n as follows. Denote the operator that extracts the normalized ( √ n × √ n)-dimensional patch centered at position (r, c) from the entire image as P rc ∈ R n×N . The global analysis operator is then given as
with K = N k, i.e. all patch positions are considered. Also, w, h denote the height and width of the original image and N =wh . We use the reflective boundary condition to deal with areas along image borders.
Formulation of the Bimodal Image Reconstruction Problem
The general goal of the bimodal image reconstruction task is to recover an aligned pair of bimodal images s U ,
Here, s U , s V are the vectorized versions of the original images from each of the two modalities, obtained by ordering their entries lexicographically.
In our reconstruction approach, we treat the problem of bimodal image reconstruction as a linear inverse problem. Formally, the relation between s U , s V and y U , y V is given by
U ∈ R m U ×N , V ∈ R m V ×N model the sampling process of the measurements and e U ∈ R m U , e V ∈ R m V model noise and potential sampling errors. For typical reconstruction tasks, the dimensions m U , m V of the measurement vectors may be significantly smaller than the dimension N . Consequently, reconstructing s U , s V in (41) is highly ill-posed.
To resolve this, the bimodal data model is employed as a co-sparsity prior to regularize the image reconstruction. Accordingly, we aim to solve
We denote d E as an appropriate data fidelity measure and use the weighting factor λ to balance the solution between data fidelity and joint co-sparsity. Consequently, the analyzed versions of both modalities are enforced to have a correlated co-support and as a result, the two signals are coupled.
Depending on the choice of the measurement operators U , V , different reconstruction tasks such as denoising, inpainting, or upsampling can be performed. This can be accomplished jointly on both signals simultaneously or only on one single modality, while the other reinforces the cosparsity and data priors. We show in the following section how image guided depth map SR can be accomplished using this model.
Image-Guided Depth Map Super-Resolution
In this experiment, we apply the proposed reconstruction approach to the image modalities intensity and depth. Due to the availability of affordable sensors, this has become a common bimodal image setup. We now focus on recovering the HR depth image s D from LR depth measurements y D , given a fixed high quality intensity image s I =y I . In this case, I is the identity operator and the analyzed intensity image is constant, i.e. 
This simplifies problem (42) for recovering the HR depth map to
The suitability of the data fidelity term d E depends on the error model of the depth data and can be chosen accordingly. For instance, this may be an error measure tailored to a sensor specific error model, as described for the Kinect sensor in Kiechle et al. (2013) . In this way, knowledge about the scene gained from the intensity image and its co-support regarding the bimodal analysis operators helps to determine the HR depth signal.
To compare our results to state-of-the-art methods, we quantitatively evaluate our algorithm on the four standard test images 'Tsukuba', 'Venus', 'Teddy', and 'Cones' from the Middlebury dataset Scharstein and Szeliski (2003) . To artificially create LR input depth maps, we scale the ground truth depth maps down by a factor of d in both vertical and horizontal dimension. We first blur the available HR image with a Gaussian kernel of size (2d − 1) × (2d − 1) and standard deviation σ = d/3 before downsampling. The LR depth map and the corresponding HR intensity image are the input to our algorithm.
In this reconstruction from LR measurements, we assume an i.i.d. normal distribution of the error, which leads to the data fidelity term
Plugging this term into (44) yields the formulation for image guided super-resolution of the HR depth image, namely
We solve problem (46) using a standard conjugate gradient method and an Armijo step size selection. To achieve the best results within few iterations, we start with a large value of λ and restart the conjugate gradient optimization procedure several times, while consecutively shrinking the multiplier to a final value of λ = 1. Problem (46) is not convex and convergence to a global minimum can not be guaranteed.
In practice however, we always obtain accurate depth maps from random initializations of s D . For the evaluation of our approach, we train one fixed operator pair and use it in all presented intensity and depth experiments. To that end, we gather a total of M = 15000 pairs of square sample patches of size √ n = 5 from the five registered intensity and depth image pairs 'Baby1', 'Bowl-ing1', 'Moebius', 'Reindeer' and 'Sawtooth' of the Middlebury stereo set Scharstein and Szeliski (2003) . Furthermore, we learn the operators with twofold redundancy, i.e. k = 2n, resulting in the operator pair ( I , D ) ∈ R 50×25 × R 50×25 and empirically set the remaining learning parameters to ν = 400, κ I = 5, κ D = 22, μ I = 10 2 and μ D = 2.5 · 10 4 .
Following the methodology described in the work of comparable depth map SR approaches, we use the Middlebury stereo matching online evaluation tool 1 to quantitatively assess the accuracy of our results with respect to the ground truth data. We report the percentage of bad pixels over all pixels in the depth map with an error threshold of δ = 1. Additionally, we provide the root-mean-square error (RMSE) based on 8-bit images. We compare our results to several of the state-of-the-art methods for image guided depth map SR. Here, we focus on methods that conduct 1 http://vision.middlebury.edu/stereo/eval/.
the same experiments and point the reader to Kiechle et al. (2013) for a more comprehensive review of related methods. Yang et al. (2007) apply bilateral filtering to depth cost volumes in order to iteratively refine an estimate using an additional color image. Chan et al. (2008) elaborate on this approach with a fast and noise-aware joint bilateral filter. In the work of Diebel and Thrun (2005) , color image information is used to guide depth reconstruction by computing the smoothness term in Markov-Random-Field formulation according to texture derivatives, which is extended in Lu et al. (2011) by a data term better adapted to depth images. We also compare our results to a unimodal co-sparse analysis operator proposed by some of the authors in , which we learn from depth samples only. Since the unimodal approach has to solve a harder problem, this demonstrates how a bimodal approach can practically contribute to improvements in reconstruction quality. For completeness, we also include the results achieved with the joint intensity and depth (JID) method proposed earlier (Kiechle et al. 2013) . Where an implementation is not publicly available, we rely on the results reported by the respective authors regarding the numerical comparison in Tables 1 and 2. Our method improves depth map SR considerably over simple interpolation approaches as depicted in Fig. 3 . Neither staircasing nor substantial blurring artifacts occur, particularly in areas with discontinuities. Also, there is no noticeable texture cross-talk in areas of smooth depth and cluttered intensity. Edges can be preserved with great detail due to the additional knowledge provided by the intensity image, even if SR is conducted using large upscaling factors. The quantitative comparison with other depth map SR methods demonstrates the excellent performance of our approach.
Bimodal Image Registration
Image registration is the process of geometrically aligning two images that were taken by e.g. different sensors, at different points in time or from different viewpoints. Automatic image registration can be categorized into feature-based and area-based algorithms. The first group of algorithms searches for salient features in both images (e.g. edges, corners, contours) and tries to find the matching pairs of features. The geometric transformation that minimizes the distance between matching features is then used to transform one of the images. Area-based algorithms do not consider at specific features but use the whole overlapping region between both images to evaluate the registration. In both cases a distance metric is needed to either match the features or to measure the similarity between image regions. In the unimodal registration case simple metrics like the sum of squared differences or correlation can be used. Multimodal registration is more chal- The figures represent the percentage of bad pixels with respect to all pixels of the ground truth data and an error threshold of δ = 1. Bold and underlined figures highlight the best and second best results a Only takes depth as input and therefore solves a harder problem lenging because the intensities of two different sensors can differ substantially when imaging the same physical object. This phenomenon is often called contrast reversal, as bright objects in one modality can be very dark in the other and vice versa. In general, no straight-forward functional relationship between the intensities of the sensors exists. Nevertheless, the approach of Orchard (2007) tries to find a piecewise linear mapping between the intensities of different modalities. The most popular metric for multimodal image registration is Mutual Information, originally introduced by Viola and Wells (1997) and Collignon et al. (1995) . A normalized version was later proposed by Studholme et al. (1999) that is bet- Fig. 3 A detail of the depth image 'Cones' from Scharstein and Szeliski (2003) after it was downsampled by a factor of 8 in vertical and horizontal direction and subsequently upscaled using the proposed method (b) and standard interpolation methods (c, d). a Original, b proposed method, c nearest neighbor interpolation, d bicubic interpolation ter suited to changing sizes of the overlapping region. Mutual Information is used for a variety of different applications and sensors as in medical registration (Pluim et al. 2003) , remote sensing (Cole-Rhodes et al. 2003; Fan et al. 2010 ) and surveillance (Krotosky and Trivedi 2007) . For more information about image registration, we refer to Brown (1992) and Zitová and Flusser (2003) who have published excellent overviews covering several decades of research in this area.
Bimodal Image Registration Algorithm
In this section we present an area-based approach that employs the formerly learned bimodal co-sparse analysis model for registration of two image modalities. We consider two images I U and I V of a 3D scene that are sensed through two modalities U and V . We further assume that these images can be aligned with a transformation τ that belongs to one of the following Lie groups G.
• The special orthogonal group SO(2);
• the special Euclidean group S E(2);
• the special affine group S A(2); • or, the affine group A(2).
This means that, if x denotes the homogeneous pixel coordinates for one modality, say I U , there exists some τ ∈ G such that the two images are perfectly aligned
Here, we have chosen the standard representation of the above groups in the set of (3 × 3) real matrices, and the standard group action τ x on the homogeneous coordinates is simply given by a matrix-vector multiplication. Note, that the inclusions SO(2) ⊂ S E(2) ⊂ S A(2) ⊂ A(2) hold. We use the shorthand notation τ • I for the transformed image, i.e.
(τ • I ) := I (τ x) for all pixel coordinates x (48) and employ cubic interpolation to calculate the pixel values. The aim of this section is to find τ by using the bimodal pair of analysis operators ( U , V ). The idea behind our approach is, that for an optimal transformation, the coupled sparsity measure should be minimized. Thus, we are searching for τ ∈ G such that
In order to tackle the above optimization problem, we follow an approach that is similar to what has been proposed in Peng et al. (2012) . It is based on iteratively updating the estimate of τ with group elements near the identity. Locally, the matrix exponential yields a diffeomorphism between a neighborhood of the identity in G and a neighborhood around 0 in the corresponding Lie algebra g of G. For the considered Lie groups at hand, each Lie algebra is contained in
which is the Lie algebra of A(2). Further restrictions on the parameters then lead to the corresponding Lie algebras for the respective sub groups: A = −A and b = 0 for SO(2), A = −A for S E(2) , and tr A = 0 for S A(2). Thus, for a transformation δ which is near the identity, we have δ = e H for some matrix H ∈ g in a neighborhood of 0. Now, in order to tackle the optimization problem (49) we proceed as follows. For legibility, denote
We employ a geometric gradient descent method described in Sect. 3.1 on the Lie group G for minimizing F(τ ) that updates τ in each step. To that end, we endow the set of (3 × 3) real matrices with the inner product
with P having positive entries and denoting the Hadamard product. The choice of P allows balancing the translational versus the rotational part of the chosen group, or the shearing part, respectively. This is commonly done to account for different magnitudes of the transformation parameters (Klein et al. 2010) . The algorithm below outlines the optimization procedure. Here, we choose the Armijo rule to determine the step size. We refer to Appendix for the derivation of the Values for the translation in x and y direction are given in pixels, the angle θ is given in degrees. The best results are printed bold gradient of F(δ • τ ). As a stopping criterion, we choose a threshold for the norm of the Riemannian gradient. Choose the Lie group G of admissible transformations and set τ 0 := id as an initialization. Then iterate the following steps until convergence.
Compute the Riemannian Gradient of
which is an element of the Lie algebra
2. Use the Armijo rule to choose t t ≈ arg min F(e tG • τ ).
3. Update τ ← e t G τ .
Evaluation
We compare our registration approach to two multimodal registration metrics, namely Mutual Information (MI) and Normalized Mutual Information (NMI) (Mattes et al. 2003) . The elastix image registration toolbox (Klein et al. 2010 ) provides the reference implementations of these metrics together with a gradient descent algorithm to find the transformation parameters. In all cases we use the standard parameters of the elastix toolbox. In our experiments, we use intensity and depth images from the Middlebury stereo set and images from the RGB-NIR Scene Dataset (Brown and Süsstrunk 2011) . The RGB-NIR dataset consists of RGB images and near-infrared (NIR) images that were captured with commercial DSLR cameras using filters for the visible and infrared spectrum. The spectra do not overlap (the cutoff wavelength is about 750 nm) and the NIR images give statistically different information from the R, G and B channel. Both datasets are very well registered and we use this registration as the ground truth and learn the operators on registered training images.
We train one fixed operator pair for each of the registration scenarios intensity+depth and intensity+NIR. For the intensity and depth setup, we use the same operator as in the reconstruction experiments in Sect. 4.3. For the intensity and NIR setup, we followed the same learning procedure, randomly collecting M = 15,000 pairs of square sample patches of size √ n = 5 from a total of 9 images in the training set, one from each category which we then exclude from testing. We set the learning parameters to ν = 200, κ I = 250, κ N = 1,000, μ I = 250 and μ N = 1,000. All other parameters are the same as for intensity and depth.
In order to evaluate the result of the registration of one image pair, we apply a synthetic deregistration to one of the images. This deregistration consists of a translation and a rotation and subsequently the registration algorithm searches for a transformation that belongs to the special Euclidian group. Both the elastix toolbox and our algorithm work on a Gaussian image pyramid of four levels. Table 3 shows the remaining registration error after running the different registration algorithms. Our method achieves comparable or better results than MI or NMI for all the modalities. The MI and NMI algorithms fail to register the intensity and depth image pair in most of the cases. This can be explained by the fact that intensity and depth are much less alike than intensity and near-infrared (see Fig. 5 ) and our algorithm can benefit from the learned operator pair that is adapted to the respective scenarios. The MI and NMI algorithms do not require this learning stage and are therefore better suited to tasks where the modalities are very similar. Figure 4 shows the registration error for various initial deregistrations of the intensity and depth image pair. Here, we define the remaining combined registration error as 
with x and y denoting the remaining translation error in x-and y-direction (in pixels) and θ denoting the remaining rotation error (in degrees). Dark blue areas in Fig. 4 correspond to small registration errors ( < 1) and red areas show large errors ( > 50), i.e. configurations where the registration failed. It can be seen that MI is susceptible to large translations and fails to align the images correctly. The direct comparison of our method and NMI shows that both algorithms can handle the initial deregistration better than MI but (a) (b) Fig. 6 Example of an intensity and depth image pair before and after the registration process using an affine transformation. a Deregistered input, b after registration our method achieves smaller remaining errors over a wider range of deregistration values. Figure 6 shows how our method performs for registration of an intensity and depth image pair using an affine transformation.
Conclusion and Discussion
We proposed to model the interdependencies of two image modalities by applying the analysis model in a joint cosparsity setup. The coupled analysis operators were learned by minimizing a joint co-sparsity function via a conjugate gradient method on an appropriate manifold.
The descriptive power of the learned model was evaluated in two different application scenarios. First, it was used as a regularizer for inverse problems in imaging and numerical experiments for image-guided depth map super-resolution are provided. As a second application scenario, we considered the problem of bimodal image registration. An algorithm on Lie groups was proposed that uses an afore learned pair of bimodal analysis operators to register intensity and depth images as well as intensity and NIR images.
Experiments in both applications showed that the proposed model is indeed a very useful tool in bimodal image modeling. Nevertheless, we would also like to share some observations regarding applicability and limitations of our approach. Our model is based on the assumption that a pair of analysis operators exists such that analyzed bimodal image patches have co-supports with significant overlap. In practice, one interesting case is the occurrence of constant patches in one image modality. Since constant patches always yield maximal co-support, they trivially fit the model. This has two notable consequences.
First, when learning the model parameters, constant patches do not influence the value of the cost function due to the pre-processing (constant patches are set to zero) and thus the learning of the operators. Considering a toy-example where one modality is always constant, this would lead to learning a unimodal analysis operator only for the other modality.
The second consequence concerns image analysis in terms of using the joint sparsity measure as a prior. Here, a patch pair fits the model best, if it achieves the largest joint cosparsity. In this regard, given a patch in one modality, a constant patch in the other modality will always be most suitable. This results in an advantage and a drawback. On one hand, forcing joint co-sparsity if one patch is constant is equivalent to forcing sparsity only in the other modality, which leads to the unimodal co-sparsity model. Considering that constant patches are often caused by a phenomenon that is simply not observable in both image modalities at once, this is clearly an advantage. On the other hand, forcing joint co-sparsity if one patch is not constant will lead to a constant patch in the other modality without any further constraints. This is the reason why taskspecific constraints, e.g. data fitting, are important. This limitation, however, is not specific to our bimodal model per se, but also valid for the unimodal co-sparse analysis model. In this section we derive the Riemannian gradient in Eq. (53) for the bimodal alignment algorithm. We make use of the following criterion for its derivation. Let ·, · P be the Riemannian metric on the Lie group G inherited from (52) and let F(·) be a smooth real valued function on G. Then the Riemannian gradient of F at δ ∈ G is the unique vector G ∈ T δ G, the tangent space at δ, such that d dt t=0
Acknowledgments
F(e tH δ) = H, G P
holds for all tangent elements H ∈ T δ G. For our purpose, we compute the gradient at δ = id. Now let B be the image region in which we want to align the modalities I U and I V . We assume that B is rectangular and denote by
the vectorized version of I over the domain B. Using Eq. (51) and the fact that c := F U I U is a constant vector, we compute by the chain rule that 
The last bracket is a vector where each of its entries is computed as 
where, as usual, vec(·) denotes the linear operator that stacks the columns of a matrix among each other and ⊗ is the Kronecker product. Note, that since we stick to the representation with homogeneous coordinates, ∇ I V ( 
we have d dt t=0 F(e tH δ) = r vec(H) = tr(vec −1 (r)H )
where the entries ofP are the inverse of the entries of P. Using Eq. (56), the Riemannian gradient is therefore the orthogonal projection of vec −1 (r) P with respect to ·, · P onto the tangent space of δ = id, which is nothing else than the Lie algebra g, i.e. grad δ F(δ • τ ) = g vec −1 (r) P .
If we further assume for the entries p i j of P that p 11 = p 22 and p 12 = p 21 ,
then, for the considered Lie groups, these projections are explicitly given by SO (X) = 1 2 (X 11 − X 11 ) 0 0 0 (64) SE (X) = 1 2 (X 11 − X 11 ) x 12 0 0 (65) S A (X) = (X 11 − 1 2 tr(X 11 )I 2 ) x 12 0 0 (66)
where X ∈ R 3×3 is partitioned as
