INTRODUCTION
Given an antichain A in P(n) the LYM inequality states that
This inequality is named after Lubell, Yamamoto, and Meshalkin, who proved it independently (see [5, 6, 8] ). A short proof of the inequality follows from noting that the left-hand side of the inequality is just the probability that a maximal chain (picked uniformly at random from the collection of all maximal chains) in P(n) intersects A. (The probability that a randomly chosen maximal chain contains a fixed set X # P(n) is ( n |X| ) &1 and the events that a chain contains the various elements of an antichain A are all disjoint.) Since it is a probability it is certainly at most 1.
The Bolloba s inequality [4] (stronger than the LYM inequality) has a similar proof. The inequality states that if A=(A i ) N 1 and B=(B i ) N 1 have the property that A i /B j if and only if i=j then
Here the probability that a randomly chosen maximal chain meets the interval [A i , B i ] is ( n& |Bi"Ai | |Ai | ) &1 and, by the condition on A and B, these events are disjoint. Thus (1) just states that the probability of a maximal chain meeting N i=1 [A i , B i ] is at most 1. In [2] Ahlswede and Zhang, again with an essentially probabilistic proof, extended these results by considering not just the event that a maximal chain meets a certain set system A but also the event that it leaves U (A). To be precise let us say that a maximal chain C leaves an upset U at U # U if U # C & U and C Â U for all C # C strictly below U. Of course, if C leaves U at U then it leaves along an exit edge an edge of P(n) joining U to P(n)"U. Ahlswede and Zhang define W A (X ) to be the number of exit edges of U (A) incident with X for X # U (A) and 0 otherwise. Equivalently
Note that W U( A ) (X )=W A (X ) for all X # P(n). Ahlswede and Zhang essentially proved the following theorem.
Theorem 1. Suppose U, D/P(n) are an upset and a downset respectively with U{<, P(n). If C is a maximal chain chosen uniformly at random then
Proof. First, note that if C meets U & D then it leaves U from U & D. Also, since U{<, P(n), the probability that C leaves U is 1. Second, if X is a set in U then
(The last factor is the proportion of downward edges from X which lead out of U.) Thus
. K
This theorem is a little too general to be useful. The following corollaries are much more natural. The first is essentially Theorem 1 in [2] .
Corollary 2 (Ahlswede and Zhang [2] ). If A/P(n) is an antichain then
Proof. In Theorem 1 set U=U (A) and D=D(A). Note that the first term on the left-hand side (as in the proof of the LYM inequality) is the probability that a randomly chosen maximal chain meets U (A) & D(A)=A. K Corollary 3 (Ahlswede and Zhang [3] ). If A=(A i ) N 1 and B=(B i ) N 1 have the property that A i /B j if and only if i=j then
Proof. In Theorem 1 set U=U (A) and D=D(B). K
The result we are most interested in this paper is the following result of Ahlswede and Cai [1] which generalizes the Bolloba s inequality to pairs of set systems, A and B, satisfying the following condition:
(If, in addition, each set in B contains exactly one set in A then we are in the setup of the Bolloba s inequality.)
Corollary 4 (Ahlswede and Cai [1] ). Let A, B/P(n) be two set systems satisfying (*) with U (A){<, P(n). For B # B set A B = [A # A : A/B]. Also let S= S # S S, and S= S # S S. Then :
In particular, given such systems we have :
Proof. In Theorem 1 let U=U (A), D=D(B) and note that the first term on the left-hand side is simply the probability that a random maximal chain meets U & D, computed using inclusionÂexclusion. K
In the remainder of the paper we characterize pairs of systems A, B satisfying the conditions of Corollary 4 for which (2) holds with equality. We call such pairs of systems extremal pairs. Section 2 presents most of the analysis of extremal pairs, culminating in Theorem 14, which gives necessary and sufficient conditions for a pair to be extremal. In Section 3 we give a (hopefully) more illuminating characterization in terms of matroids.
CHARACTERIZATION OF THE EXTREMAL SYSTEMS
We want to understand the structure of the cases of equality in (2) . There are two ways of looking at extremality; we can either use the fact that a pair A, B is extremal iff every maximal chain meets
Suppose then that A, B are a pair of set systems in P(n) which satisfy (*), with U (A){<, P(n), and for which (2) holds with equality. We start with some simple remarks. Remark. We may suppose that every set in B contains at least one set in A, since removing a set in B which does not contain any set in A leaves the left-hand side of (2) unchanged.
Remark. We may assume that A is an antichain. The left hand side of (2) depends only on U (A) and D(B) so we may safely replace A by the antichain of its minimal elements. Similarly we may suppose that B is an antichain.
Remark. There is one rather trivial case of equality; when B=[[n]] and A is any antichain with U (A){<, P(n). We shall suppose henceforth that B{[[n]].
In summary, we suppose for the remainder of this section that A and B are nonempty antichains satisfying (*) and (2) with equality, and in addi-
It turns out that the most important parameter of the pair A, B is the size of the smallest sets in A (which we will show is the common size of all the sets in A). Therefore, define
The following simple lemmas will be used repeatedly in this section. 
The extremal cases for which k=1 were already characterized in [1] (see Fig. 1 ). In this case B is a``flower''; the intersection of any two sets in B is the same as the common intersection Otherwise A$/D _ [x], in which case setting A"=X$"[x] we have A" # A and A"/D. Since A is an antichain we must have A"=D and hence |D| =k. K Proposition 9. Every set in A has size k.
Proof. Pick a set in A, A, of size k and let B A be the set in B containing it. By the previous proposition any set in A not contained in B A has size k and, since we have assumed that B is not trivial there do exist such sets in A. Applying the previous lemma again we see that all sets in A have size k. K
We now turn to the system B. The next three lemmas establish that B covers [n] (k) and that B determines A. The next lemma shows that B determines A ; in fact it turns out that every set that can be a set in A is, in fact, a set in A. The next (technical) lemma says that in some sense A is``connected.'' Lemma 12. For any X 1 , X 2 # [n] (k) and B # B with X 1 # A, X 2 Â A, X 1 /B, X 2 / 3 B, we have |X 1 2X 2 | >2 (see Fig. 2 ).
Proof. Suppose there are some X 1 , X 2 , and B satisfying the conditions with |X 1 2X 2 | =2. Then X 1 _ X 2 Â D(B). (X 1 _ X 2 / 3 B since X 2 / 3 B and Figure 2 for B$ # B, B${B we have X 1 _ X 2 / 3 B$ since X 1 / 3 B$.) Applying Lemma 5 with X=X 1 _ X 2 (which has size k+1) we must have X 2 # A, which contradicts our assumptions. K It turns out that the condition on extremal pairs proved in Lemma 12 is in fact sufficient for extremality.
Proposition 13. Suppose A, B/P(n) are antichains satisfying (*) and the conclusion of Lemma 12 (with k=min[ |A| : A # A]). Then A, B is an extremal pair.
Proof. We must show that for any set X in U(A)"D(B) the deficiency term W A (X ) is zero. We know that there exists A # A with A/X. Let B A be the unique element of B containing A. Since X Â D(B) there exists an element x # X"B A . Now for all a # A we have, by the condi-
We summarize the results of this section in the following theorem. Proof. Lemmas 10 12 and Propositions 9 and 13. K
STRUCTURAL CHARACTERIZATION
In this section we show that the rather unpleasant characterization given in Theorem 14 can be replaced by a useful description in terms of matroids. Our notation for matroids is reasonably standard; see, e.g., [7] , or any standard text, for further reference.
We think of a matroid as a pair M=(S, I), where S is a finite set and I/P(S) is the collection of independent sets defining the matroid. We will sometimes write I(M) for the collection of independent sets associated with the matroid M. We write \ M , or, if no ambiguity is possible, simply \, for the rank function of M, defined on P(S) by
We write E(M) for the collection of all bases of M, where a basis is a maximal independent subset of S.
Given a matroid M and an integer k, let Since B 1 {B 2 we have that B 1 _ B 2 is a set of rank k strictly containing B 1 , contradicting the fact that B 1 is a maximal set of rank k.
To show that A, B is extremal, pick a maximal chain C=(C i ) n 0 in P(n), where |C i | =i. We must show that C meets U(A) & D(B). Since \(C i ) increases from 0 to \([n])>k we may define j=min[i : \(C i )=k]. Proof. For every extremal system we have to construct a matroid and show, that from this matroid we get back the original extremal system.
Set E=[n] (k+1) "D(B). We will show the following:
(i) E is the collection of bases for some matroid M=([n], I).
(ii) A=I k (M).
(iii) B=F k (M).
To prove that E is the collection of bases for a matroid we must show (see, e.g., [7] ) that E is a non-empty antichain and that for all E 1 , E 2 # E and x # E 1 "E 2 there exists y # E 2 "E 1 such that E 1 2 [x, y] # E. The first condition is certainly satisfied since our E-sets are all the same size and D(B) cannot cover [n] (k+1) without covering each the set in [n] (k) many times, contradicting (*).
So consider E 1 , E 2 # E and let x # E 1 "E 2 . Then To see that B=F k (M) we have to show that the elements of B are exactly the elements, X, of the Boolean algebra that satisfy the following three conditions:
Given a (v, *)-pairwise balanced design (X, V) and a partition of [n] into v parts, P=(P i ) v 1 , the P-expansion of (X, V) is the set system
Theorem 18. Given any extremal pair A, B with k=2 there exists a partition P=(P i ) v 0 of [n] and a (v, 1)-pairwise balanced design (X, B) such that
Remark. Given an extremal pair A, B, construct a graph G on [n] by drawing an edge between two vertices exactly if the pair is a set in A, i.e., when the vertices are independent. Then the theorem just says that G is the complete v-paritite graph with parts P 1 , ..., P v . Therefore \([x, z])=1 and we have shown that the dependent pairs form cliques; let the vertex sets of these cliques be P 1 , ..., P v , so that P=(P 0 ) v 1 is a partition of [n]. It remains to prove that B is the expansion of some pairwise balanced design by P. To prove that each set in B contains P 0 , note that if [x] has rank 0 then \(X _ [x])=\(X ) for all X # P(n); therefore all maximal sets of rank k must contain x. We also have to show that each set in B is a union of the P i . Suppose then that x, y # P i , i{0, and Thus, by the maximality of B, y # B. To finish the proof we need to show that for all i, j # [v], i{j, there exists a unique B # B such that P i _ P j /B, but that follows immediately from (*) since if x # P i and y # P j with i{j we know [x, y] # A (Fig. 3) . K
Proof. Since

