This paper develops a new statistical inference theory for the precision matrix of high-frequency data in a high-dimensional setting. The focus is not only on point estimation but also on interval estimation and hypothesis testing for entries of the precision matrix. To accomplish this purpose, we establish an abstract asymptotic theory for the weighted graphical Lasso and its de-biased version without specifying the form of the initial covariance estimator. We also extend the scope of the theory to the case that a known factor structure is present in the data. The developed theory is applied to the concrete situation where we can use the realized covariance matrix as the initial covariance estimator, and we obtain a feasible asymptotic distribution theory to construct (simultaneous) confidence intervals and (multiple) testing procedures for entries of the precision matrix.
Introduction
In high-frequency financial econometrics, covariance matrix estimation of asset returns has been extensively studied in the past two decades. High-frequency financial data are commonly modeled as a discretely observed semimartingale for which the quadratic covariation matrix plays the role of the covariance matrix, so their treatments are often different from those in a standard i.i.d. setting. In the recent years, motivated by application to portfolio allocation and risk management in a large scale asset universe, the high-dimensionality problem has attracted much attention in this area. Since the 2000s, great progress has been made in high-dimensional covariance estimation from i.i.d. data, so researchers are naturally led to apply the techniques developed therein to the context of high-frequency data. For example, Wang & Zou [55] have applied the entry-wise shrinkage methods considered in [6, 7] to estimating the covariance matrix of high-frequency data which are asynchronously observed with noise. See also [31, 33, 51, 52] for further developments in this approach. In the meantime, it is well-recognized that the factor structure is an important ingredient both theoretically and empirically for financial data. In the context of high-dimensional covariance estimation from high-frequency data, this perspective was first taken into account by Fan et al. but the applicability of this approach is questionable in our setting due to the high-dimensionality (see pages 1451-1452 of [34] for a discussion). Instead, we rely on the recent high-dimensional central limit theory of [34] to establish the asymptotic distribution theory for the de-biased estimator, where we settle the above difficulty with the help of Malliavin calculus.
The rest of this paper is organized as follows. In Section 2 we develop an abstract asymptotic theory for the weighted graphical Lasso based on a generic estimator for the quadratic covariation matrix of a highdimensional semimartingale. This allows us to flexibly apply the developed theory to various settings arising in high-frequency financial econometrics. In Section 3 we extend the scope of the theory to a situation where a known factor structure is present in data and a sparsity assumption is imposed on the precision matrix of the residual process rather than that of the original process. In Section 4, we apply the abstract theory developed in Section 3 to a concrete setting where we observe the process at equidistant times without jumps and noise.
Section 5 conducts a Monte Carlo study to assess the finite sample performance of the asymptotic theory.
All the technical proofs are collected in the Appendix.
Notation
Throughout the paper, we assume d ≥ 2. ⊤ stands for the transpose of a matrix. For every w ∈ [1, ∞], we set
Also, we write |||A||| w for the ℓ w -operator norm of A:
It is well-known that |||A||| 1 = max 1≤j≤k l i=1 |A ij | and |||A||| ∞ = max 1≤i≤l k j=1 |A ij |. When l = k, diag(A) denotes the diagonal matrix with the same diagonal entries as A, and we set A − := A − diag(A).
If A is symmetric, we denote by Λ max (A) and Λ min (A) the maximum and minimum eigenvalues of A, respectively. For two matrices A and B, A ⊗ B denotes their Kronecker product. When A and B has the same size, we write A • B for their Hadamard product. 
Estimators and abstract results
Given a stochastic basis B = (Ω, F, (F t ) t∈ [0, 1] , P ), we consider a d-dimensional semimartingale Y = (Y t ) t∈[0,1] defined there. We assume Σ Y = [Y, Y ] 1 is a.s. invertible. In this paper we consider the asymptotic theory such that the dimension d possibly depends on a parameter n ∈ N so that d = d n → ∞ as n → ∞.
As a consequence, both B and Y may also depend on n. However, following the custom of the literature, we omit the indices n from these objects and many other ones appearing below.
Our aim is to estimate the precision matrix Θ Y = Σ −1 Y when we have an estimatorΣ n for Σ Y ; as a corollary, we can also estimate Σ Y itself. We assume thatΣ n is an S + d -valued random variable all of whose diagonal entries are a.s. positive, but we do not specify the form ofΣ n because the asymptotic theory developed in this section depends on the property ofΣ n rather than their construction. This is convenient because construction of the estimator depends heavily on observation schemes for Y (with or without noise, synchronous or not, continuous or discontinuous and so on; see [35] for details). In Section 4 we illustrate how we apply the abstract theory developed in this and the next sections to a concrete situation.
We use the weighted graphical Lasso to estimate Θ Y (cf. [29] ). The weighted graphical Lasso estimator Θ λ with penalty parameter λ > 0 based onΣ n is defined bŷ 
According to the proof of [18, Lemma 1] , the optimization problem in (2.1) has the unique solution when λ > 0 andΣ n is positive semidefinite and all the diagonal entries ofΣ n are positive, soΘ λ is a.s. defined in our setting. In the following we allow λ to be a random variable because we typically select λ in a data-driven way.
To analyze the theoretical property ofΘ λ , it is convenient to consider the graphical Lasso estimatorK λ based on the correlation matrix estimatorR n :=V −1 nΣ nV −1 n as follows:
We can easily checkΘ λ =V −1
Remark 2.1. As pointed out in Rothman et al. [49] and Janková & van de Geer [29] , the graphical Lasso based on correlation matrices is theoretically preferable to that based on covariance matrices (so the weighted graphical Lasso is also preferable). In particular, we do not need to impose the so-called irrepresentability condition on Σ Y to derive the theoretical properties of our estimators, which contrasts with
Brownlees et al. [8] (see Assumption 2 in [8] ).
We introduce some notation related to the sparsity assumptions we will impose on Θ Y . Let A ∈ S d .
A ij = 0, i = j} and s(A) := #S(A). These quantities have a clear interpretation when the matrix A represents the edge structure of some graph so that A ij = 0 is equivalent to the presence of an edge between vertices i and j for i = j; in this case,
is the number of edges adjacent to vertex j (which is called the degree of vertex j) and s(A) is the total number of edges contained in the graph.
To derive our asymptotic results, we will impose the following structural assumptions on Σ Y .
[A1] is standard in the literature; see e.g. Condition A1 in [29] .
[A2] states that the sparsity of Θ Y is controlled by the deterministic sequence s n ; we will require the growth rate of s n to be moderate. [A3] is another sparsity assumption on Θ Y . It is weaker than [A2] in the sense that it always holds true with
. However, we can generally take d n smaller than s n .
Consistency
n=1 be a sequence of positive-valued random variables satisfying the following conditions: On the other hand, unlike [8, Theorem 1], we do not show selection consistency (i.e. P (S(Θ λn ) = S(Θ Y )) → 1 as n → ∞) under our assumptions. Indeed, in the linear regression setting, it is known that an irrepresentability type condition is necessary for the selection consistency of the Lasso; see [9, Section 7.5.3] for more details. However, we shall remark that the asymptotic mixed normality of the de-biased estimator stated below might be used to construct an estimator having selection consistency via thresholding; see [48, 
Then we have
λ −1 n K λn − K Y ℓ 2 = O p ( √ s n ), λ −1 n |||K λn − K Y ||| w = O p (s n ) (2.3) and λ −1 n |||Θ λn − Θ Y ||| w = O p (s n ), λ −1 n |||Θ −1 λn − Σ Y ||| 2 = O p (s n ) (2.4) as n → ∞ for any w ∈ [1, ∞].
Asymptotic mixed normality
The following lemma states thatΘ λn − Θ Y is asymptotically linear inΣ n − Σ Y after bias correction when Θ Y is sufficiently sparse. 
as n → ∞, where Γ n := −(Θ λn −Θ λnΣnΘλn ).
Lemma 2.1 is an almost straightforward consequence of (2.4) and the Karush-Kuhn-Tucker (KKT) conditions for the optimization problem in (2.1). As a consequence of this lemma, we obtain the following result, which states that the "de-biased" weighted graphical Lasso estimatorΘ λn − Θ Y − Γ n inherits the asymptotic mixed normality ofΣ n .
Proposition 2.2. Suppose that the assumptions of Lemma 2.1 are satisfied. For every n ∈ N, let a n > 0, C n be a d 2 × d 2 positive semidefinite random matrix and J n be an m × d 2 random matrix, where m = m n may depend on n. Assume a n |||J n ||| ∞ λ 2 n s n d n log(m + 1) → p 0 as n → ∞. Assume also that
and lim
as n → ∞, where
of F, which is defined on an extension of the probability space (Ω, F, P ) if necessary. Then,
In a standard i.i.d. setting such that Θ Y is non-random, we can usually verify (2.5) by classical Lindeberg's central limit theorem when m = 1 and J n is non-random because a n J n vec Σ n − Σ Y can be written as a sum of independent random variables; see the proof of [28, Theorem 1] for example. By contrast, Θ Y is generally random and not independent ofΣ n − Σ Y in our setting, so a n J n vec Σ n − Σ Y may not be a martingale even if vec Σ n − Σ Y is a martingale. In the case that d is fixed, we typically resolve this issue by proving stable convergence in law of vec Σ n − Σ Y ; see e.g. [46] for details. However, extension of this approach to the case that d → ∞ as n → ∞ is far from trivial as discussed at the beginning of [34, Section 3] . For this reason, [34] gives a result to directly establish (2.5) type convergence in a high-dimensional setting. This result will be used in Section 4 to apply our abstract theory to a more concrete setting.
Remark 2.3. Proposition 2.2 also allows m to diverge as n → ∞, which is necessary when we need to derive an asymptotic approximation of the joint distribution of vec Θ λn − Γ n − Θ Y . Such an approximation can be used to make simultaneous inference for entries of Θ Y ; see [13] for example.
Factor structure
In financial applications, it is often important to take account of the factor structure of asset prices. In . In this section we accommodate the theory developed in Section 2 to such an application.
Specifically, suppose that we have an r-dimensional known factor process X, and consider the following continuous-time factor model:
Here, β is a non-random d× r matrix and Z is a d-dimensional semimartingale such that [Z, X] 1 = 0. β and Z represent the factor loading matrix and residual process of the model, respectively. This model is widely used in high-frequency financial econometrics; see [2, 17, 19] in the context of high-dimensional covariance matrix estimation. One restriction of the model (3.1) is that the factor loading β is assumed to be constant, but there is empirical evidence that β may be regarded as constant in short time intervals (one week or less); see [36, 47] for instance.
Remark 3.1. The number of factors r possibly depends on n and (slowly) diverges as n → ∞. Also, β may depend on n.
We are interested in estimating Σ Y based on observation data for X and Y while taking account of the factor structure given by (3.1). Suppose that we have generic estimatorsΣ Y,n ,Σ X,n andΣ Y X,n for Σ Y , Σ X and Σ Y X , respectively.Σ Y,n ,Σ X,n andΣ Y X,n are assumed to be random variables taking values in S d , S + r and R d×r , respectively. Now, by assumption we have
Assume Σ X is a.s. invertible. Then β can be written as β = Σ Y X Σ −1
X . Therefore, we can naturally estimate β byβ n :=Σ Y X,nΣ −1 X,n , provided thatΣ X,n is invertible. In practical applications, the invertibility ofΣ X,n is usually not problematic because the number of factors r is sufficiently small compared to the sample size.
However, it is theoretically convenient to (formally) defineβ n in the case thatΣ X,n is singular. For this reason we take an S
X,n on the event whereΣ X,n is invertible, and redefineβ n asβ n :=Σ Y X,nΣ † X,n . This does not affect the asymptotic properties of our estimators becauseΣ X,n is asymptotically invertible under our assumptions we will impose. Now, from
SinceΣ Z,n might be a poor estimator for Σ Z because d can be extremely large in our setting, we apply the weighted graphical Lasso toΣ Z,n in order to estimate Σ Z . Namely, we construct the weighted graphical Lasso estimatorΘ Z,λ based onΣ Z,n as follows:
Then Σ Z is estimated by the inverse ofΘ Z,λ . Hence our final estimator for Σ Y is constructed aŝ
Remark 3.2. Although we will impose the assumptions which guarantee that the optimization problem in Z,λ is positive definite by construction,Σ Y,λ is positive definite (note that we assumeΣ X,n is positive semidefinite).
We will impose the following structural assumptions on the model:
as n → ∞.
[C1]-[C3] are natural structural assumptions on the model and standard in the literature; see e.g. Assumptions 2.1 and 3.3 in [22] .
[C4]-[C5] are sparsity assumptions on the precision matrix of the residual process and necessary for our application of the (weighted) graphical Lasso.
[C6] requires the factors to have non-negligible impact on almost all assets and is also standard in the context of covariance matrix estimation based on a factor model; see e.g. Assumption 3.5 in [22] and Assumption 6 in [19] .
The following result establishes the consistency of the residual precision matrix estimatorΘ Z,λ .
n=1 be a sequence of positive-valued random variables satisfying the following conditions: 
which are typically derived from entry-wise concentration inequalities forΣ X,n ,Σ Y X,n andΣ Y,n .
(b) [D3] ensures thatΣ Z,n is asymptotically positive semidefinite. This is necessary for guaranteeing that the optimization problem in (3.4) asymptotically has the unique solution with probability 1.
From Proposition 3.1 we can also derive the convergence rates for the estimatorsΣ Z,λn andΣ −1 Z,λn in appropriate norms, which may be seen as counterparts of Theorems 1-2 in [19] .
Proposition 3.2. Under the assumptions of Proposition
3.1, λ −1 n Σ Z,λn −Σ Z ℓ∞ = O p (s n +r 2 ) as n → ∞ Proposition 3.3
. Under the assumptions of Proposition 3.1, we additionally assume
Next we present the high-dimensional asymptotic mixed normality of the de-biased version ofΘ Z,λ .
Proposition 3.4. Suppose that the assumptions of Proposition 3.1 and [C5]
are satisfied. For every n ∈ N, let a n > 0, C n be a d 2 × d 2 positive semidefinite random matrix and J n be an m × d 2 random matrix, where m = m n may depend on n. Assume a n |||J n ||| ∞ λ 2 n s n d n log(m + 1) → p 0 as n → ∞. Assume also that
as n → ∞, where J Z,n := −J n (Θ Z ⊗ Θ Z ) and ζ n is a d 2 -dimensional standard Gaussian vector independent of F, which is defined on an extension of the probability space (Ω, F, P ) if necessary. Then,
where Γ Z,n := −(Θ Z,λn −Θ Z,λnΣZ,nΘZ,λn ).
Remark 3.5. It is worth mentioning that condition (3.6) is stated forΣ Z,n rather thanΣ Z,n . In other words, for deriving the asymptotic distribution, we do not need to take account of the effect of pluggingβ n into β, at least in the first order. This is thanks to Lemma C.3.
Although it is generally difficult to derive the asymptotic mixed normality of (the de-biased version of) Σ Y is dominated by Θ Z as described by the following lemma:
As a consequence, we obtain the following result.
Proposition 3.5. Suppose that the assumptions of Proposition 3.4 and [C6] are satisfied. Suppose also
n ζ n ≤ y = 0.
Application to realized covariance matrix
In this section we apply the abstract theory developed above to the simplest situation where the processes have no jumps and are observed at equidistant times without noise. Specifically, we consider the continuoustime factor model (3.1) and assume that both Y and X are observed at equidistant time points h/n, h = 0, 1, . . . , n. In this case,
is naturally estimated by the realized covariance matrix:
In addition, we assume that Z and X are respectively d-dimensional and r-dimensional continuous Itô semimartingales given by
process. To apply the convergence rate results to this setting, we impose the following assumptions:
[E1] For all n, ν ∈ N, we have an event Ω n (ν) ∈ F and (F t )-progressively measurable processes ] which take values in R d , R r , R d×d ′ and R r×d ′ , respectively, and they satisfy the following conditions:
(iii) For all ν ∈ N, there is a constant C ν > 0 such that
[E1] is a local boundedness assumption on the coefficient processes and typical in the literature: For example, [E1] is satisfied when µ, µ, σ and σ are all bounded by some locally bounded process independent of n. This latter condition is imposed in [19] , among others.
[E2] restricts the growth rates of d and r. It is indeed an adaptation of [D1] to the present setting.
. Let λ n be a sequence of positive-valued random variables this rate can be attained by using a node-wise penalized regression (see e.g. [11, Section 3.1]), so it would be interesting to study the convergence rate of such a method in our setting. We leave it to future research.
In the meantime, such a method does not ensure the positive definiteness of the estimated precision matrix in general, so our estimator would be preferable for some practical applications such as portfolio allocation.
Next we derive the asymptotic mixed normality of the de-biased estimator in the present setting. As announced, we accomplish this purpose with the help of Malliavin calculus. In the following we will freely use standard concepts and notation from Malliavin calculus. We refer to [42] and [30, Chapter 15] for detailed treatments of this subject.
We consider the Malliavin calculus with respect to W . For any real number p ≥ 1 and any integer k ≥ 1, D k,p denotes the stochastic Sobolev space of random variables which are k times differentiable in the Malliavin sense and the derivatives up to order k have finite moments of order p. If F ∈ D k,p , we denote by D k F the kth Malliavin derivative of F , which is a random variable taking values in 
is defined in an analogous way. Finally, for any
We also need to define some variables related to the "asymptotic" covariance matrices of the estimators.
where
, we define C n (ν) similarly to C n with replacing σ by σ(ν). C n and V n play roles of the asymptotic covariance matrices ofΣ Z,n andΘ Z,λn , respectively.
We impose the following assumptions on the model.
[F3] r = O(d) and (log d) 13 /n → 0 as n → ∞.
We give a few remarks on these assumptions. First, [F1] imposes the (local) Malliavin differentiability on the coefficient processes of the residual process Z and the local boundedness on their Malliavin derivatives. Such an assumption is necessary for the application of the high-dimensional mixed normal limit theorem of [34] to our setting (see Lemma D.3). Note that we do not need to impose this type of assumption on the factor process X. We also remark that analogous assumptions are sometimes used in the literature of high-frequency financial econometrics even in low-dimensional settings; see e.g. [14, 15] . Second, [F2] is clearly understood when we consider a Gaussian graphical model associated with Σ Z : The non-randomness of Q Z implies that the edge structure of this Gaussian graphical model is determined in a non-random manner. 1 Also, we remark that the condition
It is seemingly possible to relax this condition so that it allows a diverging sequence d n as long as d n (log d) κ /n → 0 for an appropriate constant κ > 0. However, to determine the precise value of κ, we need to carefully revise the proof of Lemma D.3 so that it allows the quantity inside sup n∈N in (D.3) to diverge as n → ∞. To avoid such an additional complexity, we restrict our attention to the case of d n = 1. Third, the condition
is used again for applying the high-dimensional CLT of [34] .
Now we are ready to state our result. Let A re (d 2 ) be the set of all hyperrectangles in
consists of all sets A of the form
. Let λ n be a sequence of positive-valued random variables
and sup
Remark 4.2. λ n is typically chosen of order close to log d/n as possible, so it from the data. Since Θ Z is naturally estimated byΘ Z,λn , we construct an estimator for C n . Define the
whereẐ h/n := Y h/n −βX h/n . Then we set 
as n → ∞ and that there is a constant γ ∈ (0,
Let us setV n := (Θ Z,λn ⊗Θ Z,λn )Ĉ n (Θ Z,λn ⊗Θ Z,λn ) andŜ n := diag(V n ). 
as n → ∞. 
n ζ n ) k for a given set of indices K ⊂ {1, . . . , d 2 } by simulation. Such a result can be used to construct simultaneous confidence intervals and control the family-wise error rate in multiple testing for entries of Θ Z ; see Sections 2.3-2.4 of [5] for details.
Simulation study

Implementation
In order to implement the proposed estimation procedure, we need to solve the optimization problem in (3.4). Among many existing algorithms to solve this problem, we employ the GLASSOFAST algorithm of [50] , which is an improved implementation of the popular GLASSO algorithm of [23] and implemented in the R package glassoFast.
The remaining problem is how to select the penalty parameter λ. Following [8, 57] , we select it by minimizing the following formally defined Bayesian information criterion (BIC):
The minimization is carried out by grid search. The grid {λ 1 , . . . , λ m } is constructed analogously to the R package glmnet (see Section 2.5 of [24] for details): First, as the maximum value λ max of the grid, we take the smallest value for which all the off-diagonal entries ofΘ Z,λmax are zero: In our case, λ max is set to the maximum modulus of the off-diagonal entries ofΣ Z,n (cf. [56, Corollary 1]). Next, we take a constant ε > 0 and set λ min := ελ max as the minimum value of the grid. Finally, we construct the values λ 1 , . . . , λ m increasing from λ min to λ max on the log scale:
We use ε = (log d)/n and m = 10 in our experiments.
Simulation design
We basically follow the setting of [19] . We simulate the model (3.1) with the following specification:
For the factor process X, we set r = 3 and
where Design 1 is the same one as in [19] . Design 2 is motivated by the recent work of Barigozzi et al. [3] , which reports that several characteristics of the residual precision matrix of the S&P 500 assets exhibit power-law behaviors and they are well-described by the power-law partial correlation network model proposed in [3] ; the specification in Design 2 is the same one as in the simulation study of [3] .
We observe the processes Y and X at the equidistant sampling times h/n, h = 0, 1, . . . , n. We set d = 500 and vary n as n ∈ {78, 130, 195, 390, 780}. We run 10,000 Monte Carlo iterations for each experiment.
Results
We begin by assessing the estimation accuracy of the proposed estimator in various norms. In addition, for Design 1, we also consider the estimator proposed in [19] : Assuming that we know which entries of Σ Z are zero, we estimate Σ Y byβ nΣX,nβ
) 1≤i,j≤d . We label this method f-thr.
Since the estimates of RC and f-thr are not always regular, we use their Moore-Penrose generalized inverses to estimate Σ −1 Y when they are singular. Note that the methods glasso and f-glasso correspond to those proposed in [8] , while wglasso and f-wglasso are those proposed in this paper. We report the simulation results in Tables 1-2. We first focus on the accuracy of estimating the precision matrix Σ −1 Y . The tables reveal the excellent performance of graphical Lasso based methods. In particular, they outperform f-thr in Design 1 except for the case n = 780 even when we ignore the factor structure of the model. Nevertheless, the tables also show apparent benefit to take the factor structure into account in constructing the graphical Lasso type estimators.
When we compare the weighted graphical Lasso estimators with the unweighted versions, the weighted ones tend to outperform the unweighted ones as n increases, especially when the factor structure is taken into account. This is more pronounced in Design 2. It is also worth mentioning that the estimation errors for
Y in the method RC are greater at n = 390, 780 than those at n = 78, 135, 390. This is presumably due to a "resonance" effect between the sample size n and dimension d coming from the use of the Moore-Penrose generalized inverse, which is well-known in multivariate analysis (see e.g. [27] ): The estimation error for the precision matrix by the generalized inverse of the sample covariance matrix drastically increases as n approaches d. Theoretically, this occurs because the smallest non-zero eigenvalue of the sample covariance matrix tends to 0 as n approaches d.
Turning to the estimation accuracy for Σ Y in terms of the ℓ ∞ -norm, we find little advantage to use the graphical Lasso type methods over the realized covariance matrix: f-glasso and f-wglasso tend to outperform RC at small values of n, but the differences of the performance become less clear as n increases. In addition, in Design 1 f-thr performs the best in terms of estimating Σ Y at all the values of n.
Next we assess the accuracy of the mixed normal approximation for the de-biased estimator. For this purpose, we construct entry-wise confidence intervals for Θ Z based on (4.8) (with taking the factor structure into account) and evaluate their nominal coverages. Table 3 reports these coverages averaged over the sets
, respectively. We see from the table that the asymptotic approximation perfectly works to construct confidence intervals for zero entries of Θ Z . By contrast, confidence intervals for non-zero entries of Θ Z tend to be over-coverages, especially in Design 1. However, these coverage distortions tend to be moderate at larger values of n, which suggests that the normal approximation starts to work for relatively large sample sizes. Note. RC: realized covariance matrix; glasso: graphical Lasso; wglasso: weighted graphical Lasso; f-glasso:
graphical Lasso with taking the factor structure into account; f-wglasso: weighted graphical Lasso with taking the factor structure into account; f-thr: location-based thresholding with taking the factor structure into account (the method of [19] ). The results are based on 10,000 Monte Carlo iterations. Note. RC: realized covariance matrix; glasso: graphical Lasso; wglasso: weighted graphical Lasso; f-glasso:
graphical Lasso with taking the factor structure into account; f-wglasso: weighted graphical Lasso with taking the factor structure into account. The results are based on 10,000 Monte Carlo iterations. 
Conclusion
In this paper we have developed a generic asymptotic theory to estimate the high-dimensional precision matrix of high-frequency data using the weighted graphical Lasso. We have shown that the consistency of the weighted graphical Lasso estimator in matrix operator norms follows from the consistency of the initial estimator in the ℓ ∞ -norm, while the asymptotic mixed normality of its de-biased version follows from that of the initial estimator, where the asymptotic mixed normality has been formulated appropriately for the high-dimensional setting considered here. Our theory also encompasses a situation where a known factor structure is present in the data. In such a situation, we have applied the weighted graphical Lasso to the residual process obtained after removing the effect of factors.
We have applied the developed theory to the concrete situation where we can use the realized covariance matrix as the initial covariance estimator. We have derived the desirable asymptotic mixed normality of the realized covariance matrix by an application of the recent high-dimensional central limit theorem obtained in [34] , where Malliavin calculus resolves the main theoretical difficulties caused by the high-dimensionality.
As a consequence, we have obtained a feasible asymptotic distribution theory to conduct inference for entries of the precision matrix. A Monte Carlo study has shown the good finite sample performance of our asymptotic theory.
A natural direction for future work is to apply the developed theory to a more complex situation where the process is asynchronously observed with noise and/or jumps. To accomplish this purpose, we need to establish the high-dimensional asymptotic mixed normality of relevant covariance estimators.
Appendix: Proofs
A Matrix inequalities
This appendix collects some elementary (but less trivial) inequalities for matrices used in the proofs of the main results.
Proof. See Theorem 14 in [40, Chapter 11] .
Proof. Let x be an eigenvector associated with Λ max (A) such that x ℓ 2 = 1. Then, by Theorem 4 in [40,
we obtain the first inequality. The second one can be shown analogously.
Proof. Noting the identity |||C||| 2 = Λ max (C) ∨ (−Λ min (C)) holding for any symmetric matrix C, the desired result follows from Weyl's inequality (cf. Corollary 4.3.15 in [26] ).
Proof. This is a straightforward consequence of the Schwarz inequality.
Lemma A.5. Let A, B ∈ R r×r . If A is invertible and |||A −1 (B − A)||| w < 1 for some w ∈ [1, ∞], B is invertible and
Proof. See pages 381-382 of [26] .
Lemma A.6. Let A ∈ S r and B, C ∈ R d×r . Then
Proof. This result has essentially been shown in [43, Lemma A.7] . Since A is symmetric, there is an orthogonal matrix U ∈ R r×r such that Λ := U ⊤ AU is a diagonal matrix. Now, for any i, j ∈ {1, . . . , d},
This yields the desired result.
Lemma A.7. Let A, B, C ∈ R d×d . Then, for any i, j = 1, . . . , d,
B Proofs for Section 2
B.1 Proof of Proposition 2.1
The following result has essentially been proven in [29] and gives an estimate for the "deterministic part" of oracle inequalities for graphical Lasso type estimators. it holds that
We first prove Proposition B.1 under an additional assumption: Proof. Set ∆ = B − B 0 . By assumption we have ∆ ℓ 2 ≤ 1/(2L), so Lemma 2 in [29] implies that
is well-defined and we have
where c = c
L . Moreover, (B.1) yields
Now, note that tr(A 1 B 1 ) = tr(A
where we use A − A 0 ℓ∞ ≤ λ 0 in the last line. Combining this with (B.2)-(B.3), we conclude that 
Consequently, we obtain
where we use the inequality xy ≤ (x 2 + y 2 )/2 in the last line. Since ∆ 2
which completes the proof. Therefore, we can apply Lemma B.1 with replacing B byB, and thus we obtain
In particular, we have
which completes the proof.
Proof of Proposition 2.1. Thanks to Lemma 7.2 of [10] , it suffices to consider the case w = 1.
For any L, n ∈ N, we define the set Ω n,L ⊂ Ω by
where c L := 8L 2 . Then we have lim
In fact, noting that Lemma A.1 and [A1] yield
. Therefore, applying Proposition B.1 with λ := λ n and λ 0 := λ n /2, for any fixed L we have
Consequently, we obtain lim sup
and lim sup
Therefore, we conclude that
In particular, we obtain the first convergence of (2.3). Moreover, since we have
we also obtain the second convergence of (2.3).
Now we prove (2.4). First, (B.4) and [B1] yield
we obtain the first convergence of (2.4). Next, since
and Lemma A.3 yield |||Θ
, we obtain the second convergence of (2.4).
B.2 Proof of Lemma 2.1
First, by Proposition 14.4.3 of [38] there is a (not necessarily measurable
Consequently, it holds that
Therefore, we havê
so we obtain
Now the desired result follows from Proposition 2.1 and Lemma A.4.
B.3 Proof of Proposition 2.2
In the light of Lemma 3.1 of [34] , it is enough to prove Chapter 2] ). Thus, we obtain the desired result once we prove
as n → ∞. This follows from Lemma 2.1 and the assumptions of the proposition.
C Proofs for Section 3
C.1 Proof of Proposition 3.1
Set
. Under the assumptions of Proposition 3.1, we have the following results:
(a) On the event Ω n ,Σ X,n is invertible and |||Σ 
X,n on the event Ω n , we havê
Therefore, Lemma A.6 yields
Now, by [C3]
and Lemma C.1 we have |||Σ
. Since P (Ω n ) → 1 by Lemma C.1(c), we complete the proof. 
C.2 Proof of Proposition 3.2
We first establish some asymptotic properties ofβ n which are necessary for the subsequent proofs.
Lemma C.4. Under the assumptions of Proposition 3.1, we have the following results:
(b) By Lemma C.1, on the event Ω n , we haveβ n =Σ Y X,nΣ −1 X,n . Hence, for every i = 1, . . . , d,
(c) This follows from (a)-(b) and rλ n = o p (1).
(d) This is a direct consequence of (b).
(e) This follows from (b) and the Schwarz inequality.
Proof of Proposition 3.2. Since A ℓ∞ ≤ |||A||| 2 for any matrix A, in view of Proposition 3.1 it suffices to
. By Lemma A.6 we have
Therefore, the desired result follows from Lemmas C.1, C.4(b) and assumption.
C.3 Proof of Proposition 3.3
Set Π :
Lemma C. 
X is positive definite, Corollary 4.3.12 in [26] and Lemma A.2 yield
Thus, the desired result follows from claim (a) and [C2].
(c) First, since we have
Lemma C.4(a) and (c) and Proposition 3.
Combining this with Lemma C.1 and (b), we obtain λ −1
. Then, using (b) and Lemmas A.5 and C.1(c), we obtain λ −1 n |||Π n − Π||| 2 1 Ω n,1 = O p (d −1 (s n + r)) and P (Ω c n,1 ) → 0. This completes the proof.
Proof of Proposition 3.3. By Sherman-Morisson-Woodbury formula (cf. Eq.(0.7.4.1) in [26] ), for any w ∈ {2, ∞} we have
[C2], Proposition 3.1 and Lemmas C.4-C.5 imply that λ −1
and λ −1 n ∆ 4 = O p (s n + r) when w = 2 and λ −1
This completes the proof.
C.4 Proof of Proposition 3.4
We apply Proposition 2.2 toΣ Z,n . From the arguments in the proof of Proposition 3.1, it remains to check condition (2.5). More precisely, we need to prove
Thanks to Lemma 3.1 in [34] and (3.6), this claim follows once we prove log(m + 1) a n J Z,n vec(Σ Z,n − Σ Z ) − a n J Z,n vec(Σ Z,n − Σ Z ) ℓ∞ → 0. Since we have
by Lemma A.4, the desired result follows from Lemma C.2 and assumption.
C.5 Proof of Lemma 3.1 and Proposition 3.5
We use the same notation as in Section C.3. By Sherman-Morisson-Woodbury formula we have
where the second inequality follows from Lemma A.6. Since |||Θ Z ||| 
for all s, t ∈ [0, 1]. Then, for any θ > 0, there is a constant C L,θ > 0 which depends only on L and θ such 
Proof. For all n, ν ∈ N and t ∈ [0, 1], set
Then we define the processesĀ(ν)
By the local property of Itô integrals (cf. pages 17-18 of [42] ), we havē Z =Z(ν) :=Ā(ν) +M (ν) on Ω n (ν). Hence, for every L > 0, it holds that
Therefore, the proof is completed once we show that
for any fixed ν > 0. We decompose the target quantity as
First we consider I n . Since we have
and i ∈ {1, . . . , d + r} by [E1], by Lemma D.1 there is a constant C > 0 such that
Hence, noting the assumption √ n/ log(d + r) → ∞, we conclude that
Third, we consider III n . By the Schwarz inequality we have
From the above result we have II n ℓ∞ = O(1/ √ n). Meanwhile, using the inequality √ x ≤ |x − y|+ √ y holding for all x, y ≥ 0, we have
Hence the above result yields
Finally, since IV n ℓ∞ = III n ℓ∞ , we complete the proof. 
D.2 Proof of Theorem 4.2
Our proof relies on the following "high-dimensional" asymptotic mixed normality of the realized covariance matrix:
. For every n, let X n be an m × d 2 random matrix and Υ n be an m × d 2 non-random matrix such that |||Υ n ||| ∞ ≥ 1, where m = m n possibly depends on n. Define
on Ω n (ν) and
To apply Lemma D.3 to the present setting, we prove some auxiliary results.
Proof. This follows from a straightforward computation.
Proof. This directly follows from Lemmas B.11-B.12 in [34] .
Consequently, we conclude sup n∈N max 1≤i,j≤d sup 0≤s,t≤1 D s,t Θ Z (ν) ij ∞,ℓ 2 < ∞ by [F2], (4.4) and the results proved above.
Proof. First, Corollary 15.80 in [30] , (4.4) and Lemma D.6 imply that
and (D.6) holds true. Next, Corollary 15.80 in [30] and Lemma D.5 imply that
Now, as pointed out in the proof of Lemma D.6, we have
Thus, using the Schwarz inequality repeatedly, we obtain 
Then we have Ξ n = Υ n • Ξ n by Lemma D.4. Since Υ n is non-random by [F2], we can apply Lemma D.3 with X n = Ξ n once we show that, for every ν ∈ N, there is an X n (ν) ∈ D 2,∞ (R m×d 2 ) such that X n = X n (ν) on Ω n (ν) and (D.2)-(D.3) hold true. Now we separately consider the two cases.
Case 1: J n = J n,1 . In this case we set X n (ν) := −J n,1 (Θ Z (ν) ⊗ Θ Z (ν)). By [E1] we have X n = X n (ν) on Ω n (ν), while (D.2)-(D.3) follow from (4.4) and Lemma D.7, respectively.
Case 2: J n = J n,2 . In this case we set X n (ν) := −J n,2 (ν)(Θ Z (ν) ⊗ Θ Z (ν)), where J n,2 (ν) = S n (ν) −1 −S n (ν) −1 .
By [E1]
we have X n = X n (ν) on Ω n (ν), while (D.2) is evident because Ξ n (ν)C n (ν)Ξ n (ν) ⊤ is the identity matrix in this case. < ∞.
Since we can write S n (ν) kk = (V n (ν) kk ) 5/2 (V n (ν) kk ) −3 , we obtain the desired result by combining Theorem 15.78 and Lemma 15.152 in [30] with Lemma D.7.
D.3 Proof of Lemma 4.1
We use the following notation: For a d-dimensional process U = (U t ) t∈[0,1] , we set ∆ n h U := U h/n − U (h−1)/n , h = 1, . . . , n. Also, we set χ h := vec[∆ n h Z(∆ n h Z) ⊤ ] for h = 1, . . . , n and Proof. SinceẐ h/n = Z h/n − (β n − β)X h/n , we havê 
