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Abstract
This article surveys recent work in active learning aimed at making it more practical for
real-world use. In general, active learning systems aim to make machine learning more
economical, since they can participate in the acquisition of their own training data. An
active learner might iteratively select informative query instances to be labeled by an
oracle, for example. Work over the last two decades has shown that such approaches are
eective at maintaining accuracy while reducing training set size in many machine learning
applications. However, as we begin to deploy active learning in real ongoing learning
systems and data annotation projects, we are encountering unexpected problems|due in
part to practical realities that violate the basic assumptions of earlier foundational work. I
review some of these issues, and discuss recent work being done to address the challenges.
Keywords: Active Learning, Applied Machine Learning, Human-Computer Interaction.
1. Introduction
It is fairly well established now that active learning|a family of machine learning methods
which may query the data instances to be labeled for training by an oracle (e.g., a human
annotator)|can achieve higher accuracy with fewer labeled examples than passive learning.
Historically, most active learning research has focused on mechanisms for (and the benet of)
selecting queries from the learner's perspective. In essence, this body of work addresses the
question, \can machines learn with fewer labeled training instances if they are allowed to
ask questions?" By and large, the answer to this question is \yes," with encouraging results
that have been demonstrated for a variety of problem settings and domains.
For example, query algorithms (sometimes called \utility measures") based on uncer-
tainty sampling select query instances which have the least label certainty under the current
trained model. This simple approach is no more computationally expensive than perform-
ing inference, and has been shown to work well in a variety of applications (e.g., Lewis and
Gale, 1994; Tong and Chang, 2001; T ur et al., 2005; Settles and Craven, 2008). Similarly,
algorithms based on query-by-committee aim to minimize the version space of the model,
and satisfying theoretical bounds on label complexity have been established for these and
related methods (Freund et al., 1997; Dasgupta, 2004; Hanneke, 2009). For a more detailed
overview of active learning algorithms|containing many example references|see Settles
(2009). In addition to all these published accounts, consider that software companies and
large-scale research projects such as CiteSeer, Google, IBM, Microsoft, and Siemens are in-
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creasingly using active learning in the applications they are building1. Published results and
increased industry adoption seem to indicate that active learning methods have matured to
the point of usefulness in many real situations.
However, there are still plenty of open problems when it comes to using active learning
in practice. In a recent survey of annotation projects for natural language processing tasks
(Tomanek and Olsson, 2009), only 20% of the respondents said they had ever decided to
use active learning. The authors even suspect that this is an over-estimate, since it was
advertised as a survey on the use of active learning and thus biased towards those familiar
with it. Of the large majority who chose not to use active learning, 21% were convinced
that it would not work well, with some stating that \while they believed [it] would reduce
the amount of instances to be annotated, it would probably not reduce the overall anno-
tation time." Furthermore, recent empirical studies|some employing live active learning
with real annotators \in the loop"|have found puzzlingly mixed or negative results (Schein
and Ungar, 2007; Guo and Schuurmans, 2008; Settles et al., 2008a; Baldridge and Palmer,
2009). Consider also that implementing query selection methods for certain more sophisti-
cated learning algorithms can require signicant software engineering overhead. Given the
disconnect between the prevailing message in the literature and these mixed results in prac-
tice, coupled with high development costs, it is not surprising that researchers are hesitant
to use active learning in live and ongoing projects.
I conjecture that the wealth of positive results in the literature (and there are few
negative results to go by due to the publication bias) can be accounted for by the many
simplifying assumptions made in previous work. For example, we have often assumed
that there is a single infallible annotator whose labels can be trusted, or that the cost
of labeling each query is uniformly expensive. Most of these assumptions were made to
facilitate controlled experiments, where researchers often use gold-standard labeled data
but pretend they are unlabeled until queried and labeled by a simulated oracle. In many
real-world situations, though, these and other common assumptions do not hold. As a
result, the research question has shifted over the last few years to \can machines learn
more economically if they are allowed to ask questions?" While this seems related, it is
a fundamentally dierent question. This new way of thinking removes emphasis from the
learner and merely reducing the size of its training set, and begins to incorporate all aspect
of the problem: annotators, costs, label noise, etc. This is a centrally important direction
in active learning research, and the focus of this article.
2. Six Practical Challenges
In this section, we will survey six main research directions which address problems for active
learning in practice. Each of the subsections that follow describes a common assumption
from the literature, and summarizes ongoing research (mostly from the last three or four
years) aimed at solving the problems that arise when these assumptions are violated.
1. Based on personal communication with (respectively): C. Lee Giles, David Cohn, Prem Melville, Eric
Horvitz, and Balaji Krishnapuram.
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2.1. Querying in Batches
In most active learning experiments, queries are selected in serial (one at a time), as opposed
to batches (several to be labeled at once). It is typically assumed that the learner may
inspect a large pool of unlabeled data U and select the single most informative instance
to be labeled by the oracle (e.g., a human annotator). This setting is called \pool-based"
active learning. Once the query has been labeled and added to the training set L, the learner
re-trains using this newly-acquired knowledge and selects another single query, given all the
previously labeled instances, and the process repeats.
However, this is not always a realistic setting. For many applications, the process of
inducing a model from training data may slow or expensive, which is often the case with
state-of-the-art methods like large ensemble algorithms, or the graphical models used for
structured-prediction tasks. In such cases, it is an inecient use of labeling resources (e.g.,
a human annotator's time) to wait for the model to re-train before querying for the next
label. Consider also that for some applications, it may be more natural to acquire labels for
many dierent instances at once. A good example of this is high-throughput biology, where
scientists are willing to wait a long time between experiments, but need to acquire mea-
surements (to be used as training labels) for hundreds or thousands of molecules in a single
screen. It is also the case that distributed, parallel labeling environments are increasingly
available (some examples and additional challenges are discussed in Section 2.2), allowing
multiple annotators to work on dierent queries at dierent workstations simultaneously
over a network.
U
oracle single query
(a) serial
U
oracle(s)
batchQ
(b) batch-mode
Figure 1: Serial vs. batch-mode active learning. When querying in batches, the instances
should be diverse (to avoid redundancy) as well as informative to the learner.
In such settings, we wish to select a set of queries Q  U to be labeled concurrently
with model re-training, or in parallel if that is supported by the experiment or annota-
tion environment. A na ve approach to constructing this batch is to simply evaluate all
the potential query instances, and select the \Q-best" as ranked by some utility measure.
Unfortunately this is a myopic strategy, and generally does not work well since it fails to
consider the overlap in information content among all the \best" instances. In other words,
the best two queries might be so highly ranked because they are virtually identical, in which
case labeling both is probably wasted eort. Instead, the instances in Q need to be both
informative and diverse to make the best use of labeling resources.
To accomplish this, a few batch-mode active learning algorithms have been proposed.
These approaches fall into three main categories. The rst is to explicitly incorporate a
density measure, e.g., by ranking the most informative instances, and then clustering those
that are most highly ranked (Brinker, 2003; Kim et al., 2006; Xu et al., 2007). Then the
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batch can be constructed by querying representative instances (e.g., the centroids) from
each cluster. A second approach views the task as a set optimization problem, where the
utility function for any batch Q is the expected joint reduction in uncertainty of the model
using Bayesian experimental design techniques (Hoi et al., 2006a,b). While these approaches
use greedy heuristics, Hoi et al. (2006b) exploit the properties of a submodular functions
(Nemhauser et al., 1978) to nd a batch that is guaranteed to be near-optimal. A third
approach (Guo and Schuurmans, 2008) attempts to construct a batch by treating the pool
of candidate instances U as a bit vector (with 1's corresponding to the elements included
in Q), and use gradient methods to approximate the best query-set vector by numerically
optimizing a discriminative expected information gain measure.
For the most part, these batch-mode approaches have been shown to be more economical
(in terms of accuracy vs. the number of labeled batches) than passively selecting instances
for a batch, which in turn is generally better than a myopic \Q-best" method. However,
on some data sets a passive (random) batch-construction approach can still outperform
the active methods (Guo and Schuurmans, 2008). Thus, there is still work to be done in
characterizing the cases in which batch-mode active learning is likely to help, and in making
further improvements to the state of the art.
2.2. Noisy Oracles
Another strong assumption in most active learning research is that the quality of labeled
data from the oracle is high. In theory, of course, an \oracle" is by denition an infallible
authority or guide. However, if labels come from an empirical experiment (e.g., in biological,
chemical, or clinical studies), then one can usually expect some noise to result from the
instrumentation or experimental setting. Even if labels come from human experts, they
may not always be reliable: (i) some instances are implicitly dicult for both people and
machines, and (ii) people can become distracted or fatigued over time, which introduces
variability in the quality of their annotations. The recent introduction of Internet-based
\crowd-sourcing" tools, such as Mechanical Turk2 and the clever use of online games3, have
enabled researchers to attempt to \average out" some of this noise by cheaply obtaining
labels from multiple non-experts. Such approaches have been used to produce gold-standard
quality training sets (Snow et al., 2008) and to evaluate learning algorithms on tasks for
which no gold-standard labels exist (Mintz et al., 2009; Carlson et al., 2010).
How to use non-experts (or even noisy experts) as oracles in active learning is still
a matter of ongoing investigation. One way of thinking about the problem is agnostic
active learning (Balcan et al., 2006; Dasgupta et al., 2008), a framework which relaxes the
assumption that the oracle's labels are trustworthy, yet still has positive theoretical results.
Other recent work assumes that a learner may repeat queries to be labeled by multiple
annotators. This introduces another interesting research issues. When should the learner
decide to query for the (potentially noisy) label of a new unlabeled instance, versus querying
for repeated labels to de-noise an existing but suspicious training instance? How can the
learner even decide that the quality of a label is suspect? Sheng et al. (2008) study this
problem using several heuristics that take into account estimates of both oracle and model
2. http://www.mturk.com
3. http://www.gwap.com
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uncertainty, and show that data can be improved by selective repeated labeling. However,
their analysis assumes that (i) annotation is a noisy process over some underlying true
label (in other words, there must not be any inherently dicult or ambiguous instances
from the oracle's perspective), and (ii) all annotators are equally and consistently noisy.
To my knowledge, no one has addressed the rst problem. However, Donmez et al. (2009)
address the second issue by allowing annotators to have dierent levels of accuracy in their
annotations, and show that both true instance labels and individual oracle qualities can
be estimated, so long as they do not change over time. Donmez et al. (2010) further relax
these assumptions to allow for time-varying noise levels among annotators, and adaptively
query dierent labelers based on the current estimate of their labeling quality.
There are still many open research opportunities along these lines. In particular, how
might the eect of payment inuence annotation quality (i.e., if you pay a non-expert twice
as much, are they suciently motivated to be more accurate)? What if some instances are
inherently ambiguous regardless of which annotator is used, so repeated labeling is not likely
to improve matters? In most crowd-sourcing environments, the users are not necessarily
available \on demand," thus accurate estimates of annotator quality may be dicult to
achieve in the rst place, and might possibly never be applicable again since the model
has no real choice over which to use. Finally, most work in this area has been based on
theoretical results or experimental simulations, and it would be helpful to see verication
of these claims in practice.
2.3. Variable Labeling Costs
For many applications, variance shows up not only in label quality from one instance to
another, but also in the cost of obtaining these labels. If our goal in active learning is to
minimize the overall cost of training an accurate model, then simply reducing the number
of labeled instances does not necessarily guarantee a reduction in overall labeling cost.
One proposed approach for reducing annotation eort in active learning involves using
the current trained model to assist in the annotation of queries by pre-labeling them in
structured learning tasks like parsing (Baldridge and Osborne, 2004) or information extrac-
tion (Culotta and McCallum, 2005). However, such methods do not actually represent or
reason about labeling costs. Instead, they attempt to reduce cost indirectly by minimizing
the number of annotation actions required for a query that has already been selected.
2.3.1. Known Labeling Costs
Alternatively, cost-sensitive active learning approaches explicitly account for varying la-
beling costs while selecting queries (usually under the assumption the costs are known).
Kapoor et al. (2007) propose a decision-theoretic approach that takes into account both
labeling costs and misclassication costs. In this setting, each candidate query is evaluated
by summing its labeling cost with the future misclassication costs that are expected to
be incurred if the instance were added to the training set. They make the somewhat rea-
sonable assumption that the cost of labeling an instances is a linear function of its length
(e.g., $0.01 per second for voicemail messages). The approach also requires labeling and
misclassication costs to be mapped into the same currency (e.g., $10 per error), which may
not be appropriate or straightforward for some applications. King et al. (2004) use a similar
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decision-theoretic approach to reduce real labeling costs. They describe a \robot scientist"
which can execute a series of autonomous biological experiments to discover metabolic path-
ways in yeast, with the objective of minimizing the cost of materials used (i.e., the cost of an
experiment plus the expected total cost of future experiments until the correct hypothesis
is found). Here again, the cost of materials for each experiment is xed and known to the
learner at the time of the experiment selection.
2.3.2. Unknown Labeling Costs
In the settings above, and indeed in much of the cost-sensitive active learning literature
(e.g., Margineantu, 2005; Tomanek et al., 2007), the cost of annotating an instance is still
assumed to be xed and known to the learner before querying. Settles et al. (2008a) propose
a novel approach to cost-sensitive active learning in settings where annotation costs are
variable and not known. For example, if cost is a function of annotation time and we do
not know in advance how long the annotator or experiment will take. In this approach, one
can learn a regression cost-model (alongside the active task-model) which tries to predict
the real, unknown annotation cost based on a few simple \meta features" on the instances.
An analysis of four data sets using real-world human annotation costs reveals the following
(Settles et al., 2008a):
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Figure 2: Histograms illustrating the distribution of annotation times for the data sets
reported in Settles et al. (2008a). The mean annotation time  and standard
deviation  for each data set is also reported.
 As shown in Figure 2, annotation costs are not approximately constant across in-
stances, and can vary considerably in some domains. This result is supported by the
subsequent ndings of others working on dierent learning tasks (Arora et al., 2009;
Vijayanarasimhan and Grauman, 2009a).
 Consequently, active learning approaches which ignore cost may perform no better
than random selection (i.e., passive learning).
 As shown in Figure 3, the cost of annotating an instance may not be intrinsic, but may
instead vary based on the person doing the annotation. This result is also supported
by the ndings of Ringger et al. (2008) and Arora et al. (2009).
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Figure 3: Box plots showing labeling time distributions for dierent human annotators on
several data sets (Settles et al., 2008a). A box represents the middle 50% of
annotation times, and the median is marked with a thick black line. Box heights
are scaled in proportion to the number of instances labeled. Whiskers on either
side span the rst and last quartiles of each distribution; circles indicate possible
outliers. Note that the range of the horizontal axis varies across data sets.
 The measured cost for an annotation may include stochastic components. In particu-
lar, there are at least two types of noise which aect annotation speed: jitter (minor
variations due to annotator fatigue, latency, etc.) and pause (major variations due to
interruptions, that should be shorter under normal circumstances).
 Unknown annotation costs can sometimes be accurately predicted, even after see-
ing only a few training instances. This result is also supported by the ndings of
Vijayanarasimhan and Grauman (2009a). Moreover, these learned cost-models are
signicantly better than simpler cost heuristics (e.g., a linear function of length).
While empirical experiments show that learned cost-models can be trained to predict
annotation times fairly well, further work is warranted to determine how such approximate,
predicted labeling costs can be utilized eectively by cost-sensitive active learning systems.
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Settles et al. experimented with a simple heuristic that divides the utility measure (e.g.,
entropy-based uncertainty sampling) by the predicted cost of the instances, but found that,
despite fairly good cost predictions, this did not produce better learning curves in multiple
natural language tasks when compared to random sampling (In fact, this was sometimes
the case when true costs are known). Such degradation suggests that uncertainty and
cost are correlated, but further investigation is needed. On the other hand, results from
Haertel et al. (2008) suggest that this heuristic, which they call return on investment (ROI),
can be eective for part-of-speech tagging, although they use a xed heuristic cost model
rather than a dynamic one trained in parallel with the task model. Vijayanarasimhan and
Grauman (2009a) demonstrated potential cost savings with active learning using predicted
annotation costs for computer vision. It is unclear whether these disparities are intrinsic,
task-specic, or simply a result of diering experimental settings.
Even among methods that do not explicitly reason about annotation cost, several au-
thors have found that alternative query types (such as labeling features rather than in-
stances, see Section 2.4) can lead to reduced annotation costs for human oracles (Raghavan
et al., 2006; Druck et al., 2009; Vijayanarasimhan and Grauman, 2009a). Interestingly,
Baldridge and Palmer (2009) used active learning for morpheme annotation in a rare-
language documentation study, using two live human oracles (one expert and one novice)
interactively \in the loop." They found that the most cost-saving strategy diered between
the two annotators, in terms of reducing both labeled corpus size and annotation time.
The domain expert was a more ecient oracle with an uncertainty-based active learner,
but semi-automated annotations|intended to assist in the labeling process|were of little
help. The novice, however, was more ecient with a passive learner (selecting passages at
random), but semi-automated annotations were in this case benecial. There is also some
preliminary evidence that for complex annotation tasks, the design of the user interface can
have as much or more impact on reducing costs as the active learning strategy (Druck et al.,
2009). Continued work along these lines could also prove to be benecial.
2.4. Alternative Query Types
Most work in active learning assumes that a \query unit" is of the same type as the target
concept to be learned. In other words, if the task is to assign class labels to text documents,
the learner must query a document and the oracle provides its label. While Angluin (1988)
outlines several potential query types in a theoretical analysis of active learning, only the
commonly-used membership query has been deemed appropriate for most real-world appli-
cations. Nevertheless, recent advances have considered other types of queries for learning
scenarios that can support them.
2.4.1. Multiple-Instance Active Learning
Settles et al. (2008b) introduce an alternative querying scenario called multiple-instance
active learning, which allows the learner to query for labels at various levels of granularity.
In the multiple-instance (MI) learning framework, instances are grouped into bags (i.e.,
multi-sets), and it is the bags|rather than instances|that are labeled for training. A bag
is labeled negative if and only if all of its instances are negative. A bag is labeled positive,
however, if at least one of its instances is positive (note that positive bags may also contain
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negative instances). A na ve approach to MI learning is to view it as supervised learning
with one-sided noise (i.e., all negative instances are truly negative, but some positives are
actually negative). However, special MI learning algorithms have been developed to learn
from labeled bags despite this ambiguity. The MI setting was formalized by Dietterich
et al. (1997) in the context of drug activity prediction, and has since been applied to a wide
variety of tasks including content-based image retrieval (Maron and Lozano-Perez, 1998;
Andrews et al., 2003; Rahmani and Goldman, 2006) and text classication (Andrews et al.,
2003; Ray and Craven, 2005).
bag: image = { instances: segments }
(a) content-based image retrieval
bag: document = { instances: passages }
(b) text classication
Figure 4: Multiple-instance active learning. In content-based image retrieval, images are
represented as bags and instances correspond to segmented regions. An MI active
learner may query which segments belong to the object of interest, such as the
gold medal shown in this image. In text classication, documents are bags and
the instances represent passages of text. In MI active learning, the learner may
query specic passages to determine if they belong to the positive class.
Figure 4 illustrates how the MI representation can be applied to (a) content-based image
retrieval (CBIR) and to (b) text classication. For the CBIR task, images are represented
as bags and instances correspond to segmented regions of the image. A bag representing
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a given image is labeled positive if the image contains some object of interest. The MI
paradigm is well-suited to this task because only a few regions of an image may represent
the object of interest, such as the gold medal in Figure 4(a). An advantage of the MI
representation here is that it is signicantly easier to label an entire image than it is to
label each segment, or even a subset of the image segments. For the text classication
task, documents can be represented as bags and instances correspond to short passages
(e.g., paragraphs) that comprise each document. The MI representation is compelling for
classication tasks for which document labels are freely available or cheaply obtained (e.g.,
from hyperlinks, indexes, or databases on the Internet), but the target concept is represented
by only a few passages.
A traditional active learning approach for these tasks would be to query bags (i.e.,
images or documents) because that is the unit of classication. For MI learning tasks such
as these, however, it is possible to obtain labels both at the bag level and directly at the
instance level. Fully labeling all instances is expensive; often the rationale for formulating
the learning task as an MI problem is that it allows us to take advantage of coarse labelings
that may be available at low cost (or even for free). Fortunately, in MI active learning
the learner may selectively query for only the informative labels at a ner granularity,
e.g., salient passages rather than entire documents, or segmented image regions rather than
entire images. Settles et al. (2008b) focus on this type of mixed-granularity active learning
with a multiple-instance generalization of logistic regression, and show that it is helpful to
incorporate the MI bias directly into the query selection strategy. Vijayanarasimhan and
Grauman (2009a,b) have extended the idea to SVMs for the image retrieval task, and also
explore an approach that interleaves queries at varying levels of granularity and cost.
2.4.2. Querying Features
Another alternative setting is to query on features rather than (or in addition to) instances.
Raghavan et al. (2006) was the rst to explore this idea with an approach called tandem
learning, which incorporates feature feedback into traditional classication problems. In
their work, a text classier may interleave typical instance-label queries with feature-salience
queries (e.g., \is the word puck a discriminative feature if hockey is one of the class labels?").
The values for salient features are then articially amplied in instance feature vectors to
reect their relative importance. The authors reported that interleaving such queries is
very eective for text classication, and also found that words (the features in this case)
are often much easier for human annotators to label in empirical user studies, requiring
a fth of the time. Note, however, that answers to these feature queries only imply their
discriminative value and do not tie features to class labels directly.
In recent years, several new methods have been developed for incorporating feature-
based domain knowledge into supervised and semi-supervised learning (e.g., Haghighi and
Klein, 2006; Druck et al., 2008; Melville et al., 2009). In this line of work, users may supply
domain knowledge in the form of feature-label constraints, e.g., \the word puck indicates
class label hockey." Mann and McCallum (2010) describe a semi-supervised method of
combining such constraints with unlabeled data in exponential models, and Melville et al.
(2009) combine this domain knowledge with labeled examples for na ve Bayes by pool-
ing multinomials. When combined with labeled data instances, this is sometimes called
dual supervision. Interestingly, Mann and McCallum determined that specifying many
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imprecisely-estimated constraints is generally more eective than using a few more precise
ones, suggesting that human-specied feature labels (however noisy) are useful if there are
enough of them. This begs the question of how to actively solicit such feature-based domain
knowledge.
Druck et al. (2009) propose and evaluate a variety of active query strategies aimed
at gathering useful feature-label constraints for two information extraction tasks. They
show that active feature labeling is more eective than either \passive" feature labeling
(using a variety of strong baselines) or instance-labeling (both passive and active) for two
information extraction tasks. These results held true for both simulated and interactive
human-annotator experiments. Liang et al. (2009) present a more principled approach
to the problem grounded in Bayesian experimental design, however, they also resort to
heuristics in practice due to intractability. Melville and Sindhwani (2009) have explored
interleaving instance and feature label queries for sentiment classication in blogs using the
pooling multinomials na ve Bayes approach, and Sindhwani et al. (2009) consider a similar
query setting for a semi-supervised graph/kernel-based text classier.
2.5. Multi-Task Active Learning
Most active learning settings assume that there is only one learner trying to solve a single
task. In many real-world problems, however, the same data instances may be labeled in
multiple ways for dierent subtasks. In such cases, it is probably more economical to
label a single instance for all subtasks simultaneously. Therefore, multi-task active learning
algorithms assume that a single query will be labeled for multiple tasks, and attempt to
assess the \informativeness" of an instance with respect to all the learners involved.
Consider a database of lm reviews, which might be used to build a system that (i) ex-
tracts the names of key actors and production crew, (ii) classies the lm by genre, and
(iii) predicts a ve-star rating based on the text. Such a system would probably employ
three independent learners: a sequence model for entity extraction, a classier for genres,
and a regression model to predict ratings. Eectively selecting queries that benet all three
of these learners is still an open and promising direction in active learning.
Along these lines, Reichart et al. (2008) study a two-task active learning scenario for
natural language parsing and named entity recognition (NER), a form of information ex-
traction. They propose two methods for actively learning both tasks simultaneously. The
rst is alternating selection, which allows the parser to query sentences in one iteration, and
then the NER system to query instances in the next. The second is rank combination, in
which both learners rank the query candidates in the pool by expected utility, and the in-
stances with the highest combined rank are selected for labeling. In both cases, uncertainty
sampling is used as the base selection strategy for each learner, but other frameworks could
be used as well. As one might expect, these methods outperform passive learning for both
subtasks, while learning curves for each individual subtask are not as good as they would
have been in a single-task active learning setting.
Qi et al. (2008) study a dierent multi-task active learning scenario, in which images may
be labeled for several binary classication tasks in parallel. For example, an image might
be labeled as containing a beach, sunset, mountain, eld, etc., which are not all mutually
exclusive; however, they are not entirely independent, either. The beach and sunset labels
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may be highly correlated in the data, for example, so a simple rank combination might
over-estimate the informativeness of some instances. They propose and evaluate a new
approach which takes into account the mutual information among labels.
2.6. Changing (or Unknown) Model Classes
An important side-eect of active learning that the resulting labeled training set L is not
an i.i.d. sample of the data, but is rather a biased distribution which is implicitly tied to
the model used in selecting the queries. Most work in active learning has assumed that the
appropriate model class for the task is already known, so this is not generally a problem.
However, it can become problematic if we wish to re-use the training data with a model
of a dierent type|which is common when the state of the art advances|or if we do not
even know the appropriate model class (or feature set) for the task to begin with.
Fortunately, this change of or uncertainty about the model is not always an issue. Lewis
and Catlett (1994) showed that decision tree classiers can still benet signicantly from
a training set constructed by an active na ve Bayes learner using uncertainty sampling.
Tomanek et al. (2007) also showed that information extraction data gathered by a maximum
entropy model using the query-by-committee algorithm can be eectively re-used to train
more sophisticated conditional random elds (CRFs), maintaining cost savings compared
with random sampling. Hwa (2001) successfully re-used natural language parsing data
queried by one type of parser to train other types of parsers.
However, Baldridge and Osborne (2004) reported the exact opposite problem when re-
using data queried by one parsing model to train a variety of other parsers. As an alternative,
they perform active learning using a heterogeneous ensemble composed of dierent parser
types, and also use semi-automated labeling to cut down on human annotation eort. This
approach helped to reduce the number of training examples required for each parser type
compared with passive learning. Similarly, Lu et al. (2010) employed active learning with a
heterogeneous ensemble of neural networks and decision trees, when the more appropriate
model class for the learning task was not known in advance. Their ensemble approach
was able to simultaneously select informative instances for the overall ensemble, and bias
the distribution of constituent weak learners toward the most appropriate model as more
training data was gathered. Sugiyama and Rubens (2008) have experimented with an
ensemble of linear regression models that used diering feature sets, to study cases in which
the appropriate feature set is not yet decided upon.
This brings up a very important point for active learning in practice. If the appropriate
model class and feature set happen to be known in advance|or if these are not likely to
change much in the future|then active learning can probably be safely used. Otherwise,
random sampling (at least for pilot studies, until the task can be better understood) may
be more advisable than taking one's chances on active learning with the \wrong" learning
algorithm. A viable alternative for active learning seems to be the use of heterogeneous
ensembles in selecting queries, but there is still much work to be done in this direction.
3. Conclusion
This article surveys the main challenges currently facing the use of active learning in prac-
tice. While many of these issues are nontrivial and well beyond the current state of the
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art, I am optimistic that the research community will nd pragmatic solutions that are of
general use. After all, we have overcome comparable challenges in the past.
Over two decades ago, some exciting theoretical results for active learning (Sammut and
Banerji, 1986; Angluin, 1988) led to a body of work applying these early ideas in neural
networks. For the most part, these methods assumed that the learner may synthesize
arbitrary query instances de novo, and applications studied only simple or articial learning
tasks (e.g., geometrical shapes on a 2D plane). In an interesting early attempt at a real-
world task, Lang and Baum (1992) employed active learning with a human oracle to train a
classier for handwritten characters and digits. They encountered an unexpected problem:
many of the query images generated by the learner contained no recognizable symbols, only
articial hybrid characters that had no semantic meaning. This negative result did not
discourage progress, however, but helped to motivate and justify the selective sampling and
pool-based active learning scenarios commonly used today, since they guarantee that query
instances are sensible because come from an underlying natural distribution.
I think we nd ourselves in a similar situation today. While the past few decades have
established active learning as a widely applicable tool for a variety of problem domains,
these results are subject to assumptions which focus on the utility of a query to the learner,
and not its cost to the teachers or other aspects of the problem as a whole. Rather than
quell progress, though, I believe these practical challenges are leading to innovations which
draw us closer to methods for eective interactive learning systems.
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