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Polarisation Properties of Exciton-Polaritons in Semiconductor Microcavities
Dean Read
Interactions of exciton-polaritons in semiconductor microcavities and the resulting
polarisation dynamics are investigated theoretically. Within the coboson frame-
work of polariton-polariton scattering, it is shown that the matrix element of direct
Coulomb scattering is proportional to the transferred momentum, q, cubed in the
limit of small q. In the same limit, the magnitude of superexchange/exchange in-
teractions can be considered constant. These results are applied to the elastic circle
geometry, where a system of equations describing the steady-state pseudospin com-
ponents is derived. It is shown, that for this geometry, polariton-polariton scatter-
ing can account for the generation of circularly/linearly polarised ¯nal states from
linearly/circularly polarised initial states, depolarisation and the generation of spin
currents. In the low density regime polaritons are good bosons and the dynamics of
polariton Bose-Einstein condensation (BEC) are investigated. A stochastic model
is derived, resulting in a Langevin type equation describing the time dynamics
of the condensate spinor order parameter. The build up in condensate polarisa-
tion degree is shown to evidence macroscopic ground state population, while the
stochastic choice of polarisation vector evidences the symmetry breaking nature of
the phase transition. The decrease of polarisation degree above threshold is demon-
strated to be a consequence of polariton-polariton interactions, a result which is
complemented by recent experimental work. The stochastic model is extended to
include Josephson coupling of spatially separate condensates. The coupling results
in polarisation and phase correlations between the condensates, explaining the po-
larisation locking and spatial coherence seen experimentally. Finally, the e®ect of
polarisation pinning by local e®ective ¯elds is examined.Contents
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1Chapter 1
Introduction
The prevailing direction of current solid state physics research is to reduce
dimensionality and observe previously exotic quantum e®ects under increas-
ingly less exotic conditions. This trend is nowhere more visible than in the
evolution of semiconductor structures. The process of decreasing the num-
ber of degrees of translational freedom began with the production of the ¯rst
quantum well (QW) [1] and continued with quantum wires (QWR) [2] and
quantum dots (QD) [3]. The emission spectra produced by these structures
is a direct look at the discretisation of energy levels due to con¯nement of the
electron/hole states. These forays into the quantum scale developed in tan-
dem with the realisation of collective phenomena in semiconductor devices,
the most notable and widely distributed of which being the light emitting
diode (LED) [4]. The synergy of collective e®ects and con¯nement was ¯rst
demonstrated in the quantum well diode laser [5] which bene¯ted from in-
creased e±ciency due to the modi¯ed density of states and the ability to
tune the wavelength by changing the thickness of the QW, rather than mod-
ifying the band structure through composition alterations, as was previously
necessary. The QW laser and its derivatives are edge emitting devices, i.e.,
2the light emission is perpendicular to the current °ow through the device.
There are a number of bene¯ts to producing a structure with emission par-
allel to the °ow of current, i.e., surface emitting, not least of which being the
ability to produce numerous devices on a single semiconductor wafer. This
practical desire led to the creation of the vertical cavity surface emitting
laser (VCSEL) [6]. Although itself interesting, this thesis will discuss the
implications of the VCSEL design taken into the strong coupling regime; the
exciton-polariton1 and the interesting e®ects associated with it.
A semiconductor is a material with electrical conductance between that
of a metal and an insulator. This rather simple de¯nition encapsulates a
sizable amount of physics which underlies these fundamental materials. The
properties of solids are determined by their lattice structure and the energy
bands formed because of it. The de¯ning characteristic of a semiconductor
is that the band gap (di®erence between the top of the valence band and
bottom of the conduction band) is non-zero at 0K but allows for thermal
excitation at some point below the melting point of the material. The origin
of this band gap can be explained intuitively through the nearly free electron
model. Here we imagine a crystal as a set of ¯xed ion cores producing a
potential weakly perturbing the free electron wave function, given by
Ãk = exp(ik ¢ r); (1.1)
where k is the electron wave vector and r is the spatial coordinate. Assuming
a simple 1D periodic lattice the Bragg condition determining the allowed
re°ections of electron from ion is k = §G=2 = §n¼=a where a is the lattice
spacing and therefore G is a reciprocal lattice vector. The ¯rst re°ections
occur at k = §¼=a and at these points a wave traveling to the right is
re°ected to the left and vice versa resulting in a wave function with equal
parts traveling to the right and left. This represents a time-independent wave
1In the remainder of the text they will be referred to only as polaritons as this variant
is the only form which will be discussed.
3function as the wave is stationary. Symmetric and anti-symmetric waves can
be formed from the two traveling waves,
Ã(+) = exp(i¼x=a) + exp(¡i¼x=a) = 2cos(¼x=a)
Ã(¡) = exp(i¼x=a) ¡ exp(¡i¼x=a) = 2isin(¼x=a): (1.2)
The probability density of a particle is Ã¤Ã = jÃj2. For the standing waves
in Eq. 1.2 these are
jÃ(+)j
2 / cos
2(¼x=a) (1.3a)
jÃ(¡)j
2 / sin
2(¼x=a) (1.3b)
By examination we see that the symmetric wave function concentrates elec-
trons at the positively charged lattice points whereas the antisymmetric wave
function concentrates electrons at the points between the positive ions. These
distributions are shown in Fig. 1.1 along with the constant electron distribu-
tion associated with a free electron wave and the attractive potential seen by
the electrons due to the ion cores. From inspection it can be seen that the
Figure 1.1: Probability density for symmetric and antisymmetric standing
waves in the lattice. Also shown is the charge distribution for the free electron
(red line) and the potential energy variation (¯lled blue) of a conduction band
electron in the ¯eld of the positively charged ion cores (black dots) comprising
the 1D lattice
expectation value of the potential energy for Ã(+) and Ã(¡) is greater than
and lower than that of the stationary wave respectively. It is the di®erence
between these two expectations which produces the energy gap. In this sim-
4pli¯ed case it is therefore possible to de¯ne the ¯rst order energy di®erence
between the two standing waves as
Eg =
Z
U(x)[jÃ(+)j
2 ¡ jÃ(¡)j
2]dx (1.4)
Where U(x) is the potential energy of an electron in the crystal at a point x.
This idealised model, although highly simpli¯ed, presents a solid conceptual
introduction to the idea of energy bands in crystalline solids which are the
¯rst steps in polariton physics.
In semiconductors the bands either side of the Fermi level are the valence
and conduction bands, which at 0 K are full and empty respectively. As the
temperature is increased an electron from the valence band can be excited to
the conduction band leaving a localised hole of opposite charge in the valence
band. Due to the opposing charges the two bind to form excitons, the semi-
conductor equivalent of a hydrogen atom. This bound electron-hole pair can
be thought of as the fundamental excitation of a semiconductor and as such
can be created through a range of mechanisms, the most notable of which
for polariton physics being optical excitation. As we are interested in the
e±cient creation of excitons, direct band gap semiconductors are considered
i.e., the top of the valence and bottom of the conduction bands occur at the
same value of k and a transition can occur with purely photonic excitation,
Fig. 1.2(a). In the case of indirect band gap semiconductors the transition
requires a photon and phonon to provide both energy and momentum to the
electron, Fig. 1.2(b). The process of exciton creation in an indirect semicon-
ductor is signi¯cantly less probable than in the direct case and therefore only
direct band gap semiconductors are discussed from this point as the e±cient
optical excitation of excitons is essential to polaritonic systems.
Excitons are classi¯ed within two di®erent theoretical frameworks named
for their progenitors: Frenkel [7] and Wannier-Mott [8, 9]. Frenkel excitons
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Figure 1.2: (a) shows a direct band gap semiconductor where the electron is
excited by a photon with frequency !g, where Eg = ~!g, whereas an electron
in the indirect semiconductor shown in (b) requires a photon to traverse the
energy gap and a phonon of frequency º to conserve momentum.
prevail in materials with a small dielectric constant and as a consequence
large binding energies of the order 100-300 meV. They can be considered
as essentially an excited state of an individual atom in the lattice, however
this excitation can hop to its neighbours due to the coupling a®orded by the
crystalline structure. This transmission of excitation between neighbouring
atoms results in wave-like eigenstates of the system. Frenkel excitons are
widely studied in organic materials where they are the dominant factor in
optical spectra.
Wanner-Mott excitons present the opposite case, where the dielectric con-
stant is large and consequently the Coulomb interaction is strongly screened,
resulting in Bohr radii on the order of tens of lattice constants and bind-
ing energies of a few meV. The delocalised nature of Wannier-Mott excitons
allows for the approximation of the periodic potential of the crystal by a
change in the e®ective mass of the excitons constituent particles (electrons
and holes). This approximation can be validated by looking at the e®ect of
an electric ¯eld on a semiconductor electron with dispersion E(k). The work
done by an electric ¯eld Â in time ±t is ±E = ¡eÂvg±t, where vg = ~¡1dE=dk
6is the group velocity. A small change in energy is equivalent to
±E =
dE
dk
±k = ~vg±k (1.5)
using the de¯nition of group velocity. From Eq. 1.5 we can write ±k =
¡(eÂ=~)±t which when combined with ~dk=dt = ¡eÂ (the same as for free
electrons) produces a fundamental relation for crystals
~
dk
dt
= F (1.6)
where F is the external force on the electron. To determine the e®ective mass
of electrons in semiconductors we recast the relation into a structure which
coincides with the Newtonian form F = ma. The acceleration is the time
di®erential of the group velocity
dvg
dt
= ~
¡1 d2E
dkdt
= ~
¡1
µ
d2E
dk2
dk
dt
¶
; (1.7)
using Eq. 1.6 and rearranging we obtain the result:
F =
~2
d2E=dk2
dvg
dt
: (1.8)
This leads naturally to a de¯nition of the e®ective mass, m¤ as
1
m¤ =
1
~2
d2E(k)
dk2 ; (1.9)
demonstrating the direct link between the electron dispersion (a similar
derivation can be carried out for the holes), determined by the crystal po-
tential and the electron e®ective mass. Within the Wannier-Mott framework
electrons and holes are considered as free particles characterised by this e®ec-
tive mass. For the remainder of this thesis discussion of excitons will always
relate to the Wannier-Mott type as their delocalised nature provides greater
opportunity for observation of interesting collective e®ects.
7The model of an exciton as a bound pair of free particles invites direct
comparison to the Hydrogen atom and as such the wave function of relative
electron-hole motion fEX is calculable from the SchrÄ odinger equation
¡
~2
2¹
r
2fEX ¡
e2
4¼²²0r
fEX = EfEX: (1.10)
Where ¹ = memh=(me + mh) is the reduced mass and r =
p
x2 + y2 + z2 is
the absolute distance between the electron and hole. Eq. (1.10) is a direct
analogue of the SchrÄ odinger equation describing a Hydrogen atom electron
state. The solutions are well known;
f
1s
EX =
1
p
¼a3
B
e
¡r=aB (1.11)
where
aB =
4¼~2²²0
¹e2 (1.12)
is the Bohr radius. The results are identical to the Hydrogen case but with
the renormalisations m0 ! ¹ and e2 ! e2=². The ground state binding
energy is de¯ned in a similar fashion
EB =
~2
2¹a2
B
: (1.13)
For a wide range of applications the interaction of excitons with light
(light-matter coupling) is an important area of interest. The possibility
to create new quasiparticles based on this interaction, so called exciton-
polaritons, was postulated in the 1950s by Hop¯eld [10] (although not yet
named polaritons).A fundamental di®erence between Hop¯eld's theory and
previous theories of light absorption by excitonic states can be understood
qualitatively. Previous to Hop¯eld it was believed that light propagating
through a semiconductor crystal directly created excitons with the energy
°ux of the incident beam reduced by the amount of energy given to the exci-
8ton. The viewpoint espoused in [10] views light as mixing with the excitonic
mode in the crystal, producing a propagating mode of mixed exciton and pho-
ton - an exciton polariton. In this case absorption only occurs when other
crystal states are excited by the exciton part of the propagating mode and
not in the exciton modes to which the light is directly coupled. Excitons cre-
ated in bulk inorganic semiconductors have a weak light-matter interaction
and therefore the e®ects can be treated as a perturbation to the lone exciton.
The requirement to study polaritons is to restrict the dimensionality of the
exciton and increase the interaction strength. The experimental ability to do
this was not available for many years after the postulation of the new quasi-
particles. After an evolution of semiconductor structures as discussed earlier,
researchers were ultimately able to fabricate a device which incorporated a
semiconductor QW within a Fabry-Perot cavity. A schematic of this device
is shown in Fig. 1.3 and known as a microcavity. The structure consists of
Exciton
e
h
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Bragg Mirror
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Figure 1.3: Schematic diagram of a typical semiconductor microcavity. The
red line shows the cavity electric ¯eld pro¯le, which decays inside the Bragg
re°ectors.
a pair of Bragg mirrors sandwiching a semiconductor QW, itself created by
sandwiching a semiconductor material with a small band gap in between two
with large band gaps. A Bragg re°ector is a stack of alternating high and
9low refractive index materials satisfying the condition that the optical path
length in each layer is ¸c=4 where ¸c is the desired wavelength of light the
cavity is intended to trap. When this condition is satis¯ed an incoming light
wave is partially re°ected at each layer boundary and due to constructive
interference a very high re°ectivity is achieved. This re°ectivity reaches val-
ues of ¼ 99% as standard, meaning the photon makes nearly 100 round trips
of the cavity before escaping through the mirror. The re°ection spectrum of
a Bragg mirror shows a high degree of re°ectivity around the chosen wave-
length, a feature known as the stop band. Fabrication of microcavities is a
precise process usually carried out through molecular beam epitaxy which
allows the build up of single crystal layers on a substrate. Due to the high
requirements placed on the light-matter coupling strength in a microcavity
the location and thickness of all the component parts must be exact. The
QW is generally placed at the anti-node of the light ¯eld within the cavity,
maximising coupling strength, while it is also critical that the frequency of
the light at the centre of the stop band matches the resonant excitation fre-
quency of the exciton and the frequency of the Fabry-Perot mode. Clearly
this is a non-trivial procedure and explains the long gap between theory and
experiment.
Obtaining a clear mental picture of the true quantum processes occurring
inside a microcavity is a di±cult hurdle to overcome, however a conceptual
shortcut can be used to get an intuitive feel for the system. We can imagine
a new photon in the cavity from an external laser source, this photon will be
absorbed by the semiconductor QW and an exciton produced. After a short
period of time the electron and hole constituents will recombine2 emitting a
photon with the same wave vector and energy as the original exciting photon.
The new photon, identical to the original, will re°ect from a Bragg mirror
and again be absorbed by the QW, restarting the process. Due to the high
re°ectivity of the Bragg mirrors this process will occur many times before the
2Unlike their atomic analogue (Hydrogen) excitons have a ¯nite lifetime.
10photon leaves the cavity, providing us with a strong light-matter interaction
between the photon and exciton. In physical systems the strong coupling
regime is de¯ned as a correlation between two objects strong enough for
the interaction not to be dealt with perturbatively (e.g., the strong force in
particle physics). The picture of polaritons as coupled oscillators periodically
exchanging energy provides a basis for understanding the criteria for strong
coupling in microcavities
V >
¯ ¯ ¯ ¯
°x ¡ °c
2
¯ ¯ ¯ ¯ (1.14)
Where °x is the exciton broadening caused by their interactions (non radia-
tive decay processes), °c is the photon broadening due to the ¯nite re°ectivity
of the mirrors and V is the photon-exciton interaction strength. A longer cav-
ity photon lifetime3 / °¡1
c and shorter exciton lifetime / °¡1
x will both lead
to a greater amount of energy exchange between the two oscillators. Strong
coupling manifests itself in a signi¯cant change to the dispersion, with a dis-
tinct upper and lower branch, split in energy at k = 0 by 2V known as the
vacuum ¯eld Rabi splitting4, Fig. 1.4. The detuning is de¯ned as the energy
mismatch between the cavity and exciton modes ¢(k) = EC(k)¡EX(k) and
samples are engineered so that a range of detunings are available by scanning
in real space5.
Experimental observation of strong coupling did not occur until 1992 [14]
where the characteristic anti-crossing of the exciton and photon modes as
a function of detuning was observed. This experiment evidenced a bene¯t
of studying polariton physics, the ability to directly access polariton dy-
namics by measuring the cavity emission. As the excitons and photons are
strongly coupled they cannot be considered as separate entities, as such when
a photon escapes the cavity (due to the ¯nite re°ectivity of the mirrors) its
3This relation appears due to the Heisenberg uncertainty principle
4A term adopted from atomic physics [11].
5In practice the cavity spacer is grown inhomogeneously allowing for di®erent cavity
lengths and therefore modes at di®erent points on the sample.
11Figure 1.4: Dispersion of polaritons for (a) negative, (b) zero and (c) positive
detuning between the bare photon and exciton modes. The upper polariton
(UP) and lower polariton (LP) branches are labeled. Results are based on a
GaN microcavity with typical parameters from [12, 13].
measurement provides the properties of what is occurring inside the cavity.
As alluded to in Fig. 1.3 it is possible to couple a laser or detector to any
polariton wave vector by altering the angle of incidence µ, allowing for excita-
tion/measurement of chosen regions of the dispersion. This ability was taken
advantage of to prove the bosonic nature of polaritons in the low density limit
(where the density is low enough that the exciton wave function overlap inte-
grals are negligible). Until the work of Savvidis [15] the statistics obeyed by
polaritons was still a debated question. Although the polariton constituents
were both bosons it was unclear whether the electron and hole interactions
would supersede the bosonic nature. Numerous theoretical and experimental
work had addressed this issue previously [16, 17, 18, 19, 20, 21, 22] with-
out a de¯nitive answer6. The experimental setup of Savvidis exploited the
e®ect of bosonic stimulation7 to show signi¯cant gain in a parametric scat-
6The experimental work was carried out at high powers producing many excited states
in the QW. Such high powers lead to polariton bleaching, where the electrons and holes in
the semiconductor begin to act as plasmas rather than bound pairs, destroying polaritonic
e®ects
7Bosonic stimulation is the increased probability of scattering to an occupied ¯nal
12tering process. This involves pumping the sample at the so called `magic
angle'(equivalent to the correct point on the dispersion) where a polariton-
polariton scattering event will scatter one polariton to a point with high
k near the bare exciton energy and the other to k = 0, conserving energy
and momentum Fig. 1.58. The bosonic nature of polaritons was established
through the use of a probe pulse at k = 0. For the case of no pumping at
the magic angle the spectra from k = 0 showed the standard normal mode
splitting. The e®ect of exciting polaritons at the magic angle is a gain of 2
orders of magnitude in the emission from the lower polariton k = 0 state,
demonstrating stimulated scattering. If the cavity was not in the strong
coupling regime and excitons were the interaction participants this scatter-
ing process is forbidden by energy and momentum conservation. Conclusive
proof was ¯nally obtained that within certain limits polaritons act as good
bosons, beginning the push to observe more exotic collective e®ects within
an already interesting con¯ned system.
Figure 1.5: Parametric oscillator dispersions from [15] and [23], showing the
scattering of pumped states to signal and idler.
The ¯eld of polariton physics is now an established and continually ex-
panding area of study with numerous theoretical [24, 25, 26, 27, 28, 29, 30]
state proportional to its current occupancy:
dNfinal
dt / (1+Nfinal)Npump. This is in stark
contrast to fermions where indistinguishable particles may not occupy the same state.
8In microcavity physics the angle of incidence µ is equivalent to the wave vector and
therefore it is common for dispersions to be presented with this replacement
13and experimental groups [31, 32, 33, 34, 35, 36]. These quasiparticles garner
such international interest due to the rich physics of their dual nature [37].
By diagonalisation of the QW polariton Hamiltonian the superposition of ex-
citon and photon can be shown explicitly. The exciton and photon fractions
are given by the Hop¯eld coe±cients X and C respectively, which themselves
depend on the coupling strength and polariton dispersion.
jXj
2 =
1
2
Ã
1 +
¢(k)
p
¢(k)2 + 4V 2
!
(1.15a)
jCj
2 =
1
2
Ã
1 ¡
¢(k)
p
¢(k)2 + 4V 2
!
: (1.15b)
A photon con¯ned within a microcavity is known to acquire a ¯nite e®ective
mass, mph ¼ ~¹ nc=c¹ Lc, where ¹ nc is the e®ective refractive index of the cavity9
and ¹ Lc is the e®ective cavity length which accounts for the penetration of
the mode into the mirrors10. The polariton e®ective mass is the weighted
harmonic mean of the mass of its exciton and photon components
1
mLP
=
jXj2
mEX
+
jCj2
mc
; (1.16)
1
mUP
=
jCj2
mEX
+
jXj2
mc
: (1.17)
Because mc ¿ mEX the lower polariton e®ective mass at k = 0 is very small,
mLP(k » 0) ' mc=jCj
2 » 10
¡4mEX: (1.18)
Such a low mass is an attractive feature of polaritons, making possible the
very high critical temperatures of phase transitions in the system. This is
exempli¯ed by Bose-Einstein condensation (BEC) where the critical temper-
9The e®ective refractive index of the cavity is a weighted average of the di®erent cavity
media's refractive index with the cavity ¯eld mode.
10¹ Lc = Lc + LDBR where LDBR is the mode penetration approximated by LDBR ¼
¸c
2¹ nc
n1n2
jn1¡n2j, here n1 and n2 are the refractive indices of the two Bragg re°ector materials.
14ature, Tc, has the following dependence [38]
kBTc =
2¼~
2
m
³ n
2:612
´2=3
; (1.19)
where n is the particle density. Eq. 1.19, while not directly applicable to
polaritons still shows the inverse relationship between critical temperature
and mass. The inapplicability is founded on the quasiparticles 2D nature.
In systems with dimension less than 3 a true BEC cannot be created, in-
stead cavity polaritons can undergo a Berezinski-Kosterlitz-Thouless phase
transition [39]. This is a form of local condensation to a super°uid state in
terms of topological order that can occur in two-dimensional systems in which
no long range order of the conventional type can exist11. Although such a
phase transition is forbidden for ideal bosons it can take place in systems of
weakly interacting bosons such as low density polaritons [40]. This being the
case, most literature in the ¯eld refers to the macroscopic occupation of the
polariton ground state as BEC, because for all practical reasons the de¯ni-
tion is apt and this will be adopted for further discussion of polariton BEC.
For phase transitions it is the low photon e®ective mass which discriminates
polaritons from other solid state bosonic systems, but the excitonic compo-
nent means that polariton-polariton interactions are a signi¯cant factor in
the dynamics of the system, vastly increasing the complexity and richness of
polariton physics, demonstrated by further experimental work on parametric
scattering [41, 42, 43, 44, 45, 46].
The combination of strong non-linear scattering e®ects and low e®ective
mass has allowed polaritonic systems to push ahead of atomic and excitonic
systems in the ¯eld of high temperature BEC. The ¯rst experimental con-
sideration of BEC occurred in 1938 with the super°uid transition of helium-
4 [47, 48] at T < 2:17K, where it was realised that the e®ect was due to
11BEC occurs in the thermodynamic limit where the volume of the system tends to
in¯nity.
15partial condensation. The ¯rst pure condensate was created in 1995 by cool-
ing dilute Rubidium-87 atoms to temperatures below 170nK [49] followed
shortly after by sodium atoms at T » 2¹K [50]. Experimental procedures
to produce such low temperatures are a signi¯cant barrier to the realisation
of BEC, leading to the exploration of BEC in particles with lower mass and
therefore higher TC. Excitons were a suitable candidate for BEC at high tem-
peratures as they have an e®ective mass much lower than atoms, giving them
a critical temperature » 1K. Condensation in this medium was initially also
di±cult due to the ¯nite lifetime of excitons. Photo-excited excitons have a
signi¯cantly higher temperature than the lattice and therefore thermalisation
processes must take place on a timescale shorter than the exciton lifetime for
BEC to occur [51]. The solution of the exciton lifetime issue was to use the
longer lifetime of indirect excitons, the meaning of which is slightly modi¯ed
in the 2D case to mean electrons and holes in di®erent coupled QWs. The
increased separation results in a decrease of the overlap integrals and there-
fore lower probability of recombination. Exciton condensation under these
new conditions was experimentally achieved [52, 53] and further work has
been carried out in this ¯eld [54, 55, 56, 57].
Following the relatively high temperature breakthrough of exciton BEC
the natural progression to polaritons was envisioned [58, 59, 60, 61]. With
an e®ective mass roughly four orders of magnitude smaller it was expected
that BEC could occur at much higher temperatures, even breaching room
temperature in some materials. Despite initial realisations only occurring re-
cently [62, 63, 64] the production of polariton condensates is now a widely ac-
cepted scienti¯c fact and occurs frequently [36, 65, 66, 26, 67, 68, 69, 70]. Ex-
perimental and theoretical investigations are focused on extending the range
of observed phenomena, from super°uidity [71, 72, 73, 74, 75, 76, 77, 78, 79]
to quantized vortices/half-vortices [80, 32, 81, 82, 83] to superconductiv-
ity [84]. For the discussion of this text the seminal work is the experimental
demonstration of polariton room temperature condensation in a GaN based
16microcavity [85, 86], which ful¯lled the potential of the low e®ective mass po-
lariton. The characteristic macroscopic occupation of the ground state was
demonstrated in concert with a build-up in the polarisation degree, Fig. 1.6.
The importance of polariton condensation at room temperature lies in its
Figure 1.6: Reciprocal space polariton distribution just below (a) and just
above threshold (b). (c) shows the jump in polarisation degree at threshold
followed by the decrease due to polariton-polariton interactions [86].
practical application as the condensate emits coherent light producing a po-
lariton laser [85, 87, 88, 89]. Such a device is expected to have a much lower
threshold as population inversion is not required for optical ampli¯cation.
The polarisation of emitted light from the condensate provides direct ac-
cess to its order parameter i.e., the wave function representing the collective
state assumed by all particles in the condensate. The behavior of the order
parameter and by extension the polarisation is critical to understanding the
condensation process in microcavities. As BEC is a symmetry breaking phase
transition a comprehensive model of the system must include the stochastic
nature of individual condensate realisations. This has been attempted with
a stochastic extension of Langevin °uctuations to the Boltzmann equations
for the system [89, 90] and through a truncated Wigner approach [91]. These
models can determine the ¯rst and second order coherence values for the con-
densates, however experimental measurement is of these values is di±cult.
In Chapter 3 we discuss a stochastic model which fully takes into account the
polarisation of microcavity emission and shows the direct link between polar-
17isation degree and macroscopic occupation of the ground state. The model
is derived from the master equation and naturally includes the characteristic
decrease of polarisation degree above threshold (Fig. 1.6, [36]). Our model
has been successfully applied to describe the experimental data on power de-
pendence of polarisation of emission of a GaN-based polariton laser [36]. The
richest features of polariton physics come from their strong interactions and
unsurprisingly these are the key to condensate dynamics. An understanding
of polariton-polariton interactions is necessarily important and Chapter 2
discusses an approach to their calculation and some of the interesting results
which can be obtained from studying polariton-polariton scattering.
In one of the original experimental realisations of polariton BEC [62]
a fragmented group of condensates was observed within the exciting spot.
Despite spatial separation the condensates emitted light of the same polar-
isation. Chapter 4 extends the stochastic model developed in Chapter 3 to
the case of two Josephson coupled [92] condensates. Polarisation and phase
locking of the condensates is innate to the model which demonstrates that
the build up of a common vector polarisation can be considered as a criterion
for a macroscopically coherent state in a system of localised polariton con-
densates. Similar work in this area [57, 93] has ignored the fundamentally
stochastic nature of BEC.
18Chapter 2
Polariton-Polariton Interactions
The rich and interesting physics of polaritons is founded upon their strong
interactions. Because of their composite nature, the excitonic part of a po-
lariton plays a signi¯cant role in the interaction dynamics. It is therefore
important to understand how these interactions are modi¯ed due to the 2
component form of the excitons themselves i.e., what is the e®ect of the
fermionic nature of the bound electron hole pair which constitutes the ex-
citon. This question gains greater depth from the spin structure of the un-
derlying particles. In the following section we provide an introduction to
the spin structure of polaritons, as the e®ects related to it are critical to the
remainder of this text.
When undertaking calculations involving polariton-polariton interactions
it is necessary to separate the dynamics into two components; polaritons
of the same spin and polaritons of opposite spin, the strength of which is
given by the constants ®1 and ®2 respectively. It is standard to approximate
these constants in a phenomenological way with ®1 ¼ 6EBaB=S and ®2 ¼
190:1®1 where S is the excitation spot area [94, 24]. It is self-evident that
this approximation must simplify signi¯cantly the processes occurring when
polaritons interact. Most notably any dependence on polariton wave vector
is ignored. As such, it is necessary to approach the calculation of these
interaction `constants' from a fundamental basis accounting for the possibility
of additional e®ects from the fermionic nature of the underlying constituents.
This is motivated by the fact that some of the greatest breakthroughs in
polariton physics are dependent on wave vector speci¯c scattering events (for
example the OPO [15] which demonstrated bosonic stimulation) and a more
physically sound approach to their modeling and the prediction of further
interesting results is a necessity. As such we present calculations of the wave
vector dependence of scattering and discuss the results when calculated on
the elastic circle.
2.1 Polariton Spin
Strong coupling of excitons with photons ensures the equivalence of the po-
lariton pseudospin and the polarisation of light emitted from the cavity. Ex-
perimentally it is possible to measure the polariton pseudospin dynamics
through this emitted polarisation and gain signi¯cant insight into the physi-
cal e®ects accessed through the spin degree of freedom. An exciton is de¯ned
as a Coulomb bound electron and hole, two fermions with total angular mo-
menta projections on the structure-growth axis equal to Je
z = §1=2 for a
conduction band electron with S-symmetry and Jh
z = §1=2;§3=2 for a va-
lence band hole with P-symmetry1. Hole states with Jh
z = §1=2 are light
holes and form if the hole spin projection is anti-parallel to the projection
of its orbital angular momentum. Conversely, parallel spin projection and
orbital angular momentum leads to heavy holes with Jh
z = §3=2. In the bulk
1Here we are only discussing excitons in zinc-blend semiconductors such as GaAs.
20semiconductor materials generally used for polariton physics, at k = 0 the
light and heavy holes are degenerate, however in QW's the con¯nement lifts
this degeneracy and heavy hole energy levels are closer to the band edge than
those of light holes. This results in the ground-state exciton being formed
by an electron and heavy hole.
The exciton spin is the sum of the contributions from the electron and
hole. There are four possible total angular momentum projections on the
structure growth axis, Jz = §1;§2. States with Jz = §1 are split in energy
due to the electron-hole exchange interaction [95] and are of most relevance
for polariton physics. Due to conservation rules, Jz = §2 states cannot be
optically excited, so are not directly coupled to the photonic cavity mode
(although scattering via these states as intermediaries is a possibility [96]),
leading to the label dark states. The obvious extension of this nomenclature
is that excitons with Jz = §1 are called bright states. The inextricable link
between photonic polarisation and polariton spin, combined with conserva-
tion of spin in photoabsorbtion means it is possible to spin-orient excitons
through the polarisation of the exciting light. Light with ¾ = +1 (right cir-
cularly polarised) or ¾ = ¡1 (left circularly polarised) excites J = +1 and
J = ¡1 excitons respectively. As linearly polarised light is a combination of
the two circularly polarised modes the same relationship holds in excitons.
For the electrons and holes composing the exciton there are three main
spin relaxation mechanisms: Elliott-Ya®et [97], D'yakanov-Perel [98] and Bir-
Aronov-Pikus (BAP) [12]. The ¯rst involves mixing of di®erent spin wave
functions due to the k ¢ p interaction with other bands, while the second
is caused by spin-orbit interaction induced spin splitting of the conduction
band with some asymmetry (either inversion asymmetry [99] or the Rashba
term from QW asymmetry). It has been shown that in 2D excitons the BAP
mechanism is su±ciently strong for the other two to be neglected [100]. The
BAP mechanism involves the spin-°ip exchange interaction of electrons and
21holes. This mechanism is especially potent in excitons rather than free carri-
ers due to their bound nature. In the general case there are two components
to this mechanism the long and short range. The short range couples light
and heavy holes whereas the long range causes transitions between Jz = +1
and Jz = ¡1. As we are discussing con¯ned excitons the usual degener-
acy between light and heavy holes is lifted and therefore the strength of the
short range BAP mechanism is reduced and the dark exciton states can gen-
erally be neglected in microcavities. This has a very important consequence
for the description of exciton-polaritons in microcavities as the exciton can
now be considered as a two level system and the pseudospin formalism used.
Formally, an exciton is described by a 2 £ 2 spin density matrix:
½k = Nk
·
I
2
+ sk ¢ ¾k
¸
: (2.1)
Where I is the identity matrix, Nk is the number of polaritons, sk is the
polariton pseudospin and ¾k is the vector of Pauli matrices.
The pseudospin components of the spin density matrix correspond di-
rectly to the Stokes parameters of light emitted from the microcavity in the
strong coupling regime [101, 102]. It is generally the convention that states
with sz = §1=2 are associated with right or left circular polarisations, the
states sx = §1=2 with X and Y linear polarisations and sy = §1=2 with linear
diagonal polarisation, with other states corresponding to elliptical polarisa-
tion. This equivalence with the polarisation of light allows for the pseudospin
to be represented on the Poincar¶ e sphere as shown in Fig. 2.1. This intro-
duction to polariton polarisation and especially the pseudospin vector are
relevant to this and following chapters.
22Figure 2.1: The direction of the pseudospin vector represents the polarisation
of the polariton state [24].
2.2 Composite Bosons
Throughout most of this text and the majority of work in this ¯eld excitons
and therefore polaritons are considered as good bosons, however recent work
has claimed that in the high density limit this assumption may not be valid
[103, 104, 105]. In this case the composite nature of excitons must be ac-
counted for when describing their interactions. The term coined for such a
compound particle is a composite boson or coboson in its abbreviated form.
Taking into account the composite nature of excitons poses a problem. Al-
though electron-electron and hole-hole Coulomb interactions can be de¯ned
unambiguously the same is not true for the electron-hole interaction. Due to
the indistinguishable nature of electrons and holes (i.e. an electron/hole in
one exciton is indistinguishable from an electron/hole in another exciton) an
interaction, Veh0, between them is invalid if one of the excitons is composed
23of (e;h0) rather than (e;h). This problem has led to the introduction of so
called \Pauli scatterings" for carrier exchange in the absence of Coulomb
interactions. Although this process results in a dimensionless addition to
the Hamiltonian, such Paul scatterings are usually linked with a photonic
interaction also to obtain an energy-like quantity.
When taking into account the fermionic constituents of the exciton, there
are four possible leading order scattering processes, as seen in Fig 2.2. By
expressing the exciton creation operator in terms of its fermionic components
(as is clearly necessary in the coboson approach), B
y
i =
P
ke;kh hke;khjiie
y
keh
y
kh
where e
y
ke and h
y
kh are the free electron and hole creation operators with wave
vector k, it is possible to derive the matrix elements for the processes shown
in Fig 2.2. The derivations are lengthy and will not be repeated here as
they do not add to the discussion, but an interested reader is directed to the
appendix of [104]. Considering ¯rst the direct term (Fig. 2.2(b)) it is clear
that this should be the most analytically tractable scattering to determine.
As such we include in Appendix A a derivation which provides the result
»
dir
ij;mn = f(q;w)V2D(q)
³
~ Ã(°eq) ¡ ~ Ã(°hq)
´2
; (2.2)
for the direct scattering matrix element from i ! m and j ! n, where q =
km¡ki = kj¡kn, the transferred exciton center of mass momentum. f(q;w)
is the form factor determined by the electron and hole envelope functions
which in the case of an in¯nitely deep quantum well is
f(q;w) =
2
w
"
1
q
+
1
2
qw
2
q
2w
2 + 4¼
2 + (e
¡qw ¡ 1)
1
w
µ
1
q
¡
qw
2
q
2w
2 + 4¼
2
¶2#
;
(2.3)
where w is the well width. V2D(q) is the Fourier transform of the ideal
Coulomb potential, V2D(q) / 1=q and ~ Ã(q) is the Fourier transform of the
24Figure 2.2: (a) Exchange interaction between two in excitons (i;j) to form
two out excitons (m;n) where either a hole or electron is swapped. (b) Direct
Coulomb scattering. (c) Coulomb exchange scattering where the Coulomb
process takes place between the in excitons. (d) Coulomb exchange scattering
where the Coulomb process takes place between the out excitons. In all four
diagrams the solid line represents the electrons, the dashed line the holes and
the wavy line represents the Coulomb interaction. Figure from [104].
relative motion part of the 2D excitonic wave function
~ Ã(°hq) =
µ
1 +
16(°hq)
2a
2
B
16
¶¡3=2
: (2.4)
The prefactors °e;h are the ratio of constituent mass to total mass, °e;h =
me;h=(me + mh). Because of the indistinguishability of the exciton con-
stituents the other channel must also be considered, i ! n and j ! m
and the result is similar,
»
dir0
ij;nm = f(q
0;w)V2D(q
0)
³
~ Ã(°eq
0) ¡ ~ Ã(°hq
0)
´2
; (2.5)
where q0 = kn ¡ki = kj ¡km. The result is formally the same, but the de¯-
nition of the transferred exciton momentum has changed. When considering
any direct scattering process it is necessary to sum the contributions from
25both channels. We carried out calculations of the direct scattering term as a
function of both QW width and exchanged momenta, Fig. 2.3. The interpre-
Figure 2.3: (a) Dependence of direct scattering term on width of quantum
well for three values of Q. (b) Dependence of direct scattering term on
transferred exciton center of mass momentum for three values of well width.
q is scaled by aB which in this case is 12nm.
tation of the results for QW width are quite intuitive. Once the QW width
begins to exceed the Bohr radius of the exciton the scattering amplitude de-
26creases sharply, which is to be expected as we are considering the interaction
between fermionic components of the exciton. As the localisation area ex-
ceeds the quasiparticles extent they enter the low density regime and begin
to act again as good bosons. Excitons are uncharged resulting in negligible
Coulomb interaction. The exchanged momentum dependence of the scat-
tering amplitude is more complicated showing a clear peak and signi¯cant
dependence on the well width even though all widths are below the exciton
Bohr radius. The direct Coulomb interaction term in QW's appears due to
the di®erent shape of the electron and hole wave functions. From Eq. (2.2)
it is evident that an increase in the di®erence between the electron and hole
wave functions results in a square increase in the scattering amplitude. The
di®erence between the wave functions is provided from the ° prefactors which
account for the di®erent e®ective masses of electrons and holes in semicon-
ductors. The lower electron e®ective mass means that it penetrates further
into the QW barrier for narrow QW's and the narrower the well the greater
the degree of penetration relative to the hole, explaining the behaviour.
In real world experiments the scattering events considered are at a signif-
icantly lower scale than the peak shown in Fig. 2.3(b) and generally q ¿ a
¡1
b .
To investigate this regime Eq. (2.3) is expanded in this limit, the ¯rst three
terms are
Term 1 =
µ
3
32
¶2 ¡
°
2
h ¡ °
2
e
¢2 q
3
Term 2 =
µ
5
4¼
2 ¡
1
3
¶µ
3
32
¶2 ¡
°
2
h ¡ °
2
e
¢2 q
4w
Term 3 =
·µ
45
32768
¶¡
°
4
e ¡ °
4
h
¢¡
°
2
h ¡ °
2
e
¢
+
µ
¡
1
2¼
2 +
1
12
¶µ
3
32
¶2 ¡
°
2
h ¡ °
2
e
¢2 w
2
¸
q
5: (2.6)
Calculating these terms and comparing them with the non-approximate so-
lution, it becomes clear that the q dependence of the direct scattering term
27is suitably described by the ¯rst term in the expansion for small q i.e., cubic.
The exchange interaction shown in Fig. 2.2(a) has so far not been solved
analytically and numerical procedures are necessary. Further elaboration on
the work carried out for the exchange term is unnecessary, but we mention
the result that in the range of exchanged momenta generally considered in
microcavity experiments this term can be considered constant [106]. The
remaining scattering events in Fig. 2.2 are combinations of the exchange and
direct scattering events and are treated as such formally. These results for
the scattering amplitude through the coboson approach can be applied to
experimental work and in the following section we consider their impact on
the polarisation properties of emission from the elastic circle.
2.3 The Elastic Circle
The nonparabolic form of the lower-polariton dispersion means there are
a number con¯gurations available for resonant polariton-polariton scatter-
ing [107]. These resonant processes are responsible for operation of the mi-
crocavity OPO [43, 45, 108]. Among various geometries of the polariton
based OPO studied until now, one of the most attractive implies scattering
of two polaritons having equal energies and opposite in-plane wave vectors
on a so-called elastic circle. A circle in a 2D reciprocal space characterised
by some ¯xed value of the kinetic energy for the polaritons [109], see Fig. 2.4.
The advantage of this geometry is in the fully symmetric ¯nal states, which
is favourable for realisation of the parametric oscillations [110]. The sig-
nal and idler states are characterised by the same polariton lifetime which
is not the case in the \magic angle" setup discussed in the introduction.
Conversely, the geometry, which involves the simultaneous generation of po-
laritons with opposite in-plane wave vectors is more complex and harder to
28Figure 2.4: (a) Considered geometry of polariton-polariton scattering in real
space with ® being the angle of incidence and µ being the scattered angle.(b)
In reciprocal space, the dispersion of the lower-polariton branch is shown and
the elastic circle is highlighted by the blue colour.
model due to the multitude of possible ¯nal states, as the scattering to any
pair of states belonging to the same diameter of the elastic circle is allowed
by energy and wave vector conservation laws. Recent experimental stud-
ies revealed a strong angular dependence of the scattering probability on the
polar angle along with polarisation selection rules in polariton-polariton scat-
tering [111]. These e®ects were interpreted in terms of the spin-dependent
Gross-Pitaevskii (GP) equations, which assume a single fully coherent state.
This method (although powerful and insightful) has two important short-
comings. First, it does not account for the possible depolarisation of the
polaritons during the scattering; second, it implies a wave vector indepen-
dent interaction between the polaritons. We show that applying the results
obtained from the coboson approach to polariton-polariton scattering, the
formalism allows for the prediction of nontrivial angular polarisation de-
pendence of the scattering amplitude and sheds light on the mechanisms of
polarisation relaxation in polariton gases in the elastic circle geometry.
292.4 Scattering Hamiltonian
We consider a planar microcavity pumped with two continuous wave lasers,
producing macroscopic occupation of two cavity modes with opposite in-
plane wave vectors k1 and k2 = ¡k1. The angle of incidence of the two
laser beams is the same (angle ® in Fig. 2.4). Due to energy and momentum
conservation polaritons can scatter only to states on the elastic circle de¯ned
by the in-plane momentum jkj = jk1j = jk2j. The ¯nal states are therefore
fully de¯ned by the angle µ. We consider all other states to be initially
empty and bosonic stimulation can be ignored, we also neglect depletion of
the pump states and the longitudinal-transverse splitting of the polariton
eigenstates is taken to be zero.
As discussed earlier and pointed out in numerous publications [112, 113,
114, 115], the theoretical treatment of excitons must account for the fermionic
nature of their constituents. Because of this polariton-polariton interac-
tions must be considered within the framework of interactions between four
fermions, with the di®erent ¯rst order processes shown in Fig. 2.2. It is,
however, possible and convenient to use an e®ective scattering Hamiltonian
for the bright polaritons and introduce the fermionic scatterings within this
formulation. Such an e®ective Hamiltonian would couple the states on the
elastic circle only to the pump states k1 and k2
HSC =
1
2
X
s;q
[®1(k1;k2;q)a
y
s;k1+qa
y
s;k2¡qas;k1as;k2
+ ®2(k1;k2;q)a
y
s;k1+qa
y
¡s;k2¡qas;k1a¡s;k2]: (2.7)
Here, as;k is the annihilation operator for a polariton having a wave vector
k and spin s. The amplitudes ®1 and ®2 describe scattering of the polari-
tons with parallel and antiparallel spins. In general, ®1 6= ®2. This spin
dependence of polariton-polariton interactions is at the origin of many in-
30teresting e®ects in polariton dynamics [116], including self-induced Larmor
precession [94] and the buildup of linear polarisation in polariton conden-
sates [117]. New results due to these e®ects will be discussed in more detail
in the following chapters.
By de¯ning the ¯nal state wave vector as in Fig. 2.4, k3(µ) and k4(µ) and
the exchanged momenta q = k3 ¡ k1 and q0 = k4 ¡ k1 the Hamiltonian can
be written
HSC =
X
s;µ
(¯1(µ)a
y
a;k3a
y
a;k4aa;k1aa;k2
+ [¯2(µ)a
y
s;k1+qa
y
¡s;k2¡q + ¯
0
2(µ)a
y
¡s;k1+qa
y
s;k2¡q]as;k1a¡s;k2);
(2.8)
where the summation over µ goes from 0 to ¼ and more convenient scattering
amplitudes have been de¯ned
¯1(µ) =
1
2
[®1(q) + ®1(q
0)]; (2.9)
¯2(µ) =
1
2
®2(q); (2.10)
¯
0
2(µ) =
1
2
®2(q
0) = ¯2(¼ ¡ µ): (2.11)
The matrix elements of Eq. (2.7) for selected initial and ¯nal spin states are
shown in Table 2.1. The matrix elements should be interpreted carefully
as, for example, the matrix element hXXjHSCjXXi squared, expresses the
conditional probability of ¯nding the X polarised polariton in the direction
k3 given that we observe another X polarised polariton in k4, after being
pumped by X polarised beams. This does not mean that the ¯nal state
emission is X polarised as other matrix elements also contribute polaritons
of di®erent polarisations i.e., hY Y jHSCjXXi is non-zero also. Interestingly,
if ¯2 = ¯0
2 = 0 or ¯1 = 0, because both the aforementioned matrix ele-
ments have the same magnitude the emission will be unpolarised and the
31¯nal states are in the non-polarised entangled state (jXXi + jY Y i)=
p
2. In
order to quantitatively characterise the microcavity emission in the limit of
spontaneous scattering on the elastic circle, we estimate the amplitudes of
the coe±cients ¯1, ¯2 and ¯0
2. One can expand
®1(q;k1;k2)jXHj
¡4 = »
dir(q;k1;k2) + »
exch(q;k1;k2); (2.12)
®2(q;k1;k2)jXHj
¡4 = »
dir(q;k1;k2) + »
super: (2.13)
With the ¯ coe±cients being retrieved from their de¯nition. XH is the Hop-
¯eld coe±cient describing the excitonic fraction of polariton states on the
elastic circle. As discussed in Section 2.2, the amplitude of »dir has a strong
dependence on the exchanged momentum when q ¿ a
¡1
B and varies as q3.
The exchange term can be considered constant for scattering on realistic mi-
crocavity elastic circles. Intuitively, as the scale on which this term might
change is given by the inverse exciton Bohr radius, a
¡1
B , which is orders of
magnitude larger than the radius of the elastic circle which we consider, it is
unsurprising that the exchange term is constant. The superexchange, »super,
is an e®ective exchange term that comes from a second order process where
virtually excited dark exciton states act as intermediaries. This process has
been discussed in detail in [118, 24] and we also consider this interaction to
be constant around the elastic circle. In the 2D exciton gas limit the magni-
tude of the direct term is signi¯cantly smaller than that of the exchange term
because of compensation of the electron-electron and hole-hole repulsion by
electron-hole attraction. However, when considering narrows QW's and the
di®erent shaped electron and hole wave functions caused by this, the direct
term can become orders of magnitude larger than the exchange term. This
e®ect is tunable by application of an external electric ¯eld which separates
the charges and again modi¯es the relative shapes of the wave functions.
An interested reader is directed to [106] for further details in this area and
calculations for a range of structures.
32Final state
Initial state ¾+¾+ ¾+¾¡ ¾¡¾¡ XX XY Y Y XL(Á)
¾+¾+ ¯1 0 0 ¯1=2 i¯1=2 ¡¯1=2 ²¤¯1=2
¾+¾¡ 0 ¯2 0 (¯1 + ¯0
2)=2 ¡i(¯2 ¡ ¯0
2)=2 (¯2 + ¯0
2)=2 (²¯2 + ²¤¯0
2)=2
¾¡¾¡ 0 0 ¯1 ¯1=2 ¡i¯1=2 ¡¯1=2 ²¯1=2
XX ¯1=2 (¯2 + ¯0
2)=2 ¯1=2 (¯1 + ¯2 + ¯0
2)=2 0 (¯2 + ¯0
2 ¡ ¯1)=2 (¯1 + ¯2 + ¯0
2) ¢ (cosÁ)=2
Y Y i¯1=2 i(¯2 ¡ ¯0
2)=2 i¯1=2 0 (¯1 + ¯2 ¡ ¯0
2)=2 0 (¯1 + ¯2 ¡ ¯0
2) ¢ (sinÁ)=2
Y Y ¡¯1=2 (¯2 + ¯0
2)=2 ¡¯1=2 (¯2 + ¯0
2 ¡ ¯1)=2 0 (¯1 + ¯2 + ¯0
2)=2 (¯2 + ¯0
2 ¡ ¯1) ¢ (cosÁ)=2
Table 2.1: Matrix elements of the Hamiltonian Eq. (2.7) for selected spin combinations of the incoming and outgoing
polaritons. Polarisation state L(Á) is de¯ned as the linear polarisation rotated by an angle Á with respect to the
X-polarised state and we de¯ned ² = exp[¡iÁ]. The notation for the table is as follows: ¾+¾¡ for the initial state
denotes the s = 1 polariton in the state k1 and s = ¡1 polariton in the state k2. Same for the ¯nal state. The
matrix element for the ¾¡¾+ con¯guration can be retrieved from permutation of ¯2 and ¯0
2.
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32.5 Spin and Polarisation of Final States
The Hamiltonian in Eq. (2.8) and its matrix elements do not directly show
either the degree of polarisation or the polarisation of the ¯nal states. We
therefore develop an algebraic procedure for calculation of both these quanti-
ties. The system of interacting polaritons is described by the density matrix
½(t) with an initial condition ½(t = 0) = ½0. We assume that dephasing
in the system is strong due to interactions between polaritons and phonons
which allows one to use the Born-Markov approximation for evaluation of
the density matrix dynamics. This yields,
d½(t)
dt
= ¡
2¼
~2 ±(Ef ¡ Ei)fHSC;[HSC;½(t)]g; (2.14)
where Ef;i are the energies of the ¯nal and the initial state respectively,
and the Dirac delta function is responsible for energy conservation. As we
assume the ¯nal states are weakly populated and therefore no simulated
scattering processes occur, the system response in an arbitrary direction is
governed only by the populations of the initial states and scattering angle
µ. This allows for the substitution of ½(t) = ½(0) in the right hand side of
Eq. (2.14). It is clear that we do not need the evolution of the entire density
matrix, which is why we fragment it to the submatrices whose evolution is
of particular interest.
We de¯ne the 2 £ 2 spin-density matrix ½k for a state with wave vector
k in the basis of spins f¾+;¾¡g. The 4 £ 4 joint density matrix for the ¯nal
states is therefore de¯ned as a direct product ½k3(µ);k4(µ) = ½k3(µ) ­½k4(µ) and
it fully describes the spin states of the scattered polaritons. The equation
of motion for this density matrix can be derived from Eq. (2.14) within the
34assumptions made, giving
d½k3(µ);k4(µ)
dt
= ¡
4¼
~2 ±(Ef ¡ Ei)H
y
B(µ)½k1;k2HB(µ); (2.15)
where the joint density matrix for the initial states is ½k1;k2 = ½k1 ­ ½k2 and
the Hamiltonian sub-block HB reads
HB(µ) =
0
B B B B
@
¯1(µ) 0 0 0
0 ¯2(µ) ¯0
2(µ) 0
0 ¯0
2(µ) ¯2(µ) 0
0 0 0 ¯1(µ)
1
C C C C
A
(2.16)
We are interested in the polarisation of the radiation emerging in some def-
inite direction denoted by the wave vector k3. The polarisation properties
of the radiation are fully described by the pseudospin vector Sk3. The spin
matrix is de¯ned as in Eq. (2.1), ½k3 = 1
2Nk3 + Sk3 ¢ ¾. The population and
pseudospin components of the ¯nal state may be retrieved by evaluation of
appropriate quantum-mechanical mean values
Nk3(t) =
X
s
D
a
y
s;k3as;k3
E
= Tr[(I ­ I)½k3(µ);k4(µ)(t)]; (2.17)
Sx;k3(t) =
1
2
X
s
D
a
y
s;k3a¡s;k3
E
= Tr[(¾x ­ I)½k3(µ);k4(µ)(t)]; (2.18)
Sy;k3(t) =
1
2
X
s
D
a
y
s;k3a¡s;k3
E
= Tr[(¾y ­ I)½k3(µ);k4(µ)(t)]; (2.19)
Sz;k3(t) =
1
2
X
s
D
a
y
s;k3as;k3
E
= Tr[(¾z ­ I)½k3(µ);k4(µ)(t)]; (2.20)
Considering the ¯nite lifetime of polaritons, ¿, and continuous excitation, the
steady state pseudospin components may be derived as S
steady
j = ¿[dSj=dt]coh,
where `coh' denotes the coherent temporal evolution according to Eq. (2.15).
Using Eqs. (2.15) and (2.17)-(2.20), we obtain the steady-state pseudospin
35components
N
steady
2 / (¯
2
1+j¯2j
2 + j¯
0
2j
2)N1N2 + 8Re[¯2(¯
0
2)
¤]S1xS2x
+8Re[¯
¤
2¯
0
2]S1yS2y + 4(¯
2
1 ¡ j¯2j
2 ¡ j¯
0
2j
2)S1zS2z; (2.21)
S
steady
3x / 2¯1Re(¯
0
2)S1xN2 + 2¯1Re(¯2)N1S2x
+ 4¯1Im(¯2)S1zS2y + 4¯1Im(¯
0
2)S1yS2z; (2.22)
S
steady
3y / 2¯1Re(¯
0
2)S1yN2 + 2¯1Re(¯2)N1S2y
¡ 4¯1Im(¯2)S1zS2x ¡ 4¯1Im(¯
0
2)S1xS2z; (2.23)
S
steady
3z / (¯
2
1 ¡ j¯2j
2 + j¯
0
2j
2)S1zN2 + (¯
2
1 + j¯2j
2 ¡ j¯
0
2j
2)N1S2z
+ 4Im[¯2(¯
0
2)
¤]S1yS2x + 4Im[¯
¤
2¯
0
2]S1xS2y:
(2.24)
Eqs. (2.21)-(2.24) allow us to investigate the polarisation selection rules gov-
erning polariton-polariton scattering on the elastic circle. The angle depen-
dence of the scattering amplitudes comes from the direct scattering term,
while the exchange and superexchange contributions are virtually insensitive
to the scattering if the radius of the elastic circle is much less than the inverse
Bohr radius.
The total polarisation degree of a polariton quantum state k3 can be
de¯ned as P = 2jS3j=N3. This quantity ranges between 1 (fully polarised)
and 0 (non-polarised state). We note that Eqs. (2.22)-(2.24) account for the
possible depolarisation of the ¯nal states with respect to the initial states.
For example, if considering fully colinearly polarised initial states, we obtain
36for the total polarisation degree of the ¯nal states
P =
2j¯1Re(¯2 + ¯0
2)j
¯2
1 + j¯2j2 + j¯0
2j2 + 2Re(¯¤
2¯0
2)
: (2.25)
P is zero if ¯2 = ¯0
2 = 0 or ¯1 = 0 and equals 1 if ¯2 = ¯0
2 = §¯1=2. The ratios
¯2=¯1 and ¯0
2=¯1 determine the degree of polarisation and also the orientation
of the pseudospin vector. The exchange interaction couples the initial states
with colinear polarisations, to the ¯nal states with parallel and perpendicular
linear polarisations, with the same probability. This is why, in this con¯g-
uration, only the superexchange term and the direct interaction term a®ect
the polarisation degree of the ¯nal states. The coe±cients ¯2 and ¯0
2 may be
negative if the exchanged momentum is small and therefore the inversion of
linear polarisation is often observed in polariton-polariton scattering experi-
ments [94, 119]. This formulation of the pseudospin dynamics demonstrates
a new possibility for polarisation conversion as a result of polariton-polariton
scattering. To illustrate this, let us consider Eq. (2.24). The last two terms
describe creation of the circular polarisation component from two incoming
polaritons with linear polarisations rotated by 45± with respect to each other.
As the states on the elastic circle with nonzero wave vectors are created, this
means creation of spin currents with well de¯ned propagation directions. We
recall that polariton spin currents may be generated in microcavities due to
the optical spin Hall e®ect [120, 121] caused by the TE-TM splitting of po-
laritons [12] and their elastic scattering by a static disorder potential. The
e®ect we propose here does not require either disorder scattering, or TE-TM
splitting but exploits the speci¯c selection rules in the polariton-polariton
scattering. Note that the total spin is conserved by the process we consider,
because the build up of some degree of circular polarisation in one direction
is compensated by appearance of an opposite circular polarisation degree in
the opposite scattering direction. Equations (2.22) and (2.24) allow for the
inverse process: the creation of linear polarisation from one linearly and one
circularly polarised initial state.
372.6 Numerical Simulations
Numerical simulations of Eqs. (2.22)-(2.24) are plotted in Fig. 2.5. Curves
in (a,e) have nonzero o®sets which were removed for clarity; (a) GaAs (0
nm): -52%, GaAs (1 nm): +4%, InGaAs (0 nm): -11%, InGaAs (1 nm):
-2%, (e) GaAs (0 nm): -100%, GaAs (1 nm): +60%, InGaAs (0 nm): -100%,
InGaAs (1 nm): -35%. Here we consider a microcavity with a 2.5 nm wide
In0:04Ga0:96As=GaAs or GaAs=Al0:3Ga0:7As QW. We have ¯xed »super=»exch =
¡0:28 + 0:01i following the results in [118]. The linear polarisation degree
of the ¯nal states de¯ned as Px = 2S3x=N3 is plotted in Figs. 2.5(a)-2.5(d)
in the case of colinear (X polarised) and cross-linear polarisations of the
initial states, respectively, as a function of the scattering angle. The curves
in Figs. 2.5(a) and 2.5(c) are calculated accounting for the electron and hole
spatial separation due to an applied electric ¯eld for both types of QW.
Figs. 2.5(b) and 2.5(d) illustrate the wave vector dependence of the degree
of polarisation in the GaAs/AlGaAs QW.
We observe from Fig. 2.5(a) that the inversion of the linear polarisation
degree in the case of scattering of colinearly polarised polaritons takes place
unless Re(¯2) > 0. Without the strong direct Coulomb interaction, the linear
polarisation degree would be Px = 2(»super=»exch)=[1+((»super=»exch)2] ¼ 52%
in the steady-state regime, however the direct interaction compensates the
e®ect of the linear polarisation rotation and the degree of linear polarisation
is expected to reach the value of only 11% in narrow InGaAs/GaAs QWs.
The contrast of the degree of linear polarisation around the elastic circle is
only a few tenths of a percent, with the contrast increased if the wave vector
of incident beams (elastic circle radius) is increased as shown in Fig. 2.5(b).
Figure 2.5(c) shows nontrivial variations of the degree of linear polarisation as
a function of the scattering angle if we consider excitation by cross-polarised
beams. The degree depends very strongly on the particular shapes of the
38Figure 2.5: Linear polarisation degree Px in scattering of colinearly (a,b,e)
and cross-linearly (c,d,f) polarised pump beams as a function of scattering
angle. Spontaneous scattering only is considered in (a-d) while (e-f) display
calculations with stimulation accounted for. We compare di®erent QW com-
positions (a,c,e,f) (circle radius 2 ¹m¡1) and elastic circle radii for \GaAs
(0 nm)" QW (b) and \GaAs (1 nm)" QW (d). The numbers in parenthesis
denote spatial shift of the particle wave functions due to the applied electric
¯eld. (g) Degree of circular polarisation (DCP) around the elastic circle. (h)
Dependence of the DCP contrast on the elastic circle on the angle between
vectors of linear polarisation of the incident beams.
39electron and hole wave functions and obviously the polarisation of the emit-
ted light may be controlled by the applied voltage. The dependence of the
polarisation degree on the elastic circle radius for a GaAs/AlGaAs QW sub-
jected to an external bias is shown in Fig. 2.5(d). The elastic circle radius
a®ects the value of the exchanged wave vector, which governs the ¯nal state
polarisations.
The calculations presented in Figs. 2.5(a)-2.5(d) show only a weak varia-
tion of the linear polarisation degree on the elastic circle (below one percent).
However, so far we have neglected the ¯nal state stimulation of the polariton-
polariton scattering, which is expected to magnify the polarisation variation.
In order to reveal this e®ect, we have solved the equations of motion for po-
lariton pseudospin taking into account the stimulated processes in polariton-
polariton scattering. The results are plotted in Figs. 2.5(e) and 2.5(f) for the
same parameters as in Figs. 2.5(a) and 2.5(c). One can see that the polarisa-
tion degree as well as its variations strongly increase. The variations may be
as large as several percent in this case. We also observe that depolarisation
takes place even in the stimulated regime (polarisation degree is only 35% in
InGaAs QW).
The buildup of the circular polarisation and generation of polariton spin
currents by linearly polarised optical pumps is demonstrated in Fig. 2.5(g)
and 2.5(h). There, the pumps have linear polarisations whose planes are
rotated by 22± with respect to each other (at this angle the highest circular
polarisation degree is observed, see Fig. 2.5(b)). In this calculation we consid-
ered the stimulated scattering regime, in which case the circular polarisation
contrast exceeds one percent. This e®ect, which may be cautiously referred
to as the intrinsic optical spin Hall e®ect, is relatively weak in the model mi-
crocavities we have considered. On the other hand its magnitude depends on
the spatial separation of the electrons and holes in the QW growth direction
so that it can be tuned by applying an external bias.
402.7 Summary
The polariton spin degree of freedom is a critical part of their unique physics.
As such, understanding the pseudospin dynamics for di®erent experimental
geometries allows us to predict and observe a range of new e®ects in the
strong coupling regime. From a microscopic model, we have calculated the
scattering angle dependence of the polariton-polariton scattering amplitudes
on the elastic circle. Showing that the amplitude of the direct Coulomb scat-
tering process is strongly angle dependent and reveals pronounced minima
and maxima as one goes around the elastic circle because of its cubic de-
pendence on exchanged momentum. The direct terms angular dependence is
more pronounced in QWs with spatially separated electron and hole centers
of mass because of the di®erent wave function shapes. This o®ers an opportu-
nity to tune the ¯nal state polarisation by the external electric ¯eld. On the
other hand, contributions from the exchange and superexchange polariton
coupling mechanism are virtually independent of the scattering angle.
Using this microscopic formulation for polariton-polariton interactions
we have analysed the polarisation selection rules for elastic scattering. We
show that the polarisation of scattered polaritons may be di®erent from the
polarisation of pumping light. In particular, linear polarisation may be ro-
tated by 90± and circular polarisation may be built up from linearly polarised
pumping. Polarisation is lost completely when scattered in particular direc-
tions and the polaritons become unpolarised. These properties allow for the
generation of spin currents using linearly polarised pump beams. The demon-
strated sensitivity of the direct scattering term to the QW geometry and to
the applied voltage o®ers the opportunity to control the polariton-polariton
interactions and their spin selection rules via the microcavity design and ex-
ternal ¯elds. This can lead to possible future applications in ¯eld-controlled
spintronic devices.
41Chapter 3
Stochastic Polariton BEC
Recent experimental advances have led to the demonstration of polariton
BEC being a regular occurrence [62, 117, 85, 122, 32, 31, 36]. This prolifer-
ation requires a reliable and simple to implement experimental criterion for
the proof of polariton BEC. From the point of view of the Landau theory
of phase transitions [123] BEC requires the build up of an order parameter,
Ã, physically associated with the macroscopic wave function of the conden-
sate [124],
Ã(r) =
p
½(r)e
iÁ(r); (3.1)
where ½ is the density of the condensate and Á is the condensate phase.
The order parameters phase is chosen spontaneously by the system undergo-
ing BEC and this spontaneous symmetry breaking is considered the `smok-
ing gun' for proof of BEC. The spontaneous choice of phase is a symmetry
breaking process as all phases result in a system of equal energy and there-
fore every phase is equivalent. This is akin to a ball balanced at the peak
of a perfectly symmetric hill. The ball will remain in this area of increased
potential energy forever unless there is some perturbation e.g. the impact of
42an air molecule which breaks the symmetry and causes the ball to roll down
a given direction. The angle with north that the ball makes can be consid-
ered equivalent to the phase chosen by the condensate. It is important to
realise that if we were to repeat the test with the ball many times, each time
the ball would roll down at a di®erent angle due to a slightly di®erent per-
turbation and analogously each time a polariton BEC is formed Á is chosen
randomly. Direct measurement of the BEC order parameter is not possible
in polariton physics, however the order parameter build up is accompanied
by a decrease in the zero time second order coherence parameter, g(2)(0),
which is experimentally observable. Unfortunately, due to the limited time
resolution of the Hanbury-Brown and Twiss experimental setup used to mea-
sure second order coherence it is very di±cult to observe g(2)(0) with a good
accuracy [125, 122].
It has been suggested that the order parameter build up can be evidenced
by polarisation measurements [126, 127, 86]. E®ectively, the polarisation de-
gree of light emitted from the microcavity contains information on the am-
plitudes and relative phases of both components of the spinor wave function
of the condensate. This chapter presents a kinetic model of spontaneous
formation of the polariton condensate polarisation vector, accompanying the
BEC of polaritons under pulsed excitation. The build up of the polarisa-
tion vector is shown to correlate with the decrease in second order coherence
of the condensate. Above the threshold pumping power required for BEC
the polarisation degree is seen experimentally to decrease [86, 36], this de-
polarisation appears in the kinetic model as the e®ect of polariton-polariton
interactions.
Because of the symmetry breaking nature of polariton BEC it is a stochas-
tic process. In physical terms this equates to the polaritons entering the
condensate with random phase and polarisation. As polaritons interact as
good bosons they experience bosonic stimulation i.e., the increased probabil-
43ity of scattering to a given ¯nal state proportional to that states occupation.
Once the average population of the polariton ground state exceeds one, both
the stochastic phase and polarisation of the condensate are ampli¯ed and
stabilise due to the stimulated scattering of polaritons from the incoherent
reservoir. Practically this means that the phase and polarisation of the ¯rst
polariton to enter the ground state stimulate scattering of polaritons to the
same state with the same polarisation and phase. The process then becomes
more e±cient as the scattering is stimulated further by the increased occu-
pancy of the ground state. The polariton interactions with acoustic phonons
and themselves produce rich dynamics for the order parameter leading to
dephasing and polarisation relaxation, which are accounted for in the ki-
netic model. These features of polariton BEC are especially noticeable under
pulsed excitation and therefore this is the regime focused on in the majority
of this chapter1. Contrary to the case of continuous wave excitation, where
polariton condensation is manifested by spontaneous linear polarisation for-
mation [62, 64, 126, 127], the behaviour of condensate polarisation during the
luminescence pulse is much more complex and interesting. This behaviour is
characterised by the interplay between the e®ects of polariton-polariton in-
teractions, polarisaton relaxation and polarisation pinning. As a result, the
condensate can exhibit suppression of linear polarisation accompanied with
the formation of rings in the polariton distribution, characterised by a ¯xed
circular polarisation component in the case where polarisation relaxation is
not e®ective. It is only the presence of fast relaxation that leads to the sup-
pression of circular polarisation and to the formation of a linearly polarised
condensate as in the continuous wave excitation case.
The model put forward in this chapter considers polariton condensation
into one spin-degenerate localised state. Neglecting the condensate spatial
degrees of freedom is equivalent to assuming spatial coherence across the
1The kinetic model has been used to explain the results of a signi¯cant experimental
work under quasi-continuous pumping and this will be discussed in the ¯nal section of the
chapter.
44whole of the occupied ground state. This is the case in spatially con¯ned
systems such as micropillars [128] and is likely to be a feature of localised
condensates in planar microcavities, as soon as the polariton lasing thresh-
old is overcome [86]. It is worth noting that although spatial coherence is
an experimentally demonstrated feature of BEC [62], it is not a su±cient
condition or unambiguous signature. This can be seen from microcavity op-
tical parametric oscillators [129, 130, 76] where spatial coherence has been
observed. Here, the spatial coherence is transferred from the laser excitation
to the polariton ¯eld, but there is not spontaneous symmetry breaking or
BEC. The study of polariton BEC spatial coherence formation across sev-
eral localised states as seen in [62] is taken up in the next chapter where
Josephson coupling is introduced into the kinetic model.
There have been two approaches to the modeling of polariton BEC that
are most relevant to the kinetic model. The semiclassical Boltzmann ap-
proach describes the energy relaxation of polaritons but neglects the phase
of the condensate [131, 122]. On the other hand the Gross-Pitaevskii equa-
tion [38] and its generalisations assume the existence of a coherent condensate
from the beginning [132, 74, 133, 134]. These approaches have included the
spin dynamics of polaritons [127, 135] as well. A classical ¯eld stochastic
approach to polariton BEC has been presented [91] from which the second
order coherence can be calculated, however this model ignores the spin degree
of freedom and leaves only experimentally di±cult methods for the con¯rma-
tion of BEC. Another recent work has linked the build up of cavity emission
polarisation with the condensate order parameter [26] both experimentally
and theoretically in the presence of pinning. The kinetic model is an in-
termediary between the fully coherent spin dependent Gross-Pitaevskii and
the spin dependent Boltzmann equations. It allows for the description of
the coherent polariton condensate formation from an incoherent reservoir of
polaritons, fully accounting for the polariton spin.
453.1 Formalism
The quantum kinetic equation for the condensate density matrix ^ % for the
case of polariton condensation into one spatially localized state can be written
as
d^ %
dt
=
i
~
[^ %; ^ H] ¡
1
2
X
¾=§1
fW(t)(^ a¾^ a
y
¾^ % + ^ %^ a¾^ a
y
¾ ¡ 2^ a
y
¾^ %^ a¾)
+ ¡c(^ a
y
¾^ a¾^ % + ^ %^ a
y
¾^ a¾ ¡ 2^ a¾^ %^ a
y
¾)g: (3.2)
Here ^ ay
¾ and ^ a¾ are the bosonic creation and annihilation operators of po-
laritons with the pseudospin projection ¾ = §1, where the plus(minus) sign
corresponds to the right(left) circular polarization.
The ¯rst term in the right-hand side of Eq. (3.2) describes the coherent
evolution of the density matrix under the action of the condensate Hamil-
tonian ^ H. In what follows we neglect the processes of virtual excitation of
polaritons to the other orbital states, which can occur due to the polariton-
polariton interaction, assuming the excited states to be far away in energy
compared to the value of on-site interaction ^ V . This approximation is valid,
in particular, for localized condensates in planar microcavities and for con-
densates in pillar microcavities. The condensate Hamiltonian can be written
as
^ H = ^ H0 + ^ V ; (3.3a)
^ H0 = ¡
1
2
~­
X
¾¾0
C¾¾0^ a
y
¾^ a¾0; (3.3b)
^ V =
1
2
X
¾=§1
n
®1^ a
y
¾^ a
y
¾^ a¾^ a¾ + ®2^ a
y
¾^ a
y
¡¾^ a¾^ a¡¾
o
: (3.3c)
Here the ¯rst term ^ H0 describes possible polarization splitting of the single-
polariton states, with ~­ being the splitting energy. The splitting matrix
46C¾¾0 can be written as
C =
Ã
cz cx ¡ icy
cx + icy ¡cz
!
; (3.4)
so that the matrix elements of C de¯ne the unit 3D vector c. For example,
if the splitting of the condensate is because of an external magnetic ¯eld
applied along the z-direction, cz = 1 and cx = cy = 0. If there is no Zeeman
splitting, cz = 0 and the vector c de¯nes the linear polarization splitting of
the condensate in the xy-plane, which may be caused by the polarisation
splitting of exciton or photon modes forming the exciton-polariton. This is
a phenomenological addition to the model which can be used to simulate a
large range of experimental arrangements.
The polariton-polariton interaction ^ V is characterized by two constants,
®1;2. It should be noted that these interaction constants are inversely pro-
portional to the localization area of the condensate A. The localization area
is found from the orbital wave function ©(r) of the condensate according to
the relation
1
A
=
Z
d
2rj©(r)j
4: (3.5)
The interaction constant for polaritons with the same pseudospin ¾ can be
estimated as ®1 » Eba2
B=A, where aB is the exciton Bohr radius and Eb is
the exciton binding energy [19]. As we are now considering interactions of
polaritons at the same wave vector (k = 0) this approximation is valid. One
expects a weak attraction between the polaritons with opposite pseudospins
[119], so that ®2 < 0. The exact value of this parameter depends strongly
on the number of quantum wells in the microcavity, their separation, and
the detuning between the exciton and photon frequencies that de¯ne the
exchange scattering of two polaritons.
The two other terms in Eq. (3.2) describe processes of incoherent income
47of polaritons into the condensate and the processes of polariton escape from
the condensate. The income rate W(t) is time-dependent for the case of
pulsed excitation and its value will be de¯ned later in this Section. The
outcome rate of polaritons is mainly related to the ¯nite transparency of
the distributed Bragg mirrors of the microcavity and, therefore, can be de-
scribed by a time-independent constant ¡c = 1=¿c, where ¿c is the lifetime of
polaritons in the condensate (typically a few picoseconds).
Quantum kinetic equations of type Eq. (3.2) for spinless polaritons have
been studied previously for the cw excitation case, i.e., for the time-independent
income rate W (see Ref. [136]) and taking into account the time-dependence
of W but neglecting polariton-polariton interactions [137, 138]. When both
the interactions and the time-dependence of rates are present, an analytical
treatment of Eq. (3.2) is not feasible. To analyze the kinetics of polariton
condensation numerically we ¯rst transform Eq. (3.2) into the partial di®er-
ential equation of the Fokker-Planck type. This is achieved by the Glauber-
Sudarshan representation of the condensate density matrix [139]
^ % =
Z
d
4Ã P(Ã;Ã
¤)jÃihÃj: (3.6)
Here we denote by Ã two complex numbers, Ã ´ fÃ+1;Ã¡1g, so that the
integration is over two complex planes, d4Ã ´ d2Ã+1d2Ã¡1, and the coherent
states jÃi are de¯ned as
jÃi =
Y
¾=§1
expfÃ¾^ a
y
¾ ¡ Ã
¤
¾^ a¾gjvaci: (3.7)
After substitution of Eq. (3.6) into Eq. (3.2), making use of the relations
^ a¾ jÃihÃj = Ã¾ jÃihÃj; (3.8a)
^ a
y
¾ jÃihÃj =
µ
Ã
¤
¾ +
@
@Ã¾
¶
jÃihÃj; (3.8b)
48and integration by parts we obtain the equation for the distribution function
P(Ã;Ã¤). This equation reads
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; (3.9)
where
F¾¾0(t) = [W(t) ¡ ¡c]±¾¾0 + i­C¾¾0: (3.10)
The ¯rst three terms in Eq. (3.9) are of the usual Fokker-Planck type. The
¯rst and the third terms containing the ¯rst derivatives are the so-called drift
terms, while the second term describes the di®usion in the order-parameter Ã-
space. The fourth term in Eq. (3.9) is anomalous. In spite of its similarity to
the di®usion term, it is characterized by negative di®usion coe±cients. This
term describes pure quantum kinetics that do not have a classical analog. A
more detailed derivation of Eq. (3.9) can be found in Appendix B.
For polariton condensates in semiconductor microcavities the polariton-
polariton interaction starts to play a role only for su±ciently large condensate
occupation, namely, in the region ®1;2 hni & ¡c. This implies large average
occupation of the condensate, hni À 1, for typical values of j®1;2j . 0:1meV
and ¡c » 1ps¡1. For large occupations the kinetics induced by the polariton-
polariton interaction become semiclassical and the last term in Eq. (3.9) can
be neglected. This term is small compared to the third by the factor of hni
¡1.
In what follows we will assume this limit and will omit the last term in Eq.
(3.9). We note that neglecting this term is equivalent to the Gross-Pitaevskii
approximation.
49In the case of pulsed excitation the initial condition for Eq. (3.9) is
P = ±4(Ã) before the arrival of the excitation pulse, implying the absence of
polaritons in the condensate. The solution to Eq. (3.9) then gives the distri-
bution function to calculate the statistical averages over many pulses. During
each pulse the evolution of the order parameter Ã¾(t) is random and can be
described by a stochastic Langevin-type equation. The Langevin stochastic
approach will be more convenient for us, and the Langevin equation that is
equivalent [140] to Eq. (3.9) with the omitted last term is
dÃ¾
dt
=
1
2
[W(t) ¡ ¡c]Ã¾ + µ¾(t) ¡
i
~
±H
±Ã¤
¾
: (3.11)
Here the ¯rst term describes evolution of the order parameter due to the
pump and decay, the second term is the noise de¯ned below that leads to
the di®usive evolution of Ã¤
¾ and ¯nally, the third term appears due to the
combined e®ect of the ground state splitting and polariton-polariton inter-
action. This last term in the right-hand side of Eq. (3.11) has the same form
as in the Gross-Pitaevskii equation and we have written it as the functional
derivative of the e®ective Hamiltonian function H of the order parameter.
This function can be found from the condensate Hamiltonian (3.3) by re-
placing the creation and annihilation operators ^ ay
¾ and ^ a¾ with Ã¤
¾ and Ã¾,
respectively,
H = ¡
1
2
~­
X
¾¾0
C¾¾0Ã
¤
¾Ã¾0 +
1
2
X
¾
£
®1jÃ¾j
4 + ®2jÃ¾j
2jÃ¡¾j
2¤
: (3.12)
The total intensity of the white complex noise, µ¾(t), is given by the income
rate of polaritons into the condensate, W(t), that plays the role of the di®u-
sion coe±cient in the Fokker-Planck equation. The correlators of the noise
are
hµ¾(t)µ¾0(t
0)i = 0; (3.13a)
hµ¾(t)µ
¤
¾0(t
0)i =
1
2
W(t)±¾¾0±(t ¡ t
0): (3.13b)
50This noise is responsible for the phase and polarization °uctuations in the
ground state of the polariton system both below and above the condensation
threshold.
It should be noted that the amplitude of the noise depends only on the
value of income rate W(t). The outcome rate of polaritons from the con-
densate, given in our case by ¡c, does not a®ect the magnitude of the noise.
Physically it happens because the escape of particles from the condensate
does not change the condensate coherence.2 Mathematically, the noise term
in the Langevin equation (3.11) appears from the di®usion (second) term in
the Fokker-Planck equation (3.9). The easiest way to relate these terms is
to consider the case of low condensate occupations (jÃ¾j ¿ 1), where only
the di®usion term and the noise term can be kept in the Fokker-Planck and
the Langevin equations, respectively. The amplitude of the noise can be
then found by comparison of the time dependence of the average number of
polaritons.
In general, the income rate W(t) should be found by solving the semi-
classical Boltzmann equation for the polariton relaxation into the conden-
sate [131]. In what follows, however, we adopt a simple model [74] consid-
ering all the polaritons that are not in the condensate as a single incoherent
reservoir. The reservoir occupation number Nr(t) satis¯es the kinetic equa-
tion:
dNr
dt
= ¡¡rNr ¡ W(t)[n(t) + 1] + P(t); (3.14)
where P(t) is the incoherent pump rate, ¡¡1
r is the lifetime of polaritons
in the reservoir (usually ¡r ¿ ¡c), and n(t) = jÃ+1(t)j2 + jÃ¡1(t)j2 is the
instantaneous condensate occupation. The exact dependence of the income
2For example, without the polariton-polariton interaction and for zero income rate,
the solution to Eq. (3.9) would be given by the coherent state with decreasing amplitude
(due to the escape of polaritons), if initially the condensate is put into a coherent state.
So, the escape of polaritons de¯ned by the rate ¡c does not change the coherence of the
condensate.
51rate W(t) on Nr is de¯ned by the relaxation mechanism. In the simplest case
of polariton-phonon relaxation they are proportional to each other, W(t) =
rNr(t).
In the case of very short pulsed excitation, with pulse duration much less
then ¡¡1
c , the pump is reduced to the initial condition Nr(0) =
R
P(t)dt for
the reservoir concentration. Eq. (3.14) with P = 0 is then solved simulta-
neously with Eq. (3.11) considering that the condensate is not initially pop-
ulated, i.e., Ã¾(t = 0) = 0. These equations were solved numerically using
a (¯fth-order) Adams-Bashforth-Moulton predictor-corrector method [141]
and standard Monte Carlo methods. The results are presented in the next
Section.
3.2 Formation and Dynamics of the Order
Parameter
The complex order parameter of the condensate Ã¾(t) cannot be observed
directly in a photoluminescence (PL) experiment. On the other hand, the
polarization resolved PL gives access to the components of the condensate
pseudospin (Stokes) vector:
Sx = (1=2)(Ã
¤
¡1Ã+1 + Ã
¤
+1Ã¡1); (3.15a)
Sy = (i=2)(Ã
¤
¡1Ã+1 ¡ Ã
¤
+1Ã¡1); (3.15b)
Sz = (1=2)(jÃ+1j
2 ¡ jÃ¡1j
2): (3.15c)
Note that the condensate occupation, n, can be calculated from
n
2 = 4(S
2
x + S
2
y + S
2
z): (3.16)
52Averaged values and statistics of di®erent experimentally observable quan-
tities are presented in this section. In what follows we will be interested
mostly in time-integrated quantities which will be denoted by a bar, e.g.,
R
Ã¾dt = Ã¾. The averaging over multiple pulses (i.e., over realizations of
noise) will be denoted by angular brackets as in Eq. (3.13).
From the de¯nition, the time averaged value of the pseudospin S provides
direct information about the order parameter of the condensate (except for
the phase). It should be noted that °uctuations in the direction of the vector
S appear due to the same physical reasons as °uctuations of the condensate
phase, namely due to the income of polaritons into the condensate with
random polarizations and phases. Therefore, suppression of °uctuations of
S indicates suppression of °uctuations of the phase of the condensate as well
and manifests itself in the build-up of the order parameter.
When describing experiments on polariton Bose-Einstein condensation in
microcavities, one may be able to neglect the e®ects of polariton-polariton in-
teractions and/or polarization splitting of the ground state of the condensate
depending on the sample, geometry of the experiment and pumping intensity.
The polarization splitting typically depends on the position of the excitation
spot and the polariton-polariton interaction decreases with the increase of
the condensate localization radius (for constant occupation number of the
condensate). For this reason, in what follows, we present ¯rst the results
obtained neglecting both these e®ects (i.e., setting H = 0 in Eq. (3.11)),
then we include the e®ect of polariton-polariton interactions, and ¯nally we
study the role of polarization splitting. In numerical calculations we used
the parameters ¡c = 0:5ps¡1, ¡r=¡c = 0:01, r = 10¡4 ps¡1, and, when
the polariton-polariton interaction is taken into account, ®1 = 1:8¹eV and
®2=®1 = ¡0:13.
3The interaction constant values correspond to a condensate localised within a micron
sized area.
53Noninteracting BEC without Polarisation Splitting
To evidence the order parameter formation it is convenient to study the total
polarization degree of the condensate (TPDC), de¯ned as
½ =
2
n
h¡
Sx
¢2
+
¡
Sy
¢2
+
¡
Sz
¢2i1=2
: (3.17)
The TPDC changes from 0 for a chaotic state to 1 for the case of a well-de¯ned
order parameter with suppressed °uctuations in time. It can be calculated
numerically for di®erent realizations of the noise as Fig. 3.1 shows. One can
see that the solutions to Eqs. (3.11) and (3.14) exhibit a well pronounced
threshold behavior. The dynamical threshold [137] is de¯ned by the balance
of the polariton income and outcome rates for the condensate: W(0) =
rNr(0) = ¡c, so that the threshold pump intensity is given by
R
Pthdt = ¡c=r.
Below threshold, the average occupation of the condensate is less than
unity (see Fig. 3.2) and the order parameter °uctuates extensively during
the reservoir lifetime, ¡¡1
r , which de¯nes the duration of the PL signal in
this case. The pseudospin also °uctuates strongly both in amplitude and
direction, so that the TPDC is close to zero. Because of the ¯nite duration
of the PL signal (also given by ¡¡1
r ) the TPDC is not averaged to zero exactly,
and it can be shown that h½i » (¡r=¡c)1=2 for ¡r ¿ ¡c and P ¿ Pth.
Above threshold the condensate is formed during the formation time tf
such that W(t) ¸ ¡c for 0 < t · tf, and disappears afterwards on the scale
of ¡¡1
c . This leads to a drastic increase in the condensate occupancy and
narrowing of the emission peak (see Fig. 3.2). At the same time, there is a
strong increase in the total polarization degree of the condensate. The TPDC
reaches unity, as the dashed curve in Fig. 3.1 shows. The °uctuations of the
order parameter become fully suppressed for P À Pth, so that apparently
54the °uctuations of ½ are most pronounced in the vicinity of the threshold. It
should be noted that while the build-up of TPDC indicates the formation of
an order parameter for each excitation pulse, the values of the order parame-
ter and the corresponding values of pseudospin change randomly from pulse
to pulse.
Formation of the coherent polariton state at P > Pth can be observed also
by measuring the second-order coherence in a Hanbury-Brown and Twiss set-
up [125, 122]. The second-order coherence parameter g(2)(0),
g
(2)(0) =
hn2i
hni
2 ; (3.18)
is also shown in Fig. 3.1. Note that in contrast to the TPDC, g(2)(0) is
not a direct measure of the order parameter, whilst its power dependence is
sensitive to the build-up of the order parameter. The increase of the pumping
power brings the polariton condensate from the thermal (chaotic) state with
g(2)(0) = 3=2 for P ¿ Pth
4 to the coherent state for P À Pth, where the
°uctuations are suppressed and the order parameter is well-de¯ned for each
pulse.
4The value of 3/2, instead of the usual 2, appears due to the two component order
parameter, Ã§1 of the polariton condensate wave function, with each component having
a thermal distribution far below threshold. See Appendix C for more details.
55E®ects of Polariton-Polariton Interactions
Strong polariton-polariton interactions modify drastically the dependence of
the TPDC on the pump as shown in Fig. 3.3. They induce a substantial
increase in °uctuations of the polarization degree. Another important e®ect
of polariton-polariton interactions is the nonuniform distribution of the total
polarization degree for P > Pth. Apart from strong °uctuations of the polar-
ization degree from 0 to 1, its distribution exhibits sharp and approximately
equidistant peaks that appear far above threshold as shown in Fig. 3.4. The
origin of these peaks can be understood if one examines the condensate po-
lariton distribution function in pseudospin space. This distribution function
is shown in Fig. 3.5 for four values of the pump power.
One can see that the in-plane component of pseudospin
¡
S2
x + S2
y
¢1=2 is
strongly suppressed for several values of Sz (see Fig. 3.5(d) for P = 3Pth).
This happens as a result of the spin-anisotropy of polariton-polariton inter-
actions. This anisotropy produces the self-induced Larmor precession [135]
of the pseudospin vector around the ^ z-axis. The frequency of this precession
is proportional to Sz (see Appendix D for more details). For a ¯xed n, the
in-plane component of pseudospin is averaged to zero for the values of Sz
that give a full 2¼ rotation. In reality the condensate occupation is not ¯xed
and n also °uctuates, so that the in-plane pseudospin never averages to zero
exactly. Nevertheless this e®ect gives rise to a sequence of \Larmor rings"
seen at strong pump intensity. An important consequence of the suppression
of the average in-plane component of the pseudospin is the non-monotonous
dependence of the TPDC on the pump intensity. The TPDC exhibits a peak
close to the threshold value of the pump. The non-monotonic behavior of the
TPDC as a function of pump intensity with a characteristic peak near the
threshold pump intensity has been observed experimentally in GaN-based
microcavities [86] and this e®ect will be discussed relative to further experi-
57mental work in the ¯nal section of this Chapter.
The polariton-polariton interactions that caused a decrease in the aver-
age polarization degree for higher pump powers do not prevent g(2) from
approaching 1, and the interactions have no e®ect on the second order coher-
ence (cf. Fig. 3.1 and Fig. 3.3). This is because of the de¯nition of the second
order coherence parameter at an instantaneous value of time (see Eq. (3.18)).
Experimentally g(2)(0) is measured by a Hanbury-Brown and Twiss set-up,
which has a temporal resolution of about 100 ps, typically. Both below
and much above the stimulation threshold this value exceeds the ¯rst order
coherence time of the condensate [122], which is why the measured value
of g(2)(0) always remains close to zero. When corrected accounting for the
non monotonic dependence of the ¯rst order coherence time on the pumping
power, g(2)(0) exhibits the decrease above threshold [125] followed in a CdTe
microcavity by subsequent increase with the pumping power [122]. The de-
crease of g(2)(0) with the pumping power is reproduced by the Wigner model
of Savona and Wouters [91] and by our previous [138] and present model.
The non monotonic behaviour above threshold could re°ect the multimode
character of emission of the cavity and °uctuations of the condensate energy
due to °uctuations of its occupation number n(t) within the time resolution
of the experimental set-up. The e®ect of °uctuations of the condensate oc-
cupation on the second order coherence above threshold has been studied in
detail experimentally and theoretically in [142]. This e®ect can be described
by the kinetic theory as well.
58Combined E®ects of Interactions and Polarisation Split-
ting
The presence of polarization splitting, described by the ¯rst term in the
Hamiltonian (3.12), has a remarkable e®ect on the pseudospin distribution
function, as shown in Fig. 3.6. The vector c, that de¯nes the splitting matrix
(3.4) has been chosen along the ^ y-direction. One can see that the Larmor
rings appearing at high pump become deformed and are accompanied by
pinning of linear polarization to the ^ y-axis.
The presence of pinning seen in Fig. 3.6 is somewhat unexpected. In-
deed, the pseudospin vector is initially formed with some random orientation.
Then, in the absence of polariton-polariton interactions and relaxation, the
pseudospin should simply precess around the ^ y-axis, and, since this precession
conserves the y-component of the pseudospin vector, the distribution function
should remain symmetric, i.e., without any pinning. It turns out that pinning
is a combined e®ect of polarisation splitting and polariton interactions. The
features of the precession in this case are presented in Appendix D. Physi-
cally the appearance of pinning requires the energy relaxation of polaritons.
The ¯rst term in the Hamiltonian Eq. (3.12) can be written as ¡~­(c ¢ S)
using the de¯nitions of the splitting vector c from Eq. (3.4) and the pseu-
dospin S from Eqs. (3.15). Therefore, the splitting energy is minimized for
Skc. Obviously, the relaxation process is not instantaneous, it is charac-
terised by a time constant dependent on the spin-lattice relaxation rate. It
is also shown in Appendix D that for high enough polariton-polariton inter-
action, one still observes the self-induced Larmor precession along with the
deformed precession around the pinning c-direction. The axis of self-induced
Larmor precession, however, becomes inclined to the direction opposite to
the pinning axis. This explains the deformation of the Larmor rings in the
¡^ y direction, as it is seen in Fig. 3.6.
613.3 Relaxation of the Order Parameter
The results obtained in the previous section are valid if the lifetime of the
condensate ¡¡1
c , that de¯nes the duration of the luminescence signal far above
the threshold, is short compared to the typical relaxation times of the order
parameter. In this section we show that fast relaxation of the order parameter
modi¯es qualitatively the polarisation properties of the polariton condensate.
The relaxation can be incorporated phenomenologically in our Eq. (3.11)
by adding a relaxation term R¾ to its right-hand side. In general this should
be accompanied by an additional noise term due to the °uctuation-dissipation
theorem, but this additional noise is small compared to the income noise and
can be neglected if the lattice temperature is not too high. In the simplest
case, the so-called model A also referred to as the Landau-Khalatnikov or
the Onsager model [143], this relaxation term reads
R
LK
¾ = ¡º
±H
±Ã¤
¾
; (3.19)
where the parameter º de¯nes the relaxation rate. This term favors relax-
ation of the order parameter to a state with Sz = 0, i.e., to a linearly polarized
condensate, since the polariton-polariton repulsion energy is minimized for
the linear polarisation.
63The distribution functions of polaritons, normalized in the pseudospin
space, calculated for di®erent pump intensities in the absence of polarisation
splitting (­ = 0) are shown in Fig. 3.7. One can see that the \Larmor
rings" vanish and the circular polarisation of the condensate is rapidly lost
as the pump intensity increases. The distribution of polariton condensates
in pseudospin space calculated by repeating the numerical experiment with
di®erent noise realizations changes from a sphere to a torus and approaches
a °at ring shape as the pump power is increased further. As a result, the
condensate develops a strong spontaneous linear polarisation far above the
condensation threshold. If the polarisation splitting of the ground state is
present, the direction of resulting linear polarisation becomes well de¯ned.
It should be noted that the relaxation term (3.19) does not conserve the
number of polaritons in the condensate. This way the condensate depletion
and leakage of polaritons from the condensate are implied by the model of
Eq. (3.19). In the case when the condensate occupation is not very high and
only the term linear in Ã¾ is kept in Eq. (3.19), the Landau-Khalatnikov
relaxation is reduced to
R
lin
¾ = ¡
1
2
°
X
¾0
C¾¾0Ã¾0: (3.20)
It is easily seen that this type of relaxation is equivalent to the assumption
of an anisotropy in the transparency of the distributed Bragg mirrors of the
microcavity, i.e., it is equivalent to the presence of polarisation dependence of
the polariton lifetime. In particular, the lifetime is ¿c = 1=(¡c ¡°) for polar-
isation along c, and ¿c = 1=(¡c+°) for the perpendicular linear polarisation.
Clearly this model makes sense only when the relaxation rate ° < ¡c.
Probably the simplest relaxation model that conserves the number of
65polaritons in the condensate is
R
cst
¾ = ¡
1
2
°R¾¾0Ã¾0; (3.21)
R¾¾0 = (c ¢ S)±¾¾0 ¡ SC¾¾0: (3.22)
Note that this type of relaxation is re°ected in the term ¡°[S £ [S £ c]]
in the equation for the pseudospin velocity dS=dt. If we denote µ as the
angle between S and c, then this angle relaxes according to the equation
dµ=dt = ¡°S sinµ.
3.4 Room Temperature Polariton Condensa-
tion in GaN
Theoretical work as described in this Chapter provides an insight into the
internal workings of strongly coupled semiconductor microcavities. However,
these intrigues do not enter the rare¯ed world of science until experimentally
realised. The ¯rst demonstration of polariton condensation at room tem-
perature occurred in a bulk GaN microcavity in 2007 [85]. As predicted by
our stochastic model the polarisation degree in this sample peaks at thresh-
old and decreases (see Fig 1.6 and [86]) after that point. The polarisation
vector is randomly oriented for each exciting pulse, evidencing the symmetry
breaking nature of polariton BEC and in direct agreement with the stochastic
model.
Next to the successful explanation of these bulk GaN experimental re-
sults using the kinetic model a natural continuation would be to model
the polarisation degree of a planar microcavity structure with embedded
QW's. A high quality GaN planar structure displaying extremely high vac-
66uum Rabi splitting of » 50meV was reported in 2008 [144]. The structure was
grown by metal organic vapor phase epitaxy with a 35 pair lattice-matched
Al0:85In0:15N=Al0:2Ga0:8N Bragg re°ector grown on a Al0:2Ga0:8N layer. The
cavity layer has an optical thickness of 3¸ with a 5¸=2 active region contain-
ing a 67 period GaN multiple QW structure. A 13 pair Bragg re°ector is
then grown on top to complete the structure. A transmission electron micro-
graph of the structure without the ¯nal Bragg re°ector is shown in Fig. 3.8.
A structure nearly identical to the completed form of the half cavity shown
Figure 3.8: Cross-section of planar GaN half microcavity structure [144].
in Fig. 3.8 was created, with the slight di®erence of a 67nm thick Si3N4 layer
before the growth of the top Bragg re°ector. The purpose being to allow
for small negative detunings and thereby modify the polariton dispersion
(Fig. 1.4) to a form more favourable for polariton relaxation to the ground
state. Polariton lasing was reported in this sample [145] at room tempera-
ture with a slightly larger vacuum Rabi splitting of 56meV. Here polariton
lasing is de¯ned as coherent light emission from a macroscopic population of
polaritons occupying the lowest energy state of the lower polariton branch,
Fig. 3.9. The measurement of polariton lasing is a consequence of polariton
BEC but not a su±cient criterion to claim the phase transition has occurred.
This is primarily due to the lack of evidence of symmetry breaking. Under
the criteria de¯ned for polariton BEC by the kinetic model, the increase in
polarisation degree of the ground state emission is direct evidence of a build-
67Figure 3.9: 3D plot of GaN microcavity emission intensity (a) below and (b)
above threshold pumping [145].
up in the condensate order parameter. Therefore the experimentally simple
technique of resolving the ground state emission in polarisation as well as
intensity is enough to determine whether the phase transition has occurred.
It is important that the polarisation build up of the ground state is proven to
be solely due to an increase in the magnitude of the condensate order param-
eter and not an artifact of the polarised pumping laser. To ensure this the
sample is pumped non-resonantly, 1eV above the energy of the exciton-like
reservoir, by means of a pulsed 266nm Nd:YAG laser with a repetition rate
of 8.52kHz and a pulse length of 500ps. This means that many scattering
events must occur before the excitons relax to the polariton dispersion and
the polarisation is e®ectively randomised. Under these pumping conditions
measurements taken of the far-¯eld emission from the polariton dispersion
are shown in Fig. 3.10. As previously a macroscopic occupation of the ground
state is seen above threshold while the bottleneck e®ect [146, 42] not seen in
Fig. 3.9 is clear below threshold. Below threshold, the PL signal from the
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Figure 3.10: Room temperature emission of the lower polariton branch (a)
far below and (b) above threshold.
sample is unpolarised. At the condensate formation threshold we observe
a build-up of the linear polarisation degree up to about 85% as shown in
Fig. 3.11. The linear polarisation degree, h½li, is experimentally averaged
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Figure 3.11: (a) Experimental pump power dependence of the linear polar-
isation degree above threshold (black dots) and corresponding theoretical
calculation (black line). Inset: Polar intensity plot showing polarisation pin-
ning at Pmin = Pthr and depinning of polarisation above threshold at Pmax.
(b)-(c) linewidth and peak energy, respectively of the ground state emission
as a function of pump power.
over about 200 pulses and therefore these results demonstrate the pinning
of the linear polarisation in the sample, similar to what has been previously
observed in CdTe and GaAs cavities [62, 64]. This is followed by a progres-
sive depinning of the polarisation at larger pumping intensities, manifesting
itself through the decrease of h½li, as shown in Fig. 3.11(a). This observation
69is in contrast to what has been reported in [117] for a CdTe QW microcav-
ity. In their experiment, the linear polarisation degree kept growing above
threshold. We ascribe the di®erence to the di®erent ratio of spin relaxation
and lifetimes of polaritons in the two systems.
At 1:8Pthr we observe that h½li approaches zero, which means that the po-
larisation vector of the condensate is unpinned and randomly changes from
pulse to pulse, similarly to the ¯rst display of room temperature polari-
ton BEC [86]. Over the same range of pumping powers we observe the
simultaneous progressive increase of the linewidth, Fig. 3.11(b), and the
blueshift, Fig. 3.11(c), of orthogonally polarised emission peaks arising from
polariton-polariton interactions as previously observed in polariton conden-
sates [62, 64, 145].
We interpret the whole set of power-dependent experimental data in terms
of the spin dependent polariton-polariton interactions [94] present in the
stochastic model of polariton BEC. These act to suppress the linear polari-
sation. The interactions combined with static polarisation anisotropy, which
favours the formation of one linear polarisation and enters our model through
the splitting matrix C, Eq. (3.4), is enough to understand the experimental
results. We use Eq. (3.11) and Eq. (3.14) as previously but with parameters
adjusted for the speci¯c materials and including linear relaxation, Eq. (3.20).
We also modify the pump term P(t) which previously entered only as an ini-
tial condition because the length of the pump pulses were much shorter than
the condensate lifetime. Because of the quasi-continuous nature of the ex-
periment P(t) now takes the form of a 500ps rectangular pulse, with the
threshold pumping power determined as the point at which the average con-
densate occupation is greater than 1. As experimental equipment is organised
to measure the build up of one polarisation degree the TPDC is not equiva-
lent to the experimental measure and the parameter to be compared is now
h½li = hsxi. Using our stochastic model the theoretical pump dependence of
70h½li is shown by the solid line in Fig. 3.11 together with the experimental
points.
The behaviour of the theoretical curve closely follows that of the ex-
perimental data. h½li shows a maximum at Pthr followed by a subsequent
decrease. The maximum of h½li occurs at some macroscopic occupation of
the condensate which can be deduced from the blueshift of the emission line
at threshold compared to the weak excitation case. The interaction constant
®1 is a ¯tting parameter of the calculation. The best agreement with the
data is obtained for ®1 = 5:7 £ 10¡5meV. The other parameters used in
the calculation are ¡c = 4:25ps¡1, ° = 0:03ps¡1 and ®1=®2 = ¡0:1. At
threshold, the polariton-polariton interactions do not a®ect the kinetics of
the condensate formation and the polarisation buildup is governed by the
static anisotropy in the microcavity plane. The polarisation degree is large
but less than unity due to the presence of °uctuations. A subsequent in-
crease of P results in a rapid growth of the condensate occupation and the
nonlinear interaction terms in Eq. (3.11) become more and more important.
These terms lead to the self-induced Larmor precession that destroys the
polarisation pinning so that above threshold polariton-polariton interactions
dominate and overwhelm the pinning e®ect.
The self-induced Larmor precession arises due to the non-zero circular
component sz (as discussed in Appendix D) of °uctuational origin. The
Larmor precession acts to suppress h½li. As we measure the time integrated
polarisation degree, in the extreme case where the condensate polarisation
has precessed an integer number of times around the z axis, the integrated
linear polarisation degree will average to zero as shown in Fig. 3.5. The
distribution in pseudospin space of Sx, Sy and Sz for this microcavity is
displayed in Fig. 3.12
71Figure 3.12: Time-integrated polarisation distribution for four di®erent
regimes. (a) far below threshold, (b) close to Pthr, (c) slightly above threshold
and (d) far above threshold.
72It is clear from this analysis that the suppression of linear polarisation
holds as long as some circular component of the pseudospin is present. The
polariton-phonon spin °ip relaxation should equalise the occupation numbers
of +1 and -1 polarisations, stop the Larmor precession e®ects and thus recover
the linear polarisation degree so that it would again approach unity. We note
the di®erences with earlier work [117], where the polariton decay rate was
10 times smaller. As the condensate was excited by a continuous wave laser,
it did not decay with the characteristic spin relaxation time of polaritons
contrary to the present experiment where the pulse duration is comparable
to the typical coherence times measure in polariton condensates [142]. In ad-
dition the temperature in [117] amounted to only 20K, which can reasonably
explain why in this sample the magnitude of the stochastic circular polar-
isation of the condensate, which is responsible for the self-induced Larmor
precession and the suppression of the linear polarisation, was much weaker
than in the present case.
The e±ciency of the pinning at Pthr appears to be also detuning depen-
dent with a non monotonic behaviour showing a minimum at ¢ » ¡65meV.
The black line and the red line are guides for the eye showing the evolu-
tion of h½li in the strongly photon-like and in the more exciton-like region
of the polariton condensate, respectively. The detuning dependence of the
linear polarisation can be qualitatively understood from our model by taking
into account the evolution of the polariton relaxation rate between the reser-
voir and the condensate on ¢ [147]. The minimum of polarisation nearly
corresponds to the minimum of threshold pumping [147, 148]. As the polar-
isation relaxation time in the condensate is expected to change very slowly
with the detuning, in the case of fast polariton relaxation from the reservoir,
the system has no time to relax to the lowest energy state corresponding
to the pinned polarisation. This results in the decrease of h½li. Finally
note that in order to quantitatively reproduce the detuning dependence of
the polarisation one would also need to know the dependence of detuning
73on polariton-polariton interaction constants, which remains to be studied in
GaN-based microcavities.
3.5 Summary
Experimental studies of polariton BEC are a new but quickly evolving ¯eld
in solid state physics. The ability to demonstrate this symmetry breaking
phase transition at room temperature has no doubt ampli¯ed interest in this
young ¯eld and increased the rate of progress accordingly. The real world
implications of a polariton laser operating at room temperature are signi¯-
cant due to the lack of a threshold as de¯ned in the photonic lasing sense.
Maintaining or accelerating the rate of advance requires an experimentally
simple way of assuring that polariton BEC has occurred and understanding
the properties of emitted light from the ground state.
The kinetic model presented in this chapter describes theoretically the
build-up of the vector order parameter in the course of polariton BEC.
The build-up of the order parameter manifests itself in the formation of the
stochastic vector polarisation of the condensate, a relatively simple quantity
to measure experimentally. This polarisation is correlated with the second
order coherence of the condensate, a much more di±cult quantity to measure
accurately. We originally considered the pulsed regime, where the length of
the exciting pulse was much shorter than the lifetime of the condensate. In
the case of no polariton-polariton interactions the polarisation degree reached
unity at threshold pumping and remained there for all pumping powers. In
contrast, the e®ect of `turning on' the interactions was a decrease in polarisa-
tion degree above threshold due to rotation of the polarisation vector around
the e®ective ¯eld created by the spin §1 imbalance. With the addition of
e±cient spin relaxation, the polarisation dynamics of the condensate change
74signi¯cantly. Energy minimisation of the system leads to a linearly polarised
condensate above threshold. By the phenomenological addition of polarisa-
tion splitting of the polariton states the e®ects of photonic or exciton mode
splitting were demonstrated. With a signi¯cant alteration in the polarisation
distribution.
Experimental work on a GaN based microcavity with a quasi-pulsed pump
showed the decrease in polarisation degree above threshold pumping intrinsic
to the kinetic model without e±cient spin relaxation. We modeled the exper-
imental data assuming some in-plane anisotropy caused by the samples sta-
tionary disorder. The results showed that at pumping powers near threshold
the anisotropy dominates, giving a high polarisation degree. Above threshold
the e®ects of polariton-polariton interactions dominate and the self-induced
Larmor precession acts to reduce the polarisation degree.
From the generalised nature of the stochastic model it would be easily
possible to extend the work to further sample speci¯c parameters. The con-
sideration of di®erent scattering mechanisms (so far only polariton-phonon
has been calculated) could provide new insights into the condensation pro-
cess. Spatial correlations as a consequence of polariton condensation are
discussed in the following chapter.
75Chapter 4
Josephson Coupled Polariton
BEC
In this Chapter the kinetic model presented in Chapter 3 is extended to
account for the spatial correlations, g(1)(r;r0), which have been proposed
theoretically as the criterion for the BEC phase transition [149]. In early
experimental work on polariton BEC, it has been shown in the near-¯eld
emission pro¯le that multiple condensates are formed within the microcavity
sample [62, 117], Fig. 4.1. Build-up of long-range spatial coherence across
the condensates is seen above threshold supporting the proposal that this is
a suitable criterion for polariton BEC, while also implying a coupling mecha-
nism between the spatially separated condensates. The disparate condensates
not only demonstrate long-range spatial coherence but uniform alignment of
the linear polarisation i.e., emission from each condensed region has the same
polarisation vector. To account for both of these facts we propose the DC
Josephson e®ect, [150, 92, 151] when applied as an extension to the kinetic
model, can successfully account for the coupling and explain the polarisa-
tion locking and spatial coherence build-up in the system. In this sense we
76Figure 4.1: (a) and (b) show the linear polarisation of emission from the
sample above and below threshold respectively from the work carried out
in 2006 [62]. Below threshold the emitting spot is homogeneous and unpo-
larised, whereas above threshold separate regions of emission have formed,
emitting with the same polarisation vector. (c) Schematic of the experimen-
tal arrangement.
argue that the measurement of a stochastic polarisation vector may be a
more stringent criterion for polariton BEC in microcavities than long-range
spatial coherence. Spatial coherence is a natural property of systems such
as micropillars [128] and is likely a feature of localised condensates in planar
microcavities once the lasing threshold is surpassed [86], making it an unsuit-
able criterion for de¯ning the phase transition. The spontaneous polarisation
build up de¯nes BEC in localised condensates whereas the spatial coherence
can be formed prior to the order parameter formation. Furthermore, the
kinetic model can introduce the symmetry breaking e®ects of di®ering local
¯elds for each condensate (e.g. produced by local strains at di®erent regions
of the sample) which can be used to alter the polarisation locking through
changing of the ¯eld orientations.
77Recently, theoretical work has been published describing the polarisation
dynamics of a pair of fully correlated polariton condensates [57] and the phase
correlation of Josephson coupled condensates as a function of detuning [30].
The introduction of the Josephson e®ect into the kinetic model is novel with
respect to those works because we take into account the symmetry breaking
stochastic nature of the phase transition, key to de¯nitive display of polari-
ton BEC. The kinetic model can also be used to demonstrate the degree of
coupling between the separate condensates by examination of polarisation
correlations [152], a measurement not considered in other work. The con-
densates are assumed to have zero detuning between them and therefore are
in the steady state regime as described in [30].
This Chapter begins with a brief introduction to the Josephson e®ect
followed by the results of its application into the kinetic model.
4.1 The Josephson E®ect
The theoretical prediction of the Josephson E®ect was made in 1962 [150],
when Brian Josephson was a 22-year old graduate student. He predicted that
two superconductors separated by a thin insulating barrier should give rise to
a spontaneous DC current proportional to the di®erence in phase across the
junction due to the ¯nite nature of the barrier, leading to a non-negligible
tunneling probability1. The starting point for this prediction was the incite-
ment by his supervisor Brian Pippard to look at the tunneling experiments
of Ivar Giaever [153] and the associated theory. Combining this with a lec-
ture course from Anderson [154] led Josephson to make the leap and for
his astounding discovery he was awarded the Nobel prize in 1973, no doubt
1The AC Josephson e®ect was also predicted which occurs if a DC voltage is placed
across the junction.
78being helped by the quick experimental realisation of these e®ects by An-
derson [155]. The e®ect was later discovered for super°uid Helium [156] and
interacting atomic condensates [157], showing the far reaching implications
of this discovery and it's applicability to a range of systems.
In the original work of Josephson the ultimate goal was to provide a
theoretical equation for the current °ow between two superconductors. In
the case of our kinetic model the interest lies in the e®ect it will have on the
dynamics of the order parameter. To obtain this we begin by considering
two macroscopic quantum states represented by their order parameters, Ã1;2,
separated by a ¯nite potential barrier which allows limited tunneling between
the two states. In this case the coupling is very weak and the state vector
describing the coupled system can be written in the simple form
jÃi = Ã1 j1i + Ã2 j2i: (4.1)
The SchrÄ odinger equation of motion for the state vector is
i~@t jÃi = H jÃi (4.2)
with the Hamiltonian a combination of the individual energy of the states,
Hi = Ei jiihij, (i = 1;2), and the coupling between the states,
H = H1 + H2 + Hint: (4.3)
The interaction term takes the standard form
Hint = ¡
J
2
(j1ih2j + j2ih1j): (4.4)
Combining the previous de¯nitions gives the equations of motion for the two
79coupled macroscopic states:
i~@tÃ1 = E1Ã1 ¡
J
2
Ã2;
i~@tÃ2 = E2Ã2 ¡
J
2
Ã1: (4.5)
It is clear from this treatment how the kinetic model can be extended to
include Josephson coupling between condensates. The Langevin type equa-
tion retains its form with the addition of a subscript, i = 1;2, denoting which
condensate is being referenced:
dÃi¾
dt
=
1
2
[W(t) ¡ ¡c]Ãi¾ + µi¾(t) ¡
i
~
±H
±Ã¤
i¾
¡ °Ri¾: (4.6)
The noise correlators are similarly modi¯ed,
hµi¾(t)µi0¾0(t
0)i = 0; (4.7)
hµi¾(t)µ
¤
i0¾0(t
0)i = (1=4)W(t)±ii0±¾¾0±(t ¡ t
0); (4.8)
where the factor 1
2 is now replaced by 1
4 as the income rate is spread across
two condensates and therefore the noise amplitude for each is halved. Analo-
gously to Eq. (4.4) the dynamics due to Josephson coupling are seen through
a change in the Hamiltonian,
H = Hs + J
X
¾
(Ã
¤
1¾Ã2¾ + Ã
¤
2¾Ã1¾)
+
1
2
X
i¾
£
®1jÃi¾j
4 + ®2jÃi¾j
2jÃi¹ ¾j
2¤
: (4.9)
Where Hs is the spin spitting which will be discussed later in the Chapter, J
is the strength of coherent hopping between the condensates (sensitive to the
condensate separation and the con¯ning potential) and the intra-condensate
interactions remain as de¯ned in Chapter 3. A schematic of this coupling
can be seen in Fig. 4.2. Income to the condensates occurs from a communal
80reservoir as even though spatially separate they are both within the same
excitation spot, therefore Eq. (3.14) continues to describe the time dynamics
of the reservoir population.
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Figure 4.2: Schematic of polariton system showing the polariton dispersion in
k-space (left) and the real space layout of two Josephson coupled condensates
with a separation of ¢x (right). The scale for E is not the same for both
diagrams. Both ground state condensates are fed by a common reservoir with
Nr(t) polaritons on the exciton-like part of the dispersion and are Josephson
coupled with coherence hopping parameter J.
4.2 Polarisation Correlation and Phase Co-
herence
The introduction of the Josephson coupling between two condensates is ¯rst
shown in the symmetric case i.e., Hs = 0. With the extension to two con-
densates it is convenient to alter the notation for the prospect of many con-
densates. The condensate pseudospin (and Stokes parameters of the emitted
light, which are accessible experimentally) can be de¯ned in terms of the
81Pauli matrices ¾ as
Si = (1=2)(Ã
y
i ¢ ¾ ¢ Ãi); (4.10)
where we de¯ne spinors Ãi = (Ãi+;Ãi¡)T. In the calculations the numerical
parameters used are ¡c = 0:5ps¡1, ¡r=¡c = 0:01, ®1 = 1:8¹eV, ®2=®1 =
¡0:1, ° = 1meV
¡1ps¡1, J = 10~¡r and r = 10¡4 ps¡1. The value of J varies
in large limits as the distance between two condensates changes. It ranges
from zero (corresponding to the in¯nitely remote condensates) to about 1
meV, which is the characteristic localisation energy of a condensate of exciton
polaritons. We have taken J = 0:03meV, which is two orders of magnitude
less than the localisation energy. The corresponding tunneling time between
two condensates is about 20 ps, which is an order of magnitude longer than
the exciton-polariton life-time. This is a characteristic value for the weak
coupling regime of two condensates corresponding to a spatial separation on
the order of several micrometers.
The most convenient way to evidence locking of random polarisations
generated by the two localized condensates is by direct measurement of the
two-emitter polarisation correlator,
Scorr(t) =
s¯ ¯ ¯ ¯
¿
(S1(t)S2(t))
jS1(t)jjS2(t)j
À¯ ¯ ¯ ¯ (4.11)
where the denominator represents normalization by the condensate popula-
tions. Scorr(t) changes between 0 for uncorrelated polarisations and 1 for full
correlation. It can be calculated for di®erent values of P=Pth, where Pth is the
threshold pump determined by the income and outcome rate of polaritons
i.e.
R
Pthdt = ¡c=r. The results of these calculations are shown in Fig. 4.3
with the time resolved, ensemble averaged, population of the condensates
(the population of each condensate is virtually identical as relaxation from
the reservoir is equally probable). During the condensate formation, the po-
larisations and phases Ái¾ = arg(Ãi¾) of the condensates are stochastically
82Figure 4.3: Below and above threshold time dynamics of the (a) polarisa-
tion correlator de¯ned by Eq. (4.11), and (b) condensate occupation. The
polarisation correlations are seen as long as the condensates are macroscop-
ically occupied. The maximum degree of correlation is dependent on the
condensate occupation.
chosen. The relationship between the two phases is an important quantity
as correlations would evidence the build up of spatial coherence. To explore
this relationship we look at the phase di®erence between the components of
the order parameter, Á2¾ ¡ Á1¾. The probability density for this quantity is
shown in Fig. 4.4 at 6 di®erent times above threshold pumping.
When the condensate occupation is less than 1 the probability density
as shown in Fig. 4.4 is that of the di®erence between two uniform random
variables spanning the interval ¡¼ to ¼, proof of which is in Appendix E.
During the period of signi¯cant population (as can be seen in Fig. 4.3 (b))
the condensates have the greatest probability of assuming phase di®erences
of ¼ or ¡¼, which are equivalent. We believe this phase di®erence is due to
the rotation of the order parameter from the Josephson coupling. Because
we are dealing with a stochastic process either condensate 1 or 2 will breach
threshold occupation ¯rst and as the Josephson coupling enters our system as
83an imaginary term this acts to shift the phase of the later forming condensate.
This shift is by a factor ¼=2. Once the later forming condensate becomes
macroscopically occupied it acts in the same way on the initially formed
condensate and we see a total phase di®erence of ¼ or ¡¼. It can be seen
from Fig. 4.4 that once the condensate occupation has decayed below 1 (for
t > 60ps) the distribution reverts to the same form as at t = 1ps. A ¯gure
identical to Fig. 4.4 is obtained for the minus circularly polarized components
of the condensates.
Below threshold no correlations are seen between the condensates, also the
total polarisation degree of the condensates, which is directly proportional to
their order parameters, is close to zero. There is no macroscopic population
of the condensate as can be seen in Fig. 4.3 and therefore no Josephson
current between them.
Above threshold the condensates populate macroscopically with a nar-
rowing of the emission peak with increasing pump power. The polarisation
degree approaches 1 (see Chapter 3) indicating a spontaneous symmetry
breaking, the \smoking gun" for BEC. The polarisation correlator increases
with increasing pump to a maximum value of Scorr(t) ¼ 0:75. This evidences
the polarisation locking of the two condensates due to the DC Josephson
e®ect. Importantly, the lifetime of the correlation is roughly constant re-
gardless of pump power, in opposition to the condensate occupations. This
indicates that any macroscopic population of the condensates is enough for
a signi¯cant polarisation locking e®ect between them. The spatial coherence
builds up in a similar way, as evidenced by the results in Fig. 4.4. This shows
that the spatial coherence and spontaneous polarisation both carry informa-
tion on the order parameter of BEC. In systems of large size the build up
of spatial coherence and of spontaneous polarisation equally characterize the
BEC threshold. However, in small systems like pillar microcavities, phase
correlations are present both below and above threshold, so that the sponta-
84neous polarisation remains the only direct measure of the order parameter.
Figure 4.4: Probability density of phase di®erence between the two conden-
sates at times before, during and after macroscopic occupation. For all times
P=Pth = 3:0.
854.3 Introducing E®ective Magnetic Fields
In experimental microcavity samples local strain e®ects and inhomogeneous
photonic disorder produce e®ective magnetic ¯elds acting upon the pseu-
dospins of polaritons. An e®ective magnetic ¯eld of these origins splits the
linearly polarized states of the condensate. If the two condensates experi-
ence the same splitting frequency ­, but the ¯elds are oriented di®erently,
the splitting Hamiltonian is given by
Hs = ¡~­[(c1S1) + (c2S2)]; (4.12)
where unit vectors c1;2 de¯ne orientations of the ¯elds.
The introduction of the local ¯elds modi¯es the distribution function of
the condensate polarisation as seen in Fig. 4.5. In this ¯gure, points show the
time-averaged values of the Stokes vector of the condensates for di®erent re-
alizations of the Langevin noise, corresponding to di®erent excitation pulses.
Here the splitting favors polarisations in the positive x- and y-directions for
condensate 1 and 2, respectively. The splitting leads to a bias in the time
integrated values of the polarisation and results in frustration of polarisation
locking. As expected this produces a reduction in the polarisation corre-
lation. The ¯elds also introduce a bias in the phase relationship between
the two condensates. Á2¾ ¡ Á1¾ becomes locked to either ¼ or ¡¼ depend-
ing on the pinning, which indicates that an antisymmetric solution for two
Josephson coupled condensates corresponds to the minimum energy.
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Figure 4.5: (a), (c) Time integrated polarisation for condensate 1 below and
well above threshold, respectively, where polarisation is pinned to positive Sx.
(b), (d) Corresponding results for condensate 2 where polarisation is pinned
to positive Sy. The magnitude of applied e®ective ¯elds is ­ = 1ps¡1.
874.4 Slow Energy Relaxation of Condensate
We now consider the case where energy relaxation is slow and can be ne-
glected over the lifetime of the condensate. To describe this regime we remove
the ¯nal term of Eq. (4.6). Here the polarisation correlation is not observed
below or above threshold. This can be illustrated by considering the states
1 and 2 when the polaritons are condensed. If there is no tunneling between
the states (J = 0) then the order parameters are uncorrelated, hÃ
y
1¢Ã2i = 0.
One can show that any linear combinations of Ã1 and Ã2, ³1 = u11Ã1+u12Ã2
and ³2 = u21Ã1+u22Ã2, are also uncorrelated provided the u-coe±cients form
a unitary matrix 2.
If Josephson tunneling is turned on, J 6= 0, the result is unchanged.
In particular, the symmetric and antisymmetric states, (Ã1 § Ã2)=
p
2 are
uncoupled and therefore uncorrelated. The unitary transformations of these
states, in particular, Ã1 and Ã2 are also uncorrelated. Physically it means
that any combination of the condensates wave functions can be spontaneously
formed. The role of relaxation is to bring the system into a particular state
that minimizes the Hamiltonian energy, e.g., into the anti-symmetric (Ã1 ¡
Ã2)=
p
2 state. No correlations are seen when the system randomly occupies
symmetric and antisymmetric states, but they appear if the system relaxes
into e.g. an anti-symmetric state. This theoretical argument is corroborated
by numerical results.
2This statement becomes transparent if one de¯nes the quantum mechanical internal
product of two states as the statistical average of the two.
884.5 Summary
The de¯nitive criterion for polariton BEC remains an issue of dispute. With
the kinetic model we showed that the build up of the condensate macroscopic
wavefunction is directly linked to a build up in the polarisation degree of
emission. This is not enough for de¯nitive proof of polariton BEC. Using the
stochastic nature of the symmetry breaking phase transition we demonstrated
that a randomly oriented condensate polarisation is a clear indicator for
polariton BEC. Experimentally it was observed that condensate emission is
fragmented within the emission spot but long-range spatial coherence and
aligned polarisation vectors occur across condensates. By introducing the
DC Josephson e®ect into the kinetic model, both the polarisation locking
and spatial coherence can be explained. They manifest themselves as an
increase in the polarisation correlator and correlation in the phase alignment
respectively. Signi¯cant e®ects are seen at all times when the condensates
are macroscopically occupied.
On the scale on which these events occur the polariton environment is
in general inhomogeneous (as is clear from condensate fragmentation). In
samples with spatially separated condensates it is expected that due to dif-
fering local strains each condensate may see di®erently oriented local ¯elds.
We take into account this e®ect and see the frustration of correlations due
to pinning. We also show that energy relaxation is a necessary condition for
correlations to exist. The results demonstrate that the build up of a common
vector polarisation can be considered a criterion for appearance of a macro-
scopically coherent state in a system of localised polariton condensates. This
criterion is as strict as the appearance of spatial coherence in a large size
system and becomes more rigorous in the case of strongly localised conden-
sates. Extension of the model to further condensates, coupled in di®erent
structures is an interesting future possibility.
89Chapter 5
Conclusions
The ¯eld of polariton physics is an established but quickly evolving disci-
pline. Considering the ¯rst experimental realisation of strong coupling in
a semiconductor microcavity occurred only 18 years ago, the number of in-
teresting physical e®ects demonstrated in this system is exceptional. From
de¯nitive demonstration of the bosonic nature of polaritons it was a brief
gap before this was translated into the experimental realisation of polariton
BEC. Room temperature polariton BEC is now a not uncommon occurrence
(a feat unachievable in any other medium), polariton super°uids are regu-
larly manipulated and polariton superconductivity could be just around the
corner. It is almost a case of pick an e®ect and it can be done with po-
laritons. Even with this rapid progress (or perhaps as a result of it) the
theoretical underpinnings of polariton dynamics are still a point of debate,
with numerous models in a state of contention or cooperation depending on
which experiment they are being applied to. In this thesis, the polarisation
properties of polaritons have been studied theoretically in an attempt to pro-
vide a practical insight into what is seen experimentally and shine some light
on what underlies these breakthroughs.
90Many attempts have been made to fully understand polariton-polariton
scattering, but the quasiparticles composite nature makes this process highly
nontrivial. The route considered in Chapter 2 begins with the scattering pro-
cesses available to the fermionic exciton constituents and builds upon this
with the photonic possibilities. To pin down speci¯c results it is necessary
to restrict the experimental geometry; in this case to a realistically sized
elastic circle. For this case (i.e., small transferred momentum,q), the direct
scattering matrix element is approximately proportional to q3 and the ex-
change interaction virtually constant. The polarisation sensitive nature of
polariton-polariton interactions is enough to produce e®ects such as depo-
larisation, polarisation conversion and spin currents in this relatively simple
experimental geometry. These e®ects are tunable and the understanding
gained from this approach translates into the ability to design and tune the
cavity to see speci¯c e®ects just using the scattering polarisation dependence.
In the low density regime it is appropriate to consider polaritons as good
bosons with the interaction strength calculated phenomenologically on a case
by case basis. Chapter 3, although ostensibly introducing a new model for the
BEC of polaritons, provides insight into the e®ect of polariton-polariton in-
teractions on the polarisation of condensate emission. The condensate order
parameter was modeled using a stochastic Langevin type equation, in keep-
ing with the phase breaking nature of polariton BEC. This formalism showed
that a build up in the condensate polarisation degree is directly linked with
an increase in the magnitude of the condensate order parameter. Interactions
act to reduce the polarisation degree once the population is large enough for
Larmor precession to dominate the polarisation dynamics. Stochastic choice
of polarisation vector and a decrease of polarisation degree above threshold
have been seen experimentally and the stochastic model successfully inter-
prets these results with realistic parameters. In the case of e±cient spin re-
laxation it was shown that a linearly polarised condensate is formed, agreeing
with a number of other theoretical and experimental works.
91The obvious extension to the stochastic model (which characterises a lo-
calised state) is the introduction of spatial dependence. In keeping with
experimental results, this was implemented in Chapter 4 as a Josephson cou-
pling between spatially separate localised condensates. The presence of this
simple and intuitive coupling mechanism produced both polarisation and
phase correlations between the condensates, providing a clear explanation
for the polarisation locking and spatial coherence seen experimentally. Intro-
ducing local ¯elds to the condensates modi¯es these correlations, inhibiting
or amplifying them depending on the correlation between the pinning direc-
tions.
It is possible to summarise the main original results of this thesis as
follows:
² Calculation of the small q dependence of direct and exchange matrix
elements in polariton-polariton scattering.
² The prediction of depolarisation and spin currents on the elastic circle
purely from the polariton scattering polarisation dependence.
² The proposal that the stochastic choice of polarisation vector charac-
terises the BEC phase transition.
² The prediction of a decrease in polarisation degree due to polariton-
polariton interactions, which was evidenced experimentally.
² The proposal of Josephson coupling as a mechanism for the build up
of long range order in systems of localised polariton condensates.
² The demonstration that build up of a common vector polarisation is
a more stringent condition for the appearance of a macroscopically
coherent state in strongly localised condensates than spatial coherence.
92Appendix A
Direct Scattering Term
The interaction term for direct scattering from state i ! m and j ! n is
given by
»
dir
ij;mn =
e
2
4¼²0²r
XiXjXmXn
Z
dRe1dRe2dRh1dRh2Á
¤
m(Re1;Rh1)Á
¤
n(Re2;Rh2)£
0
B B
@
X
®l;¯l0
l6=l0
V®l;¯l0
1
C C
AÁi(Re1;Rh1)Áj(Re2;Rh2):
(A.1)
Where the X are the exciton Hop¯eld coe±cients for each state, R® are 3-
dimensional vectors de¯ned by the in-plane vectors r® and the coordinate z®
along the growth direction: R® ´ (r®;z®) The potentials V®¯, ®;¯ = el;hl0,
l;l0 = 1;2 are given by
V®¯ = §
1
jR® ¡ R¯j
; (A.2)
with the minus sign for electron-hole attraction and the plus sign for for
electron-electron and hole-hole repulsions. The exciton wavefunctions are
93decomposed as the product of the plane wave describing the in-plane motion
of the center of mass, the 2D relative wavefunction and the electron and hole
envelope functions normal to the quantum well plane:
Áº(Rel;Rhl) =
1
p
S
exp(ikº¢RXl)
s
8
¼a2
B
exp
µ
¡2jrel ¡ rhlj
aB
¶
£Ue(zel)Uh(zhl);
(A.3)
where k is the center of mass momentum, U are the envelope functions and
RXl is the exction center of mass coordinate
RXl =
merel + mhrhl
me + mh
= °erel + °hrhl: (A.4)
Using these relations, Eq. (A.1) can be rewritten as
» =
X
®l;¯l0
l6=l0
»
dir
®l;¯l; (A.5)
where the function »dir
®l;¯l, is given by:
»
dir
®l;¯l = §
Z
dre1dre2drh1drh1
·
exp
µ
¡4jre1 ¡ rh1j
aB
¶
exp
µ
¡4jre2 ¡ rh2j
aB
¶
£ exp(¡ikm ¢ RX1)exp(¡ikn ¢ RX2)exp(iki ¢ RX1)exp(ikj ¢ RX2)
£
Z w
0
dze1dze2dzh1dzh2
U2
e(ze1)U2
e(ze2)U2
h(zh1)U2
h(zh2)
p
jr®l ¡ r¯l0j2 + (z®l ¡ z¯l0)2
¸
; (A.6)
where l 6= l0 and again the sign depends on the repulsive or attractive nature
of the Coulomb interactions. Beginning with the repulsive term, »dir
e1e2 a quasi
2D e®ective Coulomb potential can be de¯ned as
Z w
0
dze1dze2dzh1dzh2
U2
e(ze1)U2
e(ze2)
p
jr®l ¡ r¯l0j2 + (z®l ¡ z¯l0)2 (A.7)
to account for the ¯nite carrier wavefunctions extent in the growth direction.
The integral of the numerator leaves a trivial prefactor which is left aside for
94now. Substituting q = k3 ¡ k1 the above equation then reduces to
V (q) = f(q;w)V2D(q); (A.8)
in Fourier space, where the form factor f(q;w), with w the well width, can
be written as
f(q;w) =
2
w
"
1
q
+
1
2
qw
2
q
2w
2 + 4¼
2 + (e
¡qw ¡ 1)
1
w
µ
1
q
¡
qw
2
q
2w
2 + 4¼
2
¶2#
;
(A.9)
in the case of an in¯nitely deep QW and V2D(q) is the Fourier transform of
the ideal 2D Coulomb potential, V2D(q) / 1=q. From these relations and
conservation of momentum and energy it is possible to arrive at the form
»
dir
e1e2 = f(q;w)V2D(q) ~ Ã
2(°hq); (A.10)
where ~ Ã2(°hq) is the Fourier transform of the relative motion part of the 2D
excitonic wavefunction
~ Ã
2(°hq) =
µ
1 +
°hq2a2
B
16
¶¡3=2
: (A.11)
A similar process results in the direct term for the hole-hole interaction
»
dir
h1h2 = f(q;w)V2D(q) ~ Ã
2(°eq): (A.12)
As expected carrying out the same calculations for the attractive interactions
(electron-hole) follows a similar process giving
»
dir
e1h2 = »
dir
e2h1 = ¡f(q;w)V2D(q) ~ Ã(°eq) ~ Ã(°hq): (A.13)
Summing the contributions from repulsive and attractive interactions
»
dir = f(q;q)V2D(q)
³
~ Ã(°eq) ¡ ~ Ã(°hq)
´2
: (A.14)
95Appendix B
Langevin Equation
The master equation for a system is a di®erential equation describing the
transition probability between states. In quantum mechanics the state occu-
pation statistics are naturally de¯ned in terms of the density matrix ^ %. By
assuming that polaritons leave and enter the condensate one at a time, the
master equation for polariton BEC into one spatially localised state is given
by
d^ %
dt
=
i
~
[^ %; ^ H] ¡
1
2
X
¾=§1
fW(t)(^ a¾^ a
y
¾^ % + ^ %^ a¾^ a
y
¾ ¡ 2^ a
y
¾^ %^ a¾)
+ ¡c(^ a
y
¾^ a¾^ % + ^ %^ a
y
¾^ a¾ ¡ 2^ a¾^ %^ a
y
¾)g: (B.1)
where the relevant quantities are de¯ned in Chapter 3. The ¯rst term charac-
terises the density matrix evolution under the action of the Hamiltonian ^ H,
while the second term has two components. The ¯rst part can be thought of
as the product of the transition rate to the condensate, W(t), and the prob-
ability of such a transition occurring. Equivalently the second term de¯nes
escape from the condensate.
96The Hamiltonian ^ H can be decomposed into two components, the ground
state energy of the system and the interaction dynamics
^ H = ^ H0 + ^ V ; (B.2)
ignoring the polarisation degree of freedom the interaction contribution is
simply
^ V = V0^ a
y2^ a
2; (B.3)
where V0 is the interaction strength between polaritons. It is bene¯cial to
derive the order parameter dynamics with just this term as the technique is
similar for all terms. Under the assumption of purely self-interaction e®ects
we can write
d^ %
dt
=
i
~
h
^ %; ^ V
i
=
i
2
V0
~
£
^ %;^ a
y2^ a
2¤
: (B.4)
It is convenient to write the density matrix in the Glauber-Surdarshan rep-
resentation [158]
^ % =
Z
P(Ã;Ã
¤)jÃihÃjd
2Ã; (B.5)
here P is the quasi-probability distribution. We de¯ne the coherent state as
jÃi = e
Ã^ ay¡Ã¤^ a j0i = e
¡ 1
2ÃÃ¤
e
Ã^ ay
j0i ´ e
¡ 1
2ÃÃ¤
jÃi (B.6)
so that without normalisation jÃi = eÃ^ ay j0i. Producing the following rela-
tions
^ ajÃi = Ã jÃi; (B.7a)
^ a
y jÃi = e
¡ 1
2ÃÃ¤
^ a
y jÃi = e
¡ 1
2ÃÃ¤ @
@Ã
jÃi: (B.7b)
Using Eq. (B.7), Eq. (B.4) can be rewritten
@^ %
@t
=
i
2
V0
~
Z
e
¡ÃÃ¤
P
½
Ã
¤2 @2
@Ã¤2 ¡ Ã
2 @2
@Ã2
¾
jÃihÃjd
2Ã; (B.8)
97integrating by parts and substituting for ^ %
Z
@P
@t
jÃihÃjd
2Ã =
=
i
2
V0
~
Z
jÃihÃj
½
@2
@Ã¤2
¡
Ã
¤2e
¡ÃÃ¤
P
¢
¡
@2
@Ã2
¡
Ã
2e
¡ÃÃ¤
P
¢¾
d
2Ã
=
i
2
V0
~
Z
jÃihÃj
½
4
µ
Ã
¤ @P
@Ã¤ ¡ Ã
@P
@Ã
¶
+
µ
Ã
¤2 @2P
@Ã¤2 ¡ Ã
2 @P
@Ã2
¶
¡ 2jÃj
2
µ
Ã
¤ @P
@Ã¤ ¡ Ã
@P
@Ã
¶¾
d
2Ã
=
i
2
V0
~
Z
jÃihÃj
½
2
·
@
@Ã
¡
Ã
2Ã
¤P
¢
¡
@
@Ã¤
¡
ÃÃ
¤2P
¢¸
+
·
@2
@Ã¤2
¡
Ã
¤2P
¢
¡
@2
@Ã2
¡
Ã
2P
¢¸¾
d
2Ã:
(B.9)
Which leads directly to the Fokker-Planck equation
@P
@t
=
i
2
V0
~
½
2
·
@
@Ã
µ
Ã
2Ã
¤P
¶
¡
@
@Ã¤
µ
ÃÃ
¤2P
¶¸
+
·
@2
@Ã¤2
¡
Ã
¤2P
¢
¡
@2
@Ã2
¡
Ã
2P
¢¸¾
: (B.10)
It is possible to gain further physical insight by substituting Ã with it's
complex expansion, Ã = x + iy, and the associated di®erentials
@
@Ã
=
1
2
µ
@
@x
¡ i
@
@y
¶
; (B.11)
@
@Ã¤ =
1
2
µ
@
@x
+ i
@
@y
¶
: (B.12)
We start with the ¯rst term of Eq. (B.10), known as the drift term, containing
98the ¯rst order di®erentials. Substituting Eq's. (B.11) we obtain
@P
@t
=
i
2
V0
~
½µ
@
@x
¡ i
@
@y
¶£¡
x
2 + y
2¢
(x + iy)P
¤
¡
µ
@
@x
+ i
@
@y
¶£¡
x
2 + y
2¢
(x ¡ iy)P
¤¾
(B.13)
which can be rearranged to
@P
@t
= ¡
V0
~
@
@x
£¡
x
2 + y
2¢
yP
¤
+
V0
~
@
@y
£¡
x
2 + y
2¢
xP
¤
: (B.14)
From this representation the drift coe±cients for the real and complex plane
are clear,
vx =_ x =
V0
~
¡
x
2 + y
2¢
y; (B.15)
vy =_ y = ¡
V0
~
¡
x
2 + y
2¢
x; (B.16)
or equivalently
i _ Ã =
V0
~
jÃj
2 Ã: (B.17)
Beginning with only the polariton-polariton interaction term from the Hamil-
tonian, Eq. (B.3), the kinetic model has provided the same result as the
Gross-Pitaevskii [38] equation for the interaction dynamics [133] as Eq. (B.17)
can be rewritten
i~
@Ã
@t
=
@Hp¡p
@Ã¤ ; (B.18)
with Hp¡p = 1
2V0Ã¤2Ã2. A similar analysis can be carried out for the second
term of Eq. (B.10) leading to the anomalous negative di®usion term discussed
in Chapter 3, which becomes negligible for large occupations.
Returning to Eq. (3.2) a similar technique can be employed to derive a
Fokker-Planck equation for the quasi-probability distribution starting with
the second term i.e., the income and outgoing of particles from the conden-
99sate. We obtain an equation of the same form as Eq. (B.10),
@P
@t
=
1
2
[¡c ¡ W(t)]
·
@(ÃP)
@Ã
+
@(Ã¤P)
@Ã¤
¸
+ W(t)
@2P
@Ã@Ã¤: (B.19)
The last term in Eq. (B.19) describes the di®usion of Ã in the complex
plane. The rate of di®usion is proportional to the income rate of polaritons,
W(t), therefore as long as particles are entering the condensate there will
be °uctuations in the order parameter. It is possible to switch between
Fokker-Planck type equations, which represent the time dynamics of the
probability distribution of a stochastic process and Langevin type equations
which directly model the dynamics of the process. The choice depends on
which is more useful for the current application. In this case direct modeling
of the order parameter is required and so Eq. (B.19) can be transformed to
dÃ
dt
= ¡
1
2
[¡c ¡ W(t)]Ã + µ(t); (B.20)
where µ(t) is random complex white noise with the correlators
hµ(t)µ(t
0)i = 0; (B.21)
hµ(t)µ
¤(t
0)i =
1
2
W(t)±(t ¡ t
0): (B.22)
Combining the order parameter dynamics of Eq. (B.20) and Eq. (B.18) pro-
duces
dÃ
dt
=
1
2
[W(t) ¡ ¡c]Ã + µ(t) ¡
i
~
@Hp¡p
@Ã¤ : (B.23)
Applying the same derivation technique with a two component order parame-
ter and the complete interaction Hamiltonian Eq. (3.12) produces Eq. (3.11),
of which Eq. (B.23) is the spin-less equivalent.
100Appendix C
Second Order Coherence
Coherence measurements for light require taking a series of two-time readings
with a ¯xed time delay ¿. The statistical average of the product of each pair
of readings is the correlation function. The degree of ¯rst order temporal
coherence is a measure of the electric ¯eld correlation,
g
(1)(¿) =
hE¤(t)E(t + ¿)i
hE¤(t)E¤(t)i
; (C.1)
where the quantity takes values between 0 and 1 due to the normalisation.
Equivalently, the degree of second-order temporal coherence is a measure of
intensity correlation,
g
(2)(¿) =
hI¤(t)I(t + ¿)i
I2 =
hE¤(t)E¤(t + ¿)E(t + ¿)E(t)i
hE¤(t)E(t)i
2 ; (C.2)
where I = hI(t)i. The allowed range for g(2)(¿) is not as straightforward and
is determined by two inequalities, both based on Cauchy's. Two intensity
101measurements at times t and t + ¿ must satisfy
2I(t)I(t + ¿) · I(t)
2 + I(t + ¿)
2: (C.3)
It is clear from Eq. (C.3) the following inequality must hold,
µ
I(t) + I(t + ¿) + ::: + I(t + N¿)
N
¶2
·
I(t)2 + I(t + ¿)2 + ::: + I(t + N¿)2
N
(C.4)
for N intensity measurements. In terms of correlation functions,
I
2 ´ hI(t)i
2 ·
­
I(t)
2®
; (C.5)
from which for the case of ¿ = 0 i.e., zero time delay, a lower bound for g(2)
is obtained from Eq. (C.2)
g
(2)(0) ¸ 1: (C.6)
This derivation is applicable to the classical case, whereas for a single photon
emitter, a strictly quantum device, g(2)(0) = 0. Establishing an upper limit
in generality for zero time is not possible and therefore the complete range
is given by
1 ¸ g
(2)(0) ¸ 1; (C.7)
with the extension to ¿ > 0 reducing the restrictions further to just positivity
1 ¸ g
(2)(¿) ¸ 0: (C.8)
Far below threshold pumping emission from the polariton condensate is ther-
mal in nature. Thermal light is a statistical ensemble of light beams with all
possible amplitudes and phases. The probability distribution is de¯ned by
the random walk undergone by the amplitude and phase, resulting in
P[I(t)] =
1
I
e
¡I(t)
I ; (C.9)
102with statistical moments
hI(t)
ri =
1
I
Z 1
0
I(t)
re
¡I(t)
I dI(t) = r!I
r: (C.10)
Using Eq. (C.10) for a single component thermal light source the zero time
degree of second order coherence always assumes the value
g
(2)(0) =
hI(t)2i
I2 = 2: (C.11)
Due to the two component nature of the condensate order parameter, speci-
¯cation of g(2)(0) requires extension to two distinct beams. The result is four
degrees of second order coherence de¯ned as
g
(2)
¾;¾0(t;t + ¿) =
hI¾(t)I¾0(t + ¿)i
hI¾(t)ihI¾0(t + ¿)i
; (C.12)
where ¾ = ¾0 refers to same polarisation correlations and ¾ 6= ¾0 correla-
tions across polarisations. Condensate emission can be considered as a linear
superposition of the two polarisations
I(t) = I+1(t) + I¡1(t) (C.13)
= jÃ+(t)j
2 + jÃ¡(t)j
2
= n(t):
Substituting Eq. (C.13) into Eq. (C.2)
g
(2)
§ (¿) =
h(I+(t) + I¡(t))(I+(t + ¿) + I¡(t + ¿))i
(I+(t) + I¡(t))2 ; (C.14)
103which expands to
g
(2)
§ (¿) =
hI+(t)I+(t + ¿)i
(I+ + I¡)2 +
hI¡(t)I¡(t + ¿)i
(I+ + I¡)2
+
hI+(t)I¡(t + ¿)i
(I+ + I¡)2
+
hI¡(t)I+(t + ¿)i
(I+ + I¡)2 : (C.15)
From Eq. (C.12)
g
(2)
§ (¿) =
I2
+g
(2)
+;+(¿) + I2
¡g
(2)
¡;¡(¿) + 2I+I¡
(I+ + I¡)2 : (C.16)
Under the reasonable assumption of equal intensities and degrees of second
order coherence for each polarisation, i.e., g
(2)
+;+(¿) = g
(2)
¡;¡(¿) and I+ = I¡,
Eq. (C.16) simpli¯es to
g
(2)
§ (¿) =
1
2
³
1 + g
(2)
+;+(¿)
´
: (C.17)
From the earlier result, Eq. (C.11), it is therefore the case that for unpolarised
thermal light in the limit ¿ = 0
g
(2)
§ (0) =
3
2
: (C.18)
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Pseudospin Dynamics
Here we discuss the dynamics of the pseudospin vector S in the region of high
excitation densities, i.e., for the pump far above the stimulation threshold.
It is necessary to point out that, in general, there is no closed equation
for the pseudospin vector. Such an equation cannot be obtained from Eq.
(3.11) and de¯nitions (3.15) because of the noise term in (3.11) that cannot
be transformed into a term depending solely on S. Physically the absence
of a closed equation for S is related to the fact that the pseudospin vector
misses the information about the phase of the condensate and therefore does
not provide the complete description of the system.
However, at high pump densities, i.e., far above the threshold, the relative
°uctuations of the order parameter are small and the noise term can be
omitted. Also, if we are interested in the dynamics of the order parameter
on time scales where the condensate occupation does not change signi¯cantly,
it is possible to neglect the (¯rst) pump-decay term in (3.11) as well. Then
105the order parameter evolves according to the Gross-Pitaevskii equation
i~
dÃ¾
dt
=
±H
±Ã¤
¾
= ¡
1
2
~­
X
¾0
C¾¾0Ã¾0 +
£
®1jÃ¾j
2Ã¾ + ®2jÃ¡¾j
2Ã¾
¤
: (D.1)
This equation can be transformed to the equation for the pseudospin vector
(3.15). Namely,
dS
dt
= ­[S £ c] + 2
(®1 ¡ ®2)
~
(^ z ¢ S)[^ z £ S]; (D.2)
where we used the de¯nition of the 3D vector c from Eq. (3.4).
For low condensate occupation the nonlinear interaction term can be ne-
glected and this equation describes the precession of the pseudospin vector
S around the pinning direction c. On the contrary, for large condensate
occupation n the ¯rst term in (D.2) can be neglected and the self-induced
Larmor precession around the ^ z-axis appears due to the polariton-polariton
interaction. The angular velocity of this precession depends on the value of
Sz, which is the reason for the appearance of the Larmor rings discussed in
Chapter 3.
In the general case Eq. (D.2) also describes a periodic motion of the
pseudospin. The value of jSj is conserved and the end of the vector S draws
closed trajectories on the Poincar¶ e sphere. To describe the experimentally
relevant case of linearly polarized pinning we choose the pining direction ck^ y,
as in subsection 3.2. Then, introducing the unit vector s = 2S=n we have
1
­
dsx
dt
= ¡sz ¡ ¸szsy; (D.3a)
1
­
dsy
dt
= ¸szsx; (D.3b)
1
­
dsz
dt
= sx; (D.3c)
106where
¸ =
(®1 ¡ ®2)n
~­
: (D.4)
The solutions to Eqs. (D.3) can be expressed in terms of Jacobi's elliptic
functions,
sz = Acn(!t;k
2); (D.5a)
sy = a + (1=2)¸s
2
z; (D.5b)
sx = ¡!Asn(!t;k
2)dn(!t;k
2); (D.5c)
where the frequency !, the elliptic modulus k, and the amplitude A can be
found from
(!=­)
4 = 1 + 2a¸ + ¸
2; (D.6)
A
2 =
2(1 ¡ a2)
(1 + a¸) +
p
1 + 2a¸ + ¸2; (D.7)
k
2 =
1
2
·
1 ¡
(1 + a¸)
p
1 + 2a¸ + ¸2
¸
: (D.8)
The number a in above equations is a free parameter that is de¯ned by
the initial condition. For the weak interaction case, when 0 < ¸ < 1, one
has ¡1 < a < 1 and all the pseudospin trajectories cross the equatorial
plane of the Poincar¶ e sphere, so that one has a deformed precession around
c-axis. When ¸ > 1, the parameter a can be smaller than ¡1, namely,
¡(1 + ¸2)=2¸ < a < 1. The trajectories for a < ¡1 never reach the equator
of the Poincar¶ e sphere and they describe the precession analogous to the self-
induced Larmor precession1. The precession axis, however, is inclined with
respect to the ^ z-direction (see Fig. D.1).
1Note that for the case ¸ > 1 and a < ¡1 the solution for sz is numerically better
calculated from the expression sz = Adn(k!t;k¡2), which is equivalent to Eq. (D.5a)
107Appendix E
Di®erence of Independent
Random Variables
When we are looking at the phase di®erence of the two Josephson coupled
condensates it is important to show that the distribution obtained below
threshold is that of the di®erence of two uniformly distributed independent
variables. We start with the general case of two independent continuous
random variables, X and Y , with probability density functions fX and fY
respectively. The cumulative distribution function of X ¡ Y , FX¡Y is ob-
tained as follows:
FX¡Y(a) = PfX ¡ Y · ag
=
ZZ
x¡y·a
fX(x)fY(y)dxdy
=
Z 1
¡1
Z a+y
¡1
fX(x)fY(y)dxdy
=
Z 1
¡1
Z a+y
¡1
fX(x)dxfY(y)dy
109=
Z 1
¡1
FX(a + y)fY(y)dy (E.1)
The probability density function fX¡Y of X ¡Y is reached by di®erentiation
of Eq. (E.1),
fX¡Y (a) =
d
da
Z 1
¡1
FX(a + y)fY(y)dy
=
Z 1
¡1
d
da
FX(a + y)fY(y)dy
=
Z 1
¡1
fX(a + y)fY(y)dy (E.2)
This can be applied to our speci¯c case of the phase di®erence in the ¾ =
+1 component of condensate 1 and 2 i.e., Á1+ and Á2+ respectively. We
assume that below threshold they are independent uniform random variables
distributed on [¡¼;¼],
fÁ1+ = fÁ2+ =
8
<
:
1
2¼ ¡¼ < a < ¼
0 otherwise
(E.3)
From Eq. (E.2) we obtain
fÁ2+¡Á1+(a) =
Z ¼
¡¼
fÁ1+(a + ©2+)d©2+: (E.4)
For ¡2¼ · a · 0, this yields
fÁ2+¡Á1+(a) =
1
4¼2
Z ¼
¡(a+¼)
d©2+ =
1
4¼2(2¼ + a): (E.5)
Similarly for 0 < a · 2¼ we get
fÁ2+¡Á1+(a) =
1
4¼2
Z ¼¡a
¡¼
d©2+ =
1
4¼2(2¼ ¡ a): (E.6)
110Combining these produces the distribution function for Á1+ ¡ Á2+,
fÁ2+¡Á1+(a) =
1
4¼2
8
> > > <
> > > :
2¼ + a ¡2¼ · a · 0
2¼ ¡ a 0 < a · 2¼
0 otherwise
(E.7)
Plotting this result we obtain Fig. E.1. Which matches the theoretical results
for t = 1ps shown in Fig. 4.4 and con¯rms that below threshold the conden-
sate phases can be considered as uniformly distributed random variables as
expected from the symmetry breaking nature of the phase transition.
Figure E.1: Distribution function of the di®erence of two uncorrelated uni-
form random variables.
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