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iAbstract
Density functional theory (DFT) has been successfully employed in nuclear physics
in the past decades. It describes nuclear systems with a universal energy density func-
tional, which in principle contains all many-body correlations. DFT is the only method
at present which is able to describe atomic nuclei throughout the nuclear chart at a rea-
sonable computational cost. One of the important features of DFT is that it describes
the deformation of the intrinsic nuclear shape in a self-consistent way.
In nuclear DFT calculations, both the non-relativistic and the relativistic density
functionals have been employed. Among them, the relativistic variant of DFT (Covariant
Density Functional Theory: CDFT) has been attracting much of attention because of
its success in several aspects in nuclear physics, which mainly originate from the most
important underlying symmetry of quantum chromodynamics (QCD), that is, the Lorentz
invariance. The saturation mechanism of nuclear matter, the large spin-orbit splittings
which yield the shell structure of nuclei, and the origin of the pseudo-spin symmetry are
consistently understood as consequences of a delicate balance between the large attractive
scalar and repulsive vector mean elds in nuclear medium. The time-odd components in
the mean eld, which emerges in discussions of, e.g., rotating nuclei, nuclear magnetic
moment, and odd-even mass staggering, are entirely xed by the Lorentz symmetry,
while the counterparts in the non-relativistic models have been pointed out to have some
ambiguity.
In the non-relativistic calculations, the so-called imaginary time method has been
successfully employed for solving problems in the three-dimensional (3D) coordinate-space
representation, which can eciently describe arbitrary nuclear shape. In contrast to the
non-relativistic calculations, however, CDFT calculations in 3D coordinate space have
not been realized yet. There are two problems called \variational collapse" and \fermion
doubling", which must be overcome in order to realize 3D calculations with CDFT. The
former is related to the existence of negative energy nucleon states and the latter the
formulation of a Dirac equation on lattice. Because of these diculties, usually, relativistic
calculations for deformed nuclei have been performed by expanding single-particle wave
functions with harmonic oscillator (HO) basis. A drawback of this basis expansion method
is that eciency of the method depends on the shape and structure of nuclei, and one
needs to optimize the parameters of the basis functions. Moreover, the HO basis is not
suitable to describe a long asymptotic tail in the halo structure of unstable nuclei.
In order to describe unknown or exotic structure of nuclei, a development of exible
and ecient method not assuming any spatial symmetry is required. In this respect,
3D coordinate-space representation is advantageous, with which one is able to perform
calculations for nuclei of any structure with a similar computational cost.
In this thesis, we develop a novel method for CDFT calculations on 3D lattice without
the variational collapse and fermion doubling problems [1,2]. With our method, we realize
for the rst time relativistic calculations on 3D lattice without assuming any spatial
symmetry.
With our new numerical code developed in this thesis, we study non-axial octupole de-
ii
formation in the N = Z = 30 40 region in which octupole deformation is expected. This
is the rst application of the new code to provide a new result which is not easy to obtain
with existing methods. We examine two nuclei, 68Se and 80Zr, and nd, with a relativistic
model, that the spherical shape of 80Zr nucleus is unstable against the tetrahedral de-
formation, which is consistent with the result obtained with the previous non-relativistic
calculations. On the other hand, the triangular deformation in the oblate ground state
of 68Se, which was observed in the non-relativistic calculations, is not observed in the
present calculation.
We emphasize that our new relativistic 3D code allows us to study arbitrary shape
of nuclei such as exotic deformations, halo structure, complicated shape of a ssioning
nucleus, or even a cluster structure without any restriction on the spatial symmetry and
without an increase of the numerical cost. Our new method will enable us to
 Study any complicated structure (halo, ssion, exotic shape, ...) of nuclei with a
single numerical code,
 Compare the results of relativistic models to those of non-relativistic models at the
same level of the symmetry restriction,
 Give reliable theoretical predictions with relativistic models for unknown nuclei
without missing symmetry-breaking solutions.
We consider that this is an important step to signicantly extend the exibility of the
CDFT calculations.
[1] K. Hagino and Y. Tanimura, Phys. Rev. C 82, 057301 (2010).
[2] Y. Tanimura, K. Hagino, and P. Ring, Phys. Rev. C 88, 017301 (2013).
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Chapter 1
Introduction
1.1 Theoretical methods for the nuclear many-body
problem { an overview
An atomic nucleus is a quantum many-body system whose constituents are protons and
neutrons. Since nucleons have spin and isospin degrees of freedom and a nucleon-nucleon
interaction strongly depends on them, a nucleus exhibits rich phenomena involving these
degrees of freedom. Correlations among nucleons induce variety of properties of a nucleus
as a many-body system such as superuidity, various collective excitations, and clustering.
Physics in unstable nuclei is one of the hot recent topics in nuclear physics. Recent
developments of experimental facilities have opened up new possibilities to systematically
explore unstable nuclei up to the vicinity of the neutron drip line in the light mass region,
and revealed exotic structure in neutron-rich nuclei such as neutron skin and halo, dis-
appearance of empirical shell structure, and excitation modes associated with the exotic
structure. They have also stimulated theoretical eorts to interpret or predict character-
istic structure properties in unstable nuclei.
There are several dierent theoretical approaches to the nuclear many-body problem.
In Fig. 1.1 are shown three major theoretical methods and the corresponding mass re-
gions of their applications. For very light nuclei, ab initio calculations [1] such as Green's
function Monte Carlo [2{4], no-core shell model [5], coupled cluster theory [6] and stochas-
tic variational approach [7] are possible. In these calculations, a many-body Schrodinger
equation is exactly solved with a bare nucleon-nucleon interaction which reproduces the
nucleon-nucleon scattering phase shift in free space.
Shell model (conguration interaction) approach with a truncated model space has
been employed for light to medium heavy nuclei [8]. In the shell model calculation, an
interaction is adjusted to experimental data in each mass region. Since the size of the
model space rapidly grows up as a nucleus becomes heavier, an application of the method
is still limited in the medium-mass region.
The density functional calculations are the only method at present which can be ap-
plied to the whole nuclear chart except for very light nuclei [9]. A universal energy density
1
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functional for nuclear many-body system, which is derived from a phenomenological eec-
tive interaction [10,11] based on the mean-eld theory, is used in this class of calculations.
It has been employed for studies of nuclear structure from light to the heaviest elements,
and from valley of -stability to the drip lines using the same energy density functionals
throughout the nuclear chart.
1.2 Density functional theory (DFT) in nuclear physics
Among the three major theoretical methods shown in Fig. 1.1, we focus our topic on
the DFT in this thesis. Density functional theory (DFT) has been successfully employed
in nuclear physics in the past decades. The theory is based on a theorem [12, 13] which
shows the existence of universal energy density functional for many-body system, which
in principle contains all many-body correlations. DFT was originally developed for many
electron systems [12, 14] and has been successful in condensed matter physics and quan-
tum chemistry [13]. There are two remarkable advantages in DFT. First, it is guaranteed
that there exists a universal energy density functional which is applicable to any nucleon
many-body system [12, 13]. Although the exact form of energy density functional for
nuclear system is not known, phenomenological energy functionals have been built by
tting the parameters to experimental data, and they have been successful to reproduce
the bulk properties of nuclear matter and nite nuclei. Second, since it reduces a prob-
lem of an interacting system to a problem of a non-interacting system, numerical cost
increases moderately with the number of particles in the system [13,14]. Thanks to these
advantages, DFT is the only method at present which is able to describe atomic nuclei
in the whole nuclear chart at a reasonable computational cost. Energy functionals based
on phenomenological eective interactions of Skyrme [10] or Gogny [11] types are used in
non-relativistic calculations.
The relativistic variant of DFT (Covariant Density Functional Theory, CDFT) [13,15]
has been employed as widely as the non-relativistic DFT in studies of nuclear structure.
A covariant energy density functional is obtained from a Lorentz invariant model La-
grangian which describes an eective interaction among nucleons via meson exchanges.
Relativistic treatment of nuclei has the several characteristic features mainly due to the
Lorentz invariance, the most important underlying symmetry of quantum chromodynam-
ics (QCD). CDFT has been attracting much attention because of its success in several
aspects in nuclear physics. The saturation mechanism of nuclear matter [16,17], the large
spin-orbit splittings which yields the shell structure of nuclei [17,18], and the origin of the
pseudo-spin symmetry [19, 20] are consistently understood as consequences of a delicate
balance between the large attractive scalar and repulsive vector elds in nuclear medium.
The time-odd components in the mean eld, which emerges in discussions of, e.g., rotat-
ing nuclei, nuclear magnetic moment, and odd-even mass staggering, are entirely xed by
the Lorentz symmetry, [21,22], while the counterparts in the non-relativistic models have
been pointed out to have some ambiguity [23].
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Figure 1.1: Theoretical methods for the nuclear many-body problem. The gure is taken
from [9]. The black squares represent stable nuclei and the yellow squares indicate unstable
nuclei which have been produced by experiments. The green squares (terra incognita) are
nuclei yet to be explored. The red vertical and horizontal lines are located along the magic
numbers for neutron and proton. The thick purple line shows the anticipated path of r-
process which is responsible for synthesis of heavy elements in supernova phenomenon.
The thick dotted lines indicate the domains of major theoretical approaches. For the
lightest nuclei, ab initio methods with a bare nucleon-nucleon force are possible (red).
Nuclei in medium heavy region are can be treated shell model (conguration interaction).
Only the density functional calculations based on the mean-eld theory can cover heavy
nuclei as well as the light nuclei (blue).
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1.3 Nuclear deformation and DFT
One of the important features of DFT is that it describes the spontaneous symmetry
breaking in nuclear system in a self-consistent way. It is known that majority of nuclei are
deformed from the spherical shape in their ground states. Static ground state deformation
is expected in open-shell nuclei, whose proton and neutron numbers are far from the magic
number Z;N = 2; 8; 20; 28; 50; 82; 126; :::.
Deformed nuclei exhibit characteristic collective excitation spectra as compared to
those in spherical nuclei. One example in low-lying collective excitation in deformed
nuclei is the rotational band which is characterized by a sequence of low-lying states with
excitation energies following the rule E / J(J +1), where J is the spin of a nuclear state.
Since a rotational motion around a symmetry axis is not allowed quantum mechanically,
a spherical nucleus, which is symmetric around any axis passing through its center, does
not have a ground-state rotational band. On the other hand, spherical nuclei exhibits a
vibrational spectra in which the energies of second excited states are roughly twice that
of the rst excited state. Some typical vibrational states and rotational bands observed
in even-even nuclei are shown in Fig. 1.2.
Another known experimental evidence of deformation which is observed in high-lying
collective excitation is the splitting of the giant dipole resonance (GDR) observed in photo-
nuclear reactions. The GDR is dipole oscillation of protons against neutrons induced by an
external electromagnetic eld. The peak energy is expected to split into two if the nucleus
is, e.g., prolately deformed because an oscillation in the direction of the shorter axis has
higher energy than an oscillation along the longer axis as shown in a schematic gure in
Fig. 1.3. Fig. 1.4 shows the experimental data for the photoneutron cross sections of Nd
isotopes. It shows an evolution of the GDR peak caused by adding neutrons from the
closed-shell (N = 82) nucleus 142Nd to the deformed 150Nd nucleus whose resonance splits
into two peaks.
Eect of deformation is also observed in the fusion reactions as an enhancement of
fusion cross sections at subbarrier energies or a structure of the barrier distribution [25].
The nuclear deformation is driven by the shell structure of single-particle states. When
valence nucleons partially occupies a degenerate single-particle orbital, and a symmetry
breaking violates the degeneracy to lower some of the degenerate states in energy, the
system spontaneously break the symmetry to gain more binding energy by placing the
last particle on the lowered orbital. This is in analogy with the Jahn-Teller eect yielding a
spontaneous symmetry breaking in molecules [26]. In heavy nuclei, the Coulomb repulsion
among protons also prefers deformed shape to spherical shape, and it can make nuclei
undergo a spontaneous ssion. This is a classical eect whereas the former is a quantum
mechanical eect.
The spontaneous symmetry breaking in the intrinsic shape of a nucleus discussed above
can be described by DFT in a self-consistent way without, in principle, presuming any
specic symmetry. In practical numerical calculations, one may assume certain symmetry,
e.g., spherical, axial, or reection symmetry, in order to reduce the computational cost.
However, variety of deformation degrees of freedom are expected to play important roles in
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(a) Vibrational (b) Rotational
Figure 1.2: Some typical examples of (a) vibrational states and (b) rotational bands on
top of the ground states of even-even nuclei. The values above each level are excitation
energies in MeV.
Figure 1.3: Schematic picture showing a splitting of a peak of a giant dipole resonance
in prolately deformed nuclei. The higher peak (! = !x;y) corresponds to an oscillation
of protons against neutrons in the direction of the shorter axes, whereas the lower one
(! = !z) corresponds to a oscillation along the longer (symmetry) axis. The higher peak
has larger fraction of the dipole strength because there are two dierent shorter axes.
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Figure 1.4: Total (; 2n) cross sections of Nd isotopes which shows the evolution of the
giant resonance from the closed shell (N = 82) 142Nd to deformed static deformation.
The gure is taken from Fig. 27 in Ref. [24]
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nuclear phenomena. For instance, deformation violating axial and reection symmetries
is pointed out to have signicant eect on determination of height and position of the
ssion barriers and the ssion path [27,28], and exotic octupole, and even hexadecapole1
deformations are expected in several regions on the nuclear chart [29{41]. Cluster states
are expected to emerge in the excited states of sd-shell nuclei [42{47]. Thus exible and
ecient computational technique for DFT calculations allowing various deformations are
needed in order to cover diverse nuclear phenomena.
There are two major numerical methods for DFT calculations, i.e., basis expansion
and coordinate space calculations. In the former the wave functions are represented with
a nite set of basis functions while in the latter wave functions are represented in the
coordinate space, that is, the real space is discretized into lattice on which the value
of the wave function is obtained. The coordinate space calculations are advantageous
in its exibility to describe any kind of deformations including exotic deformations or
complicated cluster structure with a similar computational cost if the full real space is
discretized into 3D lattice.
In the non-relativistic DFT, the so-called imaginary time method [48, 49] has been
successfully employed for solving problems in the 3D coordinate space representation. It
has been extensively applied to calculations not only for the ground states but also for
excited states in atomic nuclei including global systematic calculations [50, 51], exotic
excitation modes in neutron-rich nuclei [52], and exotic structure in high-spin states [53{
55]. It is also recently applied to study of deformation of  hypernuclei [56]. It is also
employed in a indirect way in deformed Hartree-Fock-Bogoliubov calculations through
the two-basis method [35,57].
In contrast to non-relativistic calculations, however, CDFT calculations in 3D coordi-
nate space has not been realized yet because of two problems called \variational collapse"
and \fermion doubling." The former is related to the existence of negative energy nucleon
states and the latter the formulation of a Dirac equation on lattice.
Usually, relativistic calculations for deformed nuclei have been performed by expanding
the single-particle wave functions with harmonic oscillator (HO) basis. A drawback of
this basis expansion method is that eciency of the method depends on the shape of
nuclei, and one needs to optimize the parameters of the basis functions. Expansion by
single-center basis is not very ecient for describing ssion process or cluster structure
in which nuclei takes complicated density distribution. Moreover, the HO basis is not
suitable to describe a long asymptotic tail in the halo structure of unstable nuclei.
The most advanced implementations of deformed CDFT calculations have been real-
ized in the following two schemes. The multi-dimensionally constrained (MDC) CDFT [27]
with HO basis expansion, which allows all Y`;m=even deformations, is employed for studies
of ssion properties [28], tetrahedral deformation in heavy nuclei [40], and deformation
1 Especially, tetrahedral(Y32) and octahedral (Y40 + Y44) deformations are expected to have strong
shell eect due to the highly degenerate single-particle energies with such deformations [36{38]. The
characteristic degeneracy is consequence of the fact that the point groups Td and Oh, which are associated
with the tetrahedral and octahedral symmetry, have high dimensional irreducible representations. See
Sec. 7.2 and Appendix E.
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properties of hypernuclei [58, 59]. Since it is based on HO basis expansion, it is not well
suited for description of drip-line nuclei.
Another one is the deformed relativistic Hartree-Bogolibov theory in continuum, which
takes into account the pairing correlation and continuum eects in very weakly-bound
nuclei [60{62]. A discrete set of Woods-Saxon (WS) wave functions, which are obtained
by using box boundary conditions to discretize the continuum states, are employed in stead
of the HO basis so that the proper asymptotic behaviors of weakly-bound or continuum
states are more eciently described than the HO basis [63]. The method is applied to
investigate deformed halo [60{62]. Since the computation of the matrix elements with
the WS wave functions is much more time-consuming as compared to the HO basis,
applications of the method is still limited to axially symmetric cases.
In order to describe unknown or exotic structure of nuclei, a development of exible
and ecient method not assuming any spatial symmetry is required. In this respect, 3D
coordinate space calculation is advantageous, with which one is able to perform calcula-
tions for nuclei of any structure with a similar computational cost.
1.4 Diculties in relativistic calculations
In this thesis we attempt to develop a new method for relativistic calculations on 3D
lattice, which had been impossible because of some technical reasons. Here we focus on
the diculties in the relativistic calculations as compared to the non-relativistic models.
For more than 40 years, many people have preferred the non-relativistic mean eld to
relativistic mean eld models. There are several reasons why the non-relativistic schemes
have been widely chosen. The main reason might be that relativistic kinematics does not
play an important role in nuclei since the Fermi momentum of nucleon is roughly 230
MeV, which is signicantly smaller than the rest mass of the nucleon.
There are also two major technical reasons. The most crucial and unpleasant feature,
which is widely recognized, in the relativistic mean eld is the existence of the bottomless
negative energy spectrum (Dirac sea) in the relativistic theory. In most of relativistic
treatments, the densities are constructed with occupied Fermi sea states only, without the
states in the Dirac sea (no-sea approximation), which means that the vacuum polarization
eect is neglected [64]. With the no-sea approximation, the ground state mean-eld
solution always corresponds to a saddle point on the energy surface in the model space,
while in the non-relativistic case the ground state corresponds to the absolute minimum 2.
It prevents the application of the standard iterative technique, that is, the imaginary time
evolution [48,49], for coordinate-space calculations which has been successfully employed
in non-relativistic calculations. This is called a variational collapse (See Chapter 4), that
2In non-relativistic systems, a particle-hole excited state, which can be constructed by promoting
nucleon(s) up to unoccupied states above the Fermi level, also corresponds to a saddle point on the
energy surface. In a similar way, a relativistic ground state within the no-sea approximation is a saddle
point which is minimum with respect to a variation within the subspace spanned by the positive energy
states, but is maximum with respect to a variation within the subspace of negative energy states.
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is, with a Dirac equation, an iterative solution inevitably dives into the Dirac sea during
the imaginary time evolution, leading to a divergence of the solution.
Another big diculty in relativistic calculations is the fermion doubling problem, which
arises in the formulation of the Dirac equation on lattice in the real space, as long as the
rst derivative in the Dirac Hamiltonian is approximated by the nite dierence (See
Chapter 5). It has been well-known in the eld of lattice quantum chromodynamics
(QCD).
In addition, there are some disadvantages with computational cost. In relativistic
treatment, the dimension of wave function is twice as that of a non-relativistic one due
to the structure of a Dirac spinor, which requires more memory and numerical eort. In
random phase approximation (RPA) calculations, it has been known [65] that one has to
take into account not only usual particle-hole excitations formed by a hole in the occupied
Fermi sea and a particle above the Fermi sea but also congurations with a hole in the
Fermi sea and a particle in the empty Dirac sea. This also increases the numerical cost
in relativistic RPA calculations compared to non-relativistic RPA.
1.5 Purpose of this work
Density functional calculations in the 3D coordinate space representation is an ecient
and exible method for investigating complicated structure of nuclei. It has been imple-
mented in non-relativistic Skyrme Hartree-Fock calculations for a long time and exten-
sively applied to studies of nuclear structure and excitations.
As seen in the preceding sections, however, relativistic density functional calculations
on 3D lattice had not been realized in the past. Calculations for deformed systems have
been performed only with basis expansion method, whose accuracy and eciency depends
on the structure of the solution. In addition to this, a drawback of HO basis expansion is
that it is not suitable for describing weakly-bound nuclei, in which the wave function has
a long asymptotic tail and the coupling to the continuum states becomes important. The
Woods-Saxon basis is an alternative choice for such weakly-bound systems, but numerical
cost for calculating the matrix elements becomes quite high, and its application is so far
limited to axially symmetric cases.
In this thesis we propose a new iterative method for relativistic density functional cal-
culations in the coordinate space representation, which can avoid the two major problems,
variational collapse and fermion doubling. With our method we can realize a relativistic
calculations on 3D coordinate space without assuming any spatial symmetry. Our new
method will enable us to
 Study any complicated structure (halo, ssion, exotic shape, cluster, ...) of nuclei
with a single numerical code,
 Compare the results of relativistic models to those of non-relativistic models with
the symmetry restriction at the same level,
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 Give reliable theoretical predictions with relativistic models for unknown nuclei
without missing symmetry-breaking solution.
As the rst application of our new numerical code, we study non-axial octupole de-
formation in N = Z = 30   40 region for which octupole deformation is expected. In
Refs. [33,34], Takami et al. showed that there are local minima in 6834Se34 and
80
40Zr40 nuclei
with non-axial octupole deformations by their Skyrme Hartree-Fock + BCS calculations,
in which the pairing correlation is taken into account by the BCS approximation [66].
Afterwards, Yamagami et al. [35] have investigated the same nuclei with Skyrme Hartree-
Fock-Bogoliubov calculations to give quite a similar results as in Refs. [33, 34]. However,
in experiments no sign of octupole deformation, i.e., the negative parity bands [30], is
observed for these two nuclei [67, 68]. Thus it is important to study the possibility of
octupole deformations in those two nuclei with another interaction and clarify whether
the conclusions in Refs. [33{35] holds independently to the nucleon-nucleon interaction.
The thesis is organized as follows. In Ch. 2, we introduce the important theorems in
DFT and some numerical methods to perform DFT calculations. In Ch. 3, we introduce
the relativistic variant of DFT and review the relativistic mean-eld theory in nuclear
physics. In Chs. 4 and 5, two major diculties, variational collapse and fermion doubling
in the coordinate space CDFT calculations are explained, and we give and discuss the
strategies to overcome them. In Ch. 6, we perform numerical check of the validity and
accuracy of our new 3D code with spherical nuclei. In Ch. 7, we apply our code to
deformed nuclei and to a discussion of non-axial octupole deformation of 68Se and 80Zr
nuclei. In Ch. 8, we summarize the thesis.
Chapter 2
Density Functional Theory
2.1 Basic theorems in the density functional theory
To nd a solution of quantum many-body system is a challenging problem. In order
to obtain the ground state of an N -body system, one may try to solve the many-body
Schrodinger equation
H^	(r11; r22; : : : ; rNN) = E	(r11; r22; : : : ; rNN); (2.1.1)
where H^ is the many-body Hamiltonian, E is the ground-state energy, and 	 is the
ground-state wave function. The variables ri and i denotes the coordinate and the z-
component of spin of the i-th particle. In general, Eq. (2.1.1) is a complicated partial
dierential equation which involves 4N   3 independent variables. A numerical eort
required to solve the Schrodinger equation becomes extremely high and not realistic with
an increase of N up to, for instance, a few tens or a few hundreds that is typical in
atomic and nuclear physics [69]. Hohenberg and Kohn have invented a theory in which
the one-body density of the ground state, (r), plays an essential role instead of the
wave function 	(r11; r22; : : : ; rNN) [12]. The starting point of any discussions of the
density functional theory is the Hohenberg-Kohn (HK) theorem.
Let us consider a system of N interacting spin-1/2 particles with an external one-body
eld,
H^ = T^ + W^ + V^ext; (2.1.2)
which consists of the kinetic energy
T^ =
NX
i=1
p2i
2m
=   ~
2
2m
X
=";#
Z
d3r  ^y(r)r2 ^(r); (2.1.3)
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an inter-particle interaction
W^ =
1
2
NX
i;j=1
w(ri; rj) (2.1.4)
=
1
2
X
0
Z
d3rd3r0  ^y(r) ^y(r00)w(r; r0) ^(r00) ^(r); (2.1.5)
and an external eld
V^ext =
NX
i=1
vext(ri) =
Z
d3r vext(r)^(r); (2.1.6)
^(r) =
X

 ^y(r) ^(r); (2.1.7)
where we have also used the second-quantized expressions in terms of the eld operator
 ^(r). The eld operators  ^(r) and  ^y(r) describes the annihilation and creation
of a particle at r with spin orientation , respectively. It satises the anticommutation
relations 
 ^y(r);  ^y(r00)
	
=

 ^(r);  ^(r00)
	
= 0; (2.1.8)
 ^(r);  ^y(r00)
	
= (r   r0)0 : (2.1.9)
Note that the one-body density (r) of the ground-state j	i is given by
(r) = h	j^(r)j	i =
X

h	j ^y(r) ^(r)j	i: (2.1.10)
The statement of the HK theorem is that the ground state j	i is a unique and uni-
versal functional of the external eld vext(r), and that the ground-state density (r) is
also a unique functional of the ground state j	i [12,13,69], i.e., there is one-to-one corre-
spondence among vext(r) (or the Hamiltonian), j	i, and (r). Here, \universal" means
that the same functional applies for any many-body system with a given inter-particle
interaction W^ . In Coulombic systems it means that a single unique functional is valid
for any atoms, molecules, and solids, and in nuclear systems for any nite nuclei and
nuclear matter. In other words, the ground-state density (r) uniquely determines j	i
and vext(r) and thus it in principle contains the complete information of the full ground
state and even those of the excited states, that is, the local one-body density (r) of the
ground state is the most important variable in the theory.
The theorem also implies that, for a given W^ , the ground-state expectation value of
any observable is also given by a certain functional of the ground-state density,
h	[]jO^j	[]i = O[]: (2.1.11)
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In particular, the ground-state energy is a functional of the ground-state density
h	[]jH^j	[]i = E[]; (2.1.12)
which is often called an energy density functional (EDF). Notice that the HK theorem
only guarantees the existence of a functional and does not tell its explicit form. In
principle, an EDF, which must contain all the many-body correlations, does exists, and
(r) minimizing the EDF is the exact ground-state density.
The so-called Kohn-Sham scheme [13,14,69] gives a way to perform DFT calculation
based on a EDF. It renders the interacting N -particle problem into an auxiliary non-
interacting N -particle problem. An auxiliary system in which each particle moves freely
in an eective single-particle potential, vs(r), is considered. The density s and the kinetic
energy Ts of the exact ground state for this auxiliary system is given by
s(r) =
NX
i=1
ji(r)j2; and (2.1.13)
Ts[] =
~2
2m
NX
i=1
jri(r)j2; (2.1.14)
respectively, where i(r) (i = 1; :::; N) are the N lowest single-particle orbitals in vs(r).
The single-particle orbitals are given by solving the Kohn-Sham equations
  ~
2
2m
+ vs(r)

i(r) = ii(r) (2.1.15)
Note that Ts is a unique functional of the ground-state density (or vs) as a consequence
of the HK theorem1.
The assertion of the Kohn-Sham scheme [13, 69] is that for any interacting system,
there exists a unique local single-particle potential, vs(r), such that the exact ground-
state density of the interacting system equals the ground-state density of the auxiliary
non-interacting system. The EDF is given by
E[] = Ts[] + EH[] + Eext[] + Exc[]; (2.1.16)
where Ts as given in Eq. (2.1.14) is the kinetic energy of the non-interacting N -particle
system, EH is the Hartree energy, Eext is the energy due to the coupling of the particles to
the external eld, and Exc is dened by this equation as the exchange-correlation energy
which contains everything else than EH such as exchange eect and all the many-body
correlations. The Hartree energy EH[] and the energy due to the external eld Eext[]
are respectively given as
EH[] =
1
2
Z
d3rd3r0 w(r; r0)(r)(r0) (2.1.17)
1 The total energy Es of the auxiliary system is given by Es = Ts+
R
d3r vs(r)(r), which is a unique
functional of the ground-state density.
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and
Eext[] =
Z
d3r vext(r)(r); (2.1.18)
and the corresponding local potentials are
vH[](r) =
EH
(r)
(2.1.19)
and
Eext
(r)
= vext(r): (2.1.20)
Similarly the local exchange-correlation potential is given by
vxc[](r) =
Exc
(r)
: (2.1.21)
Thus
vs[](r) = vext(r) + vH[](r) + vxc[](r): (2.1.22)
Since vs depends on the ground-state density, Eqs. (2.1.13), (2.1.15), and (2.1.22) have
to be solved self-consistently.
In nuclear physics, the non-relativistic density functional calculations based on the
mean eld, or the Hartree-Fock theory with phenomenological eective interactions have
been employed since 1970's, initiated by Vautherin and Brink [70]. In such calculations,
an EDF is obtained in a phenomenological way. An eective two-body interaction with
adjustable parameters are given by tting the parameters to the empirical properties of
nuclear matter and nite nuclei, and an total energy within the Hartree-Fock approxima-
tion, that is, the many-body ground state is approximated by a single Slater determinant,
is calculated. The energy so obtained is interpreted as an approximate EDF for many-
nucleon systems of the DFT sense, in which the exchange-correlation eect is taken into
account through the parameter tting. Thus, in the Hartree-Fock, or the mean-eld theory
with a phenomenological eective interaction, the Hartree and Fock (exchange) energies
in the HF sense do not exactly correspond to the Hartree and exchange-correlation en-
ergies in the DFT sense, i.e., one cannot in principle separate the exchange-correlation
energy from the HF energy.
2.2 Numerical solution of Kohn-Sham equations
Once an EDF is given, our task is to solve the single-particle Kohn-Sham (mean-eld)
equations
h^i = ii; (2.2.1)
self-consistently, where h^ is the single-particle Hamiltonian h^ =  ~2r2=2m+ vs(r). The
self-consistent calculation for a A-particle system is performed by the following iterative
procedure:
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 Prepare a set of single-particle wave functions fjiig, and construct the density
 =
PA
i=1 jij2 and the single-particle Hamiltonian h^.
 Solve h^ =  (or somehow improve ) to obtain a new set fjiig consisting of the
A lowest orbitals in the mean eld.
 Construct a new density and single-particle Hamiltonian.
The second and the third steps are repeated until one gets a convergence.
In the following sections we illustrate the two major methods to solve the self-consistent
mean-eld equations, the basis expansion method and the imaginary time method for the
3D coordinate space representation.
2.2.1 Basis expansion method
One method to solve the KS equation is the basis expansion method. In this method the
single-particle wave functions are represented by a truncated set of basis functions such as
the harmonic oscillator (HO) basis and Woods-Saxon (WS) basis. The method has long
been employed both in the non-relativistic [71] and relativistic calculations [72] since the
early stages of the developments of mean-eld calculations.
Let us denote the basis set by fjiig, (i = 1; 2; :::; N), where the basis is assumed to be
orthonormal hijji = ij. The mean-eld equation in the representation with the basis is
given by
NX
j=1
hijh^jji = hiji: (2.2.2)
This is an eigenvalue problem and approximate eigenvalues and eigenstates of the Hamil-
tonian is obtained by a diagonalization. Thus the self-consistent iteration procedure
described above proceeds with a diagonalization of the single-particle Hamiltonian within
the truncated subspace spanned by fjiig.
A popular choice for the basis is the eigenfunctions of either spherical or deformed
harmonic oscillator whose analytical form is known. All the HO basis functions have the
gaussian tail at large distance from the origin. With the HO basis computation of the
matrix elements is relatively simple because of its analytic form. However, the gaussian
asymptotic tail of the HO basis is not suitable for weakly-bound nuclei, in which the long
asymptotic tail of loosely-bound states and the coupling to the continuum states plays an
important role in their structure.
Another choice of the basis is the set of Woods-Saxon (WS) wave functions, which
are obtained by using box boundary conditions to discretize the continuum states. An
advantage of the WS basis over the HO basis is its correct asymptotic behavior of the
continuum states at large radius. A drawback is that computation of the matrix elements
requires high computational cost since the basis could be obtained only numerically.
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2.2.2 Imaginary time method for the 3D lattice
An alternative way to solve a single-particle Hamiltonian is to use the imaginary time step
method [48]. Here we explain this method for non-relativistic Hartree-Fock calculations
in the 3D coordinate space representation. It is an iterative method to obtain a self-
consistent solution and the procedure goes as follows.
1. Prepare an initial set of single-particle wave functions f (0)k g (k = 1; 2; :::; A). One
could take, for example, a set of harmonic oscillator or Nilson wave functions. It
can also be eigenstates in a (deformed) Woods-Saxon potential.
2. Construct the density (0) and the single-particle Hamiltonian h(0) from the set of
the single-particle wave functions.
3. Generate a new set of the single-particle wave functions, f ~ kg, by applying the
imaginary time evolutions on each wave functions:
j ~ ki = exp( h(n+1=2))j (n)k i; k = 1; : : : ; A; (2.2.3)
where h(n+1=2) is dened as h(n+1=2) = 1
2
(h(n) + h(n+1)) for density-independent two-
body interaction [48,74]. In practical calculations, it is approximated by h(n) [49].
4. Orthonormalize the set f ~ kg to obtain f (n+1)k g. Go back to the step 2.
The steps from 2 to 4 are iterated until a convergence is achieved. It is equivalent to a
time-dependent Hartree-Fock (TDHF) equation
i~
@ k
@t
= h(t) k(t) (2.2.4)
evolved in imaginary time, t!  i .
First we show that, for a given and xed single-particle potential h, the imaginary time
evolution of an arbitrary initial state leads to the ground state in h. It is of course assumed
that the initial state is not orthogonal to the ground state. In other words, the iterative
solution will converge to the lowest eigenstate which has non-vanishing overlap with the
initial state. Let us denote the eigenvalues of h by k and the associated eigenstates by
jki. The initial state  (0) is evolved as follows,
lim
!1
exp( h)j (0)i = lim
!1
X
k
exp( k)hkj (0)ijki; (2.2.5)
where the initial state is expanded by jki in the right hand side. From Eq. (2.2.5) it is
clear that the state will converge to the lowest eigenstate j1i since the exponential factor
is the largest for the state. As  becomes larger, j1i grows up most rapidly among the
eigenstates contained in the initial state. If one starts with a set of initial wave functions
and apply the Gram-Schmidt orthogonalization that starts from the lowest energy state
at each time step, the set converges to the lowest eigenstates. This is true because the
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Gram-Schmidt method orthonormalizes the j-th state to the subspace spanned by the
1; 2; : : :, and (j   1)-th states. Notice that a shift of the Hamiltonian by a constant W :
h ! h  W gives no eect to speed-up in convergence. By the shift every component
acquires exactly the same factor of e W , which is removed by the orthonormalization.
Let us next consider a self-consistent problem. We can now show that, to the rst
order of the imaginary time step  , h(n) converges to the self-consistent solution by the
procedure given above, following the proof given in Ref. [48]. The evolution of the wave
functions by a small time step  may be approximated by
j ~ (n+1)k i = (1 h(n+1=2))j (n)i+O( 2); k = 1; 2; : : : ; A: (2.2.6)
With the Gram-Schmidt orthonormalization, one obtains the wave functions
j (n+1)k i = [1 + ((n)kk   h(n+1=2))]j (n)k i   2
X
l<k

(n)
lk j (n)l i+O( 2); (2.2.7)
where the matrix elements of the Hamiltonian is denoted by h (n)k jh(n+1=2)j (n)l i = (n)kl .
The change in the density matrix from the n-th step to the (n+ 1)-th step is given by
(n+1)   (n) =
AX
k=1
(j (n+1)k ih (n+1)k j   j (n)k ih (n)k j) (2.2.8)
Substituting Eq. (2.2.7), we obtain
(n+1)   (n) =   (n)h(n+1=2)(1  (n)) + (1  (n))h(n+1=2)(n) ; (2.2.9)
to the rst order of  . Then the change in the HF energy is given by
E(n+1)   E(n) = Tr h(n+1=2)((n+1)   (n)) (2.2.10)
=  2 (n)h(n+1=2)(1  (n))h(n+1=2) : (2.2.11)
Dening an operator Ay = (n)h(n+1=2)(1 (n)), and using the cyclic property of the trace
and the fact that  is a projection operator (2 = ), we have
Tr(AyA) = Tr

(n)h(n+1=2)(1  (n))(1  (n))h(n+1=2)(n) (2.2.12)
= Tr

(n)h(n+1=2)(1  (n))h(n+1=2) : (2.2.13)
Thus we have found that
E(n+1)   E(n) =  2Tr(AyA)  0; (2.2.14)
that is, the total energy monotonically decreases as the system is evolved in imaginary
time by a small step so that O( 2) can be ignored. The energy decreases down until Ay
becomes equal to zero, i.e.,
[h(n+1=2); (n)](n) = 0; (2.2.15)
which is equivalent to the self-consistent condition
[h; ] = 0: (2.2.16)
We have consequently shown that for values of  suciently small to justify the linear
expansion, the imaginary time step method results in a monotonic decrease in the HF
energy, from iteration to iteration, until the density converges to the HF density.
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2.3 Advantage of the coordinate space representa-
tion
In the preceding sections we have introduced the two major methods for the self-consistent
solution of mean-eld equations. Between them the 3D coordinate space (3D lattice)
representation is preferable to the other because it has many advantages in various aspects
due to its exibility and simplicity compared to the basis expansion methods as described
below.
First, the 3D lattice calculation can describe arbitrarily complicated shape of nuclei
with similar computational cost and similar accuracy. A lattice representation is exible
in describing, e.g., exotic shapes along a ssion path of nuclei or those occurring in
heavy ion collisions. Although the accuracy of a solution depends on the parameters
of the lattice, the mesh size and the box size, it is relatively easy to optimize them
since the ner the mesh size is, the better the solution. The appropriate value for the
box size can also be chosen easily depending and the size of the system. On the other
hand, with the basis expansion method, accuracy of the solution depends on shape of
the solution and the choice of parameters in the basis, such as the oscillator lengths, in
a complicated way and the parameter optimization is much more dicult than in the
coordinate space representation. For example, one may have to change the parameters
of the basis depending on the deformation of the solution so that energy of the solution
is minimized. With a careless choice of the parameters, it may happen in a deformation
constraint calculation that accuracy is dierent from one point to another point on a
potential energy surface (see Sec. 2.4). At a point on a ssion path where the nucleus
is about to ssion into two fragments, two-center basis may be more appropriate choice,
but the number of the parameter increases to make the optimization more complicated
(see Fig. 2.1). The situation becomes even worse if the proton and neutron density
distributions are considerably dierent, in which case the dimension of the parameter
space is squared. On the 3D lattice, one does not face any of the diculties illustrated
above.
Second, the halo structure in weakly-bound nuclei can also properly be described with
the mesh representation since wave function can have arbitrary asymptotic behavior at
large distance. The halo structure is characterized by an anomalously long tail in the
density distribution as the one shown in Fig. 2.2. Fig. 2.2 shows calculated neutron
and proton densities in a logarithmic scale for neutron-rich nuclei. For the solid lines
in the Figure (coordinate space calculations) one can see neutron halo structures, where
the density distribution has an exponentially decaying long tail. However, the results
with HO basis in Fig. 2.2 (dashed line) quickly fall down as compared to the coordinate
results due to its asymptotic Gaussian form. The HO basis with the Gaussian tail is not
ecient to describe neither a weakly-bound or a continuum single-particle states which
plays important roles in formation of halo structure [60,61]. The WS basis is an alternative
choice but the computational cost to calculate the matrix elements becomes quite high.
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Figure 2.1: Calculated potential energy surface of 258Fm nucleus as a function of
quadrupole and octupole moments. Various complicated shapes emerges on ssion paths.
The gure is taken from Ref. [9].
2.4 Constrained mean-eld calculations
The numerical techniques introduced in this chapter are employed to investigate not only
spherical nuclei but also deformed nuclei. In the discussions of deformation property or
ssion property of a nucleus, one needs not only the energy minimum but also more global
information such as the curvature and the height of the barrier between local minima in
the total energy of the system as a function of its deformation. Such a function E = E(q),
where q is a certain deformation parameter(s), is called potential energy curve (PEC) or
potential energy surface (PES, in the case more than one deformation are considered).
In order to obtain a PES, we need to nd a mean-eld solution j(q)i which minimizes
energy under a condition that
q = hjQ^ji (2.4.1)
takes the desired value q = q0. Q^ is an appropriate operator to get the deformation of
the system.
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Figure 2.2: Self-consistent proton and neutron densities for the ground states of 30Ne and
40Ne nuclei obtained with relativistic Hartree-Bogoliubov calculations. Neutron densities
calculated with HO basis are shown with the dashed lines. The solid line shows the
densities obtained in the coordinate space calculations. The solid line with the open
circles are obtained with the transformed HO (THO) basis introduced in Ref. [75]. Proton
densities are practically the same between the two nuclei. The gure is taken from Fig.
2 of Ref. [75].
2.4. CONSTRAINED MEAN-FIELD CALCULATIONS 21
E
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)
Deforamation parameter q Deforamation parameter q
Figure 2.3: Schematic gures showing (a) geometric interpretation of the linear constraint
method (LCM). This method is not applicable to the yellow shaded region, where the
PEC E(q) is concave. (b) Behavior of the penalty function for one-dimensional quadratic
penalty method (QPM). The gure was taken from Fig. 1 of Ref. [76].
2.4.1 Linear constraint method (LCM)
A simple way to obtain a solution with a desired deformation is the linear constraint
method (LCM) [66,76], in which a variation of the following functional yields j(q0)i:
E 0(q; ) = E(q) +
mX
i=1
i(qi   q0i ); (2.4.2)
where E is the expectation value of the original Hamiltonian, qi and q
0
i are the deformation
parameters and their desired values, respectively, and m is the number of constraints. See
Fig. 2.3 (a) for a schematic picture to show the LCM. It shows a simple one-dimensional
case with only a single deformation parameter q to be constrained. With the additional
term in Eq. (2.4.2), one draws a line tangent to the PES at q = q0, and uses this line as a
new \x-axis" of the coordinate system which is obtained by rotating the frame by an angle
0 (tan0 = ), then the \y-axis" corresponds to E
0 in Eq. (2.4.2). Thus minimization
leads to the desired solution j(q0)i which has the desired deformation. However, this
method clearly fails when the PES is concave around q = q0 (shaded region in Fig. 2.3
(a)), where E 0 is maximum rather than minimum at q = q0. The LCM is only applicable
in the region where PES is convex.
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2.4.2 Quadratic penalty method (QPM)
An alternative method is the quadratic penalty method (QPM). What one should mini-
mize in this case is
E 0C(q) = E(q) +
mX
i=1
1
2
Ci(qi   q0i )2; (2.4.3)
where Ci > 0 is the penalty parameter which gives a positive additional contribution to
the energy when q is dierent from its desired value q0. This method is applicable even
if the curvature of PES at q = q0 is negative as long as C > jd2E=dq2j which is necessary
for a local convexity of E 0 at q = q0. In Fig. 2.3 (b) we show a schematic picture again
showing a one-dimensional case. The PEC E(q) is drawn with a black solid line, while
the quadratic penalty function is plotted with dashed lines around the desired point q0 for
two dierent values C1 and C2 of the penalty parameter C. The resulting function E
0 is
indicated by colored solid lines. It is immediately seen in Fig. 2.3 (b) that the minimum of
E 0 is shifted from q0 to dierent values q1 and q2 corresponding to the penalty parameter
C1 and C2, respectively. In the limit C !1 the minimum of E 0 corresponds exactly to
q0. Thus one may take a large value in order to reduce the shift but there is no way in
advance to know an appropriate values for Ci to constrain the deformations to a sucient
accuracy.
2.4.3 Augmented Lagrangian method (ALM)
Since the two methods introduced in the last two sections have drawbacks in constraining
the deformations, we employ in our constrained mean-eld calculations the augmented
Lagrangian method (ALM) [76], which can be viewed as a combination of the LCM and
QPM. In the ALM one minimizes
E 0(q) = E(q) +
mX
i=1

i(qi   q0i ) +
1
2
Ci(qi   q0i )2

(2.4.4)
In this case the resulting mean-eld Hamiltonian is given by
h0 = h+
mX
i=1
[i + Ci(qi   q0i )]Q^i (2.4.5)
The value of  is updated during the self-consistent iteration. It is changed from the k-th
step to the the next as [76]
k+1i = 
k
i + Ci(qi   q0i ); (2.4.6)
where qi is the value of a deformations parameter at the k-th step. The  eectively
changes the strength of the constraint potential so that the deformations converge pre-
cisely to the desired values. The iterations can start from a zero value, 0 = 0. It is
numerically shown in Ref. [76] that the ALM yields very precisely the requested values
of deformation parameters, while the QPM yields often very dierent values from the
requested ones.
2.4. CONSTRAINED MEAN-FIELD CALCULATIONS 23
2.4.4 Center of mass and principal axis of inertia
The ALM is used to constrain various parameters in 3D calculations. First of all, we
must impose constraint on the position of the center of mass and the orientation of the
principal axis. Since no spatial symmetry is assumed in our calculations, the position of
center of mass and the orientation of the principal axis of inertia may take arbitrary value
for one ground state. In order to correctly estimate the deformation and to make sure
that we can obtain a stable convergence, we x the center of mass at the origin:Z
d3r x(r)  hxi = 0; hyi = 0; and hzi = 0; (2.4.7)
where  is the matter density, and the principal axis aligned with the coordinate axis:
hxyi = 0; hyzi = 0; and hzxi = 0; (2.4.8)
which means that the moment of inertia Iij = hxixji, (i; j = 1; 2; 3) is diagonalized.
2.4.5 Quadrupole deformation
We impose constraints on the quadrupole deformations as well. Consider a quadrupole
tensor
Qij  hQ^iji = h3xixj   ijr2i; (2.4.9)
whose o-diagonal components have already been removed [Eq. (2.4.8)] so that the prin-
cipal axes are aligned on the coordinate axes. The remaining diagonal components
Qx  h2x2   y2   z2i; Qy  h2y2   z2   x2i; and Qz  h2z2   x2   y2i (2.4.10)
describes the intrinsic quadrupole deformation of the nucleus. Notice that only two of the
three components of Qi (i = x; y; z) are independent and the remaining one is dependent
of the other two.
Suppose we need a solution with quadrupole deformations Qi = Q
0
i (i = x; y; z). We
consider
E 0 = E +
X
i

Qi(Qi  Q0i ) +
CQi
2
(Qi  Q0i )2

; (2.4.11)
Here we did not explicitly write the constraint terms for the center of mass and the
principal axes. The single-particle potential is given by taking a variation as
h0 = h+
X
i
[CQi(Qi  Qi0) + Qi ]  Q^i (2.4.12)
= h+
X
i
C 0Qi  Q^i; (2.4.13)
where h and we have dened C 0Qi = CQi(Qi  Q0i ) + Qi . This expression can be further
simplied as
h0 = h+ Cx2x
2 + Cy2y
2 + Cz2z
2; (2.4.14)
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with
Cx2 = 2C
0
Qx   C 0Qy   C 0Qz (2.4.15)
Cy2 = 2C
0
Qy   C 0Qz   C 0Qx (2.4.16)
Cz2 = 2C
0
Qz   C 0Qx   C 0Qy : (2.4.17)
Let us dene a set of two parameters, (; ), which uniquely determines the intrinsic
quadrupole deformation. The diagonal components of the quadrupole tensor given in Eq.
(2.4.9) are related to (; ) as
 =
p
5
3
1
AR2
Q0;  = Tan
 1

Qx  Qyp
3Qz

; (2.4.18)
with R = 1:2 A1=3 (fm) and Q0 =
q
3
2
(Q2x +Q
2
y +Q
2
z). Conversely, for given (; ), Qi
are computed as
Qx =  Q0 cos( + 60); Qy =  Q0 cos(   60); Qz = Q0 cos : (2.4.19)
Constraints on the deformation parameters (; ) is replaced by constraints on the quadrupole
moments Qi using the above relations. The correspondence between (; ) and the nuclear
shape is shown in Fig. 2.4. The parameters  and  correspond to the radial and angular
coordinates on this plane, respectively. The origin,  = 0, corresponds to a spherical
shape. When  6= 0 and  = 0, 120, and 300, the nucleus has prolate shape with z, x,
and y axes as symmetry axes. When  = 60, 180, and 240, the nucleus has correspond-
ing oblate shape. If  6= 0 and  is not a multiple of 60, the nuclear shape is triaxially
deformed, i.e., the lengths of nuclei along the three principal axes are all dierent.
It is sucient to consider the region  > 0 and 0    60 in order to cover all
kinds of quadrupole deformation since any other region of n  60    (n + 1)  60
describes the identical shapes as covered in 0    60 with the dierent choices of
the orientation of the principal axes (See Fig. 2.4). Thus (; ) within the range of
0    60 is sucient to describe intrinsic quadrupole deformation without a double
counting.
With all those constraints introduced in the previous and this section, i.e., the center
of mass is xed at the origin and the moment of inertia is diagonalized, we can draw a
PES as a function of the quadrupole deformation on the (; ) plane with 0    60.
2.4.6 Damping factor for constraint potentials
As we saw in the previous section, the constraint potential for quadrupole deformation
behaves like r2 and increase rapidly towards the edge of the numerical box, where the
density of nucleus may be nearly vanishing. Furthermore, there is always one direction
where the potential decreases as  r2 , which makes a nucleus asymptotically unstable
[77]. These may cause unpleasant numerical instabilities. If we want constraints on
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Figure 2.4: Nuclear shapes on (; ) plane. The hatched area corresponds to 0    60.
Figure is taken from Fig. 1.4 in Ref. [66]
higher multipole deformations, the problem must become even worse. In order to avoid
instabilities, in Ref. [77], Rutz et al. have introduced a damping factor of Fermi function
type into the constraint potentials. In our constrained calculations, we use a damping
factor of the type
D(r) = tanh

(r)
f  max

; (2.4.20)
with which the constraint potential Vcnst(r) is modied as
Vcnst(r)! Vcnst(r) D(r): (2.4.21)
In Eq. (2.4.20), (r) is the density of the nucleus and max is its maximum value. By this
factor Vcnst is damped only in the low-density region, where Vcnst is quite large but has
nearly no eect as constraining potential. f is a free parameter which determines how
severely D suppresses Vcnst.
2.4.7 General deformation parameters
Although we have only considered the quadrupole (Y2) deformations, and introduced a
convenient parameter set (; ) for the quadrupole deformations, we will also discuss
higher multipole (octupole, hexadecapole,...) deformations. Here we dene deformation
parameters which describes general multipole deformations.
In this work we follow the denition used by Takami et al. [33] for the deformation
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parameters. They are dened as
`m =
4
3AR`
Z
d3r r`X`m(r^)(r);  `  m  `; (2.4.22)
where R = 1:2 A1=3 fm, and X`m is a real basis of the spherical harmonics,
X`m =
8><>:
Y`0 (m = 0)
1p
2
(Y`; m + Y `; m) (m > 0)
1p
2i
(Y`; m   Y `; m) (m < 0)
: (2.4.23)
The ordinary quadrupole parameters are related to 2m as 20 =  cos  and
p
222 =
 sin .
Chapter 3
Covariant Density Functional Theory
In this chapter we introduce the relativistic variant of the density functional theory, the
covariant density functional theory (CDFT), and how it is realized in nuclear physics
based on the relativistic mean-eld theory.
3.1 Relativistic Kohn-Sham equations
In the previous chapter we have introduced the Hohenberg-Kohn and Kohn-Sham the-
orems in the non-relativistic DFT. The relativistic version of the two theorems can be
proved after an appropriate renormalization procedure [13].
Let us consider a relativistic system of N interacting particles with an external four-
potential vext(r). In a relativistic density functional, the ground-state four current j

instead of the density  is the important variable. A relativistic EDF is given by a
functional
E[j] = Ts[j] + EH[j] + Eext[j] + Exc[j]; (3.1.1)
where Ts and Exc are dened in a similar way as in the non-relativistic DFT. Ts and j

are the ground-state kinetic energy and current of the auxiliary non-interacting system,
Ts =
X
i
 yi (  p+ m) i; and (3.1.2)
j =
X
i
 i
 i; (3.1.3)
where  i are the solutions of the relativistic Kohn-Sham equations with a local four-
potential vs [j](r),
[  ( ir  vs(r)) + v0s(r) +m] i(r) = i i(r): (3.1.4)
Note that the index i in Eqs. (3.1.2) and (3.1.3) runs over the lowest N occupied single-
particle states in the Fermi sea and those in the Dirac sea which are fully occupied in the
ground state.
 = 0 =

0   p
  p 0

;  =

1 0
0  1

(3.1.5)
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are the usual Dirac matrices. The Kohn-Sham local potential vs in Eq. (3.1.4) are given
by the sum of the external eld and the Hartree and exchange-correlation potentials,
vs [j](r) = v

ext(r) + v

H[j](r) + v

xc[j](r) = v

ext(r) +
EH
j(r)
+
Exc
j(r)
: (3.1.6)
In the summation over i in Eqs. (3.1.2) and (3.1.3), one needs a cumbersome renormal-
ization procedure for the Dirac sea states at every step of self-consistent iterations, which
is intractable in general calculations. The so-called no-sea approximation is introduced,
in which one neglects the eect of vacuum polarization [13]. With this approximation,
contribution of the Dirac sea states to the current and the kinetic energy in Eqs. (3.1.2)
and (3.1.3) is neglected, and the index i only runs over the Fermi sea states.
3.2 Relativistic mean eld theory
Relativistic mean-eld (RMF) theory has been employed as widely as non-relativistic
mean-eld theory [15,17,64,78{80]. In this section we focus on the relativistic mean eld
approach in nuclear physics. The starting point is a Lorentz invariant Lagrangian density
describing the eective nucleon-nucleon interaction mediated by exchange of mesons. An
EDF is derived from such Lagrangian by mean-eld (Hartree) approximation, in which
the meson elds are replaced by their ground state expectation value. The adjustable
parameters of the model are tted to the known properties of nuclear matter and nite
nuclei.
The relativistic eective interactions are classied into four types according to the
range of the interaction (nite range or zero range) and its density dependence (with
non-linear self-interaction terms of mesons or with explicit density dependence of the
meson-nucleon coupling constants).
Finite-range interactions are mediated by mesons having specic spin-isospin and par-
ity quantum numbers (J; T ). The Lagrangian usually contains three mesons:  with
(J; T ) = (0+; 0), ! with (J; T ) = (1 ; 0),  with (J; T ) = (1 ; 1). They are responsible
for attraction at medium range and repulsion at short range between nucleons. Although
the most important meson which gives attractive force is pion, it does not contribute at
the mean-eld level because it is a pseudo scalar and thus the expectation value vanishes
with the ground state which has a good parity. Thus a phenomenological  meson is
introduced in order to eectively take into account the attraction due to one- or two-pion
exchanges, and any more complicated eects, and its mass and coupling constant are con-
sidered as adjustable parameters of the model. The repulsion at shorter range is brought
about by a heavier vector meson !, which is considered as the measured vector meson
with the mass of m! ' 783 MeV. Its coupling constant is a free parameter. In addition,
the model has a vector isovector meson  (m ' 770 MeV) to account for the isospin
dependence of the inter-nucleon interaction.
The model with zero-range interaction [81{83] is referred to as relativistic point-
coupling (RPC) model, which has also been widely employed [81,82,84{86]. This model is
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based on the zero-range approximation to meson exchanges, and is similar to the Skyrme
interaction for non-relativistic model. In this model the mesonic degrees of freedom are
all implicit, and it consists with four-fermion and derivative couplings, which correspond
to the leading and the next-to-leading order terms of the expansion of meson propagators,
respectively. The RPC model has several advantages compared to the meson exchange
(nite-range) models. First, there is no need to solve the Klein-Gordon equations for
mesons since the mesonic degrees of freedom are all implicit in the RPC model. Second,
the Fock terms can easily be introduced by using the Fierz transformation [87] because of
its zero-range nature [88{92]. Last, it is much easier to apply the model to beyond-mean-
eld methods such as the generator coordinate method (GCM), and angular momentum
and particle number projections [66, 80]. In addition, due to its numerical simplicity,
the zero-range model is suitable also for the 3D coordinate space calculations. We will
show later the explicit expressions for the model Lagrangians and derive the relativistic
mean-eld (Kohn-Sham) equations for the RPC model.
The RMF model for nuclear system was rst introduced by Walecka [16, 17] with a
simple model with only  and ! mesons without non-linear terms nor density-dependent
couplings. Walecka applied the model to nuclear matter within the mean-eld (Hartree)
approximation, that is, replacing the meson elds by their ground-state expectation val-
ues. The model successfully reproduced the quantitative saturation property of the sym-
metric nuclear matter due to the interplay between scalar and vector potentials. The
balance of large attractive scalar eld and large repulsive vector eld at lower density
and dominance of the vector repulsion at high density limit lead to saturation [16, 17].
This is purely a relativistic eect which is absent in the non-relativistic theory. In the
non-relativistic models one needs a three-body force or density dependent force in order
to reproduce the saturation of nuclear matter.
The    ! model of Walecka is modied to be applied also to nite nuclei [17, 18] by
including  meson as well to describe N 6= Z nuclei. The relativistic Kohn-Sham equation
is given by the following form of a Dirac equation
W+   p
  p W    2m

f
g

= 

f
g

; (3.2.1)
where the mean elds W+ and W  are respectively dened as the sum and dierence of
scalar and vector mean elds,
W+ = V + S ' 60 MeV; W  = V   S ' 700 MeV: (3.2.2)
The values given above are the rough depths of the potentials at the center of nuclei,
and they are similar to their values for symmetric nuclear matter of the    ! model.
The model reproduces the large spin-orbit splittings and the shell structure of nuclei
quantitatively [17,18]. The point is that the model naturally accounts for the large spin-
orbit splittings without tting any parameter to the empirical spin-orbit splittings. By
eliminating the lower component of the Dirac spinor in Eq. (3.2.1) one obtains
p  1
+m W p+W+ +
1
(+m W )2
1
r
dW 
dr
`  s

f = f;
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from which where one can identify W+ as the central potential and W  as the spin-orbit
potential in the non-relativistic reduction of the Dirac equation. The large attractive
scalar and repulsive vector elds are understood as the origin of the spin-orbit splittings.
Non-linear self-coupling terms of  meson were introduced by Bodmer et al,. [93] to
improve agreement of the mean-eld results with those of the non-relativistic models
and the empirical data of nuclear deformation parameters, neutron-skin thickness, and
the nuclear matter incompressibility [72, 93]. At present, the models with non-linear
terms, which introduces an eective density dependence into the nucleon-meson coupling
constant, are one of the standard choice for RMF model calculations [85,94,95].
An explicit density dependence of the coupling constants is another option introduced
in modern eective interactions [86,96{99]. Assuming some functional form with param-
eters for the density-dependent coupling constants, one determines the parameters from
an relativistic Bruckner Hartree-Fock (RBHF) calculations for nuclear matter based on
bare nucleon-nucleon interactions. The rst such attempt has been done by Brockmann
and Toki [100]. They used an RBHF calculation to reduce density dependences of the
coupling constants in the  ! model, and obtained reasonable agreements in observables
of nite nuclei. The models with the density dependences deduced from such an ab initio
type calculations (based on a bare nucleon-nucleon interaction without any reference to
the data of nite nuclei) have become popular as well as the non-linear models. Recently,
there were attempts to reduce the number of phenomenological parameters as much as
possible by using the information from the ab initio method [86,99]. The non-relativistic
interaction constructed in Ref. [101] is also based on the same spirit.
3.3 Model Lagrangian
As mentioned in the previous section, there are four types of relativistic models according
to the range of interaction and the density dependence. In this section we introduce the
model Lagrangians for them and derive the mean-eld equations for the RPC model.
The Lagrangian density for the nite-range (meson exchange) model is given by
LME = LN + LM + Lem + Lint (3.3.1)
LN is the free part of nucleon given by
LN =  (i@  m) ; (3.3.2)
where  and m are the nucleon eld and nucleon mass, respectively, and Lem is the
electromagnetic part
Lem =  1
4
F F    1  3
2
 A; (3.3.3)
where A is the electromagnetic eld and F  = @A  @A is the electromagnetic eld
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strength tensor. The free meson part is LM given by
LM = 1
2
(@)(@) + U()  1
4


 +
1
2
m!!
!
 1
4
~R  ~R + 1
2
m~
  ~; (3.3.4)
where mi (i = ; !; ) are meson masses and 

 and ~R are the eld tensors of ! and 
mesons. The arrow indicates a vector in the isospin space. U() =  1
2
m2
2 1
3
g2
3 1
4
g3
4
is the mass term and non-linear self coupling terms of the  meson. The nucleon-meson
interaction part Lint is given by
Lint =  ( g   g!!   g~  ~) ; (3.3.5)
where gi (i = ; !; ) are coupling constants of each mesons to nucleon. For a density-
dependent version of the meson exchange interaction, the non-linear coupling constants
are set g2 = g3 = 0 in U() and explicit density dependences of the coupling constants gi
are introduced.
The Lagrangian density for the relativistic point coupling model is given by
LPC = LN + Lem + Lint; (3.3.6)
where Lint describes the nucleon-nucleon zero-range interaction, which consists of four-
fermion (L4f), derivative (Lder), and higher-order (Lhot) terms. These are given as follows
Lint = L4f + Lder + Lhot; (3.3.7)
with
L4f =  1
2
S(   )(   )  1
2
V (   )(  
 )
 1
2
TS(  ~ )  (  ~ )  1
2
TV (  N~ N)  (  N~ N); (3.3.8)
Lder =  1
2
S(@   )(@
   )  1
2
V (@   )(@
   )
 1
2
TS(@  ~ )  (@  ~ )  1
2
TV (@  ~ )  (@  ~ ); (3.3.9)
and
Lhot =  1
3
S(   )
3   1
4
S(   )
4   1
4
V

(   )(  
 )
2
: (3.3.10)
Notice that the four dierent spin-isospin vertex structures labeled by the subscripts S,
V , TS, and TV in the coupling constants correspond to , !, , and  meson exchanges,
respectively. Thus we can nd one-to-one correspondence of each term to the meson
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exchange model. Although we included the scalar-isovector (TS) channel in the above
equations, normally this channel is not taken into account, that is, only S, V , and TV
channels are considered as in the meson exchange model. The density-dependent version of
the RPC model is given by introduction of explicit density dependences into the coupling
constants K (K = S; TS; V; TV ), and setting S = S = V = 0.
Since we use in this thesis the RPC model with the non-linear couplings, which is given
in Eqs. (3.3.7), (3.3.8), (3.3.9), and (3.3.10), we give here the expressions for the EDF and
the relativistic Kohn-Sham equations derived from this model. The total energy, i.e., the
EDF corresponding to the RPC model is obtained within the mean-eld (Hartree) and
the no-sea approximations. In the no-sea approximation, the densities are constructed
with occupied Fermi sea states only, without the states in the Dirac sea, which means
that the vacuum polarization eect is neglected [64]. For a nucleus with mass number A,
the EDF for the RPC model is given by
E =
Z
d3r
 AX
i=1
 yi ( i r+m) i +
1
2
eA0
(p)
V
+
1
2
X
K
K
2
K +
1
2
X
K
KKK +
1
3
S
3
S +
1
4
S
4
S +
1
4
V 
4
V

;(3.3.11)
where we have assumed the time reversal invariance of the nuclear ground state. The
densities appearing in Eq. (3.3.11) are dened as
S(r) =
AX
i=1
 i(r) i(r); (3.3.12)
V (r) =
AX
i=1
 yi (r) i(r); (3.3.13)
TS(r) =
AX
i=1
 i(r)3 i(r); (3.3.14)
TV (r) =
AX
i=1
 yi (r)3 i(r); (3.3.15)
Here  i(r) is the wave function for the i-th nucleon.
The relativistic Hartree equation, or the relativistic Kohn-Sham equation, for nucleons
is given by
[ i r+ VV + VTV 3 + VC + (m+ VS + VTS3) ] i = i i; (3.3.16)
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with
VS = SS + S
2
S + S
3
S + SS (3.3.17)
VV = V V + V 
3
V + VV (3.3.18)
VTS = TSTS + TSTS; (3.3.19)
VTV = TV TV + TVTV ; (3.3.20)
VC = eA
01  3
2
; (A0 =  e(p)V ); (3.3.21)
These are solved self-consistently to obtain the ground states of atomic nuclei.
After having solved these Hartree equations self-consistently, we obtain the total bind-
ing energy as
EB =
AX
i=1
i   ECM   Am
 
Z
d3r

1
2
X
K
K
2
K +
1
2
X
K
KKK (3.3.22)
+
2
3
S
3
S +
3
4
S
4
S +
3
4
V 
4
V +
1
2
eA0
(p)
V

;
where the center of mass energy ECM is calculated by taking the expectation value of the
kinetic energy for the center of mass motion with respect to the many-body ground state
wave function as [187]
ECM =
hP 2CMi
2Am
: (3.3.23)
See Appendix F.1 for the explicit expressions for ECM.
3.4 Features of the relativistic model
In this section we introduce some characteristic features of the relativistic models. As
mentioned in Ch. 1, they are dierent to the non-relativistic models in several aspects
mainly because of the stringent restriction by the Lorentz symmetry.
Despite the diculties in the relativistic models, CDFT has been attracting much
attention since it has remarkable features compared to the non-relativistic DFT. Here we
illustrate the some advantages in relativistic density functionals in nuclear physics.
 Saturation property of nuclear matter
The Walecka model [16,17] which consists of only  and ! mesons gives a qualitative
explanation for the saturation property of nuclear matter. In this model, ratios of
the coupling constant and mass of the two mesons were tted to reproduce the
empirical saturation density and the binding energy at saturation.
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Balance of large attractive scalar eld and large repulsive vector eld at lower density
and dominance of the vector repulsion at high density limit lead to saturation [16,17].
This is purely a relativistic eect which is absent in the non-relativistic theory. In
the non-relativistic models one needs three-body force or density dependent force
in order to reproduce the saturation of nuclear matter.
 Large spin-orbit splittings in single-particle energies
The strong spin-orbit interaction plays an essential role in nuclear structure. Its
importance has been recognized since the early nuclear shell model. In the non-
relativistic mean eld theory, the spin-orbit interaction is introduced phenomeno-
logically as an eective two-body interaction. On the other hand, in the relativistic
theory, there is no explicit two-body spin-orbit interaction in the Lagrangian. By
the non-relativistic reduction of a single-particle Dirac equation, the one-body spin-
orbit eld naturally arises as a consequence of an interplay between large scalar and
vector elds.
The Walecka model with a slight modication without any reference to empirical
spin-orbit splittings are successful to roughly reproduce the shell structure of the
nucleus [17,18].
It has also been pointed out for  hypernuclei [102] that an additional contribution
of the  particle to the mean eld substantially change the spin-orbit splittings of
nucleon single-particle levels in very neutron-rich Ne isotopes, and stabilizes the
nuclei against the neutron drip to extend the neutron drip line of Ne isotopes.
Such an impurity eect of  on the nucleon spin-orbit splittings, which is brought
about through the contribution of  to the spin-orbit eld V   S, is unique in the
relativistic models.
 Isospin-dependence of the spin-orbit potential
It has been known that there is a kink in the isotope shift of charge radii of Pb
isotopes at the neutron magic number N = 126, which could not be reproduced by
Skyrme and Gogny forces [103, 104]. The relativistic models, from the traditional
to modern ones, are able to well reproduce the kink [85,96,98,105] (See Fig. 3.1).
It was pointed out [103, 108] that isospin dependence of the spin-orbit potential in
the Skyrme (and Gogny) forces are dierent from that of the relativistic models.
Although the spin-orbit interaction in the non-relativistic models is an isoscalar at
the operator level, the spin-orbit eld at the mean-eld level acquires an isovector
nature through the exchange term. This is dierent from the relativistic mean-eld
models in which the isospin dependence of the spin-orbit potential entirely comes
from the isovector  meson. This dierence is considered to be the reason why the
non-relativistic models fail to reproduce the kink.
In order to cure the discrepancy, the non-relativistic Skyrme functionals need an
additional parameter to tune the isospin dependence in the spin-orbit interaction
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Figure 3.1: The isotope shifts of charge radii of Pb nuclei obtained with relativistic
models (NL1 [106] and NL-SH [107]) and a non-relativistic Skyrme interaction (SkM).
The both relativistic models well reproduce the empirical kink at N = 126, while the
SkM* values show a large deviation from the empirical data for N > 126. The gure is
taken from Fig. 1 of Ref. [105].
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[103,108]. 1
The dierence in isospin dependence of the spin-orbit eld also aect the spin-orbit
splittings in neutron-rich nuclei. In Refs. [110,111] it is pointed out that , with the
relativistic models, the spin-orbit splittings in Ne, Mg, Ni, and Sn isotopes decrease
as the neutron number is increased. This result is dierent from that obtained with
the non-relativistic models, and is understood as the consequence of the dierence in
the isospin dependence of the spin-orbit eld [110,111]. This reduction of the spin-
orbit splittings in the neuron-rich region may aect the location of the theoretical
neutron drip line.
 Time-odd mean elds
The parameters in the energy density functional are usually adjusted to the ground
state properties of even-even nuclei, to which only the time-even components of
the functional contribute. In non-relativistic theory it has been pointed out that
there is an ambiguity in the time-odd components [23]. On the other hand, in
covariant density functionals, the time-odd components have been entirely xed by
the Lorentz symmetry.
 Pseudo-spin symmetry
It has been recognized for a long time that quasidegeneracy is seen between single-
particle orbitals with quantum numbers (n; `; j = ` + 1=2) and (n   1; ` + 2; j =
` + 3=2), where n, `, and j are the radial quantum number, the orbital angular
momentum, and the total angular momentum of single nucleon, respectively. This
is understood as a consequence of a (approximate) relativistic symmetry [19,20].
Although we have illustrated the advantages of the relativistic mean-eld, it also has
unpleasant features. As was mentioned in Ch. 1, there are two major diculties in the
relativistic mean-eld model. They are the variational collapse and fermion doubling
problems, which prevents an application of the imaginary time method to the relativistic
calculations. (These will be discussed in the following two chapters. ) More minor
disadvantages are the computational cost due to the four-component structure of the
Dirac spinor. Another disadvantages is faced in random phase approximation (RPA)
calculations. It has been known [65] that one has to take into account not only usual
particle-hole excitations formed by a hole in the occupied Fermi sea and a particle above
the Fermi sea but also congurations with a hole in the Fermi sea and a particle in the
empty Dirac sea.
In addition to those drawbacks mentioned above and in Ch. 1, it has also been pointed
out that, for many of relativistic functionals including modern ones [94, 95, 97, 98] there
are spurious shell gap at Z;N = 58 and 92 [115,116]. These spurious magicities give over
binding compared to the measured masses in the region around them [115, 116], and a
1 Recently, it has been suggested in Ref. [109] that the kink originates from the occupation of the
high-j orbital above N = 126 shell, and the isospin dependence of the spin-orbit potential may not be
an essential origin of the kink.
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sudden change in two-neutron separation energy from N = 58 to N = 60 [117] which is
not observed in the measured two-neutron separation energy.
Furthermore, in general, the nuclear properties under an extreme condition, e.g., prop-
erties of neutron-rich and unstable nuclei, asymmetric nuclear matter are quite dierent
among the many existing parameter sets of relativistic and non-relativistic interactions,
although the properties of symmetric nuclear matter (saturation density and binding en-
ergy) and the ground properties of stable nuclei are similar among dierent interactions.
This is natural because the parameters are determined so as to reproduce those observ-
ables which are precisely measured in experiments, such as the binding energies and charge
radii in stable nuclei. Other properties such as incompressibility and symmetry energy of
nuclear matter, which should be closely related to the properties of unstable nuclei and
neutron star, are less well determined from experiments and are therefore only used as
rough guides in the determination of parameter sets. In Refs. [112{114], Yoshida et al.
pointed out a characteristic dierence in the isovector properties of the relativistic models
from the non-relativistic ones. That is, the relativistic models tend to yield larger pressure
of neutron matter, neutron-skin thickness, compared to the non-relativistic models. This
dierence may aect the nuclear properties at the extreme isospin or density.
As is seen in this chapter, the relativistic models have many characteristic features
which are dierent from the non-relativistic models. It is not that the relativistic models
are superior to the non-relativistic ones in every aspects, but it is important to compare
the results obtained with dierent models and investigate whether a result is universal or
model-dependent.

Chapter 4
Inverse Hamiltonian Method
The variational principle is a guiding principle to derive equations and to nd approximate
solutions in quantum mechanical problems. In this chapter we introduce the variational
principle and its failure in relativistic systems, and a prescription to avoid this collapse
of variational calculation.
4.1 Variational principle
4.1.1 General theory
The variational principle is a simple but very important principle in non-relativistic quan-
tum mechanics. The principle tells us that if a Hamiltonian H has a spectrum bounded
from below, its expectation value
H[	]  h	jHj	ih	j	i ; (4.1.1)
where 	 is an element of the Hilbert space on which the Hamiltonian acts, gives a strict
upper limit of the true ground state energy. This can be proved easily. Let Ek be a true
eigenvalue of H and jki be the normalized eigenstate associated with Ek. Then we have
h	jHj	i
h	j	i =
P
n jhkj	ij2EkP
k jhkj	ij2
=
E0
P
k jhkj	ij2 +
P
k jhkj	ij2 (Ek   E0)P
k jhkj	ij2
= E0 +
P
k jhkj	ij2 (Ek   E0)P
k jhk j	ij2
:
If we choose the lowest eigenvalue, i. e., the true ground state energy, as E0, then
Ek  E0  0 for all k. Thus the second term in the last line is greater than or equal to 0
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for any 	, and we get a familiar inequality of the variational principle:
h	jHj	i
h	j	i  E0: (4.1.2)
This inequality tells us that we can obtain a better solution by minimizing the the energy
as much as possible. The smaller the energy is, the more accurate the approximate
solution is.
Let us derive an equation to obtain solutions based on this variational principle. Sup-
pose that j  i is the function corresponding to the absolute minimum of H. Let the
minimal value of energy be H[  ] = E. This means that H is stationary with respect to
arbitrary variation j	i ! j	i + j	i at 	 =  . Thus, to the rst order of the variation
j	i,
H = h
 + 	jHj  i
h  + 	j  i  
h  jHj  i
h  j  i
' 1h  j  i
 h  jHj  i+ h	jHj  i1  h	j  ih  j  i

  h
 jHj  i
h  j  i
' 1h  j  ih	j
 
Hj  i   Ej  i = 0:
For this to hold for arbitrary h	j, one obtains
Hj  i = Ej  i: (4.1.3)
This is nothing but a Schrodinger equation with the eigenvalue E. If the variation is re-
stricted within some subspace, we shall get an approximate solution by the minimization.
The idea of the principle can be widely applied to a solution of general problems. In
general, the original Schrodinger equation for a physical system is a complicated second-
order dierential equation. It can not analytically be solvable in most cases. Moreover,
other approximation methods such as perturbation theory or semi-classical approximation
are not always applicable. The variational method is powerful and ecient, and allows
one to solve a problem which is dicult to handle with other methods. The method
reduces a complicated dierential equation to a minimization problem with respect to
nite number of variational parameters. An excited state is obtained by minimizing the
energy with constraints that the state is orthogonal to the lower states.
The quality of a variational solution depends on the choice of the trial functions al-
though there is no universal way to construct a function which well approximates solutions
of a problem. Generally speaking, if one takes a function which contains more variational
parameters, the results becomes better since the subspace covered by the trial function
becomes larger. In order to get a good approximate solution yet keeping the computa-
tional cost reasonable, one should choose a function and free parameters that are suitable
for the system in consideration. In constructing a trial function one should take into
account the boundary condition and the symmetry of the system, or one can guess an
appropriate function by analogy with a similar system whose solution is already known.
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It can be shown that if the error of the wave function is O(), the error in the energy
is O(2). Suppose that we have obtained an approximate solution j  i which is expressed
as
j  i =  j 0i+ j ?i=p1 + 2; (4.1.4)
where j 0i is the true normalized ground state and j ?i is a normalized linear combination
of the other eigenstates j ni (n 6= 0). Note that h ?j 0i = 0. The energy expectation
value of this state is
h  jHj  i = 1
1 + 2
 h 0jHj 0i+ 2h ?jHj ?i = E0 +O(2): (4.1.5)
From this result it can be said that the energy can be obtained to a high accuracy if
the trial function well approximates the true ground state. In other words, to obtain an
accurate wave function is more dicult than to obtain an accurate energy.
As we have seen, the variational principle gives an upper limit for an energy eigenvalue.
It is also possible to estimate a lower limit in the following way. Let us consider a dispersion
of the Hamiltonian in a variational solution
 = h jH2j i   h jHj i2  D   E2 (4.1.6)
Let the exact eigenvalue be En and the associated eigenvector jni: Hjni = Enjni. j i
can be expanded in terms of jni as
j i =
X
k
akjki; ak = hkj i; (4.1.7)
then
 = h j(H   E )2j i =
X
k
jakj2(Ek   E )2 (4.1.8)
Among the eigenvalues Ek let Ej be the one closest to E , so that
(Ej   E )2  (Ek   E )2 8k: (4.1.9)
We nd that
 =
X
k
jakj2

(Ek   E )2   (Ej   E )2

+ (Ej   E )2
X
k
jakj2  (Ej   E )2: (4.1.10)
Then we immediately obtain the Weinstein's formula [118]
E  
p
  Ej  E +
p
: (4.1.11)
Thus one can conclude that there is at least one eigenvalue within the interval in Eq.
(4.1.11). Although practically there may be a problem in estimating D in general varia-
tional calculations, Eq. (4.1.11) allow us to consider E as the estimate for Ej and  as
measure of its precision once D is available. Notice that we have not used the variational
principle in the derivatio, thus the statement applies to general eigenvalue problems.
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4.1.2 Rayleigh-Ritz method
In this section we explain a realization of the variational principle in the basis expansion
method, which has already been introduced in Ch. 2. Thus the discussion here applies
to a solution obtained with the basis expansion method in the non-relativistic theory.
In order to obtain the exact eigenstates, one has to introduce innite number of vari-
ational parameters since the Hilbert space on which a general Hamiltonian acts has in-
nitely large dimensions. In practical calculations nite number of parameters are chosen
so that the desired accuracy is achieved. Here let us consider solving a problem by basis
expansion based on the variational principle. The solutions are expanded by a nite basis
set fjiig (1  i  N) as ji =
NX
i=1
c
(N)
i jii. We assume that fjiig is orthonormal,
i.e., hijji = ij. In this case we restrict the variation within the subspace spanned by
fjiig (1  i  N). The variational parameter in this case are the expansion coecient
c
(N)
i , and the approximate solutions are obtained by minimizing
H(fcg) = hjHjihji : (4.1.12)
As we have seen in the previous section, minimizing H(fcg) is solving an eigenvalue
problem
Hji = Eji: (4.1.13)
This reduces to a matrix eigenvalue problem by multiplying by hij from the left,
NX
j=1
Hijc
(N)
j = E
(N)c
(N)
i ; (4.1.14)
where Hij = hijHjji. This is a Schrodinger equation projected onto the subspace.
Let the eigenvalues of Eq. (4.1.14) be E
(N)
1  E(N)2      E(N)N , and associated
eigenvectors j (N)i i =
NX
j=1
c
(N)
ij jji, 1  i  N . The solutions j (N)i i are orthonormal. The
true eigenvalues and associated eigenstates are similarly dened as E1  E2     , and
j 1i; j 2i; : : :, respectively. It is clear that E(N)1 is strict upper limit for the ground state
energy. Furthermore, it can be proved that all the other approximate energies as well as
the ground state are upper limits for the exact energies as long as the exact spectrum is
discrete:
E1  E(N)1 ; E2  E(N)2 ; : : : ; EN  E(N)N ; (4.1.15)
which is known as Poincare's theorem. It can also be shown that increasing the basis
lowers the approximate energies
E
(N+1)
k  E(N)k ; i = k; 2; : : : ; N; (4.1.16)
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Figure 4.1: Change of the spectrum against the number of basesN . E1; E2; ::: are the exact
eigenvalues, which are denoted by the horizontal dashed lines. Approximate eigenvalues
of E
(N)
k in Eq. (4.1.14) are represented by the solid lines. The approximate spectrum get
closer down to the exact spectrum when number of bases is increased.
which is a consequence of the interlacing theorem [119]. From Eqs. (4.1.15) and (4.1.16),
it follows that, by adding one more basis to the basis set, a new approximate eigenvalue
is added on the top of the spectrum and push down all the rest of the eigenvalues (see
Fig. 4.1). As the basis set becomes larger, all the eigenvalues of Eq. (4.1.14) approach to
the true eigenvalues monotonically from above.
4.2 Variational collapse in relativistic quantum me-
chanics
In this section we introduce the variational collapse problem in relativistic quantum me-
chanics and how to avoid it in our 3D CDFT calculations.
4.2.1 Variational collapse
Let us consider a single-particle Dirac equation which is to be solved in a CDFT calcula-
tion.
[ i r+ V (r) + (m+ S(r))] (r) =  (r) (4.2.1)
Its spectrum looks like Fig. 4.2(a). As seen in Fig. 4.2, for this Hamiltonian there is
neither the lower bound and the upper bound, thus there is no variational principle for
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(b)
Figure 4.2: Schematic picture for spectrum of (a) a relativistic Hamiltonian H for a
single-particle with mass m and (b) its inverse 1=(H  W ). Positive and negative energy
eigenvalues are denoted by red and blue color, respectively. The bound states are given
by solid circles and the continuum states are represented by solid lines.
this eigenvalue problem. In the positive energy region there are discrete bound states
and continuum states above up to the positive innity, and in addition, there are discrete
bound states in the negative energy region and continuum states below down to the
negative innity. Although one can solve a Dirac equation either with a basis expansion
or with a coordinate space technique such as the Runge-Kutta method [120], there is no
guarantee as described in Sec. 4.1 that the obtained eigenvalues are higher than the exact
ones.
Of course, as the number of basis states is increased, i.e., as the model space approaches
complete, the approximate solutions converges to the exact one, but the convergence
behavior is not monotonic, in contrast to the non-relativistic case. Many prescriptions
for basis expansion method to avoid the problem and to give a safe upper bound of the
energy eigenvalue have been proposed in quantum chemistry [121{126].
The coordinate space solution is more dicult to obtain, especially in 3D calculations.
The powerful imaginary time technique fails in relativistic systems since the method seeks
for the lowest energy solutions. If we naively apply the method, the iterative solution dives
into the continuum in the Dirac sea. This is numerically conrmed in Ref. [127] (see Fig.
4.3), This is not what we want since we need the lowest states in the Fermi sea and
do not need the Dirac sea states at all in usual mean-eld calculation with the no-sea
approximation. Zhang et al. [127] have applied in Ref. [127] the imaginary time method
to a Schrdinger-like equation obtained by eliminating the lower component from the Dirac
equation. They have also applied in Ref. [128] their method to a Dirac equation with a
non-local potential which may arise in relativistic Hartree-Fock calculations.
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Figure 4.3: Imaginary time evolutions of the energy expectation value of a Dirac equation
with a Woods-Saxon potential. The horizontal axis is energy, and the hatched area shows
the energy region of the continuum states. The black solid curves denotes the potential as
a function of the radial coordinate r shown in the lower horizontal axis, and the colored
lines shows the imaginary time evolution of the energy expectation value as a function of
the imaginary time iterations shown in the upper horizontal axis. The dotted, dot-dashed,
and dashed line represents the result obtained with the radial mesh size dr = 0:5, 0:2,
and 0:1 fm, respectively. The gure is taken from Ref. [127].
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4.2.2 Maximization of the inverse of Hamiltonian
Here we introduce an idea to avoid the variational collapse proposed by Hill and Krauthauser
[129], which is based on a variational principle for an operator 1=(H  W ) where W is
a real number not equal to any of the eigenvalue of H. As we mentioned, the ordinary
variational principle is not applicable to a relativistic Hamiltonian itself because it has
negative energy spectrum down to negative innity as well as positive energy spectrum
up to positive innity (See Fig. 4.2(a)). The bound states just below and above the two
continua are discrete.
Let the exact eigenvalues be
    E 2  E 1 < E1  E2     (4.2.2)
where Ei with positive (negative) i is an energy eigenvalue in the Fermi (Dirac) sea. Note
that, in general, the number of bound states in the Dirac sea and the Fermi sea are
dierent. We take a real constant E 1 < W < E1 between the two seas and consider
an operator 1=(H   W ). This operator is hermitian and its spectrum looks like Fig.
4.2(b). The two continua of H comes to the middle of the spectrum of 1=(H  W ), and
the positive and negative energy bound states comes to the top and the bottom of the
spectrum, respectively. The state on the top of the spectrum of 1=(H  W ) corresponds
to the lowest energy state in the Fermi sea and the one at the bottom to the highest state
in the Dirac sea. Since 1=(H  W ) is bound both from the above and below, there is a
variational principle for this hermitian operator expressed by a inequality
1
E 1  W 
h	j(H  W ) 1j	i
h	j	i 
1
E1  W : (4.2.3)
The approximate solutions in the Fermi sea are obtained by maximization of H[	] =
h	j(H  W ) 1j	i=h	j	i. On the other hand, minimization of H leads to approximate
solutions for the Dirac sea states. Let the true discrete eigenvalues for bound states of
1=(H  W ) be
 1   2     < 0 <     2  1: (4.2.4)
with
k =
1
Ek  W ; k = 1;2; : : : (4.2.5)
The same discussion as that in Sec. 4.1.2 applies to 1=(H  W ). If one expands the
eigenstates of 1=(H  W ) with a suciently large basis set consisting of N independent
bases, the eigenvalues 
(N)
k in this subspace are

(N)
 1  (N) 2     < 0; (4.2.6)
0 <     (N)2  (N)1 : (4.2.7)
The Poincare's theorem implies
 1  (N) 1 ;  2  (N) 2 ; : : : (4.2.8)
: : : ; 
(N)
2  2; (N)1  1: (4.2.9)
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Thus we have
E 1  1

(N)
 1
+W; E 2  1

(N)
 2
+W; : : : (4.2.10)
: : : ; E2  1

(N)
2
+W; E1  1

(N)
1
+W: (4.2.11)
With W taken in an open interval (E 1; E1), we will obtain the upper limits for the
positive energy bound states and the lower limits for the negative energy bound states.
Furthermore, let us take another value for W , W 0 2 (E1; E2). In this case the state of
E1 comes to the bottom in the spectrum of 1=(H   W 0). Denoting the eigenvalues of
1=(H  W 0) by 0i, we obtain in a similar way as above,
E1  1

0(N)
1
+W 0; E 1  1

0(N)
 1
+W 0; E 2  1

0(N)
 2
+W 0; : : : (4.2.12)
: : : ; E3  1

0(N)
3
+W 0; E2  1

0(N)
2
+W 0; (4.2.13)
which yields the lower limit for the lowest state in the Fermi sea. This method gives
both the upper and lower limits for the bound state energies, which are guaranteed by
a rigorous variational principle. It is also guaranteed that both the upper and lower
limits monotonically approach to the true eigenvalues by increasing the number of bases
or variational parameters. This is indeed conrmed numerically in Ref. [130].
4.3 Inverse Hamiltonian method
In this section, we propose a new method [131], which we call \inverse Hamiltonian
method", for solving Dirac equations without variational collapse, based on the idea
of Hill and Krauthauser [129] that applies the variational principle for the inverse of
the Hamiltonian. It is to be applied in the mean-eld calculations for nuclei in the 3-
dimensional coordinate space representation. In Sec. 4.3.1, we introduce the method and
explain how it works for a Dirac equation for a given potential. In Sec. and 4.3.2, we
explain how to implement our method in self-consistent calculations in the 3-dimensional
coordinate space.
4.3.1 Basic idea of the inverse Hamiltonian method
Now we proceed to our own method, for the relativistic calculations. In this section we
consider a single-particle Dirac equation with a given potential. Our idea is analogous
to the imaginary time method, but is based on the variational principle for an inverse of
the single-particle Hamiltonian rather than the Hamiltonian itself. Here we consider a
single-particle Dirac equation,
h (r) =  (r); (4.3.1)
48 CHAPTER 4. INVERSE HAMILTONIAN METHOD
where  is energy eigenvalue. The Hamiltonian h is given by
  i r+ V (r) + [m+ S(r)] m: (4.3.2)
The potential V (r) corresponds to a mean eld generated by the time-like component of
a vector meson and the photon elds, and S(r) corresponds to a eld by a scalar meson.
As stated in the preceding sections, the spectrum is bounded neither from the above nor
below. The eigenvalues are labeled by an integer k according to energy so that
: : :   2   1 < 1  2  : : : ; (4.3.3)
where k > 0 (k < 0) corresponds to the Fermi (Dirac) sea solutions. Let jki be the
eigenstate associated to k.
In our method, we prepare an initial state (a set of initial states) j (0)i, which is not
an eigenstate of the Hamiltonian, and evolve it by an operator eT=(h W ):
exp

T
h W

j (0)i =
X
k
eT=(k W )jkihkj (0)i /
T!1
j1i; (4.3.4)
where W is a real number set between the Fermi sea and the Dirac sea1. As we have done
in Eq. (2.2.5), the initial state is expanded by the true eigenstates on the right hand side
of Eq. (4.3.4). In the limit T ! 1, the wave function converges to the lowest state in
the Fermi sea, j1i. With the evolution by eT=(h W ) all the negative energy eigenstates
contained in the initial state will damp away because the exponent is all negative. On the
other hand, all the positive energy states will grow up since the exponent is all positive,
but among them, the state closest to W in the Fermi sea, j1i, grows up most rapidly.
Eventually the wave function will be dominated by j1i. If we take T !  1, the wave
function converges to the state on the top of the Dirac sea. Hereafter we only consider a
positive T . As discussed in Sec. 2.2.2, we can obtain the lowest energy states in the Fermi
sea solutions if we orthonormalize them by the Gram-Schmidt method starting from the
lowest state. With our method we can obtain only the positive energy solutions that are
usually of interest in mean-eld calculations.
Notice that the iterative solution converges to j2i if the shift parameter W is set
between 1 and 2. Although this is a way to obtain the excited single-particle states, it
has in principle a risk that h  W becomes singular when W happens to be equal to an
eigenvalue of h.
In a practical calculation, T is cut into steps by T , and the evolution is performed
iteratively by this step size in T . In every step, the exponential function eT=(h W ) is
expanded to the rst order of T . The iterative wave function at T = (n+1)T is given
by the wave function at the previous step as
j (n+1)i /

1 +
T
h W

j (n)i: (4.3.5)
1Note that T has dimension of energy and has nothing to do with time.
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Since the evolution operator is not unitary, we normalize the wave function at each step.
In contrast to the imaginary time method, the step size T in our method does not
always have to be small in order to get the desired state. We will discuss this point in the
next section.
Let us suppose that the step size T is suciently small so that the second order
of T is negligible. It can be shown that the expectation value of the inverse of the
Hamiltonian monotonically increases. To the rst order of T ,
h (n+1)jh 1j (n+1)i
h (n+1)j (n+1)i =
h (n)j  1 + T
h

1
h
 
1 + T
h
 j (n)i
h (n)j  1 + T
h
  
1 + T
h
 j (n)i
' h 
(n)jh 1j (n)i+ 2T h (n)jh 2j (n)i
1 + 2T h (n)jh 1j (n)i (4.3.6)
' h (n)jh 1j (n)i+ 2T
h
h (n)jh 2j (n)i    h (n)jh 1j (n)i2i :
Since the second term of the last line is the dispersion of h 1,
h (n+1)jh 1j (n+1)i
h (n+1)j (n+1)i  h 
(n)jh 1j (n)i: (4.3.7)
On the other hand, the behavior of the energy expectation value, hhi, is not necessarily
monotonic:
h (n+1)jhj (n+1)i
h (n+1)j (n+1)i ' h 
(n)jhj (n)i+ 2T  1  h (n)jhj (n)ih (n)jh 1j (n)i ; (4.3.8)
where the sign of the second term in the right-hand-side depends on  (n). Notice that
both in Eqs. (4.3.7) and (4.3.8), the second term in the last line converges to zero as the
iterative wave function converges to an eigenstate of the Hamiltonian. The consequences
given above are natural and reasonable since the method is based on the variational
principle for the inverse of the Hamiltonian.
Advantages of our method is that, in contrast to some other methods [125{128,130], it
is relatively straightforward to apply our method not only to the Dirac equation but also
to other eigenvalue problems with unbound operators, such as non-relativistic Hartree-
Fock-Bogoliubov equations (See Appendix A.).
4.3.2 Self-consistent calculations
In this section, we show how our method works in self-consistent mean-eld calculations.
We simply replace the imaginary time evolution introduced in Sect. 2.2.2. That is,
1. Prepare an initial set of single-particle wave functions f (0)k g (k = 1; 2; :::; A).
2. Construct the single-particle Hamiltonian h(0), which is a functional of the density
(0).
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Figure 4.4: Schematic gure for the spectrum a Dirac equation. IfW is taken between the
Fermi sea and the Dirac sea, 1=(k W ) > 0 for the Fermi sea states and 1=(k W ) < 0
for the Dirac sea states.   0 and    2m correspond to the continuum states.
3. Generate a new set of the single-particle wave functions, f ~ kg, by applying the
evolutions on each wave functions:
j ~ ki = exp(T=(h(n)  W (n))j (n)k i; k = 1; : : : ; A; (4.3.9)
4. Orthonormalize the set f ~ kg to obtain f (n+1)k g. Go back to the step 2.
Again, the steps from 2 to 4 are iterated until a convergence is achieved. The shift of
energy W (n) may change. For a suciently small value of T , we can show in the same
way as in the imaginary time method that
(n+1)   (n) = T

(n)
1
h(n)  W (n) (1  
(n)) + (1  (n)) 1
h(n)  W (n)
(n)

; (4.3.10)
which leads to
Tr

1
h(n)  W (n) (
(n+1)   (n))

= 2T  Tr

(n)
1
h(n)  W (n) (1  
(n))
1
h(n)  W

(4.3.11)
Dening By = (n)(h(n)  W ) 1(1  (n)), we obtain
Tr

1
h(n)  W (
(n+1)   (n))

= 2T  Tr ByB > 0 (4.3.12)
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The quantity
Tr

1
h(n)  W (n)
(n)

=
AX
k=1

 (n)
 1h(n)  W (n)
 (n) (4.3.13)
always increases from iteration to iteration, which means that fj (n+1)k ig are better solu-
tions of h(n) than fj (n)k ig. This will eventually converge at its maximum (for a xed W ),
and it implies By = 0, or 
1
h W ; 

= 0: (4.3.14)
Multiplying by h W from right and left on the both sides of the above equation, we get
[h; ] = 0 (4.3.15)
at the convergence.

Chapter 5
Fermion Doubling and Wilson
Fermion
In the previous chapter we have introduced one of the major problems, variational collapse,
in relativistic mean eld calculations on 3D lattice and how to avoid it. In this chapter
we will introduce another big problem, fermion doubling, and how to overcome it.
5.1 Fermion doubling
5.1.1 The mechanism
The fermion doubling problem has been known in the eld of lattice QCD, in which the
space-time is discretized and the rst derivative in the action
S =
Z
d3r  (i@  m) (5.1.1)
is replaced by a nite dierence. An essential origin of the problem is the rst derivative
in the action or the Dirac equation. Here we will show how the problem arises out of a
static one-particle Dirac equation. For simplicity we consider a Dirac equation for a free
particle in 1-dimensional space. That is,
( i@x + m) (x) =  (x); (5.1.2)
where  (x) is a two-component spinor and
 =

0 1
1 0

;  =

1 0
0  1

: (5.1.3)
The coordinate x is discretized with a mesh size a within a box of size L, and the derivative
in the kinetic term is approximated by 3-point dierence formula
@x (xi) =
 (xi+1)   (xi 1)
2a
; (5.1.4)
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where xi = ai is the i-th mesh point. If we impose either periodic [ (x + L) =  (x)] or
anti-periodic [ (x+ L) =   (x)] boundary condition, the Fourier transform ~ (k) of the
wave function satises
 (xj) =
Z
dk
2
eikaj ~ (k) (5.1.5)
Substituting Eq. (5.1.5) into the discretized Dirac equation, we obtainZ
dk
2

1
2ai
eikaj  2i sin(ka) ~ (k) +meikaj ~ (k)

= 
Z
dk
2
eikaj ~ (k): (5.1.6)
Thus the Dirac equation in the momentum space reads
1
a
 sin(ka) + m

~ (k) =  ~ (k): (5.1.7)
From Eq. (5.1.7) one obtains a dispersion relation
2 =
1
a2
sin2(ka) +m2; (5.1.8)
which becomes the ordinary dispersion relation of a relativistic particle
2 = k2 +m2 (5.1.9)
in the continuum limit (a ! 0). In Fig. 5.1, we show several dispersion relations of a
fermion on lattice together with the one in the continuum limit. The solid curve is the
exact dispersion relation given in Eq. (5.1.9), while the dashed curve shows the dispersion
relation of a discretized Dirac equation given in Eq. (5.1.8). The dotted and dot-dashed
curves are also discretized results obtained with 5- and 11-point nite dierence formulas,
respectively. With 5-point formula, the dispersion relation is given by
2 =
1
a2

4
3
sin(ka)  1
6
sin(2ka)
2
+m2; (5.1.10)
and with 11-point formula, the dispersion relation is given by
2 =
1
a2

5
3
sin(ka)  10
21
sin(2ka) +
5
42
sin(3ka)
  5
252
sin(4ka) +
1
630
sin(5ka)
2
+m2: (5.1.11)
The expressions for the nite dierence itself are given in Appendix D. In the continuum
limit energy increases monotonically as a function of momentum as the solid curve in Fig.
5.1. In contrast, for the discretized fermions, one sees a spurious minimum at the edge of
the Brillouin zone, i.e. the cut-o momentum k = =a in the model space. As seen in Fig.
5.1, this minimum does not disappear even if we take more accurate dierence formula,
although the lower momentum behavior is improved. If one solves the discretized Dirac
equation, one obtains not only physical solutions with low energy and low momentum,
but also solutions on the unphysical side with low energy and high momentum. In 1D
case, one spurious state appears for each physical state, while in 3D case there are seven
spurious states for each physical solution.
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Figure 5.1: Dispersion relations for fermions with several dierent nite dierence for-
mulas for the kinetic term. Solid curve shows the exact dispersion relation given in Eq.
(5.1.9). Dashed, dotted, and dot-dashed curves are the dispersion relations obtained with
3-, 5-, and 11-point dierence formulas, respectively.
5.1.2 An example of fermion doubling
In this section we show a real example of fermion doubling. We solve a 1-dimensional
Dirac equation with a Woods-Saxon (WS) potential by using the inverse Hamiltonian
method, and investigate the properties of energy spectrum and wave functions.
Here we consider a single-particle Dirac equation in 1-dimension with two potentials:
[ i@x + V (x) + (m+ S(x)) m] (x) =  (x); (5.1.12)
V (x) corresponds to a mean eld generated by the time-like component of a vector meson,
and S(x) corresponds to a eld by a scalar meson. If we dene the two-component spinor
as
 (x) =

 1(x)
i 2(x)

; (5.1.13)
we get the coupled equations
V + S @x
 @x V   S   2m

 1(x)
 2(x)

= 

 1(x)
 2(x)

: (5.1.14)
For the potentials V (x) and S(x) we take a Woods-Saxon type
V (x) + S(x)  U(x) = U0
1 + e(jxj RU )=aU
; and
V (x)  S(x)  W (x) = W0
1 + e(jxj RW )=aW
: (5.1.15)
The parameters in the potentials, which are taken from Ref. [132], are shown in Table
5.1. In the following, we take N = Z = 20, A = N +Z = 40. The mass of the particle m
is set to be the nucleon mass, 939 MeV.
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Table 5.1: Parameters in the Woods-Saxon potentials in Eq. (5.1.15) [132].
U0 (MeV) W0 (MeV) RU (fm) RW (fm) aU (fm) aW (fm)
 71:28(1  0:462N Z
A
)  11:12U0 1:233A1=3 1:144A1=3 0.614 0.648
We solve the Dirac equation in the coordinate space. We discretize the coordinate x
with mesh size a = 0:1 fm with 400 mesh points. The box boundary condition is imposed.
Note that for bound-state solutions the box and the periodic boundary conditions gives
the same result if box size is suciently large. The parameters of the inverse Hamiltonian
method are are taken as W = U0 and T = 100 MeV. For inversion of the Hamiltonian,
we employ the Conjugate Residual (CR) method [133] (See also Appendix C). We will
compare the results with the exact result which is obtained by directly diagonalizing the
coordinate space Hamiltonian.
First, we show in Fig. 5.2 the convergence of the iterative solutions. The rst derivative
in the kinetic term in the Hamiltonian is approximated by the 3-point formula. We can
see in Fig. 5.2(a) that iterative solutions converge to degenerate pairs of states. Since
the mean squared deviations of energy converges to small values (Fig. 5.2), they are
the eigenstates of the Hamiltonian. None of the states has fallen down to the Dirac sea.
By this result we have conrmed that our inverse Hamiltonian method gives the correct
solutions in the positive energy spectrum without a variational collapse. The energy
eigenvalues and expectation values of p2, hp2i=2m, after all bound state solutions well
converge, are summarized in Table 5.2. There are 10 bound state solutions (including the
spurious states). Expectation value of p2 is extremely large for one state in each pair,
which implies that these states are the spurious solutions.
In Fig. 5.3 we show the wave functions of the three lowest pairs after 1000 iterations.
The left panels ((a), (c), and (e)) and the right panels ((b), (d), and (f)) correspond
to the physical and the spurious states, respectively. The spurious states has the same
amplitude as the corresponding physical states but they change their signs at every mesh
point. This can be understood by the nature of the 3-point formula f 0i =
fi+1 fi 1
x
. The
3-point formula can not distinguish them because even and odd mesh points decouple in
this dierence formula.
We have seen that each pair of physical and spurious states is degenerate in energy
if we use 3-point formula for the kinetic term. What happens to the spurious states if
we approximate the derivative in the kinetic term with more accurate dierence formula?
In Fig. 5.4 the spectra of the Dirac equation obtained with 3-, 5-, 7-, 9-, and 11-point
formulas for the kinetic term are plotted. See Appendix D for the coecients of various
nite dierence formulas. The physical and the spurious solutions are shown by blue
circles and red crosses, respectively. They can be easily distinguished by looking at the
wave function or the value of hp2i=2m. Wave functions of an unphysical state oscillates
very rapidly, and the value of hp2i=2m is accordingly quite large compared to typical
value of kinetic energy of a nucleon (. 30 MeV). With the formulas better than 3-point
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Figure 5.2: Convergences of (a) energy and (b) mean squared deviation of h, for the
1-dimensional Dirac equation. The rst derivative in the kinetic term is approximated by
3-point formula.
Table 5.2: Energy eigenvalues and expectation values of p2 (divided by 2m) of the eigen-
states of Dirac equation. The rst derivative in the kinetic term is approximated by
3-point formula.
k k (MeV) hp2i=2m (MeV)
1  65:8951 2.06
2  65:8951 8291.43
3  52:1765 7.40
4  52:1765 8286.09
5  34:4873 14.00
6  34:4873 8279.48
7  16:6596 18.78
8  16:6596 8274.71
9  2:9595 15.00
10  2:9595 8278.49
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Figure 5.3: Six lowest energy eigenstates of the Dirac equation. The kinetic term in the
Hamiltonian is approximated by 3-point formula. (a) to (e) corresponds to k = 1 to 6 in
Table 5.2, respectively. Note that any linear combination of wave functions in the same
pair is an eigenstate of the Hamiltonian.
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Figure 5.4: Energy spectra of a 1-dimensional Dirac equation obtained by using several
dierent dierence formulae for the kinetic term in the Hamiltonian. The open circles and
the crosses correspond to physical and spurious states, respectively. Some of the spurious
states are pushed up to the continuum region for 5-, 7-, 9-, and 11-point formulas.
formula, spurious states are no longer degenerate to the corresponding physical states.
With 5-point formula, the spurious states in the 4th and 5th pairs are already pushed
away to the continuum region, while the lower spurious states are still in the bound region.
With 7-point formula, the 3rd unphysical state also go up to the continuum region. The
energy shifts of higher spurious states are larger than that of the lower ones. Therefore,
the better dierence formulas for the kinetic term violate the degeneracies and lift up the
spurious states although the shifts of energies may not be sucient to remove all of them
from the energy region considered in ordinary mean-eld calculations.
5.2 Wilson fermion and its improvement
In this section, we introduce the method of \Wilson fermion" and its extension which is
employed to eliminate the spurious solutions of discretized Dirac equation.
5.2.1 Wilson fermion
The Wilson fermion [134,135] is widely adopted method to eliminate the spurious fermions
in lattice QCD calculations. Wilson introduced a term proportional to p2 into the action,
which gives an additional contribution to the dispersion relation to separate the energy of
the spurious states on the high-momentum sides from that of the physical states on the
low-momentum side.
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Let us introduce the Wilson term in the language of the static 1D Dirac equation.
Action of Hamiltonian on a wave function for a Wilson fermion in the 1D case is given by
(hW )(xi) =  i 1
2a
[ (xi+1)   (xi 1)] + m (xi)
  R
a
[ (xi+1)  2 (xi) +  (xi 1)]: (5.2.1)
The last term which is added in the Hamiltonian is called \Wilson term." Here R is a
dimensionless free parameter called \Wilson parameter." The corresponding Hamiltonian
in the continuum limit may be formally written as
hW =  i@x + (m  aR@2x); (5.2.2)
which could be straightforwardly extended to the 3D space as
hW =  i r+ (m  aR): (5.2.3)
Notice that, in the continuum limit (that is, in the limit of a ! 0), the Wilson term
vanishes and the original form of a Hamiltonian is recovered. Since the Wilson term,
 aR, is proportional to p2, this term lifts up the spurious minimum of the dispersion
relation at the edge of the Brillouin zone. Due to the addition of the Wilson term,
energies of the spurious states are all pushed upwards. Of course, the physical states are
also aected by the Wilson term, but the eect is much less since their hp2i is smaller
than that of the spurious states. Thus, in order to avoid the trouble with the doubling,
one should take the value of R so that all the spurious states are pushed away from the
single-particle energy region relevant to the calculation, i.e., all the spurious states are
above the fermi energy for mean-eld level calculations.
For simplicity let us again consider a 1D case, in which a Dirac equation is given by
[ i@x + (m  aR@2x)] (x) =  (x): (5.2.4)
The dispersion relation for this particle with 3-point formula for the kinetic term is given
by
2 =
1
a2
sin2(ka) +

m+
2R
a
(1  cos(ka))
2
: (5.2.5)
This also becomes the exact dispersion relation given in Eq. (5.1.9) in the continuum limit.
Fig. 5.5 shows a comparison of dispersion relations with and without the Wilson term.
The dispersion relations corresponding to the dot-dashed curve (11-point + R = 0:2) in
Fig. 5.5 is given by
2 =
1
a2

5
3
sin(ka)  10
21
sin(2ka) +
5
42
sin(3ka)
  5
252
sin(4ka) +
1
630
sin(5ka)
2
+

m+
2R
a
(1  cos(ka))
2
: (5.2.6)
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Figure 5.5: Comparison of the dispersion relations with and without the Wilson term,
which is given in Eq. (5.2.4). Solid and dashed curves are the same as Fig. 5.1. The
dotted and dot-dashed curves are dispersion relations with the Wilson term with R = 0:2.
The dotted curve is obtained with 3-point formula for the kinetic term and the dot-dashed
one with 11-point formula.
As one can see in the Figure, the spurious minimum at k = =a has now disappeared
due to the eect of the Wilson term, and the eect is vanishing at k = 0. However, the
lower momentum side also deviates from the exact dispersion relation. The Wilson term
inuences not only the spurious states but also the physical states as expected.
We note here that, for a = 0:8 fm which may be a typical mesh size for 3D calculations,
the fermi momentum of nucleons kF ' 230 MeV corresponds to 0:3  =a. Thus it is
required in this case that the dispersion relation agree well with the exact one up to
k ' 0:3  =a. We must also notice that the fermi energy of nucleons is F = k2F=2m '
30MeV ' 0:03m, thus, the upward shift of the unphysical minimum due to the Wilson
term is required to be larger than  0:03m in mean-eld level calculations. In Fig. 5.5,
we have chosen the value R = 0:2 rather arbitrarily so that the eect of the Wilson term
is clearly visible in the dispersion relation. Therefore, the value taken in Fig. 5.5, in
which the shift of minimum is comparable to m, was much larger than its realistic value.
In any case, it is true that the physical solutions are aected by the Wilson term and we
should keep the eect as small as possible.
Not only the Wilson fermion for lattice eld theory, but also other prescriptions have
been proposed in the eld of chemistry and solid state physics [136{138]. Although they
were shown to give solutions without doubling [136{138], they are not very suitable to
apply to our 3D calculations employing an accurate dierence formula, e.g., 11-point
dierence, for the kinetic term. Therefore we persist on the Wilson fermion with an
extension introduced in the next section, which is straightforwardly applicable to our
calculations.
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5.2.2 Extension to high-order derivative
In the previous section, we have introduced the Wilson term, which lifts up the spurious
minimum of the dispersion relation. Since it aects the physical solutions as well, here
we consider a way to reduce the eect on the physical solutions so that we could obtain
more accurate physical solutions. Since the dispersion relation The typical value in non-
relativistic mean-eld calculations is a = 0:8 for the mesh size In order to obtain better
physical solutions, we consider an improvement on the Wilson term by increasing the
power of p,
  aR
3X
i=1
@2i ! ( )ma2m 1R
3X
i=1
@2mi ; (5.2.7)
for which we can expect much more eect on the spurious states and much less eect on
the physical states. We show in Fig. 5.6 the dispersion relations for 1D case obtained
with the prescription given in Eq. (5.2.7). The dashed curve shows the result of normal
Wilson fermion corresponding to (m;R) = (1; 0:2) with 3-point dierence for the kinetic
term, which has already been shown in Fig. 5.5. Dotted and dot-dashed curves show the
improved [(m;R) = (4; 0:003)] dispersion relations with 3-point and 11-point dierence
for the kinetic term, respectively. The one with 3-point + m = 4 (dotted curve in Fig.
5.6) is given by
2 =
1
a2
sin2(ka) (5.2.8)
+

m+
2R
a
[35  56 cos(ka) + 28 cos(2ka)  8 cos(3ka) + cos(4ka)]
2
;
and the other with 11-point + m = 4 (dot-dashed curve in Fig. 5.6) is given by
2 =
1
a2

5
3
sin(ka)  10
21
sin(2ka)
+
5
42
sin(3ka)  5
252
sin(4ka) +
1
630
sin(5ka)
2
(5.2.9)
+

m+
2R
a
[35  56 cos(ka) + 28 cos(2ka)  8 cos(3ka) + cos(4ka)]
2
:
The dierence formula for the eighth derivative with m = 4 is given in Appendix D. It is
clear that with the improved (m > 1) Wilson term we can realize both good agreement to
the dispersion relation in the continuum limit and elimination of the spurious minimum
on the unphysical (high-momentum) side.
5.2.3 Dirac equation with a Wilson term
Here we solve the same 1-dimensional Dirac equation as in Sec. 5.1.2 with the inverse
Hamiltonian method and the Wilson fermion, and investigate the properties of energy
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Figure 5.6: Dispersion relations of the improved Wilson fermion compared to the exact
relation and the normal Wilson fermion. The parameters (m;R) are dened in Eq. (5.2.7).
spectrum and wave functions. In contrast to Sec. 5.1.2 we switch on the Wilson term.
Notice that the Wilson term is proportional to @2m (or p2m), where m = 1 corresponds
to the normal Wilson term, and m  2 to the improved ones (See Eq. (5.2.7)). We will
investigate how a change in the spectrum is inuenced by choice of dierence formula
for the Wilson term and of the value of m in Eq. (5.2.7). In Fig. 5.7 we compare
energy spectra of the Dirac equation with several dierent versions of the Wilson term.
The Wilson parameter is kept constant at R = 0:0005 in all the calculations. With the
Wilson term present, all the spurious states are shifted up by a similar amount. There is
a small improvement from 3-point (m = 1) to 11-point (m = 1). By setting m  2, the
shifts become signicantly larger and, for m = 4 (Wilson term / p8), all spurious states
are removed away to the continuum region for the present value of the Wilson parameter
R = 0:0005. In these cases with the Wilson term, wave functions and energy eigenvalues of
the physical states are also slightly modied. We show in Table 5.3 the physical spectrum
obtained with dierent versions of the Wilson term. As we can see from Table 5.3 and
Fig. 5.7, a high-order Wilson term with m  2 has much more eect on the spurious
states and much less eect on the physical states, as expected. With a Wilson term of
3-point (m = 1), energy dierences to the exact value (energies obtained by R = 0) are
order of 10 3 MeV. On the other hand, with a Wilson term of 9-point (m = 4) energy
dierences are as small as order 10 5 MeV. We will later discuss the modication on the
wave functions by the Wilson term.
Next we investigate change of the spectrum as a function of the Wilson parameter R.
In Fig. 5.8, we show the energy spectrum of the Dirac equation as functions of R. Fig.
5.8(a) is obtained by an ordinary Wilson term (m = 1) computed with 3-point formula.
The kinetic term is also approximated by 3-point formula in this case. Fig. 5.8(b) shows
the result obtained with an high-order Wilson term (m = 4) computed by 9-point formula.
The kinetic term is computed by 11-point formula. We can see that the energy shifts of
the unphysical states is proportional to the Wilson parameter R both in Fig. 5.8(a) and
5.8(b). In the case of m = 1, all the unphysical state are pushed up to the continuum
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3-point
Figure 5.7: Energy spectra of the same Dirac equation with Fig. 5.4 with the Wilson term
obtained by several dierent dierence formula for the Wilson term and dierent values of
m. The Wilson parameter is taken to be R = 0:0005 for all calculations with the Wilson
term. The kinetic term in the Hamiltonian is approximated by the 3-point formula. The
open circles and the crosses correspond to physical and spurious states, respectively.
Table 5.3: Spectra of the physical states obtained by several dierent versions of the
Wilson term. Single-particle energies are shown in MeV. The Wilson parameter is taken
to be R = 0:0005 for all calculations. The kinetic term is computed by 3-point formula.
R = 0 3-point 11-point 5-point 7-point 9-point
(m = 1) (m = 1) (m = 2) (m = 3) (m = 4)
 65:89515  65:89418  65:89419  65:89514  65:89515  65:89515
 52:17647  52:17306  52:17306  52:17645  52:17647  52:17647
 34:48731  34:48101  34:48101  34:48725  34:48731  34:48731
 16:65951  16:65122  16:65123  16:65940  16:65950  16:65951
 2:95954  2:95297  2:95299  2:95940  2:95949  2:95947
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Figure 5.8: Energy spectra of the Dirac equation as functions of the Wilson parameter R.
The blue solid lines and the red dashed lines correspond to physical and spurious states,
respectively. The left panel (a) shows the case of a normal Wilson term (m = 1) with
3-point formula both for the kinetic and the Wilson terms. The right panel (b) shows the
result obtained with 11-point formula for the kinetic term and an high-order Wilson term
(m = 4) computed by 9-point formula.
region around R = 0:008, while they are all pushed up to continuum already around
R = 0:0001. The high-order Wilson term is much more powerful than the normal one.
Finally, we investigate the wave functions. In Fig. 5.9 we show comparisons of the
wave functions of the lowest single-particle state obtained with the Wilson term to the
exact ones. The left panel (a) shows the case of a normal Wilson term (m = 1 and
R = 0:01) with 3-point formula. The right panel (b) shows the result obtained with an
high-order Wilson term (m = 4 and R = 0:00015) computed by 9-point formula. In both
cases the kinetic term is approximated by 11-point formula. The exact wave functions
are obtained by solving the equation without the Wilson term. In both cases all bound
spurious states have gone away to the continuum region for the values of R taken in these
calculations. The energies of the state with a Wilson term is  =  65:8918 MeV and
 =  65:8726 MeV for the case (a) and (b), respectively, which are to be compared to the
exact energy  =  65:8918 MeV (with 11-point formula for the kinetic term). Although
the energies coincide between (a) and (b) within only three digits, the dierence in wave
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Figure 5.9: Comparisons of the wave functions obtained with the Wilson term to the
exact ones. Wave functions of the lowest single-particle state are shown. The exact
wave functions are shown by solid lines, whereas the ones obtained with the Wilson term
are shown by dashed lines. The left panel (a) shows the case of a normal Wilson term
(m = 1 and R = 0:01) computed by 3-point formula. The right panel (b) shows the
result obtained with an high-order Wilson term (m = 4 and R = 0:00015) computed by
9-point formula. In both cases the kinetic term is approximated by 11-point formula.
The exact wave functions are obtained by solving the equation without the Wilson term.
The energies of the state with a Wilson term is  =  65:8918 MeV and  =  65:8726
MeV for the case (a) and (b), respectively, which are to be compared to the exact energy
 =  65:8918 MeV.
functions are almost invisible in the scale shown in Figs. 5.9(a) and 5.9(b). In order
to evaluate the discrepancy in wave functions, we can compute the overlap probability
jh exj Wij2, where  ex is the exact wave function and  W is the one obtained with the
Wilson term. The values are almost exactly 1 to the double-precision for both cases (a)
and (b).
The properties of the Wilson fermion and spectrum of the spurious states are summa-
rized as follows.
 Without the Wilson term, there are pairs of degenerate physical and unphysical
states if the rst derivative in the kinetic term is approximated by 3-point formula.
When more accurate dierence formula is used to compute the kinetic term, the
degeneracies are resolved: the spurious state are pushed upwards while the physical
ones stay unchanged. However, energy shifts of the unphysical states are not enough
to remove all of them up to the continuum.
 By switching the Wilson term on, the spurious states are moved upwards all by a
similar amount of energy. The energy shifts are nearly proportional to the Wilson
parameter R.
5.2. WILSON FERMION AND ITS IMPROVEMENT 67
 An improvement on dierence formula used in the Wilson term, for a given value of
m (power of p2), does not signicantly make the shifts of unphysical states larger.
On the other hand, an increase of m drastically makes the shifts of the spurious
states larger and the shifts of the physical states smaller. Thus a Wilson term with
m  2 has more eect on the spurious states and less eect on the physical states.
 Solutions obtained with the high-order Wilson fermion are close to the exact solution
to sucient accuracy both in the energy eigenvalues and in the wave functions.

Chapter 6
Convergence Check
In this chapter, we apply our inverse Hamiltonian method and Wilson fermion to several
problems, and investigate validity of our method. We will begin with Dirac equations
with a given potential (Sec. 6.1). In Sec. 6.2, we perform self-consistent relativistic point-
coupling model calculations for atomic nuclei. These are relativistic density functional
calculations realized on 3-dimensional coordinate space for the rst time.
6.1 Dirac equations with a given potential
In this section, we check the numerical performance of our method in 3-dimensional
calculation and to see how accurate the solutions with the high-order Wilson fermion are.
Here we solve a Dirac equation in 3-dimensional space
[ i r+ V (r) + (m+ S(r)) m] (r) =  (r); (6.1.1)
where
 =

0 
 0

;  =

I 0
0  I

: (6.1.2)
 is the Pauli matrices and I is 2 2 identity matrix. The potentials V (r) and S(r) are
taken to be spherical Woods-Saxon form,
V (r) + S(r)  U(r) = U0
1 + e(r RU )=aU
; and
V (r)  S(r)  W (r) = W0
1 + e(r RW )=aW
; (6.1.3)
for which we take the same parameters as given in Table 5.1.
We solve this Dirac equation in the 3-dimensional coordinate space. We take mesh
points on uniform cubic lattice. Let mesh size be a and the number of mesh points be Nx,
Ny, and Nz, respectively in x; y, and z direction. The (i; j; k)-th mesh point in (x; y; z)
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Figure 6.1: Distribution and numbering of mesh points in 3-dimensional calculations.
Mesh points along y and z directions are taken in the same manner.
direction are taken at
xi = a

i  Nx   1
2

; i = 1; 2; : : : ; Nx (6.1.4)
yj = a

j   Ny   1
2

; j = 1; 2; : : : ; Ny (6.1.5)
zk = a

k   Nz   1
2

; k = 1; 2; : : : ; Nz: (6.1.6)
In Fig 6.1 we show the distribution and the numbering of mesh points in x direction.
The mesh points along y and z directions are taken in the same manner. Thus we have
NxNyNz mesh points in total. We discretize the Hamiltonian on the mesh points taken in
this way and solve it with the inverse Hamiltonian method and the Wilson fermion. As
in the 1-dimensional calculations we take the box boundary condition. Note that we can
solve problems not only with the spherical potential but also with arbitrarily deformed
potential.
On the other hand, when the potentials are spherically symmetric, the wave functions
take the form [139,140]
 (r) =
1
r

G(r)Y`jm(; )
iF (r)Y`0jm(; )

; (6.1.7)
where `0 = 2j   `, and Y`jm =
P
m0m00h`m0 12m00jjmiY`m0m00 with Y`m and m are the
spherical harmonics and the spin wave function, respectively. The Dirac equation of Eq.
(6.1.1) then reduces to the following coupled equations for radial wave functions
U(r)   d
dr
+ 
r
d
dr
+ 
r
W (r)  2m

G(r)
F (r)

= 

G(r)
F (r)

; (6.1.8)
where  = (j + 1=2) for j = `  1=2. This can be easily solved by the Runge-Kutta
method. We compare our solutions on 3-dimensional mesh with the exact solutions ob-
tained by solving Eq. (6.1.8).
As in the case of 1-dimensional case, we can get excited single-particle states by
orthonormalization. Note that the Hamiltonian in Eq. (6.1.1) has time-reversal invariance
since the potentials only depend on the coordinate and there is no time-odd component
in the Hamiltonian. Thus, if a state  i(r) is an eigenstate of the Hamiltonian, its time
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reversed state  i(r) is also an eigenstate which has the same eigenvalue as  i(r). The
time reversed wave function of a state i is given by [140]
 i(r) = i
13K i(r); (6.1.9)
where K is the complex conjugation. When we orhogonalize a wave function to that of a
state i in the orthonormalization, we also normalize it simultaneously to state i. In this
way the number of states to be explicitly calculated is halved.
Now we solve Eq. (6.1.1) with our method and compare the results with the exact
ones. We set N = Z = 8 in the Woods-Saxon potentials in Eq. (6.1.3). The parameters in
the inverse Hamiltonian method are taken to be W = U0 and T = 100 MeV. Inversion
of the Hamiltonian is performed by the Conjugate Residual (CR) method (See Appendix
C). 28 mesh points along each axis (283 mesh points in total) are taken with a mesh size
of a = 0:6 fm. The initial wave functions are given as the form
 (0)(r) = r`e r
2=b2
0@ Y`jm(; ) 0
0
 1A ; (6.1.10)
where b = 2:5 fm and 0 < m  j.
Results with the normal Wilson fermion
First we show the results obtained with a normal Wilson term, i.e., m = 1, R = 0:01.
In Fig. 6.2 we show the convergence of mean squared deviations of energy a as functions
of the number of iterations. In this calculation, 10 states are simultaneously evolved,
and each state corresponds to each line in Fig. 6.2. The speed of convergence depends
on the single-particle energy because of the factor 1 + T=(   W ). The one which
converges most quickly is the lowest 1s1=2 state while the slowest ones are 1d3=2 states,
which have the highest energy. The mean squared deviations of energy all converge to
small values, which indicates that the iterative solutions converge to the eigenstates of the
Hamiltonian. In Table 6.1 the energy eigenvalues and hp2i=2m obtained by our method
in comparison to the exact values, are summarized in the third and the fourth columns.
The energies obtained are well close to the exact ones. Their dierences are  0:1 MeV.
The expectation values of p2 are also similar, which indicates that the fermion doubling is
suppressed almost perfectly. Small splittings of the three states whose energies are nearly
equal to d5=2 are due to violation of rotational symmetry by lattice discretization
1. If
we take ner mesh, the splittings become smaller. The splitting is so small for the mesh
size taken in this calculation that it is not a problem and we can identify the states as
the j = 5=2 multiplet in the continuum limit. However, the overall discrepancies of 0.1
1By discretizing the space by cubic mesh, the rotational symmetry, SO(3), of the Hamiltonian given
in Eq. (6.1.1) is broken down to a discrete symmetry, Oh, of a cube (octahedron). Thus degenerate
eigenstates of the discretized Hamiltonian belongs to an irreducible representation of the group Oh. It
can be shown that O(3) half-integer spin multiplets with j  5=2 are reducible with respect to Oh and
those with j  3=2 are already irreducible. See Appendix E for detail.
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Figure 6.2: Convergences of the mean-squared deviations of energy in 3-dimensional cal-
culations. Parameters in the inverse Hamiltonian method are taken as T = 100 MeV
and W = U0.
MeV in single-particle energies may not be acceptable in practical calculations for atomic
nuclei. Thus we need a way to correct them. As we experienced in 1-dimensional case in
the previous section, energies may be corrected just by subtracting the expectation value
of the Wilson term from the energy eigenvalues of the Hamiltonian with the Wilson term,
i. e., we treat the Wilson term as the rst order perturbation:
0 =   W =  R
*
( )ma2m 1
3X
i=1
@2mi
+
(6.1.11)
On wave functions, we do not make a correction. In the fth and the sixth columns
in Table 6.1 are shown the energies so corrected. The agreement with the energies is
drastically improved with the correction, although they still have error of  0:01 MeV.
Notice that hp2i is unchanged by the correction since the wave function is unchanged.
Therefore we do not list it in Tables 6.1 (and 6.2).
Results with high-order Wilson fermion
Next we employ the high-order Wilson term. The energy eigenvalues obtained with the
high-order Wilson term, m = 4 and R = 0:0006, are shown in Table 6.2. In this case the
energy eigenvalues of the Hamiltonian with the Wilson term is much closer than in the
previous case with m = 1 to the exact energy eigenvalues due to the improvement on the
Wilson term. The agreement of hp2i=2m is also fairly well, which indicates that the wave
functions are also more accurate than the solutions with the normal Wilson term. After
the correction on the single-particle energy, their error is  0:0001 MeV, which may be
small enough for practical calculations.
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Table 6.1: Comparison of energy eigenvalues obtained by our 3-dimensional calculation
to the exact energies obtained by Runge-Kutta method. Expectation values of p2=2m are
also shown. In 3-dimensional calculation, parameters of the Wilson term are m = 1 and
R = 0:01. In the fth and sixth columns, energies corrected by the rst order perturbation
and mean-squared deviations of the original Hamiltonian without the Wilson term are
shown, respectively. All energies are given in unit of MeV, whereas values in the last
columns given in MeV2.
Exact inv. H with Wilson
without correction with correction
 p2=2m  p2=2m 0 hh2i   hhi2
1s1=2 :   43:18927 10:40  42:62272 10:23  43:18483 2:5 10 1
1p3=2 :   24:66482 17:63  23:71563 17:25  24:65562 4:9 10 1
 23:71563 17:25  24:65562 4:9 10 1
1p1=2 :   19:01942 16:39  18:15340 16:00  19:01033 4:6 10 1
1d5=2 :   7:52898 22:74  6:31674 22:92  7:50793 7:5 10 1
 6:31674 22:94  7:50857 7:5 10 1
 6:31673 22:94  7:50874 7:5 10 1
2s1=2 :   3:65962 13:97  2:90315 13:61  3:62394 1:0 100
1d3=2 :   1:27841 17:16  0:34638 16:85  1:24835 7:5 10 1
 0:34638 16:85  1:24835 7:5 10 1
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A pattern of degeneracies is the same as the one obtained with the normal Wilson
term: the states with j  3=2 are degenerate but the state with j = 5=2 split. Here let
us mention the relation between the symmetry of the high-order Wilson term and this
pattern of the spectrum. A high-order Wilson term,
( )ma2m 1R
3X
i=1
@2mi (6.1.12)
with m  2 explicitly violates the rotational symmetry. It leads to violation of the
degeneracies due to the SO(3) symmetry, which is possessed by the Hamiltonian in the
continuum limit. (Of course the Wilson term vanishes in the continuum limit and so
it is only dened for nite mesh size a.) However, on lattice, the kinetic term and the
potential term as well as the Wilson term are discretized. Then the Wilson term violates
the rotational symmetry in the same way as the kinetic term for nite a, irrespective of the
value ofm. Therefore, a discretized Hamiltonian still has Oh symmetry even with a Wilson
term with m  2. From this fact we can conclude that no further splitting is induced by
a Wilson term and the pattern of level splitting is the same for all values of m. Of course
the size of splitting and level ordering may be changed. Even if potentials are deformed,
this conclusion holds since in this case the potential term do not have higher symmetry
than Oh. In any case the splitting is completely an artifact of discretization of space and
introduction of the high-order Wilson term. Thus one should take suciently small a
and R such that the eect is negligible. The results shown in this section demonstrate
that we can do it indeed. We will also discuss in Sec. 6.2 how much the hexadecapole
deformation of nucleus is aected by the symmetry breaking of discretization and the
high-order Wilson term.
To summarize this section, we have conrmed that our method can achieve a su-
cient accuracy for calculations for atomic nuclei not only in 1-dimensional but also in
3-dimensional calculations.
6.2 Self-consistent calculations
In this section we apply our methods to self-consistent mean-eld calculations with a
relativistic point coupling model on 3D lattice. We employ the relativistic point-coupling
model which has already been introduced in Ch. 3.
6.2.1 Initial set of wave functions
In the calculations performed in this thesis, the initial set of single-particle wave functions
are given by bound state solutions of a deformed Woods-Saxon potential,
V (r) + S(r)  U(r) = U0
1 + e(r RU (;))=aU
;
V (r)  S(r)  W (r) = W0
1 + e(r RW (;))=aW
; (6.2.1)
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Table 6.2: The same as Table. 6.1 but obtained with an inprovedWilson term. Parameters
of the Wilson term are m = 4 and R = 0:0006. All energies are given in unit of MeV,
whereas values in the last columns are MeV2.
Exact inv. H with Wilson
without correction with correction
 p2=2m  p2=2m  hh2i   hhi2
1s1=2 :   43:18927 10:40  43:18860 10:40  43:18925 3:4 10 4
1p3=2 :   24:66482 17:63  24:66282 17:63  24:66533 1:1 10 3
 24:66282 17:63  24:66533 1:1 10 3
1p1=2 :   19:01942 16:39  19:01820 16:39  19:02008 6:2 10 4
1d5=2 :   7:52898 22:74  7:52558 22:74  7:52982 1:2 10 3
 7:52438 22:73  7:53039 2:2 10 3
 7:52409 22:73  7:53053 2:4 10 3
2s1=2 :   3:65962 13:97  3:65789 13:97  3:66105 3:2 10 3
1d3=2 :   1:27841 17:16  1:27784 17:16  1:28034 4:6 10 3
 1:27784 17:16  1:28034 4:6 10 3
with
RU(; ) = RU

1 + 0(cos 0Y20() +
1p
2
sin 0[Y22(; ) + Y2; 2(; ))]

;(6.2.2)
and
RW (; ) = RW

1 + 0(cos 0Y20() +
1p
2
sin 0[Y22(; ) + Y2; 2(; ))]

:(6.2.3)
The parameters other than 0 and 0 are again taken from Ref. [132]. They are dierent
between proton and neutron. In Table 6.3 we summarize the parameters for proton as well
as the ones for neutron. 0 and 0 are the deformation parameters. 0 = 0 corresponds to
a spherical Woods-Saxon potential given in Eq. (6.1.3). When 0 6= 0 and 0 is a multiple
of 60, the potential is axially deformed. If 0 6= 0 and 0 is not a multiple of 60, the
potential shape is triaxially deformed. In order to prepare the initial wave functions, the
Dirac equation with the above deformed potential is solved on 3-dimensional mesh by our
numerical code used in the previous section.
In principle the initial potential can be anything, but it is better to have an initial
conguration which is likely to be the desired solution in order that the iterative solution
quickly converge to a self-consistent solution. For instance, if one wants a solution which
has some desired deformation, one may start with a potential (or density) which has a
similar deformation as the desired one.
If the initial conguration has certain symmetry, it is preserved during the self-
consistent iterations. Thus one has to be careful especially in 3D calculations like ours
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Table 6.3: Parameters in the Woods-Saxon potentials in Eq. (6.2.1) [132]. The values for
neutron have already been given in Table 5.1
U0 (MeV) W0 (MeV) RU (fm) RW (fm) aU (fm) aW (fm)
neutron  71:28(1  0:462N Z
A
)  11:12U0 1:233A1=3 1:144A1=3 0.614 0.648
proton  71:28(1 + 0:462N Z
A
)  11:12U0 1:250A1=3 1:144A1=3 0.612 0.647
whether there is any further symmetry breaking which leads to lower energy, or whether
a converged solution really corresponds to the ground state. It is also the case in in-
vestigation of ssion properties, in which various deformation degrees of freedom have
impacts on heights of ssion barriers and ssion paths. In order not to miss solutions
with broken symmetry, one may introduce some random uctuation in initial potential
or density as is done in [141]. Another possible way is to prepare Gaussian wave packets
for each single-particle wave function whose center is distributed randomly in space.
6.2.2 Convergence of result
In this section we examine the convergence of the result with respect to the box size L
and mesh size a, and check the validity of our strategy for self-consistent calculations. To
this end we consider, for a while, 16O nucleus without the Coulomb interaction. Later
on we switch on the Coulomb interaction and also examine 40Ca nucleus. We perform
calculations in a cubic box whose dimension is L = a(N   1) fm long, where N is the
number of mesh points taken along each direction. The kinetic term is at rst approxi-
mated by 11-point formula. The Wilson parameter is xed as (m;R) = (5; 0:00015) for
all calculations shown in this section. We examine two dierent boundary conditions,
i.e., the box boundary condition (BBC) and the periodic boundary condition (PBC). We
employ PC-F1 functional given in Ref. [84]. In order to ensure that the iterative solution
convergences to the self consistent one, we impose a severe condition, that is, we stop the
iteration when the dispersions of energy of all the occupied single-particle states becomes
less than 10 8 (MeV2).
Box size
First let us see the result as a function of the box size L. Fig. 6.3 shows convergence
of the total energy with respect to L. The open squares and crosses are results of BBC
and PBC, respectively. The red dashed lines connect energies, E, before correction for
the Wilson term, while the blue solid ones connect results after the correction, E   EW ,
where EW is the total expectation value of the Wilson term. Thus dierence between lines
of the two types means the total expectation value of the Wilson term. One sees that
with the both boundary conditions the result converges to a certain value as L increases.
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Figure 6.3: Convergence of the total binding energy of 16O nucleus with respect to the
box size L. The mesh size is xed as a = 0:8 fm. Coulomb interaction and center-of-
mass correction is not included. Open squares and crosses indicate results obtained with
periodic and box boundary conditions, respectively. Red dashed lines connect energies,
E, before correction for the Wilson term, while blue solid lines connect results after the
correction, E   EW , where EW is the total expectation value of the Wilson term.
Moreover, the two boundary conditions gives the same result for large L, as is expected.
From Fig. 6.3 L ' 15 fm provides a well converged results for 16O nucleus. However,
the two boundary conditions show quite dierent behavior at small L; a change of the
result wit respect to L obtained with PBC is much larger than that with BBC. This can
be understood as follows. With a small box size, there can be a spurious contribution
in the kinetic energy from the neighboring box, where an identical nucleus is considered
to exist, since the dierence formula for the kinetic energy makes reference to the region
outside the box around the boundary.
Fig. 6.4 shows the single-particle energies as functions of L. The symbols and line
types have the same meaning as in Fig. 6.3. We see that L ' 15 fm is suciently large
for the occupied states (1s1=2, 1p3=2, and 1p1=2) to well converge, while a larger box size is
required for convergence of the less bound single-particle states (1d5=2 and 2s1=2) whose
wave functions have a long tail.
Mesh size
Next we see the convergence with respect to the mesh size a. Here we x the box size
at L = (N   1) a ' 25 fm, which turned out to be large enough so that all the bound
single-particle energies seem to well converge. (N is the number of mesh points along
each direction. See Eq. 6.1.6.) We keep L as constant as possible by tuning the value
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Figure 6.4: Convergence of the single-particle energies in 16O nucleus with respect to the
box size L. The mesh size is xed as a = 0:8 fm. Coulomb interaction is not included.
The symbol and line types has the same meaning as Fig. 6.3. In each panel, the exact
single-particle energy obtained with the spherical code is represented by a black dotted
line.
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of N . Note that L ' 15 fm is sucient for a mean-eld calculation for 16O in which the
states up to 1p1=2 are occupied and the all above are completely empty. In Fig. 6.5, we
show the total binding energy of 16O obtained as a function of a. Again the symbols and
the line types indicate the same as in Figs. 6.3 and 6.4. In addition, the black dotted line
represents the exact value obtained with the spherical code, in which the Dirac equation
is solved by the Runge-Kutta method with the radial box of 20 fm radius. The total
energy converges to the exact value to quite a high accuracy as the mesh becomes ner.
Furthermore, the correction energy for the Wilson term becomes practically negligible for
a = 0:6 fm or less. This is because the Wilson term is proportional to a10 in this case and
vanishes in the continuum limit. Since the box size is large in this case there is nearly no
dierence between the two boundary conditions.
It is found that the total energy increases as a becomes smaller, which is opposite
to what one would expect from the variational principle in non-relativistic calculations.
This is not surprising nor mysterious since there is no variational principle for energy in
the relativistic calculations. A similar phenomenon has been observed in a relativistic
calculation with basis expansion [28]. In Ref. [28] it was found that the total binding
energy of a nucleus increases as the number of basis for the upper component of the Dirac
spinor is increased. This is due to a variational collapse discussed in Ref. [123]. If basis for
the lower component is increased by one, one state will be added to the negative energy
single-particle spectrum and it will \push upwards" all the states in the fermi sea. On
the other hand, if a basis for the upper component is added, a new state appears on the
top of the positive energy spectrum and it \push downwards" all the rest.
Fig. 6.6 shows the single-particle energies as functions of a. We observe that not only
the total energy but also single-particle energies also agree well with the exact results as
a decreases. For L ' 25 fm, the two boundary conditions gives almost identical results
except for the least bound 2s1=2 state. For this weakly bound state there is still a nite
volume eect which leads to a dierence between the two boundary conditions.
Finite dierence formula for the kinetic term
Here we see the convergence and accuracy of the 3D code with several dierent dierence
formulas for the kinetic term. We take 40Ca as well as 16O as examples. The box size and
the mesh size for 16O is taken to be L = 15 fm, and a = 0:6 fm, respectively. For 40Ca,
a = 0:6 fm and L = 18:6 fm. The Coulomb interaction is now switched on. The Poisson
equation for the discretized Coulomb potential is solved within a larger numerical box.
The Poisson equation with 3-point dierence is detailed in Appendix F.2
In Table. 6.4 we show the results for 16O and 40Ca obtained with 7-, 9-, ..., 15-point
formulas for the kinetic term. The kinetic energy K, the nuclear part of potential energy
VN, the Coulomb energy VC, the center of mass energy ECM, and the root-mean-squared
radius rrms are compared to the exact values obtained with the spherical code. The total
binding energy is given by Etot = K + VN + VC   ECM. We see that, for the both nuclei,
each component of energy and the radius obtained with our 3D results converge to the
exact values with a few keV errors except for the Coulomb energy, VC. The Coulomb
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Figure 6.5: Convergence of the total binding energy of 16O nucleus with respect to the
mesh size a. The box size is kept L ' 25 fm for all mesh sizes. Coulomb interaction
and center-of-mass correction is not included. The symbol and line types has the same
meaning as Fig. 6.3. The black dotted line indicates the exact energy obtained with a
spherical code.
energy diers from the exact values by  100 keV. It can be seen from Table 6.4 that the
errors in the total binding energy predominantly come from the errors in VC. This error
is due to the poor approximation of the 3-point formula for the Laplacian in the Poisson
equation. The relatively large discrepancy in the Coulomb energy may be cured by taking
more accurate formula for approximating the Laplacian in the Poisson equation.
Accuracy of wave function
Finally we conrm that the wave functions calculated with the 3D code is as accurate as
the total and the single-particle energies. To this end we compare the total density of
16O nucleus obtained with the 3D code to that with the spherical code. The 3D result is
given with the box size of L = 25 fm, the mesh size a = 0:6 fm, and the 11-point formula
for the kinetic term, without the Coulomb interaction. This set up is the same as for the
results shown in Figs. 6.5 and 6.6.
We show in Fig. 6.7 a comparison of the density of 16O obtained with the two numerical
codes. The 3D code gives almost identical result to the spherical code. The data points of
3D result is denser at larger r because there are many mesh points with similar distance
from the origin for a large r. In Fig. 6.8 we make a similar comparison but the density is
shown in logarithmic scale. Notice also that the range of r is wider than in Fig. 6.7. We
can see that the 3D code yields quite an accurate result up to large r. This indicates the
advantage of real-space representation over HO basis representation in description of the
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Figure 6.6: Convergence of the single-particle energies in 16O nucleus with respect to the
mesh size a. Coulomb interaction is not included. The symbol and line types has the
same meaning as Fig. 6.3. In each panel, the exact single-particle energy obtained with
the spherical code is represented by a black dotted line.
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Table 6.4: Results for 16O and 40Ca with several dierence formulas for the kinetic term.
The kinetic energy K, nuclear part of the potential energy VN, Coulomb energy VC, center
of mass energy ECM, and root-mean-squared radius rrms are compared to their exact values
obtained by a spherical code. All energies are given in units of MeV, and the radius in
fm. For both nuclei the mesh size was taken to be a = 0:6 fm. The box size was set to be
L = 15 fm for 16O and L = 18:6 fm for 40Ca.
16O
K VN VC ECM Etot rrms
7-point 209:122  343:832 16:753 9:912  127:873 2:630
9-point 209:148  343:670 16:740 9:897  127:678 2:631
11-point 209:151  343:645 16:738 9:893  127:649 2:632
13-point 209:150  343:639 16:738 9:892  127:642 2:632
15-point 209:149  343:636 16:738 9:892  127:641 2:632
Exact 209:148  343:633 16:680 9:891  127:696 2:632
40Ca
K VN VC ECM Etot rrms
7-point 524:225  942:074 80:679 8:267  345:438 3:359
9-point 524:532  941:877 80:628 8:251  344:969 3:361
11-point 524:568  941:851 80:620 8:248  344:910 3:362
13-point 524:572  941:843 80:619 8:247  344:900 3:362
15-point 524:572  941:840 80:618 8:247  344:897 3:362
Exact 524:567  941:839 80:460 8:248  345:060 3:361
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Figure 6.7: Comparison between the results obtained with the 3D code and the spherical
code for the total density of 16O nucleus. The 3D result is obtained with the box size of
L = 25 fm, the mesh size a = 0:6 fm, and the 11-point formula for the kinetic term. The
Coulomb interaction is switched o. The solid line and the open circles show the densities
obtained with the spherical and the 3D codes, respectively.
asymptotic tail of a wave function.
6.2.3 Articial violation of the rotational symmetry
We also check the violation of spherical symmetry which may be caused by the lattice
discretization, the nite volume eect, or the explicit violation of rotational symmetry of
the k2m term with m  2. We take 16O nucleus in a cubic box again as an example. The
Coulomb interaction is switched o.
Since the ground state of the doubly closed 16O nucleus is spherical, all the defor-
mation parameters are expected to vanish. However, in our 3D calculations, there are
several articial defects which may distort the spherical shape. The lattice discretization
and nite dierence approximation for the derivatives violate the rotational symmetry as
discussed in Sec. 6.1. The anisotropic boundary of a cubic box may also aect the nuclear
shape if the box size is not large enough. Furthermore, the k2m term with m  2 explic-
itly violates the rotational symmetry. All of them violate the rotational symmetry SO(3)
down to Oh (for a cubic box), and it is expected that they induce spurious hexadecapole
deformation. Therefore, we investigate in particular the hexadecapole deformations.
Indeed, we have found that 40 and 44 in Eq. (2.4.22) have small but nite values
whereas all the others are almost zero (less than 5  10 5, more precisely) in the self-
consistent solutions. In Table 6.5 is shown the hexadecapole deformation parameters 40
and 44 for
16O nucleus obtained with several dierent box sizes. The mesh size is kept to
be a = 0:8 fm. The deformations decrease as L increases and converges to a small value
which is practically negligible. The decrease is due to a reduction of the nite volume
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Figure 6.8: A similar comparison as Fig. 6.7, but shown with the logarithmic scale for
the density. Data for the 3D result have been thinned out.
eect which distorts the nucleus by the anisotropic boundary condition. The nite values
which still remain at large L are attributed to the discretization error and the eect of
the k2m term.
In Table 6.6, we show the hexadecapole deformation parameters as a function of the
mesh size a. The box size is kept to be a large value L ' 25 fm. We see that the
deformation becomes smaller as a decreases, i.e., as it approaches the continuum limit
where the discretization error and the eect of the k2m term vanish.
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Table 6.5: Hexadecapole deformation parameters 40 and 44 for
16O nucleus obtained
with several dierent box sizes. The mesh size is kept at a = 0:8 fm. For all calculations
quadrupole, octupole, and the other components of hexadecapole deformations (4m with
m = 1; 2; 3; 4) are zero.
L (fm) 40 44
8:8  0:0226  0:0191
10:4  0:0098  0:0083
13:6  0:0018  0:0015
15:2  0:0007  0:0006
16:8  0:0005  0:0004
18:4  0:0004  0:0003
20:0  0:0003  0:0003
21:6  0:0003  0:0003
23:2  0:0003  0:0003
24:8  0:0003  0:0003
Table 6.6: Hexadecapole deformation parameters 40 and 44 for
16O nucleus obtained
with several dierent mesh sizes. The box size is kept at L ' 25 fm.
a (fm) 40 44
1:0  0:0025  0:0021
0:8  0:0003  0:0003
0:6  0:0001  0:0001
0:4 0:0000 0:0000

Chapter 7
Applications to Deformed Nuclei
In this chapter we apply our method to deformed nuclei. First, in Sec. 7.1, we show that
our method indeed works for deformed nuclei and deformation constrained calculations.
Next we present in Sec. 7.2 the results of an application of our 3D code to the discussion
of a possibility of octupole deformations in N = Z ' 40 nuclei, for which static octupole
deformation was predicted in the previous calculations based on Skyrme Hartree-Fock.
7.1 Deformation constrained calculations
In the previous chapter we have seen that our method are able to give accurate solutions
for relativistic self-consistent calculations in the 3D coordinate space representation with-
out the problems of variational collapse and fermion doubling. Now we apply the method
to deformation constrained calculations. Such calculations are important for discussions
of deformation properties and ssion properties of nuclei. They will also be used as inputs
for investigation of spectroscopic properties of nuclei with the quantum number projec-
tions and the generator coordinate method (GCM) or Bohr's ve-dimensional collective
Hamiltonian (5DCH) taking into account the quantum uctuation of shape degrees of
freedom [66,80].
We rst calculate the potential energy surfaces (PES) of 24Mg and 28Si on the (; )
deformation plane and the potential energy curve (PEC) of 8Be as a function of . 24Mg
and 28Si have prolate and oblate shapes, respectively in their ground state. In particular,
28Si is a typical oblate nucleus which has the oblate magic number N = Z = 14 appearing
in the Nilsson diagram [66]. 8Be is considered to have a well pronounced two  cluster
structure. We expect that the cluster structure will more and more developed as the
deformation of 8Be is constrained at larger value. Thus 8Be is the lightest nucleus which
is expect to ssion into two fragments and to show a cluster structure.
7.1.1 Potential energy surfaces on (; ) plane in 24Mg and 28Si
First we calculate the ground state of 24Mg and 28Si nuclei. The calculations with the 3D
code indicate that they are axially deformed in their ground state. In Tables 7.1 and 7.2
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we summarize the bulk properties and the neutron single-particle energies, respectively,
in the ground states of the two nuclei in comparison to the results obtained by basis
expansion method. In these calculations we set the mesh size as a = 0:8 fm and the
number of mesh points as Nx = Ny = Nz = 20. The results obtained with the mesh
size a = 0:6 fm and the number of mesh points Nx = Ny = Nz = 26 are also shown.
The results of HO basis are calculated by expanding the single-particle wave functions
with the eigenstates of a spherical harmonic oscillator up to 14 major shells. We see that
the 3D results agree reasonably well with the HO results within a error of  0:1 MeV in
the total energy. Both in the bulk properties and the single-particle energies, the result
a = 0:6 fm agree better than a = 0:8 fm. We have also tried calculation with a = 0:5
fm and Nx = Ny = Nz = 30, but the slight changes in the total energy ( 0:01 MeV)
and the single-particle energies ( 0:001 MeV) from those obtained with a = 0:6 fm do
not further improve the agreement to the HO results. The small deviation from the HO
results which still remains with a = 0:6 fm is probably due to the error in the Coulomb
energy observed in the previous chapter or the truncation error in the HO basis.
The measured binding energies of 24Mg and 28Si are  198:26 MeV and  236:54 MeV,
respectively, which are signicantly underestimated by an order of MeV in the present
mean-eld results with the PC-F1 interaction both for 3D and HO calculations. This
underestimation might be partially attributed to the dynamical correlation energy [142].
This is the beyond-mean-eld eect associated with the rotational and vibrational de-
grees of freedom which could be taken into account with GCM and angular momentum
projection (AMP). In Ref [142], it is shown with a CDFT interaction PC-PK1 [85] that
the rotational correction energy associated with AMP dominates the dynamical correla-
tion energy, and the rotational correction energy varies between 1.5 MeV and 3 MeV for
well-deformed nuclei to improve the agreement between calculated and measured nuclear
masses. Thus we could expect that the agreement to the experimental masses of the
present calculations can also be improved by taking into account these corrections.
Next we constrain the quadrupole deformations (; ) and obtain the PES of the two
nuclei. In the deformation constrained calculations we set the mesh size to be a = 0:8
fm and the number of mesh points Nx = Ny = Nz = 20 as in the ground state. They
are shown in Fig. 7.1. We see a minimum on the axial prolate side and oblate side in
the PES of 24Mg and 28Si, respectively, which corresponds to the ground state shown in
Tables 7.1 and 7.2.
7.1.2 Large deformation and cluster structure in 8Be
Next we show the results for the 8Be nucleus. The nucleus in reality is not bound and
is considered to be a resonance state of two  particles. However, in the mean-eld
calculations, the ground state of the nucleus is obtained as a bound state since the relative
motion of two  particles are not explicitly considered.
Calculations with a constraint on  is performed up to a large deformation of  = 5:4,
where the nucleus is well fragmented into two  clusters. The triaxiality parameter  is
kept to be 0. For this nucleus we set a = 0:8 fm and take (Nx; Ny; Nz) = (16; 16; 22) for
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Table 7.1: Comparisons of neutron single-particle energies in the ground states of 24Mg
and 28Si nuclei between the results obtained with our 3D code and the harmonic oscillator
(HO) basis expansion. The 3D results are obtained with mesh size of a = 0:8 fm and
0.6 fm. The HO results are obtained with basis up to 14th HO major shells. Quantum
number jKj denotes the absolute value of the projection of the total angular momentum
and the parity of the single-particle states. Energies are given in unit of MeV. The results
with basis are provided by Prof. J. M. Yao.
24Mg 28Si
3D HO basis 3D HO basis
a = 0:8 fm a = 0:6 fm Nsh = 14 a = 0:8 fm a = 0:6 fm Nsh = 14
EB (MeV)  193:73  193:52  193:49  231:78  231:53  231:48
(; ) (0:516; 0) (0:518; 0) (0:517; 0) (0:366; 60) (0:366; 60) (0:366; 60)
hr2i (fm) 2:975 2:978 2:979 3:058 3:061 3:062
Table 7.2: Comparisons of neutron single-particle energies in the ground states of 24Mg
and 28Si nuclei between the results obtained with our 3D code and the harmonic oscillator
(HO) basis expansion. The 3D results are obtained with mesh size of a = 0:8 fm and
0:6 fm. The HO results are obtained with basis up to 14th HO major shells. Quantum
number jKj denotes the absolute value of the projection of the total angular momentum
and the parity of the single-particle states. Energies are given in unit of MeV. The results
with basis are provided by Prof. J. M. Yao.
24Mg 28Si
3D HO basis 3D HO basis
jKj a = 0:8 fm a = 0:6 fm Nsh = 14 jKj a = 0:8 fm a = 0:6 fm Nsh = 14
1
2
+  48:45  48:36  48:35 1
2
+  51:82  51:73  51:73
1
2
   34:68  34:60  34:58 3
2
   35:02  34:96  34:96
3
2
   26:10  26:05  26:04 1
2
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1
2
   20:62  20:62  20:63 1
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2
+  18:00  17:96  17:93 5
2
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3
2
+  14:05  14:01  14:00 3
2
+  16:45  16:42  16:40
{ { { { 1
2
+  16:00  15:97  15:93
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Figure 7.1: The potential energy surfaces of 24Mg (left) and 28Si (right) on the (; ) plane.
An absolute minimum on the plane corresponds to the ground state of the nucleus.
  1:0, (16; 16; 28) for 1:0 <   2:0, and (14; 14; 36) for 2:2  . The number of mesh
points are changed because the shape of nuclei is more and more elongated as  becomes
larger, and accordingly, longer box is needed to cover the system. In Fig. 7.2 is shown the
PEC of 8Be as a function of . The red open squares shows the results obtained with our
3D code. The results with HO basis with Nsh = 10, 12 and 14 are also shown with the
magenta, blue, and green solid squares are also shown for comparison. The sub panels
shown on the top of Fig. 7.2 are the slice of the matter density distributions on the plane
which includes the symmetry axis at various values of .
The mean-eld ground-state deformation, which corresponds to the minimum of the
PEC, is  = 1:28. The ground-state density is drawn on the second panel from the left,
which shows an obscure two  structure. As the deformation becomes larger, the two
 cluster structure is more and more developed, and at  = 4:2, the nucleus is almost
completely separated into two  clusters.
In Fig. 7.3, we show the dierence of the total binding energy between our 3D results
and the HO results, EHO E3D, as a function of Nsh. The dierences at  = 1:2,  = 3:0,
and  = 5:1 are shown with the solid squares, the open squares, and the open circles,
respectively. One can see that the HO results approach the 3D results as Nsh becomes
larger at all the values of deformation shown in Fig. 7.3, but they are not completely
convergent with Nsh = 14 for the larger deformation.
The comparison of the results between 3D and HO basis evidently shows an advantage
of the 3D calculations for deformed nuclei. At smaller deformation the 3D and HO results
well agree with each other. However, the results with basis deviate from the 3D results
at larger deformation. Moreover, for a xed deformation, the results with basis shows a
convergence towards our 3D results as the basis set is enlarged, as seen in Fig. 7.3. This
implies that, in the present setup, the 3D code gives better solutions at large deformation,
and that the truncation of the basis at Nsh = 10 is not enough to get a good solution. An
optimization of the basis parameter or the relaxation of the basis truncation is needed.
The optimization process is much more complicated when many shape degrees of freedom
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are involved such as a ssion process in a heavy element [27, 28]. In such a case, the
accuracy of the solution depends on the several deformation parameters of the solution,
as is observed in Fig. 7.2, and the optimization should be done in a multi-dimensional
parameter space. On the other hand, in the 3D calculation, the optimization of the lattice
parameters, the mesh size and the box size, is much simpler since there is only two free
parameters and the accuracy does not depend on the deformation as long as the box size
is large enough to cover the size of the system.
7.2 Applications: octupole deformations of N = Z =
30  40 nuclei
In the previous chapter and the preceding sections in this chapter, we have shown the
benchmark tests of our 3D code, and we have found that our code gives an accurate
solutions both for spherical and deformed nuclei. Here we show an application of our 3D
code giving a new results, which are not easy to obtain with existing methods. To this end
we investigate a possibility of octupole deformations in N = Z = 30 40 nuclei, for which
octupole deformation is expected due to the octupole correlations [30, 33{35]. However,
in experiments no sign of octupole deformation, i.e., the negative parity bands [30], is
observed for these two nuclei [67, 68]. Thus it is important to study the possibility of
octupole deformations in those nuclei with another interaction and clarify whether the
conclusions in Refs. [33{35] holds independently to the nucleon-nucleon interaction. Note
that with our code we are able to describe any kind of octupole deformations including
the non-axial ones as well as the axial one without any additional computational cost.
Especially, the tetrahedral (Y32) deformation is of particular interest since a strong
shell eect is expected due to the high degeneracies in single-particle states with the
tetrahedral deformation [36, 37]. With the spherical symmetry, the \magnetic" (2j + 1)-
fold degeneracies together with the strong spin-orbit interaction produce shell gaps at the
well-known magic numbers. Once a nucleus is deformed, in general, an SO(3) multiplet
splits into several levels whose degeneracies are determined from the symmetry of nuclear
shape. In most of possible deformations including the axially symmetric ones, degenera-
cies surviving are only two-fold, the Kramers degeneracy [143] due to the time reversal
symmetry. The size of level splittings becomes larger as the nucleus becomes deformed,
that is, the shell structure becomes more and more vague. In this respect, the tetrahedral
deformation is special since it yields degeneracies more than the Kramers degeneracy. A
tetrahedral shape is invariant under the transformations of the point group Td, which
has two two-dimensional and one four-dimensional irreducible representations [26] (see
also Appendix E). The four-dimensional representation yields four-fold degeneracies in
the single-particle spectrum. This leads to bunching of single-particle states and rather
large shell gaps, which result to stability of the tetrahedral deformation1. Figs. 7.4(a) and
1From the same group theoretical consideration, another type of exotic symmetry, octahedral defor-
mation, is also expected to have enhanced shell eect [38]. In fact, apart from the spherical symmetry,
only tetrahedral, octahedral, and icosahedral symmetries produce the single-particle degeneracies higher
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β = 0.2 β = 1.3 (g.s.) β = 4.2β = 2.6
Figure 7.2: The potential energy surface of 8Be as a function of the quadrupole deforma-
tion . All the solutions are axially symmetric, that is,  = 0. The red open squares
connected by a line show the results obtained with our 3D code. The solid squares are the
results obtained with the HO basis expansion. The magenta, blue, and green correspond
to the results with 10, 12, and 14 major HO shells, respectively. The four sub panels on
the top are the slices of the matter density distributions on a plane including the symme-
try axis at  = 0:2, 1.3 (the ground state), 2.6, and 4.2, from the left to right. Each side
of the panels is 10 fm long. The results with basis are provided by Ms. H. Mei.
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Figure 7.3: The dierence EHO  E3D of the total binding energy between our 3D results
and the HO results as a function of Nsh. The dierences at  = 1:2,  = 3:0, and  = 5:1
are shown with the solid squares, the open squares, and the open circles, respectively.
The results with basis are provided by Ms. H. Mei.
7.4(b) show the single-particle spectra of deformed Woods-Saxon potentials as functions
of Y32 (tetrahedral) and Y31 deformations, respectively. 32 = 0 (31 = 0) corresponds
to the spherical shape. One can see the well pronounced shell gaps with the tetrahedral
deformation. On the other hand, no such large gap is developed with the Y31 deformation.
Note that the symmetry of Y31 deformation, C2v, has only one two-dimensional irreducible
representation [26], which implies that all the single-particle levels are two-fold degenerate
and repel one another due to the no-crossing rule. This explains why the levels tend to-
ward equidistant distribution as 31 increases in Fig. 7.4(b). Among \tetrahedral magic"
numbers the predicted in Ref. [37] are Z = 40 and N = 40. The 80Zr nucleus is thus
predicted to be doubly magic with respected to the tetrahedral deformation.
Here we briey mention to experimental observation to detect tetrahedral symmetries.
With a group theoretical consideration (See Refs. [145,146] and Appendix E), a rotational
band built on such doubly-closed-shell conguration of the tetrahedral symmetry is ex-
pected to have a sequence of spin-parity as
0; 3 ; 4+; 6; 7 ; 8+; 9; 10; : : : (7.2.1)
The characteristic feature of the spectrum is that states of spin I = 1; 2, and 5 are missing
in the doubly magic tetrahedral band [146]. Possible spin-parities and electric transitions
of general tetrahedral rotor is discussed in Ref. [145]. Although experimental data for
than two [26, 144]. These high degeneracies reect rather high symmetries of those isotropic shapes
of tetrahedron, octahedron, and icosahedron. Although the icosahedral group, which has the highest
symmetry, has a six-dimensional irreducible representation, it generates regular shapes too close to the
spherical one to be of interest in the nuclear physics applications [144]. See Appendix E for details.
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the doubly magic 80Zr are rather poor and no sign of tetrahedral deformation is found,
the observed ground state rotational band suggests the presence of a large quadrupole
deformation in this nucleus [147, 148]. Heavier A ' 160 systems which are predicted
theoretically to have tetrahedral deformations [38] have also been measured, but it was
concluded that they are unlikely to have the tetrahedral shape [149, 150]. More recently,
Sumikama et al. [151] have discussed the possibility of tetrahedral deformation in an
isomer they have observed in 108Zr, although more data are required to conrm whether
the isomer has a tetrahedral shape or not. So far, no experimental evidence of tetrahedral
deformation has been found.
We here study two nuclei, 68Se and 80Zr, allowing the full octupole deformation.
These nuclei have been studied with non-relativistic Skyrme Hartree-Fock + BCS [33]
and Skyrme Hartree-Fock-Bogoliubov [35] calculations. The predictions given by the two
models are similar to each other; the oblate ground state of 68Se is extremely soft against
Y33 (triangular) deformation and slightly deformed into the triangular shape in the ground
state, on the other side, the local minimum at  = 0 of 80Zr is extremely soft against Y32
(tetrahedral) deformation and it has the tetrahedral shape.
In the present calculations, we set a = 0:8 fm and Nx = Ny = Nz = 24, and we use
PC-F1 interaction as in the preceding sections. In Table 7.3 we show the quadrupole
deformation parameters of at the local minima of 68Se and 80Zr without any octupole de-
formations obtained with the present 3D calculations. To obtain this result, we start the
self-consistent iterations without octupole deformation, that is, the octupole deformed
solutions have been excluded. We do not nd another minimum than those shown in
the table either on the prolate nor the oblate sides. Although we have also tried to per-
form quadrupole constraint calculations, some numerical instability prevented the stable
convergence of the solution for both of the nuclei2.
Next we explore the possibility of the octupole deformations of the two nuclei by
performing the self-consistent iterations starting from the three solutions shown in Table
7.3, giving an additional octupole distortion on the initial mean-eld potential. Notice
that the might not be the minimum with respect to the octupole deformation. In Refs.
[33, 35], an triangular deformation was observed in the oblate ground state of 68Se and a
tetrahedral deformation superposed on the spherical shape is observed in a local minimum
of 80Zr.
As the result, we did not nd an octupole minimum around the oblate minimum of
68Se, which is dierent from the non-relativistic calculations in Refs. [33, 35]. We have
conrmed that the solution converges to the reection-symmetric solution (no octupole
2 We suspect that the origin of the numerical instability is single-particle level crossings around
the fermi level occurring more frequently in heavier nuclei as compared to the lighter nuclei examined
in the preceding sections. In the mean-eld level calculations, the occupation probabilities of single-
particle states are given by a step function (  F ), where F is the fermi energy, of the single-particle
energy. When two single-particle levels cross around the desired deformation parameter, the single-
particle conguration jumps between the two during the self-consistent iterations to prevent the iteration
from a convergence. In order to get rid of the instability we probably need to take into account the
pairing correlation so that the occupation probability of the single-particle levels around the fermi energy
is somewhat smeared because of scatterings of the Cooper pairs over the fermi level.
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(a)
(b)
Figure 7.4: Single-particle spectra of deformed Woods-Saxon potentials with (a) Y32
(tetrahedral) and (b) Y31 deformations. The Nilsson quantum numbers indicate the
strongest Nilsson basis at the extremes of the deformation axis. The numbers in front of
the Nilsson quantum numbers give the expectation values of parity (100). The gure is
taken from Ref. [37].
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Table 7.3: Local minima of 68Se and 80Zr without any octupole deformations obtained
with the present 3D calculations. For 68Se, the relative energy of the minima with respect
to the oblate minimum is shown. The quadrupole deformation parameters are also shown.
The solutions are classied into three groups, spherical, prolate, and oblate, according to
their deformation parameters.
Spherical Prolate Oblate
68Se | 1:07 MeV 0:0 MeV
(; ) = (0:25; 0) (; ) = (0:27; 60)
80Zr 0:0 MeV | |
 = 0:0
deformation) even if we tried starting with all kind of the octupole distortions 3m. The
prolate solution of 68Se does not either have an octupole deformation. This is consistent
with the non-relativistic results in Refs [33,35].
On the other hand, for 80Zr, we found two octupole minima with Y32 (tetrahedral) and
Y30 deformation, respectively. In Table 7.4 the octupole deformations, the energy gains
with respect to the pure spherical shape of the two minima are shown. The one with the
tetrahedral shape has a lower energy than the other with the axial octupole deformation,
which is consistent with the results obtained in Refs. [33,35].
In Fig. 7.5 , we show the change of the neutron single-particle energies around the
fermi level (2p1=2) at 32 = 0 and 32 = 0:18. One observes that the gap at N = 40
between 1g9=2 and 2p1=2 levels of the spherical conguration becomes larger as the 32
deformation develops. The instability of the spherical shape of 80Zr against the tetrahedral
deformation is attributed to the shell eect. As 32 increases, because of the octupole
correlation between g9=2 and p3=2, the orbitals coming from 2p3=2 (and 2p1=2) are lowered
in energy while those from 1g9=2 rise up to enhance the shell gap. Similar shell eects
were observed also in Refs. [33, 35] for the spherical conguration of 80Zr.
Finally, in Figs. 7.6 and 7.7 are shown the matter density distributions of the 1st
solution with tetrahedral deformation, and in Fig. 7.8 are shown the matter density
distributions of the 2nd solution with Y30 deformation. In the density distribution of the
tetrahedral state on the xy-plane (z = 0 fm) shown in Fig. 7.6 (a) looks isotropic since
Y32(; ) is vanishing at  = 90
. If one takes a parallel slice at negative z [Fig. 7.7 (a)]
the distribution is compressed along x direction, on the other hand, if one takes another
slice at positive z [Fig. 7.7 (c)], the distribution is compressed along the other direction (y
direction). These together with Fig. 7.6 indicate that this state indeed has the tetrahedral
shape. On the other hand, from Fig. 7.8 showing the density of the 2nd state, we can see
that it has a shape like a cone with the z-axis the axis of symmetry.
In summary, we have found with the relativistic model that the spherical shape of
80Zr nucleus is unstable against the 32 deformation, which is consistent with the result
obtained with the non-relativistic calculations by Takami et al. [33] and by Yamagami et
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Table 7.4: The octupole minima found in 80Zr. The quadrupole deformation parameters
are  = 0 in the both solutions. The minimum denoted by \1st" has a tetrahedral shape,
and the other denoted by "2nd" has an axially symmetric octupole deformation. Only the
non-vanishing octupole deformation parameter in each minimum is shown in the second
column. The energy with respect to the spherical solution is shown in the last column.
Octpole deformation Energy
1st 32 = 0:18  0:66 MeV
2nd 30 = 0:14  0:40 MeV
-18
-17
-16
-15
-14
-13
-12
-11
-10
ε n
 
( M
e V
)
2p3/2
2p1/2
1g9/2
40
1f5/2
α32=0.0
spherical
α32=0.18
tetrahedral
Figure 7.5: The neutron single-particle energies at 32 = 0 (spherical) and 32 = 0:18
(tetrahedral minimum), which are obtained in the present calculations. The levels up to
1p1=2 at the spherical conguration are occupied, and those above are all empty. Pairs of
states which have large overlaps are connected by the dotted lines.
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Figure 7.6: The density distributions on (a) xy-, (b) yz-, and (c) zx-planes of the 1st
solution shown in Table 7.4 which has a tetrahedral shape. The quadrupole deformation
parameters are  = 0 and the octupole deformation parameters are 32 = 0:18 and
3m = 0 for m 6= 2.
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Figure 7.7: The density distributions as a function of x and y at (a) z =  2 fm, (b)
z = 0 fm, and (c) z = 2 fm of the 1st solution shown in Table 7.4. (b) is the same as Fig.
7.6 (a). The quadrupole deformation parameter is  = 0 and the octupole deformation
parameters are 32 = 0:18 and 3m = 0 for m 6= 2.
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Figure 7.8: The density distributions on (a) xy-, (b) yz-, and (c) zx-planes of the
2nd solution shown in Table 7.4 which has an axially symmetric octupole shape. The
quadrupole deformation parameters are  = 0 and the octupole deformation parameters
are 30 = 0:14 and 3m = 0 for m 6= 0.
al. [35]. Since the pairing correlation favors the spherical shape and it is not taken into
account in the present relativistic calculations, the same investigation with the pairing
correlation, where the pairing competes with the tetrahedral shell eect is also interesting.
The pairing correlation may also be necessary for numerical stability in deformation con-
strained calculations. In contrast, the triangular deformation in the oblate ground state
of 68Se, which was observed in Refs. [33,35] is not observed in the present calculation. In
any case, further study with deformation constrained calculation and with the pairing cor-
relation is still required in order to make more detailed comparison to the non-relativistic
results.

Chapter 8
Summary and Perspectives
In this thesis, we have developed a new code for relativistic mean-eld calculations. With
this code, for the rst time, we have realized density functional calculations based on the
relativistic mean-eld theory in the 3-dimensional coordinate space representation. We
have introduced the two dierent prescriptions and combined them to overcome the two
diculties, i.e., variational collapse and fermion doubling, which had prevented one from
carrying out a 3D coordinate space calculation with the covariant density functionals
for a long time. For the variational collapse, we have employed a method based on
the variational principle for the inverse of the single-particle Hamiltonian [129], and for
the fermion doubling, we have extended the method of Wilson fermion, which is widely
employed in lattice QCD calculations.
We have conrmed in Ch. 6 that our strategy gives accurate solutions for self-
consistent mean-eld calculations for light spherical nuclei with neither being suered
from the negative energy spectrum nor the spurious solutions of a discretized Dirac equa-
tion.
We have also performed in Sec. 7.1 the deformation constrained calculations and
showed that the 3D code gives correct result for light deformed nuclei as well as for spher-
ical ones. The results obtained here evidently showed the advantage of the calculations
on 3D lattice that the accuracy of the result is not much aected by the shape of the
solutions.
We have proceeded to the rst application of our code in Sec. 7.2 to studies of
the possible octupole deformations in N = Z nuclei, 68Se and 80Zr, and compared the
results with the ones obtained with the non-relativistic models in Refs. [33, 35]. The
authors of Refs. [33, 35] have predicted for these two nuclei that the oblate ground state
of 68Se is extremely soft against Y33 (triangular) deformation and slightly deformed into
the triangular shape in its ground state, and that the local minimum at  = 0 of 80Zr is
extremely soft against Y32 (tetrahedral) deformation and its deformation is the tetrahedral
shape.
For 68Se, we have obtained a result dierent from the non-relativistic calculations
showing that the position of the local minimum on the oblate side of this nucleus is
located at zero octupole deformations, whereas for 80Zr, we have found a similar result
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to the non-relativistic one, i.e., the local minimum at  = 0 of 80Zr is very soft against
the tetrahedral deformation and possesses a nite tetrahedral deformation. These results
indicate that the octupole deformation in these nuclei may be model dependent.
In order to discuss in more details the deformation properties of these nuclei, e.g., the
evolution of the single-particle shell structure or the softness (or stiness) of the nuclei
against the octupole deformations, we denitely need to perform constrained calculations.
Although we faced some numerical instability, we expect that it could be improved by
taking into account the pairing correlation. Thus one of our most important next task
is to implement the BCS approximation in our code so that we can obtain more detailed
result.
There are several ways to improve our code to make it more widely applicable to
various nuclear phenomena. These include:
 We should implement the pairing correlation in our code for discussion of open shell
nuclei. The BCS approximation is the rst to be tried. It may also be practically
important for a stability of convergence in the deformation constrained calculations.
The Hartree-Fock-Bogoliubov (HFB) theory, which treats the pairing correlation in
a unied way within the self-consistent mean-eld framework [66], is more robust
and appropriate for drip-line nuclei. Especially, the halo structure with deformation
in drip-line nuclei can be discussed if the HFB is introduced in our code.
We show in Appendix A an application of the inverse Hamiltonian method to an
HFB equation in the coordinate space representation.
 Constraints on the octupole and higher multipole deformations are important in
particular to investigate the exotic deformation and ssion properties.
 A relaxation of the time reversal symmetry assumed in the present version of the
code makes it possible to study, for instance, the ground states of odd-mass and
odd-odd nuclei [21], the collective vibrational excitations with RPA, and the high-
spin states with the cranked CDFT [21], all without an assumption of geometrical
symmetry, thus including exotic shapes or exotic excitation modes.
 The deformation properties of  hypernuclei can be calculated by adding the nucleon-
 interaction part into the code. We have developed a new relativistic N interac-
tion for this purpose as shown in Appendix B.
In more technical and practical aspects, the following improvements are also possible.
 Accelerating the inversion of the single-particle Hamiltonian is crucial. Since in-
version of Hamiltonian is the most time-consuming part of the code, the speed of
the code is dominated by the eciency of the inversion. Unfortunately, there is no
rmly promising way for the acceleration. The preconditioning techniques [133,152]
may be of help.
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 In order to save the computational cost, a reduction of the number of mesh points
is eective. The adaptive mesh points [153] is to be introduced. It is non-uniform
mesh points which is denser in the region inside and around the nuclear surface,
but sparser outside the nucleus, where wave functions are either almost vanishing or
quite at. This is a useful technique especially for weakly-bound systems, for which
a larger box size is required.
Another way to reduce the mesh points is to use a spherical numerical box instead
of a cubic box. Suppose we need a box of the size L. With a uniform cubic lattice,
the number of mesh points are proportional to the volume of the numerical box.
For a cubic box the volume is V = L3, whereas for a spherical box with diameter L,
V = 4
3
(L
2
)3. Thus, by taking only those points which are located inside a sphere of
the diameter L, the number of mesh points are reduced by factor of ' 0:52 compared
to that of a cubic box.
 A parallelization of the numerical code is a straightforward way to make it faster.
To summarize, we have realized for the rst time relativistic density functional calcu-
lations on 3D lattice. Despite the numerical instabilities we met for the medium heavy
nuclei, we emphasize that our new relativistic 3D code allows us to study arbitrary shape
of nuclei such as exotic deformations, halo structure, complicated shape of a ssioning
nucleus, or even a cluster structure without any restriction on the spatial symmetry and
without increase of the numerical cost. Therefore this work is an important step to drasti-
cally extend the exibility of the CDFT calculations. Our method can also be exported to
the eld of relativistic quantum chemistry, where one meets completely the same problems
as in the nuclear CDFT discussed in this thesis.
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Appendix A
Application of the Inverse
Hamiltonian Method to an HFB
Equation
In this appendix we show results of an application of our inverse Hamiltonian method
to an Hartree-Fock-Bogoliubov (HFB) equation in the coordinate space representation.
Since the spectrum of an HFB equation is neither bounded from the above nor below like
a Dirac equation, one is suered from the problem of variational collapse in solving it.
What is presented in this appendix is based on our published paper [154].
Pairing correlations between nucleons play an important role in open shell nuclei
[66,155]. Hartree-Fock-Bogoliubov (HFB) theory is a powerful method which treats these
correlations in a self-consistent way in the framework of a single generalized Slater deter-
minant of independent quasi-particles [66,156,157]. The method has been widely used in
recent years for the study of the structure of neutron rich nuclei far from stability up to
the neutron drip line, where the coupling to the continuum has an inuence.
The HFB equations are a set of coupled dierential equations [66],
h   
   h + 

U
V

= E

U
V

; (A.0.1)
where h is the mean-eld Hamiltonian,  is the chemical potential, and  is the pairing
eld. U and V are quasi-particle wave functions. Notice that, if (Uk; Vk)
T is a solution of
Eq. (A.0.1) with an eigenvalue Ek, (V

k ; U

k )
T is also an eigenstate with eigenvalue  Ek.
Because of this property, quasi-particle spectrum is symmetric with respect to E = 0,
that is, it has neither lower bound nor upper bound like Dirac equations (See Fig. A.1).
This inhibits a direct application of the imaginary time method to HFB, which has been
successfully employed in self-consistent mean eld calculations in the coordinate space
representation [49, 73]. That is, if the imaginary time evolution is naively applied, the
iterative solution inevitably dives into the quasi-particle negative continuum.
To avoid a variational collapse in HFB, the two-basis method has been introduced in
Ref. [57] where, in each step of the iteration, the HFB equations are solved by expansion
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Figure A.1: Spectra of (a) a quasi-particle Hamiltonian H itself and (b) the inverse of the
Hamiltonian 1=(H  W ).  is the chemical potential. The bound states of positive and
negative energies are indicated by solid and open circles, respectively. The continuum
states are represented by the thick solid lines. The energy shift W is taken between the
positive and negative spectra. The eigenvalues are labeled by an integer k such that
E k =  Ek and Ek > 0 for k > 0.
of the quasi-particle wave functions in a Hartree-Fock basis calculated by the imaginary
time method on a 3D mesh in the coordinate space. In Ref. [158] the HFB equation on a
3D mesh has been solved in the canonical basis.
We propose our inverse Hamiltonian method as another way to solve the HFB equation.
As a rst step we will show that an HFB equation with spherical mean-eld and pairing
potentials can be solved successfully without variational collapse.
When the mean-eld and pairing potentials are local and spherical, a quasi-particle
wave function is given by the form
 (r) =

U(r)Y`jm(; )
V (r)Y`jm(; )

(A.0.2)
The HFB equation in the coordinate space then reduces to the radial equation
h   (r)
(r)  h+ 

U(r)
V (r)

= E

U(r)
V (r)

; (A.0.3)
where the mean-eld Hamiltonian h is given as
h =   ~
2
2m
r2 + v(r): (A.0.4)
Following the authors of Refs. [159, 160], we use a phenomenological Woods-Saxon-type
potentials, which simulates medium-heavy neutron-rich nuclei around 84Ni, for the mean
eld and the pairing potentials. The potential v(r) in the mean eld Hamiltonian h and
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the paring potential (r) are thus taken as
v(r) = v0f(r) + v`s
1
r
df
dr
`  s; (A.0.5)
(r) = 0f(r); (A.0.6)
f(r) =
1
1 + e(r R0)=a
; (A.0.7)
with v0 =  38:5 MeV, v`s = 14 MeVfm2, R0 = 5:63 fm, and a = 0:66 fm [159,160]. The
strength of pairing potential 0 is determined so that the average pairing gap  dened
by [159]
 =
R1
0
r2dr (r)f(r)R1
0
r2dr f(r)
(A.0.8)
is equal to 1.0 MeV. The chemical potential  is xed to  =  0:5 MeV in the present
calculation. We solve Eq. (A.0.3) by discretizing the radial coordinate r with mesh size
r, and imposing the box boundary condition. The second derivative of  at the ith
mesh point is approximated by 3-point dierence formula.
Let us now apply the inverse Hamiltonian method and numerically solve the HFB
equation, Eq. (A.0.3). We also solve the equation exactly by directly diagonalizing the
coordinate space Hamiltonian. The parameters of the inverse Hamiltonian method are set
W = 0:1 MeV and T = 10 MeV. The excited states are also calculated simultaneously
by orthogonalizing a set of wave functions at every step of iteration. In order to invert
the Hamiltonian, We here employ an iterative method for linear systems, that is, the
conjugate gradient normal residual (CGNR) method [133]. This is one of the Krylov
subspace methods. CGNR solves a linear system Ax = b by applying the conjugate
gradient method to an equivalent system AyAx = Ayb. The radial coordinate is discretized
up to rmax = 30 fm with r = 0:1 fm. Initial quasi-particle wave functions are taken to
be a Gaussian form  
U
(0)
k (r)
V
(0)
k (r)
!
= Nk

r`+1e r
2=b2k
r`+1e r
2=b2k

; (A.0.9)
where ` is the orbital angular momentum and Nk is an appropriate normalizing constant.
The width parameter of the Gaussian bk is taken as bk = 2:0 1:05k 1 fm, (k = 1; 2; :::).
Let us rst discuss the convergence properties of the energy hHi and the expectation
value of the inverse of Hamiltonian h(H  W ) 1i for the lowest s1=2 quasi-particle state.
In Fig. A.2, we show the evolution of the two quantities as functions of the number of
iteration steps. As is observed in Ref. [131] for a Dirac equation, h(H  W ) 1i converges
monotonically up to a certain value as the iteration step increases. At the same time, hHi
converges to the lowest s1=2 eigenvalue, E = 0:424 MeV.
In Table A.1, we show quasi-particle energies and occupation probabilities v2k for the
three lowest s1=2 states in comparison with the exact values which are obtained by diag-
onalizing the Hamiltonian. The occupation probabilities are dened in terms of quasi-
particle wave function by
v2k =
Z 1
0
dr jVk(r)j2: (A.0.10)
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Table A.1: A comparison between the exact calculations and the inverse Hamiltonian
method for the three lowest s1=2 quasi-particle energies E and occupation probabilities
v2k. The exact values are calculated by diagonalizing the real space Hamiltonian.
E (MeV) v2k
exact inv. H method exact inv. H method
0.42414 0.42414 0.5574 0.5574
1.0383 1.0383 3:972 10 2 3:972 10 2
2.3063 2.3063 9:689 10 3 9:689 10 3
The agreement is perfect both in the energies and the occupation probabilities for the
digits shown in the table. Fig. A.3 shows comparisons of wave functions of the three s1=2
states. The dashed lines show the exact wave functions, whereas the solid lines show the
wave functions obtained with the inverse Hamiltonian method. The left and right panels
show the upper component Uk(r) and the lower component Vk(r) of a quasi-particle wave
function, respectively. As is seen in Fig A.3, the inverse Hamiltonian method reproduces
the wave functions almost identically to the exact ones for both the bound state and the
excited continuum states. We have also obtained the other s-wave states with an accuracy
as high as the lower states shown in Table A.1 and Fig. A.3.
We have checked the performance of the inverse Hamiltonian method for other angular
momentum quantum numbers and conrmed that the method solves the HFB equation as
accurately as for the s1=2 states. It is apparent that the inverse Hamiltonian method gives
practically the exact solutions of the HFB equation in the coordinate space representation
and is safe against the variational collapse.
While the method has been developed for solving Dirac equations, we have shown that
it can almost exactly solve a coordinate space HFB equation as well with spherical mean
eld and pairing potentials without variational collapse. This indicates that the inverse
Hamiltonian method provides an alternative coordinate space method for 3-dimensional
HFB calculations, in addition to the existing methods such as the two-basis method and
the canonical basis method. The inverse Hamiltonian method has an advantage in that
it can also be applied in a straightforward manner to relativistic Bogoliubov calculations
on 3-dimensional mesh, for which the Dirac sea spectrum in a mean-eld Hamiltonian
prevents a direct application of the two-basis method in combination with the imaginary
time method. An obvious future work is the application of the method to self-consistent
HFB calculations on 3D mesh.
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Figure A.2: Covergence properties of (a) the energy expectation value hHi and (b) the
expectation value of the inverse of Hamiltonian h(H  W ) 1i for the lowest s1=2 quasi-
particle state. The energy shift and the step size of T are taken to be W = 0:1 MeV and
T = 10 MeV, respectively. The Figure is taken from Ref. [154].
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Figure A.3: Comparisons of wave functions for the three lowest s1=2 states. Figures 3(a),
3(c), and 3(e) show the upper components [Uk(r)] while Figs. 3(b), 3(d), and 3(f) show
the lower components [Vk(r)] of the quasi-particle wave function, respectively. The exact
wave functions are shown with the dashed lines and the ones obtained by the inverse
Hamiltonian method are drawn with the solid lines. The Figure is taken from Ref. [154].
Appendix B
Relativistic Point-Coupling Model
for  Hypernuclei
In this appendix we give a new relativistic nucleon- interaction we have developed in
Ref. [161]. The  hypernuclei have been extensively studied both theoretically and exper-
imentally [164]. In Ref. [161], we have extended the relativistic point-coupling model to
single- hypernuclei. For this purpose, we added N- eective contact couplings to the
model Lagrangian and determined the parameters by tting to the experimental data for
 binding energies. Our model well reproduces the data over a wide range of mass region
although some of our interactions yield the reverse ordering of the spin-orbit partners
from that of nucleons for heavy hypernuclei.
B.1 Model Lagrangian
Our model Lagrangian for single- hypernuclei is given by
L = LN + Lem + Lint + L + LNint : (B.1.1)
In this Lagrangian, LN, Lem, and Lint are the free nucleon part, the electromagnetic
part, and the nucleon-nucleon interaction part, respectively, whose explicit expressions
are already given in Eqs. (3.3.2), (3.3.3), (3.3.7), (3.3.8), (3.3.9), and (3.3.10). L in Eq.
(B.1.1) is the free part of the  particle given by
L =  (i@/ m) ; (B.1.2)
where   is the eld of the  particle and m = 1115:6 MeV is the mass of the  particle.
Noticing that  only couples to the scalar and vector mesons, we construct nucleon-
(N -) interaction, LNint , as
LNint = LN4f + LNder + LNten; (B.1.3)
where
LN4f =  (N)S (  N N)(   )
  (N)V (  N N)(   );
(B.1.4)
113
114APPENDIX B. RELATIVISTIC POINT-COUPLINGMODEL FOR HYPERNUCLEI
LNder =  (N)S (@  N N)(@   )
  (N)V (@  N N)(@   );
(B.1.5)
and
LNten =  (N)T (   )(@  N N): (B.1.6)
 N in these equations is the nucleon eld. For simplicity, we do not consider the higher
order term for the N coupling, LNhot, in this paper. LNten in Eq. (B.1.6) simulates the -!
tensor coupling L!ten = f!2m (   )(@!): The quark model suggests that the tensor
coupling of  to ! meson is much stronger than that of nucleon. That is, the quark model
yields the ratio of -! tensor-to-vector coupling constants, f!=g!, to be  1, while it
yields the corresponding ratio for nucleon to be fN!=gN! =  0:09 [162]. Thus this type
of coupling plays an important role in hypernuclei. Since this term is proportional to
the derivative of the mean eld, it mainly aects the spin-orbit splittings of  single-
particle energies [163]. It is expected that the small spin-orbit splittings of lambda can
be reproduced by tuning the tensor coupling 
(N)
T . We will discuss this point in the next
Section.
The EDF corresponding to the Lagrangian in Eq. (B.1.1) for a single- hypernucleus
with mass number A (i.e., a single  particle with A   1 nucleons) in the mean-eld
(Hartree) and the no-sea approximations is given by
E =
Z
d3r
A 1X
i=1
 yi (  p+mN) i +  y(  p+m)  +
1
2
eA0
(p)
V
+
1
2
X
K
K
2
K +
1
2
X
K
KKK +
1
3
S
3
S +
1
4
S
4
S +
1
4
V 
4
V (B.1.7)
+
X
K=S;V

(N)
K K
()
K +
X
K=S;V

(N)
K K
()
K + 
(N)
T 
()
T V

;
Here, we have assumed the time reversal invariance of the nuclear ground state. The
densities appearing in Eq. (B.1.8) are dened as
S =
A 1X
i=1
 i i; V =
A 1X
i=1
 yi i; (B.1.8)
TS =
A 1X
i=1
 i3 i; TV =
A 1X
i=1
 yi 3 i; (B.1.9)

()
S =
  ; 
()
V =  
y
 ; (B.1.10)

()
T = r  (  i ): (B.1.11)
Here  i is the wave function for the i-th nucleon, and   is the wave function for the 
particle.
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Variation with respect to the nucleon wave function leads to the Hartree equation for
nucleons,
[  p+ VV + VTV 3 + VC + (mN + VS + VTS3) ] i = i i; (B.1.12)
with
VS = (S + S)S + S
2
S + S
3
S
+(
(N)
S + 
(N)
S )
()
S ; (B.1.13)
VV = (V + V)V + V 
3
V
+(
(N)
V + 
(N)
V )
()
V + 
(N)
T 
()
T ; (B.1.14)
VTS = (TS + TS)TS; (B.1.15)
VTV = (TV + TV)TV ; (B.1.16)
VC = eA
01  3
2
; (A0 =  e(p)V ); (B.1.17)
while variation with respect to the lambda wave function leads to the Hartree equation
for the lambda particle:
[  p+ UV + UT + (m + US) ]  =  ; (B.1.18)
with
US = (
(N)
S + 
(N)
S )S; (B.1.19)
UV = (
(N)
V + 
(N)
V )V ; (B.1.20)
UT =  i(N)T   (rV ): (B.1.21)
After having solved these Hartree equations self-consistently, we obtain the total binding
energy as
EB =
A 1X
i=1
i +    ECM   (A  1)mN  m
 
Z
d3r

1
2
X
K
K
2
K +
1
2
X
K
KKK +
2
3
S
3
S +
3
4
S
4
S +
3
4
V 
4
V
+
X
K=S;V

(N)
K K
()
K +
X
K=S;V

(N)
K K
()
K + 
(N)
T 
()
T V +
1
2
eA0
(p)
V

;
(B.1.22)
where the center of mass energy ECM is calculated by taking the expectation value of the
kinetic energy for the center of mass motion with respect to the many-body ground state
wave function as
ECM =
hP 2CMi
2[(A  1)mN +m] : (B.1.23)
See Appendix F.1 for the explicit expression for this term.
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The relation of the point coupling model to the meson exchange model can be made as
follows (See also Eqs. (6)-(10) in Ref. [84]). By eliminating the meson elds and expanding
the meson propagators to the leading order, the following approximate relations between
the two models can be obtained [84]:
S   g
2
N
m2
; V  g
2
N!
m2!
; (B.1.24)

(N)
S   
gNg
m2
; 
(N)
V 
gN!g!
m2!
; 
(N)
T   
gN!f!
2mm2!
; (B.1.25)
where g's and m's are the baryon-meson coupling constants and the meson masses, re-
spectively. f! is the -! tensor coupling constant. Notice that it has been demonstrated
that S and V obtained phenomenologically approximately follow these relations [84]
(on the other hand, it has been shown that the derivative terms, S and V , do not follow
the corresponding expected relations [84]). If we assume the naive quark counting ratios
g =
2
3
gN and g! =
2
3
gN!, together with the quark model prediction for the tensor
coupling, f!=g! =  1 [162], we obtain

(N)
S 
2
3
S; 
(N)
V 
2
3
V ; 
(N)
T   
V
3m
: (B.1.26)
We will show in the next section that these expected relations indeed hold if we include
the N - tensor coupling given by Eq. (B.1.6) in the Lagrangian.
B.2 Parameter sets obtained by tting
With the model described in the previous section, we calculate  binding energies dened
by the mass dierence
m(A 1Z) +m  m(AZ) = EB(A 1Z)  EB(AZ): (B.2.1)
To this end, we assume spherical symmetry, and neglect the pairing correlations for sim-
plicity. For the valence orbital, we use the lling approximation to determine the occu-
pation probability. We use the parameter set PC-F1 [84] for the N -N part of interaction
and t the ve parameters in the N - part (see Eqs. (B.1.4), (B.1.5) and (B.1.6)) to the
experimental data. The data to be tted to are  binding energies for s and p orbitals
in 16O, s, p and d in
40
Ca, s and d in
51
V, s; p; d, and f in
89
Y, s; p; d; f , and g in
139
La, and s; p; d; f , and g in
208
Pb. These are taken from Refs. [164,165]. In addition,
the spin-orbit splitting for the p orbital of  in 16O [166] is included in the tting pro-
cedure. The value deduced in Ref. [166] is 300 keV  p1=2   p3=2  600 keV, where
the variation comes from a choice of the interactions. Notice that this value is model
dependent, and we merely regard it as a criterion. The coupling constants in the strange
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Table B.1: The best t parameter set PCY-S1 for the relativistic point coupling model
for hypernuclei. PC-F1 [84] is used for the N -N part. The uncorrelated errors and the
ratios R dened in Eq. (B.2.3) with the expected values given in Eq. (B.1.26) are also
shown in the table. The chi-square value per degree of freedom is 2dof = 0:55.
coupling uncorr.
const. value error (%) R

(N)
S  2:0305 10 4 MeV 2 8:2 10 2 0.79

(N)
V 1:6548 10 4 MeV 2 9:7 10 2 0.96

(N)
S 2:2929 10 9 MeV 4 5:4 10 1 {

(N)
V  2:3872 10 9 MeV 4 5:0 10 1 {

(N)
T  1:0603 10 7 MeV 3 6:8 100 1.37
sector are determined by performing a least-squares t to the data, that is, by minimizing
the quantity
2 =
NX
i=1

Otheori  Oexpti
Oexpti
2
: (B.2.2)
Here, N is the number of data points, and Otheori and O
expt
i are theoretical and exper-
imental values of the observables, respectively, with the experimental uncertainties of
Oexpti . To nd the minimum of 
2 in the ve dimensional parameter space, we employ
an automatic search algorithm Oak-ridge and Oxford method [167].
The parameter set PCY-S1 so obtained is summarized in Table B.1. We also show the
uncorrelated errors for the parameters, that are dened as the range of a parameter which
changes the 2 value by unity around the minimum value when the other parameters are
kept to be the same. Together with the coupling constants and their uncorrelated errors,
the ratios R of the resultant N - coupling constants to the expected values given in Eq.
(B.1.26),
R = (resulted value)=(expected value); (B.2.3)
are also shown. These ratios are R = 0:79, 0:96, and 1:37 for 
(N)
S , 
(N)
V , and 
(N)
T ,
respectively, and the expected values are approximately realized.
The calculated binding energies of  with this interaction are shown in Fig. B.1(a).
One observes that the calculated  binding energies agree with the experimental values
fairly well, although the binding energies for 28Si and
32
S are somewhat overestimated.
The less satisfactory result for these latter nuclei, which has been observed also in the
previous RMF calculations for hypernuclei [163,168{170], is within expectation, as we do
not take into account a strong deformation of the core nucleus nor the pairing correlation.
We have conrmed that the situation does not change even if we include these two nuclei
in the tting.
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Figure B.1: Comparison between (a) the experimental data and the calculated  binding
energies B and (b) spin-orbit splittings of  single-particle energies Eso obtained with
the parameter set PCY-S1. The experimental data are taken from Refs. [164{166].
In order to investigate the role of the tensor coupling, we show in Table B.2 the
parameter set PCY-S2 obtained without including the tensor coupling term. The Lambda
binding energies calculated with this interaction is shown in Fig. B.2 (a). As one sees,
the ratios R for 
(N)
S and 
(N)
V are strongly suppressed compared to unity. On the other
hand, the sum 
(N)
S +
(N)
V has similar values around  310 5 MeV 2 both for PCY-S1
and PCY-S2. The suppression of the ratios can be understood as follows. In the non-
relativistic reduction of a Dirac equation without the tensor coupling contribution, the
central potential and the spin-orbit potential read
Vcentral = V + S; Vls =
1
2m2
1
r
d
dr
(V   S); (B.2.4)
where V and S are the vector and the scalar potentials, respectively. Therefore, to
reproduce a small spin-orbit splitting of  without the tensor interaction, the dierence
of the vector and the scalar potential have to be small, keeping their sum constant. This
can be achieved only by lowering the values of the four fermion N - couplings, 
(N)
S and

(N)
V , which roughly determine the strengths of mean potential felt by . Notice that
V  S does not have to be small in the presence of the tensor coupling, as there is another
contribution to the spin-orbit potential from the tensor coupling. The importance of the
N - tensor coupling (originated from the -! tensor coupling) is thus evident. It yields
small spin-orbit splittings, keeping 
(N)
S and 
(N)
V at the natural values. In PCY-S1, the
two quark model predictions, that is, the quark counting ratios and the importance of the
tensor coupling (f!=g! =  1), are simultaneously satised.
Let us now discuss the calculated spin-orbit splittings, Eso. These are estimated as
a dierence of  single-particle energies between spin-orbit partners, Eso = ;j=l 1=2  
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Table B.2: The parameter set PCY-S2 obtained by the omitting the tensor coupling. 2dof
is 0.86.
coupling uncorr.
const. value error (%) R

(N)
S  4:2377 10 5 MeV 2 3:6 10 1 0.17

(N)
V 1:4268 10 5 MeV 2 1:0 100 0.08

(N)
S 1:2986 10 9 MeV 4 8:3 10 1 {

(N)
V  1:3850 10 9 MeV 4 7:4 10 1 {

(N)
T 0 { {
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Figure B.2: Same as Fig. B.1, but with the parameter set PCY-S2.
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Table B.3: The parameter set PCY-S3 obtained without tting to the spin-orbit splitting
in 16 O. 
2
dof is 0.58.
coupling uncorr.
const. value error (%) R

(N)
S  2:0197 10 4 MeV 2 7:4 10 2 0.79

(N)
V 1:6449 10 4 MeV 2 9:1 10 2 0.95

(N)
S 2:3514 10 9 MeV 4 4:5 10 1 {

(N)
V  2:4993 10 9 MeV 4 4:5 10 1 {

(N)
T  4:0820 10 9 MeV 3 5:5 102 0.05
;j=l+1=2, when the  particle is put in the lowest s-orbital. Those obtained with PCY-S1
and PCY-S2 are shown in Figs. B.1(b) and B.2(b), respectively. For both the parameter
sets, although the absolute values of Eso are smaller by roughly a factor of 10 than
those for nucleon, Eso alters its sign depending on the mass number. Notice that the
spin-orbit splittings may be inverted depending on the strength of the tensor coupling
term, as one can see in Fig. 2 of Ref. [163]. One may consider this inversion somewhat
ill-favored. We mention, however, that at present there have been no experimental data
which exclude the possible inversion of the spin-orbit splitting in the medium and heavier
mass region.
If we exclude the spin-orbit splitting of the 1p state of  in 16O from the tting, that
is, if we t only the energy centroid of each spin-orbit partner, we obtain Fig. B.3 for
the lambda binding energies and the spin-orbit splittings. The parameters for this set,
PCY-S3, are summarized in Table B.3. For this parameter set, the vector and scalar
couplings of  to nucleon remain natural, but the tensor coupling is far smaller than the
expected value in Eq. (B.1.26). Since there is no constraint on the value of spin-orbit
splitting, this parameter set yields unacceptably large spin-orbit splitting, some of them
stretching even beyond the experimental uncertainties (i.e., the upper bounds for the
spin-orbit splittings).
Lastly, we examine the role played by the derivative terms in the Lagrangian. In
Ref. [171], it was pointed out that only one derivative term is well constrained by the
bulk nuclear observables, i.e., inclusion of a single derivative term is sucient to obtain a
good t. Normally, the scalar derivative coupling constant S is included rather than the
vector one V . Since the  meson, which is simulated by the scalar couplings, is lighter
(m  500 MeV) than the vector meson ! (m!  780 MeV), the nite-range eect of 
is expected to be more important than that of !. Moreover, the  meson is completely
phenomenological, whereas the ! meson is less phenomenological in that it is considered
to be the existing ! meson, thus it is more natural to choose S than to choose V as a
free parameter. Finelli et al. have shown that their model with only a scalar derivative
coupling indeed reproduces well the data for normal nuclei [172] and hypernuclei [173].
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Figure B.3: Same as Fig. B.1, but with the parameter set PCY-S3.
Table B.4: The parameter set PCY-S4 obtained by setting the vector derivative coupling,

(N)
V , to be zero. 
2
dof is 0.93.
coupling uncorr.
const. value error (%) R

(N)
S  1:8594 10 4 MeV 2 8:7 10 2 0.72

(N)
V 1:4981 10 4 MeV 2 1:0 10 1 0.87

(N)
S  1:9958 10 10 MeV 4 6:1 100 {

(N)
V 0 { {

(N)
T  5:5322 10 8 MeV 3 1:7 101 0.71
For the same reason, Niksic et al. [86] constructed their point coupling interaction with
only the scalar derivative coupling. Following Refs. [86, 172, 173], we construct another
parameter set PCY-S4 by omitting the vector derivative coupling, 
(N)
V . The results are
shown in Table B.4 and Fig. B.4. One observes that the quality of the t is as good as the
other parameter sets. The agreement with the quark model prediction is also well, and
the inversion of the spin-orbit partner is not seen for this force. Furthermore, we nd that
the spin-orbit splittings in the medium-mass region are relatively larger than those in the
light- and the heavy- mass regions. This is in a similar trend as in the results of the meson
exchange interaction PK1-Y1 [169]. Therefore, PCY-S4 provides an alternative parameter
set to PCY-S1, where the main dierence between the two interactions is whether the
spin-orbit splitting is normal (PCY-S4) or inverted (PCY-S1).
To summarize this appendix, we have constructed a new relativistic point coupling
model to describe single- hypernuclei in the mean-eld approximation. This is a straight-
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Figure B.4: Same as Fig. B.1, but with the parameter set PCY-S4.
forward extension of the relativistic point-coupling model for nucleons, To this end, we
added eective contact N - interactions, corresponding to the - and -! couplings,
to the model Lagrangian. In addition, we introduced the zero-range N - tensor coupling
as well to mimic the tensor coupling between  and ! meson, following the quark model
suggestion.
We tted the coupling constants in the strange sector to the experimental data of
lambda binding energies. The four parameter sets, PCY-S1, PCY-S2, PCY-S3, and PCY-
S4 were proposed, which well reproduce the experimental data through the whole mass
region. The resulting spin-orbit splittings in PCY-S1, PCY-S2, and PCY-S4 are smaller
than that of nucleon by roughly a factor of 10 in their absolute values, although PCY-S3
yields too large spin-orbit splittings. For PCY-S1 and PCY-S2 their signs are opposite
to that of nucleon in some nuclei in the heavier region. On the other hand, for PCY-S4
obtained without taking into account the vector derivative term, the sign of the spin-orbit
splitting is the same as that for nucleons.
We have conrmed that the tensor coupling, which is usually ignored in the N -N
interaction, is quite important to reproduce the small spin-orbit splittings of  particle.
Without the tensor coupling, the scalar and the vector couplings of  to nucleon are
forced to be unnaturally weak (PCY-S2). The tensor coupling suppresses the spin-orbit
splittings, keeping the scalar and the vector couplings consistent with the naive quark
counting. Those good consistency with the quark model found in our interaction can be
a useful guide in further extending the point coupling model to multi- or  hypernuclei.
The model can be an appropriate tool for investigation of  hypernuclei with relativis-
tic calculations on 3D mesh. Further extensions of the point coupling model to multi-
and  hypernuclei, and an introduction of explicit density dependences into the coupling
constants are also interesting future works.
The N- interaction based on the model introduced here has already been employed
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in a very recent work on 9Be nucleus [174] with the microscopic particle-rotor model.

Appendix C
Krylov Subspace Methods
In this appendix we illustrate, without proofs, the numerical algorithms of various iterative
methods for inversion of sparse matrices, i.e. for solving sparse linear systems, which are
employed in our inverse Hamiltonian method calculations. Those iterative methods are
called Krylov subspace methods. A method of this kind is also used for solving the Poisson
equation for the Coulomb part of a single-particle Hamiltonian (See Appendix F.2). For
the mathematical details and rigorous proofs, see textbooks, e.g., by van der Vorst [152],
Saad [133]. We will also compare the convergence properties of these iterative methods
in inversions of Dirac and Hartree-Fock-Bogoliubov (HFB) Hamiltonians.
C.1 Iterative methods for sparse linear systems
To invert a matrix A is to solve a linear system
Ax = b; (C.1.1)
where b is a known vector while x is an unknown. In contrast to the so-called direct
method, such as the Gauss elimination method, the inversion is performed by an iteration.
Starting from an initial guess for the solution x0, it is iteratively improved so that the
residual norm jrj = jb  Axj decreases. Iterative methods have the following features:
 One does not need to explicitly store the elements of a matrix A nor its inverse A 1.
 Only matrix-to-vector operation and binary operations of two vectors (addition, and
scalar product) are necessary.
 It can achieve quick convergence if the initial guess x0 well approximates the exact
solution.
 Computer time can be saved by controlling the required accuracy.
 Compared to direct solver, numerical cost of iterative solver moderately increases
as the size of the linear system becomes larger.
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Thanks to the above features, the iterative method is suitable to, e.g, partial dierential
equations discretized on 3D spatial grid, which are given by large sparse linear system.
C.2 Numerical algorithms
Here we show the numerical algorithms of various iterative Krylov methods without
proofs.
 Conjugate gradient (CG) method
1: x0 is an initial guess
2: r0 = b  Ax0
3:  1 = 0
4: for n = 0; 1; ::: do
5: pn = rn + n 1pn 1
6: n =
(rn; rn)
(pn; Apn)
7: xn+1 = xn + npn
8: rn+1 = rn   nApn
9: if krn+1k <  then
10: quit
11: end if
12: n =
(rn+1; rn+1)
(rn; rn)
13: end for
 Conjugate gradient normal residual (CGNR) method
1: CG for an equivalent system AyAx = Ayb
2: x0 is an initial guess
3: rt0 = b  Ax0 is residual of the original equation
4: r0 = A
y(b  Ax0) is residual of the normal equation
5:  1 = 0
6: for n = 0; 1; ::: do
7: pn = rn + n 1pn 1
8: n =
(rn; rn)
(Apn; Apn)
9: xn+1 = xn + npn
10: rtn+1 = r
t
n   nApn
11: rn+1 = A
yrtn+1
12: if krtn+1k <  then
13: quit
14: end if
15: n =
(rn+1; rn+1)
(rn; rn)
16: end for
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 Biconjugate gradient (BiCG) method
1: x0 is an initial guess
2: r0 = b  Ax0
3: r0 is an arbitrary vector such that (r

0; r0) 6= 0
4:  1 = 0
5: for n = 0; 1; ::: do
6: pn = rn + n 1pn 1
7: pn = r

n +
n 1pn 1
8: n =
(rn; rn)
(pn; Apn)
9: xn+1 = xn + npn
10: rn+1 = rn   nApn
11: if krn+1k <  then
12: quit
13: end if
14: rn+1 = r

n   nAypn
15: n =
(rn+1; rn+1)
(rn; rn)
16: end for
 Conjugate gradient squared (CGS) method
1: x0 is an initial guess
2: r0 = b  Ax0
3: r0 is an arbitrary vector such that (r

0; r0) 6= 0
4: set  1 = 0
5: for n = 0; 1; ::: do
6: pn = rn + n 1zn 1
7: un = pn + n 1(zn 1 + n 1un 1)
8: n =
(r0; rn)
(r0; Aun)
9: zn = pn   nAun
10: xn+1 = xn + n(pn + zn)
11: rn+1 = rn   nA(pn + zn)
12: if krn+1k <  then
13: quit
14: end if
15: n =
(r0; rn+1)
(r0; rn)
16: end for
 BiCG stabilized (BiCGSTAB) method
1: x0 is an initial guess
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2: r0 = b  Ax0
3: r0 is an arbitrary vector such that (r

0; r0) 6= 0
4: set  1 = 0
5: for n = 0; 1; ::: do
6: pn = rn + n 1(pn 1   n 1Apn 1)
7: n =
(r0; rn)
(r0; Apn)
8: tn = rn   nApn
9: n =
(Atn; tn)
(Atn; Atn)
10: xn+1 = xn + npn + ntn
11: rn+1 = tn   nAtn
12: if krn+1k <  then
13: quit
14: end if
15: n =
n
n
(r0; rn+1)
(r0; rn)
16: end for
 Generalized product type conjugate gradient (GPBiCG) method
1: x0 is an initial guess
2: r0 = b  Ax0
3: r0 is an arbitrary vector such that (r

0; r0) 6= 0
4:  1 = 0
5: t 1 = 0
6: w 1 = 0
7: for n = 0; 1; ::: do
8: pn = rn + n 1(pn 1   un 1)
9: n =
(r0; rn)
(r0; Apn)
10: yn = tn 1   rn   nwn 1 + nApn
11: tn = rn   nApn
12: n =
(yn;yn)(Atn; tn)  (yn; tn)(Atn;yn)
(yn;yn)(Atn; Atn)  (yn; Atn)(Atn;yn)
13: n =
(yn; tn)(Atn; Atn)  (yn; Atn)(Atn; tn)
(yn;yn)(Atn; Atn)  (yn; Atn)(Atn;yn)
14: un = nApn + n(tn 1   rn + n 1un 1)
15: zn = nrn + nzn 1   nun
16: xn+1 = xn + npn + zn
17: rn+1 = tn   nyn   nAtn
18: if krn+1k <  then
19: quit
20: end if
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21: n =
n
n
(r0; rn+1)
(r0; rn)
22: wn = Atn + nApn
23: end for
 Conjugate residual (CR) method
1: x0 is an initial guess
2: r0 = b  Ax0
3: Compute Ar0
4: set  1 = 0
5: for n = 0; 1; ::: do
6: pn = rn + n 1pn 1
7: (Apn = Arn + n 1Apn 1)
8: n =
(rn; Arn)
(Aypn; Apn)
9: xn+1 = xn + npn
10: rn+1 = rn   nApn
11: if krn+1k <  then
12: quit
13: end if
14: n =
(rn+1; Arn+1)
(rn; Arn)
15: end for
 Biconjugate residual (BiCR) method
1: x0 is an initial guess
2: r0 = b  Ax0
3: r0 is an arbitrary vector such that (r

0; r0) 6= 0
4: Compute Ar0
5: set  1 = 0
6: for n = 0; 1; ::: do
7: pn = rn + n 1pn 1
8: pn = r

n +
n 1pn 1
9: (Apn = Arn + n 1Apn 1)
10: n =
(rn; Arn)
(Aypn; Apn)
11: xn+1 = xn + npn
12: rn+1 = rn   nApn
13: if krn+1k <  then
14: quit
15: end if
16: rn+1 = r

n   nAypn
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17: n =
(rn+1; Arn+1)
(rn; Arn)
18: end for
 Conjugate residual squared (CRS) method
1: x0 is an initial guess
2: r0 = b  Ax0
3: r0 is an arbitrary vector such that (r

0; r0) 6= 0
4: set  1 = 0
5: for n = 0; 1; ::: do
6: en = rn + n 1hn 1
7: pn = en + n 1(hn 1 + n 1pn 1)
8: n =
(Ayr0; rn)
(Ayr0; Apn)
9: hn = en   nApn
10: xn+1 = xn + n(en + hn)
11: rn+1 = rn   nA(en + hn)
12: if krn+1k <  then
13: quit
14: end if
15: n =
(Ayr0; rn+1)
(Ayr0; rn)
16: end for
 BiCR stabilized (BiCRSTAB) method
1: x0 is an initial guess
2: r0 = b  Ax0
3: set  1 = 0
4: for n = 0; 1; ::: do
5: pn = rn + n 1(pn 1   n 1Apn 1)
6: n =
(Ayr0; rn)
(Ayr0; Apn)
7: tn = rn   nApn
8: n =
(Atn; tn)
(Atn; Atn)
9: xn+1 = xn + npn + ntn
10: rn+1 = tn   nAtn
11: if krn+1k <  then
12: quit
13: end if
14: n =
n
n
(Ayr0; rn+1)
(Ayr0; rn)
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15: end for
 Generalized product type BiCR (GPBiCR) method
1: x0 is an initial guess
2: r0 = b  Ax
3: compute and store Ayr0
4: set
5:  1 = 0
6: t 1 = 0
7: w 1 = 0
8: for n = 0; 1; ::: do
9: pn = rn + n 1(pn 1   un 1)
10: n =
(Ayr0; rn)
(Ayr0; Apn)
11: yn = tn 1   rn   nwn 1 + nApn
12: tn = rn   nApn
13: n =
(yn;yn)(Atn; tn)  (yn; tn)(Atn;yn)
(yn;yn)(Atn; Atn)  (yn; Atn)(Atn;yn)
14: n =
(yn; tn)(Atn; Atn)  (yn; Atn)(Atn; tn)
(yn;yn)(Atn; Atn)  (yn; Atn)(Atn;yn)
15: un = nApn + n(tn 1   rn + n 1un 1)
16: zn = nrn + nzn 1   nun
17: xn+1 = xn + npn + zn
18: rn+1 = tn   nyn   nAtn
19: if krn+1k <  then
20: quit
21: end if
22: n =
n
n
(Ayr0; rn+1)
(Ayr0; rn)
23: wn = Atn + nApn
24: end for
C.3 Convergence properties in inversions of Dirac
and HFB Hamiltonians
In this section we compare the numerical performance of various iterative Krylov methods
in inversions of a Dirac and a HFB Hamiltonians in the 3D coordinate space representa-
tion.
In the inverse Hamiltonian method, the wave function is evolved as
j (n+1)i /

1 +
T
H^  W

j (n)i; (C.3.1)
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where H^ is Hamiltonian of the system. In this evolution one needs to know
ji = (H^  W ) 1j (n)i; (C.3.2)
where  (n) is a known wave function while a  is an unknown function. That is, one needs
to solve the linear equation
(H^  W ) =  (n): (C.3.3)
This linear equation is solved with the Krylov subspace methods. Since a Hamiltonian in
the coordinate space representation is sparse as long as the potential is local, the iterative
methods are suitable to solve this problem.
Here we solve Eq. (C.3.3) with a Dirac and a HFB Hamiltonian. The potentials are
xed to be the spherical Woods-Saxon types which have been already given in Ch. 6 and
Appendix A. The Dirac Hamiltonian is given as
H^Dirac =

U(r)   p
  p W (r)  2m

; (C.3.4)
where
U(r) =
U0
1 + e(r RU )=aU
; and
W (r) =
W0
1 + e(r RW )=aW
: (C.3.5)
The right-hand-side vector  in Eq. (C.3.3) is given with an appropriate normalizing
constant N as
 = N
0BB@
e r
2=b2
0
0
0
1CCA : (C.3.6)
The shift parameter W in the case of Dirac is set to be W = U0.
The HFB Hamiltonian is given by
H^HFB =
  ~2r2=2m+ v(r)   (r)
(r) ~2r2=2m  v(r) + 

; (C.3.7)
where
v(r) = v0f(r) + v`s
1
r
df
dr
`  s; (C.3.8)
(r) = 0f(r); (C.3.9)
f(r) =
1
1 + e(r R0)=a
: (C.3.10)
The right-hand-side vector  in Eq. (C.3.3) is given with an appropriate normalizing
constant N as
 = N
0BB@
e r
2=b2
0
e r
2=b2
0
1CCA : (C.3.11)
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Figure C.1: Convergence of the residual norm in inversion of a Dirac Hamiltonian. Initial
guess for the solution is set to be a zero vector.
The shift parameter W in the case of HFB is set to be W = 0:1 MeV.
Both of the Hamiltonians are discretized on 243 mesh points with the mesh size a = 0:8
fm. The initial guess 0 for a solution of Eq. (C.3.3) is set to be a zero vector for all the
calculations performed here.
In Fig. C.1 convergence of the residual norm with the Dirac Hamiltonian as a function
of the number of Krylov iterations for the various iterative solvers are shown. The residual
norm at n-th step is dened as
(residual norm) =
Z
d3r[(H^  W )n(r)   (r)]2
1=2
; (C.3.12)
where n is the iterative solution for Eq. (C.3.3) at the n-th step. If the residual norm is
exactly zero, n is the exact solution. One can see in Fig. C.1 that the speed of conver-
gence is largely dierent among the dierent iterative methods. CR, BiCG, BiCGSTAB,
BiCRSTAB, GPBiCG, and GPBiCR give a relatively quick convergence. Among these
CR, GPBiCR, and GPBiCR smoothly converge. (Note that \quick" means a quick con-
vergence as a function of the number of iteration, and does not always mean that the
computer time is shorter. ) With CGNR, the convergence is much slower although the
residual smoothly converges. The CGS and CRS lead to a divergence.
Next, in Fig. C.2 we show convergence of the residual norm with the HFB Hamiltonian.
Notice the logarithmic scale in the horizontal axis, the number of iteration. As compared
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Figure C.2: Convergence of the residual norm in inversion of an HFB Hamiltonian. Initial
guess for the solution is set to be a zero vector.
to the previous case of a Dirac Hamiltonian, the convergence is much slower in an inversion
of an HFB Hamiltonian. The reason is attributed to the property of the eigenvalue
spectrum of the inverted matrix [133,152]. Since a spectrum of HFB Hamiltonian is denser
than that of a Dirac Hamiltonian, which has a large gap between positive and negative
spectrum, convergence of iterative solver are expected to be slower [133,152]. Among the
methods examined here, CGNR gives the best performance for the HFB Hamiltonian, but
it is still much more time consuming than the inversion of a Dirac Hamiltonian. Although
we had shown in Appendix A that our inverse Hamiltonian method is also applicable to
HFB equation, this slow convergence in inversion of HFB Hamiltonian makes it practically
dicult to apply the inverse Hamiltonian method to 3D HFB calculations.
As seen in the two cases examined in this appendix, an iterative method which pro-
vides an ecient convergence for a certain problem does not always perform well for
another problem. This lack of robustness is a widely recognized drawback of the iterative
solver compared to the direct solver [133, 152]. Unfortunately, there is no general way
to determine an appropriate solver for a given problem. One needs to nd an ecient
iterative method by trial and error.
Appendix D
Finite Dierence Formulas
In numerical calculations in the coordinate space representation, one knows the values of
the wave functions and the elds only at given mesh points. Thus one needs to evaluate
the derivatives of the functions by some numerical method. A simple way is the nite
dierence, which evaluates a derivative at a certain mesh point by taking a linear combi-
nations of the values of the function on several mesh points nearby. In this appendix we
tabulate the coecients of nite dierence formulas for the derivatives of several dierent
order and for several dierent levels of accuracy. Here we assume a uniform lattice.
Suppose we need a derivative of a function f(x), whose values are known only at
discrete points xi = ih. i is an integer and h is the mesh size. We denote the value of a
function at i-th mesh point, f(xi), by fi. (2N + 1)-point central nite dierence formula
for nth derivative of f(x) at x = ih is given by
hn

dnf
dxn

i
=
NX
j= N
cnj fi+j; (D.0.1)
where N is a positive integer. The coecients cnj can be computed by using the following
sequence of equations.
fi1 = fi  hf 0i + 12h2f 00i  13!h3f 000i + 14!h4f (4)i  15!h5f (5)i +   
fi2 = fi  2hf 0i + 2
2
2
h2f 00i  2
3
3!
h3f 000i +
24
4!
h4f
(4)
i  2
5
5!
h5f
(5)
i +   
fi3 = fi  3hf 0i + 3
2
2
h2f 00i  3
3
3!
h3f 000i +
34
4!
h4f
(4)
i  3
5
5!
h5f
(5)
i +   
fi4 = fi  4hf 0i + 4
2
2
h2f 00i  4
3
3!
h3f 000i +
44
4!
h4f
(4)
i  4
5
5!
h5f
(5)
i +   
...
(D.0.2)
Let us see a simple example. The three-point formula for the second derivative is given
by
f 00i =
fi 1   2fi + fi+1
h2
: (D.0.3)
This is derived by picking up the leading three terms in the equations in the rst line in
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Eq. (D.0.2),
fi+1 = fi + hf
0
i +
1
2
h2f 00i +O(h3)
fi 1 = fi   hf 0i + 12h2f 00i +O(h3);
(D.0.4)
and taking the sum of these two to eliminate f 0. This formula has an error of order
h3. Any other formula can be derived by choosing a proper set of equations from Eq.
(D.0.2) up to the desired accuracy and eliminating the unwanted terms. In Table D.1
we summarize the coecients of various derivatives. One can also obtain the coecients
for the o-central (2N + 1)-point dierence formulae, which makes reference to the mesh
points asymmetrically with respect to the point where a derivative is evaluated:
hn

dnf
dxn

i
=
N2X
j= N1
cnj fi+j; (D.0.5)
where 0  N1;2  N and N1 +N2 = N . Those are summarized in Table D.2.
Here we did not mention to even-points formulae, e. g. forward/backward, four-point
or six-point etc., which may be of less use due to their non-hermiticity. They can be easily
obtained in the same way as odd-points formulae. Many variations of dierence formulae
which is more ecient and accurate are proposed in the literature. See Refs. [175{179]
and the references therein.
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Table D.1: Coecients cnj for j  0 in Eq. (D.0.1) of central (2N + 1)-point formulas for
nth derivatives. The coecients for j < 0 are given by cn jjj = ( )ncnjjj.
n 2N + 1 Error
j
0 +1 +2 +3 +4 +5 +6 +7 +8
1
3 O(h3) 0 1
2
0 0 0 0 0 0 0
5 O(h5) 0 2
3
  1
12
0 0 0 0 0 0
7 O(h7) 0 3
4
  3
20
1
60
0 0 0 0 0
9 O(h9) 0 4
5
 1
5
4
105
  1
280
0 0 0 0
11 O(h11) 0 5
6
  5
21
5
84
  5
504
1
1260
0 0 0
13 O(h13) 0 6
7
 15
56
5
63
  1
56
1
385
  1
5544
0 0
15 O(h15) 0 7
8
  7
24
7
72
  7
264
7
1320
  7
10296
1
24024
0
17 O(h17) 0 8
9
 14
45
56
495
  7
198
56
6435
  2
1287
8
45045
  1
102960
2
3 O(h3)  2 1 0 0 0 0 0 0 0
5 O(h5)  5
2
4
3
  1
12
0 0 0 0 0 0
11 O(h11)  5269
1800
5
3
  5
21
5
126
  5
1008
1
3150
0 0 0
4 5 O(h5) 6  4 1 0 0 0 0 0 0
6 7 O(h7)  20 15  6 1 0 0 0 0 0
8 9 O(h9) 70  56 28  8 1 0 0 0 0
10 11 O(h11)  252 210  120 45  10 1 0 0 0
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Table D.2: O-central (2N + 1)-point formulae for nth derivative.
n 2N + 1 Error
j
0 +1 +2 +3 +4 +5 +6 +7 +8 +9 +10
1
3 O(h3)   3
2
2   1
2
0 0 0 0 0 0 0 0
4 O(h4)   11
6
3   3
2
1
3
0 0 0 0 0 0 0
5 O(h5)   25
12
4  3 4
3
  1
4
0 0 0 0 0 0
6 O(h6)   137
60
5  5 10
3
  5
4
1
5
0 0 0 0 0
7 O(h7)   49
20
6   15
2
20
3
  15
4
6
5
  1
6
0 0 0 0
9 O(h9)   761
280
8  14 56
3
  35
2
56
5
  14
3
8
7
  1
8
0 0
11 O(h11)   7381
2520
10   45
2
40   105
2
252
5
 35 120
7
  45
8
10
9
  1
10
n 2N + 1 Error
j
 1 0 +1 +2 +3 +4 +5 +6 +7 +8 +9
1
4 O(h4)   1
3
  1
2
1   1
6
0 0 0 0 0 0 0
5 O(h5)   1
4
  5
6
3
2
  1
2
1
12
0 0 0 0 0 0
7 O(h7)   1
6
  77
60
5
2
  5
3
5
6
  1
4
1
30
0 0 0 0
9 O(h9)   1
8
  223
140
7
2
  7
2
35
12
  7
4
7
10
  1
6
1
56
0 0
11 O(h11)   1
10
  4609
2520
9
2
 6 7   63
10
21
5
 2 9
14
  1
8
1
90
n 2N + 1 Error
j
 2  1 0 +1 +2 +3 +4 +5 +6 +7 +8
1
7 O(h7) 1
30
  2
5
  7
12
4
3
  1
2
2
15
  1
60
0 0 0 0
9 O(h9) 1
56
  2
7
  19
20
2   5
4
2
3
  1
4
2
35
  1
168
0 0
11 O(h11) 1
90
  2
9
  341
280
8
3
  7
3
28
15
  7
6
8
15
  1
6
2
63
  1
360
n 2N + 1 Error
j
 3  2  1 0 +1 +2 +3 +4 +5 +6 +7
1
9 O(h9)   1
168
1
14
  1
2
  9
20
5
4
  1
2
1
6
  1
28
1
280
0 0
11 O(h11)   1
360
1
24
  3
8
  319
420
7
4
  21
20
7
12
  1
4
3
40
  1
72
1
840
n 2N + 1 Error
j
 4  3  2  1 0 +1 +2 +3 +4 +5 +6
1 11 O(h11) 1
840
  1
63
3
28
  4
7
  11
30
6
5
  1
2
4
21
  3
56
1
105
  1
1260
Appendix E
Point Group Symmetries
In this appendix we discuss the point group symmetry associated with the tetrahedral and
octahedral deformation of nuclear shape and with the articial violation of the rotational
symmetry caused by taking a cubic lattice in the coordinate space, and how the single-
particle spectrum, or the shell structure, is aected by the symmetry violations.
We rst introduce the basic theorems and formulas of group theory [26, 180, 181] for
preparation.
E.1 Basics of group theory
The theory of group and its representations is a very powerful tool, especially in quantum
mechanics, to deal with symmetries. It gives a plenty of quite non-trivial consequences
on the properties of energy spectrum and eigenfunctions of a system which has certain
symmetries. This information, which are extracted from pure group theory, do not depend
on the physical details of the system that one is concerned. It helps us with simplifying
problems for complicated systems and solving them more eciently.
The group (representation) theory is widely applied in physics and chemistry. In
particle physics, Lie groups have always been playing essential roles in understanding the
mathematical structure of the theory and the nature of interactions among fundamental
particles [87,181,182]. In nuclear physics, various types of low-lying collective excitations
in nuclei have been studied based on dynamical symmetries, which are also described by
chains of Lie groups, possessed by model Hamiltonians in the interacting boson models
and Bohr's collective model [183,184]. Finite groups (point groups and space groups) are
important as well in solid state physics and chemistry to compute, e.g., molecular orbitals,
excitation spectrum of molecules, and electronic band structure of crystal [26, 180].
E.1.1 Theory of group and its representation
In this section we introduce some useful theorems for nite groups.
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Group and representation
Denition E.1.1 (Group) A group G is a set on which a binary operation, product, is
dened, satisfying:
1. If f; g 2 G then h = fg 2 G.
2. For f; g; h 2 G, (fg)h = f(gh).
3. There is an identity element, e, such that ef = fe = f for all f 2 G
4. Every element f 2 G has an inverse, f 1, such that f 1f = ff 1 = e.
A group is characterized with multiplication law for every (orderd) pair of elements in
the group. For nite groups, the number of elements N is called order of the group. We
introduce a useful concept, conjugacy class:
Denition E.1.2 (Conjugacy class) A subset H of a group G satisfying
g 1hg 2 H 8 h 2 H; g 2 G (E.1.1)
is called conjugacy class.
Note that a conjugacy class is not necessarily a subgroup of G. If H is a subgroup, it is
called an invariant or normal subgroup.
A group is a set of abstract operations such as rotations, translations, or interchange,
and so on. A representation dened below makes those abstract things more concrete
and easy to mathematically handle.
Denition E.1.3 (Representation) A representation of a group G is mapping, D of
g 2 G onto a set of linear operators with the following properties:
1. D(e) = 1, where 1 is the identity operator in the space on which the linear operators
act.
2. D(g1)D(g2) = D(g1g2), in other words the group multiplication law is mapped onto
the multiplication of the linear operators.
A good feature of representations is that, in linear space, we are free to choose the basis
vectors. Change of basis to represent states and matrices in more convenient way can be
done by making similarity transformations,
D ! D0 = SDS 1: (E.1.2)
Clearly the new set of operators has the same multiplication law as the old one. Thus D0
is also a representation if D is. D and D0 are said to be equivalent because they just
dier by the basis to represent them.
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A representation is reducible if it is equivalent to a block diagonal form, that is, if
there exists a transformation such that
D(g)! D0(g) = SD(g)S 1 =
0B@ D1(g) 0   0 D2(g)   
...
...
. . .
1CA for all g 2 G: (E.1.3)
A representation is irreducible if it is not reducible.
It can be proved that a representation of nite group is always equivalent to a unitary
representation.
Theorem E.1.1 (Unitarity) Every representation of a nite group is equivalent to a
unitary representation.
Proof: Suppose D(g) is a representation of a group G. Consider an operator dened by
S =
X
g2G
D(g)yD(g): (E.1.4)
S is hermitian and positive-semidenite. Assume that S has a zero eigenvalue, i.e., there
exists a vector v such that Sv = 0. Then
vySv = 0 =
X
g2G
jD(g)vj2: (E.1.5)
Thus D(g)v must be zero vector for all g 2 G, which is impossible because D(e) = 1.
Therefore, S is positive-denite and invertible, and we can construct the square-root of
S, X  S1=2. Of course X is also hermitian and invertible. Now we dene
D0 = XDX 1: (E.1.6)
This representation is unitary because
D0(g)yD0(g) = X 1D(g)ySD(g)X 1 (E.1.7)
and
D(g)ySD(g) = D(g)y
X
h
D(h)yD(h)D(g) (E.1.8)
=
X
hg
D(hg)yD(hg) (E.1.9)
=
X
g
D(g)yD(g) = S = X2; (E.1.10)
where the last line follows from the fact that hg runs over all elements of G.  Because
of this theorem we only have to consider unitary representations.
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Orthogonality relations
The following Schur's lemma is important in representation theory of nite groups.
Theorem E.1.2 (Schur's lemma 1) If D1(g)A = AD2(g) for all g 2 G where D1 and
D2 are inequivalent irreducible representations, then A = 0.
Theorem E.1.3 (Schur's lemma 2) If D(g)A = AD(g) for all g 2 G where D is a
nite dimensional irreducible representations, then A / I.
For proofs see Refs. [26,181]. Using Schur's lemma we can prove the orthogonality relation
for elements of representation matrices.
Theorem E.1.4 (Great orthogonality relation) Matrix elements of unitary irreducible
representations satises the following orthogonality relationX
g2G
[D()(g)]ij[D
()(g)]kl =
N
n
ikjl; (E.1.11)
where  and  label irreducible representations and n is dimension of the irreducible
representation .
Proof: Let D() and D() nite dimensional irreducible representations of a group G.
Consider an operator
A =
X
g2G
D()(g 1)BD()(g); (E.1.12)
where B is an arbitrary linear operator. We multiply A by D()(h 1) from the left and
1 = D()(h)D()(h 1) from the right:
D()(h 1)A =
X
g2G
D()(h 1)D()(g 1)BD()(g)D()(h)D()(h 1)
=
X
g2G
D()((gh) 1)BD()(gh)D()(h 1)
=
X
g02G
D()(g0)BD()(g0)D()(h 1)
= AD()(h 1):
Thus we have
D()(h)A = AD()(h) 8 h 2 G: (E.1.13)
Now Theorems E.1.2 and E.1.3 imply that if  and  are inequivalent, A = 0 and that
if  and  are equivalent, A / I. Thus we can writeX
g2G
D()(g 1)BD()(g) = I; (E.1.14)
E.1. BASICS OF GROUP THEORY 143
where I is the n  n identity matrix.
Let us take B = j; iih; kj, where j; ii is the i-th normalized basis state of the
irreducible representation . (j; l)-element of B is given by ijkl. Note that the ket (bra)
vector can be viewed as n  1 (1 n) matrix. Now we take trace of both sides in Eq.
(E.1.14),
n = 
X
g2G
Tr

D()(g 1)j; iih; kjD()(g)
= 
X
g2G
Tr
h; kjD()(g)D()(g 1)j; ii
= Nik;
where we make use of the cyclic property of traces. Thus we have obtained  = ikN=n.
Taking matrix element of Eq. (E.1.14) with B = j; iih; kj, we nally getX
g2G
[D()(g 1)]ji[D()(g)]kl =
N
n
ikjl: (E.1.15)
For unitary representations we can writeX
g2G
[D()(g)]ij[D
()(g)]kl =
N
n
ikjl:  (E.1.16)
Denition E.1.4 (Character) The characters D(g) of a representation D is dened
by the traces of the representation matrix,
D(g) = Tr[D(g)] =
X
i
[D(g)]ii: (E.1.17)
Because of the cyclic property of traces, the characters have the following two properties.
 D(g) = D0(g) 8g ) D and D0 are equivalent.
 g1; g2 2 G belong to the same conjugacy class ) D(g1) = D(g2).
The characters are constant on a conjugacy class. In other words, characters may be con-
sidered as a function of conjugacy classes D(Ci), where Ci represents the i-th conjugacy
class in the group.
By setting i = j and k = l, and taking summations over i and k in Eq. (E.1.11), we
obtain an orthogonality relation for characters:
Theorem E.1.5 (Orthogonality relation of characters) For unitary irreducible rep-
resentations  and  of a group G, their characters satises the following orthogonality
relation X
g2G
()(g)()(g) = N; (E.1.18)
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where N is order of G. In terms of the conjugacy classes it can be written as
ncX
i=1
hi
()(Ci)
()(Ci) = N; (E.1.19)
where nc is the number of conjugacy classes and hi is the number of elements of Ci.
Using Eq. (E.1.18), the orthogonality of irreducible characters, one can carry out
reduction of a representation to a direct sum of irreducible representations. Suppose a
reducible representation D can be reduced to a direct sum of irreducible representations
D(g)!
nrM
=1
mDD
()(g) (E.1.20)
Then its character satises
D(g) =
nrX
=1
mD 
()(g) (E.1.21)
It follows from the orthogonality relation that
mD =
1
N
X
g2G
()(g)D(g) (E.1.22)
As is clear from the above discussions, character is a powerful tool to decompose a re-
ducible representation into a direct sum of irreducible representations. Once we have the
character of a reducible representation, we should expand it with the irreducible characters
of the group, then, the expansion coecients mD are the number of times each irreducible
representation appears in the decomposition. We shall use this remarkable property of
character in order to nd residual degeneracies when a representation becomes reducible
by a reduction of the size of the symmetry group.
E.2 Point groups
In this section we rst introduce the two important point groups that are the symme-
tries associated with exotic nuclear deformations or the cubic-lattice discretization. A
point group is a group of spatial operations, which leaves at least one point in space
unchanged, such as rotations and reections. Point group is used to specify the symme-
tries in molecules [26, 180]. Note that it does not include a translation, which could be a
symmetry of a crystal. In the latter half of this section we discuss how the degeneracy
of an SO(3) multiplet is violated when the SO(3) symmetry is broken down to the point
group symmetries.
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E.2.1 Tetrahedral and octahedral groups
The important point groups in this thesis are the tetrahedral group Td and the octahedral
group Oh, which are the sets of operations leaving a regular tetrahedron and a regular
octahedron invariant, respectively.
First we consider only rotations leaving a regular tetrahedron and a regular octahe-
dron unchanged. The point groups associated with those symmetries are named T and
O, respectively. Figs. E.1(a) and E.1(b) shows the symmetry operations of T and O,
respectively. The group, T , of rotations leaving a tetrahedron unchanged is composed of
the following elements,
T = fe; 4C3; 4C23 ; 3C2g; (E.2.1)
where e is the identity, Cn is a rotation by angle 2=n about a certain rotation axis.
An axis of Cn rotational symmetry is called an n-fold axis. The numbers in front of the
symbols denote the number of the elements which belong to the same conjugacy class,
e.g., 4C3 represents the four C3 rotations with the four dierent choices of the rotation
axis, all of which belong to the same conjugacy class1. A regular tetrahedron has four
three-fold axes and three two-fold axes. The two classes, 4C3 and 4C
2
3 , in T are considered
to be the clockwise and counterclockwise rotations by 2=3 about the four three-fold axes,
each of which normally passing through the center of a face of the tetrahedron. The group
T consists of 12 symmetry transformations.
The group, O, of rotations corresponding to the symmetry of an octahedron is given
by
O = fe; 8C3; 6C 02; 3C2(= C24); 6C4g: (E.2.2)
It has six four-fold axes, eight three-fold axes, and two distinct classes of three and six
two-fold axes. Fig. E.1(b) shows these rotations.
Next we consider the full symmetry operations including reections as well as rotations.
The full symmetry group of a tetrahedron is the point group Td, which consists of the
following elements,
Td = fe; 8C3; 3C2; 6d; 6S4g: (E.2.3)
In addition to all the elements of T 2, it contains the operations d and S4 involving reec-
tions. d denotes a reection in a plane which bisects the tetrahedron and passes through
one of the edges of the tetrahedron. There are six similar operations corresponding to
each edge of the tetrahedron, and they form a conjugacy class denoted by 6d. S4 is called
an \improper rotation" or \rotary reection", a C4 rotation around a two-fold axis (See
Fig. E.1(a)) followed by a reection in the plane perpendicular to the rotation axis. The
six such distinct operations (two opposite directions of the rotation each for the three
choices of the axis) comprise another conjugacy class 6S4. Thus, in total, there are 24
symmetry operations for a regular tetrahedron.
1 Intuitively, a conjugacy class is a subset of a group consisting of similar operations.
2Now, in the full symmetry group Td, the conjugacy class denoted by \8C3" corresponds to the union
of the two conjugacy classes 4C3 and 4C23 = 4C
 1
3 of the subgroup T . In general, Cn and C
 1
n belong to
the same conjugacy class if the reection, , in the plane containing the rotation axis is also an element
of the same group, since Cn 1 = C 1n .
146 APPENDIX E. POINT GROUP SYMMETRIES
(a) The point group T (b) The point group O
Figure E.1: The symmetry operations of the point group O and T , which leaves an
octahedron and a tetrahedron invariant, respectively. The symbol Cn is a rotation by
angle 2=n. The arrows indicate rotation axes. The numbers before the symbols denote
the number of similar rotations, i.e., the number of choices of the axis for similar rotations.
The gure is taken from Ref. [26].
The group associated with the full symmetry of an octahedron is named Oh. Since a
regular octahedron is symmetric under the space inversion (the parity transformation),
the group is given by a direct-product group Oh = OCi 3 , where Ci is the group of the
space inversion:
Ci = fe; ig: (E.2.4)
The element i denotes the parity operation. Notice that any rotations and the parity
operation commutes, and the label of irreducible representation, or the quantum number
of a state associated with O and Ci can be determined separately.
E.2.2 Decomposition of SO(3) multiplets into irreps of a point
group
In this section we discuss how the \magnetic" (2j+1)-fold degeneracy of an eigenstate of
angular momentum is violated with the spherical symmetry broken down to tetrahedral
or octahedral, using the formulas derived in Sec. E.1. We here consider symmetry break-
ing occurring when 1) nuclear shape is deformed from the spherical one, or 2) coordinate
space is discretized into 3D lattice. For the case 1), we consider the tetrahedral and octa-
hedral deformations, where strong shell eects are expected compared to the other kind
of deformations. In the case 2), the rotational invariance of the mean-eld Hamiltonian
is broken down to Oh articially by the discretization.
3If we have two groups G = fe; g2; : : : ; gNag and H = fe; h2; : : : ; hNbg such that all of G commutes
with all of H, then GH = fe; g2; : : : ; gNa ; h2; g2h2; g3h2; : : : ; gNahNbg forms a group of NaNb elements.
GH is called direct-product group of the two groups.
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Table E.1: The character table of the point group Td. The symbols A1, A2, ..., T2
denotes the single-valued representations, and E1=2, E5=2, and G3=2 are the double-valued
representations.
e 8C3 3C2 6d 6S4
A1 1 1 1 1 1
A2 1 1 1  1  1
E 2  1 2 0 0
T1 3 0  1  1 1
T2 3 0  1 1  1
E1=2 2  2 1  1 0 0
p
2  p2
E5=2 2  2 1  1 0 0  
p
2
p
2
G3=2 4  4  1 1 0 0 0 0
We make use of Eq. (E.1.22) to decompose SO(3) multiplets into the irreps of the
point groups. What we need are
 The characters of all the irreps (irreducible representations) of the point group, and
 The characters of the SO(3) irreps,
and we expand the latter with the former and read the expansion coecients to get how
many times each irrep of the point group appears in the decomposition. The composition
of the representation so obtained together with the dimension of the irreps give information
of the pattern of the level splittings which occurs when the spherical symmetry is broken
to the point group symmetry.
In Tables E.1 and E.2, we tabulate the characters of all the irreducible representations
of the point groups Td and O, respectively. In the both tables, A1, A2, E, T1, and T2 are the
single-valued representations, which gives how integer-spin states are transformed under
the group elements, while E1=2, E5=2, and G3=2 are the double-valued representations,
which correspond to the transformation properties of half-integer-spin states. For half-
integer-spin states, there are two dierent representations corresponding to one rotation,
e.g., spin-1=2 state gains a sign under a 2 rotation, and a 4 rotation makes the state back
to completely the same including the phase. Thus one can consider that a representation of
the half-integer-spin states is double-valued4. The integer- and half-integer-spin multiplets
are decomposed into the single-valued and the double-valued representations, respectively.
We also note that A1, whose characters are all 1, corresponds to the trivial, or \scalar"
representation of each group.
The remaining task is to compute characters of the SO(3) multiplets for the point
group transformations. Let us consider a state with the spin parity j and denote its
4Another way to deal with the half-integer-spin states is to consider a double group, in which \2"
rotations and \4" rotations are distinguished, and thus the order of the group is doubled [26].
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Table E.2: The character table of the point group O. The symbols A1, A2, ..., T2 de-
notes the single-valued representations, and E1=2, E5=2, and G3=2 are the double-valued
representations. In the double-valued representations there are two dierent representa-
tions whose signs are opposite to each other for each rotation. Accordingly there are two
dierent characters for each rotation.
e 6C4 3C2 6C
0
2 8C3
A1 1 1 1 1 1
A2 1  1 1  1 1
E 2 0 2 0  1
T1 3 1  1  1 0
T2 3  1  1 1 0
E1=2 2  2
p
2  p2 0 0 1  1
E5=2 2  2  
p
2
p
2 0 0 1  1
G3=2 4  4 0 0 0 0  1 1
character with (j
)(g). The character of the identity e is simply the dimension of the
multiplet
(j
)(e) = 2j + 1: (E.2.5)
The character for a rotation by an angle  about z-axis for a multiplet with angular
momentum j is given by
Tr
0BBB@
eij
ei(j 1)
. . .
e ij
1CCCA = sin(j + 12)sin 
2
(E.2.6)
This formula applies to rotation about arbitrary axis because of the cyclic property of
traces. The rotation matrix R for a rotation by angle  is transformed by an orthogonal
matrix O under a rotation of the system (wave functions) as
R ! R0 = ORO 1: (E.2.7)
One can take O in such a way that the quantization axis of the wave functions aligns
the rotation axis. Then R0 looks just like the one in Eq. (E.2.6), but the trace of R
0
 is
the same as that of the rotation matrix R in the original frame. Thus characters of any
rotation Cn (and C
 1
n ) for an irreducible representation of SO(3) is given by Eq. (E.2.6),
or
(j
)(Cn) = 
(j)(C 1n ) =
sin[(2j + 1)=n]
sin(=n)
: (E.2.8)
For more detailed properties of characters for rotation, see Ref. [185]. Next we compute
the character of d of Td, a reection in a plane. Noticing that a reection is a sequence
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of the parity transformation i and a rotation by angle  about the axis perpendicular to
the reection plane, one obtains
(j
)(d) = 
(j)(iC2) = 
(j)(C2i) =   (j)(C2): (E.2.9)
Finally we consider the rotary reection S4, a product of a reection and a =2 rotation
with its axis perpendicular to the reection plane. The character of S4 is given by
(j
)(S4) = 
(j)(C4) = 
(j)(C4C2i) = 
(j)(C4i) =   (j)(C4): (E.2.10)
Notice that we have rewritten the reection as the product C2i and that C2 and C4 have
common rotation axis. Eqs. (E.2.5), (E.2.8), (E.2.9), and (E.2.10) gives the necessary
formulas in the decomposition of the SO(3) multiplets into the irreps of Td and Oh.
Now we can carry out the reduction. In Table E.3, we show the number of times each
irrep of Td appears in the decomposition of states with half-integer spin j and parity .
One can see that s1=2, p3=2, p1=2, d3=2 states contain only a single irrep of Td, while those
with j  5=2 contain more than one. Thus single-particle states with j  3=2 do not
split and the others do split for tetrahedral deformation. For instance, f5=2 splits into
two levels with two-fold (E1=2) and four-fold (G3=2) degeneracy, and g9=2 into one two-fold
level and two four-fold levels.
Table E.4 is similar to Table E.3 but corresponds to integer-spin states. According to
Table E.4, spins larger than or equal to 2 contains more than one irreps of Td.
Another thing we can learn from Table E.4 is the possible nuclear spins of tetrahedral
magic nuclei [146]. Closed spherical shell (spherical magic) nuclei has the spin parity 0+,
which is the scalar representation of SO(3). Analogously, a tetrahedral magic congura-
tion should be A1 representation of Td which is the scalar under the tetrahedral symmetry.
Thus, by reading the columns of A1 in Table E.4, we notice that the tetrahedral closed
conguration can only have spin parity
0; 3 ; 4+; 6; 7 ; 8+; 9; 10; 11 ; 12; 13; 14; 15; 16; : : : (E.2.11)
This is numerically conrmed in Ref. [146] by performing angular momentum projection
on the tetrahedral magic nuclei. The characteristic feature of the spectrum is that states
of spin I = 1; 2, and 5 are missing in the sequence of vibrational states or in the rotational
band on top of the tetrahedral shape [146].
In Table E.5 we tabulate the decomposition of both integer and half-integer spins for
the octahedral group O. Here we do not have to consider the parity. Since every element
of O commutes with parity, a state can be a simultaneous eigenstate of the O symmetry
and parity. The parity quantum number of the state is conventionally distinguished by
an additional subscript g and u for even and odd parity, respectively, e.g., A1g for an
even-parity A1 state
5. From the table one can see that single-particle states with j  5=2
splits when the spherical symmetry is broken down to the octahedral symmetry.
5g and u come from german words \gerade" and \ungerade", which mean \even" and \odd", respec-
tively.
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We can consider two dierent cases for this kind of symmetry breaking. One is the case
that the nuclear mean-eld is deformed into octahedral shape. The other is the case of
an artifact of the discretization, that is, the coordinate space is discretized into the cubic
lattice although the mean-eld is spherical. The same discussion applies to both cases
since all the above discussions are based on the pure group theory, which is independent
from detailed nature of individual problems. Note that the group theory only tells us the
number of splittings and degeneracy of each level. The size of splitting and level ordering
may depend on the individual problem. The articial symmetry breaking brought about
by lattice discretization is also discussed recently in Ref. [186].
Let us discuss here the shell eects in the tetrahedral or octahedral deformed nu-
clei [36{38]. As is mentioned, particularly strong shell eects would be expected because
of the highly degenerate single-particle levels for these deformations. The spherical sym-
metry, which is the highest symmetry, exhibits strong shell eect at the well known magic
numbers due to the (2j+1)-fold high degeneracy. In general, once a nucleus is deformed,
an SO(3) multiplet splits into several levels whose degeneracies are determined from
the shape symmetry. In most of possible deformations including the axially symmetric
one, the surviving degeneracy is only two-fold one, the Kramers degeneracy [143]. The
level splittings becomes larger and larger as the nucleus becomes deformed, and the shell
structure becomes more and more vague. In this respect, the tetrahedral and octahedral
symmetries are special since they yield degeneracies more than the Kramers degeneracy.
Since we are concerned with a fermion, we should focus on the double-valued represen-
tations. We notice that in both Td and O (or Oh), there is one representation, G3=2,
whose dimension is four, yielding a four-fold degeneracy. This high degeneracy reects
rather high symmetries in those isotropic shapes of regular tetrahedron and octahedron.
The unique degeneracy with tetrahedral and octahedral symmetries lead to bunching of
single-particle levels and well developed shell gaps (magic numbers) in the single-particle
spectrum [36{38]. This is the reason why one may expect tetrahedral and octahedral
ground state or isomers in nuclei with specic number of nucleons.
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Table E.3: The number of times each irrep appears in the reduction of SO(3) multi-
plets with half-integer spins into the irreps of Td. Positive and negative parity cases are
separately shown.
j E1=2 E5=2 G3=2 j
 E1=2 E5=2 G3=2
1
2
+
1 0 0 1
2
 
0 1 0
3
2
+
0 0 1 3
2
 
0 0 1
5
2
+
0 1 1 5
2
 
1 0 1
7
2
+
1 1 1 7
2
 
1 1 1
9
2
+
1 0 2 9
2
 
0 1 2
11
2
+
1 1 2 11
2
 
1 1 2
13
2
+
1 2 2 13
2
 
2 1 2
15
2
+
1 1 3 15
2
 
1 1 3
17
2
+
2 1 3 17
2
 
1 2 2
19
2
+
2 2 3 19
2
 
2 2 3
21
2
+
1 2 4 21
2
 
2 1 4
23
2
+
2 2 4 23
2
 
2 2 4
25
2
+
3 2 4 25
2
 
2 3 4
27
2
+
2 2 5 27
2
 
2 2 5
29
2
+
2 3 5 29
2
 
3 2 5
31
2
+
3 3 5 31
2
 
3 3 5
33
2
+
3 2 6 33
2
 
2 3 6
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Table E.4: The number of times each irrep appears in the reduction of SO(3) multiplets
with integer spins into the irreps of Td. Positive and negative parity cases are separately
shown.
` A1 A2 E T1 T2 `
 A1 A2 E T1 T2
0+ 1 0 0 0 0 0  0 1 0 0 0
1+ 0 0 0 1 0 1  0 0 0 0 1
2+ 0 0 1 0 1 2  0 0 1 1 0
3+ 0 1 0 1 1 3  1 0 0 1 1
4+ 1 0 1 1 1 4  0 1 1 1 1
5+ 0 0 1 2 1 5  0 0 2 1 1
6+ 1 1 1 1 2 6  1 1 1 2 1
7+ 0 1 1 2 2 7  1 0 1 2 2
8+ 1 0 2 2 2 8  0 1 2 2 2
9+ 1 1 1 3 2 9  1 1 1 2 3
10+ 1 1 2 2 3 10  1 1 2 3 2
11+ 0 1 2 3 3 11  1 0 2 3 3
12+ 2 1 2 3 3 12  1 2 2 3 3
13+ 1 1 2 4 3 13  1 1 2 3 4
14+ 1 1 3 3 4 14  1 1 3 4 3
15+ 1 2 2 4 4 15  2 1 2 4 4
16+ 2 1 3 4 4 16  1 2 3 4 4
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Table E.5: The number of times each irreducible representation appears of O in the
reduction of SO(3) multiplets for integer spins and half-integer spins.
` A1 A2 E T1 T2 j E1=2 E5=2 G3=2
0 1 0 0 0 0 1
2
1 0 0
1 0 0 0 1 0 3
2
0 0 1
2 0 0 1 0 1 5
2
0 1 1
3 0 1 0 1 1 7
2
1 1 1
4 1 0 1 1 1 9
2
1 0 2
5 0 0 1 2 1 11
2
1 1 2
6 1 1 1 1 2 13
2
1 2 2
7 0 1 1 2 2 15
2
1 1 3
8 1 0 2 2 2 17
2
2 1 3
9 1 1 1 3 2 19
2
2 2 3
10 1 1 2 2 3 21
2
1 2 4
11 0 1 2 3 3 23
2
2 2 4
12 2 1 2 3 3 25
2
3 2 4
13 1 1 2 4 3 27
2
2 2 5
14 1 1 3 3 4 29
2
2 3 5
15 1 2 2 4 4 31
2
3 3 5
16 2 1 3 4 4 33
2
3 2 6

Appendix F
Miscellaneous
F.1 Center of mass correction
In the mean-eld solutions for nite nuclei, mean eld is localized and xed in space,
thus the solution breaks the translational symmetry. This spontaneous breaking of trans-
lational symmetry leads to a spurious center of mass motion. In the PC-F1 interaction
used in our calculations, center of mass motion is corrected after variation. Since the
relativistic kinematics plays no important role in nuclear ground states, the center of
mass (c.m.) correction can be calculated in non-relativistic approximation in relativistic
models [187].
The expectation value of the squared center of mass momentum P 2CM in a general BCS
state is given by [187]
hP 2CMi =  ~2
X
≷0
v2hjji+
X
;≷0
 
v2v
2
hjrji  hjrji
  vvuuhjrji  hjrji

; (F.1.1)
where  and  label the single-particle state and     denotes the time-reversal state
of . The coecients v in Eq. (F.1.1) is the probability amplitude that a state  is
occupied, while u satises v
2
 + u
2
 = 1. The expectation value hP 2CMi for a time-even
mean-eld state reduces to
hP 2CMi =  2~2
"X
>0
hjji+
X
>0
 jhjrjij2 + jhjrjij2# ; (F.1.2)
where the summations run over the occupied single-particle states only. For a time-even
state, if  is occupied, its time-reversed partner  =   is also occupied.
We also give here the expression of Eq. (F.1.2) for spherical case [161]. With the spher-
ical symmetry, single-particle states are labeled by  = fa;mg, where a is a shorthanded
notation for fna; `(+)a ; jag, while m = jz is projection of the total angular momentum.
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Here, na is the principal quantum number, `
(+)
a is the orbital angular momentum of the
upper component of the single particle spinor, and ja is the total angular momentum. A
single-particle wave functions are given as
 (r) =  am(r) =
 
 
(+)
a (r)Y`(+)a jam(; )
i 
( )
a (r)Y`( )a jam(; )
!
; (F.1.3)
where the spherical spinor Y`jm is dened by Y`jm =
P
m0m00h`m0 12m00jjmiY`m 12m00 , where
 1
2
m00 is the spin wave function. The orbital angular momentum of the lower component
`
( )
a is given by `
( )
a = 2ja   `(+)a . The expectation value hP 2CMi with a mean-eld many-
body state reads
hP 2CMi =  ~2
X
a
wa
X
m
h am jj ami
 ~2
X
a;b

wawb +
p
wawb(1  wa)(1  wb)
 X
m;m
jh amjrj bmij2;
(F.1.4)
with
X
m
h am jj ami = (2ja+1)
X
=
Z
dr r2 ()a

@2
@r2
+
2
r
@
@r
  `
()
a (`
()
a + 1)
r2

 ()a ; (F.1.5)
and X
m;m
jh am jrj bmij2
= (2ja + 1)(2jb + 1)
X
;0
( )`()a +`(
0)
b +1

jb ja 1
`
()
a `
()
b
1
2

jb ja 1
`
(0)
a `
(0)
b
1
2




`
()
a ;`
()
b +1
q
`
()
a
Z
dr r2 ()a

@
@r
  `
()
b
r

 
()
b
  
`
()
b ;`
()
a +1
q
`
()
b
Z
dr r2 ()a

@
@r
+
`
()
b + 1
r

 
()
b




`
(0)
b ;`
(0)
a +1
q
`
(0)
b
Z
dr r2 
(0)
b

@
@r
  `
(0)
a
r

 (
0)
a
  
`
(0)
a ;`
(0)
b +1
q
`
(0)
a
Z
dr r2 
(0)
b

@
@r
+
`
(0)
a + 1
r

 (
0)
a

;
(F.1.6)
where wa is the occupation probability of the level a determined by the lling approxi-
mation.
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F.2 Solution of the Poisson equation for the Coulomb
potential
We solve the Poisson equation in order to calculate the Hartree contribution of the elec-
tromagnetic interaction to the single-particle potential. The Poisson equation is given
by
 r2(r) = 4c(r); (F.2.1)
where  is the electrostatic potential and c is the charge density distribution. Because
of the long range of the Coulomb interaction, the Poisson equation has to be dealt with
in a special way. In this section we demonstrate how to numerically solve the Poisson
equation in the 3D real space.
It is solved on 3D mesh in the following way:
1. The numerical box is temporarily extended and a boundary condition for  is given
at the surface of the extended box by using a multipole expansion of c.
2. The Poisson equation is discretized according to the boundary condition.
3. The discretized equation is solved numerically within the large box.
4. Only (r) inside the original box is taken and used for the calculations in the other
parts of the numerical code, e.g., single-particle Hamiltonian h and the total energy
E.
In the subsequent sections we explain in some detail how to deal with the rst three steps
given above.
F.2.1 Boundary condition
Since the Coulomb potential has a long tail ((r) ! Ze=r for r ! 1), a box bound-
ary condition is clearly inappropriate. In order to x the boundary condition for , we
temporarily consider a box larger than the original numerical box as shown in Fig. F.1.
In Fig. F.1, the blue ellipsoid denotes the charge distribution and R is its rough size.
The black square represents the edge of the original box. Single-particle wave functions,
densities and nuclear elds are computed on the mesh points within the black box. The
red square represents the larger box newly considered, whose surface is located further
away from the charge distribution. We denote a coordinate on the boundary of the large
box by rb. The value of  at a point rb is given by the following multipole expansion
(rb) =
Z
d3r0
c(r
0)
jrb   r0j
=
X
`
4
2`+ 1
1
r`+1b
Y`(r^b) 
Z
r0`Y`(r^0)c(r0) d3r0; (F.2.2)
=
Ze
rb
+
rb  d
r3b
+    ;
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r’
r
b
R
Figure F.1: A schematic picture of the boxes considered for numerical calculations. The
blue ellipsoid represents the charge distribution, whose rough size is denoted by R. The
black square indicates the original box, in which single-particle wave functions and nuclear
elds have been conned. The red square is the new larger box for solution of the Poisson
equation. The vector denoted by a red arrow (rb) is a coordinate on the boundary of the
larger box, and the one denoted by a blue arrow (r0) is a point inside the original box.
Note their correspondence with the arguments in Eq. (F.2.3).
where the integral over r0 has to be performed only inside the black box since we assume
that c is vanishing outside, and the dot () in the second line is understood as the scalar
product of two spherical harmonics. Notice that the integral in the second line of Eq.
(F.2.3) is the electric multipole moment of the given charge distribution. In the third line
of Eq. (F.2.3) the rst two terms in the expansion (` = 0 and ` = 1) are explicitly shown,
where d is the electric dipole moment dened as
d =
Z
r0c(r0) d3r0: (F.2.3)
Since we take the large box so that R=rb < 1, contribution from higher multipole moments
is suppressed since their magnitudes are roughly estimated to be  Ze  R`. As long as
c is conned within a nite-size region around the origin, `  1 terms are vanishing as
rb ! 1. The expansion up to ` = 4 has been included in our calculations. In this case,
leading error comes from ` = 5 if proton density has corresponding deformation. One
needs high-` components if the nucleus takes a complicated shape, e.g., cluster structure.
F.2.2 Discretization
In this section we show how to construct a dierence equation for the Poisson equation,
which is expressed by a nite system of linear equation of the form Ax = b. For simplicity
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x
1 2 ... ...  N
: original mesh points
: extra mesh points
: charge density ρC
: potential φ
Figure F.2: A schematic picture of a charge distribution and the resulting Coulomb
potential. Black tick marks and red tick marks indicate the edges of the original and
extended boxes, respectively. The mesh points inside the original box are denoted by
solid circles, while the extra mesh points introduced by the extension of the box are
denoted by open circles. An integer below a mesh point (1; 2; :::; N) is the number
assigned to each mesh point.
we consider a 1D case and show the explicit expression for the matrix A and the vector
b. Extension to 2D or 3D may be straightforward.
The coordinate x is discretized with mesh size a throughout the large box as shown in
Fig. F.2. Mesh points are numbered according to x, i.e., x1 < x2 <    < xN , where xi is
the value of x at i-th mesh point. The functions of x at the mesh points are denoted as
(xi) = i and c(xi) = ci (i = 1; 2; : : : ; N): (F.2.4)
The second derivative of the potential  is approximated by the 3-point dierence:
d2(xi)
dx2
=
8>>>><>>>>:
i+1   2i + i 1
a2
(1 < i < N)
2   21 + <b
a2
(i = 1)
>b   2N + N 1
a2
(i = N)
; (F.2.5)
where the values of  at the two edges of the large box are denoted as <b and 
>
b , which
may be computed by the multipole expansion for a 3D case. <b (
>
b ) is the value at the
boundary at far left (right) in Fig. F.2.
Regarding  and c as row vectors, we can write a discretized Poisson equation as the
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following matrix form
1
a2
0BBBBBBBBBBB@
2  1
 1 2  1
 1 2  1
. . . . . . . . .
. . . . . . . . .
 1 2  1
 1 2
1CCCCCCCCCCCA
0BBBBBBBBBBB@
1
2
...
...
N
1CCCCCCCCCCCA
+
1
a2
0BBBBBBBBBBB@
 <b
0
0
...
...
0
0
 >b
1CCCCCCCCCCCA
= 4
0BBBBBBBBBBB@
c1
c2
...
...
cN
1CCCCCCCCCCCA
or0BBBBBBBBBBB@
2  1
 1 2  1
 1 2  1
. . . . . . . . .
. . . . . . . . .
 1 2  1
 1 2
1CCCCCCCCCCCA
0BBBBBBBBBBB@
1
2
...
...
N
1CCCCCCCCCCCA
= 4a2
0BBBBBBBBBBB@
c1
c2
...
...
cN
1CCCCCCCCCCCA
+
0BBBBBBBBBBB@
<b
0
0
...
...
0
0
>b
1CCCCCCCCCCCA
:
(F.2.6)
The matrix on the left hand side is tridiagonal. Eq. (F.2.6) has the form of
Ax = b; (F.2.7)
where b is a known vector and x is an unknown vector to be obtained by solving the
equation.
F.2.3 Numerical method to solve the discretized Poisson equa-
tion
The discretized Poisson equation given in Eq. (F.2.6) is solved numerically. Similar to the
equation encountered in inversion of single-particle Hamiltonian, it is a large and sparse
linear system, which could be eciently solved by the Krylov iterative methods [133,152].
We employ the conjugate gradient (CG) method [133,152], which is applicable to positive
denite A. The numerical algorithm of CG method is already given in Appendix C.
It shares the advantages in common with the other Krylov subspace methods intro-
duced in Appendix C.
 It is not necessary to explicitly store the matrix elements of A nor A 1.
 Only needs matrix-vector operation and scalar product of two vectors.
 Quickly converges if the initial guess for the solution x0 is good.
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In self-consistent calculations, we use the solution of the Poisson equation at the previous
step as an initial guess for CG iteration. At the rst self-consistent iteration, when we
solve the Poisson equation for the rst time, we input zero vector as an initial guess.
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