We consider a lattice of coupled van der Pol systems with external periodic forces and Dirichlet boundary conditions. Under the assumption of bounded dissipativeness, we prove that the asymptotic synchronization occurs provided that the coupling coefficients are sufficiently large. Furthermore, we demonstrate from numerical simulations that asymptotic synchronization is affected by the coupling coefficients and the size of lattice.
Introduction
The main purpose of this paper is to consider the synchronized phenomena of coupled van der Pol oscillators in a squared lattice with Dirichlet boundary conditions. We first consider the following single van der Pol oscillator [Guckenheimer & Holmes, 1983; Parlitz & Lauterborn, 1987] y + k(y 2 − 1)ẏ + y = a sin t ,
where k > 0, a > 0 are constants. Perform a transformation by introducing a new variable ẋ y = −k 1 3 y 3 − y − x − a cos t .
Then, differentiating Eq. (2) yieldṡ x = −ÿ − k(y 2 − 1)ẏ + a sin t = y .
Therefore, Eq. (1) can be written as a system of the first order differential equations   ẋ = y, y = −k 1 3 y 3 − y − x − a cos t.
Suppose that there are n 2 subsystems in a squared lattice u i = [x i , y i ] T ∈ R 2 , where i = (i 1 , i 2 ) is a pair of positive integers with 1 ≤ i 1 ≤ n, 1 ≤ i 2 ≤ n, and the dynamics of u i is given by the van der Pol oscillator (3). That is, the dynamics of
where k i > 0, α i > 0 are constants, g i is a continuous periodic function, f i is a C 2 -function such that f i (0) = 0, f i (0) = 0.
To be specific in this introduction about some of the issues involved, we consider a coupled system which is represented bẏ u i = (L(c 1 , c 2 )u) i + S i (u, t) ,
for i = (i 1 , i 2 ), where L(c 1 , c 2 ) is a real linear selfadjoint operator depending upon a pair of parameters (c 1 , c 2 ) ∈ R 2 with c 1 , c 2 ≥ 0, and (L(c 1 , c 2 )u) i denotes the ith component of vector (L(c 1 , c 2 )u). Moreover, if the coupling L(c 1 , c 2 ) is absent then each componentu i = S i (u, t) represents an oscillator of (4). As a specific example, the operator L(c 1 , c 2 ) can be of a matrix form γM, where γ ≥ 0 is a scalar and We note that this type of coupling corresponds to symmetric nearest neighbor coupling in a squared lattice with Dirichlet boundary conditions.
If the diagonal of R 2n 2 is an invariant submanifold of the coupled system (5), and if it contains a global attractor A c 1 ,c 2 for (c 1 , c 2 ) belonging to some unbounded set Λ in R 2 then we say that the coupled system (5) is synchronized. If the diagonal of R 2n 2 is not invariant but the global attractor A c 1 ,c 2 approaches the diagonal provided that c 1 , c 2 are sufficiently large, then we say that the coupled system (5) is asymptotically synchronized [Afraimovich et al., 1997; Hale, 1996] .
The synchronized phenomena of coupled systems have been studied in a wide range of disciplines [Anishenko et al., 1992; Fujisaka & Yamada, 1983; Heagy et al., 1994; Kosarev & Parlitz, 1995; Pecora & Carroll, 1990] , for example, in the domain of biology [Ermentrout, 1985; Mirollo & Strogatz, 1990] , network [Abbott & Vreeswijk, 1993; Goldsztein & Strogatz, 1995; Tsodyks et al., 1993] and electrical mechanics [Carroll & Pecora, 1991; Chua et al., 1993; Wu & Chua, 1994] , etc. The synchronization of coupled Duffing oscillators in a lattice have been studied by Hale [1996] , and Afraimovich et al. [1997] recently. From the van der Pol oscillator (3), we observe that the nonlinear term y 3 in the second equation is similar to the nonlinear term x 3 in Duffing oscillator which is separated from the other variable. Thus, we shall apply the techniques developed in [Afraimovich et al., 1997] with different error estimations to obtain our main result.
If we assume that there is a compact global attractor for each subsystem in (4), then there is a natural dissipative mechanism in each subsystem. When we couple these subsystems by a linear operator L(c 1 , c 2 ), we can intuitively assume that the coupled system (5) has a global attractor A c 1 , c 2 . Generally, to show the existence of global attractor A c 1 ,c 2 for the coupled system (5) is a difficult task.
Hence, we will demonstrate from numerical simulations that there is a compact invariant set which attracts bounded subset in R 2n 2 . Now, we review the definition and some properties of dissipative systems which are required in this paper [Afraimovich et al., 1997; Hale, 1988] . Definition 1.1. The coupled system (5) is said to be bounded dissipative in a region Λ ⊆ R 2 , if there exists a bounded set B ⊂ R 2n 2 such that, for any bounded set V ⊂ R 2n 2 and any (c 1 , c 2 ) ∈ Λ there is a t 1 = t 1 (c 1 , c 2 , V, B) such that Φ(t, τ )V ⊂ B for t ≥ t 1 , where Φ(t, τ )(x 0 , y 0 ) is the solution of (5) through (x 0 , y 0 ) at t = τ.
Let Π be the Poincaré map for (5). If (5) is bounded dissipative, then there is a global attractor A c 1 ,c 2 of Π. That is, A c 1 ,c 2 is a maximal compact invariant set which attracts each bounded set in R 2n 2 . From Hale [1988, pp. 16-25] , we see that there is a fixed point of Π, and thus there is a p-periodic solution (x * (t), y * (t)) of (5).
The Main Theorem
In this section, we consider a coupled system (5) in an n × n squared lattice such that each oscillator satisfies [Afraimovich et al., 1997] 
with the Dirichlet boundary conditions, where the index i = (i 1 , i 2 ) and x, y are two vectors in R n 2 with (
The Dirichlet boundary conditions impose that
Here, L is a self-adjoint linear operator on R n 2 with max{λ i } = λ 0 < 0 for all λ i ∈ σ(L) ≡ spectrum of L. And (Lx) i and (Ly) i denote the ith component of Lx and Ly, respectively. Now, we introduce a parameter ε > 0 which characterizes the variation in the uncoupled oscillators in (7). We assume that
where ϕ is a positive function.
As mentioned at the end of the previous section, if we assume that the coupled system (7) is bounded dissipative then there is a p-periodic solution (x * (t), y * (t)). Our main result asserts that, under the assumption of bounded dissipativeness, the difference between any individual solutions of (7) and this p-periodic solution is of order ε, provided that c 1 , c 2 are sufficiently large. Denoted by Λ(A, B) the following region in the plane of parameters
In order to study the asymptotic synchronization of the coupled system (7), we have to impose the assumption that There exist constants A 0 , B 0 ∈ R + such (H):
that the system (7) is bounded dissipative in the region Λ(A 0 , B 0 ).
We introduce two functions
and two constants
If we set F (y) with (F(y)) i = f (y i ), G(t) with (G(t)) i = g(t) and δ with (δ) i = δ i are vectors in R n 2 , where
Then system (7) can be rewritten as a vector equation
Let V ⊂ R n 2 be a fixed bounded set. From hypothesis (H) and conditions (8), there is a positive constant µ 1 such that, for all (c 1 , c 2 ) ∈ Λ(A 0 , B 0 ), and each solution (x(t), y(t)) of (9) with initial condition in V satisfies
Consequently, there is a constant κ 1 such that
We shall prove the main theorem by using two lemmas and some error estimations.
Lemma 2.1. There is a linear operator A on R n 2 with ρ i ∈ σ(A) if and only if there is a λ i ∈ σ(L) such that
Moreover, the system (9) can be transformed by
into a system of the form
Also, there exist positive constants c 0 1 , k * , κ 2 , κ a , κ 3 such that if (c 1 , c 2 ) ∈ Λ(c 0 1 , k * ) then each ρ i ∈ σ(A) must be negative and
and
Here | · | is any matrix norm.
Proof. If we choose A satisfying
for all x ∈ R n 2 . Differentiating (13) and substituting into (9), we havė
Thus, the system (9) is transformed into (14). Conversely, let {v i } be an orthonormal basis for R n 2 , where v i is an eigenvector of L corresponding to the eigenvalue λ i . If we let x = i x i v i , and define the corresponding matrix A satisfying Ax = i x i ρ i v i with ρ i as in (12), then it is easily shown that (17) holds.
Clearly, there are positive constants c 0 1
This implies that (c
From (12) and inequality (18) with ξ and η replacing by −(c 1 λ i + k) > 0 and −(c 2 λ i −α) > 0, respectively, it follows that
This implies that
Then there exists a constant κ 2 > 0 such that
Since ρ i ∈ σ(A) with ρ i < 0 for all i, there exists a constant κ 3 > 0 such that
Similarly, we have
then there exists a constant κ a > 0 such that
Thus the estimations of (15) and (16) hold. This completes the proof of Lemma 2.1.
In the following statements, we only consider those solutions of (9) with initial data in the bounded set V and (c 1 , c 2 ) ∈ Λ(c 0 1 , k * ). Substituting u = x − x * , v = w − w * and w * = y * − Ax * into (14), we then have
where
We note that Γ is a C 1 -function. Thus there are constants µ 2 , κ 4 such that
Let
where q ∈ R n 2 and P (t) is a matrix on R n 2 . Substituting (21) into (19) and choose P as a solution of the Riccati equatioṅ
Then the Eq. (19) becomes
To remove the terms related to u in the second equation of (19), it remains to solve (22).
Lemma 2.2. Let r ij be an eigenvalue of the operator R as in (22), i.e., r ij ∈ σ(R). Then
where λ i ∈ σ(L) and ρ i , ρ j ∈ σ(A). Furthermore, there are positive constants c 1 1 , κ 5 , κ 6 and a constant 0 < < 1 such that if r = max i,j {r ij }, then for all (c 1 , c 2 ) ∈ Λ(c 1 1 , k * ), we have r ≤ −κ 5 c 1 and |e Rt | ≤ κ 6 e rt , t ≥ 0. (25) Proof. From the definition of R, we know that
where vec(·) denotes the vectorization function on a matrix. Here the symbol ⊗ means the Kronecker product (see [Alexander, 1981] 
This implies that there exist constants κ 5 , κ 6 > 0 and 0 < < 1 such that
for t ≥ 0. Thus, Lemma 2.2 follows.
In order to find the solution of (22), we consider the integral equation
in the class of matrix function P bounded on R n 2 . Since Γ(y(t), y * (t)) is bounded for all t ∈ R, the integral equation above is well-defined. Let
where m 0 is to be determined. Now we define an auxiliary mapping T on H m 0 with
where H ∈ H m 0 . Clearly, from (25), there exists c 2
It is easily shown that H m 0 is a complete space.
From (27), we have 0 < [κ 6 (µ 2 +2m 0 )/ |r|] < 1. Thus T : H m 0 → H m 0 is a contraction mapping on H m 0 . By the Banach fixed point theorem, there is a P (t) ∈ H m 0 satisfying (22). Now, let Φ(t, τ ) be a fundamental solution matrix of the linear homogeneous part of the second equation in (23). The eigenvalues of the self-adjoint matrix c 1 L − A + kI are given by
Then there exists θ < 0 with (c
From (23), we have
Since |P (s)| ≤ m 0 and |Γ(y(s), y * (s))| ≤ µ 2 , we have
By Gronwall inequality, we obtain
for t ≥ τ . This implies
for t ≥ τ . Clearly, there exists c 3 1 > 0 such that
. Therefore, there are constants κ 7 and 0 < < 1 such that
for t ≥ τ . From (23), we have
where q τ is initial value at t = τ . Then, from (28), for t ≥ τ , we have that
Thus, there is a constant κ 8 such that lim sup
Let Ψ(t, τ ) be the fundamental matrix of linear homogeneous part of the first equation in (23). We then have
From (16) and the fact that |P (t)| ≤ m 0 , we have
Note that, from(27), m 0 can be represented by
From ( 
where u τ is the initial value at t = τ . From (29) and (30), for t sufficiently large, we have (t−τ ) |u τ | + 2κ 8 κ 9 ε κ 10 c 2 .
Hence, there is a positive constant κ 11 such that lim sup
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From (29), (31) and |P | ≤ m 0 , we see that the vector v defined in (21) 
We now state the result of the main theorem which is similar to the result for Duffing oscillators in a squared lattice [Afraimovich et al., 1997] .
Theorem 2.3. Under the hypothesis (H), there are positive constants c * , k * , such that, for any (c 1 , c 2 ) ∈ Λ(c * , k * ) and for any bounded set V ⊂ R n 2 containing all of the attractors A c 1 ,c 2 with (c 1 , c 2 ) ∈ Λ(c * , k * ), there is a positive constant µ, such that, for any solution (x(t), y(t)) of (7) with initial value in V, we have
and lim sup
where |g| ≡ sup t∈R |n −2 i g i (t)|.
Proof. Let c * = max{c 0 1 , c 1 1 , c 2 1 , c 3 1 , c 4 1 } and k * as in Lemma 2.1. From (31) and the fact that u = x−x * , it follows that for (c 1 , c 2 ) ∈ Λ(c * , k * ), there exists constant µ > 0 such that 
This implies the second estimation of (33) holds.
To prove (34), for the convenience, we adopt the same notations and definitions as above. Here, we replace δ ∈ R n 2 with (δ) i = δ i + g i , where
Then (7) can be rewritten in vector form ẋ = y, y = c 1 Ly + c 2 Lx + ky − αx + F (y) + δ.
Substituting the transformation (13) into (36), we obtain
Since F (0) = 0 and F is a C 2 -function, by the mean value theorem, we get
where Γ(y * ) is a bounded C 1 -function. So there are positive constants µ 4 , κ 13 such that |Γ(y * )| ≤ µ 4 and |δ| ≤ κ 13 (ε + |g|) .
If we proceed the previous argument by replacing u, v and ε with x * , w * and (ε + |g|), respectively, then (34) follows.
Obviously, using (33), (34) and the triangle inequality we obtain (35). This completes the proof of Theorem 2.3.
Note that if ε = 0 in Theorem 2.3 then we have (x * (t), y * (t)) → (0, 0), x * i −x * j → 0 and y * i −y * j → 0 as c 2 → ∞ and c 1 → ∞. From (35), we see that if c 1 , c 2 are sufficiently large, then the difference between any two individual solutions of (7) can be made as small as possible for t sufficiently large.
Numerical Implementations
In this section, we demonstrate some numerical results to illustrate the synchronized phenomenon of the coupled system (7). Parlitz and Lauterborn [1987] proposed a bifurcation analysis to study the chaotic behavior for a single van der Pol oscillator as in (3), and showed that the oscillator (3) in some parameter range could have a globally strange attractor. Now, we want to explore the similar question on the coupled system of (7). More precisely, we are concerned about the existence of a compact invariant set which attracts any bounded subset in R 2n 2 . Here we perform some numerical simulations for the following coupled system in a lattice with 2 2 = 4 nodes as in Fig. 1, i. e.,
for i = 1, 2, 3, 4, where L = M as given in (6). The coupling coefficients c 1 and c 2 are chosen by c 1 = 0.75 and c 2 = 0.25. The parameters k i , α i , β i , and a i are chosen, respectively, by k i = 5 3 + rand · ε, α i = 1 + rand · ε, β i = − 1 3 + rand · ε, and a i = (5/2.466) + rand · ε. Here "rand" means a random value between −1 and 1 and ε = 10 −6 . It is worth noting that the chaotic behavior occurs for the individual subsystems at these parameter values [Parlitz & Lauterborn, 1987] .
In Fig. 2 , we plot the trajectories of the projections of solutions on (x i , y i )-plane, respectively, for i = 1, 2, 3, 4. From these graphs, we see that the projection trajectories will eventually end up near some attracting set. Hence the considering system contains a global attractor and the assumption of bounded dissipativeness is numerically reasonable.
Next, we give some computer graphics to visualize the asymptotic synchronization of the coupled system (7) in a lattice with 2 2 = 4 nodes or 3 2 = 9 nodes as shown in Fig. 1 . In order to see how the asymptotically synchronized behavior is affected by the coupling weight, we also demonstrate the graphs of the uncoupled system (7) in a lattice with 2 2 = 4 nodes.
Example 3.1. For the lattice with 2 2 = 4 nodes, we consider an uncoupled system of van der Pol oscillators, i.e.
for i = 1, 2, 3, 4, where parameters k i , α i , β i , a i are given as in the system (38) and the perturbation parameter ε = 10 −6 . From the definition of the asymptotic synchronization in Sec. 1, if a coupled system is asymptotically synchronized, then the difference between the solutions of any two individual subsystems, with initial data in a bounded set, can be made as small as possible for t sufficiently large, that is,
Here ε is the magnitude of the perturbation of the coupled system with identical oscillators. From graphs in Figs. 3 and 4 , we observe that |x 1 (t) − x 2 (t)| and |y 1 (t) − y 2 (t)| are not bounded by O(ε). Therefore, this uncoupled system is not asymptotically synchronized.
Example 3.2. We consider a coupled system (38) in a lattice with 2 2 = 4 nodes, with the coupling coefficients c 1 = 0.75, c 2 = 0.25, the perturbation parameter ε = 10 −6 and the same parameters k i , α i , β i , a i given as in (38). From Figs. 5 and 6, we see that |x 1 (t) − x 2 (t)| ≤ 1.0 × 10 −6 = 1.0 × ε and |y 1 (t) − y 2 (t)| ≤ 3.0 × 10 −6 = 3.0 × ε for t ≥ 100. In fact, these graphs show that |x 1 (t) − x i (t)| ≤ O(ε) and |y 1 (t) − y i (t)| ≤ O(ε) for all i = 1, 2, 3, 4 as t is sufficiently large. Obviously, the difference for the other components of solutions will act the same behaviors. Therefore, this coupled system is asymptotically synchronized. In Figs. 7 and 8, we consider the same coupled system with a different perturbation parameter ε = 10 −3 . Obviously, we see that the system is still asymptotically synchronized and bounded by a bound depending on the perturbation ε. Next, we want to demonstrate how the asymptotic synchronization is affected by the coupling coefficients c 1 , and c 2 . We consider the same coupled system with the same parameters but with stronger coupling coefficients c 1 = 1.5 and c 2 = 0.5. From Figs. 9 and 10, we observe that the system is bounded by O(10 −4 ) which is smaller than the bound of the previous case. Thus, we can say that the more coupling weight we give, the more asymptotic synchronization it occurs. Example 3.3. In this example, we will observe how the asymptotic synchronization is affected by the size of the lattice. Here, we consider a coupled system with 3 2 = 9 nodes as in Fig. 1 . The coupling coefficients c 1 = 50 and c 2 = 30, the system parameters k i , α i , β i and a i are the same as in the system (38) and the perturbation parameter ε = 10 −6 . From Figs. 11-14, we have |x 1 (t) − x 2 (t)| ≤ 4.0 × 10 −3 , |y 1 (t) − y 2 (t)| ≤ 1.0 × 10 −2 , |x 1 (t) − x 5 (t)| ≤ 1.0 × 10 −2 , and |y 1 (t) − y 5 (t)| ≤ 2.0 × 10 −2 for t ≥ 100. Hence, the considering coupled system is still asymptoti- cally synchronized. Obviously, the coupling coefficients of this example are much larger than those of Example 3.2. Moreover, the upper bounds of |x 1 (t) − x i (t)| and |y 1 (t) − y i (t)| also become larger. Thus, in view of these numerical computations, we can say that the more asymptotic synchronization to be visualized in a larger size of the lattice, the larger coupling coefficients are needed. Indeed, this phenomenon coincides with the statements of Theorem 2.3. 
Conclusion
In this paper, we consider the coupled system (7) of van der Pol oscillators in a squared lattice with Dirichlet boundary conditions. Under the assumption of bounded dissipativeness, we show that the coupled system (7) is asymptotically synchronized. That is, the difference between the components of any two individual solutions can be made as small as possible, provided that the coupling coefficients c 1 , c 2 are sufficiently large. It is worth noting that the subsystems in (7) are nonidentical, so the global attractor A c 1 ,c 2 may not belong to the diagonal of R 2n 2 as asymptotic synchronization occurs. It may happen that the behavior of individual oscillators becomes similar, in some sense, and their coordinates become to be close to each other as t → ∞. In other words, the global attractor A c 1 ,c 2 approaches the diagonal of R 2n 2 as asymptotic synchronization occurs. Furthermore we have demonstrated from numerical simulations that asymptotic synchronization is affected by the coupling coefficients and the size of the lattice. However, in practice, the strength needed for the asymptotic synchronization is much smaller than that of the requirement as in the main Theorem 2.3.
