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Abstract In this paper, we establish a good-λ inequality with two parameters in
the Schro¨dinger settings. As it’s applications, we obtain weighted estimates for spectral
multipliers and Littlewood-Paley operators and their commutators in the Schro¨dinger
settings.
1. Introduction
In this paper, we consider the divergence Schro¨dinger differential operator
L = −∂i(aij(x)∂j) + V (x) on Rn, n ≥ 3,
where V (x) is a nonnegative potential satisfying certain reverse Ho¨lder class. In this paper,
we always assume that the coefficients of these operators are bounded and measurable,
and aij are real symmetric, uniformly elliptic, i.e., for some δ ∈ (0, 1],
aij = aji, |aij | ≤ δ−1, δ|ξ|2 ≤ aijξiξj ≤ δ−1|ξ|2. (1.1)
We say a nonnegative locally Lq integral function V (x) on Rn is said to belong to
Bq(1 < q ≤ ∞) if there exists C > 0 such that the reverse Ho¨lder inequality(
1
|B(x, r)|
∫
B(x,r)
V q(y)dy
)1/q
≤ C
(
1
|B(x, r)|
∫
B(x,r)
V (y)dy
)
holds for every x ∈ Rn and 0 < r <∞, where B(x, r) denotes the ball centered at x with
radius r. In particular, if V is a nonnegative polynomial, then V ∈ B∞. Throughout this
paper, we always assume that 0 6≡ V ∈ Bn/2.
The study of Schro¨dinger operator L0 = −△+V recently attracted much attention;
see [2, 5, 6, 14, 21, 25, 26]. In particular, it should be pointed out that Shen [21] proved
the Schro¨dinger type operators, such as ∇(−∆+V )−1∇, ∇(−∆+V )−1/2, (−∆+V )−1/2∇
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with V ∈ Bn, (−∆ + V )iγ with γ ∈ R and V ∈ Bn/2, are standard Caldero´n-Zygmund
operators. Later, Auscher and Ali [2] improved some results of Shen [21].
Recently, Bongioanni, etc, [5] proved Lp(Rn)(1 < p <∞) boundedness for commu-
tators of Riesz transforms associated with Schro¨dinger operator with BMOθ(ρ) functions
which include the class BMO function, and they [6] established the weighted bounded-
ness for Riesz transforms, fractional integrals and Littlewood-Paley functions associated
with Schro¨dinger operators with weight Aρ,θp class which includes the Muckenhoupt weight
class. Very recently, Tang [23, 24] established a new good-λ inequality, and obtained the
weighted norm inequalities for some Schro¨dinger type operators, which include commuta-
tors for Riesz transforms, fractional integrals and Littlewood-Paley functions associated
with Schro¨dinger operators.
It should be pointed out that the results above were obtained by using sizes estimates
of kernels of Schro¨dinger type operators. In some cases, we may meet some Schro¨dinger
operators that they do not have an integral representation by a kernel with sizes estimates.
To deal with latter case, in this paper, we will establish a good-λ inequality with two
parameters in the Schro¨dinger settings. As it’s applications, we obtain weighted estimates
for spectral multipliers and Littlewood-Paley operators and their commutators in the
Schro¨dinger settings.
The paper is organized as follows. In Section 2, we give some notation and ba-
sic results. In Section 3, we establish a good-λ inequality with two parameters in the
Schro¨dinger settings. In Section 4, we obtain weighted inequalities for spectral multipliers
and their commutators in the Schro¨dinger settings. Finally, we give weighted estimates for
Littlewood-Paley operators and their commutators in the Schro¨dinger settings. in Section
5.
Throughout this paper, we let C denote constants that are independent of the main
parameters involved but whose value may differ from line to line. By A ∼ B, we mean
that there exists a constant C > 1 such that 1/C ≤ A/B ≤ C.
2. Preliminaries
We first recall some notation. Given B = B(x, r) and λ > 0, we will write λB for
the λ-dilate ball, which is the ball with the same center x and with radius λr. Similarly,
Q(x, r) denotes the cube centered at x with the sidelength r (here and below only cubes
with sides parallel to the coordinate axes are considered), and λQ(x, r) = Q(x, λr). Given
a Lebesgue measurable set E and a weight ω, |E| will denote the Lebesgue measure of E
and ω(E) =
∫
E ωdx. For 0 < p <∞
‖f‖Lp(ω) =
(∫
Rn
|f(y)|pω(y)dy
)1/p
, ‖f‖Lp,∞(ω) = sup
λ>0
λ1/pω{|f(y)| > λ}.
If ω = 1, we simply denote ‖f‖Lp = ‖f‖Lp(ω), ‖f‖Lp,∞ = ‖f‖Lp,∞(ω).
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The function mV (x) is defined by
ρ(x) =
1
mV (x)
= sup
r>0
{
r :
1
rn−2
∫
B(x,r)
V (y)dy ≤ 1
}
.
Obviously, 0 < mV (x) < ∞ if V 6= 0. In particular, mV (x) = 1 with V = 1 and
mV (x) ∼ (1 + |x|) with V = |x|2.
Lemma 2.1([21]). There exists l0 > 0 and C0 > 1such that
1
C0
(1 + |x− y|/ρ(x))−l0 ≤ ρ(y)
ρ(x)
≤ C0 (1 + |x− y|/ρ(x))l0/(l0+1) .
In particular, ρ(x) ∼ ρ(y) if |x− y| < Cρ(x).
In this paper, we write Ψθ(B) = (1 + r/ρ(x0))
θ, where θ > 0, x0 and r denotes the center
and radius of B respectively.
A weight will always mean a nonnegative function which is locally integrable. As in
[6], we say that a weight ω belongs to the class Aρ,θp for 1 < p <∞, if there is a constant
C such that for all ball B = B(x, r)(
1
Ψθ(B)|B|
∫
B
ω(y) dy
)(
1
Ψθ(B)|B|
∫
B
ω−
1
p−1 (y) dy
)p−1
≤ C.
We also say that a nonnegative function ω satisfies the Aρ,θ1 condition if there exists a
constant C for all balls B
Mρ,θ(ω)(x) ≤ Cω(x), a.e. x ∈ Rn.
where
Mρ,θf(x) = sup
x∈B
1
Ψθ(B)|B|
∫
B
|f(y)| dy.
Since Ψθ(B) ≥ 1, obviously, Ap ⊂ Aρ,θp for 1 ≤ p < ∞, where Ap denote the classical
Muckenhoupt weights; see [15] and [17]. We will see that Ap ⊂⊂ Aρ,θp for 1 ≤ p < ∞ in
some cases. In fact, let θ > 0 and 0 ≤ γ ≤ θ, it is easy to check that ω(x) = (1+|x|)−(n+γ) 6∈
A∞ =
⋃
p≥1Ap and ω(x)dx is not a doubling measure, but ω(x) = (1 + |x|)−(n+γ) ∈ Aρ,θ1
provided that V = 1 and Ψθ(B(x0, r)) = (1 + r)
θ.
When V = 0 and θ = 0, we denote M0,0f(x) by Mf(x)( the standard Hardy-
Littlewood maximal function). It is easy to see that |f(x)| ≤ Mρ,θf(x) ≤ Mf(x) for
a.e. x ∈ Rn and θ ≥ 0.
Similar to the classical Muckenhoupt weights(see [15, 22]), we give some properties
for weight class Aρ,θp for p ≥ 1.
Proposition 2.1. Let ω ∈ Aρ,∞p =
⋃
θ≥0Aρ,θp for p ≥ 1. Then
(i) If 1 ≤ p1 < p2 <∞, then Aρ,θp1 ⊂ Aρ,θp2 .
Weighted norm inequalities 4
(ii) ω ∈ Aρ,θp if and only if ω−
1
p−1 ∈ Aρ,θp′ , where 1/p + 1/p′ = 1.
(iii) If ω ∈ Aρ,∞p , 1 < p <∞, then there exists ǫ > 0 such that ω ∈ Aρ,∞p−ǫ .
Proof. (i) and (ii) are obvious by the definition of Aρ,θp . (iii) is proved in [6]. In fact,
from Lemma 5 in [6], we know that if ω ∈ Aρ,θp , then ω ∈ Aρ,θ0p0 , where p0 = 1 + p−1δ < p
with some δ > 1(δ is a constant depending only on the RH locδ constant of ω, see below)
and θ0 =
θp+η(p−1)
p0
with η = θp+ (θ + n) pl0l0+1 + (l0 + 1)n. ✷
The local reverse Ho¨lder classes are defined in the following way: ω ∈ RH locq ,
1 < q <∞, if there is a constant C such that for every ball B(x0, r) ⊂ Rn with r < ρ(x0),(
1
|B|
∫
B
w(x)qdx
)1/q
≤ C 1|B|
∫
B
w(x)dx.
The endpoint q = ∞ is given by the condition: ω ∈ RH loc∞ whenever, for every ball
B(x0, r) ⊂ Rn with r < ρ(x0),
ω(x) ≤ C 1|B|
∫
B
w(x)dx, for a.e. x ∈ B.
From Lemma 5 in [6], we know that if ω ∈ Aρ,∞p for p ≥ 1, then there exists a q > 1, such
that ω ∈ RH locq . In addition, it is easy to see that if ω ∈ RH locq with 1 < q < ∞, then
there exists ǫ > 0 such that ω ∈ RH locq+ǫ.
Next we give some weighted estimates for Mρ,θ.
Lemma 2.2([23]). Let 1 ≤ p1 < ∞ and suppose that ω ∈ Aρ,θp1 . If p1 < p < ∞,
then the equality ∫
Rn
|Mρ,θf(x)|pω(x)dx ≤ C
∫
Rn
|f(x)|pω(x)dx.
Furthermore, let 1 ≤ p <∞, ω ∈ Aθp if and only if
ω({x ∈ Rn : Mρ,θf(x) > λ}) ≤ C
λp
∫
Rn
|f(x)|pω(x)dx.
Lemma 2.3([23]). Let 1 < p < ∞, p′ = p/(p − 1) and assume that ω ∈ Aρ,θp .
There exists a constant C > 0 such that
‖Mρ,p′θf‖Lp(ω) ≤ C‖f‖Lp(ω).
In addition, Bongioanni, etc, [5] introduce a new space BMOθ(ρ) defined by
‖f‖BMOθ(ρ) = sup
B⊂Rn
1
Ψθ(B)|B|
∫
B
|f(x)− fB|dx <∞,
where fB =
1
|B|
∫
B f(y)dy.
In particularly, Bongioanni, etc, [5] proved the following result for BMOθ(ρ).
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Lemma 2.4. Let θ > 0 and 1 ≤ s <∞. If b ∈ BMOθ(ρ), then(
1
|B|
∫
B
|b− bB |s
)1/s
≤ Cθ,s‖b‖BMOθ(ρ)
(
1 +
r
ρ(x)
)θ′
,
for all B = B(x, r), with x ∈ Rn and r > 0, where θ′ = (l0 + 1)θ.
Now we define BMO∞(ρ) =
⋃
θ>0BMOθ(ρ). Obviously, the classical BMO is
properly contained in BMOθ(ρ); more examples see [5].
Applying Lemma 2.4, Tang [23] proved the following John-Nireberg inequality for
BMOθ(ρ).
Proposition 2.2. Suppose that f is in BMOθ(ρ). There exist positive constants
γ and C such that
sup
B
1
|B|
∫
B
exp
{
γ
‖f‖BMOθ(ρ)Ψθ′(B)
|f(x)− fB|
}
dx ≤ C.
We remark that balls can be replaced by cubes in definitions of Aρ,θp , BMOθ(ρ) and
Mρ,θ, since Ψθ(B) ≤ Ψθ(2B) ≤ 2θΨθ(B).
Finally, we recall some basic definitions and facts about Orlicz spaces, referring to
[20] for a complete account.
A function B(t) : [0,∞) → [0,∞) is called a Young function if it is continuous,
convex, increasing and satisfies Φ(0) = 0 and B →∞ as t→∞. If B is a Young function,
we define the B-average of a function f over a cube(ball) Q by means of the following
Luxemberg norm:
‖f‖B,Q,ω = inf
{
λ > 0 :
1
ω(Q)
∫
Q
B
( |f(y)|
λ
)
ω(y) dy ≤ 1
}
∼ inf
{
t > 0 : t+
t
ω(Q)
∫
Q
B
( |f(y)|
t
)
ω(y) dy
}
,
where ω(y)dy is Borel measure. If A, B and C are Young functions such that
A−1(t)B−1(t) ≤ C−1(t),
where A−1 is the complementary Young function associated to A, then
‖fg‖C,Q,ω ≤ 2‖f‖A,Q,ω‖g‖B,Q,ω .
The examples to be considered in our study will be A−1(t) = log(1+t), B−1(t) = t/ log(e+
t) and C−1(t) = t. Then A(t) ∼ et and B(t) ∼ t log(e + t), which gives the generalized
Ho¨lder’s inequality for any cubes(balls) Q
1
ω(Q)
∫
Q
|fg|ω(y) dy ≤ ‖f‖A,Q,ω‖g‖B,Q,ω
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holds for any Borel measure ω(y)dy . And we define the corresponding maximal function
MBf(x) = sup
Q:x∈Q
‖f‖B,Q := sup
Q:x∈Q
‖f‖B,Q,1
and for 0 < η <∞
MB,ρ,ηf(x) = sup
Q:x∈Q
(Ψη(Q))
−1‖f‖B,Q.
The examples such as B(t) = t(1 + log+ t)α(α > 0) with the maximal function
denoted by ML(logL)α,ρ,η. The complementary Young function is given by B¯(t) ≈ etα with
the corresponding maximal function denoted by MexpLα,ρ,η. In this previous case, it is
well known that for k ≥ 1, from the the proof of Lemma 4.1 in [23], we have
ML(logL)k,ρ,ηf ≤ Cη,kMk+1ρ,η/2kf, (2.1)
where Mk+1
ρ,η/2k
is the k + 1-iteration of Mρ,η/2k .
For these example and using Theorem 2.1, if b ∈ BMOη(ρ) and bQ denotes its
average on the cube(ball) Q, then ‖(b − bQ)/Ψη′(Q)‖expL,Q ≤ C‖b‖BMOη(ρ), where η′ =
(1 + l0)η > 0. This yields the following estimates: First, for each cube(ball) Q and x ∈ Q
1
Ψ(Q)η′(kp0+1)|Q|
∫
Q
|b− bQ|kp0 |f |p0dy
≤ ‖(b− bQ)/Ψη′(Q)‖kp0expL,Q‖|f |p0/Ψη′(Q)‖L(logL)kp0 ,Q
≤ C‖b‖kp0BMOη(ρ)ML(logL)kp0 ,ρ,η′(|f |p0)(x)
≤ C‖b‖kp0BMOη(ρ)M
[kp0]+2
ρ,η′/2[kp0]+1
(|f |p0)(x).
(2.2)
where [s] is the integer part of s. Second, for j ≥ 1 and each Q,
‖(b− bQ)/Ψη′(2jQ)‖expL,ρ,2jQ ≤ ‖(b− b2jQ)/Ψη′(2jQ)‖expL,ρ,2jQ + |b2jQ − bQ|/Ψη′(2jQ)
≤ Cj‖b‖BMOη(ρ).
(2.3)
In addition, for any cube(ball) Q = Q(x0, r) with r < ρ(x0), let b ∈ BMOθ(ρ) and bQ
denotes its average on Q, if ω ∈ RH locq for some q > 1, then by Proposition 2.2,
‖(b− bQ)‖expL,Q,ω ≤ C‖b‖BMOθ(ρ), (2.4)
and
1
ω(Q)
∫
Q
|b(y)− bQ|ω(y)dy ≤ C‖b‖BMOθ(ρ). (2.5)
3. Two-parameter good-λ estimates
In this section, we always assume that the auxiliary ρ(x) satisfies Lemma 2.1.
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Theorem 3.1. Fix 1 < q ≤ ∞, a ≥ 1, θ > 0 and ω ∈ RH locs′ with 1 ≤ s < ∞
and 1/s + 1/s′ = 1. Then, there exists C = C(q, n, a, ω, s, θ) and K0 = K0(n, a) ≥ 1 with
the following properties: Assume that F,G,H1 are non-negative measurable functions on
R
n such that for any cube Q = Q(x0, r) with r < ρ(x0), there exist non-negative functions
G8Q and H8Q with F (x) ≤ G8Q(x) +H8Q(x) for a.e. x ∈ 8Q and(
1
|8Q|
∫
8Q
H8Q(y)
qdy
)1/q
≤ a(Mρ,θF (x) +H1(x¯)), ∀x, x¯ ∈ 8Q; (3.1)
and for any x ∈ Rn
sup
x∈Q,r<ρ(x0)
1
|8Q|
∫
8Q(x0,r)
G8Q(y) dy + sup
x∈Q,r≥ρ(x0)
1
Ψθ(Q)|Q|
∫
Q(x0,r)
|F (y)| dy ≤ G(x).
(3.2)
Then for all λ > 0, K ≥ K0 and 0 < γ < 1
ω{Mρ,θF > Kλ,G+H ≤ γλ} ≤ C
(
aq
Kq
+
γ
K
)1/s
ω{Mρ,θF > λ}. (3.3)
As a consequence, for all 0 < p < q/s, we have
‖Mρ,θF‖Lp(ω) ≤ C(‖G‖Lp(ω) + ‖H1‖Lp(ω)), (3.4)
provided ‖Mρ,θF‖Lp(ω) <∞, and
‖Mρ,θF‖Lp,∞(ω) ≤ C(‖G‖Lp,∞(ω) + ‖H1‖Lp,∞(ω)), (3.5)
provided ‖Mρ,θF‖Lp,∞(ω) < ∞. Furthermore, if p ≥ 1 then (3.4) and (3.5) hold, provided
F ∈ L1(whether or not Mρ,θF ∈ Lp(ω)).
Proof. We borrow some ideas from [3, 23]. It suffices to consider the case H = G: indeed,
set G˜ = G + H. Then (3.1) holds with G˜ in place of H and also (3.2) holds with G˜ in
place of G.
Since from on we assume that H = G. Set Eλ = {x ∈ Rn : Mρ,θF (x) > λ} which
is assumed to have finite measure (otherwise there is nothing to prove). Clearly, Eλ is
an open set. By Whitney’s decomposition, there exists a family of pairwise disjoint cubes
{Qj}j so that Eλ =
⋃
j Qj with the property that 4Qj meets E
c
λ, that is , there exists
xj ∈ 4Qj such that Mρ,θF (xj) ≤ λ.
Set Bλ = {Mρ,θF > Kλ, 2G ≤ γλ}. Since K ≥ 1 we have that Bλ ⊂ Eλ. Therefore
Bλ ⊂
⋃
j Bλ
⋂
Qj. We first claim that if Qj = Q(x
0
j , rj) with rj ≥ ρ(x0j), then
Bλ
⋂
Qj = ∅.
In fact, if r ≥ ρ(xj) and x ∈ Bλ
⋂
Qj , then by (3.2), we have
K0λ <
1
Ψθ(Qj)|Qj |
∫
Qj
|F (y)| dy ≤ G(x) < γλ
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but γ < 1, hence, the set in question is empty.
Hence, we next only consider these cubes Qj = Q(x
0
j , rj) with rj < ρ(x
0
j ). For each
j we assume that Bλ
⋂
Qj 6= ∅(otherwise we discard this cube) and so there is x¯j ∈ Qj so
that G(x¯j) ≤ γλ/2. Since Mρ,θF (xj) ≤ λ, there is C˜0 depending only on n, θ, l0, C0 such
that for every K ≥ C˜0 we have
|Bλ
⋂
Qj| ≤ |{Mρ,θF > Kλ}
⋂
Qj| ≤ |{Mρ,θ(Fχ8Qj) > (K/C˜0)λ}|
≤ |{Mρ,θ(G8Qjχ8Qj ) > (2K/C˜0)λ}|+ |{Mρ,θ(H8Qjχ8Qj) > (2K/C˜0)λ}|,
where we have used Fχ8Qj ≤ G8Qjχ8Qj + H8Qjχ8Qj a.e. and χ8Qj is the characteristic
function of 8Qj . Let cp be the weak-type (p, p) bound of the maximal functionMρ,θ. From
(3.2) and x¯j ∈ Qj ⊂ 8Qj , we obtain
|{Mρ,θ(Gχ8Qj ) > (2K/C˜0)λ}| ≤
2C˜0c1
Kλ
∫
8Qj
G8Qj (y)dy
≤ 2C0c1
Kλ
|8Qj |G(x¯j)| ≤ 8
nC˜0c1
Kλ
|Qj |γ.
Next assume first that q <∞. By (3.1) and xj , x¯j ∈ 8Qj , we obtain
|{Mρ,θ(Hχ8Qj) > (2K/C˜0)λ}| ≤
(
2C˜0cq
Kλ
)q ∫
8Qj
Hq8Qj(y)dy
≤
(
2C˜0cq
Kλ
)q
|8Qj |aq(Mρ,θF (xj) +G(x¯j))q
≤
(
4C˜0cqa8
n
K
)q
|Qj|.
From the two inequalities above, we get
|Bλ
⋂
Qj| ≤ C
(
aq
Kq
+
γ
K
)
|Qj |.
Note that ω ∈ RH locs′ . If s′ < ∞, for any cube Q = Q(x0, r) with r < ρ(x0) and any
measurable set E ⊂ Q we have
ω(E)
ω(Q)
≤ |Q|
ω(Q)
(
1
|Q|
∫
Q
w(y)s
′
dy
)1/s′ ( |E|
|Q|
)1/s
≤ Cω
( |E|
|Q|
)1/s
.
Note that the same conclusion holds in the case s′ =∞. Applying this to Bλ
⋂
Qj ⊂ Qj,
we have
ω(Bλ
⋂
Qj) ≤ CωC
(
aq
Kq
+
γ
K
)1/s
ω(Qj).
Since the Whitney cubes are disjoint we get
ω(Bλ) ≤
∑
j
ω(Bλ
⋂
Qj) ≤ C
(
aq
Kq
+
γ
K
)1/s′∑
j
ω(Qj) = C
(
aq
Kq
+
γ
K
)1/s
ω(Eλ)
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which is (3.3).
When q =∞, then by (3.1)
‖Mρ,θ(H8Qjχ8Qj )‖L∞ ≤ ‖H8Qjχ8Qj ‖L∞ ≤ a(Mρ,θF (xj) +G(x¯j)) ≤ 2aλ.
Thus, choosing K ≥ 4aC˜0 it follows that {Mρ,θ(H8Qjχ8Qj ) > (K/2C˜0)λ} = ∅. Hence, we
can obtain the desired result (with K−q = 0).
When Mρ,θF ∈ Lp(ω), we show (3.4). If q < ∞, integrating the two-parameter
good-λ inequality (3.3) against pλp−1dλ on (0,∞), for 0 < p <∞,
‖Mρ,θF‖pLp(ω) ≤ CKp
(
aq
Kq
+
γ
K
)1/s
‖Mρ,θF‖pLp(ω) +
2pKp
γp
‖G‖pLp(ω).
For 0 < p < q/s we can choose K large enough and then γ small enough, we can get (3.4).
In the same way, if Mρ,θF ∈ Lp,∞(ω), one shows the corresponding estimate in Lp,∞(ω).
Observe that in the case q =∞, K is already chosen and we only have to take some
small γ. Thus, the corresponding estimates holds for 0 < p <∞ no matter the value of s.
Finally, we consider the case p ≥ 1 and F ∈ L1. By the standard method in pages
247-248 in [3], we can obtain the desired result. ✷
Remark 3.1. In Theorem 3.1, if q = ∞, in fact, we only need ω ∈ A∞ρ,∞ =⋃
p≥1Aρ,∞p , no matter the value of s. If s > 1 and q < ∞, then one also obtains the end-
point p = q/s. In addition, it should be worth pointing out that Theorem 3.1 generalizes
Theorem 2.1 in [23].
Next we give a application of Theorem 3.1 toward weighted norm inequalities for
operators, avoiding all use of kernel representation.
Theorem 3.2. Let 1 ≤ p0 < q0 ≤ ∞. Let T is sublinear operator acting on Lp0.
Let {Ar}r>0 be family of operators acting from L∞c into Lp0 . Assume that for any θ > 0
sup
x∈B,r<ρ(x0)
1
|c0B|
∫
c0B(x0,r)
|T (I −Ar(c0B))f(y)|p0 dy
+ sup
x∈B,r≥ρ(x0)
1
Ψθ(B)|B|
∫
B(x0,r)
|Tf(y)|p0 dy ≤ CθMρ,θ(|f |p0)(x), ∀x ∈ Rn
(3.5)
and (
1
|c0B|
∫
c0B
T (Ar(c0B))f(y)|q0dy
)1/q0
≤ CθMρ,θ(|f |p0)1/p0(x), (3.6)
for any ball B = B(x0, r) with r < ρ(x0) and all x ∈ c0B and r(c0B) denotes c0B radius
and c0 is a constant depending only on n. Let p0 < p < q0( or p = q0 when q0 < ∞) and
ω ∈ Aρ,∞p/p0
⋂
RH loc(q0/p)′. There exists a constant C such that
‖Tf‖Lp(ω) ≤ C‖Tf‖Lp(ω) (3.7)
for all f ∈ L∞c (Rn).
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Proof. We first notice that Theorem 3.1 still holds if the cubes Q and 8Q in the conditions
3.1 and 3.2 are replaced by the balls B and c0B respectively, where c0 is a constant
depending only on n. We now consider q0 < ∞ and p0 < p ≤ q0. Let f ∈ L∞c and so
F = |Tf |p0 ∈ L1. Fix a ball B = B(x0, r) with r < ρ(x0) . As T is sublinear, we have
F ≤ Gc0B +Hc0B ≡ 2p0−1|T (I −Ar(c0B)f |p0 + 2p0−1|TAr(c0B)f |p0.
Then (3.5) and (3.6) yield the corresponding conditions (3.1) and (3.2) with q = q0/p0,
H1 ≡ 0, a = 2p0−1Cp0 and G = 2p0−1Mρ,θ(|f |p0). Since ω ∈ RH loc(q0/p)′ , then one pick
1 < s < q0/p such that ω ∈ RH locs′ . Thus, Lemma 2.3 and Theorem 3.1 with p/p0 > 1 in
place of p and s = q0/p yield
‖Tf‖p0Lp(ω) ≤ ‖Mρ,θF‖Lp/p0 (ω) ≤ C‖G‖Lp/p0 (ω)
= C‖Mρ,θ(|f |p0)‖Lp/p0 (ω) ≤ C‖f‖Lp/p0(ω),
where in the last estimate we have used the fact that there exists θ1 > 0 such that ω ∈ Aρ,θ1p/p0
(since ω ∈ Aρ,∞p/p0) and θ = θ1(p/p0)′.
In the case q0 = ∞ and p < ∞, Theorem 3.1 applies as before when ω ∈ Aρ,∞p/p0 by
Remark 3.1. ✷
A slight strengthening of the hypotheses in Theorem 3.1 furnishes weighted Lp
estimates for commutators BMOθ(ρ) functions. For any k ∈ N we define the kth order
commutator
T kb f(x) = T ((b(x)− b)kf)(x), f ∈ L∞c , x ∈ Rn.
Note that T 0b = T . Commutators are usually considered for linear operators T in which
case they can be alternatively defined by recurrence: the first order commutators is
T 1b f(x) = [b, T ]f(x) = b(x)Tf(x)− T (bf)(x)
and for k ≥ 2, the kth order commutators is given by T kb = [b, T k−1b ].
We claim that since T is bounded in Lp0 then T kb f is well defined in L
q
loc for any
0 < q < p0 and for any f ∈ L∞c : take a ball B containing the support of f and observe
that by sublinearity for a.e. x ∈ Rn
|T kb f(x)| ≤
k∑
m=0
Cm,k||b− bB|k−m|T ((b− bB)mf)(x)|.
Lemma 2.4 implies∫
B
|b(y)− bQ|mp0 |f(y)|p0dy ≤ C‖f‖p0L∞‖b‖mp0BMOθ |B|Ψmp0θ′(B) <∞.
Hence, T ((b− bB)mf) ∈ Lp0 and the claim follows.
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Theorem 3.3. Let 1 ≤ p0 < q0 ≤ ∞. Let T is sublinear operator acting on Lp0.
Let {Ar}r>0 be family of operators acting from L∞c into Lp0 . Assume that for any θ > 0(
1
|c0B|
∫
c0B(x0,r)
|T (I −Ar(c0B))f(y)|p0 dy
)1/p0
≤ Cθ
∞∑
j=1
αj
(
1
Ψθ(Bj+1)|Bj+1|
∫
Bj+1
|f(y)|p0 dy
)1/p0 (3.7)
holds for any ball B = B(x0, r) with r < ρ(x0) and Bj+1 = 2
j+1c0B,(
1
Ψθ(B)|B|
∫
B(x0,r)
|Tf(y)|p0 dy
) 1
p0
≤ Cθ
∞∑
j=1
αj
(
1
Ψθ(Bj+1)|Bj+1|
∫
Bj+1
|f(y)|p0 dy
) 1
p0
(3.8)
holds for any ball B = B(x0, r) with r ≥ ρ(x0) and Bj+1 = 2j+1B,and
(
1
|c0B|
∫
c0B
T (Ar(c0B))f(y)|q0dy
) 1
q0 ≤ Cθ
∞∑
j=1
αj
(
1
Ψθ(Bj+1)|Bj+1|
∫
Bj+1
|Tf(y)|p0 dy
) 1
p0
,
(3.9)
holds for any ball B = B(x0, r) with r < ρ(x0) and Bj+1 = 2
j+1c0B. Let p0 < p < q0(
or p = q0 when q0 < ∞) and ω ∈ Aρ,∞p/p0
⋂
RH loc(q0/p)′ . If
∑
j αj
k < ∞, then there exists a
constant C such that for all f ∈ L∞c (Rn) and b ∈ BMOθ1(ρ),
‖T kb f‖Lp(ω) ≤ C‖b‖kBMOθ1 (ρ)‖Tf‖Lp(ω). (3.10)
Proof. We only prove the case k = 1, the case k ≥ 2 can be deduced by induction. Let
us fix p0 < p < q0 and ω ∈ Aρ,θ2p/p0
⋂
RH loc(q0/p)′ . We assume that q0 < ∞, for q0 = ∞ is
similar. Without loss of generality, b ∈ BMOθ1(ρ)
⋂
L∞ and f ∈ L∞c , then |T 1b f |p0 ∈ L1.
Set F = |T 1b f |p0 . In the proof, we always assume η > (l0 + 1)(θ1 + θ2) large enough and
η1 = p02
[p0]+1η.
Given a ball B = B(x0, r), we first consider the case r < ρ(x0), we set fB¯,b =
(b4B¯ − b)f , B¯ = c0B and decompose T 1b as follows:
|T 1b f(x)|= |T ((b(x)− b)f)(x)| ≤ |b(x)− bB¯ ||Tf(x)|+ |T ((b4B¯ − b)f)(x)|
≤ |b(x)− bB¯||Tf(x)|+ |T (I −Ar(B¯))fB,b)(x)| + |TAr(B¯)fB¯,b(x)|.
We observe that F ≤ GB¯ +HB¯ where
GB¯ = 4
p0(GB¯,1 +GB¯,2) = 4
p0−1(|b− b4B¯ |p0 |Tf |p0 + |T (I −Ar(B¯))fB¯,b|p0)
and HB¯ = 2
p0−1|TAr(B¯)fB¯,b|p0 . Fix any x ∈ B¯, by (2.1), we have
1
|B¯|
∫
B¯
GB¯,1(y)dy =
1
|B¯|
∫
B¯
|b− b4B¯ |p0 |Tf |p0(y)dy ≤ C‖b‖BMOθ1 (ρ)M
[p0]+2
ρ,η (|Tf |p0)(x).
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Using (3.7), (2.1), and (2.3), and note that
∑
i
αjj <∞, we get
(
1
|B¯|
∫
B¯
GB¯,2(y)dy
)1/p0
=
(
1
|B¯|
∫
B¯
T (I −Ar(B¯))fB¯,b|p0(y)dy
)1/p0
≤ C
∞∑
j=1
αj
(
1
Ψη1(Bj+1)|Bj+1|
∫
Bj+1
|fB¯,b|p0(y)dy
)1/p0
≤ C
∞∑
j=1
αj‖(b− b4B¯)/Ψη1(Bj+1)‖expL,Bj+1M [p0]+2ρ,η (|f |p0)
1
p0 (x)
≤ C‖b‖BMOθ1 (ρ)M
[p0]+2
ρ,η (|f |p0)
1
p0 (x)
∞∑
j=1
αjj
≤ C‖b‖BMOθ1 (ρ)M
[p0]+2
ρ,η (|f |p0)
1
p0 (x).
Hence, we have(
sup
x∈B¯,r<ρ(x0)
1
|B¯|
∫
B¯
GB¯(y)dy
)1/p0
≤ C(M [p0]+2ρ,η (|Tf |p0)
1
p0 (x) +M
[p0]+2
ρ,η (|f |p0)
1
p0 (x))
≡ G(x).
We next estimate the average of Hq
B¯
on B¯ with q = q0/p0. Using (3.9) with θ = η1, we get
(
1
|B¯|
∫
B¯
Hq
B¯
(y)dy
)1/q0
≤ C
(
1
|B¯|
∫
B¯
TAr(B¯)fB¯,b|p0(y)dy
)1/p0
≤ C
∞∑
j=1
αj
(
1
Ψη1(Bj+1)|Bj+1|
∫
Bj+1
|TfB¯,b|p0(y)dy
)1/p0
≤ C(Mρ,η1F )
1
p0 (x)
+C
∞∑
j=1
αj
(
1
Ψη1(Bj+1)|Bj+1|
∫
Bj+1
|b− b4B¯ |p0 |Tf |p0(y)dy
)1/p0
≤ C(Mρ,η1F )
1
p0 (x)
+C
∞∑
j=1
αj‖(b− b4B¯)/Ψη(Bj+1)‖expL,Bj+1M [p0]+2ρ,η (|f |p0)
1
p0 (x¯)
≤ C(Mρ,η1F )
1
p0 (x) + C‖b‖BMOθ1 (ρ)M
[p0]+2
ρ,η (|f |p0)
1
p0 (x¯).
for any x, x¯ ∈ B¯. Thus(
1
|B¯|
∫
B¯
Hq
B¯
(y)dy
)1/q0
≤ C(Mρ,η1F )
1
p0 (x) +M
[p0]+2
ρ,η (|f |p0)
1
p0 (x¯))
≡ C((Mρ,η1F )
1
p0 (x) +H1(x¯)).
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Given a ball B = B(x0, r), we first consider the case r ≥ ρ(x0), we set fB,b = (b4B − b)f ,
B¯ = B and decompose T 1b as follows:
|T 1b f(x)| = |T ((b(x) − b)f)(x)| ≤ |b(x)− bB ||Tf(x)|+ |T (fB,b)(x)|.
Fix any x ∈ B, by (2.1), we have
1
|B|
∫
B
|b− b4B |p0 |Tf |p0(y)dy ≤ C‖b‖BMOθ1 (ρ)M
[p0]+2
ρ,η (|Tf |p0)(x).
Using (3.8) with θ = η1, by (2.1) and (2.3), we get(
1
Ψη1(B)|B|
∫
B
|T (fB,b)|p0(y)dy
)1/p0
≤ C
∞∑
j=1
αjj
(
1
Ψη1(Bj+1)|Bj+1|
∫
Bj+1
|fB,b|p0(y)dy
)1/p0
≤ C
∞∑
j=1
αjj‖(b − b4B)/Ψη(Bj+1)‖expL,Bj+1M [p0]+2ρ,η (|f |p0)
1
p0 (x)
≤ C‖b‖BMOθ1M
[p0]+2
ρ,η (|f |p0)
1
p0 (x)
∞∑
j=1
αjj
≤ C‖b‖BMOθ1M
[p0]+2
ρ,η (|f |p0)
1
p0 (x),
Hence, we have(
sup
x∈B,r≥ρ(x0)
1
Ψη1(B)|B|
∫
B
F (y)dy
) 1
p0
≤ C(M [p0]+2ρ,η (|Tf |p0)
1
p0 (x) +M
[p0]+2
ρ,η (|f |p0)
1
p0 (x))
≡ G(x).
Thus, applying Lemma 2.3 and Theorem 3.1, we get
‖T 1b f‖p0Lp(ω) ≤ ‖Mρ,η1F‖Lp/p0 (ω) ≤ C‖G‖Lp/p0 (ω) + C‖H1‖Lp/p0 (ω)
≤ C‖M [p0]+2ρ,η (|f |p0)‖Lp/p0 (ω) + C‖M [p0]+2ρ,η (|Tf |p0)‖Lp/p0 (ω)
≤ C‖f‖p0Lp(ω) + ‖Tf‖p0Lp(ω) ≤ C‖f‖p0Lp(ω),
if η is large enough. ✷
4. Spectral multipliers
Suppose that L is a nonnegative self-adjoint operator acting on L2(Rn). Let E(λ) be
the spectral resolution of L. By the spectral theorem, for any bounded Borel function
F : [0,∞)→ C one can define the operator
F (L) =
∫ ∞
0
F (λ)dE(λ),
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which is bounded on L2(Rn). The question of Lp estimates for functions of a self-adjoint
operator is a delicate one. In fact, even for a Schro¨dinger operator H = −△+V (x) with a
nonnegative potential, and a bound smooth kernel and hence does not fall within the scope
of the Caldero´n-Zygmund theory. The first to overcome this difficulty was Hebish [16].
Later, J. Dziuban´ski [13] gave a spectral multiplier theorem for H1 spaces associated with
Schro¨dinger operators with potentials satisfying a reverse Ho¨lder inequality. On the other
hand, X. T Doung, etc [11] showed that a sharp spectral multiplier for a non-negative
self-adjoint operator L was obtained under the assumption of the kernel pt(x, y) of the
analytic semigroup e−tL having a Gaussian upper bound. Recently, T Doung, etc [12]
generalized the main results [11] to weighted cases; see also [7].
A natural problem considered in the spectral multiplier theory is to give sufficient
conditions on F and L which imply the weighted boundedness of F (L) associated with
Schro¨dinger operators.
In this section, we always assume that L is a non-negative self-adjoint operator on
L2(Rn) and that the semigroup e−tL, generated by −L on L2(Rn), has the kernel pt(x, y)
which satisfies the following Gaussian upper bound
|pt(x, y)| ≤ CN t−n/2
(
1 +
√
t
ρ(x)
+
√
t
ρ(y)
)−N
exp
(
−b |x− y|
2
t
)
(4.1)
for all t > 0 , N > 0, and x, y ∈ Rn, where the auxiliary function ρ(x) satisfies Lemma
2.1, CN depends only N , and b is a positive constant.
Such estimates are typical for divergence Schro¨dinger differential operator
L = −∂i(aij(x)∂j) + V (x) on Rn, n ≥ 3,
where V (x) ∈ RHn/2 is a nonnegative potential, and aij satisfy (1.1) (see [13]).
Suppose that T is a bounded operator on L2. We say that a measurable function
KT : R
2n → C is the (singular) kernel of T if
< Tf1, f2 >=
∫
Rn
Tf1f¯2dx =
∫
Rn
KT (x, y)f1(y)f2(x)dxdy
for all f1, f2 ∈ Cc(Rn)( for all f1, f2 ∈ Cc(Rn) such that suppf1
⋂
suppf2 = ∅, respectively).
Theorem 4.1. Let T be a non-negative self-adjoint operator such that the corre-
sponding heat kernel satisfy (4.1). Suppose that F [0,∞)→ C is a bounded Borel function
such that
sup
t>0
‖ηδtF‖W∞s ≤ Cs <∞, (4.2)
for any s > 0, where δtF (λ) = F (tλ), ‖F‖W∞s = ‖(I − d2/d2)s/2F‖L∞ and η ∈ C∞c (R+)
is a fixed function, non identically zero. Then the operator F (L) is bounded on Lp(ω) for
all p and ω satisfying 1 < p < ∞ and ω ∈ Aρ,∞p , and is of weighted weak type (1,1) for
weights ω ∈ Aρ,∞1 . In addition,
‖F (L)f‖Lp(ω)→Lp(ω) ≤ Cs
(
sup
t>0
‖ηδtF‖W∞s + |F (0)|
)
, (4.3)
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for 1 < p <∞, ω ∈ Aρ,∞p provided that s is large enough, and
‖F (L)f‖Lp(ω)→Lp(ω) ≤ Cs
(
sup
t>0
‖ηδtF‖W∞s + |F (0)|
)
, (4.4)
for ω ∈ Aρ,∞1
⋂
RH loc2 provided that s is large enough.
For the commutators for F (L), we have the following results.
Theorem 4.2. Let T be a non-negative self-adjoint operator such that the corre-
sponding heat kernel satisfy (4.1). Suppose that F [0,∞)→ C is a bounded Borel function
such that
sup
t>0
‖ηδtF‖W∞s ≤ Cs <∞,
for any s > 0, where δtF (λ) = F (tλ), ‖F‖W∞s = ‖(I − d2/d2)s/2F‖L∞ and η ∈ C∞c (R+)
is a fixed function, non identically zero. Let b ∈ BMOθ(ρ) and k ∈ N, then for k-order
commutator F kb (L), we have
‖F kb (L)f‖Lp(ω) ≤ C‖b‖kBMOθ(ρ)‖f‖Lp(ω), (4.5)
for 1 < p <∞, ω ∈ Aρ,∞p , and
ω({x ∈ Rn : |F kb (L)f(x)| > λ}) ≤ CΦ(‖b‖BMOθ(ρ))
∫
Rn
Φ
( |f(x)|
λ
)
ω(x)dx, (4.6)
where Φ(t) = t log(e+ t)k and ω ∈ Aρ,∞1
⋂
RH loc2 .
Remark 4.1. Let F (λ) = λiγ with γ ∈ R, F (λ) = cosλ, F (λ) = sinλ, or F (λ) ∈
C∞0 (0,∞), then these F all satisfy (4.2).
Remark 4.2. In fact, Theorems 3.1, 3.2, 3.3 and Theorems 4.1 and 4.2 still hold
on RD spaces; see [25] for more details.
4.1. Some lemmas
To prove Theorems 4.1 and 4.2, we need some lemmas.
Lemma 4.1. Suppose that (4.1) holds. Then for any N > 0 such that
∫
Rn\B(y,r)
|pt(x, y)|2dx ≤ Ct−n2
(
1 +
√
t
ρ(y)
)−N
exp
(
−br
2
t
)
The proof is obviously by (4.1).
Lemma 4.2. Suppose that (4.1) holds. For any s ≥ 0 and N > 0 there exists a
constant C such that∫
Rn
|p(1+iτ)R−2(x, y)|2|x− y|sdx ≤ CRn−s(1 + |τ |)s
(
1 +
R
ρ2(y)
)−N
. (4.7)
where p(1+iτ)R−2 = Kexp((1+iτ)R−2L).
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Proof. Assume ‖f‖L2 and f ∈ Rn \ B(y, r). we defines the holomorphic function Fy :
{z ∈ C : Re z > 0} → C by the formula
Fy(z) = e
−zR2Rn
(
1 +
z
ρ2(y)
)−N (∫
Rn
pz(x, y)f(x)dx
)2
.
If let z = |z|eiθ, then
‖pz(·, y)‖2L2 = ‖p|z| cos θ(·, y)‖2L2 .
From this and Lemma 4.1, we get
|Fy(z)| ≤ e−R2|z| cos θR−n‖p|z| cos θ(·, y)‖2L2
≤ e−R2|z| cos θR−n(|z| cos θ)− 12
≤ CR−n(|z| cos θ)−n2 .
Similarly, for θ = 0 by Lemma 4.1,
|Fy(|z|)| ≤ CRn |z|−n/2e−br2/|z|.
Combining the inequalities above and Lemma 9 in [9](see also the proof of Lemma 4.1 in
[11]), we have
|Fy((1 + iτ)R−2)| ≤ Ce−b(rR/(1+|τ |))2 .∫
Rn
|p(1+iτ)R−2(x, y)|2dx ≤ CRn
(
1 +
1
Rρ(y)
)−N
e−b(rR/(1+|τ |))
2
.
Hence, we have∫
Rn
|p(1+iτ)R−2(x, y)|2|x− y|sdx
=
∑
k≥0
∫
k(1+|τ |)R−1≤|x−y|≤(k+1)(1+|τ |)R−1
|p(1+iτ)R−2(x, y)|2|x− y|sdx
≤ (1 + |τ |)sR−s
∑
k≥0
(k + 1)s
∫
Rn\B(y,(k+1)(1+|τ |)R−1)
|p(1+iτ)R−2(x, y)|2dx
≤ CRn−s(1 + |τ |)s
(
1 +
1
Rρ(y)
)−N
.
Thus, (4.7) holds. ✷
Applying Lemmas 4.1 and 4.2, and adapting the similar arguments in the proof of
lemma 4.2 in [11], we can obtain the following result.
Lemma 4.3. Let R > 0, s > 0. Then for any ǫ > 0 and N > 0, there exists a
constant C = C(s, ǫ,N) such that∫
Rn
|KF (√L)|2(1 +R|x− y|)sdx ≤ CRn
(
1 +
1
Rρ(y)
)−N
‖δRF‖2W∞
s/2+ǫ
for all Borel functions F such that supp F ⊂ [R/4, R].
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Lemma 4.4. Suppose ω ∈ Aρ,θ1
⋂
RH loc2 . Let η = 3θ + (l0 + 2)n, then for any
s > n+ 2η such that∫
Rn\B(y,r)
(1 +R|x− y|)−sω(x)2dx ≤ CR−n(1 + rR)n+2η−s
(
1 +
1
rρ(y)
)−2η
ω(y)2.
Proof. Let η1 = 2θ + (l0 + 1)n. Assume that rR > 1. Then∫
Rn\B(y,r)
(1 +R|x− y|)−sω(x)2dx
≤
∑
k≥0
∫
2kr≤|x−y|≤2k+1r
(R|x− y|)−sω(x)2dx
≤
∑
k≥0
(2krR)−s+n
1
(2k+1r)n
∫
|x−y|≤2k+1r
ω(x)2dx
≤ C
∑
k≥0
(2krR)−s+n
(
1
(2k+1r)n
∫
|x−y|≤2k+1r
ω(x)dx
)2 (
1 +
2k+1r
ρ(y)
)2η1
≤ C
∑
k≥0
(2krR)−s+n(Mρ,θw(y))2
(
1 +
2k+1r
ρ(y)
)2η
≤ C
∑
k≥0
(2krR)−s+nw(y)2
(
1 +
2k+1rR
Rρ(y)
)2η
≤ C
∑
k≥0
(2krR)−s+n+2ηw(y)2
(
1 +
1
Rρ(y)
)2η
≤ C(rR)−s+n+2ηw(y)2
(
1 +
1
Rρ(y)
)2η
,
since s > n+ 2η.
If rR < 1, note that s > n+ 2η, we then have
∫
Rn
(1 +R|x− y|)−sω(x)2dx≤
∫
|x−y|<1/R
ω(x)2dx
+
∑
k≥1
2−ks
∫
2k/R≤|x−y|≤2k+1/R
ω(x)2dx
≤ CR−n
∑
k≥0
2k(−s+n+2η)w(y)2
(
1 +
1
Rρ(y)
)2η
≤ CR−nw(y)2
(
1 +
1
Rρ(y)
)2η
.
✷
Applying Lemmas 4.3 and 4.4, and adapting the similar arguments in the proof of
Theorem 3.1 in [11], we can obtain the following result.
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Lemma 4.5. Suppose ω ∈ Aρ,θ1
⋂
RH loc2 and η = 3θ + (l0 + 2)n. If for any
s > n/2 + η such that sup
t>0
‖ηδtF‖W∞s ≤ Cs, then
∫
Rn\B(y,r)
|KF (1−Φr)(√L)(x, y)|ω(x)dx ≤ Cω(y), a.e. y ∈ Rn, (4.8)
where Φr(λ) = exp(−(λr)2).
Lemma 4.6. Suppose ω ∈ Aρ,θ1
⋂
RH loc2 and b ∈ BMOθ1(ρ). Let η = (l0+1)θ1+
3θ + (l0 + 2)n, then there exists s > n+ 2η such that∫
Rn\B(y,r)
|b(x)− bB |2(1 +R|x− y|)−sω(x)2dx
≤ C‖b‖2BMOθ1 (ρ)R
−n(1 + rR)n+2η−s
(
1 +
1
rρ(y)
)−2η
ω(y)2,
where y ∈ B = B(x0, r) with r < ρ(x0) and bB is the average on B.
Proof. Let η1 = 2θ + (l0 + 1)(n + θ1). Assume that rR > 1. Since ω ∈ RH loc2 , So
ω ∈ RH loc2γ for some γ > 1. Let 1/γ + 1/γ′ = 1. Then
∫
Rn\B(y,r)
|b(x)− bB|2(1 +R|x− y|)−sω(x)2dx
≤
∑
k≥0
∫
2kr≤|x−y|≤2k+1r
|b(x)− bB |2(R|x− y|)−sω(x)2dx
≤
∑
k≥0
(2krR)−s+n
1
(2k+1r)n
∫
|x−y|≤2k+1r
|b(x)− bB|2ω(x)2dx
≤
∑
k≥0
(2krR)−s+n
(
1
(2k+1r)n
∫
|x−y|≤2k+1r
|b(x)− bB|2γ′dx
)1/γ′
×
(
1
(2k+1r)n
∫
|x−y|≤2k+1r
(ω(x))2γdx
)1/γ
≤ C‖b‖2BMOθ1 (ρ)
∑
k≥0
(2krR)−s+n
(
1
(2k+1r)n
∫
|x−y|≤2k+1r
ω(x)dx
)2(
1 +
2k+1r
ρ(y)
)2η1
≤ C‖b‖2BMOθ1 (ρ)
∑
k≥0
(2krR)−s+n(Mρ,θw(y))2
(
1 +
2k+1r
ρ(y)
)2η
≤ C‖b‖2BMOθ1 (ρ)
∑
k≥0
(2krR)−s+nw(y)2
(
1 +
2k+1rR
Rρ(y)
)2η
≤ C‖b‖2BMOθ1 (ρ)
∑
k≥0
(2krR)−s+n+2ηw(y)2
(
1 +
1
Rρ(y)
)2η
≤ C‖b‖2BMOθ1 (ρ)(rR)
−s+n+2ηw(y)2
(
1 +
1
Rρ(y)
)2η
.
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If rR < 1, similarly, we have∫
Rn
|b(x)− bB |2 (1 +R|x− y|)−sω(x)2dx
≤
∫
|x−y|<1/R
|b(x)− bB |2ω(x)2dx
+
∑
k≥1
2−ks
∫
2k/R≤|x−y|≤2k+1/R
|b(x)− bB|2ω(x)2dx
≤ C‖b‖2BMOθ1 (ρ)R
−n∑
k≥0
2k(−s+n+2η)w(y)2
(
1 +
1
Rρ(y)
)2η
≤ C‖b‖2BMOθ1 (ρ)R
−nw(y)2
(
1 +
1
Rρ(y)
)2η
.
✷
Applying Lemmas 4.3 and 4.6, and adapting the similar arguments in the proof of
Theorem 3.1 in [11], we can obtain the following result.
Lemma 4.7. Suppose ω ∈ Aρ,θ1
⋂
RH loc2 , b ∈ BMOθ1(ρ) and η = (l0+1)θ1+3θ+
(l0 + 2)n. If for any s > n/2 + η such that sup
t>0
‖ηδtF‖W∞s ≤ Cs, then∫
Rn\B(y,r)
|KF (1−Φr)(√L)(x, y)||b(x) − bB |ω(x)dx ≤ C‖b‖BMOθ1 (ρ)ω(y),
where Φr(λ) = exp(−(λr)2), y ∈ B = B(x0, r) with r ≤ ρ(x0) and bB is the average on B.
Lemma 4.8([23]). For any a ball B = B(x0, r), if r ≥ ρ(x0), then the ball B
can be decomposed into finite disjoint cubes {Qi}i=1,m such that B ⊂ ⋃mi Qi ⊂ 2√nB and
ri/2 ≤ ρ(x) ≤ 2
√
nC0ri for some x ∈ Qi = Q(xi, ri), where C0 is same as Lemma 2.1.
4.2. Proof of Theorem 4.1
In this section, we borrow some ideas from [12]. We first prove (4.5). Since ω ∈ Aρ,∞p ,
then there exist p0 > 1 and θ > 0 such that ω ∈ Aρ,θp/p0 by Proposition (iii). We will show
that for any η > 0
sup
x∈B,r<ρ(x0)
1
|c0B|
∫
c0B(x0,r)
|T (I −Ar(c0B))f(y)|p0 dy
+ sup
x∈B,r≥ρ(x0)
1
Ψη(B)|B|
∫
B(x0,r)
|Tf(y)|p0 dy ≤ CMρ,η(|f |p0)(x), ∀x ∈ Rn
(4.9)
for all f ∈ L∞c (Rn).
Let us now prove (4.9). Observe that sup
t>0
‖ηδtF‖W∞s ∼ sup
t>0
‖ηδtG‖W∞s whereG(λ) =
F (
√
λ). So, we can replace F (L) by F (
√
L) in the proof. Notice that F (λ) = F (λ) −
F (0) + F (0) and hence
F (
√
L) = (F (·) − F (0))(
√
L) + F (0)I.
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Replacing F by F −F (0), we may assume in the sequel that F (0) = 0. Let ϕ ∈ C∞c (0,∞)
be a non-negative function satisfying supp ϕ ⊂ [14 , 1] and
∑∞
l=−∞ ϕ(2−lλ) = 1 for any
λ > 0, and let ϕl denote the function ϕ(2
−l·). Then
F (λ) =
∞∑
l=−∞
ϕ(2−lλ)F (λ) =
∞∑
l=−∞
F l(λ), ∀λ ≥ 0. (4.10)
This decomposition implies that the sequence
∑N
l=−N F l(
√
λ) converges strongly in L2(Rn)
to F (
√
λ).
We first consider the case B = B(x0, r) with r < ρ(x0). For every l ∈ Z, r > 0,
M ∈ N and λ > 0, we set
Fr,M (λ) = F (λ)(1 − e−(rλ)m)M , (4.11)
F lr,M (λ) = F (λ)(1 − e−(rλ)
m
)M , (4.12)
We use the decomposition f =
∑∞
j=0 fj in which fj = fχUj(B¯), where U0(B) = c0B := B¯
and Uj(B¯) = 2
jB¯ \ 2j−1B¯ for j = 1, 2 · · ·. We set rB = c0r, then
F (
√
L)(1 − e−r2BL)Mf = FrB ,M (
√
L)f
=
2∑
j=1
FrB ,M(
√
L)fj + lim
N→∞
N∑
l=−N
∞∑
j=3
F lrB ,M(
√
L)fj ,
(4.13)
where the sequence converges strongly in L2(Rn).
Note that ‖e−tLf‖Lp(Rn) ≤ C‖f‖Lp(Rn) for any t > 0, and the Lp-boundedness of
the operator F (
√
L)(see Theorem 3.1 in [11]), for any x ∈ B, we have(
1
|c0B|
∫
c0B(x0,r)
|FrB ,M (
√
L)fj|p0 dy
)1/p0
≤ C|B|−1/p0‖FrB ,M (
√
L)fj‖Lp0 (Rn)
≤ CMρ,η(|f |p0)1/p0(x),
(4.14)
for j = 1, 2.
Fix j ≥ 3. Let p1 ≥ 2 and 1p0 − 1p1 = 12 . Adapting the same arguments in pages
1117-1119 in [12], using Lemma 4.3 with N = 0, we have(
1
|c0B|
∫
c0B(x0,r)
|F lrB ,M (
√
L)fj|p0 dy
)1/p0
≤ C|B|−1/p1‖F lrB ,M (
√
L)fj‖Lp1 (Rn)
≤ C|B|−1/p1‖F lrB ,M (
√
L)‖Lp0 (Uj(B¯))→Lp1 (B¯)‖fj‖Lp0 (Rn)
≤ C2j(η+n)/p0 |B| 12‖F lrB ,M(
√
L)‖Lp0 (Uj(B¯))→Lp1 (B¯)Mρ,η(|f |p0)1/p0(x)
≤ C2−js+j(η+n)/p0
(
min{1, (2lrB)2M}max{1, (2lrB)n2 }
)
×Mρ,η(|f |p0)1/p0(x) sup
l∈Z
‖δ2l [ϕlF ]‖W∞s .
(4.15)
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Hence,
∞∑
j=3
∞∑
l=−∞
(
1
|c0B|
∫
c0B(x0,r)
|F lrB ,M (
√
L)fj|p0 dy
)1/p0
≤ C
∞∑
j=3
2−js+j(η+n)/p0
 ∞∑
l=−∞
min{1, (2lrB)2M}max{1, (2lrB)
n
2 }

×Mρ,η(|f |p0)1/p0(x) sup
l∈Z
‖δ2l [ϕlF ]‖W∞s
≤ C
∞∑
j=3
2−js+j(η+n)/p0
 ∑
l:2lrB>1
(2lrB)
−s+n
2 +
∑
l:2lrB≤1
(2lrB)
2M−s

×Mρ,η(|f |p0)1/p0(x) sup
l∈Z
‖δ2l [ϕlF ]‖W∞s
≤ CMρ,η(|f |p0)1/p0(x) sup
l∈Z
‖δ2l [ϕlF ]‖W∞s ,
(4.15)
if s > n+ η and M > s/2.
We now consider the case B = B(x0, r) with r ≥ ρ(x0). Let f = ∑∞j=0 fj in which
fj = fχUj(B) where U0(B) = B and Uj(B) = 2
jB \ 2j−1B for j = 1, 2 · · ·. We write
F (
√
L)f =
2∑
j=1
F (
√
L)fj + lim
N→∞
N∑
l=−N
∞∑
j=3
F l(
√
L)fj ,
where the sequence converges strongly in L2(Rn).
Similar to the proof of (4.14), we have(
1
Ψη(B)|B|
∫
B(x0,r)
|F (
√
L)fj|p0 dy
)1/p0
≤ C(Ψη(B)|B|)−1/p0‖F (
√
L)fj‖Lp0 (Rn)
≤ CMρ,η(|f |p0)1/p0(x),
for j = 1, 2. Fix j ≥ 3. Let p1 ≥ 2 and 1p0 − 1p1 = 12 . By Ho¨lder inequality, for any x ∈ B,
we have (
1
Ψη(B)|B|
∫
B(x0,r)
|F (
√
L)fj|p0 dy
)1/p0
≤ C|B|−1/p1Ψη(B)−1/p0‖F l(
√
L)fj‖Lp1 (Rn)
≤ C|B|−1/p1‖F l(√L)‖Lp0 (Uj(B))→Lp1 (B)Ψη(B)−1/p0‖fj‖Lp0 (Rn)
≤ C2j(η+n)/p0 |B| 12 ‖F l(√L)‖Lp0 (Uj(B))→Lp1 (B)Mρ,η(|f |p0)1/p0(x).
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Let 1p0 =
θ
1 +
1−θ
2 and
1
p1
= θ2 , that is θ = 2(
1
p0
− 12). By interpolation,
‖F l(√L) ‖Lp0 (Uj(B))→Lp1 (B)
≤ ‖F l(√L)‖1−θL2(Uj(B))→L∞(B)‖F¯ l(
√
L)‖θL2(Uj(B))→L∞(B),
where F¯ (L) be the operator with multiplier F¯ , the complex conjugate of F , and F¯ satisfies
the same estimates as F .
Next we estimate ‖F l(√L)‖L2(Uj(B))→L∞(B). For every l ∈ Z, let KF l(
√
L)(y, z) be
the Schwartz kernel of operator F l(
√
L). Then
‖F l(√L)‖2L2(Uj(B))→L∞(B)
= sup
y∈B
∫
Uj(B)
|KF l(
√
L)(y, z)|2dz
≤ C2−2sj(2lr)−2s sup
y∈B
∫
Rn
|KF l(
√
L)(y, z)|2(1 + 2l|y − z|)2sdz.
(4.16)
Applying Lemma 4.3 with F = F l and R = 2l, we then have
∫
Rn
|KF l(
√
L)(y, z)|2(1 + 2l|y − z|)2sdz ≤ C2ln
(
1 +
1
2lρ(y)
)−N
‖δ2l(F l)‖2W∞s
= C2ln
(
1 +
r
ρ(y)
1
2lr
)−N
‖δ2l(F l)‖2W∞s
≤ C2lnmin{1, (2lr)N}‖δ2l [ϕlF ]‖2W∞s ,
(4.17)
since r ≥ ρ(x0), so there a constant C such that ρ(y) ≤ Cr for any y ∈ B(x0, r) by Lemma
2.1.
By (4.16) and (4.17), we get
‖F l(√L)‖L2(Uj(B))→L∞(B)
≤
(
2−2sj2ln(2lr)−2smin{1, (2lr)N}
)1/2 ‖δ2l [ϕlF ]‖W∞s .
(4.18)
Now, we estimate ‖F¯ l(√L)‖L2(Uj(B))→L∞(B). The calculations symmetric to (4.16) with
supy∈B replaced by supz∈Uj(B) yield. Then by Lemma 2.1, we have
‖F¯ l(√L)‖2L2(Uj(B))→L∞(B)
≤ C2−2sj2ln(2lr)−2s sup
z∈Uj(B)
(
1 +
r
ρ(z)
1
2lr
)−N
‖δ2l(F l)‖2W∞s
≤ C2−2sj+jNl0/(l0+1)2ln(2lr)−2smin{1, (2lr)N}‖δ2l [ϕlF ]‖2W∞s .
(4.19)
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Combining (4.18) and (4.19), we get(
1
Ψη(B)|B|
∫
B
|F (
√
L)fj |p0 dy
)1/p0
≤ C2−js+j(η+n)/p0+jNl0/2(l0+1)(2lr)−s
(
min{1, (2lr)N}max{1, (2lr)n2 }
)
×Mρ,η(|f |p0)1/p0(x) sup
l∈Z
‖δ2l [ϕlF ]‖W∞s .
(4.20)
Therefore,
∞∑
j=3
∞∑
l=−∞
(
1
Ψη(B)|B|
∫
B
|F l(
√
L)fj|p0 dy
)1/p0
≤ C
∞∑
j=3
2−js+j(η+n)/p0+jNl0/2(l0+1)
 ∞∑
l=−∞
(2lr)−smin{1, (2lr)N}max{1, (2lr)n2 }

×Mρ,η(|f |p0)1/p0(x) sup
l∈Z
‖δ2l [ϕlF ]‖W∞s
≤ C
∞∑
j=3
2−js+j(η+n)/p0+jNl0/2(l0+1)
 ∑
l:2lr>1
(2lr)−s+
n
2 +
∑
l:2lr≤1
(2lr)N−s

×Mρ,η(|f |p0)1/p0(x) sup
l∈Z
‖δ2l [ϕlF ]‖W∞s
≤ CMρ,η(|f |p0)1/p0(x) sup
l∈Z
‖δ2l [ϕlF ]‖W∞s ,
(4.21)
if N > s > n+ η +N/2.
Combining estimates (4.15) and (4.21), we have proved (4.9), and then estimate
(3.5) holds. Note that T = F (L) and ArB = I − (I − e−r
2
BL)M commutes, it is easy to see
that
‖ArBf‖L∞(c0B) ≤ CMρ,η(|f |p0)
1
p0 (x) ∀ x ∈ c0B.
From this, (3.6) holds. Thus, (4.3) is proved.
Let us turn to prove (4.4). We will adapt some similar arguments in [17, 10]. We
set ω ∈ Aρ,η1 with η > 0. We know that ω ∈ Aρ,η1 ⊂ Aρ,ηp for every 1 < p < ∞. Then
F (
√
L) is bounded on Lp(ω) for 1 < p < ∞. On the other hand, it is enough to prove
the desired inequality for f ∈ L∞c . If λ > 0, we consider the variant Caldero´n-Zygmund
decomposition of f at level λ (ref [8]) and there exists a collection of balls {Bi} such that
{x ∈ Rn : Mρ,ηf(x) > c˜λ} = ⋃iBi, where c˜ is a positive constant depending only on n.
Now we decompose f as f = g + h = g +
∑
i hi, where
g(x) = f(x)χ
Rn\
⋃
i
Bi
+
∑
i
(
1
Ψη(Bi)|Bi|
∫
Bi
f(y)ρi(y)dy
)
χBi(x),
hi(x) = f(x)ρi(x)−
(
1
Ψη(Bi)|Bi|
∫
Bi
f(y)ρi(y)dy
)
χBi(x),
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ρi(x) =
χBi(x)∑
j χBj(x)
χ∪jBj and χ∪jBj ≤ C.
From these and the definition of Mρ,ηf(x), we have
λ <
1
Ψη(Bi)|Bi|
∫
Bi
|f(x)|dx ≤ Cηλ,
If we denote Ω =
⋃
iBi :=
⋃
iBi(xi, ri), then |f(x)| ≤ λ a.e. x ∈ Rn \Ω, and |g(x)| ≤ Cηλ
a.e. x ∈ Rn. Observe that
ω{x ∈ Rn : |F (√L)f(x)| > λ} ≤ ω{x ∈ Rn : |F (√L)g(x)| > λ/2}
+ω{x ∈ Rn : |F (√L)h(x)| > λ/2}.
Since F (
√
L) is a bounded operator on L2(ω). Then
ω{x ∈ Rn : |F (√L)g(x)| > λ/2} ≤ C
λ2
∫
Rn
|g(x)|2ω(x)dx ≤ C
λ
∫
Rn
|g(x)|ω(x)dx
≤ C
λ
(
‖f‖L1(ω) +
∫⋃
i
Bi
|g(x)|ω(x)dx
)
≤ C
λ
‖f‖L1(ω).
Let us deal with F (
√
L)h. Set ti = r
2
i and write
h(x) =
∑
i
hi(x) =
∑
i
(Atihi(x) + (hi(x)−Atihi(x))),
where Ati = e
−tiL. Note that for any N > 2(l0 + 1)η, we have
|Atihi(x)| ≤ CN t−n/2i sup
y∈Bi
e−b|x−y|
2/(ti)
∫
Bi
(
1 + ti/ρ
2(y)
)−N |bi(y)|dy
≤ CN t−n/2i
(
1 + ti/ρ
2(xi)
)−N/(l0+1) ∫
Bi
(
1 + ti/ρ
2(y)
)−N |bi(y)|dy
≤ CN t−n/2i
(
1 + ti/ρ
2(xi)
)−N/2(l0+1) sup
y∈Bi
e−b|x−y|
2/(4ti)Ψη(Bi)
−1
∫
Bi
|bi(y)|dy
≤ CNλ|Bi|
(
1 + ti/ρ
2(xi)
)−N/2(l0+1) t−n/2i infy∈Bi e−b|x−y|2/(4ti)
≤ CNλ
(
1 + ti/ρ
2(xi)
)−N/2(l0+1) t−n/2i ∫
Rn
e−b|x−z|
2/(4ti)χBi(z)dz.
If 0 ≤ u and ‖u‖L2(Rn) = 1, by the weak type (1,1) of Mρ,η, we get∫
Rn
(∑
i
|Atibi(x)|
)
u(x)dx ≤ C
∫
Rn
Mρ,ηu(y)χ
⋃
i
Bi
(y)dy ≤ λ1/2‖f‖
1
2
L1(Rn). (4.22)
From this, we know that the above two series converge in L2(Rn).
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In addition, it is easy to see that
ω{x ∈ Rn : |F (√L)h(x)| > λ/2} ≤ ω{x ∈ Rn : |F (√L)
(∑
i
(Atihi)
)
(x)| > λ/4}
+ω{x ∈ Rn : |F (√L)
(∑
i
(hi −Atihi)
)
(x)| > λ/4}.
Since T is bounded on L2(ω), we have
ω{x ∈ Rn : |F (√L)
(∑
i
(Atihi)
)
(x)| > λ/4} ≤ 4
λ2
∫
Rn
|F (
√
L)
(∑
i
(Atihi)
)
(x)|2ω(x)dz
≤ C
λ2
‖
∑
i
|Atihi|2ω
1
2‖2L2(Rn).
We consider 0 ≤ u ∈ L∞c (Rn) with ‖u‖L2 = 1. We apply (4.22) to uω
1
2 , by the weighted
weak type (1,1) of Mρ,η(see Lemma 2.2), we then have∫ (∑
i
|Atihi|2ω
1
2
)
u(x)dz ≤ Cλ
∫
Rn
Mρ,η(uω
1
2 )(x)χ⋃
i
Bi
(x)dx
≤ Cλ‖Mρ,η(uω 12 )‖L2(ω−1)‖χ⋃
i
Bi
‖L2(ω)
≤ Cλ 12‖f‖L1(ω).
Hence,
ω
{
x ∈ Rn : |F (
√
L)
(∑
i
Atihi
)
(x)| > λ/4
}
≤ C
λ
‖f‖L1ω . (4.23)
On the other hand, set B˜i = 2Bi, we then have
ω
{
x ∈ Rn : |F (√L)
(∑
i
(hi −Atihi)
)
(x)| > λ/4
}
≤ ω
(⋃
i B˜i
)
+ ω
{
x ∈ Rn \⋃i B˜i : |F (L)
(∑
i
(hi −Atihi)
)
(x)| > λ/4
}
≤ ω
(⋃
i B˜i
)
+
4
λ
∑
i
∫
Rn\B˜i
|F (
√
L)(hi −Atihi)(x)|ω(x)dx
:= I1 + I2.
For I1, since ω ∈ Aρ,η1 , we get
I1 ≤ C
∑
j
ω(B˜j)
Ψη(B˜j)|B˜j |
ϕ(Bj)|Bj |
≤ C
λ
∑
j
ω(B˜j)
Ψη(B˜j)|B˜j |
∫
Bj
|f(x)|dx
≤ C
λ
∑
j
∫
Bj
|f(x)|Mρ,ηω(x)dx ≤ C
λ
∫
Rn
|f(x)|ω(x)dx.
(4.24)
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By Lemma 4.5, we then have∫
Rn\B˜i
|F (√L)(hi −Atihi)(x)|ω(x)dx
≤
∫
Bi
|hi(y)|
∫
Rn\B(y,ri)
|KF (1−Ati )(
√
L)(x, y)|ω(x)dxdy
≤ C
∫
Bi
|hi(y)|ω(y)dy
≤ C
∫
Bi
|f(y)ω(y)dy + Cλω(Bi).
(4.25)
Combining (4.24) and (4.25), we get
I2 ≤ C
λ
∫
Rn
|f(x)|ω(x)dx.
Thus, (4.4) holds. ✷
4.3. Proof of Theorem 4.2
We first prove (4.5). In fact, adapting the similar proof of (4.3), we can prove (3.7), (3.8)
and (3.9) hold, if sup
t>0
‖ηδtF‖W∞s ≤ Cs for s large enough. We omit the details here.
It remains to prove (4.6). We borrow some ideas from [19, 18]. We consider the case
k = 1, the case k ≥ 2 is similar. We give the same Caldero´n-Zygmund decomposition and
g and h functions as in the proof of (4.4). Observe that sup
t>0
‖ηδtF‖W∞s ∼ sup
t>0
‖ηδtF‖W∞s ,
where G(λ) = F (
√
λ). We write Fb(
√
L)f(x) = F 1b (
√
L)f(x). Then,
ω{x ∈ Rn : |Fb(
√
L)f(x)| > λ} ≤ ω{x ∈ Rn : |Fb(
√
L)g(x)| > λ/2}
+ω{x ∈ Rn : |Fb(
√
L)h(x)| > λ/2}.
Since Fb(
√
L) is a bounded operator on L2(ω). Then
ω{x ∈ Rn : |Fb(
√
L)g(x)| > λ/2} ≤ C
λ2
∫
Rn
|g(x)|2ω(x)dx ≤ C
λ
∫
Rn
|g(x)|ω(x)dx
≤ C
λ
(
‖f‖L1ω +
∫⋃
i
Bi
|g(x)|ω(x)dx
)
≤ C
λ
‖f‖L1ω .
Let us deal with Fb(
√
L)h. Set ti = r
2
i and write
h(x) =
∑
i
hi(x) =
∑
i
(Atihi(x) + (hi(x)−Atihi(x))).
Similar to the proof of (4.23), we have
ω
{
x ∈ Rn : |Fb(
√
L)
(∑
i
Atihi
)
(x)| > λ/4
}
≤ C
λ
‖f‖L1(ω).
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In addition, set B˜i = 2Bi and Ω˜ =
⋃
i B˜i, we then have
ω
{
x ∈ Rn : |Fb(
√
L)
(∑
i
(hi −Atihi)
)
(x)| > λ/4
}
≤ ω
(
Ω˜
)
+ ω
{
x ∈ Rn \ Ω˜ : |Fb(
√
L)
(∑
i
(hi −Atihi)
)
(x)| > λ/4
}
:= II1 + II2.
For II1, similar to the proof of (4.24), we get
II1 ≤ C
λ
∫
Rn
|f(x)|ω(x)dx.
For II1, we have
II2 ≤ ω
x ∈ Rn \ Ω˜ : |Fb(√L)
∑
i∈E1
(hi −Atihi)
 (x)| > λ/8

+ω
x ∈ Rn \ Ω˜ : |Fb(√L)
∑
i∈E2
(hi −Atihi)
 (x)| > λ/8

≤ ω
x ∈ Rn \ Ω˜ : | ∑
i∈E1
(b− bBi)F (
√
L) ((hi −Atihi)) (x)| > λ/16

+ω
x ∈ Rn \ Ω˜ : |F (√L)
∑
i∈E1
(b− bBi)(hi −Atihi)
 (x)| > λ/16

+ω
x ∈ Rn \ Ω˜ : |Fb(√L)
∑
i∈E2
(hi −Atihi)
 (x)| > λ/8

:= II21 + II22 + II23,
where E1 = {i : ri < ρ(xi)} and E2 = {i : ri ≥ ρ(xi)}, Bi = B(xi, ri) and bBi is the
average on Bi.
To estimate II21, by Lemma 4.7, we have
II21 ≤ C
λ
∑
i∈E1
∫
Rn\Ω˜
|b(x)− bBi ||F (
√
L) ((hi −Atihi)) (x)|ω(x)dx
≤ C
λ
∑
i∈E1
∫
Rn\Ω˜
|b(x)− bBi |
∫
Bi
|KF (I−Ati)(
√
L)(x, y)||hi(y)|dyω(x)dx
≤ C
λ
∑
i∈E1
∫
Bi
|hi(y)|
∫
Rn\B˜i
|b(x)− bBi ||KF (I−Ati)(
√
L)(x, y)|ω(x)dxdy
≤ C
λ
∑
j∈E1
∫
Bi
|hi(y)|ω(y)dy ≤ C
λ
∫
Rn
|f(x)|ω(x)dx.
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For II22, by (2.4) and (2.5), from Theorem 4.1 (b), we obtain
II22 ≤ C
λ
∑
i∈E1
∫
Bi
|b(x)− bBi ||hj(x)|ω(x)dx
≤ C
λ
∑
i∈E1
∫
Bi
|b(x)− bBi ||f(x)|ω(x)dx
+
C
λ
∑
i∈E1
1
|Bi|
∫
Bi
|f(y)|dy
∫
Bi
|b(x)− bBi |ω(x)dx
≤ C
λ
∑
i∈E1
ω(Bi)‖b‖BMOθ(ρ)‖f‖logL,Bi,ω +
C
λ
∑
i∈E1
ω(Bi)
|Bi|
∫
Bi
|f(y)|dy‖b‖BMOθ(ρ)
≤ C
λ
∑
i∈E1
ω(Bi)‖b − bBi‖expL,Bi,ω
(
λ+
λ
ω(Bi)
∫
Bi
Φ
( |f(y)|
λ
)
ω(y) dy
)
+
C
λ
∑
i∈E1
ω(Bi)
|Bi|
∫
Bi
|f(y)|dy‖b‖BMOθ(ρ)
≤ C
∫
Rn
Φ
( |f(x)|
λ
)
ω(x)dx.
For II23. If i ∈ E2, by Lemma 4.8, for any a ball Bi = B(xi, ri), then the ball B
can be decomposed into finite balls {Qji}jii=1, there exists a constant L depending only
on n such that at most L balls are disjoint each other, and B ⊂ ⋃mi Qi ⊂ 2nB and
ri/2 ≤ ρ(x) ≤ 2nC0ri for some x ∈ Qji = Q(xji , rji ). Let hji = hiχQji
⋂
Bi
, we have
II23 ≤ ω{y ∈ Rn \ Ω˜ : ∑j∈E2 ji∑
j=1
|b(x)− b
Qji
||F (
√
L)((hji −Atihji )(x)| > λ/16}
+ω{y ∈ Rn \ Ω˜ : |F (√L)
∑
i∈E2
ji∑
j=1
(b(x)− b
Qji
)hji
 (x)| > λ/16}
:= II123 + II
2
23.
Similar to the proof of II123, note that r
j
i ∼ ρ(xji ), by Lemma 4.7, we then have
II21 ≤ C
λ
∑
i∈E2
ji∑
j=1
∫
Rn\Ω˜
|b(x)− b
Qji
||F (
√
L)
(
(hji −Atihji )
)
(x)|ω(x)dx
≤ C
λ
∑
i∈E2
ji∑
j=1
∫
Rn\Ω˜
|b(x)− b
Qji
|
∫
Qji
|KF (I−Ati)(
√
L)(x, y)||hji (y)|dyω(x)dx
≤ C
λ
∑
i∈E2
ji∑
j=1
∫
Qji
|hji (y)|
∫
Rn\2Qji
|b(x)− b
Qji
||KF (I−Ati )(
√
L)(x, y)|ω(x)dxdy
≤ C
λ
∑
i∈E2
ji∑
j=1
∫
Qji
⋂
Bi
|hi(y)|ω(y)dy ≤ C
λ
∑
i∈E2
∫
Bi
|hi(y)|ω(y)dy
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≤ C
λ
∑
i∈E2
∫
Bi
|f(y)|ω(y)dy + C
λ
∑
i∈E2
ω(Bi)
Ψη(Bi)|Bi|
∫
Bi
|f(y)|dy
≤ C
λ
∫
Rn
|f(x)|ω(x)dx.
Similar to the proof of II22, set f
j
i = fχQji
⋂
Bi
, note that rji ∼ ρ(xji ), we then have
II223 ≤
C
λ
∑
i∈E2
ji∑
j=1
∫
Qji
|b(x)− b
Qji
||hji (x)|ω(x)dx
≤ C
λ
∑
i∈E2
ji∑
j=1
∫
Qji
|b(x)− b
Qji
||f ji (x)|ω(x)dx
+
C
λ
∑
i∈E2
ji∑
j=1
1
Ψη(Bi)|Bi|
∫
Bi
|f(y)|dy
∫
Qji
|b(x)− b
Qji
|ω(x)dx
≤ C
λ
∑
i∈E2
ji∑
j=1
‖b‖BMOθ(ρ)ω(Qji )‖f ji ‖logL,Qji ,ω
+
C
λ
∑
i∈E2
ji∑
j=1
ω(Qji )
Ψη(Bi)|Bi|
∫
Bi
|f(y)|dy‖b‖BMOθ(ρ)
≤ C
λ
∑
i∈E2
ji∑
j=1
ω(Qji )
(
λ+
λ
ω(Qji )
∫
Qji
⋂
Bi
Φ(|f(y)|/λ)ω(y)dy
)
+
C
λ
∑
i∈E2
Lω(2nBi)
Ψη(Bi)|Bi|
∫
Bi
|f(y)|dy
≤ C
∑
i∈E2
(
ω(2nBi) +
∫
Bi
Φ(|f(y)|/λ)ω(y)dy + 1
λ
∫
Bi
|f(y)|ω(y)dy
)
≤ C
∫
Rn
Φ
( |f(x)|
λ
)
ω(x)dx.
In the last inequality we used the following fact that (see the proof of (4.24))∑
i∈E2
ω(2nBi) ≤ C
λ
∫
Rn
|f(x)|ω(x)dx.
Thus, (4.6) holds. ✷
5. Littlewood-Paley operators
Let L be the same as Section 4. We define the Littlewood-Paley operator for x ∈ Rn and
f ∈ L2(Rn),
gLf(x) =
(∫ ∞
0
(tL)1/2e−tLf(x)|2 dt
t
)1/2
.
We have the following Lp estimates.
Lemma 5.1. Let 1 < p <∞, then
‖gLf‖Lp ∼ ‖f‖Lp , ∀f ∈ Lp
⋂
L2.
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Lemma 5.1 is a special case in [1].
We have the following weighted estimates for Littlewood-Paley operators.
Theorem 5.1. Let gL be defined as above.
(a) If 1 < p <∞ and ω ∈ Aρ,∞p , then
‖gLf‖Lp(ω) ≤ C‖f‖Lp(ω), ∀f ∈ L∞c ,
(b) If 1 < p <∞ and ω ∈ Aρ,∞p , then
‖f‖Lp(ω) ≤ C‖gLf‖Lp(ω), ∀f ∈ Lp
⋂
L2,
(c) If ω ∈ Aρ,∞1 , then
‖gLf‖L1,∞(ω) ≤ C‖f‖L1(ω), ∀f ∈ L∞c .
We also define the commutator for the Littlewood-Paley operator for x ∈ Rn and f ∈
L2(Rn),
gkL,bf(x) =
(∫ ∞
0
(tL)1/2e−tL(b(x)− b(·))kf(x)|2dt
t
)1/2
.
We give the following weighted estimates the commutator for the Littlewood-Paley oper-
ator.
Theorem 5.2. Let k ∈ N and b ∈ BMOθ(ρ).
(a) If 1 < p <∞ and ω ∈ Aρ,∞p , then
‖gkL,bf‖Lp(ω) ≤ C‖b‖kBMOθ(ρ)‖f‖Lp(ω),
(b) If ω ∈ Aρ,∞1 , then
ω({x ∈ Rn : |gkL,bf(x)| > λ}) ≤ CΦ(‖b‖BMOθ(ρ))
∫
Rn
Φ
( |f(x)|
λ
)
ω(x)dx,
where Φ(t) = t log(e+ t)k.
Before we begin the arguments, we recall some basic facts about Hilbert-valued extensions
of scalar inequalities. To do so we introduce some notation: by H we mean L2((0,∞), dtt )
and ‖ · ‖ denotes the norm in H. Hence , for a function h : Rn × (0,∞)→ C, we have for
x ∈ Rn
‖H(x, ·)‖ =
(∫ ∞
0
|h(x, t)|2 dt
t
)1/2
.
In particular,
gLf(x) = ‖ϕ(L, ·)f(x)‖
and
gkL,bf(x) = ‖ϕ(L, ·)(b(x) − b(·))kf(x)‖
with ϕ(z, t) = (tz)1/2e−tz . Let LpH(ω) be the space of H-valued Lp(ω)-functions equipped
with the norm
‖h‖Lp
H
(ω) =
(∫
Rn
‖h(x, ·)‖pdω(x)
)1/p
.
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Lemma 5.2([3]). Let µ be a Borel measure on Rn. Let 1 ≤ p ≤ q < ∞. Let D
be a subspaces of M, the space of measurable functions in Rn. Let S, T be linear operators
from D into M. Assume there exists C1 > 0 such that for all f ∈ D, we have
‖Tf‖Lq(µ) ≤ C1
∑
j≥1
αj‖Sf‖Lq(Fj ,µ),
where Fj are subsets of R
n and αj ≥ 0. Then, there is an H-valued extension with the
same constant: for all f : Rn × (0,∞)→ C such that for (almost) all t > 0, f(·, t) ∈ D,
‖Tf‖Lq
H
(µ) ≤ C1
∑
j≥1
αj‖Sf‖Lq
H
(Fj ,µ).
5.2. Proof of Theorem 5.1(a)
Since ω ∈ Aρ,∞p , there exist 1 < p0 < p and θ such that ω ∈ Aρ,θp/p0 . We are going to apply
Theorem 3.2 with k = 0, T = gL, Ar = I − (I − e−r2L)M , M ∈ N large enough. We first
show (3.9) holds for all f ∈ L∞c and any η > 0.
Let 1 ≤ m ≤ M . If B = B(x0, r) with r < ρ(x0), B¯ = c0B, Bj = 2j+1B¯,
Cj(B¯) = Bj \Bj−1 for j ≥ 1, and g ∈ Lp0 with supp g ⊂ Cj(B¯), by (4.1), we have
‖e−mr2Lg‖L∞(B¯) ≤ C12j(n+η)e−α4
j
(
1
Ψη(Bj)|Bj |
∫
Cj(B¯)
|g|p0dx
)1/p0
. (5.1)
Lemma 5.2 applied to S = I, T : Lp0 = Lp0(Rn)→ Lq0(Rn) given by
Tg = (C12
j(n+θ)e−α4
j
)−1
|Bj |1/p0
|B¯|1/q0 χB¯e
mr2L(χCj(B¯)g)
yields for any q0 satisfying p0 < q0 <∞(
1
|Bj|
∫
B¯
‖e−mr2Lg(x, ·)‖q0dx
)1/q0
≤ C12j(n+η)e−α4j
(
1
Ψη(Bj)|Bj |
∫
Cj(B¯)
|g|p0dx
)1/p0
.
(5.2)
Since (5.2) holds for any p0 < q0 <∞ , so
‖e−mr2Lg(x, ·)‖L∞(B¯) ≤ C12j(n+η)e−α4
j
(
1
Ψη(Bj)|Bj |
∫
Cj(B¯)
|g|p0dx
)1/p0
. (5.3)
for all g ∈ Lp0H with supp g(x, ·) ⊂ Cj(B¯) for each t > 0 and some α > 0.
For h ∈ Lp0H , we write h(x, t) =
∑
j≥1
hj(x, t), x ∈ Rn, t > 0, where hj(x, t) =
h(x, t)χCj (B)(x). Using (5.3), we have for 1 ≤ m ≤M ,
‖‖e−mr2Lh(x, ·)‖‖L∞(B¯) ≤
∑
j≥1
‖‖e−mr2Lg(x, ·)‖‖L∞(B¯)
≤ C
∑
j≥1
2j(n+η)e−α4
j
(
1
Ψη(Bj)|Bj |
∫
Cj(B¯)
|h|p0dx
)1/p0
.
(5.4)
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Take h(x, t) = (tL)1/2e−tLf(x). Since glf(x) = ‖h(x, ·)‖ and f ∈ L∞c , h ∈ Lp0H by Lemma
5.1 and
gL(e
−mr2Lf)(x) =
(∫ ∞
0
|(tL)1/2e−tLe−mr2Lf(x)|2 dt
t
)1/2
= ‖e−mr2Lh(x, ·)‖.
Thus, (5.4) implies
‖gL(e−mr2Lf)‖L∞(B¯) ≤ C
∑
j≥1
2j(n+η)e−α4
j
(
1
Ψη(Bj)|Bj |
∫
Bj
|gLf |p0dx
)1/p0
.
and it follows that gL satisfies (3.9).
We now show (3.7) with k = 0 holds for all f ∈ L∞c and any η > 0. Set B = B(x0, r)
with r < ρ(x0), B¯ = c0B. Write f =
∑
j≥1
fj as before. If j = 1 we use that both gL and
(I − e−r2L)M are bounded on Lp0 , then(
1
|B¯|
∫
B¯
|gL(I − e−r2L)Mf1|p0dx
)1/p0
≤ C
(
1
|4B¯|
∫
4B¯
|f |p0dx
)1/p0
. (5.5)
For j ≥ 2, we observe that
gL((I − e−r2L)Mfj)(x) =
(∫ ∞
0
|(tL)1/2e−tL(I − e−r2L)Mfj(x)|2 dt
t
)1/2
= ‖ϕ(L, ·)fj(x, ·)‖,
where ϕ(z, t) = (tz)1/2e−tz(1 − e−r2z)M . Then ϕ(z, t) is a holomorphic function in ∑µ =
{z ∈ C∗ : |arg z| < µ} with µ ∈ (ν, π), where ν ∈ [0, π/2) is defined by
ν = sup{|arg < Lf, f > | : f ∈ D(L)}.
Assume that ν < θ < v < µ < π/2. As in [1], we then have
ϕ(L, t) =
∫
Γ+
e−zLη+(z, t)dz +
∫
Γ−
e−zLη−(z, t)dz,
where Γ± is the half-ray R+e±i(π/2−θ),
η±(z, t) =
1
2πi
∫
±
eξzϕ(ξ, t)dξ, z ∈ Γ±,
where γ± being the half-ray R+e±iν and Γ± is the half-ray R+e±i(π/2−θ). Note that
|η±(z, t)| ≤ C t
1/2
(|z|+ t)3/2
r2M
(|z|+ t)M , z ∈ Γ±, t > 0.
Thus,
‖η±(z, ·)‖ ≤
(∫ ∞
0
t1/2
(|z|+ t)3/2
r2M
(|z| + t)M
dt
t
)1/21
≤ r
2M
|z|M+1 .
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Applying Minkowski’s inequality, by (4.1), we get(
1
|B¯|
∫
B¯
∥∥∥∥∥
∫
Γ+
e−zLfj(x)η+(z, ·)dz
∥∥∥∥∥
p0
dx
)1/p0
≤
(
1
|B¯|
∫
B¯
(∫
Γ+
|e−zLfj(x)|‖η+(z, ·)‖|dz|
)p0
dx
)1/p0
≤
∫
Γ+
(
1
|B¯|
∫
B¯
|e−zLfj(x)|p0dx
)1/p0 r2M
|z|M+1 |dz|
≤ C2j(n+η)
∫ ∞
0
(
r√
s
)n/2
e−α
4j r2
s
rM
sM+1
ds
(
1
Ψη(Bj)|Bj |
∫
Cj(B¯)
|f |p0dy
)1/p0
≤ C2j(n+η−2M)
(
1
Ψη(Bj)|Bj |
∫
Bj
|f |p0dy
)1/p0
provided 2M > n+ η. This plus the corresponding term for Γ− yield(
1
|B¯|
∫
B¯
|gL(I − e−r2L)Mfj|p0dx
)1/p0
≤ C2j(n+η−2M)
(
1
Ψη(Bj)|Bj |
∫
Bj
|f |p0dy
)1/p0
.
(5.6)
Combining (5.5) and (5.6), we obtain (3.7) holds whenever 2M > n+ η.
We now show (3.8) with k = 0 holds for all f ∈ L∞c and any η > 0. Set B = B(x0, r)
with r ≥ ρ(x0). Write f =
∑
j≥1
fj =
∑
j≥1
fχCj(B), Bj = 2
j+1B and Cj(B) = Bj \Bj−1.
(
1
Ψη(B)|B|
∫
B
|gLf1|p0dx
)1/p0
≤ C
(
1
Ψη(4B)|4B|
∫
4B
|f |p0dx
)1/p0
. (5.7)
For j ≥ 2, we observe that
gL(fj)(x) =
(∫ ∞
0
|(tL)1/2e−tLfj(x)|2 dt
t
)1/2
= ‖ϕ(L, ·)fj(x, ·)‖,
where ϕ(z, t) = (tz)1/2etz. The functions η±(·, t) associated with ϕ(·, t) verify
|η±(z, t)| ≤ C t
1/2
(|z|+ t)3/2 , z ∈ Γ±, t > 0.
From this, note that r ≥ ρ(x0), By (4.1) and Lemma 2.1, we then have(
1
Ψη(B)|B|
∫
B
∥∥∥∥∥
∫
Γ+
e−zLfj(x)η+(z, ·)dz
∥∥∥∥∥
p0
dx
)1/p0
≤
(
1
Ψη(B)|B|
∫
B
(∫
Γ+
|e−zLfj(x)|‖η+(z, ·)‖|dz|
)p0
dx
)1/p0
≤
∫
Γ+
(
1
Ψη(B)|B|
∫
B
|e−zLfj(x)|p0dx
)1/p0
1
|z| |dz|
≤ C2j(n+η)
∫ ∞
0
(
1√
s
)n
e−α
4j r2
s
∫
B
(
1 +
√
s
ρ(x)
)−N
dx
1
s
ds
(
1
Ψη(Bj)|Bj |
∫
Cj(B)
|f |p0dy
)1/p0
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≤ C2j(n+η)
∫ ∞
0
(
1√
s
)n
e−α
4jr2
s
∫
B
(
1 +
(
r
ρ(x0)
)l0/(l0+1) √s
r
)−N
dx
1
s
ds
×
(
1
Ψη(Bj)|Bj |
∫
Cj(B)
|f |p0dy
)1/p0
≤ C2j(n+η)
∫ ∞
0
(
r√
s
)n
e−α
4jr2
s min{( r√
s
)N , 1}1
s
ds
(
1
Ψη(Bj)|Bj |
∫
Cj(B)
|f |p0dy
)1/p0
≤ C2j(n+η)
(∫ r2
0
(
r√
s
)n ( s
4jr2
)N 1
s
ds+
∫ ∞
r2
(
r√
s
)n+N ( s
4jr2
)N/2 1
s
ds
)
×
(
1
Ψη(Bj)|Bj |
∫
Cj(B)
|f |p0dy
)1/p0
≤ C2j(n+η−N)
(
1
Ψη(Bj)|Bj |
∫
Bj
|f |p0dy
)1/p0
provided N > n+ η. This plus the corresponding term for Γ− yield(
1
Ψη(B)|B|
∫
B
|gLf |p0dx
)1/p0
≤ C2j(n+η−N)
(
1
Ψη(Bj)|Bj |
∫
Bj
|f |p0dy
)1/p0
. (5.8)
Combining (5.7) and (5.8), we obtain (3.8) holds whenever N > n+ η. ✷
5.3. Proof of Theorem 5.1(b)
To prove Theorem 5.1 (b), we introduce the following operator. Define for f ∈ L2H and
x ∈ Rn,
TLf(x) =
∫ ∞
0
(tL)1/2e−tLf(x, t)
dt
t
.
Recall that (tL)1/2e−tLf(x, t) = (tL)1/2e−tL(f(·, t))(x). Hence, TL maps H-valued func-
tions to C-valued functions. For f ∈ L2H and h ∈ L2, we have∫
Rn
TLfh¯dx =
∫
Rn
∫ ∞
0
f(x, t)(tL∗)1/2e−tL∗h(x)
dt
t
dx,
where L∗ is the adjoint of L, hence,∣∣∣∣∫
Rn
TLfh¯dx
∣∣∣∣ ≤ ∫
Rn
‖f(x, ·)‖gL∗(h)(x)dx.
Since gL∗ is bounded on L
p for 1 < p < ∞. This and a density imply that TL has a
bounded extension from LpH to L
p. We next give a weighted result for the operator TL.
Lemma 5.3. Let 1 < p <∞ and ω ∈ Aρ,∞p , then for all f ∈ L∞c (Rn× (0,∞)) we
have
‖TLf‖Lp(ω) ≤ C‖f‖Lp(ω).
Hence, TL has a bounded extension from L
p
H(ω) to L
p(ω).
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Proof. We will apply Theorem 3.2 with k = 0(its vector-valued extension) with under-
lying measure dx and weight ω to linear operator T = TL and Ar = I − (I − e−r2L)M ,
M ∈ N large enough. Adapting similar to the proof of Theorem 5.1, we can obtain the
desired result. We omit the details here. ✷
Proof of Theorem 5.1 (b). Let f ∈ L2 and define F by F (x, t) = (tL)1/2e−tLf(x).
Note that F ∈ L2H since ‖F‖L2
H
= ‖gLf‖L2 . By functional calculus on L2, we have
f = 2
∫ ∞
0
(tL)1/2e−tLF (·, t)dt
t
= 2TLF (5.11)
with convergence in L2. Note that e−tL has an infinitesimal generator on Lp(ω) for 1 < p <
∞. Let us call Lp,ω this generator. In particular e−tL and e−tLp,ω agree on Lp(ω)
⋂
L2. Our
assert that Lp,ω has a bounded holomorphic functional calculus on L
p(ω), hence replacing
L by Lp,ω and f ∈ L2 by f ∈ Lp(ω), we see that F ∈ LpH(ω) with ‖F‖Lp(ω) = ‖gLP,ωf‖Lp(ω)
and (5.11) is valid with convergence in Lp(ω). Thus, by Lemma 5.3,
‖f‖Lp(ω) = 2‖TLp,ωF‖Lp(ω) ≤ C‖F‖Lp
H
(ω) = ‖gLp,ωf‖Lp(ω).
Note that gLf = gLp,ωf when f ∈ L2
⋂
Lp(ω) and TL = TLp,ωF when F ∈ L2H
⋂
LpH(ω).✷
5.4. Proof of Theorem 5.1(c)
To prove Theorem 5.1(c), it suffices to show the following Lemma.
Lemma 5.4. Suppose ω ∈ Aρ,θ1 and B = B(x0, r). Then for suppf ⊂ B,∫
Rn\2B(x0,r)
|gL(1− e−r2L)f(x)|ω(x)dx ≤ C
∫
B
|f(y)|ω(y)dy. (5.9)
Proof. In fact,∫
Rn\2B(x0,r)
|gL(1− e−r2L)f(x)|ω(x)dx≤
∫
Rn\2B(x0,r)
∥∥∥∥∥
∫
Γ+
e−zLf(x)η+(z, ·)dz
∥∥∥∥∥ω(x)dx
+
∫
Rn\2B(x0,r)
∥∥∥∥∥
∫
Γ−
e−zLf(x)η+(z, ·)dz
∥∥∥∥∥ ω(x)dx
:= I1 + I2.
We only give the estimate for I1, I2 is similar. Then for any N large enough, we have
I1 ≤
∫
Rn\2B(x0,r)
∫
Γ+
|e−zLf(x)|‖η+(z, ·)‖|dz|ω(x)dx
≤
∫
Γ+
∫
Rn\2B(x0,r)
|e−zLf(x)|ω(x)dx r
2
|z|2 |dz|
≤ C
∫ ∞
0
∫
Rn\2B(x0,r)
∫
B
(
1 +
√
s
ρ(y)
)−N
s−n/2e−α|x−y|
2/2s|f(y)|dyω(x)dxr
2
s2
ds
≤ C
∫
B
∫ ∞
0
∫
Rn\B(y,r)
s−n/2
(
1 +
√
s
ρ(y)
)−N
e−α|x−y|
2/2sω(x)dxe−αr
2/2s r
2
s2
ds|f(y)|dy
≤ C
∫
B
∫ ∞
0
e−αr
2/2s r
2
s2
ds|f(y)|ω(y)dy ≤ C
∫
B
|f(y)|ω(y)dy.
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Thus, (5.9) holds. ✷
5.5. Proof of Theorem 5.2
We first prove Theorem 5.2(a). In fact, adapting the similar proof of Theorem 5.1(a), we
can prove (3.7), (3.8) and (3.9) hold. We omit the details here.
To prove Theorem 5.2(b), it suffices to show the following Lemma.
Lemma 5.5. Suppose b ∈ BMOθ(ρ), ω ∈ Aρ,θ11 , and B = B(x0, r) with r <
ρ(x0). Then for any f ∈ L1(ω) and suppf ⊂ B∫
Rn\2B(x0,r)
|(b(x)− bB)gL(1− e−r2L)f(x)|ω(x)dx ≤ C
∫
B
|f(y)|ω(y)dy. (5.10)
Proof. In fact,∫
Rn\2B(x0,r)
|(b(x) − bB)gL(1− e−r2L)f(x)|ω(x)dx
≤
∫
Rn\2B(x0,r)
∥∥∥∥∥
∫
Γ+
(b(x)− bB)e−zLf(x)η+(z, ·)dz
∥∥∥∥∥ ω(x)dx
+
∫
Rn\2B(x0,r)
∥∥∥∥∥
∫
Γ−
(b(x)− bB)e−zLf(x)η+(z, ·)dz
∥∥∥∥∥ ω(x)dx
:= I1 + I2.
We only give the estimate for I1, I2 is similar. Then for any N large enough, we have
I1 ≤
∫
Rn\2B(x0,r)
∫
Γ+
|e−zLf(x)|‖η+(z, ·)‖|dz|ω(x)dx
≤
∫
Γ+
∫
Rn\2B(x0,r)
|e−zLf(x)|ω(x)dx r
2
|z|2 |dz|
≤ C
∫ ∞
0
∫
Rn\2B(x0,r)
∫
B
(
1 +
√
s
ρ(y)
)−N
s−n/2(b(x)− bB)e−α|x−y|2/2s
×|f(y)|dyω(x)dxr
2
s2
ds
≤ C
∫
B
∫ ∞
0
∫
Rn\B(y,r)
s−n/2
(
1 +
√
s
ρ(y)
)−N
(b(x)− bB)e−α|x−y|2/2sω(x)dx
×e−αr2/2s r
2
s2
ds|f(y)|dy
≤ C‖b‖BMOθ(ρ)
∫
B
∫ ∞
0
e−αr
2/2s r
2
s2
ds|f(y)|ω(y)dy
≤ C‖b‖BMOθ(ρ)
∫
B
|f(y)|ω(y)dy.
Thus, (5.10) holds. ✷
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