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SUR LES TRIANGLES AVEC UN CÔTÉ MINUSCULE
CHRISTOPHE CORNUT
Résumé. Soit W ⊂ O(V ) le groupe de Weyl d’un système de racines R ⊂ V .
Si a + b + c = 0 = a′ + b′ + c′ avec a, b et c respectivement conjugués à a′,
b′ et c′ dans V , alors (a, b, c) est conjugué à (a′, b′, c′) dans V 3 lorsque a est,
dans chaque composante irréductible de V , colinéaire à un copoids minuscule.
1. Introduction
Soit V un espace euclidien, R un système de racine réduit dans V , W ⊂ O(V )
le groupe de Weyl. On dit que a ∈ V est minuscule lorsque |{(α, a) : α ∈ Ri}| ≤ 3
pour toute composante irréductible Ri de R.
Proposition 1. Si a ∈ V est minuscule, alors pour toute paire (b, b′) d’éléments
W -conjugués de V telle que a+ b et a+ b′ sont également W -conjugués, b et b′ sont
déjà conjugués sous le stabilisateur Wa de a dans W .
Proposition 2. Si a ∈ V est minuscule, alors l’algèbre des fonctions polynomiales
Wa-invariantes sur V est engendrée par les fonctions polynomiales W -invariantes
f : V → R et leurs translatées v 7→ f(v + a).
Pour tout groupe fini G agissant linéairement sur V , les G-orbites dans V sont
séparées par les fonctions polynomiales G-invariantes sur V . La proposition 1 ré-
sulte donc de la proposition 2. Pour leur démonstration, on se ramène facilement au
cas où R est irréductible et engendre V . On peut aussi supposer que a est non nul,
dominant relativement au choix d’une base ∆ de R, et quitte à multiplier a par un
scalaire strictement positif, on peut enfin supposer que {(α, a) : α ∈ R} = {0,±1}.
On dit alors que a est un copoids dominant minuscule de R. Ce sont ceux des
éléments de la base duale de ∆ qui correspondent aux racines simples de multi-
plicité 1 dans la plus haute racine positive de R. Le tableau ci-dessous, extrait de
[1], donne pour chaque système de racines irréductible réduit les multiplicités des
racines simples dans la plus haute racine positive, et les racines qui nous concernent
y ont été encadrées. On traite séparément chacun de ces cas dans les sections sui-
vantes, en s’appuyant sur les résultats connus concernant les invariants de W dans
l’algèbre symétrique S de V ([1] pour An, Bn, Cn et Dn, et [3] pour E6 et E7). On
y identifie systématiquement S à l’algèbre des fonctions polynomiales sur V grâce
au produit scalaire de V . La translation f(v) 7→ f(v + a) sur les fonctions devient
l’automorphisme τ(a) de S qui envoie v ∈ V ⊂ S sur v+(v, a). Il s’agit de montrer
que la sous-algèbre Sa de S
Wa engendrée par SW et τ(a)(SW ) est égale à SWa .
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R Diagramme de Dynkin avec multiplicités
An 1 1 · · · 1
Bn 1 2 · · · 2 > 2
Cn 2 · · · 2 < 1
Dn 1 2 · · · 2 1
1
E8 2 3 4 5 6 4 2
3
E7 1 2 3 4 3 2
2
E6 1 2 3 2 1
2
F4 2 3 > 4 2
G2 2 > 3
2. Le cas de An
Soit n un entier positif. Références pour cette section : [1, Chap. VI, §4, n◦7].
2.1. On munit Vn+1 = R
n+1 du produit scalaire ((xi), (yi)) =
∑
xiyi et de la
forme quadratique q(x) = 12 (x, x). On note In+1 = Z
n+1, e = (1n+1) ∈ In+1,
Vn l’orthogonal de e, et An = In+1 ∩ Vn = {(xi) ∈ In+1 :
∑
xi = 0}. C’est un
réseau pair d’indice n+ 1 dans son dual A∗n ⊂ Vn, qui est engendré par ses racines
Rn = {α ∈ An : q(α) = 1}, de base et diagramme de Dynkin donnés par
α1 1 −1
α2 1 −1
...
. . .
. . .
αn 1 −1
α1 α2 · · · αn
La plus haute racine est α1 + · · ·+ αn. Pour r ∈ {1, · · · , n} et s = n+ 1− r,
ar =
1
n+ 1

s, · · · , s︸ ︷︷ ︸
r termes
,−r, · · · ,−r︸ ︷︷ ︸
s termes

 ∈ A∗n
est dominant minuscule, orthogonal à toutes les racines simples sauf αr, avec
q(ar) =
rs
2(n+1) . On note Wn le groupe de Weyl de Rn. On étend l’action de Wn sur
Vn à Vn+1 = Vn⊥Re par l’action triviale sur Re. On obtient ainsi l’action usuelle
de Wn = Sn+1 sur Vn+1, par permutation des coordonnées. Le stabilisateur de ar
dans Wn est le sous-groupe Wr−1 ×Ws−1 = Sr ×Ss qui permute entre elles les
r-premières et les s-dernières coordonnées. Il agit sur l’orthogonal Vr−1⊥Vs−1 de
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ar dans Vn, où l’on a posé
Vr−1 = {(x1, · · · , xr, 0
s) :
∑
xi = 0} ,
et Vs−1 = {(0
r, y1, · · · , ys) :
∑
yi = 0} .
2.2. On note Sn ⊂ Sn+1 les algèbres symétriques de Vn ⊂ Vn+1, donc
Sn[e] = Sn+1 et S
Wn
n [e] = S
Sn+1
n+1 .
Il est bien connu que S
Sn+1
n+1 est une algèbre graduée de polynômes engendrée par
vi =
∑
v∈V
vi pour i = {1, · · · , n+ 1}
où V est la Sn+1-orbite de v1 = (1, 0, · · · , 0) dans Vn+1. Comme e = v1 est fixé
par Wn = Sn+1 et a1 = v1 −
1
n+1e est la projection orthogonale de v1 sur Vn,
V = A+ 1
n+1e où A est la Wn-orbite de a1 dans Vn, donc
vi =
∑
a∈A
(a+ 1
n+1e)
i =
i∑
j=0
(
i
j
)
aj · (
1
n+1e)
i−j dans SWnn [e]
avec ai =
∑
a∈A a
i dans Sn. On a donc aussi S
Sn+1
n+1 = R[a2, · · · , an+1][e] et
SWnn = R[a2, · · · , an+1].
2.3. La Wn-orbite A ⊂ Vn de a1 se décompose en deux Wr−1 ×Ws−1-orbites, B
′
et C′, de cardinal r et s, avec a1 ∈ B
′ et
B′ =
{
a ∈ A : (a, ar) =
s
n+ 1
}
et C′ =
{
a ∈ A : (a, ar) =
−r
n+ 1
}
.
Les projections orthogonales B et C de ces orbites sur Vr−1⊥Vs−1 ⊂ Vn sont
B = B′ − 1
r
ar = Wr−1 ·
1
r
(
r − 1, (−1)r−1, 0s
)
⊂ Vr−1
C = C′ + 1
s
ar =Wr−1 ·
1
s
(
0r, s− 1, (−1)s−1
)
⊂ Vs−1
Comme ci-dessus, on a donc
S
Wr−1
r−1 = R[b2, · · · , br] et S
Ws−1
s−1 = R[c2, · · · , cs]
où bi =
∑
b∈B b
i et ci =
∑
c∈C c
i. Comme Sn = Sr−1 ⊗ Ss−1[ar], on obtient
SWr−1×Ws−1n = S
Wr−1
r−1 ⊗ S
Ws−1
s−1 [ar] = R[b2, · · · , br, c2, · · · , cs, ar].
2.4. On note τ = τ(ar) ∈ Aut(Sn) et S la sous-algèbre de S
Wr−1×Ws−1
n engendrée
par SWnn et τ(S
Wn
n ). On se propose de montrer que S = S
Wr−1×Ws−1
n , et il suffit
pour cela de vérifier que ar et tous les bi, ci sont dans S.
2.5. Soit r2 =
∑
α∈Rn
α2. C’est un élément de degré 2 de SWnn et
(τ − 1)(r2) =
∑
α∈Rn
(α+ (ar, α))
2 − α2 = 2
∑
α∈R
+
n
(α+ 1)2 − α2 = 4
∑
α∈R
+
n
α+ 2
∣∣R+n ∣∣
où R+n = {α ∈ Rn : (α, ar) = 1} est de cardinal rs et stable sous Wr−1 ×Ws−1.
Puisque V
Wr−1×Ws−1
n = Rar,
∑
α∈R
+
n
α = λar avec λ(ar , ar) =
∑
R
+
n
(ar, α) = |R
+
n |,
donc λ = n+ 1. Ainsi, 4(n+ 1)ar = (τ − 1)(r2)− 2rs et ar ∈ S.
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2.6. Comme A = B′
∐
C′, ai = b
′
i + c
′
i avec b
′
i =
∑
b∈B′ b
i et c′i =
∑
c∈C′ c
i. On a
(τ − 1)ai+1 =
i∑
j=0
(
i+1
j
) [(
s
n+1
)i+1−j
b
′
j +
(
−r
n+1
)i+1−j
c
′
j
]
.
Or ai et (τ − 1)ai+1 sont dans S. Puisque la matrice(
1 1
s
n+1
−r
n+1
)
est inversible, on en déduit par récurrence sur i que b′
i
et c′i sont dans S pour tout
i ∈ N. Or B = B′ − 1
r
ar et C = C
′ + 1
s
ar, donc
bi =
i∑
j=0
(
i
j
) (
− 1
r
ar
)i−j
b
′
j et ci =
i∑
j=0
(
i
j
) (
1
s
ar
)i−j
c
′
j
sont également dans S.
3. Les cas Dn, Bn et Cn
Soit n un entier positif, qui sera supérieur ou égal à 2 dans les cas Bn et Cn, et
supérieur ou égal à 3 dans le cas Dn. Références : [1, Chap. VI, §4, n
◦5, 6, 8].
3.1. On munit Vn = R
n du produit scalaire ((xi), (yi)) =
∑
xiyi et de la forme
quadratique q(x) = 12 (x, x). On note In = Z
n et Dn = {(xi) :
∑
xi ≡ 0 mod 2}.
C’est un réseau pair d’indice 4 dans son dual D∗n ⊂ Vn, qui est engendré par ses
racines RDn = {α ∈ Dn : q(α) = 1}, de base et diagramme de Dynkin donnés par
α1 1 −1
α2 1 −1
...
. . .
. . .
αn−1 1 −1
αDn 1 1
α1 α2 · · · αn−2 αn−1
αDn
La plus haute racine est α1 + 2α2 + · · ·+ 2αn−2 + αn−1 + α
D
n et
b = (1, 0, · · · , 0)
c′ = 12 (1, · · · , 1,−1)
c = 12 (1, · · · , 1)
sont les poids dominants minuscules, orthogonaux à toutes les racines simples sauf
respectivement α1, αn−1 et α
D
n . On a q(d) =
1
2 et q(c) = q(c
′) = n8 . Le groupe de
Weyl est W ◦n = {±1}
n
◦ ⋊Sn, où {±1}
n
◦ = {(ǫi) ∈ {±1}
n :
∏
ǫi = 1}.
3.2. C’est un sous-groupe distingué de Wn = {±1}
n
⋊ Sn, qui est le groupe de
Weyl commun aux deux systèmes de racines duaux de type Bn et Cn,
RBn = {±ǫi ± ǫj : 1 ≤ i < j ≤ n} ∪ {±ǫi : 1 ≤ i ≤ n}
RCn = {±ǫi ± ǫj : 1 ≤ i < j ≤ n} ∪ {±2ǫi : 1 ≤ i ≤ n}
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où ǫi = (δi,j)j est la base canonique. Des bases de ces systèmes sont données par
α1 1 −1
α2 1 −1
...
. . .
. . .
αn−1 1 −1
αBn 1
et
α1 1 −1
α2 1 −1
...
. . .
. . .
αn−1 1 −1
αCn 2
Leurs diagrammes de Dynkin sont
α1 · · · αn−1 > α
B
n et α1 · · · αn−1 < α
C
n ,
leurs plus hautes racines sont
α1 + 2α2 + · · ·+ 2αn−1 + 2α
B
n et 2α1 + · · ·+ 2αn−1 + α
C
n ,
et leurs poids dominants minuscules sont
b = (1, 0, · · · , 0) et c = 12 (1, · · · , 1),
orthogonaux à toutes les racines simples sauf, respectivement, α1 et α
C
n . On note
Wb ≃ {±1}
n−1
⋊ Sn−1 et Wc ≃ Sn les stabilisateurs, Vb = {(xi) : x1 = 0} et
Vc = {(xi) :
∑
xi = 0} les orthogonaux de b et c dans Vn, et Sb, Sc ⊂ Sn les algèbres
symétriques de Vb, Vc ⊂ Vn. On note β = τ(b) et γ = τ(c), Sb la sous-algèbre de
SWbn engendrée par S
Wn
n et β(S
Wn
n ), et Sc la sous-algèbre de S
Wc
n engendrée par
SWnn et γ(S
Wn
n ). On se propose de montrer que Sb = S
Wb
n et Sc = S
Wc
n .
3.3. On note B la Wn-orbite de b, qui a 2n éléments. Elle se décompose en trois
Wb-orbites, les points fixes ±b et leur complémentaire B
′, qui est orthogonal à b, et
en deuxWc-orbites B
+ et B− = −B+, avec B± = {b ∈ B : (b, c) = ± 12}. On note A
la projection orthogonale de B+ sur Vc. C’est laWc-orbite de
1
n
(n−1,−1, · · · ,−1) ∈
Vc. On a S
Wb
n = S
Wb
b [b] et S
Wc
n = S
Wc
c [c], et on sait que
SWnn = R[b2, b4, · · · , b2n] avec bi =
∑
x∈B x
i
SWbb = R[b
′
2, b
′
4, · · · , b
′
2n] avec b
′
i =
∑
y∈B′ y
i
SWcc = R[a2, a3, · · · , an] avec ai =
∑
z∈A z
i
Comme dans le cas de An, on vérifie que
(β − 1)rB2 = 4(2n− 1)b+ 2(2n− 1) et (γ − 1)r
C
2 = 8(n+ 1)c+ (n
2 + n)
où rB2 =
∑
α∈RB
n
α2 et rC2 =
∑
α∈RC
n
α2 sont fixés par Wn, donc b ∈ Sb et c ∈ Sc.
Puisque B = {±b}
∐
B′, b2i = 2b
2i + b′2i et b
′
2i ∈ Sb pour tout i, donc Sb = S
Wb
n .
D’autre part, b2i = 2b
+
2i où b
+
i =
∑
y∈B+ y
i, donc b+2i ∈ S
Wn
n pour tout i. Or
(γ− 1)b+2i =
∑2i−1
j=0
(
2i
j
)
(12 )
2i−j
b
+
j , donc b
+
i ∈ Sc pour tout i par récurrence. Enfin
A = B+ − 2
n
c, donc ai =
∑i
j=0
(
i
j
)
b
+
j (
−2
n
c)i−j ∈ Sc pour tout i, et Sc = S
Wc
n .
3.4. Soit maintenant W ◦b , W
◦
c et W
◦
c′ les stabilisateurs de b, c et c
′ dans W ◦n . On
note S◦b , S
◦
c , et S
◦
c′ les sous-algèbres de S
W◦
b
n , S
W◦
c
n et S
W◦
c′
n engendrées par S
W◦
n
n
et son image par, respectivement, β = τ(b), γ = τ(c) et γ′ = τ(c′). On vérifie que
W ◦c =Wc, donc S
Wc
n = Sc ⊂ S
0
c ⊂ S
W◦
c
n = SWcn , i.e. S
◦
c = S
W◦
c
n . Puisque c et c′ sont
conjugués sous Wn, on a de même S
◦
c′ = S
W◦
c′
n . Il reste à montrer que S
◦
b = S
W◦
b
n .
On sait que S
W◦
n
n = SWnn [d] avec d =
∏
b∈B+ b, et de même S
W◦
b
b = S
Wb
b [d
′] avec
d
′ =
∏
b∈B′+ b où B
′+ = B′ ∩ B+. Donc S
W◦
b
n = S
W◦
b
b [b] = S
Wb
b [d
′, b] = SWbn [d
′].
SUR LES TRIANGLES AVEC UN CÔTÉ MINUSCULE 6
Puisque SWbn = Sb ⊂ S
◦
b , il reste à vérifier que d
′ ∈ S◦b . Or B
+ = {b} ∪B′+, donc
d = bd′, et (β − 1)(d) = (β(b)− b)d′ = d′ est dans S◦b puisque d est dans S
W◦
n
n .
4. Les cas E6 et E7
Références : [1, Chap. VI, §4, n◦10, 11, 12]
4.1. On munit V8 = R
8 du produit scalaire ((xi), (yi)) =
∑
xiyi et de la forme
quadratique q(x) = 12 (x, x). On note I8 = Z
n, D8 = {(xi) ∈ I8 :
∑
xi ≡ 0 mod 2},
et E8 = D8 + Z(
1
2 , · · · ,
1
2 ) = {(xi) ∈ Z
8 ∪ (12 + Z)
8 :
∑
xi ∈ 2Z}. C’est un réseau
unimodulaire pair, engendré par ses racines R8 = {α ∈ E8 : q(α) = 1}, de base
α1 1 −1
α2 1 −1
α3 1 −1
α4 1 −1
α5 1 −1
α6 1 −1
α7 1 1
α8
−1
2
−1
2
−1
2
−1
2
−1
2
−1
2
−1
2
−1
2
et de diagramme de Dynkin
α1 α2 α3 α4 α5 α7 α8
α6
4.2. On note V7 = {(xi) :
∑
xi = 0} l’orthogonal de α8 dans V8. AlorsE7 = V7∩E8
est un réseau pair d’indice 2 dans son dual E∗7 ⊂ V7, qui est engendré par ses racines
R7 = V7 ∩R8 = {α ∈ E7 : q(α) = 1}, de base et diagramme de Dynkin
α1 1 −1
α2 1 −1
α3 1 −1
α4 1 −1
α5 1 −1
α6 1 −1
α′7
−1
2
−1
2
−1
2
−1
2
1
2
1
2
1
2
1
2
α1 α2 α3 α4 α5 α6
α′7
La plus haute racine est α1 + 2α2 + 3α3 + 4α4 + 3α5 + 2α6 + 2α
′
7, et le vecteur
a =
1
2
(
3
2
,
−1
2
, · · · ,
−1
2
,
3
2
)
∈ E∗7
est l’unique élément dominant minuscule de E∗7 . On a q(a) =
3
4 . On note W7 le
groupe de Weyl de R7. C’est aussi le groupe orthogonal de E7, et il est de cardinal
210 · 35 · 5 · 7. La W7-orbite A de a à 2
3 · 7 = 56 éléments.
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4.3. On note V6 l’orthogonal de a dans V7. Alors E6 = V6 ∩E7 est un réseau pair
d’indice 3 dans son dual E∗6 ⊂ V6, qui est engendré par ses racines R6 = V6 ∩R7 =
{α ∈ E6 : q(α) = 1}, de base et diagramme de Dynkin
α2 1 −1
α3 1 −1
α4 1 −1
α5 1 −1
α6 1 −1
α′7
−1
2
−1
2
−1
2
−1
2
1
2
1
2
1
2
1
2
α2 α3 α4 α5 α6
α′7
La plus haute racine est α2 + 2α3 + 3α4 + 2α
′
7 + 2α5 + α6, et les vecteurs
b+ =
1
3
(
−3
2
,
5
2
,
−1
2
, · · · ,
−1
2
,
3
2
)
b− =
1
3
(
−3
2
,
1
2
, · · · ,
1
2
,
−5
2
,
3
2
)
sont les éléments dominants minuscules de E∗6 , orthogonaux à toutes les racines
simples sauf respectivement α2 et α6. On a q(b
±) = 23 . On note W6 le groupe de
Weyl de R6. C’est le stabilisateur de a dans W7, il est de cardinal 2
7 · 34 · 5, et le
groupe orthogonal de E6 est W6×{±1}. Les W6-orbites B
+ et B− de b+ et b− ont
chacune 33 = 27 éléments, elles sont échangées par −1.
4.4. Pour ǫ ∈ {+,−}, on note V ǫ5 l’orthogonal de b
ǫ dans V6. Alors E
ǫ
5 = V
ǫ
5 ∩ E6
est un réseau pair d’indice 4 dans son dual Eǫ∗5 ⊂ V
ǫ
5 , qui est engendré par ses
racines Rǫ5 = V
ǫ
5 ∩R6 = {α ∈ E
ǫ
5 : q(α) = 1}. Pour ǫ = +, une base de R
+
5 est
α3 1 −1
α4 1 −1
α5 1 −1
α6 1 −1
α′7
−1
2
−1
2
−1
2
−1
2
1
2
1
2
1
2
1
2
α3 α4 α5 α6
α′7
la plus haute racine est α3 + α
′
7 + α6 + 2α4 + 2α5 et les vecteurs
c+ = 14 (−1,−1, 1, · · · , 1,−3, 1) et d
+ = 18 (−3,−3, 7,−1, · · · ,−1, 3)
de E+∗5 sont dominants minuscules, orthogonaux à toutes les racines simples sauf
respectivement α6 et α3. Pour ǫ = −, une base de R
−
5 est
α2 1 −1
α3 1 −1
α4 1 −1
α5 1 −1
α′7
−1
2
−1
2
−1
2
−1
2
1
2
1
2
1
2
1
2
α2 α3 α4 α5
α′7
la plus haute racine est α2 + α5 + α
′
7 + 2α3 + 2α4, et les vecteurs
c− = 14 (−1, 3,−1, · · · ,−1, 1, 1) et d
− = 18 (−3, 1, · · · , 1,−7, 3, 3)
de E−∗5 sont dominants minuscules, orthogonaux à toutes les racines simples sauf
respectivement α2 et α5. On noteW
ǫ
5 le groupe de Weyl de R
ǫ
5. C’est le stabilisateur
de bǫ dansW6, il est de cardinal 2
7 ·3·5, et le groupe orthogonal de Eǫ5 estW
ǫ
5×{±1}.
Les W ǫ5 -orbites C
ǫ de cǫ et Dǫ de dǫ ont respectivement 10 et 16 éléments.
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4.5. Revenons à E7, et à la W7-orbite A de a. Elle a 2
3 · 7 = 56 éléments, ce sont
tous les vecteurs obtenus par permutation des coordonnées de± 12 (
3
2 ,
3
2 ,
−1
2 , · · · ,
−1
2 ).
En fait, l’ensemble A muni de la relation d’incidence x ∼ x′ ⇐⇒ q(x′−x) = 1, est
le graphe considéré dans [2], dont W7 est le groupe des automorphismes. D’après
[2, 4.1], il y a quatre W6-orbites dans A : les deux points fixes {a} et {−a}, et deux
W7-orbites à 27 éléments, A
+ et A− = −A+, caractérisées par
A+ =
{
x ∈ A : (a, x) = 12
}
= {x ∈ A : q(x− a) = 1} = a−R+7
A− =
{
x ∈ A : (a, x) = −12
}
= {x ∈ A : q(x+ a) = 1} = R+7 − a
avec R±7 = {α ∈ R7 : (α, a) = ±1}. On vérifie que
a+ = b+ + 13a =
1
2
(
−1
2 ,
3
2 ,
−1
2 , · · · ,
−1
2 ,
3
2
)
∈ A+
a− = b− − 13a =
1
2
(
−3
2 ,
1
2 , · · · ,
1
2 ,
−3
2 ,
1
2
)
∈ A−
Pour ǫ ∈ {+,−}, on a donc Aǫ = Bǫ + 13ǫa et B
ǫ est la projection orthogonale de
Aǫ ⊂ V7 sur V6. D’après [2, 4.2], le stabilisateur W
ǫ
5 de b
ǫ dans W6 a trois orbites
dans Aǫ : le point fixe aǫ, une orbite Cǫ7 à 10 éléments, et une orbite D
ǫ
7 à 16
éléments, qui sont respectivement caractérisées par
Cǫ7 = {x ∈ A : d(x, ǫa) = 1 et d(x, a
ǫ) = 2}
=
{
x ∈ Aǫ : (x, aǫ) = −12
}
Dǫ7 = {x ∈ A : d(x, ǫa) = 1 et d(x, a
ǫ) = 1}
=
{
x ∈ Aǫ : (x, aǫ) = 12
}
où d : A × A → {0, 1, 2, 3} est la distance dans le graphe de [2]. On en déduit que
W ǫ5 a de même trois orbites dans B
ǫ ⊂ V6 : le point fixe b
ǫ, une orbite Cǫ6 à 10
éléments, et une orbite Dǫ6 à 16 éléments, caractérisées par
Cǫ6 =
{
y ∈ Bǫ : (y, bǫ) = −23
}
et Dǫ6 =
{
y ∈ Bǫ : (y, bǫ) = 13
}
avec Cǫ7 = C
ǫ
6 +
1
3ǫa et D
ǫ
7 = D
ǫ
6 +
1
3ǫa. On vérifie enfin que
cǫ − 12b
ǫ + 13ǫa ∈ C
ǫ
7 et d
ǫ + 14b
ǫ + 13ǫa ∈ D
ǫ
7.
Il en résulte que Cǫ6 = C
ǫ − 12b
ǫ et Dǫ6 = D
ǫ + 14b
ǫ : les W ǫ5 -orbites C
ǫ et Dǫ de V ǫ5
sont les projections orthogonales des W ǫ5 -orbites C
ǫ
7 et D
ǫ
7 de V7 ou C
ǫ
6 et D
ǫ
6 de V6.
4.6. Soient Sǫ5 ⊂ S6 ⊂ S7 les algèbres symétriques de V
ǫ
5 ⊂ V6 ⊂ V7. On a donc
SW67 = S
W6
6 [a] et S
W ǫ5
6 = (S
ǫ
5)
W ǫ5 [bǫ]. Il résulte de [3] que SW66 et (S
ǫ
5)
W ǫ5 sont les
algèbres graduées de polynômes respectivement engendrées par
b
ǫ
i =
∑
b∈Bǫ
bi pour i ∈ {2, 5, 6, 8, 9, 12},
c
ǫ
i =
∑
c∈Cǫ
ci pour i ∈ {2, 4, 6, 8} et dǫi =
∑
d∈Dǫ
di pour i = 5.
Soient τ = τ(a) et τ ǫ = τ(bǫ). Notons S7 la sous-algèbre de S
W6
7 engendrée par
SW77 et τ(S
W7
7 ), et S
ǫ
6 la sous-algèbre de S
W ǫ5
6 engendrée par S
W6
6 et τ
ǫ(SW66 ). On
se propose de montrer que S7 = S
W6
7 et S
ǫ
6 = S
W ǫ5
6 . Il suffit donc de montrer que
(1) a et tous les b+i sont dans S7, et (2) b
ǫ et tous les cǫi , d
ǫ
i sont dans S
ǫ
6.
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4.7. Posons r7,2 =
∑
α∈R7
α2 et r6,2 =
∑
α∈R6
α2, qui sont respectivement dans
SW77 et S
W6
6 . On vérifie comme dans les cas précédents les relations
(τ − 1)(r7,2) = 54(a+ 1) et (τ
ǫ − 1)(r6,2) = 32(b
ǫ + 1),
donc a ∈ S7 et b
ǫ ∈ Sǫ6.
4.8. Notons ai =
∑
x∈A x
i, un élément de degré i dans SW77 . Comme
A = {a}
∐
A+
∐
(−A+)
∐
{−a}
on voit que ai ≡ 0 pour i ≡ 1 mod 2, tandis que ai = 2(a
i + a+i ) pour i ≡ 0 mod 2,
avec a+i =
∑
x∈A+ x
i. Comme ai et (τ − 1)(ai) = (a+ 32 )
i − ai sont dans S7, on en
déduit que a+2i et (τ − 1)(a
+
2i) sont dans S7 pour tout i ∈ N. Or (a,A
+) = 12 , donc
(τ − 1)a+2i =
∑
x∈A+
(x+ 12 )
2i − x2i =
2i−1∑
j=0
(
2i
j
)
2j−2ia+j
et a+i ∈ S7 pour tout i ∈ N par récurrence. Enfin, B
+ = A+ − 13a, donc
b
+
i =
∑
x∈A+
(x− 13a)
i =
i∑
j=0
(
i
j
)
(− 13a)
i−j
aj ∈ S7.
On a donc bien S7 = S
W6
7 .
4.9. Comme Bǫ = {bǫ}
∐
Cǫ6
∐
Dǫ6, on voit que b
ǫ
i = (b
ǫ)i + Cǫi +D
ǫ
i où
C
ǫ
i =
∑
y∈Cǫ
6
yi et Dǫi =
∑
z∈Dǫ
6
zi.
Comme (bǫ)i et (τ ǫ − 1)(bǫ)i = (bǫ + 43 )
i − (bǫ)i sont dans Sǫ6, on en déduit que
C
ǫ
i +D
ǫ
i et (τ
ǫ − 1)(Cǫi +D
ǫ
i) sont dans S
ǫ
6. Or (b
ǫ, Cǫ6) =
−2
3 et (b
ǫ, Dǫ6) =
1
3 , donc
(τe − 1)(Cǫi +D
ǫ
i) =
i−1∑
j=0
(
i
j
)
·
(
(− 23 )
i−j
C
ǫ
j + (
1
3 )
i−j
D
ǫ
j
)
.
La matrice
(
1 1
−2
3
1
3
)
étant inversible, on en déduit par récurrence sur i que Cǫi et D
ǫ
i
sont dans Sǫ6 pour tout i ∈ N. Comme enfin C
ǫ = Cǫ6 +
1
2b
ǫ et Dǫ = Dǫ6 −
1
4b
ǫ,
c
ǫ
i =
∑
y∈Cǫ
6
(y + 12b
ǫ)i =
i∑
j=0
(
i
j
)
(12b
ǫ)i−jCǫj
et dǫi =
∑
z∈Dǫ
6
(z − 14 b
ǫ)i =
i∑
j=0
(
i
j
)
(−14 b
ǫ)i−jDǫj
sont également dans Sǫ6 : on a donc bien S
ǫ
6 = S
W ǫ5
6 .
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