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Abstract
Stochastic zeroth-order optimization concerns problems where only noisy function evaluations
are available. Such problems arises frequently in many important applications. In this paper, we
consider stochastic zeroth-order optimization over Riemannian submanifolds embedded in an
Euclidean space, an important but less studied area, and propose four algorithms for solving this
class of problems under different settings. Our algorithms are based on estimating the Riemannian
gradient and Hessian from noisy objective function evaluations, based on a Riemannian version
of the Gaussian smoothing technique. In particular, we consider the following settings for the
objective function: (i) stochastic and gradient-Lipschitz (in both nonconvex and geodesic convex
settings), (ii) sum of gradient-Lipschitz and non-smooth functions, and (iii) Hessian-Lipschitz.
For these settings, we characterize the oracle complexity of our algorithms to obtain appropriately
defined notions of -stationary point or -approximate local minimizer. Notably, our complexities
are independent of the dimension of the ambient Euclidean space and depend only on the
intrinsic dimension of the manifold under consideration. We demonstrate the applicability of our
algorithms by simulation results.
1 Introduction
In this paper, we consider the following Riemannian optimization problem:
min f(x) + h(x), s.t., x ∈M, (1.1)
where M is a Riemannian submanifold embedded in Rn, f :M→ R is a smooth and potentially
nonconvex function, and h : Rn → R is a convex and nonsmooth function. Throughout this paper,
the convexity, smoothness and Lipschitz continuity of a function are interpreted as the function is
being considered in the ambient Euclidean space. Here we assume that the analytical form of the
function f (or h) and its gradient is not available, and we can only obtain noisy function evaluations
via an zeroth-order oracle. Such a situation is common in several applications in machine learning,
including designing algorithms for reinforcement [SHC+17, MGR18, CRS+18, MPB+19], black-box
attacks to deep neural networks [CZS+17, PMG+17] and hyper-parameter tuning [SLA12]. In this
paper, we aim to develop stochastic zeroth-order algorithms for solving (1.1).
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For problems in the Euclidean setting, i.e., when M ≡ Rn in (1.1), stochastic zeroth-order
optimization goes back to the early works of [Mat65, NM65, NY83] in the 1960’s. Monograph
and survey papers discussing the details are available [CSV09, AH17, LMW19]. If we assume that
f ≡ 0 in (1.1) and only noisy function evaluations of h are available via a zeroth-order oracle, then
non-asymptotic guarantees for the oracle complexity of stochastic zeroth-order optimization was
established recently [Nes11, NS17]. The algorithm in [Nes11, NS17] was based on estimating the
gradient from noisy function evaluations using a Gaussian smoothing technique. Specifically, it
was shown in [NS17] that to obtain a point x¯ such that E(h(x¯)− h(x∗)) ≤ , one needs O(n2/2)
noisy function evaluations. Here, x∗ denotes the minimum of h and the expectation is with respect
to randomness in the algorithm and the noise in the function evaluations. This complexity was
improved by [GL13] to O(n/2) when the function h is further assumed to be gradient-smooth. Note
that this oracle complexity depends linearly on the problem dimension n and it was proved that the
linear dependency on n is unavoidable [JNR12, DJWW15]. Nonconvex and smooth setting was also
considered in [GL13]. In particular, now assuming h ≡ 0 and M≡ Rn in (1.1), it was shown that
the number of function evaluations for obtaining an -stationary point x¯ (i.e., E‖∇f(x¯)‖ ≤ ), is
O(n/4).
Riemannian optimization has drawn a lot of attention recently due to its applications in various
fields, including low-rank matrix completion [BA11, Van13], phase retrieval [BEB17, SQW18],
dictionary learning [CS16, SQW16], dimensionality reduction [HSH17, TFBJ18, MKJS19] and
manifold-regression [LSTZD17, LLSD20]. For smooth Riemannian optimization, i.e., h ≡ 0 in (1.1),
it was shown that Riemannian gradient descent method require O(1/2) iterations to converge to
an -stationary point defined by ‖gradf(x)‖ ≤  [BAC18]. Stochastic algorithms were also studied
for smooth Riemannian optimization [Bon13, ZYYF19, WS19, ZRS16, KSM18, ZYYF19, WS19].
In particular, using the SPIDER variance reduction technique, [ZYYF19] established that O(1/3)
oracle calls are required to obtain a -stationary point in expectation. When the function f takes a
finite-sum structure, the Riemannian SVRG [ZRS16] achieves -stationary solution with O(k2/3/2)
oracle calls where k is number of summands. When the nonsmooth function h presents in (1.1),
Riemannian sub-gradient methods (RSGM) are widely used [BSBA14, LCD+19] and they require
O(1/4) iterations. ADMM for solving (1.1) has also been studied [KGB16, LO14], but they usually
lack convergence guarantee. The recently proposed manifold proximal gradient method (ManPG)
[CMMCSZ20] for solving (1.1) requires O(1/2) number of iterations to converge to -stationary
solution. Variants of ManPG such as ManPPA [CDMS20] and stochastic ManPG [WMX20] have
also been studied. Note that none of these works consider the zeroth-order setting. Recently there
have been some attempts on Riemannian zeroth-order methods [CSA15, FT19] but they are all
heuristics without any convergence and complexity analysis.
In this paper, we design zeroth-order algorithms for solving (1.1) with iteration and oracle
complexities that depend only on the manifold dimension d, and are independent of the ambient
Euclidean dimension n. To this end, one of our main contributions is an estimator of the Riemannian
gradient of the function from noisy function evaluations, based on a modification of the Gaussian
smoothing technique from [NS17]. The main difficulty here is that the gradient estimator in [NS17]
requires computing f(x+ νu), for some parameter ν > 0 and an n-dimensional standard Gaussian
vector u, and the point x+ νu may not necessarily lie on the manifold M. To resolve this issue, we
propose an estimator based on the smoothing technique and sampling Gaussian random vectors
on the tangent space of the manifold M. The main contributions of this paper are summarized
below.
1. When h(x) ≡ 0 and the exact function evaluations of f(x) are obtainable, we propose a zeroth-
order Riemannian gradient descent method (ZO-RGD) and provide its oracle complexity for
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Algorithm Structure Iteration Complexity Oracle Complexity
ZO-RGD smooth O (d/2) O (d/2)
ZO-RSGD
smooth,
stochastic
O (1/2) O(d/4)
ZO-RSGD
smooth, stochastic,
Geo-convex
O (1/) O (d/2)
ZO-SManPG
nonsmooth
Stochastic
O (1/2) O (d/4)
ZO-RSCRN
Lipschitz Hessian
Stochastic
O(1/1.5) O (d/3.5 + d4/2.5)
Table 1: Summary of the convergence results proved in this paper. For all but the ZO-RSCRN
algorithm, the reported complexities correspond to -stationary solution; for the ZO-RSCRN algorithm
the complexities correspond to -local minimizers. Here, d is the intrinsic dimension of the manifold
M. Furthermore, Iteration complexity refers to the number of iterations and oracle complexity
refers to the number of calls to the (stochastic) zeroth-order oracle.
obtaining an -stationary point of (1.1) (see Theorem 3.1).
2. When h(x) ≡ 0 and f(x) = Eξ[F (x, ξ)], we propose a zeroth-order Riemannian stochastic
gradient descent method (ZO-RSGD). We analyze its oracle complexity under two different settings
(see Theorems 4.1 and A.1).
3. When h(x) is convex and nonsmooth, we propose a zeroth-order stochastic Riemannian proximal
gradient method (ZO-SManPG) and provide its oracle complexity for obtaining an -stationary
point of (1.1) (see Theorem 5.1).
4. When h(x) ≡ 0 and f(x) = Eξ[F (x, ξ)], where F (x, ξ) satisfies a certain Lipschitz Riemannian
Hessian property, we propose a zeroth-order Riemannian stochastic cubic regularized Newton
method (ZO-RSCRN) that can provably converge to an -approximate local minimizers (see
Theorem 6.1).
Our complexity results are summarized in Table 1. To the best of our knowledge, these are the
first complexity results for stochastic zeroth-order Riemannian optimization.
2 Preliminaries
In this section, we first provide a brief review of manifold optimization and then introduce our
zeroth-order Riemannian gradient estimator.
2.1 Basics of Manifold Optimization
Let M ⊂ Rn be a differentiable manifold. For any point x ∈ M, the tangent space denoted as
TxM, contains all tangent vectors to M at x. Formally, we have the following definition.
Definition 2.1 (Tangent space). Consider a manifold M embedded in a Euclidean space. For
any x ∈M, the tangent space TxM at x is a linear subspace that consists of the derivatives of all
differentiable curves on M passing through x:
TxM = {γ′(0) : γ(0) = x, γ([−δ, δ]) ⊂M for some δ > 0, γ is differentiable}. (2.1)
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The manifoldM is a Riemannian manifold if it is equipped with an inner product on the tangent
space, 〈·, ·〉x : TxM× TxM→ R, that varies smoothly on M. We also introduce the concept of the
dimension of a manifold.
Definition 2.2 (Dimension of a manifold [AMS09]). The dimension of the manifold M, denoted
as d, is the dimension of the Euclidean space that the manifold is locally homeomorphic to. In
particular, the dimension of the tangent space is always equal to the dimension of the manifold.
As an example, consider the Stiefel manifold M = St(n, p) := {X ∈ Rn×p : X>X = Ip}.
The tangent space of St(n, p) is given by TXM = {Y ∈ Rn×p : X>Y + Y >X = 0}. Hence, the
dimension of the Stiefel manifold is np− 12p(p+ 1). Note that the dimension of the manifold could
be significantly less than the ambient dimension, np, of the Euclidean space in which the Stiefel
manifold is embedded in. Yet another example is that of the manifold of low-rank matrices [Van13].
We now introduce the concept of a Riemannian gradient of a function f .
Definition 2.3 (Riemannian Gradient). Suppose f is a smooth function on M. The Riemannian
gradient gradf(x) is a vector in TxM satisfying d(f(γ(t)))dt
∣∣∣
t=0
= 〈v, gradf(x)〉x for any v ∈ TxM,
where γ(t) is a curve as described in Eq. (2.1).
Recall that in the Euclidean setting, a function f : Rn → R is L-smooth, if is satisfies for all
x, y ∈ Rn, |f(y)− f(x)−〈∇f(x), y−x〉| ≤ L2 ‖x− y‖2. We now present the Riemannian counterpart
of L-smooth functions. To do so, first we need the definition of retraction for a given x ∈M.
Definition 2.4 (Retraction). A retraction mapping Rx is a smooth mapping from TxM to M
such that: Rx(0) = x, where 0 is the zero element of TxM, and the differential of Rx at 0 is an
identity mapping, i.e., dRx(tη)dt
∣∣∣
t=0
= η, ∀η ∈ TxM. In particular, the exponential mapping Expx is
a retraction that generates geodesics.
Assumption 2.1 (L-retraction-smoothness). There exists Lg ≥ 0 such that the following inequality
holds for function f in (1.1):
|f(Rx(η))− f(x)− 〈gradf(x), η〉x| ≤ Lg
2
‖η‖2, ∀x ∈M, η ∈ TxM. (2.2)
Assumption 2.1 is also known as the restricted Lipschitz-type gradient for pullback function
fˆx(η) := f(Rx(η)) [BAC18]. The condition required in [BAC18] is weaker because it only requires
Eq. (2.2) to hold for ‖η‖x ≤ ρx, where constant ρx > 0. In our convergence analysis, we need this
assumption to be held for all η ∈ TxM, i.e., ρx =∞. This assumption is satisfied when the manifold
M is a compact submanifold of Rn, the retraction Rx is globally defined1 and function f is L-smooth
in the Euclidean sense; we refer the reader to [BAC18] for more details. We also emphasize that
Assumption 2.1 is weaker than the geodesic smoothness assumption defined in [ZS16]. The geodesic
smoothness states that, ∀η ∈ M, f(Expx(η)) ≤ f(x) + 〈gx, η〉x + Lgd2(x,Expx(η))/2, where gx
is a subgradient of f , d(·, ·) represents the geodesic distance. Such a condition is stronger than
our Assumption 2.1, in the sense that, if the retraction is the exponential mapping, then geodesic
smoothness implies the L-retraction-smoothness with the same parameter Lg [BFM17].
Throughout this paper, we consider the Riemannian metric on M that is induced from the
Euclidean inner product; i.e. 〈·, ·〉x = 〈·, ·〉, ∀x ∈M. Using this Riemannian metric, the Riemannian
1If the manifold is compact, then the exponential mapping Expx is already globally defined. This is known as the
Hopf-Rinow theorem [Car92].
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gradient of a function is simply the projection of its Euclidean gradient onto the tangent space,
namely
gradf(x) = ProjTxM (∇f(x)) . (2.3)
We also present the definition of Riemannian Hessian, which is necessary for our discussion of cubic
regularized Newton method.
Definition 2.5 (Riemannian Hessian [ZZ18]). Suppose M is an embedded submanifold of Rn.
∀x ∈M and η ∈ TxM, the Riemannian Hessian is defined as
Hessf(x)[η] = ProjTxM(Dgradf(x)[η]), (2.4)
where Dgradf(x)[η] is the common differential, i.e., Dgradf(x)[η] = (Jgradf(x))[η], where J is the
Jacobian of the gradient mapping.
Now we restate the optimality conditions for Riemannian optimization.
Theorem 2.1. (Necessary optimality conditions [YZS14]) Let x¯ ∈M be a stationary point of the
function f . Then, if f is differentiable at x¯, then gradf(x¯) = 0. If x¯ is a local minimizer of the
function f and f is twice differentiable at x¯, then we have both gradf(x¯) = 0 and Hessf(x¯)  0.
2.2 The Zeroth-order Riemannian Gradient Estimator
In the Euclidean setting, [NS17] proposed a Gaussian smoothing technique to estimate the gradient.
Our estimator for the Riemannian gradient in Eq. (2.3), is motivated by this approach. Formally,
we first define our zeroth-order Riemannian gradient estimator as below.
Definition 2.6 (Zeroth-Order Riemannian Gradient). Generate u = Pu0 ∈ TxM, where u0 ∼
N (0, In) in Rn, and P ∈ Rn×n is the orthogonal projection matrix onto TxM. Therefore u follows the
standard normal distribution N (0, PP>) on the tangent plane, in the sense that, all the eigenvalues
of the covariance matrix PP> are either 0 (eigenvectors orthogonal to the tangent plane) or 1
(eigenvectors embedded in the tangent plane). The zeroth-order Riemannian gradient estimator is
defined as
gµ(x) =
f(Rx(µu))− f(x)
µ
u =
f(Rx(µPu0))− f(x)
µ
Pu0. (2.5)
Note that the projection P is easy to compute for commonly used manifolds. For example, for
the Stiefel manifold, the projection is given by ProjTXM(Y ) = (I−XX>)Y +X skew(X>Y ), where
skew(A) := (A−A>)/2 (see [AMS09]).
We now discuss some differences between the zeroth-order gradient estimators in the Euclidean
setting [NS17] and the Riemannian setting (2.5). In the Euclidean case, the zeroth-order gradient
estimator can be viewed as estimating the gradient of the Gaussian smoothed function, fµ(x) =
1
κ ∫Rn f(x + µu)e−
1
2
‖u‖2du, because ∇fµ(x) = Eu(gµ(x)) = 1κ ∫Rn f(x+µu)−f(x)µ ue−
1
2
‖u‖2du, where κ
is the normalization constant for Gaussian. This was also observed as an instantiation of Gaussian
Stein’s identity [BG19]. However, this observation is no longer true in Riemannian setting, as
we incorporate the retraction operator when evaluating gµ, and this forces us to seek for a direct
evaluation of Eu(gµ(x)), instead of utilizing properties of the smoothed function fµ, as in the
Euclidean setting. We also remark that, gµ(x) is a biased estimator of gradf(x). The difference
between them can be bounded as in Proposition 2.1. Some intermediate results for this purpose are
as follows.
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Lemma 2.1. Suppose X is a d-dimensional subspace of Rn, with orthogonal projection matrix
P ∈ Rn×n. u0 follows a standard norm distribution N (0, In), and u = Pu0 is the orthogonal
projection of u0 onto the subspace X . Then ∀x ∈ X , we have
x =
1
κ
∫
Rn
〈x, u〉ue− 12‖u0‖2du0, and ‖x‖2 = 1
κ
∫
Rn
〈x, u〉2e− 12‖u0‖2du0, (2.6)
where κ is the constant for normal density function: κ := ∫Rn e−
1
2
‖u‖2du = (2pi)n/2.
Proof. By the definition of covariance matrix, we have 1κ
∫
Rn u0u
>
0 e
− 1
2
‖u0‖2du0 = In. Since 〈x, u〉 =
〈x, u0〉, ∀x ∈ X , we have
1
κ
∫
Rn
〈x, u〉u0e− 12‖u0‖2du0 = x. (2.7)
which implies 1κ ∫Rn〈x, u〉ue−
1
2
‖u0‖2du0 = Px = x. Similarly, taking inner product with x on the
both sides of Eq. (2.7), we have ‖x‖2 = 1κ
∫
Rn〈x, u〉2e−
1
2
‖u0‖2du0.
The following bound for the moments of normal distribution is restated without proof.
Lemma 2.2. [NS17] Suppose u ∼ N (0, In) is a standard normal distribution, then for all integers
p ≥ 2, we have Mp := Eu(‖u‖p) ≤ (n+ p)p/2.
Corollary 2.1. For u0 ∼ N (0, In) and u = Pu0, where P ∈ Rn×n is the orthogonal projection
matrix onto a d dimensional subspace X of Rn, we have Eu0(‖u‖p) ≤ (d+ p)p/2.
Proof. Assume the eigen-decomposition of P is P = Q>ΛQ, where Q is an unitary matrix and Λ
is a diagonal matrix with the leading d diagonal entries being 1 and other diagonal entries being
0. Denote u˜ = Qu0 ∼ N (0, In), then Λu˜ = (u˜1, ..., u˜d, 0, ..., 0). Since u = Q>Λu˜ has the same
distribution as Λu˜, we have E‖u‖p = E‖(u˜1, ..., u˜d, 0, ..., 0)‖p ≤ (d+ p)p/2, by Lemma 2.2.
Now we provide the bounds on the error of our gradient estimator gµ(x) (2.5). Recall that d
denotes the dimension of the manifold M.
Proposition 2.1. Under Assumption 2.1, we have
(a) ‖Eu0(gµ(x))− gradf(x)‖ ≤ µLg2 (d+ 3)3/2,
(b) ‖gradf(x)‖2 ≤ 2‖Eu0(gµ(x))‖2 + µ
2
2 Lg(d+ 6)
3,
(c) Eu0(‖gµ(x)‖2) ≤ µ
2
2 L
2
g(d+ 6)
3 + 2(d+ 4)‖gradf(x)‖2.
Proof. For part(a), note that since
E(gµ(x))− gradf(x) = 1
κ
∫
Rn
(
f(Rx(µu))− f(x)
µ
− 〈gradf(x), u〉
)
ue−
1
2
‖u0‖2du0,
we have
‖E(gµ(x))− gradf(x)‖
= ‖ 1
µκ
∫
Rn
(f(Rx(µu))− f(x)− 〈gradf(x), µu〉)ue− 12‖u0‖2du0‖
≤ 1
µκ
∫
Rn
Lg
2
‖µu‖2‖u‖e− 12‖u0‖2du0 = µLg
2κ
∫
Rn
‖u‖3e− 12‖u0‖2du0 ≤ µLg
2
(d+ 3)3/2,
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where the first inequality is by due to (2.2), and the last inequality is from Corollary 2.1. This
completes the proof of part (a).
To prove part (b), first note that we have
‖gradf(x)‖2 =
∥∥∥∥1κ
∫
Rn
〈gradf(x), u〉ue− 12‖u0‖2du0
∥∥∥∥2
=
∥∥∥∥ 1µκ
∫
Rn
([f(Rx(µu))− f(x)]
−[f(Rx(µu))− f(x)− 〈gradf(x), µu〉])ue− 12‖u0‖2du0
∥∥∥2
≤2‖E(gµ(x))‖2 +
∥∥∥∥ 2µ2
∫
Rn
(f(Rx(µu))− f(x)− 〈gradf(x), µu〉)ue− 12‖u0‖2du0
∥∥∥∥2
≤2‖E(gµ(x))‖2 + 2
µ2
∫
Rn
(f(Rx(µu))− f(x)− 〈gradf(x), µu〉)2‖u‖2e− 12‖u0‖2du0
≤2‖E(gµ(x))‖2 + µ
2
2
Lg(d+ 6)
3,
where the last inequality is by applying the same trick as in part (a), and this completes the proof
of part (b).
Finally, we prove part (c). Since E(‖gµ(x)‖2) = 1µ2Eu0
[
(f(Rx(µu))− f(x))2‖u‖2
]
, and (f(Rx(µu))−
f(x))2 = (f(Rx(µu))−f(x)−µ〈gradf(x), u〉+µ〈gradf(x), u〉)2 ≤ 2(Lg2 µ2‖u‖2)2+2µ2〈gradf(x), u〉2,
we have
E(‖gµ(x)‖2) ≤ µ
2
2
L2gE(‖u‖6) + 2E(‖〈gradf(x), u〉u‖2)
≤ µ
2
2
L2g(d+ 6)
3 + 2E(‖〈gradf(x), u〉u‖2).
(2.8)
Now we bound the term E(‖〈gradf(x), u〉u‖2) using the same trick as in [NS17]. Without loss
of generality, suppose X is the d-dimensional subspace generated by the first d coordinates, i.e.,
∀x ∈ X , the last n− d elements of x are zeros. Also for brevity, denote g = gradf(x). We have that
E(‖〈gradf(x), u〉u‖2) = 1
κ
∫
Rn
〈gradf(x), u〉2‖u‖2e− 12‖u0‖2du0
=
1
κ(d)
∫
Rd
(
d∑
i=1
gixi
)2( d∑
i=1
x2i
)
e−
1
2
∑d
i=1 x
2
i dx1 · · · dxd,
where xi denotes the i-th coordinate of u0, the last n− d dimensions are integrated to be one, and
κ(d) is the normalization constant for d-dimensional Gaussian distribution. For simplicity, denote
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x = (x1, ..., xd), then
E(‖〈gradf(x), u〉u‖2) = 1
κ(d)
∫
Rd
〈g, x〉2‖x‖2e− 12‖x‖2dx
≤ 1
κ(d)
∫
Rd
‖x‖2e− τ2 ‖x‖2〈g, x〉2e− 1−τ2 ‖x‖2dx
≤ 2
κ(d)τe
∫
Rd
〈g, x〉2e− 1−τ2 ‖x‖2dx
=
2
κ(d)τ(1− τ)1+d/2e
∫
Rd
〈g, x〉2e− 12‖x‖2dx
=
2
τ(1− τ)1+d/2e‖g‖
2,
(2.9)
where the second inequality is due to the following fact: xpe−
τ
2
x2 ≤ ( 2τe)p/2. Taking τ = 2(d+4) gives
the desired result.
3 Zeroth-order Smooth Riemannian Optimization
In this section, we focus on the smooth optimization problem with h ≡ 0 and f satisfying Assump-
tion 2.1. We propose ZO-RGD, the zeroth-order Riemannian gradient descent method and provide
its complexity analysis. The algorithm is formally presented in Algorithm 1.
Algorithm 1 Zeroth-Order Riemannian Gradient Descent (ZO-RGD)
1: Input: Initial point x0 ∈M, smoothing parameter µ, step size ηk, fixed number of iteration N .
2: for k = 0 to N − 1 do
3: Sample a standard Gaussian random vector uk in TxkM via projection.
4: Compute the zeroth-order gradient gµ(xk) by Eq. (2.5).
5: Update xk+1 = Rxk(−ηkgµ(xk)).
6: end for
The following theorem gives the iteration and oracle complexities of Algorithm 1 for obtaining
an -stationary point.
Theorem 3.1. Let f satisfy Assumption 2.1 and suppose {xk} is the sequence generated by
Algorithm 1 with the stepsize ηk = ηˆ =
1
2(d+4)Lg
. Then, we have
1
N + 1
N∑
k=0
EUk‖gradf(xk)‖2 ≤
4
ηˆ
(
f(x0)− f(x∗)
N + 1
+ C(µ)
)
, (3.1)
where Uk denotes the set of all Gaussian random vectors we drew for the first k iterations 2, and
C(µ) =
µ2Lg
16
(d+3)3
(d+4) +
µ2
16
(d+6)3
(d+4) +
µ2Lg
16
(d+6)3
(d+4)2
. In order to have
1
N + 1
N∑
k=0
EUk‖gradf(xk)‖2 ≤ 2, (3.2)
2The notation of taking the expectation w.r.t. a set, is to take the expectation for each of the elements in the set.
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we need the smoothing parameter µ and number of iteration N (which is also the number of calls to
the zeroth-order oracle) to be set as
µ = O
(
/d3/2
)
, N = O (d/2) . (3.3)
Proof. From Assumption 2.1 we have
f(xk+1) ≤ f(xk)− ηk〈gµ(xk), gradf(xk)〉+ η
2
kLg
2
‖gµ(xk)‖2.
Taking the expectation w.r.t. uk on both sides, we have
Euk [f(xk+1)] ≤ f(xk)− ηk〈Euk(gµ(xk)), gradf(xk)〉+
η2kLg
2
Euk(‖gµ(xk)‖2)
≤f(xk)− ηk〈Euk(gµ(xk)), gradf(xk)〉
+
η2kLg
2
(
µ2
2
L2g(d+ 6)
3 + 2(d+ 4)‖gradf(xk)‖2
)
,
where the last inequality is by Proposition 2.1. Now Take ηk = ηˆ =
1
2(d+4)Lg
, we have
Euk [f(xk+1)]
≤f(xk) + ηˆ
2
(‖gradf(xk)‖2 − 2〈Euk(gµ(xk)), gradf(xk)〉) +
µ2Lg
16
(d+ 6)3
(d+ 4)2
=f(xk) +
ηˆ
2
(‖gradf(xk)− Euk(gµ(xk))‖2 − ‖Euk(gµ(xk))‖2) +
µ2Lg
16
(d+ 6)3
(d+ 4)2
≤f(xk) + ηˆ
2
(
µ2L2g
4
(d+ 3)3 − 1
2
‖gradf(xk)‖2 + µ
2
4
Lg(d+ 6)
3
)
+
µ2Lg
16
(d+ 6)3
(d+ 4)2
=f(xk)− ηˆ
4
‖gradf(xk)‖2 + C(µ),
where the second inequality is from Proposition 2.1. Define φk := f(xk) − f(x∗). Now take the
expectation w.r.t. Uk = {u0, u1, . . . , uk−1}, we have
φk+1 ≤ φk − ηˆ
4
EUk‖gradf(xk)‖2 + C(µ).
Summing the above inequality over k = 0, . . . , N yields (3.1).
Therefore with µ = O(/d3/2) we have C(µ) ≤ ηˆ2/4. Taking N ≥ 8(d+ 4)Lgf(x0)− f(x∗)/2
yields (3.2). In summary, the number of iterations to for obtaining an -stationary solution is
O(d/2), and hence the total zeroth-order oracle complexity is also O(d/2).
Remark 3.1. Note that in Algorithm 1, we only sample one Gaussian vector in each iteration of
the algorithm. In practice, one can also sample multiple Gaussian random vector in each iteration
and obtain an averaged gradient estimator. Suppose we sample m i.i.d. Gaussian random vectors
in each iteration and use the average g¯µ(x) =
1
m
∑m
i=1 gµ,i(x), then the bound for our zeroth-order
oracle becomes
E(‖g¯µ(x)− gradf(x)‖2) ≤ µ2L2g(d+ 6)3 +
2(d+ 4)
m
‖gradf(x)‖2. (3.4)
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Hence, the final result in Theorem 3.1 can be improved to
1
N + 1
N∑
k=0
EUk‖gradf(xk)‖2 ≤ 4Lg
f(x0)− f(x∗)
N + 1
+ µ2L2g(d+ 6)
3, (3.5)
with ηˆ = 1/Lg and C(µ) = µ
2Lg(d+ 6)
3/2. Therefore the number of iterations required is improved
to N = O(1/2) when we set µ = O(/d3/2) and m = O(d). However, the zeroth-order oracle
complexity is still O(d/2). The proof of (3.4) and (3.5) is given in appendix. This multi-sampling
technique will play a key role in our stochastic and non-smooth case analyses.
4 Zeroth-Order Stochastic Riemannian Optimization for Noncon-
vex Problem
In this section, we focus on the nonconvex smooth problem, i..e, h ≡ 0 in (1.1). We assume that f
takes the standard online optimization form:
min
x∈M
f(x) :=
∫
ξ
F (x, ξ)dP (ξ), (4.1)
where P is a random distribution, F is a function satisfying Assumption 2.1, in variable x, almost
surely. Note that f automatically satisfies Assumption 2.1 by the Jensen’s inequality. We further
make the following assumption, which is used frequently in zeroth-order stochastic optimization
[GL13, BG19, ZYYF19].
Assumption 4.1. For a norm ‖·‖ in Rn, we have (with E = Eξ), E[F (x, ξ)] = f(x), E[gradF (x, ξ)] =
gradf(x) and E
[‖gradF (x, ξ)− gradf(x)‖2] ≤ σ2, ∀x ∈M.
In the stochastic case, sampling multiple times in every iteration can improve the convergence
rate. Our zeroth-order Riemannian gradient estimator is given by
g¯µ,ξ(x) =
1
m
m∑
i=1
gµ,ξi(x), where gµ,ξi(x) =
F (Rx(µui), ξi)− F (x, ξi)
µ
ui, (4.2)
and ui is a standard normal random vector on TxM. We also immediately have that
Eξigµ,ξi(x) =
f(Rx(µu))− f(x)
µ
u = gµ(x). (4.3)
The multi-sampling technique enables us to obtain the following bound on E‖g¯µ,ξ(x)−gradf(x)‖2,
the proof of which is given in the Appendix C.
Lemma 4.1. For the Riemannian gradient estimator in Eq. (4.2), under Assumption 2.1 and
Assumption 4.1, we have
E‖g¯µ,ξ(x)− gradf(x)‖2 ≤ µ2L2g(d+ 6)3 +
8(d+ 4)
m
σ2 +
8(d+ 4)
m
‖gradf(x)‖2, (4.4)
where the expectation E is taken for both Gaussian vectors U = {u1, ..., um} and ξ.
Our zeroth-order Riemannian stochastic gradient descent algorithm (ZO-RSGD) for solving (4.1),
is presented in Algorithm 2.
Now we present convergence analysis for obtaining an -stationary point of (4.1).
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Algorithm 2 Zeroth-order Riemannian Stochastic Gradient Descent (ZO-RSGD)
1: Input: Initial point x0 ∈M, smoothing parameter µ, multi-sample constant m, step size ηk,
fixed number of iteration N .
2: for k = 0 to N − 1 do
3: Sample the standard Gaussian random vectors uki on TxkM by projection, and ξki , i = 1, ...,m.
4: Compute the zeroth-order gradient g¯µ,ξ(xk) by Eq. (4.2).
5: Update xk+1 = Rxk(−ηkg¯µ,ξ(xk)).
6: end for
Theorem 4.1. Let F satisfy Assumption 2.1, w.r.t. variable x almost surely. Suppose {xk} is the
sequence generated by Algorithm 2 with the stepsize ηk = ηˆ =
1
Lg
. Under Assumption 4.1, we have
1
N + 1
N∑
k=0
EUk,Ξk‖gradf(xk)‖2 ≤ 4Lg
f(x0)− f(x∗)
N + 1
+ C(µ), (4.5)
where C(µ) = 2µ2L2g(d+ 6)
3 + 16(d+4)m σ
2, Uk denotes the set of all Gaussian random vectors and Ξk
denotes the set of all random variable ξk, corresponding to the first k iterations. In order to have
1
N+1
∑N
k=0 EUk,Ξk‖gradf(xk)‖2 ≤ 2, we need the smoothing parameter µ, number of sampling m in
each iteration and number of iterations N to be
µ = O
(
/d3/2
)
, m = O (dσ2/2) , N = O (1/2) . (4.6)
Hence, the number of calls to the zeroth-order oracle is mN = O(d/4).
Proof. From Assumption 2.1, we have:
f(xk+1) ≤ f(xk)− ηk〈g¯µ,ξ(x), gradf(xk)〉+ η
2
kLg
2
‖g¯µ,ξ(x)‖2
Take ηk = ηˆ =
1
Lg
, we have
f(xk+1) ≤ f(xk)− ηk〈g¯µ,ξ(x), gradf(xk)〉+ η
2
kLg
2
‖g¯µ,ξ(x)‖2
= f(xk) +
1
2Lg
(‖g¯µ,ξ(x)− gradf(x)‖2 − ‖gradf(x)‖2) .
Take the expectation for the random variables at iteration k on both sides, we have
Ekf(xk+1) ≤ f(xk) + 1
2Lg
(
Ek‖g¯µ,ξ(x)− gradf(x)‖2 − ‖gradf(x)‖2
)
Eq. (3.4) ≤ f(xk) + 1
2Lg
(
µ2L2g(d+ 6)
3 +
8(d+ 4)
m
σ2 +
(
8(d+ 4)
m
− 1
)
‖gradf(x)‖2
)
.
Summing up over k = 0, ..., N (assuming that m ≥ 16(d+ 4)) yields (4.5). In summary, the total
number of iterations for obtaining an -stationary solution is O(1/2), and the stochastic zeroth-order
oracle complexity is O(d/4).
In Appendix A, we present the oracle complexity of Algorithm 2 when f is geodesically convex
and M is Hadamard manifold.
11
5 Zeroth-order Stochastic Riemannian Proximal Gradient Method
We now consider the general optimization problem of the form in Eq. (1.1). For the sake of notation,
we denote p(x) := f(x) + h(x). We assume that M is a compact submanifold, h is convex in the
embedded space Rn and is also Lipschitz continuous with parameter Lh, and f(x) :=
∫
ξ F (x, ξ)dP (ξ)
with Assumption 4.1 satisfied.
The non-differentiability of h prohibits Riemannian gradient methods to be applied directly. In
[CMMCSZ20], by assuming that the exact gradient of f is available, a manifold proximal gradient
method (ManPG) is proposed for solving (1.1). One typical iteration of ManPG is as follows:
vk := argmin 〈gradf(xk), v〉+ 1
2t
‖v‖2 + h(xk + v), s.t., v ∈ TxkM
xk+1 := Rxk(ηkvk).
(5.1)
In this section, we develop a zeroth-order counterpart of ManPG (ZO-ManPG), where we assume
that only noisy function evaluations of f are available. The following lemma from [CMMCSZ20]
provides a notion of stationary point that is useful for our analysis.
Lemma 5.1. Let v¯k be the minimizer of the v-subproblem in (5.1). If v¯k = 0, then xk is a
stationary point of problem Eq. (1.1). We say xk is an -stationary point of Eq. (1.1) with t =
1
Lg
,
if ‖v¯k‖ ≤ /Lg.
Our ZO-ManPG iterates as:
vk := argmin 〈g¯µ,ξ(x), v〉+ 1
2t
‖v‖2 + h(xk + v), s.t., v ∈ TxkM,
xk+1 := Rxk(ηkvk),
(5.2)
where g¯µ,ξ(x) is defined in Eq. (4.2). A more complete description of the algorithm is given
in Algorithm 3. Now we provide some useful lemmas for analyzing the iteration complexity of
Algorithm 3 Zeroth-Order Riemannian Proximal Gradient Descent (ZO-ManPG)
1: Input: Initial point x0 on M, smoothing parameter µ, number of multi-sample m, step size ηk,
fixed number of iteration N .
2: for k = 0 to N − 1 do
3: Sample m standard Gaussian random vector ui on TxkM by projection, i = 1, ...,m.
4: Compute the zeroth-order gradient the random oracle g¯µ(xk) by Eq. (4.2).
5: Solve vk from Eq. (5.2).
6: Update xk+1 = Rxk(ηkvk).
7: end for
Algorithm 3.
Lemma 5.2. (Non-expansiveness) Suppose v := arg minv∈TxM〈g1, v〉 + 12t‖v‖2 + h(x + v) and
w := arg minw∈TxM〈g2, w〉+ 12t‖w‖2 + h(x+ w). Then we have
‖v − w‖ ≤ t‖g1 − g2‖. (5.3)
Proof. By the first order optimality condition [YZS14], we have 0 ∈ 1t v + g1 + ProjTxM ∂h(x+ v)
and 0 ∈ 1tw + g2 + ProjTxM ∂h(x + w), i.e. ∃p1 ∈ ∂h(x + v) and p2 ∈ ∂h(x + w) such that
v = −t(g1 + ProjTxM(p1)) and w = −t(g2 + ProjTxM(p2)). Therefore we have
〈v, w − v〉 = t〈g1 + ProjTxM(p1), v − w〉
〈w, v − w〉 = t〈g2 + ProjTxM(p2), w − v〉.
(5.4)
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Now since v, w ∈ TxM, and using the convxity of h, we have
〈ProjTxM(p1), v − w〉 = 〈p1, v − w〉 = 〈p1, (v + x)− (w + x)〉 ≥ h(v + x)− h(w + x). (5.5)
Substituting Eq. (5.4) and into (5.5) yields,
〈v, w − v〉 ≥ t〈g1, v − w〉+ h(v + x)− h(w + x)
〈w, v − w〉 ≥ t〈g2, w − v〉+ h(w + x)− h(v + x).
Summing these two inequalities gives 〈v − w, v − w〉 ≤ t〈g2 − g1, v − w〉, and Eq. (5.3) follows by
applying the Cauchy-Schwarz inequality.
Corollary 5.1. Suppose vk is given by (5.2), and v¯k is solution of the v-subproblem in Eq. (5.1),
then we have
EUk,Ξk‖vk − v¯k‖2F ≤ t2
(
µ2L2g(d+ 6)
3 +
8(d+ 4)
m
σ2 +
8(d+ 4)
m
‖gradf(xk)‖2
)
.
Proof. By Lemma 5.2, we have
EUk,Ξk‖vk − v¯k‖2F ≤ t2EUk,Ξk‖g¯µ,ξ(xk)− gradf(xk)‖2F .
From Lemma 4.1,
EUk,Ξk‖g¯µ,ξ(xk)− gradf(xk)‖2F
≤µ2L2g(d+ 6)3 +
8(d+ 4)
m
σ2 +
8(d+ 4)
m
‖gradf(xk)‖2.
The desired result hence follows by combining these two inequalities.
The following lemma shows the sufficient decreasing property for one iteration.
Lemma 5.3. ([CMMCSZ20], Lemma 5.2) For any t > 0, there exists a constant η¯ > 0 such that
for any 0 ≤ ηk ≤ min{1, η¯}, the xk and xk+1 generated by Algorithm 3 satisfy
p(xk+1)− p(xk) ≤ −ηk
2t
‖vk‖2. (5.6)
Theorem 5.1. Under Assumption 4.1 and Assumption 2.1, the sequence generated by Algorithm 3,
with ηk = ηˆ < min{1, η¯} and t = 1/Lg, satisfies:
1
N
N−1∑
k=0
EUk,Ξk‖v¯k‖2 ≤
4t(p(x0)− p(x∗))
ηˆN
+
32(d+ 4)
m
t2M2
+ 4µ2L2gt
2(d+ 6)3 +
32(d+ 4)
m
σ2t2,
(5.7)
where M is an upper bound of ‖gradf(x)‖ over M. To guarantee
min
k=0,...,N−1
EUk,Ξk‖v¯k‖2F ≤ 2/L2g,
the parameters need to be set as: µ = O (/d3/2) , m = O (dM2/2) , N = O (1/2) . Hence, the
number of calls to the stochastic zeroth-order oracle is O(d/4).
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Proof. Summing up (5.6) over k = 0, . . . , N − 1 and using Corollary 5.1, we have:
p(x0)− EUk,Ξkp(xk) ≥
N−1∑
k=0
1
2t
ηkEUk‖vk‖2F ≥
ηˆ
4t
N−1∑
k=0
2EUk,Ξk‖vk‖2F
≥ ηˆ
4t
N−1∑
k=0
[
EUk,Ξk‖v¯k‖2F − t2
(
µ2L2g(d+ 6)
3 +
8(d+ 4)
m
σ2
+
8(d+ 4)
m
‖gradf(xk)‖2
)]
≥ ηˆ
4t
N−1∑
k=0
EUk,Ξk‖v¯k‖2F − ηˆNt
(
µ2L2g(d+ 6)
3 +
8(d+ 4)
m
σ2 +
8(d+ 4)
m
M2
)
,
which immediately implies the desired result (5.7).
Remark 5.1. The subproblem Eq. (5.2) is the main computational effort in Algorithm 3. Fortunately,
this subproblem can be efficiently solved by a regularized semi-smooth Newton method when M takes
certain forms. We refer the reader to [XLWZ18, CMMCSZ20] for more details.
6 Escaping saddle points: Zeroth-order stochastic cubic regular-
ized Newton’s method over Riemannian manifolds
In this section, we propose the zeroth-order Riemannian stochastic cubic regularized Newton’s
method (ZO-RSCRN) for solving (4.1), which provably escapes the saddle points. We restrict our
discussion on compact manifolds, with the assumption that function F (x, ξ) is twice Lipschitz
continuously differentiable for pullback function.
Assumption 6.1. Given any point x ∈M and η ∈ TxM, we have
‖P−1η ◦HessF (Rx(η), ξ) ◦ Pη −Hessf(x)‖op ≤ LH‖η‖, (6.1)
almost everywhere for ξ, where Pη : TxM→ TRx(η)M denotes the parallel transport [ABBC20], an
isometry from tangent space of x to the tangent space of Rx(η), and ◦ is the function composition.
Assumption 6.1 is the analogue of the Lipschitz Hessian type assumption from the Euclidean
setting, and induces the following equivalent conditions (see, also [ABBC20]):
‖P−1η gradF (Rx(η), ξ)− gradf(x)−HessF (x, ξ)[η]‖ ≤
LH
2
‖η‖2∣∣∣∣F (Rx(η), ξ)− [F (x, ξ) + 〈η, gradF (x, ξ)〉+ 12〈η,HessF (x, ξ)[η]〉
]∣∣∣∣ ≤ LH6 ‖η‖3.
(6.2)
Note also that Pη reduces to identity in Euclidean setting. Throughout this section, we also assume
that F (·, ξ) satisfies Assumption 2.1 and Assumption 4.1. We first introduce the following identity
which follows immediately from the second-order Stein’s identity for Gaussian distribution [Ste72].
Lemma 6.1. Suppose X is a d-dimensional subspace of Rn, with orthogonal projection matrix
P ∈ Rn×n, P = P 2 = P>. u0 ∼ N (0, In) is a standard normal distribution and u = Pu0 is the
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orthogonal projection of u0 onto the subspace. Then ∀H ∈ Rn×n, H> = H, and H = PHP (which
means that the eigenvectors of H lies all in X ), we have
PHP =
1
2κ
∫
Rn
〈u,Hu〉(uu> − P )e− 12‖u0‖2du0 = E
[
1
2
〈u,Hu〉(uu> − P )
]
, (6.3)
where ‖ · ‖ here is the Euclidean norm on Rn, and κ is the constant for normal density function
given by κ := ∫Rn e−
1
2
‖u‖2du = (2pi)n/2.
The identity in (6.3) simply follows by applying the second-order Stein identity, E[(xx> −
In)g(x)] = E[∇2g(x)], directly to the function g(x) = 12〈x,Hx〉 and multiplying the resulting
identity by P on both sides.
Lemma 6.2. [BG19] Suppose X is a d-dimensional subspace of Rn, with orthogonal projection
matrix P ∈ Rn×n, P = P 2 = P>. u0 ∼ N (0, In) is a standard norm distribution and u = Pu0 is
the orthogonal projection of u0 onto the subspace. Then
E[‖u0u>0 − In‖8F ] ≤ 2(n+ 16)8 and E[‖uu> − P‖8F ] ≤ 2(d+ 16)8. (6.4)
Proof. See [BG19] for the proof of the left part of Eq. (6.4). We now show how to get the right
part from the left. Very similar to the proof of Corollary 2.1, we use an eigen-decomposition of
P = QTΛQ and get (again u˜ = Qu):
E‖uu> − P‖8F = E‖(u˜1, ..., u˜d)>(u˜1, ..., u˜d)− Id‖8F ≤ 2(d+ 16)8,
which completes the proof.
We now propose our zeroth-order Riemannian Hessian estimator, motivated by the zeroth-order
Hessian estimator in the Euclidean setting proposed by [BG19].
Definition 6.1 (Zeroth-Order Riemannian Hessian). Generate u ∈ TxM, which is a standard
normal distribution on the tangent space TxM, by projection u = Pxu0 described in Section 2.2.
Then, the zeroth-order Riemannian Hessian estimator of a function f at the point x is given by
Hµ(x) =
1
2µ2
(uu> − P )[F (Rx(µu), ξ) + F (Rx(−µu), ξ)− 2F (x, ξ)]. (6.5)
We immediately have the following bound on variance.
Lemma 6.3. Under Assumption 2.1, Assumption 4.1 and Assumption 6.1, suppose the Riemannian
Hessian estimator is given in Eq. (6.5), then we have the following bound:
EU ,Ξ‖Hµ(x)‖4F ≤
(d+ 16)8
8
L2g. (6.6)
Proof. From Assumption 2.1 and Corollary 2.1 we have
E|F (Rx(µu), ξ) + F (Rx(−µu), ξ)− 2F (x, ξ)|8
=E|F (Rx(µu), ξ)− F (x, ξ)− 〈gradF (x, ξ), µu〉
+ F (Rx(−µu), ξ)− F (x, ξ)− 〈gradF (x, ξ),−µu〉|8
≤E[µ
2Lg
2
‖u‖2 + µ
2Lg
2
‖u‖2]8 = E[µ16L8g‖u‖16] ≤ µ16L8g(d+ 16)8.
(6.7)
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Moreover, we have
E‖Hµ(x)‖4F
=E
∥∥∥∥ 12µ2 (uu> − P )[F (Rx(µu), ξ) + F (Rx(−µu), ξ)− 2F (x, ξ)]
∥∥∥∥4
F
≤ 1
16µ8
(
E|F (Rx(µu), ξ) + F (Rx(−µu), ξ)− 2F (x, ξ)|8E‖uu> − P‖8
)1/2
≤(d+ 16)
4
8µ8
(
E|F (Rx(µu), ξ) + F (Rx(−µu), ξ)− 2F (x, ξ)|8
)1/2
,
(6.8)
where the first inequality is by Ho¨lder’s inequality and the second one is by Lemma 6.2. Combining
(6.7) and (6.8) yields the desired result (6.6).
We also use the mini-batch multi-sampling technique here. For i = 1, ..., b, denoting each Hessian
estimator as
Hµ,i(x) =
1
2µ2
(uiu
>
i − P )[F (Rx(µui), ξi) + F (Rx(−µui), ξi)− 2F (x, ξi)]. (6.9)
The averaged Hessian estimator is given by
H¯µ,ξ(x) =
1
b
b∑
i=1
Hµ,i(x). (6.10)
Note that our Riemannian Hessian estimator is actually the Hessian estimator of the pullback
function Fˆx(η, ξ) = F (Rx(η), ξ), ∀x ∈M and η ∈ TxM projected onto the tangent space TxM. We
now have the following bound of H¯µ,ξ(x) and Hessf(x).
Lemma 6.4. Under Assumption 2.1, Assumption 4.1 and Assumption 6.1, let H¯µ,ξ(x) be calculated
as in Eq. (6.10), then we have that: ∀x ∈M and ∀η ∈ TxM,
EU ,Ξ‖H¯µ,ξ(x)−Hessf(x)‖2op ≤
(d+ 16)4√
2b
Lg +
µ2L2H
18
(d+ 6)5, (6.11)
EU ,Ξ‖H¯µ,ξ(x)−Hessf(x)‖3op ≤ C˜
(d+ 16)6
b3/2
L1.5g +
1
27
µ3L3H(d+ 6)
7.5, (6.12)
where ‖ · ‖op denotes the operator norm and C˜ is some absolute constant.
Proof. We first show Eq. (6.11). Denote Xi = Hµ,i − EHµ,i, then Xi’s are iid zero-mean random
matrices. Since ‖ · ‖op ≤ ‖ · ‖F , we have
E‖H¯µ,ξ(x)− EH¯µ,ξ(x)‖2op = E‖
1
b
b∑
i=1
Xi‖2op ≤ E‖
1
b
b∑
i=1
Xi‖2F
=E
 1
b2
b∑
i=1
‖Xi‖2F +
1
b2
∑
i 6=j
〈Xi, Xj〉
 = E[ 1
b2
b∑
i=1
‖Xi‖2F
]
=E
1
b2
b‖X1‖2F = E
1
b
‖Hµ,1 − EHµ,1‖2F =
1
b
E
[‖Hµ,1‖2F − ‖EHµ,1‖2F ]
≤1
b
E‖Hµ,1‖2F ≤
1
b
√
E‖Hµ,1(x)‖4F ≤
(d+ 16)4
2
√
2b
Lg,
(6.13)
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where the third inequality is from Jensen’s inequality, and the last inequality is due to Eq. (6.6).
(6.13) immediately implies
E‖H¯µ,ξ(x)−Hessf(x)‖2op
≤2E‖H¯µ,ξ(x)− EH¯µ,ξ(x)‖2op + 2‖EH¯µ,ξ(x)−Hessf(x)‖2op
≤(d+ 16)
4
√
2b
Lg + 2‖EH¯µ,ξ(x)−Hessf(x)‖2op.
(6.14)
Now we bound the term ‖EH¯µ,ξ(x)−Hessf(x)‖2op. Note that
|〈η, (EHµ,i(x)−Hessf(x))[η]〉|
=
∣∣∣∣〈η,(Eu [ 12µ2 (uu> − P )[f(Rx(µu)) + f(Rx(−µu))− 2f(x)]
]
−Hessf(x)
)
[η]〉
∣∣∣∣
=
∣∣∣∣〈η,(Eu [ 12µ2 (uu> − P )[f(Rx(µu))
+f(Rx(−µu))− 2f(x)− µ2〈u,Hessf(x)[u]〉]
])
[η]〉∣∣
=
1
2µ2
∣∣∣∣〈η,(Eu [[f(Rx(µu))− f(x)− µ22 〈u,Hessf(x)[u]〉
+f(Rx(−µu))− f(x)− µ
2
2
〈u,Hessf(x)[u]〉](uu> − P )
])
[η]〉
∣∣∣∣ ,
which together with Assumption 6.1 yields
|〈η, (EHµ,i(x)−Hessf(x))[η]〉| ≤ µLH
6
E
[
‖u‖3‖uu> − P‖op
]
‖η‖2
(Ho¨lder) ≤µLH
6
√
E‖u‖6E‖uu> − P‖2F ‖η‖2 ≤
µLH
6
(d+ 6)5/2‖η‖2,
(6.15)
where the last inequality is by Corollary 2.1 and Lemma 6.2. (6.15) implies
‖EH¯µ,ξ(x)−Hessf(x)‖op ≤ µLH
6
(d+ 6)5/2. (6.16)
Combining (6.14) and (6.16) gives Eq. (6.11).
Now we show Eq. (6.12). By a similar analysis we have
E‖H¯µ,ξ(x)−Hessf(x)‖3op
≤E(‖H¯µ,ξ(x)− EH¯µ,ξ(x)‖op + ‖EH¯µ,ξ(x)−Hessf(x)‖op)3
≤8E‖H¯µ,ξ(x)− EH¯µ,ξ(x)‖3op + 8‖EH¯µ,ξ(x)−Hessf(x)‖3op
(Ho¨lder) ≤8
√
E‖H¯µ,ξ(x)− EH¯µ,ξ(x)‖2opE‖H¯µ,ξ(x)− EH¯µ,ξ(x)‖4op
+ 8‖EH¯µ,ξ(x)−Hessf(x)‖3op,
(6.17)
where the second inequality is by the following fact: when a, b ≥ 0, (a+ b)3 ≤ max{(2a)3, (2b)3} ≤
8a3 + 8b3. Moreover, since ‖ · ‖op ≤ ‖ ·‖F , and Xi = Hµ,i−EHµ,i are iid zero-mean random matrices,
17
Algorithm 4 Zeroth-Order Riemannian Stochastic Cubic Regularized Newton Method (ZO-RSCRN)
1: Input: Initial point x0 on M, smoothing parameter µ, multi-sample parameter m and b, cubic
regularization parameter α, number of iteration N .
2: for k = 0 to N − 1 do
3: Compute g¯µ,ξ(xk) and H¯µ,ξ(xk) based on (4.2) and (6.10) respectively.
4: Solve ηk = argminη mˆxk,α(η), where mˆx,α(η) is defined in (6.19).
5: Update xk+1 = Rxk(Px(ηk)).
6: end for
we have
E‖H¯µ,ξ(x)− EH¯µ,ξ(x)‖4op = E‖
1
b
b∑
i=1
Xi‖4op ≤
C
b4
(
E‖
b∑
i=1
Xi‖op + (bE‖Xi‖4op)1/4
)4
≤C
b4

√√√√E‖ b∑
i=1
Xi‖2F + (bE‖Xi‖4F )1/4
4 = C
b4

√√√√ b∑
i=1
E‖Xi‖2F + (bE‖Xi‖4F )1/4
4
=
C
b4
(√
b
√
E‖X1‖2F + (bE‖X1‖4F )1/4
)4
≤ C
b4
(√
b 4
√
E‖X1‖4F + (bE‖X1‖4F )1/4
)4
=
C
b4
(
√
b+
4
√
b)4E‖Hµ,1 − EHµ,1‖4F ≤
16C
b2
E‖Hµ,1 − EHµ,1‖4F
=
16C
b2
E(‖Hµ,1‖2F − 2〈Hµ,1,EHµ,1〉+ ‖EHµ,1‖2F )2
≤16C
b2
E(‖Hµ,1‖2F + 2‖Hµ,1‖F ‖EHµ,1‖F + ‖EHµ,1‖2F )2
≤16C
b2
E(2‖Hµ,1‖2F + 2‖EHµ,1‖2F )2 ≤
16C
b2
E(2‖Hµ,1‖2F + 2E‖Hµ,1‖2F )2
≤64C
b2
(E‖Hµ,1‖4F + E‖Hµ,1‖4F ) ≤
128C
b2
(d+ 16)8L2g,
(6.18)
where the first inequality is due to the vector-valued Rosenthal inequality [Pin94], C is an absolute
constant, the fourth inequality is due to the fact 1 ≤ 4√b ≤ √b. Plugging Eq. (6.13), Eq. (6.16) and
Eq. (6.18) back to Eq. (6.17) gives the desired result (6.12).
In the work of [ZZ18], the authors proposed the minimization of function mx,σ(η) = f(x) +
〈gradf(x), η〉+ 12〈Px ◦Hessf(x) ◦Px[η], η〉+ αk6 ‖η‖3 at each iteration. The zeroth-order counterpart
would replace the Riemannian gradient and Hessian with the corresponding zeroth-order estimators.
The proposed ZO-RSCRN algorithm is described in Algorithm 4. In ZO-RSCRN, the cubic regularized
subproblem is
mˆx,α(η) = f(x) + 〈g¯µ,ξ(x), η〉+ 1
2
〈H¯µ,ξ(x)[η], η〉+ α
6
‖η‖3. (6.19)
Note that if ηˆ = argminη mˆx,α(η), then the projection Px(ηˆ) is also a minimizer, because g¯µ,ξ(x)
and H¯µ,ξ(x) only take effect on the component that is in TxM.
Theorem 6.1. For manifold M and function f :M→ R under Assumption 2.1, Assumption 4.1
and Assumption 6.1, define kmin := argmink EUk,Ξk‖ηk‖, then the update in Algorithm 4 with α ≥ LH
satisfies:
E‖gkmin+1‖ ≤ O(), and E[λmin(Hessfkmin+1)] ≥ −O(
√
), (6.20)
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given that the parameters satisfy:
N = O
(
1/3/2
)
, µ = O
(
min
{

d3/2
,
√

d5
})
, m = O(d/2), b = O(d4/). (6.21)
Hence, the zeroth-order oracle complexity is O(d/7/2 + d4/5/2).
Proof. Denote fk = f(xk), gk = gradf(xk) and E = EUk,Ξk for ease of notation. We first provide
the global optimality conditions of subproblem Eq. (6.19) following [NP06]:
(H¯µ,ξ(x) + λ
∗I)η + g¯µ,ξ(x) = 0, λ∗ =
α
2
‖η‖, H¯µ,ξ(x) + λ∗I  0. (6.22)
Since the parallel transport Pη is an isometry, we have
‖gk+1‖ = ‖P−1ηk gk+1‖
=‖(P−1ηk gk+1 − gk −Hessfk[ηk]) + (gk − g¯µ,ξ(xk))
+ (Hessfk[ηk]− H¯µ,ξ(xk)[ηk]) + (g¯µ,ξ(xk) + H¯µ,ξ(xk)[ηk])‖
≤‖P−1ηk gk+1 − gk −Hessfk[ηk]‖+ ‖gk − g¯µ,ξ(xk)‖
+ ‖Hessfk[ηk]− H¯µ,ξ(xk)[ηk]‖+ ‖g¯µ,ξ(xk) + H¯µ,ξ(xk)[ηk]‖
Eq. (6.2) ≤LH
2
‖ηk‖2 + ‖gk − g¯µ,ξ(xk)‖
+ ‖Hessfk[ηk]− H¯µ,ξ(xk)[ηk]‖+ ‖g¯µ,ξ(xk) + H¯µ,ξ(xk)[ηk]‖
Eq. (6.22) =
LH
2
‖ηk‖2 + ‖gk − g¯µ,ξ(xk)‖+ ‖Hessfk[ηk]− H¯µ,ξ(xk)[ηk]‖+ λ∗‖ηk‖
Eq. (6.22) ≤LH
2
‖ηk‖2 + ‖gk − g¯µ,ξ(xk)‖+ ‖Hessfk[ηk]− H¯µ,ξ(xk)‖op‖ηk‖+ α
2
‖ηk‖2
≤LH
2
‖ηk‖2 + ‖gk − g¯µ,ξ(xk)‖+ 1
2
‖Hessfk − H¯µ,ξ(xk)‖2op +
1
2
‖ηk‖2 + α
2
‖ηk‖2.
Taking expectation on both sides of the above inequality gives (by Eq. (4.4) and Eq. (6.11))
E‖gk+1‖ −
√
δg − δH ≤ 1
2
(LH + α+ 1 + 2L2‖gk‖)E‖ηk‖2, (6.23)
where δg = µ
2L2g(d + 6)
3 + 8(d+4)m (M
2 + σ2), M is the upper bound of ‖gradf‖ over M, and
δH =
(d+16)4
b Lg +
µ2L2H
18 (d + 6)
5. Since P−1ηk is an isometry, we have (λmin stands for the smallest
eigenvalue):
λmin(Hessfk+1) = λmin(P
−1
ηk
◦Hessfk+1 ◦ Pηk)
≥λmin(P−1ηk ◦Hessfk+1 ◦ Pηk −Hessfk)
+ λmin(Hessfk − H¯µ,ξ(xk)) + λmin(H¯µ,ξ(xk))
Eq. (6.1) ≥− LH‖ηk‖+ λmin(Hessfk − H¯µ,ξ(xk)) + λmin(H¯µ,ξ(xk))
=λmin(Hessfk − H¯µ,ξ(xk)) + λmin(H¯µ,ξ(xk)− LH‖ηk‖I)
Eq. (6.22) ≥λmin(Hessfk − H¯µ,ξ(xk))− α+ 2LH
2
‖ηk‖.
Taking expectation, we obtain (by Eq. (6.11))
α+ 2LH
2
E‖ηk‖ ≥ −(
√
δH + Eλmin(Hessfk+1)). (6.24)
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Now we will upper bound E‖ηk‖. From Assumption 6.1, we have
fˆxk(ηk) ≤ f(xk) + g>k ηk +
1
2
η>k Hkηk +
LH
6
‖ηk‖3
=
(
f(xk) + g¯µ(xk)
>ηk +
1
2
η>k H¯µ(xk)ηk +
LH
6
‖ηk‖3
)
+
(
(gk − g¯µ(xk))>ηk + 1
2
η>k (Hk − H¯µ(xk))ηk
)
.
(6.25)
Using Eq. (6.22) we have
f(xk) + g¯µ(xk)
>ηk +
1
2
η>k H¯µ(xk)ηk +
LH
6
‖ηk‖3
=f(xk)− 1
2
η>k H¯µ(xk)ηk + (
LH
6
− α
2
)‖ηk‖3
=f(xk)− 1
2
η>k (H¯µ(xk) +
α
2
‖ηk‖I)ηk − (α
4
− LH
6
)‖ηk‖3
≤f(xk)− (α
4
− LH
6
)‖ηk‖3 ≤ f(xk)− α
12
‖ηk‖3,
(6.26)
where the last inequality is due to α ≥ LH . Moreover, by Cauchy-Schwarz inequality and Young’s
inequality, we have
E
[
(gk − g¯µ(xk))>ηk + 1
2
η>k (Hk − H¯µ(xk))ηk
]
≤E‖gk − g¯µ(xk)‖‖ηk‖+ 1
2
E‖Hk − H¯µ(xk)‖op‖ηk‖2
≤ 32
3α
E‖gk − g¯µ(xk)‖3/2 + 12
α
E‖Hk − H¯µ(xk)‖3op +
α
24
E‖ηk‖3.
(6.27)
Plugging (6.26) and (6.27) to Eq. (6.25), we have
Efk+1 ≤ fk − α
24
E‖ηk‖3 + 32
3LH
δ3/4g +
12
LH
δ˜H , (6.28)
where δ˜H = C˜
(d+16)6
b3/2
L1.5g +
1
27µ
3L3H(d+ 6)
7.5. Taking the sum for (6.28) over k = 0, . . . , N − 1, we
have
1
N
N∑
k=0
E‖ηk‖3 ≤ 24
LH
(
f0 − f∗
N
+
32
3LH
δ3/4g +
12
LH
δ˜H
)
,
which together with (6.21) yields
E‖ηkmin‖3 ≤ O(3/2), and E‖ηkmin‖2 ≤ O(). (6.29)
Combining Eq. (6.29), Eq. (6.23) and Eq. (6.24) yields (6.20).
Remark 6.1. To solve the subproblem, we implement the same Krylov subspace method as in
[ABBC20], where the Riemannian Hessian and vector multiplication is approximated by Lanczos
iterations. Note also that in our setting, we only require vector-vector multiplications due to
the structure of our Hessian estimator in Eq. (6.5). For the purpose of brevity, we refer to
[CD18, ABBC20] for a comprehensive study of this method.
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Dimension  Stepsize No. iter. ZO-RGD Aver. No. iter. RGD
15× 5 10−3 10−2 460± 137 442
25× 15 10−3 10−2 892± 99 852
50× 20 10−2 5× 10−3 255± 26 236
Table 2: Comparison of ZO-RGD and RGD on the Procrustes problem.
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Figure 1: The convergence curve of ZO-RGD v.s. RGD. x-axis is the number of iterations and y-axis
is the norm of Riemannian gradient at corresponding points. Note that our zeroth-order algorithm
doesn’t use gradient information in updates, while the graph still shows the norm of gradient to
show the effectiveness of our method. The horizontal lines are the prescribed precisions.
7 Numerical experiments
In this section, we test the performance of the proposed algorithms on four problems.
Experiment 1: Procrustes problem [AMS09]. This is a matrix linear regression problem on
a given manifold:
min
X∈M
‖AX −B‖2F ,
where X ∈ Rn×p, A ∈ Rl×n and B ∈ Rl×p. The manifold we use is the Stiefel manifoldM = St(n, p).
In our experiment, we pick up different dimension n×p and record the time cost to achieve prescribed
precision . The entries of matrix A are generated by standard Gaussian distribution. We compare
our ZO-RGD (Algorithm 1) with the first-order Riemannian gradient method (RGD) on this problem.
The results are shown in Section 7. Note that the numbers are the average and standard deviation
for 100 runs, and for each run, we sample m = n × p Gaussian samples for each iteration. The
multi-sample version of ZO-RGD closely resembles the convergence rate of RGD , as shown in Fig. 1.
These results indicate our zeroth-order method ZO-RGD is comparable with its first-order counterpart
RGD, though the former one only uses zeroth-order information.
Experiment 2: k-PCA [ZRS16, TFBJ18, ZYYF19]. k-PCA on Grassmannian manifold is a
Rayleigh quotient minimization problem. Given a symmetric positive definite matrix H ∈ Rn×n, we
need to solve
min
X∈Grass(n,p)
−1
2
Tr(X>HX).
The Grassmanian manifold is defined as: Grass(n, p) = {span(X) : X ∈ St(n, p)}. We refer readers
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Figure 2: The convergence of three numerical experiments. The x-axis always denotes the number
of iterations. Figures (a) and (d) are results for k-PCA (experiment 2). Here three algorithms
are compared: ZO-RSGD (Algorithm 2), RSGD, and ZO-RGD (Algorithm 1). Figures (b) and (e)
are results for sparse PCA (experiment 3) in which the y-axis of Figure (e) denotes the norm of
vk in (5.1) (for ManPG) and (5.2) (for ZO-ManPG), which actually measures the optimality of the
problem. Here three algorithms are compared: ZO-ManPG (Algorithm 3), ManPG and Riemannian
subgradient method. Figures (c) and (f) are results for Karcher mean of PSD matrices problem
(experiment 4). Here three algorithms are compared: RSGD, ZO-RSGD (Algorithm 2), and RGD.
to [AMS09] for details about the Grassmannian quotient manifold. This problem can be written
into a finite sum problem:
min
X∈Grass(n,p)
n∑
i=1
−1
2
Tr(X>hih>i X),
where hi ∈ Rn and H =
∑n
i=1 hih
>
i . We compare our ZO-RSGD algorithm (Algorithm 2) and its
first-order counterpart RSGD on this problem. The results are shown in Fig. 2 (a) and (d). In
our experiment, we set n = 100, p = 50, and the matrix H is generated by H = AA>, where
A ∈ Rn×p is a normalized randomly generated data matrix. From Fig. 2 (a) and (d), we see that
the performance of ZO-RSGD is similar to its first-order counterpart RSGD.
Experiment 3: Sparse PCA [JNU03, ZHT06, ZX18]. The sparse PCA problem is a Rieman-
nian optimization problem over the Stiefel manifold with nonsmooth objective:
min
X∈St(n,p)
−1
2
Tr(X>A>AX) + λ‖X‖1.
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Here, A ∈ Rm×n is the normalized data matrix. We compare our ZO-ManPG (Algorithm 3) with
ManPG [CMMCSZ20] and Riemannian subgradient method [LCD+19]. In our numerical experi-
ments, we chose (m,n, p) = (50, 100, 10), and entries of A are drawn from Gaussian distribution
and rows of A are then normalized. The comparison results are shown in Fig. 2 (b) and (e). These
results show that our ZO-ManPG is comparable to its first-order counterpart ManPG and they both
worked much better than the Riemannian subgradient method.
Experiment 4: Karcher mean of given PSD matrices [BI13, ZS16, KSM18]. Given a set
of positive semidefinite (PSD) matrices {Ai}ni=1 where Ai ∈ Rd×d and Ai  0, we want to calculate
their Karcher mean:
min
X∈Sd++
1
2n
n∑
i=1
(dist (X,Ai))
2 ,
where dist (X,Y ) = ‖ logm(X−1/2Y X−1/2)‖F (logm stands for matrix logarithm) represents the
distance along the corresponding geodesic between the two points X,Y ∈ Sd++. This experiment
serves as an example of optimizing geodesically convex functions over Hadamard manifolds, with
ZO-RSGD (Algorithm 2). In our numerical experiment, we take d = 3 and n = 500. We compare
our ZO-RSGD algorithm with its first-order counterpart RSGD and RGD. The results are shown in
Fig. 2 (c) and (f), and from these results we see that ZO-RSGD is comparable to its first-order
counterpart RSGD in terms of function value, though it is inferior to RSGD and RGD in terms of
the size of the gradient.
8 Conclusions
In this paper, we proposed zeroth-order algorithms for solving Riemannian optimization over
submanifolds embedded in Euclidean space in which only noisy function evaluations are available
for the objective. In particular, four algorithms were developed under different settings, and their
iteration complexity and oracle complexity for obtaining an appropriately defined -stationary point
or -approximate local minimum are analyzed. The established complexities are independent of
the dimension of the ambient Euclidean space and only depend on the intrinsic dimension of the
manifold. Numerical experiments demonstrated that the proposed zeroth-order algorithms are
comparable to their first-order counterparts.
A Geodesically Convex Problem
In this section we consider the smooth problem (4.1) where f is geodesically convex. The definition
of geodesic convexity is given below (see, e.g., [ZS16]).
Definition A.1. A function f :M→ R is geodesically convex if for all x, y ∈ M, there exists a
geodesic γ s.t. γ(0) = x, γ(1) = y and ∀t ∈ [0, 1] we have f(γ(t)) ≤ (1− t)f(x) + tf(y).
It can be shown this definition is equivalent to, f(Expx(η)) ≥ f(x) + 〈gx, η〉x, ∀η ∈ TxM, where
gx is a subgradient of f at x, Exp is the exponential mapping, and 〈·, ·〉x is the inner product
in TxM induced by Riemannian metric d(·, ·). When f is smooth, we have gx = gradf(x), the
Riemannian gradient at the point. It is known that geodesically convex function is a constant on
compact manifolds. Therefore, in this subsection, we assume that M is an Hadamard manifold
[BO69, Gro78], and X is a bounded and geodesically convex subset of M.
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Assumption A.1. The subset X of Hadamard manifold M is bounded by diameter D, and the
sectional curvature is lower bounded by %. The function F (x, ξ) is geodesically convex w.r.t. x ∈M,
almost everywhere for ξ (and hence f is geodesically convex).
The following lemma from [ZS16] is useful for our subsequent analysis. Here PX denotes the
projection onto X , i.e., PX (x) := {y ∈ X : d(x, y) = infz∈X d(x, z)}.
Lemma A.1 ([ZS16]). For any Riemannian manifold M where the sectional curvature is lower
bounded by % and any points x, xs ∈M, the update
xs+1 = PX (Expxs(−ηsgs))
satisfies: 〈−gs, x − xs〉 ≤ 12ηs (d2(xs, x) − d2(xs+1, x)) +
ζ(%,d(xs,x))ηs
2 ‖gs‖2, where d(·, ·) is the Rie-
mannian metric defined globally on M, and ζ(%, c) := c√|%|/tanh(c√|%|).
In this subsection, we consider the following algorithm, which is a special case of Algorithm 2.
xk+1 = PX (Expxk(−ηkg¯µ,ξ(xk))). (A.1)
We now present our result for obtaining an -optimal solution of (4.1).
Theorem A.1. Let the manifold M and the function f : M → R satisfy Assumption A.1,
Assumption 2.1, and Assumption 4.1. Suppose Algorithm 2 is run with the update in Eq. (A.1) and
with ηk = 1/Lg. Denote ∆k = EUk,Ξk(f(xk)−f∗). To have min1≤k≤t ∆k ≤ , we need the smoothing
parameter µ, number of sampling at each iteration m and the number of iteration t to be respectively
of order:
µ = O(√/d3/2), m = O(d/), t = O(1/). (A.2)
Hence, the zeroth-order oracle complexity is N = mt = O(d/2).
Proof. From Assumption 2.1 we have that:
f(xk+1)− f(xk) ≤ −ηk〈gradf(xk), g¯µ,ξ(xk)〉+ Lg
2
η2k‖g¯µ,ξ(xk)‖2.
Taking ηk =
1
Lg
, we have
f(xk+1)− f(xk) ≤ 1
2Lg
(−2〈gradf(xk), g¯µ,ξ(xk)〉+ ‖g¯µ,ξ(xk)‖2)
=
1
2Lg
(‖g¯µ,ξ(xk)− gradf(xk)‖2 − ‖gradf(xk)‖2) .
Taking expectation with respect to uk on both sides of the inequality above and taking m ≥ 16(d+4),
we have (by Eq. (4.4))
Eukf(xk+1)− f(xk)
≤ 1
2Lg
(
µ2L2g(d+ 6)
3 +
8(d+ 4)
m
σ2 +
(
8(d+ 4)
m
− 1
)
‖gradf(xk)‖2
)
≤µ
2Lg(d+ 6)
3
2
+
4(d+ 4)
mLg
σ2 − 1
4Lg
‖gradf(xk)‖2.
(A.3)
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Now considering the geodesic convexity and Lemma A.1, we have
f(xk+1)− f∗ ≤ 〈−g¯µ,ξ(xk),Exp−1xk (x∗)〉 (A.4)
≤ Lg
2
(d2(xk, x
∗)− d2(xk+1, x∗)) + ζ(%,D)‖g¯µ,ξ(xk)‖
2
2Lg
.
From Lemma 4.1 we have
E‖g¯µ,ξ(xk)‖2 (A.5)
≤2E‖g¯µ,ξ(xk)− gradf(xk)‖2 + 2E‖gradf(xk)‖2
≤2µ2L2g(d+ 6)3 +
16(d+ 4)
m
σ2 +
(
16(d+ 4)
m
+ 2
)
‖gradf(xk)‖2.
Now take the expectation w.r.t. uk for both sides of (A.4), and combine with (A.5), we have
∆k+1 ≤Lg
2
(d2(xk, x
∗)− d2(xk+1, x∗)) (A.6)
+
ζ(%,D)
2Lg
(
2µ2L2g(d+ 6)
3 +
16(d+ 4)
m
σ2 + 3‖gradf(xk)‖2
)
.
Multiplying (A.6) with 16ζ(%,D) , and sum up with Eq. (A.3), we have(
1 +
1
6ζ
)
∆k+1 −∆k ≤ Lg
12ζ
(d2(xk, x
∗)− d2(xk+1, x∗)) + µ2Lg(d+ 6)3 + 16(d+ 4)
3mLg
σ2.
Summing it over k = 0, . . . , t− 1 we have
∆t −∆0 + 1
6ζ
t∑
k=1
∆k ≤ Lg
12ζ
d2(x0, x
∗) + (µ2Lg(d+ 6)3 +
16(d+ 4)
3mLg
σ2)t.
Equivalently, we have
1
t
t∑
k=1
∆k ≤ Lg
2t
d2(x0, x
∗) + 6ζ(µ2Lg(d+ 6)3 +
16(d+ 4)
3mLg
σ2) +
6ζ
t
∆0,
which together with (A.2) yields min1≤k≤t ∆k ≤ .
B Proof of Remark 3.1
Proof of the improved bound Eq. (3.4). Since g¯µ(x) =
1
m
∑m
i=1 gµ,i(x), we have (denote U = {u1, ..., um}):
EU‖g¯µ(x)− gradf(x)‖2
≤2EU‖g¯µ(x)− EU g¯µ(x)‖2 + 2‖EU g¯µ(x)− gradf(x)‖2
=2EU
∥∥∥∥∥ 1m
m∑
i=1
[gµ,i(x)− EUgµ,i(x)]
∥∥∥∥∥
2
+ 2
∥∥∥∥∥ 1m
m∑
i=1
[EUgµ,i(x)− gradf(x)]
∥∥∥∥∥
2
=
2
m2
EU
m∑
i=1
‖gµ,i(x)− EUgµ,i(x)‖2 + 2
m2
∥∥∥∥∥
m∑
i=1
[EUgµ,i(x)− gradf(x)]
∥∥∥∥∥
2
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≤ 2
m
Eu1‖gµ,1(x)− EUgµ,1(x)‖2 + 2‖Eu1gµ,1(x)− gradf(x)‖2
≤ 2
m
Eu1‖gµ,1(x)‖2 +
µ2L2g
2
(d+ 3)3
≤µ
2
m
L2g(d+ 6)
3 +
4(d+ 4)
m
‖gradf(x)‖2 + µ
2L2g
2
(d+ 3)3
≤µ2L2g(d+ 6)3 +
4(d+ 4)
m
‖gradf(x)‖2,
where the second equality is from the fact that ui and uj are independent when i 6= j.
Proof of Remark 3.1. Following the Lg-retraction-smooth, we have: f(xk+1) ≤ f(xk)−ηk〈g¯µ(x), gradf(xk)〉+
η2kLg
2 ‖g¯µ(x)‖2. Taking ηk = ηˆ = 1/Lg, we have
f(xk+1) ≤ f(xk)− ηk〈g¯µ(x), gradf(xk)〉+ η
2
kLg
2
‖g¯µ(x)‖2
= f(xk) +
1
2Lg
(‖g¯µ(x)− gradf(x)‖2 − ‖gradf(x)‖2) .
Now take the expectation for the random variables at the iteration k on both sides, we have
Ekf(xk+1) ≤ f(xk) + 1
2Lg
(
Ek‖g¯µ(x)− gradf(x)‖2 − ‖gradf(x)‖2
)
Eq. (4.4) ≤ f(xk) + 1
2Lg
(
µ2L2g(d+ 6)
3 +
(
4(d+ 4)
m
− 1
)
‖gradf(x)‖2
)
.
By choosing m ≥ 8(d+ 4), summing the above inequality over k = 0, . . . , N gives (3.5).
C Proof of Lemma 4.1
Proof. For the sake of notation, here we denote E = Eu0 . From (4.2) we have
E(‖gµ,ξ(x)‖2) = 1
µ2
E
[
(F (Rx(µu, ξ))− F (x, ξ))2‖u‖2
]
. (C.1)
From Assumption 2.1 we have
(F (Rx(µu, ξ))− F (x, ξ))2
=(F (Rx(µu, ξ))− F (x, ξ)− µ〈gradF (x, ξ), u〉+ µ〈gradF (x, ξ), u〉)2
≤2
(
Lg
2
µ2‖u‖2
)2
+ 2µ2〈gradF (x, ξ), u〉2.
(C.2)
Combining (C.1) and (C.2) yields
E(‖gµ,ξ(x)‖2) ≤ µ
2
2
L2gE(‖u‖6) + 2E(‖〈gradF (x, ξ), u〉u‖2)
(Corollary 2.1) ≤ µ
2
2
L2g(d+ 6)
3 + 2E(‖〈gradF (x, ξ), u〉u‖2).
(C.3)
Denote our d-dimensional tangent space as X . Without loss of generality, suppose X is the subspace
generated by projecting onto the first d coordinates, i.e., ∀x ∈ X , the last n− d elements of x are
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zeros. Also for brevity, denote g = gradF (x, ξ). Use xi to denote the i-th coordinate of u0, and κ(d)
denote the normalization constant for d-dimensional Gaussian distribution. For simplicity, denote
x = (x1, ..., xd). We have
E(‖〈gradF (x, ξ), u〉u‖2) = 1
κ
∫
Rn
〈gradF (x, ξ), u〉2‖u‖2e− 12‖u0‖2du0
=
1
κ(d)
∫
Rd
(
d∑
i=1
gixi
)2( d∑
i=1
x2i
)
e−
1
2
∑d
i=1 x
2
i dx1 · · · dxd,
=
1
κ(d)
∫
Rd
〈g, x〉2‖x‖2e− 12‖x‖2dx = 1
κ(d)
∫
Rd
‖x‖2e− τ2 ‖x‖2〈g, x〉2e− 1−τ2 ‖x‖2dx
≤ 2
κ(d)τe
∫
Rd
〈g, x〉2e− 1−τ2 ‖x‖2dx = 2
κ(d)τ(1− τ)1+d/2e
∫
Rd
〈g, x〉2e− 12‖x‖2dx
=
2
τ(1− τ)1+d/2e‖g‖
2 ≤ (d+ 4)‖g‖2,
(C.4)
where the last n − d dimensions of u0 are integrated to be one, the first inequality is due to the
following fact: xpe−
τ
2
x2 ≤ ( 2τe)p/2, and the second inequality follows by setting τ = 2(d+4) . From
Assumption 4.1, we have
Eξ‖gradF (x, ξ)‖2 ≤ 2Eξ‖gradF (x, ξ)− gradf(x)‖2 + 2‖gradf(x)‖2
≤ 2σ2 + 2‖gradf(x)‖2. (C.5)
Combining (C.3), (C.4) and (C.5) yields
Eξ
[
Eu0(‖gµ,ξ(x)‖2)
] ≤ Eξ [µ2
2
L2g(d+ 6)
3 + 2(d+ 4)‖gradF (x, ξ)‖2
]
≤ µ
2
2
L2g(d+ 6)
3 + 4(d+ 4)(σ2 + ‖gradf(x)‖2).
(C.6)
Finally, we have
EU ,ξ‖g¯µ,ξ(x)− gradf(x)‖2
≤2EU ,ξ‖g¯µ,ξ(x)− EU ,ξgµ(x)‖2 + 2‖EU ,ξgµ(x)− gradf(x)‖2
≤ 2
m
Eu1,ξ1‖gµ1,ξ1(x)− Eu1,ξ1gµ1,ξ1(x)‖2 +
µ2L2g
2
(d+ 3)3
≤ 2
m
Eu1,ξ1‖gµ1,ξ1(x)‖2 +
µ2L2g
2
(d+ 3)3
≤ 2
m
(
µ2L2g
2
(d+ 6)3 + 4(d+ 4)[‖gradf(x)‖2 + σ2]
)
+
µ2L2g
2
(d+ 3)3
≤µ2L2g(d+ 6)3 +
8(d+ 4)
m
σ2 +
8(d+ 4)
m
‖gradf(x)‖2,
where the second inequality is from Proposition 2.1 and the fourth inequality is from (C.6). This
completes the proof.
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