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Abstract
A Hilbert space operatorA ∈ B(H) is said to be p-quasi-hyponormal for some 0 < p  1,A ∈ p − QH ,
if A∗(|A|2p − |A∗|2p)A  0. If H is infinite dimensional, then operators A ∈ p − QH are not supercyclic.
Restricting ourselves to those A ∈ p − QH for which A−1(0) ⊆ A∗−1(0), A ∈ p∗ − QH , a necessary and
sufficient condition for the adjoint of a pure p∗ − QH operator to be supercyclic is proved. Operators in
p∗ − QH satisfy Bishop’s property (β). Each A ∈ p∗ − QH has the finite ascent property and the quasi-
nilpotent part H0(A − λI) of A equals (A − λI)−1(0) for all complex numbers λ; hence f (A) satisfies
Weyl’s theorem, and f (A∗) satisfies a-Weyl’s theorem, for all non-constant functions f which are analytic
on a neighborhood of σ(A). It is proved that a Putnam–Fuglede type commutativity theorem holds for
operators in p∗ − QH .
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let B(H) denote the algebra of operators on an infinite dimensional Hilbert space H . An oper-
ator A ∈ B(H) is said to be p-quasi-hyponormal, denoted A ∈ p − QH , for some 0 < p  1 if
A∗(|A|2p − |A∗|2p)A  0. Trivially, every p − QH operator with dense range is p-hyponormal.
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It is well known [21] that every p − QH operator is paranormal. Actually, let A ∈ p − QH have
the polar decomposition A = U |A| and then it follows that (use the Hölder–McCarthy inequality
[23]):
‖Ax‖2 = (|A|2x, x)  (|A|2(p+1)x, x) 1p+1 ‖x‖ 2pp+1
= (A∗|A∗|2pAx, x) 1p+1 ‖x‖ 2pp+1
 (|A|2pAx,Ax) 1p+1 ‖x‖ 2pp+1
 (|A|2Ax,Ax) pp+1 ‖Ax‖ 2(1−p)p+1 ‖x‖ 2pp+1
= ‖A2x‖ 2pp+1 ‖Ax‖ 2(1−p)p+1 ‖x‖ 2pp+1 ,
which implies that
‖Ax‖2  ‖A2x‖‖x‖
for all x ∈ H . HenceA is paranormal. Paranormal operatorsA have been extensively studied in the
recent past (see [9,13,16]), and it is known that they satisfy the following properties (amongst many
other interesting properties): (i) operators A are normaloid (indeed they are totally hereditarily
normaloid in the sense of [13]), isolated points of the spectrum of A are simple poles of the
resolvent of the operator and the non-zero eigen-values of the operator are mutually orthogonal
[13]; (ii) A∗, as also f (A) for every function f holomorphic on an open set containing the
spectrumσ(A)ofA, satisfies Weyl’s theorem (see [9,13]); (iii) completely non-unitary paranormal
contractions are of the class C.0 of contractions [12]. Apparently, p − QH operators inherit these
properties from paranormal operators.
In this paper we consider operators A ∈ p − QH , and prove some properties of A which
seemingly cannot be deduced from those of paranormal operators. It is proved that such A are
never supercyclic. Restricting ourselves to those A ∈ p − QH for which A−1(0) ⊆ A∗−1(0),
denoted A ∈ p∗ − QH , we prove that operators in p∗ − QH satisfy Bishop’s property (β) and
prove a necessary and sufficient condition for the adjoint of a pure p∗ − QH to be supercyclic.
It is known that p-hyponormal operators are points of continuity of the (set theoretic) function
“spectrum”, σ ; we prove that p∗ − QH operators A with polar decomposition A = U |A| for
which A and |A|U have the same left essential spectrum are points of continuity of σ . Another
property that p∗ − QH operators share with p-hyponormal operators is that each A ∈ p∗ − QH
has the finite ascent property and the quasi-nilpotent part H0(A − λI) equals (A − λI)−1(0) for
all complex numbers λ; we use this property of A ∈ p∗ − QH to prove that f (A∗) satisfies a-
Weyl’s theorem for all non-constant functions f which are analytic on a neighborhood of σ(A).
At the end, we prove a Putnam–Fuglede type commutativity theorem for operators in p∗ − QH .
All these results are proved in Section 2. For the time being we introduce some of our notation
and terminology: any other notation and terminology will be introduced at the first instance of
occurrence.
We shall denote the spectrum, the point spectrum, the isolated points of the spectrum, the
accumulation points of spectrum and the Riesz points of a T ∈ B(H) by σ(T ), σp(T ), iso σ(T ),
acc σ(T ) and σ00(T ), respectively. (With terminology as defined below, we recall that a complex
number λ is a Riesz point of T if T − λI is Fredholm of finite ascent and descent [18, p. 217];
equivalently, λ is a Riesz point of T if λ ∈ iso σ(T ) and T − λI is Fredholm [1, Definition 5.109].)
The range, the kernel and the orthogonal complement of the kernel of T will be denoted by ran T
(or T (H)), ker T (or T −1(0)) and ker⊥ T . We shall denote the set of complex numbers by C,
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the unit disc in C by D, and the boundary of D by D. The complex conjugate of the number
λ will be denoted by λ¯, and the closure of a set S will be denoted by S. Recall from [25] that
a contraction T ∈ B(H) is of the class C.0 of contractions if ‖T ∗nx‖ −→ 0 as n −→ ∞ for all
x ∈ H .
An operator T ∈ B(H) is left Fredholm (right Fredholm) if T (H) is closed and the defi-
ciency indexα(T ) = dim T −1(0) < ∞ (resp., the deficiency indexβ(T ) = dim H/T (H) < ∞).
If T ∈ B(H) is left Fredholm or right Fredholm, then T is called semi-Fredholm and the set of
semi-Fredholm operators is denoted by sF (H). The index of T ∈ sF (H), denoted i(T ), is
a mapping i : sF (H) → Z ∪ {±∞} defined by i(T ) = α(T ) − β(T ). The operator T is Fred-
holm, denoted T ∈ (H), if it is both left and right Fredholm, and so the set (H) consists
of semi-Fredholm operators with finite indices. The essential spectrum of T , denoted σe(T ),
is the set of all λ ∈ C such that T − λI is not Fredholm. Also, the left(right) essential spec-
trum of T , denoted σe(T )(σre(T )), is the set of all λ ∈ C such that T − λI is not left(right)
Fredholm. We shall henceforth shorten T − λI to T − λ. The ascent (descent) of T , denoted
asc(T ) (resp., des(T )), is the least non-negative integer n such that T −n(0) = T −n−1(0) (resp.,
T n(H) = T n+1(H)).
The operator T ∈ B(H) is p-hyponormal, 0 < p  1, if |T ∗|2p  |T |2p. If we let T have the
polar decomposition T = U |T |, then the p-hyponormality of T implies that
U |T |2pU∗  |T |2p  U∗|T |2pU,
which implies that
|T |2p+2 = T ∗|T ∗|2pT  T ∗|T |2pT .
Hence p-hyponormal operators are p − QH operators. We refer the reader to the monograph
[16] for further properties of p-hyponormal and paranormal operators.
2. Results
Every A ∈ p∗ − QH has a decomposition A = A1 ⊕ A2, with respect to some decomposition
H = H1 ⊕ H2 of H , such that A1 = A|H1 is normal and A2 = A|H2 is pure. Let Ai have the polar
decomposition Ai = Ui |Ai |. Then the partial isometry U2 is an isometry, and we may choose the
partial isometry U1 to be a unitary such that the commutator [|A1|, U1] = |A1|U1 − U1|A1| = 0.
Define the operator B ∈ B(H) by B = B1 ⊕ B2 = (|A1| ⊕ |A2|)(U1 ⊕ U2). Then σ(A) = σ(B)
([5]; see also Proposition 2.7 infra), B1 = A1 is normal and B2 is an injective operator. Since
A2 ∈ p − QH , and since |A2| is a quasi-affinity, it follows from the equivalence
A∗2(|A2|2p − |A∗2|2p)A2  0 ⇐⇒ U∗2 (|A2|2p − |A∗2|2p)U2  0
that
(B2B
∗
2 )
p  |A2|2p = U∗2 |A∗2|2pU2  U∗2 |A2|2pU2  (B∗2B2)p,
i.e., B2 = |A2|U2 is p-hyponormal. (Here the inequality U∗2 |A2|2pU2  (B∗2B2)p is a conse-
quence of the fact that U∗2 |A2|2pU2  (U∗2 |A2|2U2)p for all 0 < p  1.) Hence B is p-hyponor-
mal. We shall henceforth refer to the operator B as the operator associated with A.
Recall from [7, Theorem 3] that the commutator |B|2p − |B∗|2p of the operator B associated
with A ∈ p∗ − QH satisfies the area inequality
‖|B|2p − |B∗|2p‖  p
π
∫
σ(B)
r2p−1 dr dθ.
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Hence
‖A∗(|A|2p − |A∗|2p)A‖ ‖A‖2‖U∗|A|2pU − |A|2p‖
 ‖A‖2 p
π
∫
σ(A)
r2p−1 dr dθ.
The following lemma will be required in the sequel.
Lemma 2.1
(i) The operator A ∈ p∗ − QH is normal if and only if the associated operator B is normal,
and then A = B.
(ii) If an A ∈ p − QH is such that σ(A) ⊆ D, then A is unitary.
Proof. (i) If A is normal, then A2 acts on the trivial space {0}, and so A = A1 = B. If, instead,
B is normal, then the normality of B2 implies that
U∗2 |A2|2U2 = |A2|U2U∗2 |A2|  |A2|2.
Hence, since 0 < p  1,
U∗2 |A2|2pU2  (U∗2 |A2|2U2)p  |A2|2p  U∗2 |A2|2pU2,
where the last inequality is a consequence of the fact that A2 ∈ p∗ − QH . Thus
(U∗2 |A2|2U2)p = |A2|2p ⇐⇒ U∗2 |A2|2U2 = |A2|2 = |A2|U2U∗2 |A2|.
Since |A2| is a quasi-affinity, U2U∗2 = I |H2 , so that U2 is a unitary. But then U∗2 |A2|2U2 = |A2|2,
which implies that [|A2|, U2] = 0, i.e., A2 is normal. Since A2 is pure, A2 acts on the trivial space
{0}. Hence A = B = A1.
(ii) The proof is a straightforward consequence of the fact that p − QH operators are para-
normal, and a paranormal operator with spectrum in the unit circle is a unitary. 
We write V for a Banach space. Recall that a Banach space operator T ∈ B(V ) has (Bishop’s)
property (β) if, for every open subsetU of C and every sequence of analytic functions fn : U −→
V with the property that
(T − λ)fn(λ) −→ 0 as n −→ ∞
uniformly on all compact subsets ofU, it follows that fn(λ) −→ 0 as n −→ ∞ locally uniformly
on U [22, Definition 1.2.5]. Hyponormal operators satisfy property (β) [22].
Theorem 2.2. Every operator A ∈ p∗ − QH satisfies property (β).
Proof. Observe that A has property (β) if and only if A2 has property (β). Recall that if R, S ∈
B(H) are injective, then RS satisfies property (β) if and only if SR satisfies property (β) [6,
Theorem 5]. Since the operators |A2| and U2 are injective, and the operator B2 = |A2|U2 being
p-hyponormal satisfies property (β) [6], it follows that A2 = U2|A2| satisfies property (β). 
Theorem 2.2 has a number of consequences, amongst them the following. Recall that the
operators S, T ∈ B(H) are said to be densely intertwined if there exist operators X, Y ∈ B(H)
with dense range such that SX = XT and T Y = YS.
Corollary 2.3. If A,C ∈ p∗ − QH are densely intertwined, then σ(A) = σ(C), σe(A) = σe(C)
and i(A − λ) = i(C − λ) for all λ ∈ C\σe(A).
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Proof. Both A and C have property (β), and [22, Theorem 3.7.15] applies. 
Corollary 2.3 has been proved in [20, Theorem 5] for quasi-similar injectivep − QH operators.
A Banach space operator T ∈ B(V ) is said to be hypercyclic (resp., supercyclic) if, for
some x ∈ V , the orbit {T nx : n = 0, 1, 2, . . .} (resp., the homogeneous orbit {λT nx : λ ∈ C, n =
0, 1, 2, . . .}) is dense inV . Evidently, hypercyclicity ofT implies supercyclicity ofT . Hyponormal
operators are not supercyclic [22]. The following corollary says that this remains true for operators
A ∈ p − QH .
Corollary 2.4. Operators A ∈ p − QH are not supercyclic.
Proof. If an A ∈ p − QH is supercyclic, then σp(A∗) consists at most of the singleton set {λ}
for some λ /= 0 [4, Theorem 3.2]; hence if an A ∈ p − QH is supercyclic, then A ∈ p∗ − QH
and A has property (β). Operators A ∈ p − QH being normaloid are closed under multiplication
by non-zero scalars; hence we may assume that A is a contraction. But then σ(A) ⊆ D [22,
Proposition 3.3.18], and A is unitary (by Lemma 2.1(ii)). This is a contradiction [22, Proposition
3.3.19]: hence A is not supercyclic. 
Let F be a closed subset of C and, for a T ∈ B(V ), let HT (F ) denote the (glocal) analytic
spectral subspace defined by the set of x ∈ V such that there exists an analytic resolvent function g
satisfying x = (T − λ)g(λ) for allλ ∈ C\F . The subspacesHT (F ) are T − invariant (generally)
non-closed subspaces of V [22, p. 32]. However, if T has property (β), then HT (F ) is closed for
every closed subset F of C [22]. For an operator T satisfying property (β), let σT (x) denote the
local spectrum of T at x ∈ V (see [22, p. 16]). Then σT (x) is a part of σ(T ) [15, Proposition 2.3],
where a part of σ(T ) is the spectrum of the restriction of T to an invariant subspace.
Corollary 2.5. If A is an injective pure p − QH operator with an invariant subspace M such
that A|M is an isometry, then σ(A) ∩ D /= ∅.
Proof. A ∈ p − QH being injective, A has property (β). We assert that A|M is a pure isometry.
For suppose that A1 = A|M is not a pure isometry, and that there exists a reducing subspace
M1 of A1 such that A1|M1 is unitary. Then M1 is an invariant subspace of A such that A|M1 is
injective and normal. Applying [20, Theorem 2] it follows that M1 reduces A, and A has a normal
direct summand. Since this contradicts the purity of A, our assertion is proved. Consequently,
σ(A|M) = D. Let x ∈ M; then F = σA(x) ⊆ σ(A|M) = D, and HA(F) is closed. Observe that
if F ⊆ D, then A|HA(F) is unitary (by Lemma 2.1(ii)), which contradicts the purity of A. Hence
F ∩ D /= ∅. The subspace HA(F) being hyperinvariant for A is rationally invariant for A; hence
F = σ(A|HA(F)) ⊆ σ(A) ⇒ σ(A) ∩ D /= ∅. 
Corollary 2.5 is proved in [15, Lemma 7.1] for pure hyponormal operators. (Observe that a
pure hyponormal operator is automatically injective.)
Corollary 2.6
(i) If H is separable and A ∈ p∗ − QH, then A∗ is hypercyclic if and only if σ(A|M) ∩ D /= ∅
and σ(A|M) ∩ (C\D) /= ∅ for every hyperinvariant subspace M of A.
(ii) If A is a pure p∗ − QH operator, then a necessary and sufficient condition for A∗ to be
supercyclic is that there exist a circle ρ of radius ρ  0 such that either
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(a) σ(A|M) intersects both ρ and interior(ρ), or
(b) σ(A|M) intersects both ρ and exterior(ρ)
for every hyperinvariant subspace M of A.
Proof
(i) The operator A has the properties that A is normaloid, if A is invertible then both A and
A−1 are p-hyponormal (and hence normaloid), and that A has property (β) (implies A∗ has
property (δ) [22, p. 153]). Hence a proof follows from the argument of the proof of [15,
Theorem 4.1].
(ii) A proof follows as in [15, Theorem 7.5]. We observe here that A has property (β), satisfies
Corollary 2.5, and that if A is a contraction then (being a pure paranormal contraction) it is
of the class C.0 of contractions. 
Continuity of the “spectrum”. If A ∈ p∗ − QH , then the associated operator B is p-hypo-
normal, and hence a point of continuity of σ . Are p − QH operators points of continuity of
σ? The following theorem, showing that σ is continuous at operators A ∈ p∗ − QH such that
σe(A)\σle(A) and σe(B)\σle(B) have the same components, is a modest attempt in this direction.
But before that we prove some complementary results.
Recall [17] that a Banach space operator T ∈ B(V ) is said to have index zero if there is
Banach space isomorphism ker T ∼=V/ran T . The following slightly improved version of a result
of Barnes [5] appears in [17].
Proposition 2.7. If T ∈ B(V ) is of “index zero” and S ∈ B(V ), then
(i) σ(ST ) = σ(T S) and σe(ST ) = σe(T S);
(ii) σe(T S) ⊆ σe(ST ) and σre(ST ) ⊆ σre(T S).
Lemma 2.8. σ00(A) = σ00(B) and σre(A) = σre(B).
Proof. ForT ∈B(H),λ∈σ(T )\{σe(T )∪acc σ(T )} ⇐⇒ T − λ ∈ (H) andλ ∈ iso σ(T ) ⇐⇒
T − λ ∈ (H) and 0 < asc(T − λ) = dsc(T − λ) < ∞ [1, Corollary 3.21] ⇐⇒ λ ∈ σ00(T ).
Hence σ00(T ) = σ(T )\{σe(T ) ∪ acc σ(T )}. Since A = U |A|, B = |A|U , and |A| has has index
zero, it follows from Proposition 2.7 that
σ(A) = σ(B) and σe(A) = σe(B).
Thus σ00(A) = σ00(B).
It is clear from Proposition 2.7(ii) that σre(A) ⊆ σre(B). Thus to prove σre(A) = σre(B) it
will suffice to prove that σre(A) ⊇ σre(B) (i.e. to prove that A = U |A| is right Fredholm implies
B = |A|U is right Fredholm). Since ker(A) ⊆ ker(A∗), we may assume that U is an isometry,
which (if A is right Fredholm) implies that U is Fredholm. Consequently, U∗ is Fredholm. Since
B = U∗U |A|U , B is right Fredholm. 
For an operator T ∈ B(H), define the sets Pn(T ) and P±(T ) by Pn(T ) = {λ ∈ C : T − λ ∈
sF (H) and i(T − λ) = n} for n ∈ Z ∪ {±∞} and P±(T ) = {λ ∈ C : T − λ ∈ sF (H) and
i(T − λ) /= 0}, respectively.
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Recall [5, Theorem 6] that i(A − λ) = i(B − λ) for all λ /= 0 such that A − λ or B − λ ∈
sF (H). Thus P±(A)\{0} = P±(B)\{0}. Since, for each m ∈ Z,
A ∈ sF (H) with i(A) = m
⇔A ∈ (H) with i(A) = m
⇔B ∈ (H) with i(B) = m
⇔B ∈ sF (H) with i(B) = m,
Proposition 2.7 implies that Pm(A) = Pm(B) for m ∈ Z. The operator B being p-hyponormal,
asc(B − λ)  1 for all λ; also, as we shall momentarily see in Lemma 2.11 below, asc(A − λ)  1
for all λ. Hence, for all λ /= 0, i(A − λ) = i(B − λ)  0, which implies that if either of i(A − λ)
or i(B − λ) = −∞ then so is the other. This is however likely to fail for the case in whichλ = 0, as
the following example shows (We are grateful to the referee for pointing this out to us, and for the
example which follows.) Let H = ⊕∞n=1L2[0, 1]. Define A1 ∈ B(L2[0, 1]) by (A1f )(t) = tf (t);
f ∈ L2[0, 1] and t ∈ [0, 1]. Then 0  A1  1, A1 is injective, and the range of A1 is dense but
not closed. If we let
A =
⎛
⎜⎜⎜⎜⎜⎝
0 0 0 0 · · ·
A1 0 0 0 · · ·
0 1 0 0 · · ·
0 0 1 0 · · ·
...
...
.
.
.
⎞
⎟⎟⎟⎟⎟⎠
∈ B(H),
then
AA∗ =
⎛
⎜⎜⎜⎝
0 0 0 · · ·
0 A21 0 · · ·
0 0 1
...
...
.
.
.
⎞
⎟⎟⎟⎠ 
⎛
⎜⎜⎜⎝
A21 0 0 · · ·
0 1 0 · · ·
0 0 1
...
...
.
.
.
⎞
⎟⎟⎟⎠ = A∗A,
so that A is hyponormal and injective (hence, A ∈ p∗ − QH ). Let A have the polar decomposition
A = U |A|, and let
B = |A|U =
⎛
⎜⎜⎜⎜⎜⎝
0 0 0 0 · · ·
1 0 0 0 · · ·
0 1 0 0 · · ·
0 0 1 0 · · ·
...
...
.
.
.
⎞
⎟⎟⎟⎟⎟⎠
.
Then
ran(B) = {0} ⊕ L2[0, 1] ⊕ L2[0, 1] ⊕ · · · is closed, i(B) = −∞ and 0 ∈ P±(B).
However, ran(A) = {0} ⊕ L2[0, 1] ⊕ · · · is not closed, so that A is not semi-Fredholm. Evi-
dently,
0 /∈ P±(A) ⇒ P±(A) /= P±(B).
Let T ∈ B(H). Recall that a hole in σe(T ) is a bounded component of C\σe(T ) and a pseudo-
hole in σe(T ) is a component of σe(T )\σle(T ) or σe(T )\σre(T ). The spectral picture of T ,
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SP(T ), is the structure consisting of the set σe(T ), the collection of holes and pseudoholes in
σe(T ), and the indices associated with those holes and pseudoholes [24].
Lemma 2.9. If σe(A)\σle(A) and σe(B)\σle(B) have the same components, then P±(A) =
P±(B).
Proof. Since σe(A) = σe(B), the hypothesis σe(A)\σle(A) and σe(B)\σle(B) have the same
components implies that σle(A) = σle(B). Hence, since σre(A) = σre(B),SP(B) =SP(B).

We are now ready for our theorem.
Theorem 2.10. If A ∈ p∗ − QH is such that σe(A)\σle(A) and σe(B)\σle(B) have the same
components, then σ is continuous at A.
Proof. Recall from [8] that an operator T ∈ B(H) is a point of continuity of σ if and only if
for each λ ∈ σ(T )\P±(T ) and  > 0, the -neighbourhood of λ contains a component of σ0(T ),
where
σ0(T ) = σ00(T )
⋃
{σe(T ) ∩ σre(T )}.
Recall also that p-hyponormal operators are points of continuity of σ (see [10] or [19]). Thus
to each λ ∈ σ(B)\P±(B) and  > 0, the -neighbourhood of λ contains a component of σ0(B).
Since P±(A) = P±(B) (by Lemma 2.9) and σ0(B) = σ0(A) (see Proposition 2.7(ii) and Lemmas
2.8), for each λ ∈ σ(A)\P1(A) and  > 0, the -neighbourhood of λ contains a component of
σ0(A). 
Lemma 2.11. (A − λ)−1(0) ⊆ (A∗ − λ¯)−1(0) and asc(A − λ)  1 for all λ ∈ C.
Proof. Decompose A into its normal and pure parts (with respect to some decomposition H =
Hn ⊕ Hp of H ) by A = An ⊕ Ap. Recall from [26, Lemma 3] that the non-zero eigen-values
of a p − QH operator are normal. Hence, since A−1(0) ⊆ A∗−1(0), σp(Ap) = ∅. Evidently,
(A − λ)−1(0) ⊆ (A∗ − λ¯)−1(0) and asc(A − λ)  1 for all λ ∈ C. 
Recall that the quasi-nilpotent part of a Banach space operator T ∈ B(V ) is defined by
H0(T − λ) =
{
x ∈ V : lim
n−→∞‖(T − λ)
nx‖ 1n = 0
}
.
Let σT (x) denote the local spectrum of T at x ∈ V (see [22, p. 16]), and, for every subset F of
C, let VT (F ) denote the analytic spectral subspace
VT (F ) = {x ∈ V : σT (x) ⊆ F }
associated with F (see [22, p. 20]). T is said to have (Dunford’s) property (C) if VT (F ) is closed
for every closed subset F of C [22, p. 22]. We say that T has property (Q) if H0(T − λ) is closed
for every λ ∈ C (see [3, Definition 1.7]). Since
property (β) ⇒ property (C) ⇒ property (Q)
[3], our Theorem 2.2 implies that H0(A − λ) is closed for every λ ∈ C for operators A ∈ p∗ −
QH . More is true.
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Theorem 2.12. For operators A ∈ p∗ − QH, H0(A − λ) = (A − λ)−1(0) for every λ ∈ C.
Proof. Recall that (A − λ)−n(0) ⊆ H0(A − λ) for all n = 1, 2, . . . and λ ∈ C. Hence to prove
the theorem it will suffice to prove that H0(A − λ) ⊆ (A − λ)−1(0). Decompose A into its nor-
mal and pure parts by A = An ⊕ Ap, as in the lemma above. Let x = x1 ⊕ x2 ∈ H0(A − λ).
Then limn−→∞ ‖(An − λ)nx1‖ 1n = limn−→∞ ‖(Ap − λ)nx2‖ 1n = 0. The operator An being nor-
mal, (An − λ)x1 = 0. Since 0 /∈ σp(Ap), Ap is injective, which implies that |Ap| (in the polar
decomposition Ap = Up|Ap|) is a quasi-affinity. Evidently, |Ap|Ap = Bp|Ap|, where the p-hyp-
onormal operator Bp = |Ap|Up is defined as before. Since |Ap|Ap = Bp|Ap| ⇐⇒ |Ap|(Ap −
λ) = (Bp − λ)|Ap| ⇒ |Ap|(Ap − λ)n = (Bp − λ)n|Ap|,
lim
n−→∞‖(Bp − λ)
n|Ap|x2‖ 1n = lim
n−→∞‖|Ap|(Ap − λ)
nx2‖ 1n = 0.
This, since Bp is p-hyponormal and H0(Bp − λ) = (Bp − λ)−1(0) for p-hyponormal opera-
tors [14, Theorem 1(ii)], implies that (Bp − λ)|Ap|x2 = |Ap|(Ap − λ)x2 = 0. But then (Ap −
λ)x2 = 0 ⇒ H0(A − λ) ⊆ (A − λ)−1(0) for all λ ∈ C. 
Theorem 2.12 has applications to Weyl’s theorems for operators A ∈ p∗ − QH . (We refer
the interested reader to [1, pp. 164–179] and [2] for more information on Weyl’s theorem, and
a-Weyl’s theorem, for Banach space operators.)
Corollary 2.13. If A ∈ p∗ − QH, then f (A) satisfies Weyl’s theorem and f (A∗) satisfies a-
Weyl’s theorem for every non-constant function f which is analytic on a neighborhood of σ(A).
Proof. See [2, Theorem 4.1]. 
We conclude with the following Putnam–Fuglede type commutativity theorem, which is proved
in [20] for injective operators in p − QH .
Theorem 2.14. If A,C∗ ∈ p∗ − QH are such that AX = XC for some non-trivial X ∈ B(H),
then A∗X = XC∗, ran X reduces A, ker⊥(X) reduces C, and A|ran X and C|ker⊥(X) are unitarily
equivalent normal operators.
Proof. We start by observing that there is no loss of generality in assuming that X is a quasi-
affinity: simply consider A|ran X, C∗|ran X∗ and the operator X1 : ker⊥X −→ ran X defined by
setting X1x = Xx for all x ∈ ker⊥X. Decompose A and C∗ into their normal and pure parts
by A = An ⊕ Ap and C∗ = C∗n ⊕ C∗p, respectively, and let X have the corresponding matrix
representation X = [Xij ]2i,j=1. Furthermore, let Bp and D∗p denote the pure p-hyponormal oper-
ators (see Lemma 2.1) associated with Ap and C∗p, respectively. Evidently, |Ap| and |C∗p| are
quasi-affinities. Consider the equation AnX12 = X12Cp ⇒ AnX12|C∗p| = X12|C∗p|Dp. Since
D∗p is p-hyponormal, [11, Theorem 7] implies that D∗p|ran|C∗p |X∗12 is normal. Since D
∗
p is pure,
X12 = 0. A similar argument applied to the equations ApX21 = X21Cn and ApX22 = X22Cp
shows that X21 = X22 = 0. Evidently, A∗X = XC∗, and A and C are unitarily equivalent normal
operators. 
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