cations with orthogonal substitutions in four variables.
In particular the products p ■ q and q -p are called respectively " eine Schiebung erster Art " and " eine Schiebung zweiter Art " ; these are the parallel and contra-parallel translations of Professor Hathaway's paper number (1) The four-dimensional space here considered is a point-manifold whose point-elements are uniquely determined by the sets of real variable numbers w, x, y, z, regarded as rectangular coordinates.
To real numbers shall correspond always and only real points.
The space may be defined as the domain of the continuous translational and rotational transformation groups expressed in terms of the coordinates. g{w + a.x + b.y + c.z (i = l,2,3,4).
In the quaternion analysis these are respectively additions and multiplications, and the coordinates of the transformed point are, in every case, the resultant coefficients of the fundamental units 1, i, j, k. The quaternion terms, or factors, being q = g 4-ai -f bj + ek, p = w -\-xi + yj + zk, translations are represented by the sum p -f q = (w + g) + (as + a)i + (y + b)j + (z + c)k, rotations by the products: pq, qp, qpq'~ , etc., provided (in the latter case) the condition Tq = Tq' = a constant be assigned.
Thus, in particular, qp= W+ Xi + Ij + Zk, Such multiplications obviously constitute an orthogonal group, that is a group of rotations in the quaternionic manifold, rotations having here the same meaning as when expressed in terms of the Cartesian analysis.* Now it is well known that the continuous translational and rotational transformation groups (expressed in the Cartesian form) constitute the totality of the possible real movements, without distortion, in a parabolic space defined by the variables w, x, y, z; and the quaternion operations do actually reproduce such transformation groups, are therefore competent to interpret the geometry of a parabolic space of four dimensions.
But do quaternion additions and multiplications suffice to produce all the movements (without distortion) of such a space ?
In order to answer this question I assume that a rigid body is fixed by four points that have no special relation to one another, e. g., do not lie in a space of two dimensions, and I then show that, by quaternion additions and multiplications, any one set of four points oY, a,, 6j, cx can be moved into any second set ö', a', b', c congruent to the first, but otherwise arbitrarily placed. The letters here used denote quaternions except where statement to the contrary is made.
Place the origin at the point defined by o , so that o , regarded as a quaternion, has a zero tensor.
By a first operation of addition applied to each of the points ox, al,bl, cv, the additive term being d -ot, we transform (o1, at, bt, Cj) into (o', a , b, c) or Mathematical Papers, vol. 1, it is easily verified that q(p', a, 6, c)a~1q~,a' = (o', a', b', c'), where 2-/3'(7' -7) + (7' -7)/3 and /3, 7, /3\ 7' = V60-1, Ycar\ \b'a'-\ VcV"1 ;
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and again, the application of the proper test shows that (o', a , 6', c') is actually congruent to (o', a, b , c) . By means of appropriate quaternion operations we may therefore transport without distortion the elements and configurations of our quaternionic space from any given position to any other.
The system of measurement is parabolic. But one should not forget that the quaternion analysis augmented into a calculus of biquaternions (Clifford, Buchheim), or of octonions (McAulay), may suffice to interpret both the elliptic and the hyperbolic forms of a four-dimensional space. In concluding this preliminary discussion it is pertinent to remark that the quaternion theory makes its interpretations in strict analogy with the vector interpretations of a parabolic space of three dimensions and, so far as they are known, takes them for granted.
The quaternionic four-dimensional space is therefore the analogue of that three-dimensional space which allows itself to be explained by the Hamiltonian vector analysis. 2. Nomenclature.
The terms solid, surface, plane, sphere, curve, line, etc., will be used with their ordinary significations in Euclidean geometry.
By space, without qualification, is meant Euclidean space of three dimensions. When spoken of as a locus it may be conveniently called a Euclidean.
By the director of a point, or the quaternion of a point, is meant the directed straight line drawn from the origin to the point. Geometrically interpreted, a quaternion is a director.
The word perpendicular, when not qualified, is used in its ordinary sense ; thus two planes are perpendicular to one another when a straight line can be found in one of them which is perpendicular to every straight line in the other. Two planes are said to be hyperperpendicular to one another when every straight line in the one plane is perpendicular to every straight line in the other. In general, and unless specification to the contrary be made, the letters a, b, c, d., e, p, q, r, s, t, u, v denote quaternions, h, I, m , n , x, y, z , 6, </>, ii> , X scalars, a,ß,y,B,p,<r,r vectors. The four fundamental quaternion units are denoted hy 1, i ,j, k and their geometrical meaning is : four mutually perpendicular directors of unit length. The Hamiltonian notation is employed throughout.
3. Arnpilitude. When the quaternion is written in the form q = I (cos (p + X sin </>) , in which I is its tensor and X is a unit vector, d> is called its amplitude. The scalar part, I cos <f>, regarded as a director, lies along the scalar axis, and the vector part, IX sin (f>, is the director-perpendicular dropped from the extremity of q to the scalar axis ; for this axis is, by definition, perpendicular to i, j, and k, and consequently also perpendicular to every vector. The amplitude is 3 I X sin <f> O I cos <f> therefore the angle (more strictly the arc-ratio of angle) between the quaternion, regarded as a director, and the scalar axis. When $ = 7r/2 , the quaternion director becomes a vector and is at right angles to the scalar axis ; when (f> = 0 , it is a part of the scalar axis itself.
4. Geometric Addition. As applied to a series of quaternions, interpreted as directors in a four-dimensional space, the law of geometric addition is : The sum of any two or more quaternion-directors (whether they be vectors, scalars, or any combinations of these) is the director that extends from the initial to the terminal extremity of the zig-zag formed by so disposing the several directorterms of the sum that all their intermediate extremities are conterminous.
By assuming the existence of a fourth independent direction in space, the geometrical interpretation of a quaternion (as given in § 2) makes this law of geometric addition a mere corollary of the law of vector addition in a three-dimensional domain.
We require only to reiterate, for quadrinomials of the form w + ix + jy + ^ > the statements that are valid for trinomials of the form ix +jy + kz.
Since quaternions obey the commutative law of addition, several geometrical steps lead to the same position in whatever order they may be taken, and two directors are identical when either one of them can be derived from the other by a simple translation unaccompanied by any rotation.
If a rotation is required in order to bring the two directors into coincidence, they are distinguishable from one another by the fact that their versor parts are distinct.
This commutative law in geometric addition implies the validity of the so-called parallel axiom and demands the existence of parallel elements (lines, planes, etc.), parallelism being determined by the usual Euclidean criteria.
5. Relative Direction. Let the quaternions q, q, which, for convenience and without loss of generality, may have unit tensors, be written in the binomial forms : q = cos $ -\-\ sin (f>, q = cos cj>' + X' sin <p', and denote by 6 the angle they form with one another.
The ratio of q to q is qjq = (cos <p + X sin (f>) (cos <p' -A' sin dV) , or, in its developed form, qjq = cos <p cos <j> -sin <p sin dVSXX' -j-A sin <p cos dV -A' sin r/>' cos </> -sin <p sin dVVXX', and Sç'/ç'' = cos r/> cos dV -sin <p sin r/>'SXX' = cos <£ cos <p' + sin r/> sin <f>' cos (\, X').
We may represent the arcs <p, </>', 6 by the sides of a spherical triangle on the surface of a unit sphere.
In such a figure the intersection of the planes of the o 1 w arcs <p, <p' is the scalar axis and the angle of the vectors X, X' is the angle between these two planes. Hence, by the cosine formula of spherical trigonometry, cos 6 = cos <p cos <p' + sin cp sin <f>' cos (X, X').
Thus the measure of the inclination of q to q is Sq/q = cos 9 .* In order that q and q may be perpendicular to one another it is necessary and sufficient that 6 = 7r/2 or an odd multiple of 7r/2. Hence :
The necessary and sufficient condition in order that two directors q, q may be perpendicular to one another is that their ratio shall be a vector. Symbolically, SqKq' = 0.
To obtain the condition of parallelism we note that the vector part of qjq' is Vq/q' = X sin <p cos dV -X' sin <p' cos <p -sin <p sin tp'YXK'', and that q and q are parallel Hence, the necessary and sufficient condition in order that two directors q , q may be parallel is that their ratio shall be a scalar.
Symbolically,
In the conditions S • qKp = 0 , V • qKp = 0 , the requirement that p and q shall have unit tensors is obviously not necessary.
6. Binomial Form of q/p. Let 6 be the angle between any two quaternion directors p , q , let s be the director-perpendicular dropped from the terminal ex- and s/p , being the ratio of a pair of mutually perpendicular directors, is a vector. Hence, if p be defined as the ratio XJs/\Jp, it is a unit vector and To 1!P = T» (cos e + P sin e) ■ In general it will be found that a quaternion equation in one variable has a definite, finite number of solutions and that, if it represent a locus, its coefficients must satisfy certain conditions, a remark in fact that is justified by the observation that the quaternion equation Aq)=o is equivalent to a system of four scalar equations in four scalar variables.
Thus a principal first step in the interpretation of the linear equation as a locus will be the assigning of the conditions necessary and sufficient in order that the equation may have an infinite number of solutions.
10. Transference of Origin. By virtue of the law of geometric addition, a locus, given in terms of a variable quaternion p, may be referred to a new origin, whose director is c, and be represented by an equation in terms of a new variable quaternion q , by substituting p = c + q in the given equation.
Thus the equation
is satisfied by the value p = aa and is referred to a point in the locus itself, as a new origin, by writing p = aa + q ;
and through this substitution it becomes aq + qa~xaa = 0 .
In comparing two or more loci, advantage may be taken of this principle in order to simplify one or more of the equations by transferring the origin to a point within one of the loci, or to a point common to two or more of them. It follows that unless the conditions : S«t = -Ses2, Te^ = Ta2, be satisfied, the equation has but one root.
But if it have more than one, it then has an infinite number of roots and represents a locus.
12. As an example of other equations in a variable quaternion p whose solution leads to this linear bilateral form, consider Sap = m, Sbp = n, which obviously represent a pair of Euclideans (ordinary spaces of three dimensions).
They are equivalent to ap+pa = 2m, bp -f pb = In , from which is obtained, by a series of sufficiently simple operations, bap -pbä = 2(mb -no) , and since Sba = Sbä and Tba = To« = Tab , this may be written
Here again is a single equation in a variable quaternion p representing a locus, viz., the intersection of a pair of Euclideans. Thus, under the conditions imposed, Yp moves in a plane through the origin perpendicular to at + a2 and can therefore be written in the form
in which x and y are independent variable scalars ; thus p has the form p = x(ax -a2) + yYa^ + Sp .
Subject this expression for p to the condition that it satisfy the equation aiP ~^Pa2 = 0 an<^ 110*e that the part involving xia^ -a2) vanishes identically. it is immediately evident that a^a = aa2 and that therefore al ■ axa + axa ■ á2 + 2a = 0 .
Hence the values of q that satisfy this equation can be written in the form
(1) q = aya + x(ax -a2) -ya^ -a3) ,* where x and y are arbitrary scalars. The equation represents a plane through the extremity of axa.
•Stringham:
loe. cit. (1) (1884), pp. 54-55.
These values of q may also be expressed in either of the forms : q = a1a + la\ (a, -o2) , q = aYa -f avr -ra2, where I and z are arbitrary scalars and r is an arbitrary quaternion. The verifications are easily made by substitution in the equation.
It is important to observe that since axa = aa2, only two constants, a unit vector and a quaternion, are necessary for.the complete determination of a plane. Thus, these constants being at and a, the equation is ai P + P ' a~1(lia + 2a = 0 .
Planes containing given Elements.
Such an equation as the one last written represents any plane in four-dimensional space.
For, suppose the plane to be determined by a point a0 and two straight lines c, e through this point. We may find two unit vectors ax, a2 such that a^c + ca0 = 0, aye + ea2 = 0 .
In fact the solution of these equations for o,, a2 is ax = ±UVec, a2 = ±UVec, and by substitution in the equations it is found that these versors must have like signs. The vectors a;, a2 being thus determined, let a = -a]aa (equivalent to a0 = ava) and consider the equation
It is the equation of a plane and it is satisfied by a0, by a0 -f c and by a0 + e, and thus, as required, it represents the plane that contains the point aa and the lines c, e. It is here shown that two planes, alP +pa2 + 2a=0, ßlP + pß2 + 26 = 0 , always meet in at least one point, and the director to this point is found in terms of the constants of the equation. Operate progressively and regressively on the first equation with ßx , ß2, on the second with ax, a2 and in each case take the difference of the products and then add these differences together ; the result is 2pS(aßl -a2ß2) + 2(ßxa -aß2 -f afi -ba2) = 0 .
Hence, in general _ ßxa -aß2 + afi -ba2
If the planes have two points in common they have aline of intersection and a relation between the coefficients is obviously necessary.
Hence, in general, two planes meet in one and only one point.
18. Intersection Lines at the Origin.-In order that the two planes {ax, a2, 0), (ßx, ß2, 0) , which meet at the origin, may meet in a straight line, it is necessary and sufficient that Saxßx = Sa2ß2 .
It is necessary ; for, if there be some value of p not zero that satisfies the two equations axp -f pa2 = 0 , ßxp -f-pß2 = 0 , then The sufficiency of the condition f + g = 0 will now be proved if it be shown that the vanishing oîf-\-g makes it possible to assign a singly infinite series of quaternion directors which satisfy the equations of the two planes. Hence, provided f and g be not separately zero, (x -2Yab)/f represents a singly infinite series of quaternions possessing the re. quired property.
Thus the condition f = -g 4= 0 determines that the two planes meet in a straight line and enables us to assign as its equation p = (x-2Yab)lf.
Here neither f nor Yab can vanish separately ; for if b = ya, then f= y(axa -aa2) = 0 , and if f= 0 both a and b represent the same director, namely the intersection of the two planes (ax, -a2, 0) , (ßx , -ß2, 0), which can only happen when b is a numerical multiple of a .
Suppose then that/*= g = 0 ; there are two cases :
(1) axb = ba2 4= ßxa = aß2 ; (2) afi = ba2 = ßxa = aß2.
(1) If axb = ba2 4= ßxa = aß2, then the above expression for p may be eplaced by p = (YaßJ-Xß^ -afi + xa)
which, as may be easily verified, reduces the equations of (ai, a2, 2a), (/3j, ß2, 2b) to identities for all (scalar) values of x . This is again the equation of a straight line. and the signs must be -|-|-or-. Hence p = 00. This is the case of parallel planes, as will be shown in the sequel ( § 29).
Thus, in whatever way/+ g becomes zero the two planes meet in a straight line, either at a finite or at an infinite distance.
Incidentally, either -2Yab/f or (Va^)"1^« -afi), the former in the general case, the latter when afi = ba2 4= ßfl = aß21 is determined as the director-perpendicular from the origin to the intersection-line of the two planes. This is made evident by applying the test of ( § 5).
21. Intersections at Infinity. If the two planes meet only once at an infinite distance, we must have (_/"+ g)/m = 0 , and_/+ g 4= 0 ( § 20), and these conditions are obviously sufficient.
Hence, taking account of § 20 (2) : For the two planes (at, a2, 2a)', (/3t, ß2, 2b) to meet at infinity , the necessary and sufficient conditions are :
if at a point, SaßY = Sa2ß2, f+ g 4= 0 ;
if in a line, ßy = ± at, ß2 = d= a2.
Normals. It is easily verified that :
(1) The perpendicular distance (director-normal) between the two planes (<Zj, a2, 2a) and (al, a2, 2b) is, in both magnitude and direction, ax{a -6) .
(2) The director normal from the extremity of c to the plane (ax, a2, 26) is \a¿2a + axc + ca2).
(3) It has been shown in § 21 that the director-normal from the origin to the intersection of (al, a2, 2a) and (ßx, ß2, 2b) is (aô -ba)l(bax -a2b) the conditions f + g = 0 , f 4= g being here essential. § § 23-27. Divergence of Two Planes and its Measure.
23. Isoclinal Angles. Two planes meet, in general, in a point or in a straight line ( § § 17, 20) . It is always possible, as will presently appear, to pass through any point common to two given planes other (transversal) planes which meet the former in straight lines and form with them equal opposite interior dihedral angles.
The plane angle formed by the edges of the two dihedrals, whose plane as viewed from a point between the two given planes is equally inclined to them, will be called their isoclinal angle. This angle is an appropriate index (measure) of the amount (rapidity) of the divergence of the two planes under a special aspect, namely, from the vertex and in the direction of the sides of the isoclinal angle.
Its variations afford the means for determining certain important relations of planes to one another.
The given planes being (al, a2, 2a), (ßx, ß2, 26), we transfer the origin to the point of, or to a point in, their intersection.
Their equations become ( § 13) 
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The two second partial derivatives, with respect to x, and with respect to y, being negative as compared with the function itself, the conditions for a maximum or a minimum of Suv are Saxi¿ñ = 0, Sß-^v = 0 , and S2uv > S2ßlaluv, or S2uv < S2ß1aluv.
Thus Suv, and therefore also the angle of u, v, will have maxima and minima if there exist an inequality of the form:
Let it be supposed, for the moment, that the directors u, v are fixed by the conditions thus imposed (it will be shown presently that this is actually the case) and let u and v be turned in their respective planes about the origin through the same angle ^trd by multiplying the first by a\, and the second by ß\, where 6 is a scalar variable.
(1) The essential preliminary condition : The plane of a\\i and ß\v shall intersect both (a¡, a2, 0) and (/3t, ß2, 0) in straight lines, is here fulfilled ; for 7j, 72 being = \]Ya\uvß~e, UVwa~9/3^, the equation of this plane is, by §15 (1), 7iP +_P72=°>
and the sufficient conditions ( § 18) Salyl = Sa2y2 , S/3^ = Sß2y2 , are here satisfied.
(2) The angle of a\u and ß\v is isoclinal to (al5 a2, 0) and (/315 ß2, 0)for all values of 6. For we may write a\ = x+yal, ß\ = x + yß1 (** + 2,2 = l), and then, the conditions Sa^uv = Sß^iv = 0 being satisfied, Sa^j = x?/S(/31a1wtJ -uv) = -S/3= Sa272 = -S/3272, that is, the corresponding exterior-interior 'dihedral angles on the same side of the transversal are equal.
This isoclinal angle may thus be treated as a function of 6.
(3) Let the values of 6 that make the angle of a^u and ß^v a maximum or a minimum be sought.
The first and second derivatives of Sa^uvß^9 with respect to 0 are dSw ir d0 = 2 (OEi ~~ ^W {w = "i^r ) > ¿gr = -2" S(l + /3,a> .
and by virtue of the previously assumed conditions Saxuv = Sßxuv = 0, the first derivative vanishes for all integral values of 6. When 6 = 0 or an even number, the second derivative is a negative quantity if Suv > Sa^ßjV, and these (as previously found) are the conditions that make Suv a maximum.
When 6 = an odd number, the second derivative is a positive quantity if Suv > Saxußxv, and these are the conditions that make Suv a minimum.
It is immediately evident that if there be maxima and minima, there are two of each, occurring alternately at intervals of ninety degrees ; for the successive angles are : ZK«, ß\v) (8 = 0, 1, 2, 3), and Sa^uü = Sß'vv = 0 if 6 be an odd integer.
It will be shown presently ( § 24) that non-integral values of 6 do not give rise to maximal or minimal isoclinal angles.
The above enumeration is therefore exhaustive.
(4) The two planes of the maximal and minimal isoclinal angles, and these only, are orthogonal to both of the given planes.
For, in order that the conditions for perpendicularity ( § 19) may be satisfied, namely :
it is necessary and sufficient that x or y = 0 (in a* = x + yax, ß[ = x + yß{, of (2)), and these are precisely the condition 6 = an integer. The immediate consequence is : Non-integral values of 6 {corresponding to x^= 0 , y 4= 0) give rise to neither maxima nor minima of the isoclinal angle (a^w, ßeyv) and the enumeration of § 23 (3) is complete.
If the equations of the two planes be in the general form, referred to an arbitrary origin, the common vertex of their isoclinal angles is their point of meeting, or a point in their line of intersection, and c being the director to this point, we may assign as general solutions of their equations : c + a\u and c -f ß\v respectively, where u and v are determined by the foregoing conditions for maxima and minima.
The final form of our criterion then is : The conditions necessary and sufficient in order that the two planes (4) ) that the planes of the maximal and minimal isoclinal angles, and these only, cut both the given planes orthogonally.
But the conditions of perpendicularity will be here satisfied by writing as the equations of these two orthogonal The further conditions that u, v shall be perpendicular to u., v ( § 23 (3) ) are here also satisfied, for the planes (yx, y2, 0), (yx, -72, 0) are hyperperpendicular to one another ( § 28); or it may be verified independently that Suit = 0, Svv = 0.
This determination fails if either ßx = ± ax or ß2 = ± a", for then either yx = 0, or 72 = 0 ; but these are the conditions for the failure of maxima and minima ( § 26). But also, this combination is a particular case (obtained by making u = ± v) of either of the remaining two and thus the two alternative conditions ß1 = ay, ß2= a2(üv)2 or ajvu)2 , and ß2= a2, ßl = (vufal or (uvfal, account for all the cases that can arise. The specific value of uv is here undetermined and may vary from a unit scalar to a unit vector value.
It has been tacitly assumed that ax, ßy in the one case, and a2, ß2 in the other, are both essentially positive, but it is evident that the algebraic signs in the equations of the two planes can always be so disposed that this shall be the fact.
The conclusion, in its general form, is :
(1) In order that the two planes (ax, a2, 2a), (ßx, ß2, 26) may cease to have maximal and minimal isoclinal angles it is necessary that ßx = ± ax, or ß2 = ± a2 and any one of these conditions is sufficient.
(2) Tlie isoclinal angle (axu, ßxv) is constant under all variations of 6 ; this is apparent in the equations Saexuvß~e = Suv , Sua2eßp} = Sitv ,* the first of which is a consequence of ßx = ax, the second of ß2= a2.
26. An Example.
The following example illustrates the failure of the conditions for maximal and minimal isoclinal angles.
Suppose the equations of the two planes to be ap 4-Pa = 0 , ap 4 pß = 0 . These conditions make / (ayu, ßxv) a maximal isoclinal angle if Suv 4= 0 .
But Sßxaxuv is a factor in S(axßx 4 a2ß2) and therefore : In order that the planes (ax, a2, 2a) , (ßx, ß2, 26) may satisfy the ordinary definition of perpendicularity it is necessary and sufficient that S(axßx + a2ß2) = 0.
There are three further distinct criteria to be considered, giving rise to three kinds of perpendicularity.
(1) Saxußxv = 0 , Suv 4 0 or 1. Resume the equations of § 26 for uv and ßxax, omitting the ambiguous sign not here needed ; we have uv = cos <f> + èx sin <p , ßxax = -cos ex 4-<$L sin ex, and therefore Saxußxv = -cos (ex 4-d>) = 0 , Hence Sa.xßx 4 Sa2ß2 and the planes meet only in a point.
According as Z (ßt, a.x) is large or small the minimal isoclinal angle is small or large.
The condition may be stated in the form :
Saxßx= -Sa2/32 + 0,or ±1.
(2) Saxußxv = 0 , Suv = 1 . Here r/> = 0 , ex = tr/2, and ßxax is a vector ; hence Saxßx = Sa2ß2 = 0 , is the condition necessary and sufficient for simple perpendicularity along a line of intersection (the ordinary kind of perpendicularity) ; provided also, the planes being (ax, a2, 2a) , (ßx , ß2, 26) , the further condition axb -6a, 4 /?!« -aß2 = 0 is satisfied ( § § 20, 21) . In other words : The necessary and sufficient conditions for the hyperperpendicularity of the planes (ay, a2, 2d) , (ßx, ß2, 26) But also, they will have no point of intersection except at an infinite distance, and therefore afi -ba2 + ßya -aß2 S(«A-«i0i) = °°' and the further condition Sa2ß2 = Sayßy is necessary. Hence, for the two planes to be parallel it is necessary that Sa2ß2 = Saß, --1.
This condition is also sufficient, for, if it is satisfied, it immediately follows that S(al/81 -f a2ß2) = -2 and Suv -Sa^ß^ = 1. Therefore :
(1) In order that (ax, a2, 2a) and (ßy, ß2, 26) may be parallel it is necessary and sufficient that «1-£,, «2 = /32-(It is understood that the signs before ay, a2 in their respective equations are both positive.)
It is immediately evident that the condition afi -ba2 + ßxa -aß2 = 0 is satisfied. This I interpret as meaning that two parallel planes meet in a straight line at infinity. * These directors are supposed to be placed in their respective planes without reference to a particular origin.
(2) When the conditions for parallelism are satisfied, axa -aa2 = 0, axb -6a2 = 0, and we may write a = mae(ax 4-a2), 6 = nafa, where m, n, 6, <p are arbitrary scalars, and the equation of (ßx, ß2, 26) becomes axp 4 pa2 4-2na\a = 0.
It represents a doubly infinite series of planes parallel to (ax, a2, 2a), one series being obtained by varying n, the other by varying <p.
(3) When the point of intersection of a pair of planes is moved to an infinite distance, they have in general at the limit a point of intersection at infinity. But if the conditions for maximal and minimal isoclinal angles fail these angles become ultimately zero and the conditions for parallelism are satisfied.
Thus planes that have a constant isoclinal angle and meet at infinity are parallel and meet in a straight line. § § 29-32. Isoclinal Systems.
30. Two-dimensional Systems.
The following group of theorems ( § § 30-32) restate for planes through a point in four-dimensional space the fundamental parts of Clifford's theory of parallels in elliptic space of three dimensions (Hathaway's theory of parallel and contra-parallel great circles on the hypersphere).* The planes and lines here considered are, without exception, supposed to pass through the origin ; and by any plane, or any line, is meant a plane or a line satisfying this condition.
Consider a series of planes meeting in a point no two of which have maximal and minimal isoclinal angles, and place the origin at their point of -meeting.
Corresponding to the two conditions ßx = ± ax, ß2 = ± a2 of § 26, there are two systems of planes : an a-system whose equations may be written in the form ( § 13) ap -pa~laa = 0 , and a /3-system whose equations similarly constructed are bßb-'p -pß = 0, where a and 6 are arbitrary versors whose different values produce the several *It was Professor Hathaway's paper on Quaternions as Numbers of Four-Dimensional Space that forced upon my attention the essential identity of the two theories.
It should be remarked that here, as also in Hathaway's paper, the theory is stated as applying to elliptic space in its antipodal (spherical) form.
The references to Clifford, Buchheim, Klein, Whitehead are here important. [April individual planes of the systems. Any system is thus determined by a characteristic vector a , or ß, and by the corresponding form of its equations.
(1) Any two planes of a system have a unique (constant) isoclinal angle ( § 23), a consequence of the failure of the conditions for maximal and minimal isoclinal angles ( § 26 (2) ).
(2) A transversal meeting any two planes of a system in straight lines makes equal dihedral angles with them. For, the two planes being respectively (a, -a~laa, 0), (a, -a'~ ad, 0) and their transversal being (7, -7', 0), the conditions for straight-line intersections are Sa7 = Sa_1aa7' = Sa' aa'7', and in either case the cosine of the dihedral angle is -Sa7 ( § 19).
Here, the signs of the scalar functions being alike, the equal dihedrals are the alternate exterior-interior angles on the same side of the transversal. Thus all the planes of a system determined by any unit vector are equally inclined to any transversal meeting them in straight lines. They constitute what may be called an isoclinal system, or a system of isoclines.
Two planes may be said to be mutually isoclinal when their isoclinal angle is constant ; and from this definition it immediately follows that any two planes that are isoclinal to a third plane are isoclinal to each other.
(3) To a given plane through a given straight line there exist always two isoclines.
For, given a plane (a , -ß , 0) and a straight line c , both of the planes whose equations are ap -pc~xac = 0 , cßc~lp -pß = 0 are isoclinal to (a , -ß , 0) , and they intersect in c .
(4) Given a and a , the equation ap -pa~laa = 0 is uniquely determined ; but since we have identically a~xaa = (a*a)-1 a (a*a), any pair of values a, a*a determines this same plane.
Let a = /3* ; the equation of the planes of the a-system has then the form ap -p^ß^a^ß*) = 0.
Changes in i¡r give no new planes, but there is a distinct plane for each value of (p (within the limits 0,4), and some (not all) of the differing values of ß correspond to different planes.
If a change from ß to ßl makes no effective change in the equation, then ß-^aß* = ß~*aß* , aßfß-* = ßfß~*a , from which it follows that V/S*/?-* is parallel to a ; then ßf = azß* .
Hence, corresponding to the varying scalar values of z, there is a singly infinite series of changes in ß which give rise to no new planes.
But any unit vector is determined by two independent scalar parameters and thus one parameter in ß is at our disposal for producing new planes of the system. Therefore :
A system of isoclines of given type (an a-system or a ß-system), corresponding to a given vector, consists of a doubly infinite series of planes.
It is a two-dimensional system. 31. Cardinal and Ordinal Systems.* For brevity write a^ = ß-^aß* and define the two-dimensional system of a-isoclines by the equation ap -pa^ = 0 .
Changes in r/> produce a singly infinite series of planes whose isoclinal angles, formed by the successive members of the series with a fixed member of it, are all different ; for the squared cosine of the isoclinal angle formed by (a, -a^,, 0), regarded as fixed, and (a, -a^ , 0), any other plane of the series, is by § 23 (6) S2MÜ = -i(l -Sa^a^,), and this varies with r/>. Now an infinite series of a-planes which form with a fixed member of the a-series the same (constant) isoclinal angle may be determined in the following manner :
Subject the variable/) in the equation ap -pa^ = 0 to the rotational operation ae( )a~^,. This leaves undisturbed all the points of the fixed plane (a, -a^,, 0) and rotates, without distortion, all other configurations in our fourdimensional space through the angle 7rf?.f The equation is transformed into aa'pal6, -afpa^.a^ = 0 , and p now satisfies the equation ap -pa-^,a^a\, = 0 , which belongs to the a-system ; and the isoclinal angle formed by the plane represented by this equation, whose variations depend on 6, with the fixed plane (a, -a^,, 0) is the same for all values of 6 ; for its squared cosine is S2i«j = £(l -Sa^,) ( §23(0)).
Each new value of 6 (within the limits 0 , 4) produces a new plane.
*So far as I know the characterization of one-dimensional systems of isoclines (parallels in elliptic Bpace) as of two types, here called cardinal and ordinal, has been made in no previous investigation. (ß+ = a+ßa-* ), every member of which meets in straight lines all the planes of the a-<£-system. Thus (1) is proved not merely for one plane but for an entire one-dimensional system.
(2) No two planes of the same system intersect in a straight line; for Sa2 4 SX^X^, , unless (f> = <f>' .
The two systems are, in the proper sense, conjugate to one another. Note that one plane, (a , -u , 0) is isoclinal to all the planes of both systems.
The corresponding exterior-interior dihedral angles formed at their intersections by the planes of two conjugate systems are all equal to one another ; for (see also § 30 (2) 
The Transition to Elliptic
Space. The foregoing theory of isoclinal systems is clearly a three-dimensional geometry with planes as elements ; it is, in fact, the geometry of the sheaf of planes in four dimensional space.
All of these planes meet the hypersphere in great circles, the straight lines of an elliptic space (antipodal) whose aggregate is a " space of lines."
Hence in order to translate the propositions of isoclinal systems into their equivalents in elliptic space we have merely to take note of the following dualistic correspondences :
In parabolic four-dimensional space :
In 
