Introduction
Though many climate response problems can be addressed using complex atmospheric general circulation models (AGCMs), the solution of optimal response problems is impractical with these models. In such problems one is searching for the forcing distribution that gives the maximum response as measured by some norm. With an AGCM this essentially entails finding an infinite collection of solutions. Rather than do this, a common approach is to generate a linear response operator by linearizing the governing equations and then use singular vectors or some other tool that the linear framework makes possible to solve optimization problems . But for AGCMs, linearization eliminates key processes and mechanisms. And linearization only allows one to estimate the response of mean state variables.
In this paper we test a method of producing linear response operators that does not suffer from either of these shortcomings.
case of steady, switch-on forcing in a system with quadratic nonlinearities, the response of quadratic functionals is second-order accurate in time while the estimated response of linear functionals is third-order accurate. Given this modest loss of accuracy and the successes mentioned above of applying the theorem to estimate the response of mean state variables, we have set out to test whether the generalization of the theorem to a functional of the state variables continues to give response estimates that are accurate enough to be useful to climate studies. The encouraging results of MAG, who carried out tests of the generalized theorem for dynamical systems of modest order, give us reason to expect that our tests with a realistic climate system will be successful.
In reporting the results of our effort, we begin in section 2 with a sketch of the proof of the extension to the traditional fluctuation-dissipation theorem that makes it possible to estimate the response of functionals of state variables. The conditions under which the extension is valid are the same conditions discussed by Dymnikov and Gritsun (2005) and GB for proofs of the traditional theorem. To test the extension we have used the same method employed by GB for mean state responses. This consists of constructing a FDTbased response operator using lag-covariance statistics from a control run of an AGCM and then comparing forced solutions of that operator with corresponding forced AGCM solutions. Section 3 contains a detailed description of the construction of various response operators including ones that estimate the response of mean precipitation and divergence as well as bandpass and lowpass variances and covariances. Characteristics of the various AGCM solutions that we use to validate our FDT operators are described in Section 4. Each of these solutions results from introducing a steady heat source at a different location on the equator. Section 5 then quantifies the similarity of these responses to the corresponding estimates from FDT response operators. Having found that the response operators give very accurate approximations to the solutions of the AGCM, in Section 6 we use one of the operators to address a problem of scientific interest namely the optimal means of exciting the Atlantic stormtracks with tropical heating. Based on the success of this example and the accuracy of the various test solutions, we conclude in Section 7 that the generalized FDT is a viable means of systematically examining the response of the climate system to external stimuli.
Theory
As explained above, the method we use to construct linear response operators for functionals of the system state is based on a generalization of the theory described in earlier papers that primarily focused on the response of the mean state. These papers include Dymnikov and Gritsun (2005) and GB. MAG offered a proof of the generalized theory, and we here sketch a proof that follows the presentation of Dymnikov and Gritsun (2005) and GB when they proved the original theory.
Let us begin with the system of ordinary differential equations
In this equation φ is a state variable describing the position of the system in the phase space Φ; F is a system right hand side that depends on the state variables, external forcing f , and some parameters Λ. In the case of atmospheric systems φ typically consists of the set of gridpoint values or basis function coefficients of velocity components, temperature, surface pressure, etc. The parameter set Λ consists of numerous parameterization coefficients. For climate problems we are interested in average quantities < A(φ) > where A(φ) is some functional operating on the state vector. These average quantities are calculated using averaging over the system equilibrium ensemble of states, or, equivalently, by integrating over the system stationary probability distribution function (PDF) ρ , i.e.,
Suppose that the external forcing f is changed by a small amount δf . The natural important question is what will be the change in < A(φ) >? Formally from the first order Taylor expansion for < A(φ) > we can write
for sufficiently weak δf . It turns out the response operator U (t), which gives the response at time t after the switch on of δf can be calculated using a general fluctuation-dissipation
The derivation of (3) requires application of the so-called stochastic regularization suggested by Zeeman (1991) . This entails adding a small stochastic noise term to the right hand side of (1) which insures that the system PDF will not be fractal. Then if one further assumes that the regularized system has a Fokker-Planck equation with a unique solution, (3) follows from the theory of the Fokker-Planck equation. (Dekker and Haake (1975) presented the original proof of this for A(φ) = φ, and Risken (1984) proved it for the general case).
To use (3) we must know the system PDF, which is impossible for most realistic climate systems. Fortunately, the PDF for many atmospheric systems is close to a normal distribution. Thus we can use
Here we use C(t) to denote the system lag-t covariance matrix and φ = φ − φ for average state φ. With this assumption we can calculate the derivatives of ln ρ with respect to φ leading to
If the system PDF is exactly normal distribution, then, of course, (5) will be exact as well.
Though (5) is the expression we will use in this paper to construct climate response operators, to clarify its relationship to the more familiar expression from earlier studies, we note that if one is interested in changes of first moment quantities only (i.e., A(φ) = φ), then formula (5) can be simplified even more. In this case it becomes
It is formula (6) that was used in most studies devoted to the application of the FDT for the construction of response operators (see Leith (1975 ), Bell (1980 , North et al. (1993) , Gritsun and Dymnikov (1999) , Gritsoun (2001) , Dymnikov and Gritsoun (2001) , Gritsun et al. (2002) and the papers listed at the beginning of this section). Equation (6) is a special case of (5) with linear functional A, which is the situation MAG demonstrated was accurate to third order if F has second order nonlinearities and f corresponds to switch-on steady forcing. And (5) is the expression MAG found to be second order accurate under these conditions for quadratically nonlinear A.
The assumptions used in the derivation of (5) are identical to those used in Dymnikov and Gritsun (2005) and GB to derive the corresponding expression for the case when A is the identity. Those papers include details about the derivation that we have not repeated
here including a discussion of why the assumptions are reasonable for realistic atmospheric systems. They also contrast the assumptions to those used by Leith (1975) in his derivation of (6) for climate systems and to those Kraichnan (1959) had earlier used to derive (6) for so-called regular systems.
The desirability of applying (5) As our results will demonstrate, this extension of (5) to this case and others where there are only approximate functional relationships between state and response variables appears to be well justified.
Operator Construction
As explained in the introduction, for our tests of (5) we have decided to use the same framework that GB used to test (6). This consists of calculating linear response operators for an AGCM by collecting the lag-covariance statistics required by (5) from a long control integration. Using AGCM data rather than data from nature avoids several difficulties inherent in the observational record including the effects of a short sample, the seasonal cycle, and interannual variability in atmospheric forcing. Moreover, performing the tests within an AGCM framework makes it possible to check the FDT-based operators by comparing their estimates of system response to the response of the AGCM for identical forcing functions.
The AGCM we use is the same one used by GB, namely the NCAR model known as CCM0 (Williamson (1983) ). CCM0 is a moist primitive equation model with a package of physical parameterizations that was state-of-the-art when it was formulated. Spherical harmonics in the horizontal with a rhomboidal truncation at total wavenumber 15 and nine discrete sigma levels in the vertical are used to represent the model prognostic variables (vorticity, divergence, temperature, log surface pressure, and specific humidity). GB employed four million days of integrations with fixed, January boundary conditions to estimate the lag-covariances, and we use those same data.
GB found that defining the model state in terms of a total of 1800 three-dimensional multivariate EOFs of nine-level streamfunction and temperature was an effective compromise between the need to have as complete information about the AGCM state as possible while not exacerbating sampling requirements by retaining largely redundant state information.
We use these same state variables in our study when forming C(0). As for the calculation of the covariances < A(φ(t + τ ))φ(t) T >, the vector A(φ(t + τ )) has its full original dimension while the state vector φ(t) is projected onto the space formed by the same 1800 EOFs used for C(0).
As explained in the previous section, in choosing functionals for A, we have felt justified in picking ones which produce fields that are of interest to dynamicists, climate scientists and society rather than ones that are strictly based on known relationships between our state variables and response variables. With this in mind, we have tested the capability of (5) to estimate the response of mean horizontal divergence, mean precipitation, 1-7 day bandpass streamfunction variance (ψ ) 2 , 7 day lowpass streamfunction variance (ψ L ) 2 , and bandpass meridional fluxes of westerly momentum u v and of heat v T , where u and v are the horizontal wind components and T is temperature. In calculating these quantities lowpass and bandpass variables are found using Fourier analysis, zeroing of some coefficients, and resynthesis. For completeness, we have also repeated tests of mean streamfunction that were reported by GB. In all cases except precipitation, response variables are only considered at sigma levels .336 and .811 for our tests. Furthermore, we have only considered responses after the system has nearly come to equilibrium with the imposed forcing, by calculating U (30days).
Test Cases

a. One case
Our testing of the FDT response operators consists of using them to estimate the response of the AGCM to some idealized forcing functions and then comparing those solutions to solutions of the AGCM when it is forced by the identical functions. In this testing we employ equatorial heat sources that peak in the midtroposphere. Given the importance of tropical heat sources on interannual timescales, this is a natural set of sources to concentrate on. GB found the operators they constructed from the FDT to be quite skillful at estimating AGCM responses located at most geographical locations, but they were especially accurate for equatorial heat sources.
As an example of the responses we will compare FDT operators to, we show here one AGCM solution. It is for a circular heat source centered on the equator at 165W and with a sinusoidal vertical profile, sinπσ, peaking at σ=.500 where it has a value of 2.5C/day at its center. Integrating the AGCM for 10,000 days with this idealized heat source included and subtracting the average of a 100,000 day control integration from the 10,000 day experimental mean, we find the model response has many properties that are similar to the response of other AGCMs and nature to heating in this position. (Note this is roughly equivalent to experiments where one finds the response to a typical El Nino event.)
In Fig Figures 1c and 1d show two other mean response fields, namely precipitation and upper tropospheric divergence. They were not estimated by GB because, as here, these fields were not used as state variables in that study. Since the response of these fields is much stronger in the tropics than midlatitudes, we have inflated extratropical values in this plot. In the tropics the response is largely confined to the vicinity of the heat source. In midlatitudes the response covers much of the domain. This fact is consistent with the streamfunction response in that one would expect the widespread circulation anomalies of Figures 1ab to coincide with shifts in the rain-producing synoptic eddies and to also be accompanied by changes in the divergent circulation as necessitated by balance.
By similar reasoning, one would expect variance and flux statistics to also change in reaction to the heating anomaly in this experiment, just as has been noted in various studies of the response to El Nino (Kok and Opsteegh (1985) , Held et al. (1989) , Schubert et al. (2001) , and Hoerling and Ting (1994) ). Figure 2 shows that indeed this is the case. 
b. A suite of cases
The previous AGCM experiment is just one example of a suite of experiments we use to test the extended FDT. As is clear from many studies (ranging from Geisler et al. (1985) to Li et al. (2006) ) the structure of the response to equatorial heating is highly dependent on the longitude of the heating. And one of the notable successes of the test by Gritsoun et al. (2002) and GB was the FDT operators' abilities to estimate this sensitivity for mean state variables. Using the same approach as those investigations, we have found the response of our AGCM to steady heat sources centered at each of 24 longitudes: 180W, 165W,. . . ,165E.
Figures 3 and 4 summarize some of the properties of these 24 AGCM solutions, properties that we intend to determine whether solutions using equation (5) operators also have. Just as the reaction of mean fields to equatorial heating is stronger in some regions than others, so is the reaction of variances and fluxes. As seen in Fig. 4 , the regions where these quantities react most strongly tend to be in the midlatitude ocean basins. This is not surprising, since this is where they are strongest in the control climate. But for these quantities, too, there are some marked distinctions among the various fields. For example the reaction of low pass circulation variability in the North Pacific (Fig. 4b) is farther down stream than the reaction of high-pass variance (Fig. 4a) , and it is more prominent in some tropical regions, including the eastern Pacific and over Africa than is the response of the bandpass transients. Likewise, the case-to-case variance of meridional momentum fluxes from bandpass eddies (Fig. 4c) is distinctive in that the strong band associated with the North Pacific and North Atlantic stormtracks stretches completely across the Mediterranean while the corresponding feature for heat flux variance does not even reach Europe (Fig. 4d) .
In fact, the heat flux variances are also much more latitudinally confined in that they virtually disappear equatorward of 30N.
Verification a. One case
We begin our test of the FDT response operators by considering the (165W, 0N) heating example. Comparing the response of the FDT operators that give the streamfunction response at level .336 (Fig. 5a ) and .811 ( Fig. 5b ) with the AGCM response ( Fig. 1a and 1b) for this case, we see that the FDT operators produce almost all of the main features.
These include the tropical baroclinic quadrapole that is approximately centered on the heat source, the barotropic wavetrain into the Northern Hemisphere and even subtler features including the relatively weak Southern Hemisphere wavetrain that is primarily confined to the upper troposphere. Perhaps the biggest discrepancy is in the amplitude of the response.
As reported by GB for this same case, the FDT response is too strong.
Turning to the FDT (Figures 5c and 5d ) and AGCM responses (Figures 1c and 1d ) for the mean precipitation and divergence fields, we see that the FDT operators are able to estimate most of the prominent features in these solutions. This is true even though these (Fig. 6b) are of similar quality, as can be seen when they are compared to the corresponding AGCM anomalies (Fig. 2b) . Of course it is possible for aggregate FD solution variability to be accurate without individual solutions being well-estimated. To test individual solutions we have carried out two calculations. First, in results not plotted here, we have found case-to-case correlations between AGCM and FD solution values at each gridpoint. In these calculations we have restricted our attention to those gridpoints whose case-to-case RMS values in Fig. 3 are at least 10% of the maximum RMS value. This is done to exclude those points with a very weak reaction to tropical heating. For streamfunction at both levels .336 and .811 these correlations are greater than 0.8 at more than 90% of the considered points while they are greater than 0.8 at 73% of the points for divergence and greater than 0.8 for 89% of the points for precipitation.
The second calculation consists of simply calculating pattern correlations between FDTestimated anomalies and AGCM anomalies for each of the 24 cases. As seen in the solid lines of Fig. 8 , and as reported by GB, the FDT is uniformly accurate at estimating mean streamfunction responses for these cases. Pattern correlations average greater than 0.9 and they are greater than 0.8 for each individual case. Results plotted with broken lines in that figure indicate that FDT operators are also very skillful at estimating precipitation and divergence for each case with average pattern correlations being greater than 0.8 and all but a handful of values being greater than 0.7. The only cases where values fall below 0.7 are ones for which the forcing is in the eastern Pacific. As suggested by Figures 3c and 3d, these are cases where the local response is relatively weak, a situation that GB found to lead to FDT inaccuracies. Unlike for other response fields, precipitation and divergence mean responses tend to be much larger near the forcing than in the far field, so the near field response dominates the pattern correlations. When we examine plots of responses (not shown), we find the FDT near field responses for precipitation and divergence are much noisier than the AGCM responses. This, together with the weakness in the response in these cases, suggests that our sample may be too short to accurately estimate those elements of the FDT operator that affect these eastern Pacific cases. We have, however, not pursued this possibility further.
To investigate the ability of FDT operators to estimate the sensitivity of quadratic quantities to the location of equatorial heat sources, we have applied the same sequence of calculations just described for mean fields. For example, Fig. 9 shows the geographical distribution of case-to-case variability in the four quadratic quantities examined earlier for the AGCM suite of experiments. When compared to the corresponding distributions for the AGCM (Fig. 4) , it is apparent that the FDT operators reproduce the same strong Though the case-to-case variability plots suggest FDT estimates of quadratic quantities could be about as accurate as the estimates of means, when we calculate correlations of AGCM and FDT quadratic quantities at each gridpoint, we find that MAG's guidance holds true: estimates of quadratic quantities are somewhat inferior to what we found for means. For quadratic quantities it is still true that correlations are high over large parts of the globe (not shown), but they are less than the correlations found for means. For example, for bandpass streamfunction variance at level .336 correlations greater than 0.8 are found at 67% of the points that meet our minimum amplitude criterion. And lowpass streamfunction variance, meridional momentum fluxes and meridional heat fluxes have correlations greater than 0.8 at only 43%, 38% and 42% of such points, respectively. These four percentages increase to 86%, 63%, 61% and 70% if the correlation criterion is relaxed to 0.7.
Somewhat lower skill is also found for quadratic quantities than mean fields, when we calculate pattern correlations for individual cases. Even so, as Fig. 10 shows, mean correla-tions values are greater than 0.7 for all four quadratic quantities we have considered. And, with only four exceptions, no matter where the forcing occurs, the skill of the FDT response is greater than 0.6 for each quadratic quantity
Application
The skill demonstrated in Section 4 is of more than theoretical interest. Because the set of operators generated and tested turn out to be accurate estimators of the response of our AGCM to equatorial heating, those operators can be used to address issues that are not easily considered by direct application of the AGCM. In particular, as noted in the introduction, they can be used to answer optimal forcing questions. Optimal forcing of a linear operator can be addressed in various ways. Here we have chosen to follow Dymnikov (1988) , Navarra (1993) and Metz (1994) and use a singular vector analysis. This analysis consists of finding the singular vectors of M LP , where L = U (∞) is the the steady response operator from (5), M is a weighting matrix that determines the norm being optimized and P is a weighting function that determines the norm of the forcing function being used to force the system. The left and right singular vector pair from this calculation having the largest singular value are the optimal response and forcing patterns, respectively, in the sense that the left vector is the highest amplitude response that can be produced by a forcing of unit amplitude and the right vector is the forcing that produces that response.
In our application we use the FDT operator that estimates the response of bandpass streamfunction variance at σ=.336 and chose M and P in such a way as to find the steady heat source confined to the region between 15S and 15N and having a sinusoidal vertical distribution that produces the strongest response in the variance of bandpass streamfunction in a sector centered on the Atlantic. The leading singular mode that results is shown in Fig.11 with Fig.11a being the left singular vector and Fig.11b being the right singular vector.
When compared to the distribution of bandpass streamfunction variance in the unperturbed AGCM (not shown), Fig.11a indicates that in our AGCM, the easiest sector anomaly in synoptic eddy distribution to excite by tropical heating is a strengthening or weakening of the North Atlantic storm track. This is not surprising given that the North Atlantic storm track has the largest unperturbed bandpass variance in this sector. Fig. 11b shows something that is more difficult to anticipate, namely that the tropical heating pattern that most efficiently produces this storm track reaction is a chain of large scale lobes, most of which have relative minima on the equator. Also of interest is relative amplitudes of the forcing and response vectors. The singular mode has been scaled in such a way that the maximum heating is about .25C/day, only about one-tenth the value in the disk-heating experiments of Sections 4 and 5, yet the bandpass streamfunction response is comparable or stronger than the responses in those experiments. This is partly a reflection of the large geographical extent of the singular vector heating field, but it is also a result of this distribution being, by definition, the most efficient at producing a strong response.
Using other response operators we can learn more about the climate anomaly that is associated with this leading forcing vector. For example, by forcing the response operator for mean streamfunction at level .336 with Fig. 11b , we can find the upper tropospheric circulation that provides the link between the tropical heating of Fig. 11b and the storm track response of Fig. 11a . Shown in Fig. 12a , this response is dominated by a tropical dipole centered at about 0E and a series of five cyclonic cells in the Northern Hemisphere between 30N and 50N. This midlatitude feature is reminiscent of the zonal wave five feature that Branstator (2002) related to the waveguiding effect of the subtropical tropospheric jet.
It is interesting that, even though the singular vector was calculated to optimize the reaction of synoptic eddies in the North Atlantic, the excitation is brought about by a Northern Hemisphere encircling circulation pattern. Therefore, it is not surprising that when we use the Fig. 11b forcing vector to force the bandpass eddy variance response operator, the response (Fig. 12b) consists not only of an enhancement to bandpass variance in the North Atlantic, with exactly the same structure as the singular vector (Fig. 11a ), but it also consists of large impacts on other Northern Hemisphere regions. The strongest of these added features is a negative anomaly over the North Pacific. Furthermore, by other measures, the effect of the singular vector forcing pattern on synoptic eddies is even more global in reach. This is apparent in Fig. 12c , which shows the reaction of the operator that gives the response of bandpass meridional fluxes of zonal momentum. A second interesting facet of the mean response pattern in Fig. 12a is that it appears to be largely emanating from the vicinity of Africa and South Asia, even though the forcing pattern is prominent throughout the tropics. When we use a fourth response operator, namely the one that estimates precipitation anomalies, we find that indeed the singular vector heating pattern of Fig. 11b produces strong tropical precipitation anomalies in the Eastern Hemisphere (Fig. 12d) . These precipitation anomalies correspond to heating anomalies that are of larger magnitude than the imposed heating anomalies and are likely to be making large contributions to the mean response pattern appearing to begin in this region.
This example demonstrates how the FDT-based response operators we have constructed can be useful tools for finding optimally forced patterns and aspects of the circulation statistics that would be expected to accompany them. But given that the operators only
give estimates of response characteristics, and given that we have applied them to a problem where the response to forcing throughout the tropics is required while in Section 4 we only tested the accuracy of the response operators for equatorial heating, it is worthwhile to verify our results. This is accomplished by forcing our AGCM with the singular vector heating (Fig.11b ) and comparing its response anomalies (Fig. 13) to the corresponding estimates from the response operators (Fig. 12) . For all four variables in the comparison, the FDT estimates are highly accurate estimates of the true AGCM response. This is true for virtually every major feature. Even many minor features are present in both the FDT and AGCM solutions, the reduction in bandpass variance west of Australia being one of many examples. The one characteristic of FDT solutions in Fig. 13 that is systematically in error is the amplitude of the response anomalies. For all four variables the FDT estimates are 20% to 30% too large, a failing that we also noted in the previous section.
The right singular vector for optimal forcing of the Atlantic bandpass eddies gives a forcing pattern that extends throughout the tropics, but typically one is interested in sources with a more local character. Thus we would like to know how the regional features in Fig.   11b affect the Atlantic. Using the bandpass streamfunction at σ=.336 variance response operator, we estimate the response to forcing by some of the regional features of the right vector and find that each produces the predicted response over the North Atlantic while at the same time stimulating its own distinctive global pattern. For example, when we approximate the eastern Pacific feature in Fig. 11b with a circular heat source of radius 1.5x10 6 m centered at (120W,10N), the bandpass streamfunction variance response ( Fig.   14a ) is confined to the northern ocean basins and the response in the North Atlantic and
North Pacific have the same sign. By contrast, the response to the same circular source moved to (90E, 10S) (Fig. 14c) indicates that the South Indian Ocean lobe of the right vector forces a pattern that is more in tune with the global character of the response (Fig.   12c ) to the full right vector and it produces anomalies of opposite sign in the two northern ocean basins. When we repeat these regional forcing experiments with the AGCM (Figures   14bd ), we find that the conclusions we reached by using the FDT response operator are valid for the full nonlinear model. The only major discrepancy is that the FDT operator has given the positive anomaly over the North Pacific too much amplitude in the eastern Pacific forcing case.
Summary and Concluding Remarks
As discussed in the introduction, a number of recent studies have demonstrated that the fluctuation-dissipation theorem, as introduced to climate science by Leith (1975) , can be employed to construct operators that give estimates of the mean response of atmospheric state variables to weak external forcing. In fact, the most recent of these studies have found that the operators can be made accurate enough to be used for systematic exploratory studies of system behavior. Furthermore, Dymnikov and Gritsun (2005) and MAG have shown that the conditions under which Leith (1975) proved that the theorem should hold can be altered to conditions that are more in keeping with properties of the earth's atmosphere. MAG also made the point that with this new derivation, the theorem can be extended to produce operators that estimate the mean response of functionals of state variables. MAG showed that for the special case of switch on forcing of a system with quadratic nonlinearities, quadratic functionals should be second order accurate in time. Based on these results, we have undertaken a study to test the ability of FDT-based response operators to estimate the atmospheric response of variables other than state variables to external sources.
Using the same testing framework employed by Gritsun and Branstator (2007) for mean response operators, we have generated response operators for an AGCM and then assessed those operators by comparing their responses to responses of the AGCM to the same forcing functions. The response quantities we considered included mean precipitation, mean upper tropospheric divergence, bandpass streamfunction variance, bandpass momentum and heat fluxes, and lowpass streamfunction variance. These are not strict functionals of our state variables (three-dimensional streamfunction and temperature), but because they are approximate functionals of state, we conjectured that if the extended FDT is valid, we should be able to use it to estimate them. We found that indeed the response operators were able to make remarkably accurate estimates of how these various quantities respond when the AGCM is forced by the various equatorial heating functions that we employed in our tests.
With one isolated exception, the response anomalies for each of these quantities produced by the FDT operators were correlated with the corresponding AGCM responses with values greater than 0.6 and most of the correlations were greater than 0.7.
Consistent with MAG's analysis, the accuracy of the FDT operators for nonlinear functionals was not as good as GB had found FDT operators to be for estimates of mean state variables in the same cases. But their performance was good enough to justify using the new operators to address problems that cannot be solved with AGCM, namely optimal forcing problems. The example of such an application reported here was the use of a singular vector analysis to find the tropical forcing distribution that most effectively alters upper tropospheric bandpass streamfunction variance in the North Atlantic sector. It turned out that forcing and response patterns resulting from this analysis do accurately predict AGCM behavior, indicating the potential of the FDT for answering a variety of climate response questions.
As GB pointed out, there are alternative methods for generating linear response operators, including linearization of the governing equations or using the inverse of operators produced by linear inverse modeling (Penland, 1989) , but these other methods have their drawbacks. And as the results reported by GB and Branstator and Haupt (1998) by the right vector of Fig. 11 . The same amplitude forcing is used Fig.11 and Fig.12 solutions and the same contour intervals are used in both figures. 
