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Let G be any discrete group. Consider the algebra A of all complex functions
with finite support on G with pointwise operations. The multiplication on G
 . .  .induces a comultiplication D on A by D f p, q s f pq whenever f g A and
p, q g G. If G is finite, one can identify the algebra of complex functions on
 .G = G with A m A so that D: A ª A m A. Then A, D is a Hopf algebra. If G is
 . .  . .infinite, we still have D f g m 1 and D f 1 m g in A m A for all f and g. In
 .this case A, D is a multiplier Hopf algebra. In fact, it is a multiplier Hopf
U U  .-algebra when A is given the natural involution defined by f p s f p for all .
U  .f g A and p g G. In this paper we call a multiplier Hopf -algebra A, D a
discrete quantum group if the underlying U-algebra A is a direct sum of full matrix
algebras. We study these discrete quantum groups and we give a simple proof of
the existence and uniqueness of a left and a right invariant Haar measure. Q 1996
Academic Press, Inc.
1. INTRODUCTION
 .Let G be any discrete group. Let K be the vector space of complex
functions on G with finite support. There are two ways to make K into an
 . .  .  .algebra. One can define the pointwise product, so fg p s f p g p
when f , g g K and p g G. One can also define the convolution product
 . .  .  .given by fg r s  f p g q when f , g g K and p, q, r g G. Let usp qsr
denote the first algebra by A and the second by B. The two algebras carry
natural involutions, making them into *-algebras. For A the involution is
y1 .  .defined by f * p s f p and for B it is given by f * p s f p . .  .
The algebra A gives no information about the group structure. The
algebra B only carries part of the information. The two non-abelian,
non-isomorphic groups of order 8 will give the same group algebra B,
4  .namely C [ M C . Adding some more structure to A and B, it is2
possible to recover the group completely. In both cases this extra structure
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is given by a comultiplication. In the second case, this comultiplication is a
 .*-homomorphism D from B to B m B given by D l s l m l where lp p p p
is the function defined by 1 on p and 0 everywhere else. Remark that
these functions form a basis for B. This comultiplication makes B into a
 .Hopf *-algebra and the counit e and antipode S are given by e l s 1p
 . y1and S l s l for all p g G.p p
 . .  .In the case of A, the comultiplication D is defined by D f p, q s f pq
for f g A and p, q g G. If G is finite, then D: A ª A m A when A m A
is identified with the algebra of complex functions on G = G in the
obvious way. Again, in this case, A is a Hopf *-algebra and the counit and
 .  .the antipode are given by e f s f e where e is the identity of G and
 . .  y1 .Sf p s f p for all f g A and p g G. If G is infinite, the range of D
 . .is no longer in A m A. However, for any g g A we have that D f g m 1
 . .and D f 1 m g are elements in A m A. In this case, A is a multiplier
Hopf *-algebra. The counit and the antipode are given by the same
formulas as those in the finite case.
w x w x w xWe refer the reader to 1 and 6 for the theory of Hopf algebras, to 8
w xfor Hopf *-algebras and the duality between them, and to 7 for multiplier
Hopf *-algebras.
We next want to look at discrete quantum groups. There are several
points of view. When we think of quantization as a process where functions
are replaced by operators and where one is forgetting about the underlying
space, it is most natural to consider the algebra A of functions with
pointwise multiplication and replace this by a possibly non-abelian algebra.
One must forget about the set G and the multiplication on it and work
with the algebra A and the comultiplication on A. Of course, not any
algebra can be allowed.
We propose the following definition of a discrete quantum group see
.Definition 2.3 below . A discrete quantum group is a multiplier Hopf
 .*-algebra A, D where the algebra A is a direct sum of full matrix
 .algebras over C with the natural involution. If A is abelian, then A, D
comes from a discrete group as above. And all discrete groups arise that
way.
w xDiscrete quantum groups have been studied before. In 5 , discrete
quantum groups are studied as duals of compact quantum matrix groups.
w xIn 2 , the group algebra B above is considered and the comultiplication is
altered. This approach is dual to the one that we propose in this paper. For
a discussion on this last approach to discrete quantum groups and the
relation with our notion and different concepts of compact quantum
 w x. w xgroups such as 3 , we refer the reader to 4 .
w xAs was shown in 4 , all these ways of looking at discrete quantum
groups are not so different and eventually result in the same objects. But
apart from being more natural in the philosophy of quantization, we
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believe that the approach presented in this paper is also simpler, both in
its definitions and in the proof of the main result, namely the existence of
the left and right invariant Haar measures see Theorems 5.3 and 5.4 in
.Section 5 .
2. DISCRETE QUANTUM GROUPS
 .Suppose that I is an index set and that we have given a number n g in
 .  .N for each g g I. Consider the algebras M of n g by n g matricesng .
over C with the natural involution. Let A be the direct sum over I of the
 .algebras M . The elements in A have the form x where x g Mng . g g ng .
for all g g I and where only finitely many x are non-zero. Again A is ag
*-algebra. We denote by A the *-subalgebra of A that consists ofa
 .elements x where only x is non-zero. Of course A is isomorphic withg a a
M . We also denote by e the unit in A . It is a central projection in Ana . a a
 2 U .i.e., it commutes with all elements of A and e s e s e . Moreover,a a a
Ae s A . We will also write A s  [ A .a a a
The tensor product A m A of A with itself can be identified with the
direct sum of the algebras M m M . So we can write A m A sna . n b .
 .  w x. [ A m A . The multiplier algebra see e.g. the appendix in 7a , b a b
 .can be identified with the product  A m A , that is, with elementsa , b a b
 .of the form x where x g A m A for all a , b , with no furtherab a b a b
 .restrictions. The multiplier algebra is denoted by M A m A .
Let us recall the definition of a comultiplication on A see Definitions
w x.2.2 and 2.4 in 7 .
2.1. DEFINITION. A comultiplication on A is a *-homormorphism D:
 .  . .  .  .A ª M A m A so that D a 1 m b and a m 1 D b are in A m A for all
a, b g A and such that D is coassociative in the sense that
a m 1 m 1 D m i D b 1 m c .  .  .  . .
s i m D a m 1 D b 1 m 1 m c .  .  .  . .
for all a, b, c g A where i denotes the identity map.
 .Remark that 1 is the identity in the multiplier algebra M A of A and
 .  .  .that we have natural imbeddings A m A : M A m M A : M A m A .
 .  .Also remark that coassociativity really means D m i D s i m D D when
given the appropriate meaning to these two expressions.
In this case we have the following simple properties for such a comulti-
plication.
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 . .2.2. PROPOSITION. Consider the property D e e m e / 0 for anyg a b
triple a , b , g in I.
Gi¨ en a , b there are only finitely many g such that the property holds.
Also, gi¨ en a and g the property holds for only finitely many b and, similarly,
gi¨ en b and g we ha¨e the result for only finitely many a .
  . . < 4Proof. For a given pair a , b the elements D e e m e g g I areg a b
mutually orthogonal projections in A m A . At most finitely many ofa b
them can be non-zero. This proves the first statement. Next, consider a
 . .pair a , g . By assumption D e e m 1 g A m A. It must be in A m Ag a a
 .and have the form x with x g A m A and only finitely x / 0.ab b a b a b a b
 . .This precisely means that D e e m e s 0 except for finitely many b.g a b
This proves the second statement. It is similar for the last statement.
Now consider the linear maps T and T defined on A m A by1 2
T a m b s D a 1 m b .  .  .1
T a m b s a m 1 D b . .  .  .2
We assume that the maps T and T are bijections from A m A to A m A.1 2
 . Then A, D is a multiplier Hopf *-algebra see Definitions 2.3 and 2.4
w x.in 7 .
This leads us to the main definition in this paper.
 .2.3. DEFINITION. A discrete quantum group is a pair A, D where A is
a direct sum of full matrix algebras and D is a comultiplication on A
making A into a multiplier Hopf *-algebra.
So, a discrete quantum group is a *-algebra A of a certain type with a
*-homomorphism of A into the multiplier algebra of A m A satisfying
certain properties. It may not be so easy in general to check the conditions
on D. In the next section, where we discuss the counit, we will find another
set of equivalent conditions on D that might be easier to verify.
3. THE COUNIT FOR A DISCRETE QUANTUM GROUP
 .Let A, D be a discrete quantum group. We know from the theory of
multiplier Hopf *-algebras that there is a unique counit e . It is a *-homo-
morphism from A to C and it is defined by
e a b s p q .  i i
when
a m b s D p 1 m q .  . i i
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for a, b g A and p , q g A for all i. The fact that T is bijective fromi i 1
A m A to A m A is used here. That e is a counit means that
e m i D a s i m e D a s a .  .  .  .
 .  . ..for all a. These formulas should be understood as e m i D a 1 m b s
 . .  ..ab and i m e b m 1 D a s ba for all a, b g A.
Because of the special form of A we get the following.
3.1. PROPOSITION. There is a non-zero projection h in A such that ah s
 .  . .ha s e a h for all a g A. Consequently, also D a 1 m h s a m h and
 . .D a h m 1 s h m a for all a g A.
Proof. The kernel of e is a two-sided ideal in A. Hence, it is the direct
sum of all but a one-dimensional component in the decomposition of A.
 .Let h be the identity of this component. Then ah s ha s 0 when e a s 0.
  ..  .So ba y be a h s 0 for all a and b and so ah s e a h. Similarly, or by
 .taking adjoints, ha s e a h.
 . .  .Now, for any p, q g A we have p m q 1 m h s pe q m h s
 . .i m e p m q m h. So, for all a, b g A we get
D a 1 m h b m 1 s D a b m 1 1 m h .  .  .  .  .  .
s i m e D a b m 1 m h .  .  . .
s ab m h
s a m h b m 1 . .  .
 . .  .This is true for all b so that D a 1 m h s a m h. Similarly, D a h m
.1 s h m a.
When A is the algebra of complex functions with finite support on a
group G, then h s d , the function that is 1 on the identity e and 0e
 .  .  . .  .  .elsewhere. In this case e f s f e so that clearly fd p s f p d p se e
 .  .  .f e d p , illustrating the first part of the proposition. Also D f 1 me
.. .  .  .  .  .  .  .  . .d p, q s f pq d q s f pe d q s f p d q s f m d p, q , illus-e e e e e
trating the second part.
Conversely, let us start with a *-algebra A which is a direct sum of full
matrix algebras as before and with a comultiplication D on A. Assume
 . .  .  .that the sets D A A m 1 and A m 1 D A are equal to A m A; in other
words, assume that the linear maps T and T are surjective.1 2
 w x.The following is not so hard to prove see e.g. 9 .
3.2. PROPOSITION. If there is a non-zero element h g A such that
 . .D a 1 m h s a m h for all a in A, then one can assume that h is a
 . .projection and pro¨e that it is unique. It also satisfies D a h m 1 s h m a.
 .Moreo¨er, there is a counit e such that ah s ha s e a h for all a g A.
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 .  . .The idea is very simple. We get b m 1 D a 1 m h s ba m h for all a, b
and by the surjectivity of T we must have Ah s Ch. This defines e such2
 .  .  .that ah s e a h. With a s h* we get h*h s e h* h. Then e h* / 0
because h / 0. If we replace h by the appropriate multiple of h, we find
2  .h*h s h s h* s h . From ah s e a h we already have that e is a homo-
2morphism. Taking adjoints we get ha* s e a h. Then e a h s e a h s .  .  .
 . 2  .ha*h s e a* h s e a* h. So e is a *-homomorphism. Then also ha s
 .  . .e a h. To prove that also D a h m 1 s h m a one must use the surjectiv-
ity of T .1
Now we get the following remarkable property about the injectivity of
w xthe maps T and T ; again see 9 .1 2
 . .3.3. PROPOSITION. If D h 1 m a s 0 implies a s 0, then the maps T1
and T are injecti¨ e.2
 . .Proof. Let us first show that also D h a m 1 s 0 implies a s 0. For
all a g A we have
D h m 1 1 m 1 m a s D m i h m a .  .  .  . .
s D m i h m 1 D a .  .  . .
s D h m 1 D m i D a .  .  . .  .
and
a m 1 m 1 1 m D h s i m D a m h .  .  .  . .
s i m D D a 1 m h .  .  . .
s i m D D a 1 m D h . .  .  . .
By coassociativity we get the formula
D h m 1 1 m 1 m a 1 m D h .  .  . .  .
s D h m 1 a m 1 m 1 1 m D h . .  .  . .  .
 . .Now assume that D h a m 1 s 0. Then the right hand side is zero and
so is the left hand side. Take a linear functional v on A and apply
 . .i m i m v to the above equation. Then we find D h 1 m b s 0 with
 . .  ..b s i m v 1 m a D h . By assumption b s 0. This is true for all v so
 .  .that also 1 m a D h s 0. Take adjoints and conclude again that a s 0.
Now we will show that T is injective. Let a, b g A, apply i m D to the1
 .  .equation 1 m h D a s a m h, and multiply with 1 m 1 m b to obtain
1 m D h i m D D a 1 m 1 m b s 1 m D h a m 1 m b . .  .  .  .  .  . .  .  .
By coassociativity, the left hand side can be written as
1 m D h D m i D a 1 m b . .  .  .  . .  .
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By linearity we get
1 m D h D m i D a 1 m b s 1 m D h a m 1 m b .  .  .  .  . .  . .  . i i i i
 . .for all a , b g A. Now assume that D a 1 m b s 0. Then, it followsi i i i
from this equation that also
1 m D h a m 1 m b s 0. . .  . i i
 .Apply v m i m i where v is a linear functional on A. Then D h 1 m
.  .c s 0 where c s v a b . By assumption c s 0 and because this holdsi i
for all v we get  a m b s 0. This shows that T is injective.i i 1
A similar argument can be used to show that T also is injective.2
So we obtain the following characterization.
3.4. THEOREM. Let A be a direct sum of matrix algebras and D a
 . .  . .comultiplication on A. Assume D A A m 1 and D A 1 m A are equal to
 . .A m A. Assume there is a non-zero element h such that D a 1 m h s a m h
 . .  .for all a and that D h 1 m a s 0 only if a s 0. Then A, D is a discrete
quantum group.
It turns out, as we show in the following proposition, that the condition
 . .D h 1 m a s 0 only if a s 0 can also be expressed in another way.
Let us denote by AX the set of linear functionals on A that are0
supported on finitely many components of A.
 .3.5. PROPOSITION. Let A, D be as in the pre¨ious theorem and assume
 . .h is a non-zero element such that D a 1 m h s a m h for all a. Then
 . .D h 1 m a implies a s 0 if and only if any element a g A has the form
 .  . Xv m i D h where v is a linear functional in A .0
 . .  .  . ..  .Proof. If D h 1 m b s 0 then v m i D h 1 m b s v m i
 .. XD h b s 0 for all v in A . Then, if any a has this form, we get ab s 0 for0
all a and b s 0. This proves one implication.
Conversely, assume h2 s h s h* and define
< XI s v m i D h v g A . 4 .  . 0
We will show that I is a two-sided ideal in A. Take any b g A. Then we
have
D h 1 m b s D h D h 1 m b . .  .  .  .  .
 . .  . .By assumption D h 1 m b g D A A m 1 . So
D h 1 m b g D h D A A m 1 .  .  .  .  .
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 . .  . .and because hA s Ch we get D h 1 m b g D h A m 1 . If we apply
X  .  ..v m i with v g A we get v m i D h b g I. Since I is self-adjoint, it is0
a two-sided ideal.
Now, suppose I is different from A. By the structure of A there is an
element b / 0 such that Ib s 0. Then
v m i D h 1 m b s 0 .  .  . .
X  . .for all v g A , so D h 1 m b s 0. This proves the other implication.0
 . .  . .The equality D h 1 m A s D h A m 1 is related to the antipode as
we will see in the next section.
4. THE ANTIPODE
 .Let A, D be a discrete quantum group. Let h be the unique element
2  .satisfying h s h s h* and ah s ha s e a h where e is the counit of
 .A, D .
We know from the theory of multiplier Hopf *-algebras that the an-
tipode exists. It is a linear map S: A ª A defined by
S a b s e p q .  . i i
when
a m b s D p 1 m q .  . i i
whenever a, b, p , q g A. Again, the bijectivity of the map T is used here.i i 1
w x   . .In 7 we also showed that S is anti-multiplicative, that S S a * * s a for
all a g A, and that
m i m S a m 1 D b s e b a .  .  .  . .
m S m i D a 1 m b s e a b .  .  .  . .
for all a, b g A where m denotes the multiplication on A as a linear map
from A m A to A. These formulas are the correct versions for multiplier
Hopf algebras of the known formulas
m i m S D a s e a 1 .  .  .
m S m i D a s e a 1 .  .  .
for Hopf algebras.
In this case, we have another, simpler way to express this crucial
property of the antipode.
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4.1. PROPOSITION. For all a g A we ha¨e
D h a m 1 s D h 1 m S a .  .  .  . .
1 m a D h s S a m 1 D h . .  .  .  . .
 . .Proof. Let a m b s D p 1 m q . Theni i
D h a m b s D hp 1 m q .  .  .  . i i
s D h 1 m e p q .  . . i i
s D h 1 m S a b . .  . .
This is true for all b so that
D h a m 1 s D h 1 m S a . .  .  .  . .
The second formula follows from the first one by taking adjoints and using
y1 .  .that S a * s S a* .
w xIn 9 we used this first formula to define the antipode for quasi-dis-
crete quantum groups. We could also have done this here. We saw that
 . .  . .D h a m 1 g D h 1 m A and so there is an element b g A such that
 . .  . .D h a m 1 s D h 1 m b . By our assumptions, it is unique. This would
define S as a linear operator from A to A. The anti-multiplicative
property is an immediate consequence of the definition.
From the formula
D h m 1 a m 1 m 1 1 m D h .  .  . .  .
s D h m 1 1 m 1 m a 1 m D h .  .  . .  .
obtained in the proof of Proposition 3.3 we find that also
S a m 1 D h s 1 m a D h . .  .  .  . .
  . .Taking adjoints we can conclude that S S a * * s a. And, as we men-
tioned already, the other formulas above, characteristic for the antipode,
are essentially the same as the simple formulas in the proposition.
 . .  y1 .If A comes from a discrete group G, then Sf p s f p when
f g A and p g G. As h s d , the above formulas meane
D h 1 m f p , q s d pq f q s d pq f py1 .  .  .  .  .  . .  .e e
s D h Sf m 1 p , q . .  .  . .
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Of course, in the group case S2 s i. This is not true in general. Still, S acts
involutively on the components of A. This is the content of the following
proposition.
4.2. PROPOSITION. There is an in¨oluti¨ e bijection a ª a 9 of the index
 .  .  .set I such that S e s e and S e s e . Also S A s A anda a 9 a 9 a a a 9
 .S A s A .a 9 a
 w x.  .Proof. See 2 . For each a , we have that e , and so also S e is aa a
minimal central idempotent. It must be e for some a 9. Taking adjointsa 9
y1 .  .  .we get S e s e so that S e s e . Then also S A s A anda a 9 a 9 a a a 9
 .S A s A .a 9 a
Because S is anti-multiplicative, S2 is multiplicative. It maps A intoa
itself for each a . Then it must be implemented by some invertible element
on each component. Because it is a square, it will be implemented by a
positive invertible element. This element is determined up to a scalar.
In the next proposition, we obtain an explicit formula for this element.
We use the trace on A , denote it by v , and consider it as a linear mapa a
on all of A. We normalise it so that one-dimensional projections get trace
 .  .  .1 and hence v e s n a where n a is the size of A .a a a
 .  .4.3. PROPOSITION. Let K s v m i D h . Then K is a positi¨ e, in-a a 9 a
2 . y1¨ertible element in A such that S a s K aK for all a in A .a a a a
Proof. It is clear that K is positive because v is a positive lineara a 9
functional. We have
v m i D h s v m i D h e m 1 .  .  .  .  . .  .a 9 a 9 a 9
s v m i D h 1 m S e .  .  . .a 9 a 9
s v m i D h e .  . .a 9 a
so that K g A . Also, when a g A we havea a a
aK sa v m i D h s v m i 1 m a D h .  .  .  .  . .a a 9 a 9
s v m i S a m 1 D h .  .  . . .a 9
s v m i D h S a m 1 .  .  . . .a 9
s v m i D h S2 a .  .  . . .a 9
s K S2 a .a
 .where we used the trace property .
 .  .The operator K is non-zero because e has the form i m v D h fora a 9
some v g AX by Proposition 3.5. Hence K is invertible because it0 a
2implements S and this map is invertible.
We now show that K is the unique operator implementing S2 witha
trace 1.
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 .4.4. PROPOSITION. For each a we ha¨e v K s 1.a a
Proof. We get
v K s v m v D h . .  .  .a a a 9 a
 .  . .So v K is the dimension of the projection D h e m e in A m A .a a a 9 a a 9 a
We show that this is one.
n n  .  .Let A m A act on C m C where n s n a s n a 9 , the size of Aa 9 a a
 . .and A . Take a non-zero vector j in the range of D h e m e .a 9 a 9 a
Because
A m A D h : 1 m A D A D h s 1 m A D h , .  .  .  .  .  .  .a 9 a a a
n n  .any other vector in C m C has the form 1 m a j for some a g A .a
 . .  .Now, let h be any vector in the range of D h e m e . So h s 1 m a ja 9 a
for some a g A . Then, for any q we havea
1 m qa js 1 m q h s S q m 1 h .  .  . .
s S q m a j . .
s 1 m aq j . .
 . n nThe map x ª 1 m x j is surjective from A to C m C , so is alsoa
injective. Therefore qa s aq for all q. Then a must be a scalar multiple
of 1. So h is a scalar multiple of j . This completes the proof.
In the next section we get an explicit formula for the left and right Haar
measures in terms of these operators K .a
5. THE HAAR MEASURES
In the case of a discrete group, the linear functional w defined on the
 .  .functions with finite support by w f s  f p is left and right invariantp
 .  .  .  .in the sense that  f pq s  f p and  f qp s  f p . In the case ofp p
a discrete quantum group, a linear functional w on A will be left invariant
 .  .  .if i m w D a s w a 1 for all a g A, provided this formula is interpreted
 .in the right way see further . A linear functional c on A is right invariant
 .  .  .if c m 1 D a s c a 1 for all a g A. We will show here that there always
exist a unique left and a unique right invariant functional on a discrete
 .quantum group up to a constant and that they can be chosen to be
positive.
Let us first give a precise definition of left and right invariance.
 .5.1. DEFINITION. Let A, D be a discrete quantum group. A linear
 .  ..  .  .functional w on A is called left invariant if w v m i D a s v 1 w a
X  .  ..  .  .for all v g A . It is called right invariant when w i m v D a s v 1 w a0
for all v g AX .0
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 .  .  .  .Remark that v m i D a and i m v D a are in A when a g A and
X  . Xv g A . Remark also that v 1 is defined when v g A .0 0
We will treat the left invariant functionals first.
5.2. PROPOSITION. If w is a left in¨ariant linear functional on A, then
w x s v Ky1 x w h .  . .a a
when x g A .a
 y1 ..Proof. Take any a g A and let v s v ? S a . Thena a 9
v m i D h s v m i D h Sy1 a m 1 .  .  .  .  . . .a 9
s v m i D h 1 m a .  .  . .a 9
s K a.a
When w is invariant, we must have
w K a s v Sy1 a w h . .  .  . .a a 9
 y1 ..  .Now, v S a s v a by the uniqueness of the trace and the facta 9 a
y1 .  .  y1 .  .that S e s e . So w a s v K a w h .a a 9 a a
 .This proves the uniqueness. Also, if w / 0 then w h / 0 and we can
 .normalise w so that w h s 1. Then we get w positive. It is also clear from
 .the above formula that w is faithful in the sense that w a*a s 0 only if
a s 0.
5.3. THEOREM. There is a unique left in¨ariant functional w on A such
 .that w h s 1. It is a positi¨ e linear functional and it is faithful.
 .  y1 .Proof. We define w on A by w x s v K x when x g A . It onlya a a
remains to show that w is left invariant. Now, from the calculation in the
previous proof, we see that
w v m i D h s v 1 .  .  . .
X  .  .when v g A . Take any x g A. We know that x has the form v m i D h0
for some v g AX . We get, for any r g AX ,0 0
r m i D x s v m r m i i m D D h .  .  .  .  . .
s v m r D m i D h . .  . .  .
 . X  .Now v m r D is again in A cf. Proposition 2.2 . So, as we saw before,0
w r m i D x s v m r D 1 .  .  .  . .
s v 1 r 1 .  .
s r 1 w v m i D h .  .  . .
s r 1 w x . .  .
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 .The left invariant functional w is called the left Haar measure on A, D .
We now come to the right Haar measure.
5.4. THEOREM. There is a unique right in¨ariant functional c on A such
 .that c h s 1. It is a faithful positi¨ e linear functional.
Proof. When we consider A with the opposite comultiplication D9,
obtained from D by flipping the two factors in the tensor product, then
 .A,D9 will still be a discrete quantum group. The left Haar measure on
 .  .A, D9 will be the right Haar measure on A, D . Observe that h is the
same in both cases.
It is now clear what this right Haar measure is. We have
c x s v Ly1 x .  .a a
 .  .when x g A where now L s i m v D h . The antipode for D9 will bea a a 9
Sy1 and L will implement Sy2 . So L is a multiple of Ky1. We also havea a a
S L sS i m v D h s i m v S m S D h .  .  .  .  .  .a a 9 a
s i m v D9 Sh .  . .a
s v m i D h s K . .  .a a 9
 .  y1 y1 . .So c x s v S K x when x g A .a a 9 a
We want to finish this paper with an interesting remark. If we consider
 a .matrix units e in A , leti j a
R s S2 ea ea . .a i j ji
i , j
Then, because K implements S2 and has trace 1, we geta
R s Ky1ea K eaa a i j a ji
i , j
s Ky1ea s Ky1 . a i i a
i
Hence, we can rewrite the formula for the left Haar measure as
w x s v xR .  . a a
a
s v xS2 ea ea . . . a i j ji
i , j , a
a  a .  a .  a .If we let f s v ? e , then e is a basis for A and f is a duali j a ji i j i j
basis in AX . The formula0
w x s f a xS2 ea .  . . i j i j
i , j , a
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w x w x w xis precisely the same as in 1 , 6 , and 10 for finite-dimensional Hopf
algebras.
w xIn fact, one can use techniques similar to those in 10 to prove
invariance of w using this expression.
On the other hand, observe that, for finite-dimensional discrete quan-
 .tum groups in the sense of this paper , left and right Haar measures are
2 w xthe same and S s i, again see e.g. 10 .
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