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This note studies properties of Perron or lower Lyapunov exponents
for discrete time-varying system. It is shown that for diagonal sys-
tem of order s there are at most 2s − 1 lower Lyapunov exponents.
By example it is demonstrated that in non-diagonal case it is possi-
ble to have arbitrarily many different Perron exponents. Finally it is
shown that the exponent is almost everywhere equal to the lower
Lyapunov exponent of the matrices coefﬁcient sequence.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Consider the linear discrete time-varying system
x(n + 1) = A(n)x(n), n 0, (1)
where A(n) are s-by-s real matrices. For the coefﬁcient matrices denote
Φ(m) = A(m − 1) . . . A(0)
and Φ(0) = I, where I is the identity matrix. For an initial condition x0 the solution of (1) is denoted
by x(n, x0) so
x(n, x0) = Φ(n)x0.
By ‖‖ denote the Euclidean norm in Rs and the induced operator norm. For initial condition x0 /= 0
Lyapunov exponent λ(x0) and Perron exponent π(x0) or the lower Lyapunov exponent of solution
x(n, x0) are deﬁned as
λ(x0) = lim sup
n→∞ ‖x(n, x0)‖
1/n
and
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π(x0) = lim inf
n→∞ ‖x(n, x0)‖1/n ,
respectively. For the matrix sequence Φ(n) = [φij(n)]i,j=1,...,s the Lyapunov λ(Φ) and Perron π(Φ)
exponents are deﬁned as follows
λ(Φ) = lim sup
n→∞ ‖Φ(n)‖
1/n∗
and
π(Φ) = lim inf
n→∞ ‖Φ(n)‖1/n∗ ,
where ‖‖∗ is any matrix norm.
The Lyapunov exponents have been investigated in many papers (see [1,2] and the reference
therein). The Perron exponents [6] are deﬁned similarly to Lyapunov exponents but, as we show in
this paper, have very different properties. Some properties of Perron exponents for continuous time
systems have been established in [3,5].
2. Numbers of Perron exponents
It iswell known [2] that the set of all Lyapunov exponents of system (1) contains atmost s elements,
but as it is shown in the next example, that the set of Perron exponents may have more elements.
Example 1. Consider two dimensional system (1) with
A(n) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
[
5n
3n−1 0
0 2
n
4n−1
]
for even n[
3n
5n−1 0
0 4
n
2n−1
]
for odd n
.
Then
Φ(n) =
⎧⎪⎪⎨
⎪⎪⎩
[
5n 0
0 2n
]
for even n[
3n 0
0 4n
]
for odd n
and for x01 = [1 0]T , x02 = [0 1]T , x03 = [1 1]T , wehaveπ(x01) = 3, π(x02) = 2, π(x03) = 4.
The next Theorem shows that the situation from the Example is typical for diagonal system namely
we show that diagonal system (1) has at most 2s − 1 Perron exponents.
Theorem 1. For the diagonal system the set {π(x0) : x0 ∈ Rs, x0 /= 0} has at most 2s − 1 elements.
In the Proof we will use the following
Lemma 2. If (a
(i)
k )k∈N , i = 1, . . . , s are sequences of nonnegative numbers such that for certain positive
constants ci, i = 1, . . . , s exists the limit
lim
k→∞
k
√√√√ s∑
i=1
cia
(i)
k ,
then the limit exists for each nonnegative constants ci, i = 1, . . . , s, it does not depend on these constants
and is equal to max
i=1,...,s lim supk→∞
k
√
a
(i)
k .
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Proof. Denote α = max
i=1,...,s lim supk→∞
k
√
a
(i)
k and let i0 be such that the maximum is achieved. Fix ε > 0
and select k0 such that for all i = 1, . . . , s and k > k0 we have
k
√
a
(i)
k
α + ε
or equivalently
a
(i)
k
 (α + ε)k .
Then
m1a
(i0)
k

s∑
i=1
cia
(i)
k
m2s (α + ε)k ,
wherem1 = min
i=1,...,l ci,m2 = maxi=1,...,l ci and consequently
k
√
m1
k
√
a
(i0)
k
 k
√√√√ s∑
i=1
cia
(i)
k
 k
√
m2s (α + ε)
that is
α  lim sup
k→∞
k
√√√√ s∑
i=1
cia
(i)
k
α + ε.
By virtue of arbitrary choice of ε > 0 the proof of the Lemma is complete. 
Proof of Theorem 2. If the matrices A(n) are diagonal so are Φ(n). Let b
(i)
n , i = 1, . . . , s be the
elements on diagonal of Φ(n) and consider the initial condition x0 = [y1, . . . , ys]T /= 0. Then
‖x(n, x0)‖2 =
s∑
i=1
(
yib
(i)
n
)2
.
Let (nk)k∈N be an increasing sequence of natural numbers such that
π(x0) = lim
k→∞ ‖x(nk , x0)‖
1/nk .
Consider another initial condition x′0 = [y′1, . . . , y′s]T such that yi = 0 if and only if y′i = 0. Then we
have
π(x′0) lim inf
k→∞
⎛
⎝ s∑
i=1
(
y′ib(i)n
)2⎞⎠1/nk ,
but according to Lemma 3 the limit of
(∑s
i=1
(
y′ib
(i)
n
)2)1/nk
exists and is equal to the limit of(∑s
i=1
(
yib
(i)
n
)2)1/nk
and therefore π(x′0)π(x0). In the sameway one can show that π(x′0)π(x0).
It implies that π(x′0) = π(x0). The last fact means that π(x′0) /= π(x0) only if yi = 0 and y′i /= 0 or
y′i = 0 and yi /= 0 for at least one i = 1, . . . , s. Therefore the number of different values of π(x0) is
less or equal 2s − 1. 
In the next theoremwe show that for general case there are no bounds for the number of different
values of Perron exponents.
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Theorem 3. For eachnatural number p there exists system (1)with s = 2 andpdifferent Perron exponents.
Proof. Fix a natural number p and denote by r(n) the remainder of division of nby p. Deﬁne two
sequences of real numbers
an = (p + 1)n
and
bn = (r(n) + 1)n − (r(n) + 1)(p + 1)n.
It is easy to calculate that if
A(n) =
[
an+1
an
− an+1
an
bn + bn+1
0 1
]
,
then
Φ(n) =
[
an bn
0 1
]
.
Moreover∥∥∥∥Φ(mk + k − 1)
[
k
1
]∥∥∥∥
1
mk+k−1 =
(
k2(mk+k−1) + 1
) 1
2(mk+k−1) →
m→∞ k
and ∥∥∥∥Φ(n)
[
k
1
]∥∥∥∥
1
n
 k,
therefore π
(
[k 1]T
)
= k for k = 1, . . . , p − 1, and π
(
[0 1]T
)
= p + 1. 
3. Properties of Perron exponents
For the Lyapunov exponents we have the following well-known relation
max
x0∈Rs
λ(x0) = λ(Φ).
In this paragraph we show a similar relation for the Perron exponents. In that purpose we will use
ideas proposed by Izobov in [5] for continuous time systems.
Let us introduce certain additional notation. For the matrix sequence Φ(n) = [φij(n)]i,j=1,...,s we
deﬁne setsMkl , k, l = 1, . . . , s of natural numbers as follows
Mkl =
{
n : max
i,j=1,...,s
∣∣φij(n)∣∣ = |φkl(n)|
}
.
If Φ(n) /= 0 for all n then for each inﬁnite set Mkl and natural number p we deﬁne the set A(p)kl ⊂ Rs
consisting of vectors x0 = [c1, . . . , cs]T for which there exists an inﬁnite sequence (mj)j=1,2,...,mj →∞,mj ∈ Mkl such that∣∣∣∣∣
∑s
i=1ciφki(mj)
φkl(mj)
∣∣∣∣∣ d(c)e−
mj
p ,
for certain positive constant d(c) ∈ R all j ∈ N.
Lemma 4. The set
⋃∞
p=1
⋃s
k=1
⋃s
l=1 A
(p)
kl is of zero Lebesgue measure.
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Proof. Fix k, l ∈ {1, . . . , s} such thatMkl is inﬁnite and for r > 0 and natural p introduce additional set
Br =
{
[c1, . . . , cs]
T ∈ A(p)kl : |ci| r, i /= l
}
.
Moreover form ∈ Mkl and r > 0 denote byMr(m) the set of all [c1, . . . , cs]T such that∣∣∣∣∣∣∣cl +
s∑
i=1
i /= l
ci
φki(m)
φkl(m)
∣∣∣∣∣∣∣ e
−m
p , |ci| r, i /= l,
The Lebesgue measure of a set K we denote bymes(K). We calculatemes(Mr(m)) as follows
mes(Mr(m))
∫ r
−r
dc1 · · ·
∫ r
−r
dcs
∫ b(m)
a(m)
dcl  2(2r)s−1e−m/p,
where
a(m) =
s∑
i=1
i /= l
ci
φki(m)
φkl(m)
− e−mp , b(m) =
s∑
i=1
i /= l
ci
φki(m)
φkl(m)
+ e−mp .
For the introduced sets we have
Br ⊂
⋃
q<m∈Mkl
Mr(m)
and ∑
q<m∈Mkl
mes(Mr(m))(2r)s
∑
m>q
e
−m
p →
q→∞ 0
for all r > 0 and natural q. Therefore the set Br is measurable and mes(Br) = 0 for all r > 0 and
consequentlymes(A
(p)
kl ) andmes
(⋃∞
p=1
⋃s
k=1
⋃s
l=1 A
(p)
kl
)
= 0. 
The next theorem contains the main results of this section.
Theorem 5. The function π : Rs → R is almost everywhere constant, there exists x0 ∈ Rs such that
sup
x∈Rs
π(x) = π(x0) (2)
and
π(x0) = π(Φ). (3)
Proof. If for certain n0 we have max
i,j=1,...,s |φij(n0)| = 0 then the theorem is trivially satisﬁed. Assume
that max
i,j=1,...,s |φij(n)| > 0 for all natural n. Denote A =
⋃∞
p=1
⋃s
k=1
⋃s
l=1 A
(p)
kl . First we will show that
for all x1, x2 ∈ Rs\A and x3 ∈ Rs we have
π(x1) = π(x2)
and
π(x3)π(x2).
For any square s by smatrix Y = [yij]i,j=1,...,s we have (see [4])
‖Y‖ s max
i,j=1,...,s
∣∣yij∣∣ , (4)
therefore from the relation
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x(n, x1) = x(n, x2) + Φ(n) (x1 − x2) ,
we obtain that
‖x(n, x1)‖ ‖x(n, x2)‖ + s ‖x1 − x2‖ max
i,j=1,...,s
∣∣φij(n)∣∣ . (5)
By the deﬁnition of π(x2) there is an increasing sequence (nk)k∈N of natural numbers such that
π(x2) = lim
k→∞ ‖x(nk , x2)‖
1/nk .
Without loss of generality, we may assume that the sequence (nk)k∈N entirely lies in some Mk0l0
(otherwise, we can always extract a subsequence with this property). Then from (5) we get
‖x(nk , x1)‖ ‖x(nk , x2)‖
(
1 + s ‖x1 − x2‖
∣∣φk0l0(nk)∣∣
‖x(nk , x2)‖
)
. (6)
We also have
‖x(nk , x2)‖
∣∣∣∣∣∣
s∑
i=1
φk0i(nk)x
(i)
2
∣∣∣∣∣∣ ,
where x2 =
[
x
(1)
2 , . . . , x
(s)
2
]T
and therefore
∣∣φk0l0(nk)∣∣
‖x(nk , x2)‖ 
∣∣∣∣∣∣
φk0l0(nk)∑s
i=1φk0i(nk)x
(i)
2
∣∣∣∣∣∣ .
The last inequality together with the deﬁnition of the set A and the fact x2 /∈ A imply
lim inf
k→∞
(
1 + s ‖x1 − x2‖
∣∣φk0l0(nk)∣∣
‖x(nk , x2)‖
)1/nk
= 1,
and by (6) we obtain
π(x1)π(x2). (7)
Because in the proof of the last inequality we have used only the fact that x2 /∈ Awe also proved
π(x3)π(x2). (8)
Moreover we can repeat the same argument as in the proof changing the role of x1 and x2, therefore
π(x2)π(x1). (9)
From (7)–(9) we obtain the ﬁrst two statements of this theorem. It remains to show (3). From the
obvious relation ‖x(n, x0)‖ ‖Φ(n)‖‖x0‖ we obtain the ﬁrst desired inequality
max
x∈Rs π(x)π(Φ).
We will show that for any initial condition x0 ∈ Rs\A, x0 = [c1, . . . , cs]T we have
π(x0)π(Φ). (10)
By the deﬁnition of π(x0) there is an increasing sequence (nk)k∈N of natural numbers such that
π(x0) = lim
k→∞ ‖x(nk , x2)‖
1/nk .
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Because
‖x(nk , x0)‖ = ‖Φ(nk)‖ ‖x(nk , x0)‖‖Φ(nk)‖ ,
we see that
π(x0)  π(Φ) lim inf
k→∞
(‖x(nk , x0)‖
‖Φ(nk)‖
)1/nk
= π(Φ) lim
k→∞
(‖x(mk , x0)‖
‖Φ(mk)‖
)1/mk
, (11)
where (mk)k∈N is a subsequence of (nk)k∈N which implements the last liminf. Without loss of gener-
ality, wemay assume that the sequence (mk)k∈N entirely lies in someMk0l0 (otherwise, we can always
extract a subsequence with this property). Then, taking into account (4) we obtain
lim
k→∞
(‖x(mk , x0)‖
‖Φ(mk)‖
)1/mk
= lim inf
k→∞
(∑s
i=1 ciφk0i(mk)
φk0l0(mk)
)1/mk
.
Suppose that the last lower limit is less then1.Thenthereexistsa subsequence (qk)k∈N of (mk)k∈N((qk)k∈N
implements the last lower limit) and a positive integer p1 such that
lim
k→∞
(∑s
i=1ciφk0i(qk)
φk0l0(qk)
)1/qk
< e
− 1
p1 .
Consequently, for any given ε > 0 the inequality(∑s
i=1ciφk0i(qk)
φk0l0(qk)
)1/qk
< e
− 1
p1 + ε (12)
is valid starting from some k1. Suppose that it is satisﬁed for all k (otherwise wemay eliminate ﬁnitely
many terms of qk). If ε is sufﬁciently small, then there exists a natural number p2 such that
e
− 1
p1 + ε < e− 1p2 .
The last inequality together with (12) implies that x0 ∈ A(p2)k0l0 , which contradicts the choice of x0.
Therefore
lim inf
k→∞
(∑s
i=1ciφk0i(mk)
φk0l0(mk)
)1/mk
 1.
This together with (11), implies (10) and the proof of the Theorem is complete. 
4. Conclusions
It is shown that for discrete time-varying system with diagonal coefﬁcients of order s there are at
most 2s − 1 Perron exponents. By example it is demonstrated that for any natural number p there is
two dimensional systemwith exactly p Perron exponents. Finally it is shown that the Perron exponent,
considered as a function of initial conditions, is almost everywhere, with respect to the Lebesgue
measure, equal to the Perron exponent of the sequence of matrices coefﬁcients.
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