Abstract-Data aggregation scheduling, or convergecast, is a fundamental pattern of communication in wireless sensor networks (WSNs), where sensor nodes aggregate and relay data to a sink node. For WSN applications that require fast response time, it is imperative that the data reaches the sink as fast as possible. For such timeliness guarantees, TDMA-based scheduling can be used to assign time slots to nodes in which they can transmit messages. However, any slot assignment approach needs to be cognisant of the fact that crash failures can occur (e.g., due to battery exhaustion, defective hardware). In this paper, we study the design of such data aggregation scheduling (convergecast) protocols. We make the following contributions: (i) we identify a necessary condition to solve the convergecast problem, (ii) we introduce two versions of the convergecast problem, namely (a) a strong version, and (b) a weak version , (iii) we show that the strong convergecast problem cannot be solved, (iv) we show that deterministic weak convergecast cannot be solved in presence of crash failures, (v) we show that there is no 1-local algorithm that solves stabilising weak convergecast in presence of crash failures, (vi) we provide a modular d-local algorithm that solves stabilising weak convergecast in presence of crash failures where d is the network radius, and (vii) we show how specific instantiations of parameters can lead to an d-local algorithm that achieves more efficient stabilization. Our contributions are novel: (i) the first contribution (necessary condition) provides the theoretical basis which explains the structure of existing convergecast algorithms, and (ii) the study of convergecast in presence of crash failures has not previously been studied.
I. INTRODUCTION
Data gathering is a basic capability expected of any wireless sensor network (WSN). The usual means of performing data gathering is to have all nodes send their measurements (possibly over multiple hops) to a particular node called a sink. This type of communication, called convergecast is fundamental to WSNs. Convergecast works by constructing a logical tree (called a convergecast tree) on top of the physical topology, with the sink located at the root, and data is then routed to the sink along the tree. However, due to the broadcast nature of the communication medium, data transmissions need to be mediated to avoid collisions and interference, that lead to energy exhaustion.
Mediating this transmission can be achieved through the use of an appropriate media access control (MAC) protocol. For WSN applications that need fast response time (e.g., disaster recovery), timeliness is of utmost importance. To this end, we investigate Time Division Multiple Access (TDMA)-based MAC protocols for data aggregation convergecast, in which each node is allocated a specific time slot in which it can transmit its data. Another advantage of a TDMA schedule for WSNs is that the transceivers can be turned on only when needed, thus saving energy. There exist several algorithms for convergecast in multi-hop radio networks, e..g., [11] , [8] , [12] that can be used for WSNs. A common pattern in TDMA-based algorithms is the decomposition of the problem into two independent subproblems: (i) a logical tree construction, and (ii) time slot allocation along the constructed tree. Various objectives of scheduling algorithms exist, e.g., minimizing time for completing a convergecast [8] , maximizing throughput [12] , which determine the slot assignment (i.e., the schedule) along the tree.
One variant of convergecast on which we focus in this paper is called data aggregation convergecast (or data aggregation scheduling). In data aggregation convergecast, a node aggregate the data obtained from its children (from the convergecast tree) before relaying it to its parent, usually for energy reasons. The objective, in this case, is that a node can only transmit a message after collecting data from all of its children. Consider the following regular TDMA-based convergecast (contrast with data aggregation convergecast) example: there is a schedule in which, in a given round, the nodes close to the sink transmit early in the round, while nodes further from the sink transmit later. This schedule would not work for data aggregation convergecast as this would mean that nodes close to the sink (which transmit early) have no chance of aggregating their neighbours' data in the given round prior to sending them to the sink, because they did not get the chance to receive data from nodes from further away. Data aggregation is important in WSNs as it has been shown to lead to significant reduction in energy consumption.
A. Contributions
Several work has addressed the problem of convergecast, with a subset of these addressing the problem of data aggregation scheduling. However, very few has investigated the problem of data aggregation convergecast in presence of crash failures, on which we focus in this paper. Crash failures in WSNs can be brought about by say defective hardware, or battery exhaustion. In this context, we make an in-depth study of data aggregation convergecast in presence of crash failures. Thus, we make the following contributions:
• We identify a necessary condition for solving the data aggregation convergecast problem. This condition provides the theoretical basis that explain the structure of several data aggregation convergecast.
• We provide two variants of the data aggregation convergecast problem, namely (i) strong data aggregation convergecast, and (ii) weak data aggregation convergecast.
• We show that it is impossible to solve the strong data aggregation convergecast problem.
• We show that it is impossible to solve the weak data aggregation convergecast problem in presence of crash failures.
• We introduce the problem of stabilising weak data aggregation convergecast and show that, in general, there is no 1-local algorithm that solves the problem.
• We develop a modular d-local algorithm that solves the stabilizing weak data aggregation convergecast, where d is the network radius.
• We also develop another d-local algorithm that achieves more efficient stabilization.
Our paper is structured as follows: In Section 2, we survey related work in the area. We present our system and fault models in Section 3. We formalize the problems of strong and weak data aggregation convergecast in Section 4. In Section 5, we focus on variants of the weak data aggregation convergecast. In Section 6, we present and prove the various impossibility results. In Section 7, we provide a d-local algorithm for solving the stabilising convergecast problem, and another dlocal algorithm that achieves more efficient stabilization. We summarise the paper in Section 8.
II. RELATED WORK
In this section, we briefly survey the area of MAC protocols for convergecast, and we put our contributions in the appropriate context.
To the best of our knowledge, very little work has been done for developing collision-free data aggregation convergecast that tolerates crash failures [7] . Several convergecast algorithms attempt to optimise a given metric such as time [8] , throughput [12] . Our approach is not focused on optimising such metrics, but is however based on understanding the problem of data aggregation convergecast in presence of crash failures. The work presented in [8] does not tolerate crash failures as a crash failure will cause a partition in the network. Another known fault-tolerant convergecast algorithm by Kulkarni and Arumugam [11] tolerates transient failures that corrupt the state of the program, but the authors did not consider crash failures. [11] also assumes that nodes are able to obtain their positions accurately, which we do not assume. State-of-the-art on convergecast protocols is summarised in Table I. 
III. MODELS

Graphs and networks:
We define a wireless sensor node as a computing device equipped with a wireless interface and associated with a unique identifier. Communication in wireless networks is typically modelled with a circular communication range centered on the node, and assuming all nodes have the same communication range. With this model, a node is thought as able to exchange data with all devices within its communication range.
A wireless sensor network is a collection of wireless sensor nodes and is modelled as an undirected graph G = (V, E) where V is a set of N wireless sensor nodes and E is a set of edges or links, each link being a pair of distinct nodes. Two nodes m ∈ V and n ∈ V are said to be 1-hop neighbours (or neighbours) iff (m, n) ∈ E, i.e., m and n are in each other's communication range. We denote by M the set of m's neighbours. We say that two nodes m and n can collide at
1 . In general, two nodes m and n can collide if they are in the 2-hop neighbourhood of each other. We then define the collision group of a node n as follows:
where 2hopN (m, n) is a predicate that returns true if m, n are in each other's 2-hop neighbourhood.
We denote by Δ m the degree of m, i.e., the size of M . We also denote by Δ G , the degree of G, i.e., Δ G = max({Δ m , m ∈ V }). We assume a distinguish node S ∈ V , called a sink. A path of length k is a sequence of nodes n k . . . n 0 such that ∀j, 0 < j ≤ k, p j and p j−1 are neighbours. We say a path n k . . . n 0 is an S-path if n 0 = S. The path n k . . . n 0 is said to be forward if ∀i, j, 0 < i ≤ j ≤ k, n i = n j . A path n k . . . n 0 is called a cycle if the path is forward and n 0 = n k . In this paper, we focus on forward S-paths (henceforth, paths).
Given an undirected graph G = (V, E): G is connected iff there exists a path in G between each pair of distinct nodes. In general, we are only interested in paths that end with the sink. G is said to be S-connected iff every node in G has a path to the sink S, and we say that G is S k -connected iff G is S-connected, and there are k disjoint paths connecting the sink S to every node in G. The distance between two nodes m and n in G is the length of the smallest path between m and n in G. We denote the distance between m and n by d (m, n) . communicating processes. We represent the communication network of a distributed program by an undirected connected graph G = (V, E), where V is the set of N processes and E is a set of edges such that ∀m, n ∈ V , {p, q} ∈ E iff m and n can directly communicate together, i.e., nodes m and n are neighbours.
Variables take values from a fixed domain. We denote a variable v of process n by n.v. Each process n has a special channel variable, denoted by n.ch, modelling a FIFO queue of incoming data sent by other nodes. This variable is defined over the set of (possibly infinite) message sequences. In a given state s, several processes may be enabled, and a decision is needed to decide which one(s) execute. A scheduler is a predicate over the computations. In any computation, each step (s, s ) is obtained by the fact that a non-empty subset of enabled processes atomically execute an action. This subset is chosen according to the scheduler. A scheduler is said central [5] if it chooses one enabled process to execute an action in any execution step. A scheduler is said distributed [3] if it chooses at least one enabled process to execute an action in any execution step. A scheduler may also have some fairness properties [6] . A scheduler is strongly fair if every process that is enabled infinitely often is chosen infinitely often to execute an action in a step. A scheduler is weakly fair if every continuously enabled process is eventually chosen to execute an action in a step. A synchronous scheduler is a distributed scheduler where all enabled processes are chosen to execute an action in a step. In this paper, we assume a synchronous scheduler, capturing a synchronous system where an upper bound exists on the time for a process to execute an action [13] . This assumption is not unreasonable as WSNs are often time-synchronized [14] to either correlate sensor readings from different devices or for time-based protocols such as TDMA [9] .
A specification is a set of computations. Program P satisfies specification ¶ if every computation of P is in ¶. Alpern and Schneider [1] stated that every computation-based specification can be described as the conjunction of a safety and liveness property. Intuitively, a safety specification states that something bad should not happen, whereas a liveness specification states that something good will eventually happen. Formally, the safety specification identifies a set of finite computation prefixes that should not appear in any computation. A liveness specification identifies a set of computation suffixes such that every computation has a suffix in this set. Communication: An action with a rcv(msg, sender) guard is enabled at process p when there is a message at the head of the channel p.ch. Executing the corresponding action causes the message to be dequeued from the p.ch, while msg and sender are bound to the content of the message and the identifier of the sender node. With a weak or strong fairness assumption, a stand alone rcv(msg, sender) guard implies that the message msg will eventually be delivered. Differently, the send(msg) command causes message msg to be enqueued to the channel q.ch of all processes q that are neighbours of p. We model synchronous communication as follows: after a process m sends a message to another process n in state s i , process n executes the corresponding receive in state s i+1 , i.e., the corresponding receive is executed before any other enabled actions of process n, such that, in some sense, message deliveries take higher priority.
Overall, in this paper, we assume a synchronous system model. Faults: A fault model stipulates the way programs may fail. We consider crash failures that causes a program to stop executing instructions. Formally, a crash failure can be modeled through the use of auxiliary variables, and appropriate fault (crash) actions that change the value(s) of the auxiliary variables [2] . We say that a crash occurs if a crash action is executed. Crash actions can interleave program actions and they might or might not be executed when enabled. We say a computation is crash-affected if the computation contains program and crash transitions. In this paper, we assume that the sink node does not crash. TDMA: TDMA is a technique whereby the timeline is split into a series of time periods (or periods), and each period is divided into a series of time slots. In each period, every node is assigned a slot in which it transmits its message. Slots have to be assigned carefully to avoid message collisions. Specifically, nodes that are in each others' collision groups cannot transmit in the same slot.
Definition 1 (d-local algorithm):
Given a network G = (V, E), a problem specification ¶ for G, and an algorithm A that solves ¶. Algorithm A is said to be d-local if a node n ∈ V uses information from its d-hop neighbourhood.
IV. PROBLEM DEFINITIONS
In this section, we present two variants of the data aggregation convergecast, namely (i) the strong data aggregation convergecast, and (ii) the weak data aggregation convergecast. Recall that we are focusing on forward S-paths, i.e., paths that end with a sink. For data aggregation convergecast, as argued before, nodes closer to the sink should transmit later than nodes further away from a sink (in what we call as proper slot assignment).
A. Strong Data Aggregation Convergecast
We define the problem of weak data aggregation convergecast. The intuition here is, in a network where f crash failures can occur, there should be at least (f + 1) disjoint paths from any node to the sink for the network to remain connected. Then, for strong convergecast, we require that every path has a proper slot assignment, i.e., for every path n . . . n i ·n i+1 . . . S from a node n to sink S, the slot for n i+1 is greater than the slot for n i . Formally, the strong data aggregation convergecast is defined as follows:
Definition 2 (Strong data aggregation convergecast): Given a network G = (V, E), a TDMA-based collision-free data aggregation convergecast is a sequence of senders P 1 , P 2 , . . . , P l satisfying the following constraints:
The first condition stipulates that nodes are allocated at most one time slot in the schedule in any round. The second condition implies that all nodes (apart from the sink) will get at least one transmission slot. Taken together, conditions 1 and 2 state that every node (except the sink) will transmit in exactly one slot in the schedule. The third condition captures the fact that whenever a node transmits a message, all of its neighbours closer to the sink will transmit in a later slot, and the condition captures the notion of strong proper convergecast. The last condition captures the condition for collision freedom, i.e., two nodes can transmit in the same slot only if they are not in each other's collision group. Overall, nodes in P 1 transmit first, followed by those in P 2 , and so on, until those in P l . The parameter l is called the data aggregation latency. Observe that
Given a network G = (V, E), an algorithm that produces a slot assignment that satisfies the above requirements for G is said to solve the collision-free strong data aggregation convergecast (or simply the strong data aggregation convergecast) problem for G, and the schedule is termed a strong proper convergecast schedule for G.
B. Weak Data Aggregation Convergecast
In this section, we formally define the problem of weak data aggregation convergecast. We then provide two versions of the specification for the problem of developing a collisionfree data aggregation convergecast schedule, the first one being a deterministic one, the second version a stabilising version. Analogous to our deterministic and stabilising versions are the definitions of perfect failure detectors, and eventual perfect detectors, a la Chandra and Toueg [4] , although in a different context.
Definition 3 (Collision-free data aggregation scheduling): Given a network G = (V, E), a TDMA-based collisionfree data aggregation schedule is a sequence of senders P 1 , P 2 , . . . , P l satisfying the following constraints:
As for the case of strong data aggregation convergecast, conditions 1 and 2 state that every node (except the sink) will transmit in exactly one slot in the schedule. The third condition captures the fact that whenever a node transmits a message, at least one of its neighbours closer to the sink will transmit in a later slot, and the condition captures the notion of weak proper convergecast. The last condition captures the condition for collision freedom, as in the case of strong data aggregation convergecast.
Given a network G = (V, E), an algorithm that produces a schedule that satisfies the above requirements for G is said to solve the collision-free weak data aggregation convergecast problem (or weak data aggregation convergecast) for G, and the schedule is termed a weak proper convergecast schedule for G.
Based on Definitions 2 and 3, we now define the concept of a strongly and weakly proper slot, for ease of discussion.
Definition 4 (Strongly and Weakly Proper Slot): Given a graph G = (V, E). The slot i allocated to a node n, i.e., n ∈ P i , is said to be strongly proper for n in G if and only if ∀m ∈ N, n · m . . . S is a path: ∃j > i : m ∈ P j . Also, the slot i allocated to a node n, i.e., n ∈ P i , is said to be weakly proper for n in G if and only if ∃m ∈ N, n · m . . . S is a path: ∃j > i : m ∈ P j .
We will only say a slot is strongly or weakly proper if n and G are clear from the context.
V. WEAK DATA AGGREGATION CONVERGECAST SPECIFICATIONS
Given the definition for weak data aggregation convergecast schedule(Definition 3), we now investigate two possible specifications for the problem of obtaining such a convergecast schedule, namely (i) a deterministic specification, (ii) a stabilising specification. These specifications capture the possible behaviours of programs that can generate a weak data aggregation convergecast schedule. The specifications are described following the notion that a trace-based specification is the combination of a safety specification and a liveness specification [1] .
A. Deterministic Weak Data Aggregation Convergecast
In this section, we provide the definition for deterministic weak data aggregation convergecast (Definition 5).
Definition 5 (Deterministic Weak Convergecast): Given a network G = (V, E), a program A deterministically solves the weak data aggregation convergecast problem (Definition 3) for G if every computation of A satisfies the following: 1) Safety: A node n in G is allocated a slot only if the slot is weakly proper for n in G. 2) Liveness: Eventually, every node n in G is allocated a slot.
Whenever G is obvious from the context, we will omit its use. Safety prevents a node from being assigned an arbitrary slot, while liveness requires every node to be assigned a slot. Taken together, it captures the notion that all nodes will be allocated weakly proper slots, which then generate the weak data aggregation convergecast schedule for G.
B. Stabilising Weak Data Aggregation Convergecast
We now define a weaker version of the deterministic specification, namely the stabilising version (Definition 6).
Definition 6 (Stabilising Weak Convergecast):
Given a network G, a program A eventually solves the weak data aggregation convergecast problem (Definition 3) for G if every computation of A satisfies the following: 1) Safety: Eventually, a node n in G is allocated a slot only if the slot is weakly proper for n in G. 2) Liveness: Eventually, every node n in G is allocated a slot. The stabilising version of the data aggregation convergecast schedule problem allows the algorithm A to make a finite number of mistakes during slot allocation (in contrast, no mistakes are allowed in the deterministic version). The mistakes are due to the fact that the slots allocated are not weakly proper. Eventually, the mistakes will stop when faults stop, and a weak data aggregation convergecast schedule will be eventually obtained.
In the next section, we investigate the possibilities and impossibilities of achieving strong and weak data aggregation convergecast schedules.
VI. RESEARCH CONTRIBUTIONS
In this section, we present some of our main research contributions. Our first contribution (Section VI-A) is to identify a necessary condition to solve the the strong or weak data aggregation convergecast problem. We then show that it is impossible to solve the strong data aggregation convergecast problem (Section VI-B). In Section VI-C, we show that it is impossible to solve the deterministic weak data aggregation convergecast problem in presence of crash failures. We also show that there exists no 1-local algorithm that solves the stabilising proper convergecast problem (Section VI-D).
A. Necessary Condition to Solve Strong and Weak Data Aggregation Convergecast
Our first main contribution is a necessary condition to solve the strong or weak data aggregation convergecast, as captured by Theorem 1. Intuition When a node n has to decide on a slot, it needs to determine which of its neighbours are on a path to the sink so it can choose its slot accordingly. If a node cannot determine this, i.e., it cannot discriminate among its neighbours, then it is difficult for n to decide on a strongly or weakly proper slot, thus the data aggregation convergecast problem becomes difficult to solve.
Theorem 1 (Impossibility): Given a network G = (V, E). Then, there exists no algorithm A that solves the proper convergecast problem if ∀n ∈ (V \ {S}), n cannot choose a node m ∈ N such that n · m . . . S is a path. Proof We assume the existence of the algorithm A that solves the proper convergecast problem when a node n cannot choose a node m ∈ N such that n · m . . . S is a path, and show a contradiction. Given a graph G = (V, E). Assume a node n ∈ V \ {S} with neighbourhood N , and a unique node m ∈ N with n · m . . . S a path in G. Since A solves the proper convergecast problem, A identifies m ∈ N as the neighbour on the path from n to S. Now, given another graph G = (V, E ), where G differs from G as follows: the nodes are labelled such that N in G is exactly as in G, and that n · m . . . S is no longer a path in G , but m · n . . . S. Since N is the same in G as in G, A will again choose m as being on the path from n to S (since nodes cannot determine which of its neighbour is on the path to S). This violates the proper convergecast requirement. Hence, A cannot exist.
Theorem 1 states that nodes need to be able to determine which node, among their neighbours, is on the path to the sink. This is only an abstract requirement, and there are various possible implementations for this. In fact, Theorem 1 provide an insight into the design of existing convergecast algorithms [11] , [8] . These algorithms indeed provided different possible implementations of the abstract requirement identified in Theorem 1. In [11] , the authors used classes of graphs (such as grids) for which the direction of the path can be inferred. In [8] , the authors use hop distance to allow a node to determine which of its neighbours is on the path to the sink. As future work, we plan to identify the simplest, i.e., lightweight, implementation for this requirement.
B. Strong Data Aggregation Convergecast
Our second major contribution is to determine the feasibility of obtaining a strong data aggregation convergecast schedule, as captured by Theorem 2. The main implication of a strong data aggregation schedule is that, if a node has more than one neighbour towards the sink, then the schedule is inherently resilient to a certain number of crash failures. Intuition Given a network G = (V, E) in which every node has at least two disjoint paths to the sink, and nodes n, p ∈ V that have each two disjoint paths to the sink. Node n has one path being n · m . . . S, and the other n · p . . . S. From the definition of strong data aggregation convergecast (Definition 2), node n needs to have a slot less than that of m and p. Now, p has one path p·n . . . S to the sink. Thus, p needs to have slot less than that of n, which leads to a problem.
Theorem 2 (Impossibility): Given a network G = (V, E) in which every node n ∈ V has at least two disjoint paths to the sink. Then, there exists no algorithm that can generate a strong data aggregation convergecast schedule. Proof We assume the existence of the algorithm A that can generate a strong data aggregation convergecast schedule, and then show a contradiction. Consider two nodes n, p ∈ V , both of which have exactly two disjoint paths to the sink. For node n, one path is n · m . . . S, and the other being n · p . . . S. Now, assume a computation C of A where nodes m, p have already chosen their slots. Since A can generate a strong data aggregation schedule, n is assigned a slot less that than of m and p in C. Now consider a computation C of A where nodes m, n have already chosen their slots. Since p has two disjoint paths to the sink S, and one of them is of the form p · n . . . S, then in C , p chooses a slot which is less than that of n. This contradicts our previous observation where n has slot less than both m, p. Hence, A cannot exist.
The implication of Theorem 2 is that it is impossible to generate a convergecast schedule that is inherently resilient to a certain number of crash failures. On the other hand, it can be observed that a weak data aggregation convergecast schedule can be obtained. However, understanding the generation of such weak data aggregation schedules in presence of crash failures is important.
C. Deterministic Weak Data Aggregation Convergecast in presence of Crash
In this section, we investigate the possibility of solving the deterministic weak data aggregation convergecast problem in presence of crash failures, where nodes stop executing program instructions. To the best of our knowledge, no work has addressed the problem of (strong or weak) data aggregation convergecast problems in the presence of crash failures. We show that it is impossible to solve the deterministic weak data aggregation convergecast problem. Intuition From the specification of deterministic weak data aggregation convergecast, it is stated that nodes are only assigned weakly proper slots. However, when a node is deciding on a slot, a crash failure can occur along a path P such that the slot is no longer weakly proper.
Thus, the third main contribution of the paper is captured by Theorem 3, which states that it is impossible to solve deterministic weak data aggregation convergecast in presence of crash failures. From Theorem 1, we assume that nodes can determine which of their neighbours are on the path to the sink.
Theorem 3 (Impossibility): Given a network G = (V, E) in which every node n ∈ V has (f +1) disjoint paths to the sink, a fault model F where f crash failures can occur. Then, there exists no algorithm that can solve the deterministic weak data aggregation convergecast problem for G in the presence of F . Proof We show for the case for f = 1. Consider a graph G = (V, E) in which every node n ∈ V has 2 disjoint paths to the sink, and assume an algorithm A that solves the deterministic weak data aggregation convergecast problem for G, and show a contradiction.
Consider nodes m, n, p ∈ V \ {S}, and two paths for node n to the sink are n · m . . . S, and n · p . . . S. Consider a computation C of A in which node n chooses a slot which is less than that of node m only in state S, resulting in state S . Node n now has a weakly proper slot. Now, consider a faulty computation C of A which is identical to C up to state S. In state S, a node x, such that m · x . . . S is a path, crashes. Since C is identical to C up to S, node n chooses a slot which is less than that of node m only in state S. However, because of x crashing, the path n · m . . . S no longer exists, and hence the slot for node n is no longer weakly proper for G which is identical to G except with x failing. Hence, A did not assign a weakly proper slot to n in C , which is a contradiction. Hence, no such A exists.
Theorem 3 states that, in presence of crash failures, it is impossible to solve the deterministic weak data aggregation convergecast problem. Specifically, this happens due to the fact that nodes can mistakenly assign slot that are not weakly proper due to the crash failures they are unaware of when they are deciding on a slot. Thus, to allow for these possible mistakes, we weaken the specification, and consider the stabilising version of the problem, viz. stabilising weak data aggregation convergecast problem. The area of self-stabilisation is quite mature [6] . A self-stabilising algorithm is one that eventually satisfies its specification in the sense that the safety property is eventually satisfied. In the next section (Section VI-D), we investigate on the possibility of achieving stabilising weak data aggregation convergecast in presence of crash failures.
D. Stabilising Weak Data Aggregation Convergecast in presence of Crash
Because mistakes can be made during slot assignment due to node crashes, the specification for stabilising weak data aggregation convergecast allows for this to occur only finitely. It is stated that, eventually, every node will eventually have weakly proper slots, allowing a finite number of mistakes to be made. From Theorem 1, we know that nodes only need to know at least one of their neighbours on a path to the sink. Thus, we investigate the problem of whether a 1-local algorithm can solve the stabilising weak data aggregation convergecast, i.e., achieving stabilising weak data aggregation convergecast using information from only 1-hop neighbourhood. 1-local algorithms are important as they make use of local interactions only [10] , thus helping reduce energy consumption, thereby prolonging network lifetime. Intuition In the specification for stabilising weak data aggregation convergecast, nodes are allowed to make a finite number of mistakes when deciding on proper slots. However, since the crash information held by a node needs to be beyond its 1-hop neighbourhood, solving stabilising weak data aggregation convergecast by 1-local algorithms is impossible. Specifically, a node needs to have a network wide information about crashes to determine which of its neighbouring nodes has a path to the sink. This is captured by Theorem 4.
Theorem 4 (Impossibility): Given a network G = (V, E) in which every node n ∈ V has (f +1) disjoint paths to the sink, a fault model F where f crash failures can occur. Then, there exists no 1-local algorithm that can solve the stabilising weak data aggregation convergecast problem in the presence of F .
Proof:
We prove for the case for f = 1, which can be easily generalised. Consider a graph G = (V, E) in which every node n ∈ V has 2 disjoint paths to the sink, and assume a 1-local algorithm A that solves the stabilising weak data aggregation convergecast problem for G, and show a contradiction.
Consider nodes m, n, p ∈ V \ {S}, and two paths for node n to the sink are n · m . . . S, and n · p . . . S. Now, consider a faulty computation C of A in which node n chooses a slot in state S which is less than that of node m. Also, in a state S, a node x, such that m · x . . . S is a path, crashes. Observe that node x is 2 hops away from node n. Since A solves the stabilising weak data aggregation convergecast in C, it means that in a state S (after S), node n changes its slot to one that is weakly proper for the G (same as G without node x), after learning about the crash of x. However, x was 2 hops away, meaning A is a 2-hop algorithm. This is a contradiction. Hence, no such A exists.
Since there is no 1-local algorithm that can solve the stabilising weak data aggregation convergecast, it is obvious that a d-local algorithm exists, where d is the network radius, since every node needs to know about network-wide node failures.
In this section, we have investigated various cases of developing weak data convergecast schedules, and proved several impossibility results. In the next section, we address some of the limitations identified, and provide algorithms for different cases.
VII. ALGORITHMS FOR SOLVING WEAK DATA AGGREGATION CONVERGECAST
In this section, we consider the specification for weak data aggregation convergecast schedules, namely the stabilising weak data aggregation convergecast. We present a modular d-local algorithm that allows for stabilizing convergecast. We will also show another d-local algorithm that achieves more efficient stabilization.
A. A d-local Algorithm for Solving Stabilising Weak Data Aggregation Convergecast
We have previously proved that it is impossible to design a 1-local algorithm to solve the stabilising weak data aggregation convergecast. In fact, since a node needs to know about crash failures in the network, it is clear that only a d-local algorithm will work, where d is the network radius. Here, we provide such an algorithm that achieves this goal. Intuition From Theorem 4, we note that the impossibility is due to the fact that crash information needs to extend beyond the 1-hop neighbourhood. The algorithm we present in Figure 1 propagates crash information whenever nodes learn about crashes in the network, and nodes whose slots were weakly proper based on a path on which there is a crash need to reset their slot information. Working of d-local algorithm (Figure 1 ): Each process j runs a copy of the program. The program has a timer wave set to δ. When the timer timeouts, each node sends the following information: j, J, slot (i.e., its id, its neighbourhood, its slot number). The sink sends a standard message with slot = Δ (size of the network). Node j collects all the messages received. When all messages have been received, it first checks for any crash failure (action check). Then, it checks if there are any conflicting slots already allocated, and if so notifies the respective neighbours. Otherwise, the node chooses an appropriate weakly proper slot. When nodes are notified of crashes, they reset their relevant state only if their parent (or ancestor) has crashed. Also, a node re-calculates its slot in case its original slot conflicts with that chosen by another node in that they can cause collision.
We now prove the correctness of the algorithm. We focus on the case of one failure.
Lemma 1 (Stabilisation): Given a network G = (V, E), where every node has two disjoint paths to the sink. Consider three nodes m, n, p, and assume a path m·n·p . . . S. Assume a faulty computation C of the program of Figure 1 where single crash failure of node p occurs in a state s i , in which m, n have slots = ⊥, and parent of n is p, and parent of m is n. Then, there is a state s j , j > i where m resets its slot and parent values, and a state s k , k > j where m gets a new slot.
Proof:
In state s i , p crashes, which gets detected by node n (child of p) in a state s l , i < l < j from the receive and check actions, where n resets its slot and parent values, and sets a crash flag to 1. From the dissem action, that crash is broadcast by n to its neighborhood. Node m learns about the crash from the reset action, and since n is its parent, it resets its slot and parent values in state s j , j > i. Since every node has two disjoint paths in G, there exists one path along which nodes continually execute the dissem action. When node m gets a message with new slot information, it updates its slot from the receive action in a state s k .
Theorem 5 (Correctness of d-local algorithm):
Given a network G = (V, E), where every node has two disjoint paths to the sink, and a fault model where a single crash failure can occur. Then, the program of Figure 1 solves the stabilising weak data aggregation convergecast. Proof: From Lemma 1, and the fact that every node is eventually assigned a slot through the execution of action dissem, and receive. Also, collision freedom is ensured as every child of a node gets a different slot through the rank function. Any potential slot conflict is resolved through actions check and resolve.
B. Efficient Algorithm for Solving Weak Data Aggregation Convergecast
In this section, we consider the case where stabilizing weak data aggregation convergecast can be solved more efficiently using a d-local algorithm, i.e., the d-local algorithm achieves more efficient stabilization. Here, efficient means that the number of nodes which have to reset and recalculate new slot values is reduced. This is achieved by having two waves: (i) a slot wave, and (ii) a crash notification wave. By making the crash notification wave travel faster than the slot wave, we reduce the number of nodes that are perturbed by the crash. Intuition The working of the protocol is similar to that of the algorithm of Figure 1 . The only difference is that the crash notification wave can be made to travel faster than the slot wave. When a node chooses a slot, it passes its slot information to its children, which then decide for their slots accordingly. On the other hand, periodically, nodes will send "I am alive". When a crash is detected, a "crash" message is immediately broadcast by the node that detects the crash, and all children reset their slot/parent values. Then, the crash notification wave is made to travel faster than the slot wave by executing the neighborhood discovery more frequently than slot dissemination.
Theorem 6 (Correctness of algorithm of Figure 2) : Given a network G = (V, E), where every node has two disjoint paths to the sink, and a fault model where a single crash failure can occur. Then, the program of Figure 2 is an d-local algorithm that solves the stabilising weak data aggregation convergecast.
Proof:
The proof of correctness is similar to that for the d-local algorithm of Figure 1 .
Now, we present a result that shows that the algorithm of Figure 2 can achieve a more efficient stabilization than the algorithm of Figure 1 . In fact, the algorithm of Figure 1 can be considered a special case of the algorithm of Figure 2 .
Here, we define the notion of perturbation as follows: Definition 7 (Perturbtion area): Given a network G = (V, E), a crash fault mode F . The perturbation area is the maximum number of nodes that have to reset their slots to ⊥ due to faults F occurring.
Theorem 7 (Perturbation area): Given a network G = (V, E), where every node has two disjoint paths to the sink, and a fault model where a single crash failure can occur. Then, the program of Figure 2 solves stabilizing weak data aggregation convergecast with perturbation area of size O(Δ G ). Proof: Assume a node n crashes, and the latest node m to choose its slot based on n (there is a path between m and n) is h. In the time the neighborhood (crash) propagates (beacon period λ), the slot information, at wave period δ, propagates too. Assume the slot information has traveled another x hops. So, for stabilization, the crash information needs to catch up with the slot information. i.e., h+x λ = x δ . Rearranging, we get x = δλ λ −δ . Thus, in all, the crash information needs to travel h + x hops to catch up, i.e., travels h·λ λ−δ . Given that the degree of G is Δ G , the maximum number of nodes that will reset is ( h·λ λ−δ · Δ G ). Now, if we allow for δ = λ (which is the case for Figure 1) , then x = ∞, meaning that the perturbed area will be unbounded, i.e., the size of the perturbed area is O(N ), where N is the number of nodes in the network. However, by setting λ to be much bigger than δ, the size of the perturbed area can be bounded.
C. Example Case Study
In this section, we present a small example to illustrate the working of the algorithm of Figure 2 . Consider a ring network G of size 7, with the sink being node 0. The ring network is an S 2 -connected graph. Thus, G = ({0 . . . 7}, {(0, 4), (4, 5) , (5, 3) , (3, 6) , (6, 2) , (2, 1), (1, 0)}).
We assume the slot period to be δ, and crash notification period to be λ, where λ << δ. Thus, at the end of the first slot period, the sink broadcasts 0, {4, 1}, 7 . Nodes 1 and 4 receives the message. Node 1 will execute action check, whereby it sets its slot to 6 (as it is first in the rank -increasing id order), and node 4 will set its slot to 5. Both will set their parent variable to 0. At the end of the second wave period, node 5 will have slot value set to 4, and parent to 4, while node 2 will have its slot set to 5, and parent to 1. Similarly, at the end of the third slot period, node 3 will set its slot to 3 and parent to 5, while node 6 will set its slot to 4, and parent to 5. Now, assume that, at the start of the fourth slot period, node 4 crashes. This crash is detected at time (2δ + λ) by node 5, which broadcasts crash, 5 , and it resets its slot, and parent value to ⊥. Node 3 receives the crash notification message and resets its slot, and parent value to ⊥ as it has node 5 as parent. Node 3 then broadcasts crash, 3 , which is received by node 5, and 6. But, node 6 does not reset its slot and parent values as it does not have node 3 as parent. Node 5 does nothing as node 3 is not its parent. Now, At the end of the fourth slot period, node 6 broadcasts 6, {2, 3}, 4 . By action check, node 3 sets its slot to 3, and parent to 6. Likewise, at the end of the fifth slot period, node 5 will set its slot to 2, and its parent to 3.
VIII. CONCLUSION
In this paper, we have investigated the problem of data aggregation convergecast in presence of crash failures. The work is novel in its kind, as it is the first work that properly investigates the possibility of designing data aggregation schedules in presence of failures. We have made the following important contributions:
• We have identified a necessary condition for solving the data aggregation convergecast problem. This condition provides the theoretical basis that explain the structure of several data aggregation convergecast.
• We have introduced two variants of the data aggregation convergecast problem, namely (i) strong data aggregation convergecast, and (ii) weak data aggregation convergecast.
• We have shown that it is impossible to solve the strong data aggregation convergecast problem.
• We have shown that it is impossible to solve deterministic weak data aggregation convergecast problem in presence of crash failures.
• We introduced the problem of stabilising weak data aggregation convergecast and showed that, in general, there is no 1-local algorithm that solves the problem.
• We developed a modular d-local algorithm that solves the stabilizing weak data aggregation convergecast, where d is the network radius.
• We also developed another d-local algorithm that achieves more efficient stabilization.
As future work, we plan on investigating the problem of data aggregation convergecast in presence of Byzantine failures, as well as a combination of fault models namely crash and transient. We will also conduct extensive simulations to obtain results about the algorithms we proposed in this paper.
