A constrained ℓ 1 minimization method is proposed for estimating a sparse inverse covariance matrix based on a sample of n iid p-variate random variables. The resulting estimator is shown to enjoy a number of desirable properties. In particular, it is shown that the rate of convergence between the estimator and the true s-sparse precision matrix under the spectral norm is s log p/n when the population distribution has either exponential-type tails or polynomial-type tails. Convergence rates under the elementwise ℓ ∞ norm and Frobenius norm are also presented. In addition, graphical model selection is considered. The procedure is easily implementable by linear programming.
Introduction
Estimation of covariance matrix and its inverse is an important problem in many areas of statistical analysis. Among many interesting examples are principal component analysis, linear/quadratic discriminant analysis, and graphical models. Stable and accurate covariance estimation is becoming increasingly more important in the high dimensional setting where the dimension p can be much larger than the sample size n. In this setting classical methods and results based on fixed p and large n are no longer applicable. An additional challenge in the high dimensional setting is the computational costs. It is important that estimation procedures are computationally effective so that they can be used in high dimensional applications.
Let X = (X 1 , . . . , X p ) be a p-variate random vector with covariance matrix Σ 0 and precision matrix Ω 0 := Σ −1 0 . Given an independent and identically distributed random sample {X 1 , . . . , X n } from the distribution of X, the most natural estimator of Σ 0 is perhaps
(X k −X)(X k −X) T , whereX = n −1 n k=1 X k . However, Σ n is singular if p > n, and thus is unstable for estimating Σ 0 , not to mention that one cannot use its inverse to estimate the precision matrix Ω 0 . In order to estimate the covariance matrix Σ 0 consistently, special structures are usually imposed and various estimators have been introduced under these assumptions. When the variables exhibit a certain ordering structure, which is often the case for time series data, Bickel and Levina (2008a) proved that banding the sample covariance matrix leads to a consistent estimator. Cai, Zhang and Zhou (2010) established the minimax rate of convergence and introduced a rate-optimal tapering estimator. El Karoui (2008) and Bickel and Levina (2008b) proposed thresholding of the sample covariance matrix for estimating a class of sparse covariance matrices and obtained rates of convergence for the thresholding estimators.
Estimation of the precision matrix Ω 0 is more involved due to the lack of a natural pivotal estimator like Σ n . Assuming certain ordering structures, methods based on banding the Cholesky factor of the inverse have been proposed and studied. See, e.g., Wu and Pourahmadi (2003) , Huang et al. (2006) , Bickel and Levina (2008b) .
Penalized likelihood methods have also been introduced for estimating sparse precision matrices. In particular, the ℓ 1 penalized normal likelihood estimator and its variants, which shall be called ℓ 1 -MLE type estimators, were considered in several papers; see, for example, Yuan A closely related problem is the recovery of the support of the precision matrix, which is strongly connected to the selection of graphical models. To be more specific, let G = (V, E) be a graph representing conditional independence relations between components of X. The vertex set V has p components X 1 , . . . , X p and the edge set E consists of ordered pairs (i, j), where (i, j) ∈ E if there is an edge between X i and X j . The edge between X i and X j is excluded from E if and only if X i and X j are independent given (X k , k = i, j). If X ∼ N(µ 0 , Σ 0 ), then the conditional independence between X i and X j given other variables is equivalent to ω 0 ij = 0, where we set Ω 0 = (ω 0 ij ). Hence, for Gaussian distributions, recovering the structure of the graph G is equivalent to the estimation of the support of the precision matrix (Lauritzen (1996) ). A recent paper by Liu et al. (2009) showed that for a class of nonGaussian distribution called nonparanormal distribution, the problem of estimating the graph can also be reduced to the estimation of the precision matrix. In an important paper, Meinshausen and Bühlmann (2006) demonstrated convincingly a neighborhood selection approach to recover the support of Ω 0 in a row by row fashion. Yuan (2009) replaced the lasso selection by a Dantzig type modification, where first the ratios between the off-diagonal elements ω ij and the corresponding diagonal element ω ii were estimated for each row i and then the diagonal entries ω ii were obtained given the estimated ratios. Convergence rates under the matrix ℓ 1 norm and spectral norm losses were established.
In the present paper, we study estimation of the precision matrix Ω 0 for both sparse and non-sparse matrices, without restricting to a specific sparsity pattern. In addition, graphical model selection is also considered. A new method of constrained ℓ 1 -minimization for inverse matrix estimation (CLIME) is introduced. Rates of convergence in spectral norm as well as elementwise ℓ ∞ norm and Frobenius norm are established under weaker assumptions, and are shown to be faster than those given for the ℓ 1 -MLE estimators when the population distribution has polynomialtype tails. A matrix is called s-sparse if there are at most s non-zero elements on each row. It is shown that when Ω 0 is s-sparse and X has either exponentialtype or polynomial-type tails, the error between our estimatorΩ and Ω 0 satisfies Ω − Ω 0 2 = O P (s log p/n) and |Ω − Ω 0 | ∞ = O P ( log p/n), where · 2 and | · | ∞ are the spectral norm and elementwise l ∞ norm respectively. Properties of the CLIME estimator for estimating banded precision matrices are also discussed. The CLIME method can also be adopted for the selection of graphical models, with an additional thresholding step. The elementwise ℓ ∞ norm result is instrumental for graphical model selection.
In addition to its desirable theoretical properties, the CLIME estimator is computationally very attractive for high dimensional data. It can be obtained one column at a time by solving a linear program, and the resulting matrix estimator is formed by combining the vector solutions (after a simple symmetrization). No outer iterations are needed and the algorithm is easily scalable. An R package of our method has been developed and is publicly available on the web. Numerical performance of the estimator is investigated using both simulated and real data.
In particular, the procedure is applied to analyze a breast cancer dataset. Results show that the procedure performs favorably in comparison to existing methods.
The rest of the paper is organized as follows. In Section 2, after basic notations and definitions are introduced, we present the CLIME estimator. Theoretical properties including the rates of convergence are established in Section 3. Graphical model selection is discussed in Section 4. Numerical performance of the CLIME estimator is considered in Section 5 through simulation studies and a real data analysis. Further discussions on the connections and differences of our results with other related work are given in Section 6. The proofs of the main results are given in Section 7.
Estimation via Constrained ℓ 1 Minimization
In compressed sensing and high dimensional linear regression literature, it is now well understood that constrained ℓ 1 minimization provides an effective way for re- In this section, we introduce a method of constrained ℓ 1 minimization for inverse covariance matrix estimation. We begin with basic notations and definitions.
Throughout, for a vector a = (a 1 , . . . , a p )
For a matrix A = (a ij ) ∈ IR p×q , we define the elementwise l ∞ norm |A| ∞ = max 1≤i≤p,1≤j≤q |a ij |, the spectral norm A 2 = sup |x| 2 ≤1 |Ax| 2 , the matrix We now define our CLIME estimator. Let {Ω 1 } be the solution set of the following optimization problem:
min Ω 1 subject to:
where λ n is a tuning parameter. In (1), we do not impose the symmetry condition
on Ω and as a result the solution is not symmetric in general. The final CLIME estimator of Ω 0 is obtained by symmetrizingΩ 1 as follows.
In other words, betweenω 
where β is a vector in IR p . The following lemma shows that solving the optimization problem (1) is equivalent to solving the p optimization problems (3). That is,
This simple observation is useful both for implementation and technical analysis.
Lemma 1 Let {Ω 1 } be the solution set of (1) and let {B} := {(β 1 , . . . ,β p )} wherê
To illustrate the motivation of (1) 
The solutionΩ Glasso satisfiesΩ
whereẐ is an element of the subdifferential ∂ Ω Glasso 1 . This leads us to consider the optimization problem:
However, the feasible set in (5) is very complicated. By multiplying the constraint
with Ω, such a relaxation of (5) leads to the convex optimization problem (1), which can be easily solved. Figure 1 illustrates the solution for recovering a 2 by 2 precision matrix [
z y ], and we only consider the plane x(= y) vs z for simplicity. The point where the feasible polygon meets the dashed diamond is the CLIME solutionΩ.
Note that the log-likelihood function as in Glasso is a smooth curve as compared to the polygon constraint in CLIME.
Rates of Convergence
In this section we investigate the theoretical properties of the CLIME estimator and establish the rates of convergence under different norms. Write
It is conventional to divide the technical analysis into two cases according to the moment conditions on X.
(C1). (Exponential-type tails) Suppose that there exists some 0 < η < 1/4 such that log p/n ≤ η and
where K is a bounded constant. and for some δ > 0
For ℓ 1 -MLE type estimators, it is typical that the convergence rates in the case of polynomial-type tails are much slower than those in the case of exponential-type tails. See, e.g., Ravikumar et al. (2008) . We shall show that our CLIME estimator attains the same rates of convergence under either of the two moment conditions, and significantly outperforms ℓ 1 -MLE type estimators in the case of polynomial-type tails.
Rates of convergence under spectral norm
We begin by considering the uniformity class of matrices: Note that in the special case of q = 0, U(0, s 0 (p)) is a class of s 0 (p)-sparse matrices.
The quantity θ ij is related to the variance ofσ ij , and the maximum value θ captures the overall variability of Σ n . It is easy to see that under either (C1) or (C2) θ is a bounded constant depending only on γ, δ, K.
The following theorem gives the rates of convergence for the CLIME estimator Ω under the spectral norm loss.
with probability greater than 1 − 4p −τ , where
(ii). Assume (C2) holds. Let λ n = C 2 M log p/n, where C 2 = (5 + τ )(θ + 1).
with probability greater than 1
When M does not depend on n, p, the rates in Theorem 1 are the same as those for estimating Σ 0 in Bickel and Levina (2008b). In the polynomial-type tails case and when q = 0, the rate in (7) is significantly better than the rate
It would be of great interest to get the convergence rates for sup
However, it is even difficult to prove the existence of the expectation of Ω − Ω 0 2 2
as we are dealing with the inverse matrix. We modify the estimatorΩ to ensure the existence of such expectation and the same rates are established. Let {Ω 1ρ } be the solution set of the following optimization problem:
where Σ n,ρ = Σ n + ρI with ρ > 0. WriteΩ 1ρ = (ω 1 ijρ ). Define the symmetrized estimatorΩ ρ as in (2) bŷ
n,ρ is a feasible point, and thus we have Ω 1ρ
2 is then well-defined. The other motivation to replace Σ n with Σ n,ρ comes from our implementation, which computes (1) by the primal dual interior point method. One usually needs to specify a feasible initialization. When p > n, it is hard to find an initial value for (1). For (8), we can simply set the initial
Theorem 2 Suppose that Ω 0 ∈ U(q, s 0 (p)) and (C1) holds. Let λ n = C 0 M log p/n with C 0 being defined in Theorem 1 (i) and τ being sufficiently large. Let ρ = log p/n. If p ≥ n ξ for some ξ > 0, then we have
Remark: It is not necessary to restrict ρ = log p/n. In fact, from the proof we can see that Theorem 2 still holds for
with any α > 0.
When the variables of X are ordered, better rates can be obtained. Similar as in Bickel and Levina (2008a), we consider the following class of precision matrices: 
, we use a more general assumption that Ω 0 ∈ U o (α, B).
Theorem 3
Let Ω 0 ∈ U o (α, B) and λ n = CB log p/n with sufficiently large C.
(i). If (C1) or (C2) holds, then with probability greater than
(ii). Suppose that p ≥ n ξ for some ξ > 0. If (C1) holds and ρ = log p/n, then
Theorem 3 shows that our estimator has the same rate as that in Bickel and Levina (2008a) by banding the Cholesky factor of the precision matrix for the ordered variables.
Rates under l ∞ norm and Frobenius norm
We have so far focused on the performance of the estimator under the spectral norm loss. Rates of convergence can also be obtained under the elementwise l ∞ norm and the Frobenius norm.
Theorem 4 (i). Under the conditions of Theorem 1 (i), we have
, with probability greater than 1 − 4p −τ .
(ii). Under the conditions of Theorem 1 (ii), we have
, with probability greater than 1
The rate in Theorem 4 (ii) is significantly faster than the one obtained by 
The proofs of Theorems 1-5 rely on the following more general theorem.
and
where
Comparison with lasso-type estimator
We compare our results to those of Ravikumar et al. (2008) , wherein the authors estimated Ω 0 by solving the following ℓ 1 regularized log-determinant program:
where Ω 1,off = i =j |ω ij |. To obtain the rates of convergence in the elementwise ℓ ∞ norm and the spectral norm, they imposed the following condition:
where Suppose that Ω 0 is s 0 (p)-sparse and consider subgaussian random variables
ii with the parameter σ. In addition to (17), Ravikumar et al. (2008) assumed that the sample size n satisfies the bound
Under the aforementioned conditions, they showed that with probability greater than 1 −
Note that their constant depends on quantities α and K Γ , while our constant depends on M, the bound of Ω 0 L 1 . They required (18), while we only need log p = o(n). Another substantial difference is that the irrepresentable condition (17) is not needed for our results.
We next compare our result to that of Ravikumar et al. (2008) under the case of polynomial-type tails. Suppose (C2) holds. Corollary 2 in Ravikumar et al. (2008) shows
for some τ > 2, then with probability
Theorem 4 shows our estimator still enjoys the order of log p/n in the case of polynomial-type tails. Moreover, when γ ≥ 1, the range p = O(n γ ) in our theorem is wider than their range
It is worth noting that instead of the sparse precision matrices, our estimator allows for a wider class of matrices. For example, the estimator is still consistent for the model which is not truly sparse but has many small entries.
Graphical Model Selection Consistency
As mentioned in the introduction, graphical model selection is an important problem. The constrained ℓ 1 minimization procedure introduced in Section 2 for estimating Ω 0 can be modified to recover the support of Ω 0 . We introduce an additional thresholding step based onΩ. More specifically, define a threshold estimator
where τ n ≥ 4Mλ n is a tuning parameter and λ n is given in Theorem 1.
Define
From the elementwise ℓ ∞ results established in Theorem 4, with high probability, the resulting elements inΩ shall exceed the threshold level if the corresponding element in Ω 0 is large in magnitude. On the contrary, the elements ofΩ outside the support of Ω 0 will remain below the threshold level with high probability. Therefore,
we have the following theorem on the threshold estimatorΩ.
Theorem 7 Suppose that (C1) or (C2) holds and Ω 0 ∈ U(0, s 0 (p)). If θ min > 2τ n , then with probability greater than 1
The threshold estimatorΩ not only recovers the sparsity pattern of Ω 0 , but also recovers the signs of the nonzero elements. This property is called sign consistency in some literature.
The condition θ min > 2τ n is needed to ensure that nonzero elements are correctly 
Numerical Results
In this section we turn to the numerical performance of our CLIME estimator. The procedure is easy to implement. An R package of our method has been developed and is available on the web at http://stat.wharton.upenn.edu/~tcai/paper/html/Precision-Matrix.html.
The goal of this section is to first investigate the numerical performance of the estimator through simulation studies and then apply our method to the analysis of a breast cancer dataset.
The proposed estimatorΩ can be obtained in a column by column fashion as illustrated in Lemma 1. Hence we will focus on the numerical implementation of solutions to the optimization problem (3):
We consider relaxation of the above, which is equivalent to the following linear programming problem: Similar to many iterative methods, our method also requires a proper initialization within the feasible set. The initializing β 0 however cannot be simply replaced by the solution of the linear system Σ n β = e i for each i when p > n, since Σ n is singular. The remedy is to add a small positive constant ρ (e.g. ρ = log p/n) to all the diagonal entries of the matrix Σ n , that is we use the ρ-perturbed matrix Σ n,ρ = Σ n + ρI to replace the Σ n in (19) . Such a perturbation does not noticeably affect the computational accuracy of the final solution in our numerical experiments.
The resulting solutionΩ ρ in the perturbed problem (8) are more involved and we leave this to future work.
Simulations
We now compare the numerical performance of the CLIME estimatorΩ CLIME , the Refitted CLIME estimator, the Graphical LassoΩ Glasso and the SCADΩ SCAD from
Fan et al. (2009) which is defined aŝ
where the SCAD function SCAD λ,a is proposed by Fan (1997) . We use recommended We consider three models as follows:
• Model 2. The second model comes from Rothman et al. (2008) . We let Ω 0 = B + δI, where each off-diagonal entry in B is generated independently and equals to 0.5 with probability 0.1 or 0 with probability 0.9. δ is chosen such that the conditional number (the ratio of maximal and minimal singular values of a matrix) is equal to p. Finally, the matrix is standardized to have unit diagonals.
• Model 3. In this model, we consider a non-sparse matrix and let Ω 0 have all off-diagonal elements 0.5 and the diagonal elements 1.
The first model has a banded structure, and the values of the entries decay as they move away from the diagonal. The second is an example of a sparse matrix without any special sparsity patterns. The third serves as a dense matrix example.
For each model, we generate a training sample of size n = 100 from a multivariate normal distribution with mean zero and covariance matrix Σ 0 , and an independent sample of size 100 from the same distribution for validating the tuning parameter The estimation quality is first measured by the following matrix norms: the operator norm, the matrix ℓ 1 norm and the Frobenius norm. Table 1 reports the averages and standard errors of these losses.
We see that CLIME nearly uniformly outperforms Glasso. The improvement tends to be slightly more significant for sparse models when p is large, but overall the improvement is not dramatic. Among the three methods, SCAD is computationally most costly, but numerically it has the best performance among the three when p < n and is comparable to CLIME when p is large. Note that SCAD employs a nonconvex penalty to correct the bias while CLIME currently optimizes the convex ℓ 1 norm objective efficiently. A more comparable procedure that also corrects the bias is our two-stage Refitted CLIME, denoted byΩ R−CLIME . Table 2 illustrates the improvement from bias correction, and we only list the spectral norm loss for reasons of space. It is clear that our Refitted CLIME estimator has comparable or better performance than SCAD, and our Refitted CLIME is especially favorable when p is large. It is noticeable that Glasso tends to be more noisy by including erroneous nonzero elements; CLIME tends to be more sparse than Glasso, which is usually favorable in real applications; SCAD produces the most sparse among the three but with a price of erroneously estimating more true nonzero entries by zero. This conclusion can also be reached in Figure 2 , where the TPR and FPR values of 100 realizations of these three procedures for first two models (note that all elements in Model 3 are Figure 2: TPR vs FPR for p = 60. The solid, dashed and dotted lines are the average TPR and FPR values for CLIME, Glasso and SCAD respectively as the tuning parameters of these methods vary. The circles, triangles and pluses correspond to 100 different realizations of CLIME, Glasso and SCAD respectively, with the tuning parameter picked by cross validation.
To better illustrate the recovery performance elementwise, the heatmaps of the nonzeros identified out of 100 replications are pictured in Figure 3 . All the heatmaps suggest that CLIME is more sparse than Glasso, and by visual inspection the sparsity pattern recovered by CLIME has significantly better resemblance to the true model than Glasso. When the true model has significant nonzero elements scattered on the off diagonals, Glasso tends to include more nonzero elements than needed.
SCAD produces the most sparse among the three but could again zero out more true nonzero entries as shown in Model 1. Similar patterns are observed in our experiments for other values of p.
Analysis of a breast cancer dataset
We now apply our method CLIME on a real data example. The breast cancer data were analyzed by Hess et al. (2006) and are available at Model 1 The data are randomly divided into the training and the testing data sets. A stratified sampling approach is applied to divide the data, where 5 pCR subjects and 16 RD subjects are randomly selected to constitute the testing data (roughly 1/6 of the subjects in each group). The remaining subjects form the training set.
On the training set, a two sample t test is performed between the two groups for each gene, and the 113 most significant genes (smallest p-values) are retained as the covariates for prediction. Note that the size of the training sample is 112, one less than the variable size, hence it allows us to examine the performance when p > n.
The gene data are then standardized by the estimated standard deviation, estimated from the training data. Finally, following the LDA framework, the normalized gene expression data are assumed to be normally distributed as N(µ k , Σ), where the two groups are assumed to have the same covariance matrix Σ but different means µ k , k = 1 for pCR and k = 2 for RD. The estimated inverse covarianceΩ produced by different methods is used in the linear discriminant scores
whereπ k = n k /n is the proportion of group k subjects in the training set and
is the within-group average vector in the training set.
The classification rule is taken to bek(x) = arg max δ k (x) for k = 1, 2.
The classification performance is clearly associated with the estimation accuracy ofΩ. We use the testing data set to assess the estimation performance and compare that we here useΩ CLIME in place ofΩ. It is clear that CLIME significantly outperforms on the sensitivity and is comparable with other two methods on the specificity. The overall classification performance measured by MCC overwhelmingly favors our method CLIME, which shows an 25% improvement over the best alternative methods. CLIME also produced the most sparse matrix than all other alternatives, which is usually favorable for interpretation purposes on real data sets.
Discussion
This paper develops a new constrained ℓ 1 minimization method for estimating high dimensional precision matrices. Both the method and the analysis are relatively simple and straightforward, and may be extended to other related problems. Moreover, the method and the results are not restricted to a specific sparsity pattern.
Thus the estimator can be used to recover a wide class of matrices in theory as well as in applications. In particular, when applying our method to covariance selection in Gaussian graphical models, the theoretical results can be established without min
Analogous results can also be established for the above estimator. We omit them in this paper, due to high resemblance in proof techniques and conclusions. After this paper was submitted, it came to our attention that Zhang (2010) proposed a precision matrix estimator, called GMACS, which is the solution of the following optimization problem:
min Ω L 1 subject to:
The objective function here is different from that of CLIME, and this basic version cannot be solved column by column and is not as easy to implement. Zhang (2010) considers only the Gaussian case and ℓ 0 balls, whereas we consider subgaussian and polynomial-tail distributions and more general ℓ q balls. Also, the GMACS estimator requires an additional thresholding step in order for the rates to hold over ℓ 0 balls.
In contrast, CLIME does not need an additional thresholding step and the rates hold over general ℓ q balls.
Proof of Main Results
Proof of Lemma 1. Write Ω = (ω 1 , . . . , ω p ), where ω i ∈ IR p . The constraint
Thus we have
Since |Σ nB − I| ∞ ≤ λ n , by the definitions of {Ω 1 }, we have
By (21) and (22), we haveB ∈ {Ω 1 }. On the other hand, ifΩ 1 / ∈ {B}, then there
Hence by (21) we have Ω 1 1 > B 1 . This is in conflict with (22) .
The main results all rely on Theorem 6, which upper bounds the elementwise ℓ ∞ norm. We will prove it first.
Proof of Theorem 6. Letβ i,ρ be a solution of (3) by replacing Σ n with Σ n,ρ . Note that Lemma 1 still holds forΩ n,ρ and {β i,ρ } with ρ ≥ 0. For notation briefness, we only prove the theorem for ρ = 0. The proof is exactly the same for general ρ > 0.
By the condition in Theorem 6,
Then we have
where we used the inequality |AB| ∞ ≤ |A| ∞ B L 1 for matrices A, B of appropriate sizes. By the definition ofβ i , we can see that
We have
Therefore by (23)- (26),
It follows that
This establishes (13) by the definition in (2).
We next prove (14) . Let t n = |Ω − Ω 0 | ∞ and define
By the definition (2) ofΩ, we have |ω j | 1 ≤ |ω
which implies that |h 
where we used the following inequality: for any a, b, c ∈ IR, we have |I{a < c} − I{b < c}| ≤ I{|b − c| < |a − b|}.
This completes the proof of (14) .
Finally, (15) follows from (27) , (13) and the inequality A Y kij ≥ η −1 C K1 n log p ≤ e −C K1 log p E exp(tY kij ) n ≤ exp − C K1 log p + nt 2 EY 2 kij e t|Y kij | ≤ exp − C K1 log p + η −1 K 2 log p ≤ exp(−(τ + 2) log p).
Hence we have
By the simple inequality e s ≤ e s 2 +1 for s > 0, we have Ee t|X j | ≤ eK for all t ≤ η 1/2 .
Let C K2 = 2 + τ + η −1 e 2 K 2 and a n = C 2 K2 (log p/n) 1/2 . As above, we can show that P |XX T | ∞ ≥ η −2 a n log p/n ≤ p max
By (29), (30) and the inequality C 0 > η −1 C K1 + η −2 a n , we see that (28) holds.
Proof of Theorems 1 (ii) and 4 (ii). Let
Y kij = X ki X kj I{|X ki X kj | ≤ n/(log p) 3 } − EX ki X kj I{|X ki X kj | ≤ n/(log p) 3 },
Since b n := max i,j E|X ki X kj |I{|X ki X kj | ≥ n/(log p) 3 } = O(1)n −γ−1/2 , we have by 
Using the same truncation argument and Bernstein's inequality, we can show that P max Proof of Theorem 3. Let k n be an integer satisfying 1 ≤ k n ≤ n. Define
By the proof of Theorem 6, we can show that |h j | 1 ≤ 2|h 
