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Force field based Molecular Dynamics (MD) techniques are widely applied in 
the field of biomolecular simulations, while quantum mechanical (QM) 
techniques are only routinely applied to small model systems such as individual 
amino acids, due to their high CPU cost. Even though force-field MD simulations 
are most widely used, QM calculations (practically, at the Density Functional 
Theory, DFT, level) are still desired, because they provide a better accuracy, 
especially when reactions are modeled. They are also necessary for many 
applications, as they can provide electron density, charge distribution, and 
electronic and optical properties which are in principle impossible to obtain with 
force fields. Especially for mixed organic-inorganic systems, the advantages of 
QM methods over force fields are significant. In this thesis, we study the 
performance of the ab initio based density functional tight binding (DFTB) 
method, which is feasible even for large biomolecule-containing systems, but 
whose performance strongly depends on proper parameterization and therefore 
needs to be benchmarked. We compare the performance of DFTB with a common 
force field for the simulation of large biomolecules, specifically, the cell 
penetrating peptide Lycosine-I which has shown aggregation-dependent 
anticancer activity, the understanding of which required simulations. We also 
present a comparative DFT-DFTB study of bioinorganic interfaces: arginine, 
arginine dipeptide, and the arginine-rich TAT cell-penetrating peptide on TiO2. 
While there is good agreement in the structures and relative energies of arginine 
(Arg) and of peptide conformers between DFT and DFTB, adsorption geometries 
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and energies are noticeably different between the two methods for Arg adsorbed 
on TiO2. We relate this difference to the difference in electronic structures 
resulting from the two methods (DFT and DFTB) and specifically to the band 
alignment between the molecule and the oxide. We show that the band alignment 
of TAT and of TiO2 modeled with DFTB is qualitatively correct but that with 
DFT using the PBE functional is not. This is specific to the modeling of large 
molecules where the highest occupied molecular orbital (HOMO) is close to the 
conduction band of the oxide. We therefore report a case where the approximate 
DFT-based method DFTB (with which the correct band structure can be 
effectively obtained) performs better than the DFT itself with a functional 
approximation feasible for the modeling of large bio-inorganic interfaces, i.e. 
GGA (as opposed to hybrid functionals which are impractical at such a scale). 
Our results highlight the utility of the DFTB method for the modeling of 
bioinorganic interfaces not only from the CPU cost perspective but also from the 









List of Tables 
Table 1. Mean Absolute Difference of bond lengths (Å) and angles (°) for each 
amino acid (MADbond and MADangle) between the Gaussian setup and the DFTB 
with 3ob-2-1 parameter set, as well as the energy difference between the 
conformer and the original structure (ΔEconformer, in eV) in both computational 
schemes. 
 
MADbond MADangle ΔEconformer 
DFT DFTB 
Alanine 0.006 0.57 / / 
Arginine 0.006 1.42 0.03 0.02 
Asparagine 0.005 1.86 0.02 0.19 
Aspartic Acid 0.006 1.12 0.47 0.21 
Cysteine 0.005 1.87 0.08 0.01 
Glutamic Acid 0.004 1.33 0.02 0.04 
Glutamine 0.006 1.20 0.03 0.04 
Glycine 0.005 1.45 / / 
Histidine 0.008 0.56 0.11 0.03 
Isoleucine 0.007 0.76 0.01 0.00 
Leucine 0.009 1.68 0.50 0.14 
Lysine 0.006 0.55 0.01 0.03 
Methionine 0.007 0.59 0.01 0.16 
Phenylalanine 0.005 0.65 0.07 0.04 
Proline 0.011 0.92 / / 
Serine 0.009 3.02 0.06 0.08 
Threonine 0.009 1.36 0.07 0.06 
Tryptophan 0.006 0.67 0.35 0.17 
Tyrosine 0.005 0.69 0.13 0.04 
Valine 0.005 2.03 0.24 0.01 
Average over all 0.007 1.22 0.13 0.07 
viii 
 
Table 2. Mean Absolute Difference of bond lengths (Å) and angles (°) for 
Arginine (MADbond and MADangle) and the length of the peptide bond (ΔBpep-bond) 
between the Gaussian setup and the other three computational schemes, as well as 
the energy difference between the conformer shown in Figure 1 (a-c) and the 
cyclic structure shown in Fig. 1(d) (ΔEconformer, in eV). 
 
MADbond MADangle ΔBpep-bond ΔEconformer 
DFT/G09/6-31g+(d,p) / / / 0.07 
DFT/G09/6-31g++(2d,2p) 0.002 0.08 -0.004 0.07 
DFT/SIESTAa 0.011 0.44 0.008 0.34 
DFT/SIESTAb 0.011 0.43 0.011 0.35 
DFTB/Mio-1-1 0.013 1.30 0.006 0.20 
DFTB/Matsci-0-3 0.033 1.77 -0.028 0.15 
a Broader basis functions (PAO.EnergyShuft = 0.001 Ry) 
b Narrower basis functions (PAO.EnergyShuft = 0.002 Ry) 
 
Table 3. Binding energies (eV) of four putative dimer configurations in vacuum. 
Dimer ΔEMD ΔEDFTB 
a -2.1 -2.69 
b -0.67 -1.05 
c -1.36 -1.6 








Table 4. Adsorption energies Eads (in eV) of Arginine in different configurations 
on anatase (101) surface of TiO2 for adsorption via the carboxylic group. The 
bond length for bonding between the molecule’s and surface atoms are also given 
(in Å). For bidentate configurations, the two bond lengths are Omol-Ti; for 
monodentate, they are Omol-Ti and H-Osurf. The data are for DFTB calculations 
with two parameterizations (matsci-0-3 and tiorg-0-1*) and for DFT calculations 
with different choices of DZP basis parameters (using PAO.EnergyShift of 0.001 
and 0.002 Ry) 
System Eads, eV Omol-Ti, Å Omol-Ti/H-Osurf, Å 
DFTB/Matsci-0-3 
BB -1.78 2.23 2.23 
M1 -0.97 2.25 1.63 
M2 -1.08 2.26 1.62 
DFTB/Tiorg-0-1* 
BB -0.97 2.10 2.11 
M1 -0.99 1.92 1.00 
M2 -1.07 1.98 0.99 
SIESTA (0.001Ry) 
BB -1.02 2.04 2.06 
M1 -1.14 2.14 1.51 
M2 -1.21 2.12 1.53 
SIESTA (0.002Ry) 
BB -1.00 2.05 2.07 
M1 -1.09 2.14 1.50 







Table 5. Adsorption energies Eads (in eV) of Arginie in different configurations 
on anatase (101) surface of TiO2 via the amine groups. The bond length for 
bonding between the molecule’s and surface atoms are also given (in Å). For H-O 
configurations, the two bond lengths are Osurf-H; for NTi configurations, they are 
Nmol-Ti. (The bond length cannot be defined in the same way for the HO 
configuration obtained with matsci-0-3 due to a very different resulting 
geometry.) 
System Eads, eV Osurf-H/Nmol-Ti, Å Osurf-H/Nmol-Ti, Å 
DFTB/Tiorg-0-1* 
H-O 0.04 1.97 2.08 
N-Ti -0.22 3.49 3.78 
DFTB/Matsci-0-3 
H-O -2.16 / / 
N-Ti -1.27 2.27 5.11 
SIESTA/0.001Ry 
H-O -0.26 2.14 2.11 
N-Ti -1.55 2.12 3.89 
SIESTA/0.002Ry 
H-O -0.21 2.14 2.09 









Table 6.  Adsorption energies Eads (in eV) of Arginine dipeptide in different 
configurations on anatase (101) surface of TiO2. The bond length for bonding 
between the molecule’s and surface atoms are also given (in Å). For bidentate 
configurations, the two bond lengths are Omol-Ti; for monodentate, they are Omol-
Ti and H-Osurf. 
System Eads, eV Omol-Ti, Å Omol-Ti/H-Osurf, 
Å DFTB/Tiorg-0-1* 
BB -1.01 2.10 2.11 
M1 -0.92 1.99 1.00 
M2 -1.13 1.99 0.99 
DFT/PBE 
BB -0.88 2.07 2.05 
M1 -1.13 2.13 1.54 
M2 -1.07 2.18 1.47 
 
Table 7. Adsorption energies Eads (in eV) of TAT in different configurations on 
anatase (101) surface of TiO2. The bond length for bonding between the 
molecule’s and surface atoms are also given (in Å). For bidentate configurations, 
the two bond lengths are Omol-Ti; for monodentate, they are Omol-Ti and H-Osurf 
System Eads, eV Omol-Ti, Å Omol-Ti/H-Osurf, Å 
DFTB/Tiorg-0-1* 
BB -1.28 2.11 2.11 
M1 -0.99 1.98 1.00 
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        Threonine                    Tryptophan              Tyrosine                   Valine 
Figure 1. Optimized structures of 20 amino acids obtained with Gaussian09. The 
atom color code here: C, brown; O, red; H, light grey; N, gray; S, yellow. 






   
         (a)                            （b）                      (c)                               (d) 
Figure 2. Wireframe optimized structures of Arginine with (a) DFT/SIESTA, (b) 
DFTB/mio-1-1, and (c) DFTB/matsci-0-3, overlaid with ball and stick optimized 
structures from DFT/Gaussian. Panel (d) shows the lowest-energy structure from 
Ref. 119. The atom color code here and elswehere with VMD: C, green; O, red; H, 
light grey; N, blue.  
 
                              
              (a)                                                             (b) 
Figure 3. Structures of Arginine dipeptide (a) and the TAT peptide (b). The 
structures computed with Gaussian 09 are shown and are visually similar for all 






Figure 4. Densities of states of Arg, Arg dipeptide (arg-arg) and TAT computed with DFTB (top left: matsci-0-3 and top right: mio-1-
1 parameter sets) and DFT (bottom left: G09/B3LYP, bottom right: SIESTA/PBE). A Gaussian broadening of 0.1 eV is applied. 
Approximate positions of HOMO and LUMO energies are indicated with arrows (i.e. HOMO is the highest-energy peak before the 
gap and LUMO is the lowest-energy peak after the gap; the y axis has been positioned inside the gap).
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(a)                                                     (b) 
Figure 5. Initial structure (a) and folded structure (b) of Lycosin-I. Visualization 
here by VMD. 
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Figure 7. Snapshot of a point along the MD trajectory of a peptide dimer 
simulation: initial position (a), bonded (b), and dissociated (c) state. Water 
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Figure 8. Total electron density distribution of cell-penetrating peptides. 







                           
(a)                                 (b)                                       (c) 
                           
                   (d)                                       (e)                                     (f) 
Figure 9. Optimized structures of BB (a), M1 (b) and M2 (c) configurations of 
Arg on TiO2 from DFTB tiorg-0-1* and BB (d), M1 (e) and M2 (f) from SIESTA. 
The atom color code here and elswehere: C, green; O, red; H, light grey; N, blue.; 













Figure 10. Molecule- and substrate- projected density of states of (left to rigth) 
BB, M1 and M2 obtained in DFTB with the tiorg-0-1* parameters (top row), 
matsci-0-3 (middle row), and with DFT (bottom row). The y axis crosses the 
































































       
             
Figure 11. Optimized structure of Arg adsorbed on TiO2 through the amine 
groups: configurations defined in the text as HO (top row) and NTi (bottom row) 
obtaibned with tiorg-0-1* (left), matsci-0-3 (middle) and with DFT (right). 








Figure 12. Molecule- and substrate- projected density of states of HO (left) and 
NTi (right) configurations of Arg on TiO2 obtained in DFTB with the tiorg-0-1* 
parameters (top row) and matsci-0-3 DFT (middle row) and with DFT (bottom 






































          
(a)                                      (b)                                             (c) 
           
                 (d)                                        (e)                                        (f) 
Figure 13. Optimized structures of BB (a), M1 (b) and M2 (c) for arginine 
dipeptide adsorbed on anatase TiO2 obtained with DFTB tiorg-0-1* and BB (d), 





Figure 14. Molecule- and substrate- projected density of states of BB, M1 and 
M2 configurations of Arg2 on TiO2 obtained in DFTB with the tiorg-0-1* setup 
(top row) and with DFT (bottom row). The y axis crosses the energy axis at the 
Fermi energy. 
 
(a)                                    (b)                                         (c) 
Figure 15. Optimized structures of BB (a), M1 (b) and M2 (c) configurations of 
TAT adsorbed on anatase TiO2 obtained with DFTB using tiorg-0-1* parameter 








































(a)                                                         (b) 
 
(c)                                                             (d)             
Figure 16. (a-c) Molecule- and substrate- projected density of states of BB, M1 
and M2 configurations of TAT on TiO2 obtained in DFTB with the tiorg-0-1* 
parameters. The y axis crosses the energy axis at the Fermi energy. (d) The 
simulated band alignment between the TAT and the (101) anatase surface. 
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1 Introduction 
Biomolecules are organic molecules which can form the basic structural 
constituent of a living cell. The organic compounds such as amino acids, 
nucleotides and monosaccharides can serve as building blocks of complex 
biomolecules1, such as proteins, enzymes and nucleic acids. Those biomolecules 
are critical to life. Among them are peptides which have received prominence in 
molecular biology, because peptides not only allow the creation of peptide 
antibodies in animals without the need of purifying the protein of interest,2 but 
also have become instrumental in mass spectrometry, allowing the identification 
of proteins of interest based on peptide masses and sequence. A special type of 
peptides are cell-penetrating peptides which are short peptides that facilitate 
cellular uptake of various molecules. For example, Lycosin-I (a kind of 
antimicrobial peptide derived from the venom of the spider Lycosa singorensis) is 
made up of by 24 amino acids with the sequence RKGWFKAMKSIAKFIAKEKL 
KEHL, and this kind of peptide is reported to be able to potently inhibit tumor cell 
growth in vitro.3 Even though many experiments have been conducted to study 
their structures and properties, it is difficult with experimental techniques to 
provide a direct view of the molecular geometries at the atomic scale. 
Experiments also do not directly provide the mechanism of interactions among 
molecules or between biomolecules and other matter. Thus, computational 
simulation methods are usually applied to provide insights that are not fully 




Biomolecules interacting with inorganic materials are important, as such 
interactions happen in living organisms; such interactions also can give rise to 
materials which are promising in the areas of nanotechnology and biomedicine4-5, 
hence, bioinorganic materials and their interfaces have attracted increasingly 
significant attention. Applications of materials containing interfaces of metals or 
oxides with biomolecules range from dentistry6 to drug delivery7-8 to detection or 
sensing of molecules9-14 and their conformers15-16. Studies of interactions of 
biomolecules with oxides (and specifically titania considered in this work) are 
important for understanding biocompatibility of implants,17 toxicity of 
environmental particles,18 and for the development of essays and sensors.19-20 
Basic information about interaction of large biomolecules with metallic or oxide 
surfaces can sometimes be obtained by studying interactions with individual 
aminoacids.21-32 While both biomolecules and bioinorganic interfaces have been 
extensively studied experimentally,15,17,23-25,27-32 experimental techniques do not 
provide a direct view of the molecular motions during adsorption, do not directly 
measure adsorption strength or geometry and do not directly provide the 
mechanism of interaction. Simulations are therefore necessary to provide a 
detailed understanding of the interactions between the biomolecules and inorganic 
matter, which is necessary for rational rather than ad hoc design of new materials 
with desired functionality. 
For molecular modeling, there exist a multitude of methods of different levels 
of accuracy and different CPU cost, starting from classical force field based 
molecular dynamics methods (FFMD)33-37 to first-principles quantum chemical 
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methods, such as density functional theory (DFT)38-39 and various wavefunction 
based methods such as MP240-41 or the highly accurate coupled-cluster (CC)42-44 
methods. The wavefunction methods are of limited applicability to biomolecules 
as computational cost scales rapidly with the number of electrons Ne (~Ne
4 and 
~Ne
6 for MP2 and CCSD, respectively). DFT scales as ~Ne
3 and is feasible for 
rather large molecules with 102-3 atoms such as peptides. Order-N scaling DFT 
methods45-47 have been developed but suffer from large prefactors. Due to their 
enormous CPU and memory cost advantage, force fields have been dominating 
the field of biomolecular simulation. The most commonly used types of force 
field such as CHARMM48-53 or AMBER54 represent key bonding and non-
bonding interactions with simple parameterized functions (e.g. quadratic for 
covalent bonds or simple trigonometric functions for dihedral angles). Therefore, 
limited orders of coupling among nuclear degrees of freedom are included, and 
the simplicity of the functional form significantly limits the accuracy; patent 
failures of such FFs have been documented.55 
Because bioinorganic interfaces consist of an organic and an inorganic 
subsystems, their modeling poses challenges, as highly accurate methods have 
been developed for the modeling of individual components but not necessarily of 
their interfaces. For the modeling of inorganic solids and their surfaces, DFT as 
well as force fields are also used. However, both DFT and FF schemes which are 
optimal for solids are not the same as those for molecules. Specifically in DFT, as 
periodic boundary conditions (PBC) are typically applied to model bulk and 
surfaces, plane wave expansions of the orbitals and density are often used, with 
4 
 
which it is necessary to use pseudopotentials (PP). This is often not necessary in 
molecular simulations. For the same reason, GGA (generalized gradient 
approximation) functionals such as the Perdew-Burke-Ernzerhof (PBE)56 
functional are typically used, while generally more accurate hybrid functionals are 
easier to apply to molecules. The net result is that it is difficult to use highly 
accurate DFT setups for bioinorganic interfaces. Even with a less costly setup 
such as a GGA functional and large core pseudopotentials, the computational cost 
of modeling interfaces with DFT is large; specifically, slab surface models of 
lateral extent of about 30 Å are not routinely computable. However, such large 
slab sizes are required for an efficient modeling of bioinorganic interfaces in view 
of the large sizes of biomolecules.  
Force fields57 used for metals and semiconductors also differ significantly from 
those typically used for molecules and, specifically, biomolecules. This has to do 
in particular with the fact that while for molecular systems, interaction energies 
rapidly converge in an expansion over orders of coupling58-61 of intramolecular 
coordinates, this is generally not the case in metals and semiconductors. Two-
body terms are usually described by empirical pairwise interatomic parametrized 
potentials consisting of a long-range Coulomb potentials, short-range Morse or 
Buckingham potentials, and Lennard-Jones potentials for the repulsive and Van 
Der Waals interactions.62-66 Coupling terms are often described by density 
embedding schemes, such as the embedded-atom method (EAM) by Daw and 
Baskes.67 As a result, it is difficult to model mixed systems with good accuracy 
also using force fields.  
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Overall, the accuracy of force field modeling can be much worse than that of 
DFT with errors in interaction energies and kinetic barriers on the order of tenth 
of an eV or even 1 eV.68-69 Besides, FF simulations in principle cannot provide 
electronic structure and electron density information. It is an important limitation, 
as e.g. information about propensity to fold can be obtained by analyzing electron 
density.70-71 Charges on atoms can be obtained from first principles if density is 
available. Further, interactions of biomolecules with inorganic matter can result in 
bond reformation which is difficult to account for with simple force fields. 
Reactive force fields69,72 need to be used which are much more complex, often 
require tuning to a specific system, and may not approach ab initio accuracy.69,73 
Therefore, it is desirable to be able to perform electronic structure calculations on 
biomolecules and biomolecule containing interfaces, but such calculations are 
usually too costly at the DFT level.  
DFTB (Density Functional Tight Binding)74-82 is very attractive for the 
modeling of such interfaces because of a CPU cost which is about 3 orders of 
magnitude lower than that of DFT and amenability to near-linear scaling for large 
systems. The 3 orders of magnitude cost advantage is sufficient to routinely 
model biomolecules as well as sufficiently large slabs (surfaces) which can 
accommodate large biomolecules. DFTB therefore allows bringing ab initio 
accuracy and the ability to compute electronic properties to the modeling of 
systems of size which typically called for FF modeling. DFTB is an approximate 
DFT method which can provide high accuracy for system types for which it was 
parameterized, and it can be parametrized specifically for bioinorganic interfaces. 
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There already exist DFTB parameterizations for organic molecule-surface 
interactions, for instance DFTB was successfully employed to model acetic acid 
on TiO2.
83 PTCDA (3,4,9,10-perylene tetracarboxylic dianhydride) on S-
passivated GaAs,84 and glycine on silica.85 While as a method DFTB is certainly 
suitable for modeling of bioinorganic interfaces with DFT-like accuracy, a 
specific parameterization might not be.86  
1.1 Purpose of Thesis and Problem Statement 
The purpose of this thesis is to benchmark DFTB for biomolecules and 
Bioinorganic interfaces. We start with the modeling of small biomolecules like 
amino acids. Many experiments have been conducted to study their structures and 
properties,87-90 and they are small enough to be computable ab initio with accurate 
methods like DFT with hybrid functionals. Therefore, we can perform a reliable 
benchmarking of DFTB performance for individual amino acids. To be specific, 
in this section we apply both DFT and DFTB methods to study the optimization 
of all 20 amino acids.  
Next we will focus on a large biomolecule and specifically the anti-cancer toxin 
peptide Lycosin-I, which has also been studied through experiments by our 
collaborators in Hunan Normal University. Lycosin-I is able to potently inhibit 
tumor cell growth in vitro, and suppresses various tumor growth in vivo when 
tested in human cancer xenograft models.3 The preliminary experimental results 
demonstrated that the Lycosin-I peptide can indeed interact with cell membrane 
and then be internalized into cytoplasm of cancer cells to initiate the 
programmable cell death.3 It was also deduced by experimental measurements 
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that the majority of Lycosin-I displayed a monomer state in diverse solutions 
regardless of the concentration of peptide and the incubation time.91 In our work, 
we compare force-field molecular dynamics (FFMD), which is the most widely 
used in the field of biomolecular simulations, with density functional tight binding 
(DFTB) method when studying the conformers of Lycosin-I and to prove the 
weak binding of Lycosin-I molecules between themselves through computational 
simulations. Furthermore, we apply DFTB to study the electron structures of 5 
different kinds of cell-penetrating peptides, which in principle is impossible for 
MD simulations. 
In the final section, we aim to assess the performance of DFTB with two 
parameter sets: matsci-0-392 and a combination of mio-1-174 and tiorg-0-193 when 
modeling arginine-rich cell-penetrating peptides and their interactions with an 
inorganic surface. Arginine-rich cell-penetrating peptides are important for their 
capability to act as delivery vehicles,94 which means they can deliver certain small 
molecular drugs and other therapeutic agents into the cytoplasm. Examples 
include the short arginine-rich transduction domain of the HIV-1 transactivator of 
transcription (TAT) protein.95 It is worth noting that TAT has attracted the most 
attention as a prototypical example that has many of the essential characteristics 
of the arginine-rich cell-penetrating peptides.96 Materials which contain titanium 
(Ti) are often found in biological environment, specifically, Ti is a widely used 
implant material, and their surfaces are usually oxidized under ambient 
conditions.97 Thus understanding mechanistic details of the interactions between 
TiO2 and Arginine is useful to understand the way peptides interact with oxides, 
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which may help improve the design of safe nanomaterials that could find use in 
nanomedicine.98 Because of the significant computational cost of DFT modeling 
of a peptide-titania interface, the strategy we adopt is to study in detail the 
adsorption of arginine and arginine dipeptide on TiO2 with both DFT and DFTB 
and to relate adsorption properties to the band structure and specifically band 
alignment of the molecule with titania, we then consider TAT adsorption on 
titania by modeling it directly with DFTB, and simulating indirectly the band 
alignment expected with DFT. 
2 Methodology 
2.1 Molecular Dynamics 
Molecular dynamics (MD) is a computer simulation method for studying the 
physical movements of atoms and molecules, and is thus a type of N-body 
simulation. The atoms and molecules are allowed to interact giving rise to the 
dynamical evolution of the system. In classical MD simulations, the atoms move 




𝑈𝑡𝑜𝑡𝑎𝑙(𝑟1, 𝑟2, … , 𝑟𝑁),      α=1,2…N,                      (1) 
where mα is the mass of atom α, 𝑟𝛼 is its position, and Utotal is the total potential 
energy that depends on all atomic positions of N atoms. The potential energy, 
represented through the MD “force field,” is the most crucial part of the 
simulation because it must faithfully represent the interaction between atoms, yet 
be cast in the form of a simple mathematical function that can be calculated 
quickly. The set of equations (1) together with initial conditions in principle 
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allows computing positions of all atoms at any point in time within numeric 
errors. 
In our work, the CHARMM2299 force field was used, which had been specially 
optimized for biomolecules including DNA, RNA and lipids. The form of 
CHARMM force filed is: 
𝑈 = 𝑈𝑏𝑜𝑛𝑑 + 𝑈𝑎𝑛𝑔𝑙𝑒 + 𝑈𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 + 𝑈𝑣𝑑𝑊 + 𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏             (2) 
The first three terms describe the stretching, bending, and torsional bonded 
interactions, 
𝑈𝑏𝑜𝑛𝑑 = ∑ 𝑘𝑏(𝑏 − 𝑏0)
2
𝑏𝑜𝑛𝑑𝑠                   (3) 
𝑈𝑎𝑛𝑔𝑙𝑒 = ∑ 𝑘𝜃𝑎𝑛𝑔𝑙𝑒𝑠 (𝜃 − 𝜃0)
2               (4) 
𝑈𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 = ∑ [∑ 𝑘𝜑,𝑗(1 + cos(𝑛𝑗𝜑 − 𝛿𝑗))𝑗 ]𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠         (5) 
The bond and angle terms are harmonic, with force constants kb and kθ and 
equilibrium values b0 and θ0. The dihedral potential is a sum of sinusoids with 
force constant kφ,j, multiplicity n, and offset δ, and j can range from 1 to 6.100 
The final two terms in eq. (2) describe interactions between nonbonded atom 
pairs: 








)6]𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 𝑝𝑎𝑖𝑟𝑠 𝑖,𝑗        (6) 
𝑈𝐶𝑜𝑢𝑙𝑜𝑚𝑏 =  ∑
𝑞𝑖𝑞𝑗
𝜀𝐷𝑟𝑖𝑗
𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 𝑝𝑎𝑖𝑟𝑠 𝑖,𝑗            (7) 
A Lennard-Jones (LJ) potential models the van der Waals interactions, where 𝜀𝑖𝑗 
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is the potential energy minimum between two particals separated by rij, and Rmin,ij 
is the position of this minimum. Qi and qj are the partial atomic charges for the 
Coulombic term; the dielectric constant 𝜀𝐷  equals 1 in explicit solvent 
simulations.100 As is clear from eqs. (3-6), the interactions are here modeled with 
very simple functions. Even two-body interactions are modeled very 
approximately (anharmonicity is not included in eq. (3)). Multi-body effects are 
also modeled only selectively (through 3-body and 4-body angles only) with 
simple functions. Effects such as bond softening (or hardening) due to chemical 
environment or other multibody effects are excluded. 
2.2 Quantum Mechanics and Density Functional Theory 
In contrast to MM, quantum mechanics (QM) approaches compute the function 






2 + ∑ 𝑉(𝒓𝑖)
𝑁




𝑖=1 ] Ψ = 𝐸Ψ      (8) 
Where for an N-electron system, ℏ is the Plank constant, m is the mass, E is the 
total energy, V is the potential energy from the external field (e.g. due to 
positively charged nuclei), Ψ is the wave function and U is the electron-electron 
interaction energy. 
Computing U of Eq. (1) from Eq. (8) in principle obviates the sources of error 
in force fields mentioned above. The solution of Eq. (8) is orders of magnitude 
costlier than the recall of an analytic function U. In fact, for molecular sizes 
typical of biomolecules, a solution involving  is prohibitively expensive, and an 
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approximate method described in the next section is the only practical 
approximation. This is in particular due to the very large dimensionality of  
which depends on the position of all electrons in the system:Ψ = Ψ(𝒓1, 𝒓2, … , 𝒓𝑁). 
For decades, ab initio materials and molecular (except for very small molecules) 
simulations have been dominated by Kohn-Sham (KS-) DFT (Density Functional 
Theory)38,39 as the only practical option. DFT38-39 expresses the ground state 
energy of any system with Ne electrons (E of eq. (8)) as a functional of its electron 
density𝜌(𝒓): 𝐸 = 𝐸[𝜌(𝒓)]. In KS-DFT, 𝜌 is computed as 𝜌 = ∑ 𝜌𝑖(𝒓)
𝑁𝑒
𝑖=1 , where 
𝜌𝑖 = |𝜙𝑖(𝒓)|




𝛻2𝜙𝑖 + 𝑉𝑒𝑓𝑓(𝒓|𝜌)𝜙𝑖 = 𝜖𝑖𝜙𝑖                     (9) 
With  






           (10) 
𝜌(𝑟) = ∑ |𝜙𝑖|
2𝑁
𝑖=1                (11) 
Where the effective potential Veff includes an approximation to exchange and 
correlation (XC), with which the one-particle eq. (9) can model the real system of 
interacting electrons. 
In KS-DFT, it is necessary to compute at least as many orbitals as there are 
electrons. Further, the KS equation must be solved iteratively (as Veff depends on 
). The solution involves large basis set expansions of the orbitals. As a result, the 
scaling of CPU cost is 𝑂(𝑁𝑒
3). Simulations are therefore limited to very small 
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model systems, typically of dozens to hundreds of atoms and become unwieldy 
for the modeling of large organic molecules like cell-penetrating peptides (CPP). 
DFT simulations for individual amino acids are, however, not computationally 
costly and are performed here. 
As a QM method, DFT automatically considers all couplings between nuclear 
degrees of freedom, and its accuracy is not compromised by reliance on simple 
functions like those of eqs. (3-6). DFT can naturally treat mixed (e.g. organic-
inorganic) systems and interfaces for which different types of force fields are 
typically developed. The exchange-correlation term is approximated, but errors 
due to that approximation are typically much smaller than errors of force fields. 
As a result, the accuracy of DFT calculations is much higher than that of force-
fields mentioned above (e.g. accuracy of interaction energies of better than 0.1 eV 
are typically achievable). In fact, many force fields are fitted to DFT data. It 
would be desirable to bring DFT accuracy to the simulations of large 
biomolecules and interfaces. 
 
2.3 Density Functional Tight Binding 
The tight binding (TB) approaches work on the principle of treating electronic 
wavefunction of a system as a superposition of atom-like wavefunction (known as 
LCAO, or Linear Combination of Atomic Orbitals, approach). Beyond the 
confines of a minimal LCAO basis, valence electrons are tightly bound to the 




𝐸𝑇𝐵 = ∑ 𝜖𝑖 +
1
2




𝑖                   (12) 
This separation of one-electron energies (essentially on-site energies) and 
interatomic distance-dependent potential 𝑣𝑗,𝑘 constitutes the TB method. 𝜖𝑖  are 
eigenvalues of the KS equation and solved variationally using atom-like 
(minimum, single-zeta) AO basis set, leading to a secular equation: 
|𝐻 − 𝜖𝑆| = 0          (13) 
Where H and S are Hamiltonian and overlap matrices in the basis of the AO 
functions.78 H and S are constructed using nearest-neighbor relationships; 
typically only nearest-neighbor interactions are considered. When calculating the 
one-electron integrals, the Slater-Koster (SK) approximation is used and the 
integrals are converted into two-center one electron integrals.75 
Density Functional Tight Binding (DFTB) method is an approximation to 
DFT.38-39 The method makes use of an optimized atomic orbital minimal basis set 
and approximated the effective Kohn−Sham (KS) potential in a rigorous two-
center approximation. Thus, terms of three or more centers are not present in the 
KS matrix, allowing the a priori calculation and tabulation of all matrix elements, 
employing the so-called Slater−Koster technique.75 The tabulated matrix elements 
as well as other data needed for DFTB calculations (such as polynomial repulsive 
parameters) form the DFTB parameter sets which are stored in the so-called 
Slater-Koster files; different versions of these parameters (named 3ob-2-1, matsci-
0-3, mio-1-1, and tiorg-0-1) are used below. Because of the algorithmic simplicity 
of the method, it has been straightforward to implement it early on massively 
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parallel high-performance computers;101-102 all computationally intensive 
operations of DFTB are available in standard linear algebra packages and thus 
highly optimized for virtually all computer architectures. 
 
2.4 Software and Computational Parameters 
For the modeling of amino acids, DFT calculations of 20 kinds of amino acids 
were performed with the Gaussian 09103 (G09) program using the B3LYP104-107 
functional and the 6-31g+(d,p) basis set for the purpose of comparing the results 
of the self-consistent charge Density Functional Tight Binding method74-82 with a 
quantitatively accurate DFT setup. SCC-DFTB calculations were performed with 
the DFTB+74 software using the 3ob-2-1108-109 parameter set (Slater-Koster file 
which is designed for organic and biological applications). 
For the modeling of the cell-penetrating peptides, Molecular Dynamics (MD) 
simulations were performed using the CHARMM force field48-53 and the 
NAMD110 software. Isothermal-isobaric (NPT) simulations were performed at 
300 K and ambient pressure in water. A rectangular simulation cell with periodic 
boundary conditions was used. The cell size was 50x50x50 Å. The time step size 
was 1 fs. The initial peptide structure was generated using PEP-FOLD111-112 and 
optimized in NAMD. The resulting structure is shown in Figure 5(b). Simulations 
were performed in water and vacuum.  
A reference ab initio calculation of the peptide using the self-consistent charge 
Density Functional Tight Binding method was also performed, and the DFTB+ 
software was used with the 3ob-2-1 parameter set. That this setup provides 
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accuracy similar to DFT is shown by comparative simulations of individual 
aminoacids. The dispersion interactions were modeled with UFF113. Due to the 
higher computational cost and unavailability of a continuum solvent model in 
DFTB+, DFTB simulations were only performed in vacuum. Besides, the 
waveplot program from the DFTB+ package was used to provide the charge 
distributions of 5 kinds of cell-penetrating peptides. 
For the modeling of bioinorganic interfaces, DFT calculations for isolated 
arginine and TAT molecules were performed with the Gaussian 09 (G09) 
program using the B3LYP functional and the 6-31g+(d,p) basis set for the 
purpose of comparing the DFTB results with a quantitatively accurate DFT setup. 
For arginine, we have confirmed that the 6-31g+(d,p) basis set provides 
converged values vs. 6-31g++(2d,2p) (see Table 2). 
DFT calculations of the adsorption of Arg on TiO2 were performed using the 
periodic slab surface model of titania. The SIESTA code114 was used with the 
PBE55 functional and a DZP (double-ξ polarized) basis. Troullier-Martins 
pseudopotentials115 were used to account for core electrons. Basis functions of 
different width were used (as defined by specifying the PAO.EnergyShift 
parameter, which has the meaning of the extent of destabilization of atomic 
energy levels with a given basis vs. exact levels, and thereby it effectively 
controls the basis width) to quantify possible artifacts due to the use of an atom-
centered basis set. The tolerance for the relative change in the density matrix was 
set to 1×10−5. The anatase TiO2 band gap with this scheme is 2.4 eV116 and is 
largely preserved for the (101) surface and the adsorbate systems (see DOS plots 
16 
 
below).  The (101) surface of TiO2 was modelling with a 4-Ti layer slab (144 
atoms) of lateral size 11.3×10.3 Å and 26.0 Å of vacuum for arginine and 37.0 Å 
of vacuum for arginine dipeptide. The Brillouin zone was sampled with a 2×2×1 
Monkhorst-Pack117 grid point and a 200 Ry cutoff was used for the Fourier 
expansion of the electron density. The positions of atoms in the lower half of the 
slab were fixed at bulk positions, and all other atoms and lattice vectors were 
allowed to relax until forces were below 0.02 eV/Å and stresses below 0.1 GPa, 
respectively. The dipole correction118-119 in the direction normal to the surfaces 
was checked but found to be insignificant.  
SCC-DFTB calculations on the interfaces were performed with the DFTB+ 
software. We used two different parametrizations, matsci-0-392 and a combination 
of mio-1-174 and tiorg-0-193 (this combination will be referred to below as tiorg-0-
1* for simplicity). The anatase band gap with both matsci-0-3 and tiorg-0-1 is 3.2 
eV,93,120 in good agreement with experimental estimates of 3.2-3.3 eV.121  This 
gap is largely preserved for the (101) surface and the adsorbate systems (see DOS 
plots below). A 4-Ti layer slab of lateral size 20.59×20.95 Å and 13.4 Å of 
vacuum was used for arginine on TiO2; the Brillouin zone was sampled with a 
2×2×1 Monkhorst-Pack117 grid of points. For TAT on TiO2, a larger slab of 
41.5×43.8 Å and vacuum layer of 60 Å were needed for the proper relaxation of 
the TAT molecule on the anatase surface, and only the tiorg-0-1* parametrization 
was used in the calculations because with these parameters we obtained more 
reliable results for arginine adsorption on anatase (101) surface. Here, the 
Brillouin zone was sampled at the Γ point due to the large size of the cell. 
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The adsorption energy is computed as: 
Eads = Etitania/arginine – Etitania – Earginine                              （14） 
where Etitania/arginine is the total energy of the bioinorganic interface system, Etitania 
the total energy of the clean anatase (101) surface and Earginine the total energy of 
the isolated arginine molecule. A negative Eads value therefore corresponds to 
favored adsorption. 
Previous ab initio studies imposed different charge states on the amino acids 
(e.g. on arginine molecule), including neutral.21-22,122-130 Different codes used here 
allow for different treatments of solvent effects (Polarizable Continuum Model 
(PCM)131-135 in Gaussian, only explicit solvation in SIESTA and DFTB+, which is 
not practical for interfaces used here) which tend to produce different results 
beyond the differences induced by a specific DFT/DFTB approximation to the 
electronic structure. Therefore, to enable proper comparison between the two DFT 
setups and the DFTB setup, all systems (molecules and interfaces) were modelled 
in vacuum and in neutral state. For the same reasons, we do not include dispersion 
corrections; without such corrections, we obtain relatively strong chemisorption 
except for adsorption via amino groups in DFTB; in this latter case we confirmed 
that inclusion of dispersion corrections does not change the results (changing the 
adsorption energy on the order of 0.1 eV). We also focus our study on single 
molecule adsorption, i.e. the arginine molecule and the dipeptide arginine as well 
as the larger arginine-rich peptide molecule in form of TAT. Only the linear 
conformer of Arg was considered, similarly to all previous works studying 
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arginine adsorption22,125-128,130 on TiO2, and because it is the conformation it 
assumes in TAT (see Figure 3(b)).  
Trial TAT structures were generated using PEP-FOLD and optimized with 




3.1 Amino Acids 
3.1.1 DFT and DFTB studies of 20 Amino Acids 
Both DFT and DFTB calculations were performed for a set of 20 kinds of 
amino acids. In Figure 1, the structures of these molecules optimized with DFT 
(using Gaussian setup with the hybrid B3LYP functional) are shown. Due to a 
large numbers of molecules, DFTB optimized geometries are not shown here, but 
their structures are similar between these two methods. The differences in bond 
lengths of C-C, C-N, and C-O bonds and angles involving these atoms for each 
kind of amino acid between these two computational schemes are measured 
through VESTA136 here and elsewhere and they are given in Table1. The good 
agreement in bond lengths can be observed and only angular coordinates have 
noticeable differences between these two methods. It can be concluded that these 
two computational schemes provide largely similar structural information. The 
differences in energy between two conformers of 17 amino acids in each 
computational scheme are also shown in Table 1. The observed differences in 
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Table 1 between DFT and DFTB can be an indication of what kind of accuracy 
can be expected from DFTB when modeling larger biomolecules. 
 
 
              
         Alanine                  Arginine                      Asparagine             Aspartic Acid    
          
            Cysteine           Glutamic Acid               Glutamine                   Glycine                            
       
          Histidine                   Isoleucine               Leucine                   Lysine                                                            
         
       Methionine                Phenylalanine                Proline                Serine   
       
        Threonine                    Tryptophan              Tyrosine                   Valine 
Figure 1. Optimized structures of 20 amino acids obtained with Gaussian09. The 
atom color code here: C, brown; O, red; H, light grey; N, gray; S, yellow. 
Visualization here by VESTA.  
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Table 1. Mean Absolute Difference of bond lengths (Å) and angles (°) for each 
amino acid (MADbond and MADangle) between the Gaussian setup and the DFTB 
with 3ob-2-1 parameter set, as well as the energy difference between the 
conformer and the original structure (ΔEconformer, in eV) in both computational 
schemes. 
 
MADbond MADangle ΔEconformer 
DFT DFTB 
Alanine 0.006 0.57 / / 
Arginine 0.006 1.42 0.03 0.02 
Asparagine 0.005 1.86 0.02 0.19 
Aspartic Acid 0.006 1.12 0.47 0.21 
Cysteine 0.005 1.87 0.08 0.01 
Glutamic Acid 0.004 1.33 0.02 0.04 
Glutamine 0.006 1.20 0.03 0.04 
Glycine 0.005 1.45 / / 
Histidine 0.008 0.56 0.11 0.03 
Isoleucine 0.007 0.76 0.01 0.00 
Leucine 0.009 1.68 0.50 0.14 
Lysine 0.006 0.55 0.01 0.03 
Methionine 0.007 0.59 0.01 0.16 
Phenylalanine 0.005 0.65 0.07 0.04 
Proline 0.011 0.92 / / 
Serine 0.009 3.02 0.06 0.08 
Threonine 0.009 1.36 0.07 0.06 
Tryptophan 0.006 0.67 0.35 0.17 
Tyrosine 0.005 0.69 0.13 0.04 
Valine 0.005 2.03 0.24 0.01 
Average over all 0.007 1.22 0.13 0.07 
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3.1.2 Molecular Calculations of Arginine, Arginine Dipeptide and 
TAT 
As the adsorption of arginine based molecules on an oxide surface will be 
studied in a later chapter, it is important to know their molecular geometry and 
electronic structure. In this section, the molecular and electronic structures of 
arginine, arginine dipeptide and TAT are compared, as obtained with DFT and 
DFTB. 
In Figure 2, the structures of these molecules optimized with DFTB (using the 
mio-1-1 parameter set which is matched with tiorg-0-1 used for TiO2 calculations, 
as well as the matsci-0-3 parameter set) and with DFT using two setups: the 
higher-accuracy Gaussian setup with the hybrid B3LYP functional suitable for 
molecules, as well as the SIESTA with the PBE functional suitable for studying 
adsorption on TiO2 are shown. The wireframe structures in Figure 1 (a-c) are 
computed with, respectively, DFT/SIESTA, DFTB/mio-1-1, and DFTB/mastic-0-
3 and are overlaid with structures computed with the more accurate Gaussian 
setup. The agreement is good with noticeable differences observed only in angular 
coordinates. The differences in bond lengths and angles for Arginine between 
these computational schemes are given in Table 2 together with differences in 
structural parameters related to the bond between two amino acids in the dipeptide 
(Figure 3). These comparisons are expected to hold as well for TAT (also shown 
in Figure 3) and other peptides. From Table 2 and Figure 2 one can conclude that 
all four computational schemes provide largely similar structural information, in 
particular, that DFTB provides similar accuracy to DFT and especially mio-1-1 
22 
 
parameter set can provide more similar results to DFT compared with matsci-0-3. 
The largest differences are observed in dihedral angles and can reach 29 degrees 
with DFTB (matsci-0-3). Table 1 also shows differences in energy between two 
conformers of Arg (shown in Figure 2(a-c) and 2(d), respectively). The 
differences observed in Table 2 between the most accurate computational setup 
we used here (i.e. Gaussian) and which is typical of those used for the modeling 
of small molecules, and the DFT setup (SIESTA) typical of those used for the 
modeling of bulk materials and interfaces is an indication of what kind of 
accuracy can be expected from DFT when modeling bio-inorganic interfaces; this 
should be kept in mind when comparing DFT and DFTB results for adsorbate 
systems in the next section. Table 2 also shows that our G09 and SIESTA results 
are converged with respect to the choice of the basis. 
   
         (a)                            （b）                      (c)                               (d) 
Figure 2. Wireframe optimized structures of Arginine with (a) DFT/SIESTA, (b) 
DFTB/mio-1-1, and (c) DFTB/matsci-0-3, overlaid with ball and stick optimized 
structures from DFT/Gaussian. Panel (d) shows the lowest-energy structure from 
Ref. 122. The atom color code here and elswehere with VMD137: C, green; O, red; 
H, light grey; N, blue.  
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              (a)                                                             (b) 
Figure 3. Structures of Arginine dipeptide (a) and the TAT peptide (b). The 
structures computed with Gaussian 09 are shown and are visually similar for all 
computational setups used here. Visualization here by VMD. 
Table 2. Mean Absolute Difference of bond lengths (Å) and angles (°) for 
Arginine (MADbond and MADangle) and the length of the peptide bond (ΔBpep-bond) 
between the Gaussian setup and the other three computational schemes, as well as 
the energy difference between the conformer shown in Figure 1 (a-c) and the 
cyclic structure shown in Fig. 1(d) (ΔEconformer, in eV). 
 
MADbond MADangle ΔBpep-bond ΔEconformer 
DFT/G09/6-31g+(d,p) / / / 0.07 
DFT/G09/6-31g++(2d,2p) 0.002 0.08 -0.004 0.07 
DFT/SIESTAa 0.011 0.44 0.008 0.34 
DFT/SIESTAb 0.011 0.43 0.011 0.35 
DFTB/Mio-1-1 0.013 1.30 0.006 0.20 
DFTB/Matsci-0-3 0.033 1.77 -0.028 0.15 
a Broader basis functions (PAO.EnergyShuft = 0.001 Ry) 
b Narrower basis functions (PAO.EnergyShuft = 0.002 Ry) 
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In Figure 4, the densities of states (DOS) of the Arg, Arg dipeptide, and TAT 
following from the four methods are compared. We can see that the HOMO-
LUMO gap (the energy difference between the highest occupied molecular orbital 
and the lowest unoccupied molecular orbital) narrows with the increase of the size 
of the molecule due to both an increase of the HOMO energy and decrease of the 
LUMO energy. Specifically, the HOMO of TAT is higher than that of Arg by 
0.66, 0.85, 0.82, and 0.90 eV with DFTB/matsci-0-3, DFTB/mio-1-1, DFT/G09, 
and DFT/SIESTA, respectively, while the LUMO is lowered by 1.13, 1.32, 0.54, 
and 0.81 eV, respectively. What we will show is consequential to the modeling of 
peptide adsorption on oxides is the fact that the gap of a large biomolecule, TAT 
in this case, is much smaller than that of individual aminoacids, and its HOMO is 
much higher. We will show in what follows that this has a significant effect on 
band alignment with titania and also affects the performance and applicability of 
DFTB and DFT setups. The band gap obtained with SIESTA is much smaller than 
with Gaussian or DFTB due to the use of the PBE functional, as expected138. The 
dotted line on the “Gaussian” panel of Figure 4 illustrates this by showing the 
DOS obtained for Arg in Gaussian with the PBE functional. 
By now, we have benchmarked DFTB for small biomolecules, but it is also 
important to know what kind of accuracy DFTB can achieve for large 
biomolecules. Therefore, in next section, we will focus on the simulation of large 






Figure 4. Densities of states of Arg, Arg dipeptide (arg-arg) and TAT computed with DFTB (top left: matsci-0-3 and top right: mio-1-
1 parameter sets) and DFT (bottom left: G09/B3LYP, bottom right: SIESTA/PBE). A Gaussian broadening of 0.1 eV is applied. 
Approximate positions of HOMO and LUMO energies are indicated with arrows (i.e. HOMO is the highest-energy peak before the 
gap and LUMO is the lowest-energy peak after the gap; the y axis has been positioned inside the gap).
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3.2 Cell-Penetrating Peptide Lycosin-I 
3.2.1 FFMD and DFTB studies of Monomer  
The initial structure of Lycosin-I was obtained from PEP-FOLD based on its 
amino acid sequence (RKGWFKAMKSIAKFIAKEKLKEHL), as shown in 
Figure 5 (a). Molecular dynamics simulations on the monomer were performed in 
vacuum and water with NAMD. The vacuum simulation resulted in folding after 
13 ps, as shown in Figure 5 (b). The difference of total energy after optimization 
between initial structure and folded structure is small (0.12 eV), but folded structure has 
lower total energy, which means its structure is more preferred. No folding was 
observed in water within the timeframe of the simulation (500ps) but simulations 
of the folded structure in water in NAMD didn’t show any unfolding. The folding 
was also confirmed by the DFTB calculation. Due to the higher computational 
cost, DFTB simulations were only performed in vacuum. The folding was 
observed after 25 ps in NVT simulations and no unfolding was observed 
thereafter (up to 500 ps). The folded structures obtained in NAMD and DFTB 






(b)                                                     (b) 
Figure 5. Initial structure (a) and folded structure (b) of Lycosin-I. Visualization 
here by VMD. 
 
3.2.2 FFMD and DFTB studies of Peptide Dimers 
As simulations of the folded structure in water in NAMD did not show any 
unfolding, four putative dimer configurations with different mutual orientations of 
the folded monomer were generated to study their self-interaction in vacuum, as 
shown in Figure 6. In these dimer configurations, the molecules were initially 
located a few Angstrom from each other. Both FFMD and DFTB calculations 
were performed on them in vacuum, and their binding energies in each 
computational scheme are shown in Table 3. FFMD shows in general similar 
binding energies compared with DFTB for all four configurations, specifically, 
the order of binding strength among dimer configurations is the same. Besides, 
both of these two method indicate that the (a) dimer configuration in Figure 6 
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                         (c)                                                              (d) 




Table 3. Binding energies (eV) of four putative dimer configurations in vacuum. 
Dimer ΔEMD ΔEDFTB 
a -2.1 -2.69 
b -0.67 -1.05 
c -1.36 -1.6 
d -1.98 -2.08 
 
It was found that the majority of Lycosin-I displayed a monomer state in diverse 
solutions regardless of the concentration of the peptide and the incubation time 
through experiments.139 Therefore, FFMD simulations were also performed on 
dimers in water. However, we noted that it was impossible for us to compute an 
exact ΔE like we did in vacuum, because that would require a prohibitively 
expensive sampling of all possible orientations of the solvent molecules. 
Therefore we only study the trajectory of the peptides. The initial monomer 
separation of a few Å (Figure 7a) was “noncommittal” in the sense that it was 
small enough for the molecules to come close if the binding was strong; 
alternatively, they would be able to drift apart if it was weak. A representative 
snapshot along the MD trajectory of a dimer simulation is shown in Figure 7. 
What we observed is that monomers are able to repeatedly approach each other 
(Figure 7b) and to drift apart (Figure 7c), which implies that any dimers formed 
can also be dissociated at room temperature and the observed weak clustering 










Figure 7. Snapshot of a point along the MD trajectory of a peptide dimer 
simulation: initial position (a), bonded (b), and dissociated (c) state. Water 
molecules are omitted for clarity. Visualization by VMD. 
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3.2.3 Charge distributions of cell-penetrating peptides 
Compared with the results of FFMD simulation for cell-penetrating peptides, 
DFTB can provide similar structural information and interaction energies, which 
means DFTB can be used to validate FFMD simulation. However, FFMD is in 
principle unable to provide electronic structures and electron density information 
while DFTB provides electronic properties in the same way as DFT. Specifically, 
electron density distributions are very important because their topology can be 
used to analyze peptides’ propensity to fold.70-71 Therefore, in order to obtain the 
electron density information of cell-penetrating peptides, we performed DFTB 
calculations for a set of 5 cell-penetrating peptides and compute their electronic 
structures respectively. 
The 5 cell penetrating peptides studied in this section were Lycosin-I, 
Magainin2, Melittin, CecropinA and LfcinB respectively. FFMD simulations 
were performed for each kind of peptide at first and 5 different conformers for 
each peptide were chosen from MD simulations. Then DFTB calculations were 
performed for each conformers and waveplot program was finally used to 
generate charge density cube files140 containing data for molecular orbitals and 
total electron density distribution based on the results obtained with DFTB+. The 
cube files for each peptide are listed in Figure 8. The total electron density 
distribution of each cell-penetrating peptide is shown and they will be used by our 
collaborators to analyze the propensity to fold in future work. 
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CecropinA-1                CecropinA-2                   CecropinA-3 
                  
CecropinA-4                   CecropinA-5                        LfcinB-1 
                       
LfcinB-2                             LfcinB-3                          LfcinB-4 
                   
LfcinB-5                             Lyscoin-I-1                       Lycosin-I-2 
                    
Lycosin-I-3                       Lycosin-I-4                 Lycosin-I-5 
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Magainin2-1                   Magainin2-2                 Magainin2-3 
             
Magainin2-4                Magainin2-5                      Melittin-1 
          
Melittin-2                             Melittin-3                          Melittin-4 
 
Melittin-5 
Figure 8. Total electron density distribution of cell-penetrating peptides. 




3.3 Interfaces of Arginine and Arginine-Rich Cell-Penetrating 
Peptide TAT on Anatase TiO2 
3.3.1 Arginine-Titania Interfaces 
In former sections, it is shown what kind of accuracy DFTB can achieve for 
biomolecular simulation, so in this section, we are going to present what kind of 
accuracy DFTB can achieve for bioinorganic interfaces. Two adsorption regimes 
were considered: adsorption via the carboxylic group and via the amine groups. 
The adsorption configurations via the –COOH groups obtained with DFTB and 
DFT (SIESTA) are shown in Figure 9. The corresponding adsorption energies 
(Eads) and key bond lengths between the molecule and TiO2 are given in Table 4. 
Similar to the molecular calculations, we have checked that adsorption geometries 
and energies obtained in SIESTA are sufficiently stable with respect to the choice 
of basis parameters, see Table 4 where results with two bases are given.  
Three types of adsorption configurations are considered: a bidentate (BB) and 
two monodentate (M1 and M2) configurations, shown in Figure 9 (a, d) and 
Figure 9 (b, c, e, f), respectively. The DFTB structures in Figure 9(a-c) are 
obtained with the tiorg-0-1* parameterization and are visually similar to those 
with matsci-0-3 except that with matsci-0-3, in monodentate configurations, the 
hydrogen atom of the carboxylic group remains on the molecule (as in Figure 4(e-
f)) while it dissociates with tiorg-0-1*. 
In Table 4, significant differences in adsorption geometries and energies are 
observed among the three computational schemes. Specifically, the difference in 
the carboxylic group’s hydrogen coordination between tiorg-0-1* and matsci-0-3 
(DFTB) is reflected in different distances labeled as H-Osurf in Table 4. Here, the 
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H-Osurf distances obtained in DFTB with matsci-0-3 are closer to the DFT results 
than those with tiorg-0-1* because with matsci-0-3 the carboxyl’s H atoms 
remained on the molecule, similar to DFT. However, in previous ab initio works 
on molecules adsorbed on anatase (101) via the COOH group, H was or was not 
transferred from the carboxyl group to the nearest surface oxygen depending on 
the scheme employed.141-142 The H transfer between the carboxylic group’s and 
the surface’s O atoms is therefore not a good criterion to accept or reject the 
parameterization; the Omol-Ti distance is more important in this case. 
                            
(b)                                 (b)                                       (c) 
                                    
                   (d)                                       (e)                                     (f) 
Figure 9. Optimized structures of BB (a), M1 (b) and M2 (c) configurations of 
Arg on TiO2 from DFTB tiorg-0-1* and BB (d), M1 (e) and M2 (f) from SIESTA. 
The atom color code here and elswehere: C, green; O, red; H, light grey; N, blue.; 
Ti, dark grey. Visualization here by VMD. 
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The Omol-Ti bond lengths, which determine the electronic coupling between the 
molecule and the surface, with tiorg-0-1* are closer to the DFT results than those 
with matsci-0-3. The Omol-Ti bond lengths with tiorg-0-1* straddle those obtained 
with DFT; specifically, in the BB configuration, they are slightly higher, and in 
the monodentate configurations, lower. 
The adsorption energies obtained with tiorg-0-1* are closer to the DFT results 
than those obtained with matsci-0-3: Eads is about -1.0, -1.0, and -1.1 eV in BB, 
M1, and M2 configurations, respectively, vs. the DFT values of -1.0, -1.1, and -
1.2 eV, respectively. Specifically, the order of adsorption strength among 
different configurations is reproduced reasonably well. In contrast, matsci-0-3 
results in the strongest adsorption in BB (Eads=-1.8 eV), followed by M1 (-1.0 eV) 
and M2 (-1.1 eV). The differences are therefore qualitative. Overall, for a single 
aminoacid, tiorg-0-1* provides more similar adsorption energies and geometries 
to DFT and will therefore be used below in calculations involving the dipeptide 
and the TAT peptide. 
Figure 10 shows the molecule- and titania- projected density of states (PDOS) 
obtained for different adsorption configurations with the three computational 
schemes. Both DFTB with tiorg-0-1* and DFT have molecular HOMO in the 
bandgap and LUMO in the conduction band, except that in the BB configuration 
with tiorg-0-1*, the molecular HOMO remains just below the valence band 
maximum (VBM). In contrast, the molecular HOMO is inside the VB with 
matsci-0-3 for all adsorption configurations. All three approaches put the 
molecular LUMO in the conduction band of titania. 
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Table 4. Adsorption energies Eads (in eV) of Arginine in different configurations 
on anatase (101) surface of TiO2 for adsorption via the carboxylic group. The 
bond length for bonding between the molecule’s and surface atoms are also given 
(in Å). For bidentate configurations, the two bond lengths are Omol-Ti; for 
monodentate, they are Omol-Ti and H-Osurf. The data are for DFTB calculations 
with two parameterizations (matsci-0-3 and tiorg-0-1*) and for DFT calculations 
with different choices of DZP basis parameters (using PAO.EnergyShift of 0.001 
and 0.002 Ry114) 
System Eads, eV Omol-Ti, Å Omol-Ti/H-Osurf, Å 
DFTB/Matsci-0-3 
BB -1.78 2.23 2.23 
M1 -0.97 2.25 1.63 
M2 -1.08 2.26 1.62 
DFTB/Tiorg-0-1* 
BB -0.97 2.10 2.11 
M1 -0.99 1.92 1.00 
M2 -1.07 1.98 0.99 
SIESTA (0.001Ry) 
BB -1.02 2.04 2.06 
M1 -1.14 2.14 1.51 
M2 -1.21 2.12 1.53 
SIESTA (0.002Ry) 
BB -1.00 2.05 2.07 
M1 -1.09 2.14 1.50 






From Table 4, we also see that the monodentate configurations obtained with 
tiorg-0-1* (i.e. those for which the molecular HOMO is in the gap, similar to the 
DFT results) have smaller Omol-Ti bond lengths than DFT-optimized systems, 
while the BB configuration (i.e. that for which the molecular HOMO is in the VB) 
– larger, similar to the overestimation of the Omol-Ti bond lengths with matsci-0-3 
(with which the molecular HOMO is in the VB in all configurations). We 
therefore see that the match between DFT and DFTB results depends on the 
qualitative match of their respective band structures, specifically, the band 
alignment between the molecule and the substrate. A similar observation has been 
made in other comparative DFT-DFTB studies of molecule-titania interfaces83,86. 
We note that the DFT model puts the molecular HOMO only 0.62, 0.69, and 0.75 







Figure 10. Molecule- and substrate- projected density of states of (left to rigth) 
BB, M1 and M2 obtained in DFTB with the tiorg-0-1* parameters (top row), 
matsci-0-3 (middle row), and with DFT (bottom row). The y axis crosses the 





























































Table 5 lists adsorption geometries and energies obtained with the three 
computational schemes for adsorption via the amine group, for which the 
geometries are shown in Figure 11. The adsorption can result in molecule’s H 
atoms coordinating to surface oxygen atoms (these configurations are labeled as 
HO) or in molecule’s N atom binding to Ti atom (these configurations are labeled 
as NTi). In Figure 12 shown are titania- and molecule- projected densities of 
states obtained with the three approaches. Similar to the adsorption via the 
carboxylic group, DFTB calculations with the tiorg-0-1* parameter set put the 
molecular HOMO into the bandgap, while those with matsci-0-3 put the HOMO 
inside the valence band. The band alignment obtained with tiorg-0-1* matches 
therefore qualitatively that obtained with DFT. The order of adsorption energies 
between HO and NTi configurations obtained in DFTB with tiorg-0-1* also 
matches that obtained with DFT although the magnitude of Eads is much weaker. 
The order of Eads with matsci-0-3 does not match that of DFT. The conformation 
assumed by the molecule in the OH configuration with matsci-0-3 is also very 
different to that obtained with DFT and with tiorg-0-1* (even though both tiorg-0-
1* and matsci-0-3 calculations used the same DFT-based initial configuration). 
Similarly to the adsorption via COOH, there is therefore correspondence between 
ability to qualitatively reproduce the band alignment and adsorption properties. 
Similarly to the adsorption via COOH, DFT puts the HOMO very close to the 
CBM of titania, only 0.23 eV below it, in the HO configuration, while the DOS 
observed with the NTi configuration shows the HOMO near VBM. The PDOS of 
the NTi configuration is therefore different (quantitatively) to those of other 
41 
 
adsorption configurations. This is because of the geometry the molecule assumes 
in this configuration. This was confirmed by the comparison of the DOS of a 
single arginine molecule in vacuum in its equilibrium configuration and in 
configurations it assumes during adsorption. 
Table 5. Adsorption energies Eads (in eV) of Arginie in different configurations 
on anatase (101) surface of TiO2 via the amine groups. The bond length for 
bonding between the molecule’s and surface atoms are also given (in Å). For H-O 
configurations, the two bond lengths are Osurf-H; for NTi configurations, they are 
Nmol-Ti. (The bond length cannot be defined in the same way for the HO 
configuration obtained with matsci-0-3 due to a very different resulting 
geometry.) 
System Eads, eV Osurf-H/Nmol-Ti, Å Osurf-H/Nmol-Ti, Å 
DFTB/Tiorg-0-1* 
H-O 0.04 1.97 2.08 
N-Ti -0.22 3.49 3.78 
DFTB/Matsci-0-3 
H-O -2.16 / / 
N-Ti -1.27 2.27 5.11 
SIESTA/0.001Ry 
H-O -0.26 2.14 2.11 
N-Ti -1.55 2.12 3.89 
SIESTA/0.002Ry 
H-O -0.21 2.14 2.09 






        
         
Figure 11. Optimized structure of Arg adsorbed on TiO2 through the amine 
groups: configurations defined in the text as HO (top row) and NTi (bottom row) 
obtained with tiorg-0-1* (left), matsci-0-3 (middle) and with DFT (right). 







Figure 12. Molecule- and substrate- projected density of states of HO (left) and 
NTi (right) configurations of Arg on TiO2 obtained in DFTB with the tiorg-0-1* 
parameters (top row) and matsci-0-3 DFT (middle row) and with DFT (bottom 
row). The y axis crosses the energy axis at the Fermi energy. Visualization here 
by VMD. 
 


































3.3.2 Arginine Dipeptide-Titania Interfaces 
We have computed the adsorption of Arginine dipeptide on titania with DFT 
and DFTB. Only adsorption via the COOH group was computed and for DFTB, 
only the tiorg-0-1* parameterization was used, as only at this juncture qualitative 
agreement was observed for Arginine adsorption considered above. This is 
sufficient for our purposes. The adsorption geometries obtained with both 
methods are shown in Figure 13; adsorption energies and key bond lengths are 
listed in Table 6. The level of agreement between DFT and DFTB is similar to 
that obtained for monomer adsorption considered above, in terms of both 
adsorption energies and bond lengths at the interface. The order of adsorption 
energies is somewhat violated in DFTB in that in predicts the weakest adsorption 
in M1 configuration, but the differences on the order of 0.1 eV are similar to what 
was seen with the monomer. 
Figure 14 shown the partial densities of states for all adsorption configurations 
obtained with the two methods. Similarly to the monomer case, in DFTB there is 
a qualitative agreement in the band alignment in that the molecular HOMO enters 
the band gap (about 0.1 and 0.2 eV above the VBM for M1 and M2, respectively) 
in the monodentate configurations, while in the BB regime it remains slightly 
lower than the VBM (by 0.03 eV). We note that with DFT, the HOMO becomes 
very close to the conduction band minimum, lower than CBM by only 0.23, 0.25, 





              
(b)                                      (b)                                             (c) 
              
                 (d)                                           (e)                                        (f) 
Figure 13. Optimized structures of BB (a), M1 (b) and M2 (c) for arginine 
dipeptide adsorbed on anatase TiO2 obtained with DFTB tiorg-0-1* and BB (d), 






Table 6.  Adsorption energies Eads (in eV) of Arginine dipeptide in different 
configurations on anatase (101) surface of TiO2. The bond length for bonding 
between the molecule’s and surface atoms are also given (in Å). For bidentate 
configurations, the two bond lengths are Omol-Ti; for monodentate, they are Omol-
Ti and H-Osurf. 
System Eads, eV Omol-Ti, Å Omol-Ti/H-Osurf, 
Å DFTB/Tiorg-0-1* 
BB -1.01 2.10 2.11 
M1 -0.92 1.99 1.00 
M2 -1.13 1.99 0.99 
DFT/PBE 
BB -0.88 2.07 2.05 
M1 -1.13 2.13 1.54 




Figure 14. Molecule- and substrate- projected density of states of BB, M1 and 
M2 configurations of Arg2 on TiO2 obtained in DFTB with the tiorg-0-1* setup 










































3.3.3 TAT-Titania Interface 
We have computed the adsorption of TAT on TiO2 in DFTB (with the tiorg-0-
1* parameters) via a –COOH group. The adsorption geometries are shown in 
Figure 15 and adsorption energies are listed in Table 7. Due to a large number of 
angular degrees of freedom in the peptide with shallow potential, the force 
convergence of 0.02 eV/Å was not achieved here; we have confirmed that the 
energy and the DOS were converged. Due to the large size of the molecule, other 
amino acids contribute to binding to the surface, as can be seen in the figure, 
which contributes to a strengthening of the adsorption compared to Arg and Arg2. 
The key Omol-Ti bond lengths are similar to those obtained with the small 
molecules. What interests us here is the band alignment between the molecule and 
the surface. In Figure 15(a-c), we show the PDOS for these adsorbate systems. 
Similar to the case of individual peptide, the molecular HOMO is in the bandgap 
and LUMO in the conduction band. To compare this band alignment to that 
obtained with DFT/PBE, due to the prohibitive computational cost of the 
TAT/TiO2 system (models shown in Figure 15 have more than 2500 atoms), we 
compare the DOS of the molecule and the anatase (101) surface computed 
individually and aligned based on the alignment obtained with Arg and Arg2 and 
the known destabilization of TAT’s HOMO vs the HOMO of Arg and Arg2. This 
band alignment is shown in the last panel of Figure 16. As was expected from the 
analysis of Figures 4 and 10 together, the molecular HOMO enters the conduction 
band. Indeed, the HOMO of free TAT is 0.91 eV above that of Arg (with PBE, 





0.6-0.7 eV lower than the CBM of the oxide (see Figure 10). The HOMO of free 
TAT is about 0.76 eV above that of Arg2 (with PBE, see Figure 4), and the 
HOMO of Arg2 on the anatase (101) surface is only about 0.24 eV lower than the 
CBM of the oxide (see Figure 14).  It is therefore expected that with DFT/PBE, 
TAT’s HOMO would enter the CB and this is exactly what is seen in Figure 
16(d). This band alignment would have significant practically important 
consequences: the molecule would be oxidized. 
The electronic structure resulting from DFT/PBE is therefore qualitatively 
different from that resulting from DFTB. However, in this case it is not the DFTB 
but the DFT calculation which must be wrong. The high quality DFT calculations 
of TAT in section 1.2 (in Gaussian 09 and using the B3LYP functional) predict a 








(b)                                    (b)                                         (c) 
Figure 15. Optimized structures of BB (a), M1 (b) and M2 (c) configurations of 
TAT adsorbed on anatase TiO2 obtained with DFTB using tiorg-0-1* parameter 
set. Visualization here by VMD. 
While computational studies using hybrid functionals widely vary in their 
estimates of the CBM of anatase and its clean (101) surface143-145, the latest high-
quality experimental145-146 and hybrid functional based DFT calculations using the 
HSE06147-148 functional put the CBM of the anatase (101) surface at -5.10 eV.145 
149 We computed the HOMO of TAT with HSE06 (in Gaussian 09) and obtained a 
value of -5.20 eV. That is to say, the HOMO of TAT should remain below the 
CBM of anatase (101). The DFTB achieves that, in part because the DFTB 
parameterization was done in a way that effectively reproduced the bandgap of 
TiO2.
93 The band alignment is expected to be correctly reproduced with an 
appropriate hybrid functional, but, as explained in the Introduction, such 





biomolecules, due to the high CPU cost of computing exact exchange. The 
practical DFT approach for large interfaces remains that using the GGA 
approximation. In Ref. 86, we showed that DFTB with matsci-0-3 and tiorg-0-1* 
parameterizations does not produce a qualitatively correct band alignment of a 
small dye adsorbed on the anatase (101) surface of titania, while DFT/PBE does. 
It was not surprising to find a system where DFTB fails; after all, it is an 
approximation to DFT which is not expected to perform well in all cases.  
Table 7. Adsorption energies Eads (in eV) of TAT in different configurations on 
anatase (101) surface of TiO2. The bond length for bonding between the 
molecule’s and surface atoms are also given (in Å). For bidentate configurations, 
the two bond lengths are Omol-Ti; for monodentate, they are Omol-Ti and H-Osurf 
System Eads, eV Omol-Ti, Å Omol-Ti/H-Osurf, Å 
DFTB/Tiorg-0-1* 
BB -1.28 2.11 2.11 
M1 -0.99 1.98 1.00 










(b)                                                         (b) 
 
(c)                                                             (d)             
Figure 16. (a-c) Molecule- and substrate- projected density of states of BB, M1 
and M2 configurations of TAT on TiO2 obtained in DFTB with the tiorg-0-1* 
parameters. The y axis crosses the energy axis at the Fermi energy. (d) The 
simulated band alignment between the TAT and the (101) anatase surface. 
Approximate positions of molecular HOMO and LUMO energies are indicated 
with arrows. 
Here, we have a somewhat less expected situation where DFT/PBE fails, but 
DFTB does not. This is specific to the adsorption of large molecules (i.e. all 
biomolecules) where HOMO is closer to the CBM. This makes the system more 
sensitive to the description of the band gap of the semiconductor substrate, which 
is known to be erroneous with GGA144,150-153. A practically important conclusion 
of the above is that DFTB is a good approach to model biomolecule-
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semiconductor interfaces, and that is not only due to the CPU cost advantage of 
three orders of magnitude but also because it can effectively, via 
parameterization, achieve qualitatively correct band alignment which may not be 
possible  with GGA. 
4 Conclusions 
We have conducted comparative DFTB and DFT studies on biomolecules and 
bioinorganic interfaces as well as a comparative DFTB and Force Field MD study 
on cell-penetrating peptides. The accuracy of DFTB is established by the 
modeling of biomolecules and it is found that DFTB can bring ab initio accuracy 
to biomolecular simulation which usually calls for Force Field MD. Meanwhile, 
through the simulation of bioinorganic interfaces, we highlight the utility of the 
DFTB method for the modeling of bioinorganic interfaces not only from the CPU 
cost perspective but also from the accuracy point of view. 
Specifically, we started from the modeling of small biomolecules with both 
DFT and DFTB methods. Compared with the DFT results, DFTB shows in 
general good agreements in structural information and conformation energies 
which means DFTB can reach relatively similar ab initio accuracy in small 
biomolecules simulation. Therefore, in the simulation of cell-penetrating peptides, 
we bring in DFTB calculations in order to testify its applicability for large 
biomolecules simulation. FFMD is compared to DFTB simulation and it is found 
that their results match qualitatively well, which means DFTB can be feasible and 
trustworthy to bring ab initio accuracy to large biomolecules simulation. We then 





corroborate the weak clustering behavior observed through experiments. We also 
computed total charge density distribution of 5 cell-penetrating peptides, which is 
useful for the analysis of the propensity to fold. 
Finally, we have conducted a comparative computational study of interactions 
of biomolecules with an oxide surface. Such mixed bioinorganic systems present 
difficulties for ab initio modelling due to their sheer size. Specifically, the large 
size of biological molecules necessitates the use of large slabs to model the 
substrates, which makes more accurate ab initio schemes impractical. For 
example, the TAT/TiO2 model used here has more than 2500 atoms. For most 
laboratories, the only practical and relatively accurate ab initio approach to model 
such system remains DFT with the GGA approximation. Even with a GGA 
functional (i.e. without the additional cost of exact exchange), the CPU cost is 
substantial. The DFTB method – an approximate density functional based method 
- therefore looks very promising for the modeling of such system, offering a three 
orders of magnitude speedup. Previous works reported both successes and failures 
of DFTB with specific parameterizations for the modeling of organic-inorganic 
interfaces.  
In this work, we have compared the performance of DFT to DFTB for the 
modeling of adsorption on the widely use substrate TiO2 of both a small 
biomolecule (an aminoacid, Arg) and a large biomolecule (the TAT cell-
penetrating peptide). We have found that the quality of DFTB calculations 
depends on their ability to reproduce qualitatively the correct band alignment 





HOMO in the titania bandgap and LUMO in the conduction band. It is the 
qualitative band alignment (rather than e.g. where exactly in the gap the HOMO is 
located) which determines possible electron donation between the molecule and 
the substrate as well as hybridizations (e.g. a molecular HOMO in the VB or 
LUMO in the CB will hybridize much more significantly with the titania states 
than an orbital in the gap). These are expected to directly influence the energies 
and geometries via band energies and geometries which are optimal for a given 
bandstructure. Specifically, for systems and with a parameterization where a 
correct band alignment is obtained, we obtained a decent agreement in adsorption 
energies and geometries between DFT and DFTB. 
Importantly, by comparing absorption of biomolecules of different size – an 
aminoacid, a dipeptide, and a real-sized peptide – we have discovered a seemingly 
counterintuitive phenomenon whereby it is the GGA DFT that fails while the 
DFTB is at least qualitatively correct. Specifically, due to a large destabilization 
of the HOMO of a large peptide vs a single aminoacid combined with an 
underestimation of the titania bandgap typical of GGA functionals, DFT is 
predicted to result in HOMO entering the conduction band, which would 
effectively ionize the molecule. DFTB, on the other hand, is able to reproduce a 
correct bandstructure precisely because it is an approximate method with which 
one can effectively reproduce the correct band gap. This effect is specific to large 
molecules such as biomolecules and may not have been appreciated due to a 





correct band alignment for such a bioinorganic interface with DFT would require 
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