Introduction {#sec1-2055668318813455}
============

Current clinical assessment protocols in rehabilitation, orthopedic surgery and sports medicine rely on visual observation of patient performance of mobility tests such as squats, hops, lunges, etc.^[@bibr1-2055668318813455]^ Visual assessment is subjective, relies on clinician expertise, and is limited to visually observable parameters.^[@bibr2-2055668318813455],[@bibr3-2055668318813455]^ Developing a reliable automatic human motion tracking system for sports medicine or rehabilitation applications can provide objective measurements of the motion, reduce issues of inter-rater variability, and provide long-term analyzable data. A sensor platform is needed for automated pose estimation; researchers have proposed marker-based systems,^[@bibr4-2055668318813455]^ Microsoft Kinect^[@bibr5-2055668318813455]^ or inertial measurement units (IMUs)^[@bibr6-2055668318813455],[@bibr7-2055668318813455]^ for this purpose.

IMUs are well suited for motion measurement in clinical settings, as they are small, wearable, capable of long-term data recording and have low cost and low power consumption.^[@bibr8-2055668318813455]^ In order for an IMU-based pose estimation method to be suitable for clinical applications, it should provide a direct estimate of joint angles in three-dimensional space, the accuracy should be comparable to or better than visual estimation, and the system should be fast to set up and easy to use.

Accurate estimation of joint angles from IMU measurements is challenging due to gyroscope drift, sensor to segment misalignment, and motion artifacts. Several methods have been proposed^[@bibr7-2055668318813455]^ to recover joint angle data from IMU measures. The majority use strap-down integration of angular velocity to estimate the orientation of the limb to which the IMU is attached with respect to a world frame and extract joint angles from relative orientations of the two adjacent limbs.^[@bibr9-2055668318813455][@bibr10-2055668318813455]--[@bibr11-2055668318813455]^ However, IMU sensor readings are noisy and may have bias. When position is estimated by integrating angular velocity, even a small amount of bias will grow over time and cause considerable errors in estimation.^[@bibr12-2055668318813455]^ To correct gyroscope drift, the common approach is to fuse accelerometer and gyroscope data. Examples include applying the complimentary^[@bibr13-2055668318813455]^ or Kalman filters^[@bibr10-2055668318813455],[@bibr12-2055668318813455],[@bibr14-2055668318813455]^ for data fusion. A comparison between different filtering techniques for sensor fusion and drift removal was conducted by Ohberg et al.^[@bibr15-2055668318813455]^ Drift can lead to physically unrealizable joint angle estimates. To avoid this, some studies also introduced kinematic constraints to their estimation model.^[@bibr12-2055668318813455],[@bibr16-2055668318813455],[@bibr17-2055668318813455]^ Applying a kinematic model can help with three-dimensional multiple joint angle estimation and reduce drift, but the drawback is that it requires additional parameters to be known, such as the position of the sensors and limb (kinematic link) lengths.

Another major issue with IMUs is their sensitivity to misalignment.^[@bibr11-2055668318813455]^ Joint angles should be measured in the anatomical joint coordinate system; any misalignment between the sensor local frame and the anatomical joint frame may lead to error. An exact positioning of the sensor or a calibration procedure is needed for best results. Calibration techniques include pose or functional calibration or a combination of both.^[@bibr18-2055668318813455]^ In pose calibration, the subject is asked to stand in a known posture, while in functional calibration, the sensor alignment is found using limb movements.^[@bibr15-2055668318813455],[@bibr18-2055668318813455][@bibr19-2055668318813455][@bibr20-2055668318813455][@bibr21-2055668318813455]--[@bibr22-2055668318813455]^ Although these methods can improve accuracy, they are time consuming and the precision depends on the accuracy of the movements/pose executed by the subject. Moreover, some of these methods may require prescribed motions to be performed, which might not be possible for patients with limited range of motion (ROM). Seel et al.^[@bibr11-2055668318813455]^ have proposed a functional calibration method which works based on arbitrary movements; however, their method requires at least two IMUs around the target joint, and the arbitrary motions have to excite all degrees of freedom (DoF).

The most accurate systems reported in the literature to date can achieve joint positioning accuracy within $1^{\circ}$ for the knee joint angle,^[@bibr9-2055668318813455],[@bibr11-2055668318813455],[@bibr23-2055668318813455]^ within $1.8 - 3.9^{\circ}$ for hip joint angles, and within $4.7 - 11.5^{\circ}$ for ankle joint angles.^[@bibr23-2055668318813455][@bibr24-2055668318813455]--[@bibr25-2055668318813455]^ However, this degree of accuracy relies on a detailed calibration procedure which requires the subject to accurately perform the calibration movement,^[@bibr9-2055668318813455],[@bibr24-2055668318813455]^ requires additional tools,^[@bibr25-2055668318813455]^ or is only achievable for limited joints.^[@bibr11-2055668318813455]^

Clinicians usually have a busy appointment schedule, which does not allow time for extensive sensor calibration or accurate measurement of the required parameters for pose estimation. One solution is to only measure those parameters whose variation affects the pose estimation accuracy and to use anthropometric data^[@bibr26-2055668318813455],[@bibr27-2055668318813455]^ for less sensitive parameters. Therefore, a sensitivity analysis is required to identify the parameters most sensitive to sensor mispositioning. While several studies have mentioned the importance of sensor positioning and suggested methods for more accurate estimation of the sensor orientation,^[@bibr11-2055668318813455],[@bibr19-2055668318813455],[@bibr22-2055668318813455]^ very few studies have investigated the effect of sensor placement errors on the pose estimation quantitatively.

Trojaniello et al.^[@bibr28-2055668318813455]^ investigated the sensitivity of four different single IMU-based gait initial contact estimation methods to IMU misplacement. The lower back IMU was virtually rotated around the medio-lateral axis within a range of $\pm 10^{\circ}$. Two methods had acceptable performance only in a limited range of IMU orientation change. One method was quite insensitive but also had poor accuracy. Only one method showed acceptable performance in terms of a compromise between good accuracy and least sensitivity.

Leardini et al.^[@bibr29-2055668318813455]^ compared a magnetic IMU-based rehabilitation assistive system to the optical motion capture (Mocap) analysis gold standard using a 3 IMU system applied to the thorax, thigh and shank to estimate hip, knee and thorax inclination angles. The sensitivity of the hip adduction/abduction (Add/Abd) angles to frontal plane misorientation of the thigh IMU within ±15° of the optimal orientation and the sensitivity of the hip flexion/extension (Flex/Ext) angles to mispositioning of the thigh IMU within ±7 cm in the mediolateral direction of the correct position was analyzed. Their results showed more error due to mediolateral displacement than due to frontal plane misorientation and concluded that overall error due to introduced misplacement was less than 5°, which they deemed acceptable. However, misconfigurations were limited to two scenarios tested on one of the sensors, and the effect was investigated on hip angle estimation in the sagittal plane only.

The main research focus of the aforementioned studies was pose estimation, and sensitivity analysis was only investigated as a secondary component. To the authors' best knowledge, no study to date has addressed the influence of IMU positioning errors on pose estimation as a primary research focus. For a pose estimation system to be usable in clinical settings, the robustness of system accuracy to variations in sensor placement must be systematically assessed. In this study, an IMU-based pose estimation method is applied to estimate lower body pose during the single leg squat (SLS) mobility test. The sensitivity of the pose estimation to the variations resulting from inaccurate sensor placement is quantified, and a practical protocol for the estimation of the sensitive parameters in clinical settings is proposed.

The rest of the article is organized as follows: The proposed approach section describes the approach for IMU-based pose estimation using approximated parameters, and the sensitivity analysis of the pose estimation accuracy to each of the parameters. Experiments section describes the experimental setting for the data collection. Calibration protocol for IMU orientation estimation section proposes a calibration protocol for fast approximation of the sensitive parameters, and provides joint angle errors after applying the calibration. Results and discussion sections discuss the results, and conclusions and future work section concludes the paper.

Proposed approach {#sec2-2055668318813455}
=================

IMU-based pose estimation {#sec3-2055668318813455}
-------------------------

In this study, three IMU sensors are used to estimate ankle, knee, and hip joint angles during the SLS. The SLS is a mobility test often used to assess knee function in orthopedics, sports medicine and rehabilitation.^[@bibr30-2055668318813455]^ The SLS test aids in the identification of individuals at risk of knee injury.^[@bibr31-2055668318813455]^ Crucial to the clinical utility of this test is the evaluation of the dynamic knee valgus motion, which is a combined motion of thigh adduction occurring in the coronal plane and thigh internal rotation moving in the transverse plane. Therefore, estimates of the hip and ankle internal/external and adduction/abduction angles are required, so a pose estimation method capable of only sagittal plane estimates is not sufficient for dynamic knee valgus assessment.

Since the IMU data are noisy and can suffer from drift, a kinematic model of the lower leg similar to Lin and Kulíc^[@bibr17-2055668318813455]^ was applied to predict the angular velocity and linear acceleration at each time step. The kinematic model predictions and sensor measurements are fused via an extended Kalman filter (EKF). The algorithm proposed in Lin and Kuli\'c^[@bibr17-2055668318813455]^ is modified to incorporate a seven DoF leg model and further minimizes drift by introducing a virtual yaw sensor at the hip.

The developed kinematic model for the human leg is composed of a three DoF ankle joint, one DoF knee joint, and three DoF hip joint. Frame assignment is carried out according to the Denavit Hartenberg (DH) convention^[@bibr32-2055668318813455]^ as depicted in [Figure 1](#fig1-2055668318813455){ref-type="fig"} (left). Frames 0, 1, and 2 correspond to ankle internal/external rotation (IR/ER), Add/Abd and Flex/Ext, respectively, followed by the tibia link. Frame 3 corresponds to knee Flex/Ext, followed by the thigh link. Frames 4, 5, 6 correspond to hip Flex/Ext, Add/Abd, and IR/ER, respectively, followed by the pelvis link. Frame 7 is the final frame located at the back sensor. Frame 0 is the inertial frame, as it is stationary during the SLS motion. To estimate linear acceleration at sensor locations, information of the sensor positions on the kinematic chain is required, which is incorporated into the model through displacement vectors $r_{3},r_{S3},r_{4},r_{S4},r_{S7}$.^[@bibr17-2055668318813455]^ The model and the displacement vectors are shown in [Figure 1](#fig1-2055668318813455){ref-type="fig"}. For hip center estimation, Harrington et al.'s^[@bibr33-2055668318813455]^ method was applied, which estimates the hip center location based on leg length (LL), pelvic depth (PD), and pelvic width (PW). Figure 1.Seven DoF kinematic model of the right leg showing sensor positions, frame assignments, and displacement vectors. $\mathbf{P}_{\mathit{ankle}},\mathbf{P}_{\mathit{knee}},$ and $\mathbf{P}_{\mathit{hip}}$ refer to joint center position vectors and $\mathbf{P}_{\mathit{tibia}},\mathbf{P}_{\mathit{thigh}},$ and $\mathbf{P}_{\mathit{back}}$ refer to IMU position vectors.

The estimates of the angular velocity and linear acceleration from the kinematic model and the IMU measurements of these parameters are fused into an EKF to recover the joint angles.^[@bibr17-2055668318813455]^ The position, velocity, and acceleration of each DoF are defined as the states to be estimated by the EKF.

For rotation angles parallel to gravity, drift due to gyroscope bias cannot be compensated by the accelerometer and can result in large IR/ER angle errors. The drift problem is most prevalent in the hip IR/ER due to accumulation of error from previous states. To alleviate this issue, similar to Joukov et al.,^[@bibr34-2055668318813455]^ a virtual yaw sensor was assumed at the hip location to measure hip internal rotation only.

A separate EKF is assigned to each sensor. The three filters are run sequentially, so that the estimate of the ankle joint's states is used as input to the knee estimate, and the ankle and knee estimates are used as inputs to the hip EKF estimator. Ankle joint states are estimated using the tibia sensor EKF, knee joint states are estimated using the thigh sensor EKF, and hip joint states are estimated using the back sensor EKF.

The measurement noise covariance (*R*) and the process noise covariance (*Q*) are determined via optimization, by minimizing the root mean square (RMS) error between joint angle estimates obtained with motion capture^[@bibr35-2055668318813455]^ and from the algorithm. The optimization problem was solved by global search optimization implemented using the MatlabR2016a optimization toolbox.

Pose estimation using approximated parameters {#sec4-2055668318813455}
---------------------------------------------

Since the IMU-based pose estimation algorithm is to be applied in the absence of marker information, an estimation method for the sensor orientation, displacement vectors, and kinematic link lengths has to be defined.

To obtain displacement vectors and kinematic link lengths, we assume sensor positions and replace person-specific body parameters by values from anthropometric tables.

Assuming that sensors are placed exactly in the middle of the tibia and thigh and that the knee and ankle centers are aligned, the displacement vectors with respect to the sensor frame can be approximated according to [Table 1](#table1-2055668318813455){ref-type="table"}. In addition, if the leg is assumed to have a conical or cylindrical shape, the Y component of $r_{S3}$ and $r_{S4}$ is equal to the radius of the leg at the sensor location. Table 1.Sensor displacement vectors approximated based on thigh and tibia lengths, sensor vertical distance to previous joint center and leg radius at sensor location.VectorXYZ$r_{S3}$$- (L_{\mathit{tibia}} - L_{\mathit{Tib}2\mathit{knee}})$$- r_{\mathit{tibia}} = - (\frac{C_{\mathit{Tib}}}{2\pi})$0$r_{3}$$- L_{\mathit{tibia}}$00$r_{S4}$$- L_{\mathit{Thi}2\mathit{knee}}$$- r_{\mathit{thigh}} = - (\frac{C_{\mathit{Thi}}}{2\pi})$0$r_{4}$$- L_{\mathit{thigh}}$00[^1]

$L_{\mathit{Tib}2\mathit{knee}}$ and $L_{\mathit{Thi}2\mathit{knee}}$ distances are specified during sensor placement and assumed to have a fixed value for all subjects.

The $\mathbf{r}_{S7}$ vector can be estimated using PD, PW, and LL^[@bibr33-2055668318813455]^ as depicted in [Figure 2](#fig2-2055668318813455){ref-type="fig"}. Given that the back sensor is placed at the midpoint between the right and left anterior superior iliac spine (ASIS), the *Z* and *X* components of $V1$ are assumed to be zero and the *Y* component is equal to PD with negative sign (according to the back sensor frame shown in the [Figure 1](#fig1-2055668318813455){ref-type="fig"}), fully defining $V1$. $V2$ was estimated using PD, PW, and LL according to the Harrington et al.^[@bibr33-2055668318813455]^ instructions. Figure 2.The $\mathbf{r}_{\mathbf{S}7}$ vector can be estimated as the summation of vectors $\mathbf{V}1$ and $\mathbf{V}2$, where $\mathbf{V}2$ is estimable using PD, PW and LL. $\mathbf{V}1$ is assumed to have only *Y* component equal to PD.

Using the abovementioned assumptions, the required measurements are: LL, PD, PW, tibia length (*L~tibia~*), thigh length (*L~thigh~*), tibia and thigh circumference at sensor locations (*C~Tib~*, *C~Thi~*), and the tibia and thigh sensor distances to the knee ($L_{\mathit{Tib}2\mathit{Knee}},L_{\mathit{Thi}2\mathit{Knee}}$), all shown in [Figure 3](#fig3-2055668318813455){ref-type="fig"}. To avoid manual measurement of these values, the pelvic width, tibia and thigh lengths were estimated as a fraction of participant height following Winter.^[@bibr36-2055668318813455]^ The circumference of the thigh and tibia at sensor locations was estimated as the "MidThigh Circumference" and "Maximal Calf Circumference" values from McDowell et al.^[@bibr26-2055668318813455]^ For the four remaining values (pelvic depth, leg length, and the tibia and thigh sensor distances to the knee), the average value of all participants was used for analysis. Figure 3.Required parameters for pose estimation including PW, PD, LL, *L~tibia~*, *L~thigh~*, *C~Tib~*, *C~Thi~*, $L_{\mathit{Tib}2\mathit{Knee}},L_{\mathit{Thi}2\mathit{Knee}}$. Red cross signs correspond to the anatomical locations of the ankle, knee, and hip centers within the body. The back sensor is also made visible in the front view to show that it is placed at the same height as ASIS and PSIS bony landmarks above the hip center.

### IMU orientations {#sec5-2055668318813455}

We assume that the back and thigh sensors are perfectly aligned with the sagittal plane, and that the tibia sensor, placed on the flat part of the tibia, is rotated by $45^{\circ}$ about the roll axis.

Sensitivity analysis {#sec6-2055668318813455}
--------------------

To find out how pose estimation is impacted by variations in the kinematic parameters and sensor alignment, a sensitivity analysis is performed. The needed parameters for the forward kinematics (described in [Table 1](#table1-2055668318813455){ref-type="table"} and Section 2.2 and depicted in [Figure 3](#fig3-2055668318813455){ref-type="fig"}) include:"$L_{\mathit{Tib}2\mathit{Knee}},\quad C_{\mathit{Tib}},\quad Z_{r_{S3}}:\quad\mathit{describing}\quad\mathbf{r}_{S3}$$L_{\mathit{tibia}},\quad Y_{r_{3}},\quad Z_{r_{3}}:\quad\mathit{describing}\quad\mathbf{r}_{3}$$L_{\mathit{Thi}2\mathit{Knee}},\quad C_{\mathit{Thi}},\quad Z_{r_{S4}}:\quad\mathit{describing}\quad\mathbf{r}_{\mathbf{S}4}$$L_{\mathit{thigh}},\quad Y_{r_{4}},\quad Z_{r_{4}}:\quad\mathit{describing}\quad\mathbf{r}_{4}$$\mathit{PW},\quad\mathit{PD},\quad\mathit{LL}:\quad\mathit{describing}\quad\mathbf{r}_{\mathbf{S}7}$$\mathit{Roll} - \mathit{tibia},\quad\mathit{Pitch} - \mathit{tibia},\quad\mathit{Yaw} - \mathit{tibia}:\mathit{describing}\quad\mathit{tibia}$$\quad\mathit{sensor}\quad\mathit{orientation}$$\mathit{Roll} - \mathit{thigh},\quad\mathit{Pitch} - \mathit{thigh},\quad\mathit{Yaw} - \mathit{thigh}:\mathit{describing}\quad\mathit{thigh}$$\quad\mathit{sensor}\quad\mathit{orientation}$$\mathit{Roll} - \mathit{back},\quad\mathit{Pitch} - \mathit{back},\quad\mathit{Yaw} - \mathit{back}:\quad\mathit{describing}\quad\mathit{back}$$\quad\mathit{sensor}\quad\mathit{orientation}$"

There are a total of 24 parameters, which can be obtained from marker data if available, or must be approximated. The set of parameters obtained from markers are called *Pm*~1~. These parameters were changed one-by-one by ± 5% of their nominal value, called *Pm*~2~, and used to calculate the one-at-a-time sensitivity analysis.^[@bibr37-2055668318813455]^

Sensitivity analysis is performed based on the resulting joint angle errors of the IMU-based method described in Section 2.1 using *Pm*~1~ and *Pm*~2~ and according to the following formula $$\begin{matrix}
{\mathit{Sensitivity} = 100 \times |\frac{\frac{\mathit{Err}_{2} - \mathit{Err}_{1}}{\mathit{Err}_{1}}}{\frac{\mathit{Pm}_{2} - \mathit{Pm}_{1}}{\mathit{Pm}_{1}}}|} \\
\end{matrix}$$

*Pm*~1~ is the accurate parameter values obtained from markers, *Pm*~2~ is the modified parameter values equal to $\mathit{Pm}_{1} \pm 5\%$, *Err*~1~ is the error between Mocap and IMU-based joint angle estimates when *Pm*~1~ values are used in the forward kinematic model, and *Err*~2~ is the error between the Mocap and IMU joint angle estimates when *Pm*~2~ values are used in the forward kinematic model.

Experiments {#sec7-2055668318813455}
===========

To evaluate the accuracy of pose estimation, SLS data were collected with marker-based motion capture and IMUs simultaneously. Ten participants (five men, five women, mean age: 28.5 ± 6.37) were recruited. Inclusion criteria were adults without any lower back or leg injuries within the past six months. The experiment was approved by the University of Waterloo Research Ethics Board (approval number: 20728), and all participants signed a consent form prior to the start of data collection. Data from three participants were excluded from the analysis due to corruption of the IMU data.

Data collection {#sec8-2055668318813455}
---------------

Three IMUs^[@bibr38-2055668318813455]^ were affixed to the participants using hypoallergenic tape, one at the back at the level of the first sacral vertebra, the second at the anterior thigh 10 cm above the patella aligned with the sagittal plane, and the third at the flat surface of the tibia at the level of the tibial tuberosity. Sensor placement locations are illustrated in [Figure 4](#fig4-2055668318813455){ref-type="fig"}. Data were communicated to a nearby computer via Wifi with an average sampling rate of 90 ± 10 Hz. Data were interpolated and resampled to the same rate of 200 Hz (equal to the Mocap camera frame rate) before subsequent analysis. Figure 4.Sensor and marker placement for the single leg squat experiment in the Motion Capture Lab.

At the same time, eight reflective markers were attached to bony landmarks including: right and left ASIS, right and left posterior superior iliac spine (PSIS), medial and lateral femoral condyles, and medial and lateral malleoli of the squatting leg. Moreover, three markers were attached to the thigh and tibia sensors to enable sensor orientation recovery from the marker data. Due to the vicinity of the back sensor to the right and left PSIS markers, attaching three markers on the back sensor resulted in marker swapping; hence, only one marker was attached to the back sensor. Mocap data collection was performed with eight Eagle cameras and Motion Analysis Cortex software for data collecting and post-processing.

Participants were instructed to remove their shoes and perform five continuous cycles of SLS with their toes pointing forward and arms crossed in front of the body. They were asked to perform SLS with their dominant leg (defined as the leg they would use to kick a ball) without moving the foot or lifting the heel. In instances where subjects lost their balance, their legs contacted each other, or the non-weight bearing leg touched the ground, the trial was deemed unsuccessful and all cycles were repeated.

Before starting the SLS movement, subjects were asked to lift their squatting leg up and back down and then stay for a few seconds in a rest position. This additional motion was used for synchronization of the IMUs and Mocap and was not included in the data analysis.

Calibration protocol for IMU orientation estimation {#sec9-2055668318813455}
===================================================

According to the sensitivity analysis results (discussed in Section 5), the sensor orientations are a key factor for accurate pose estimation. To extract full sensor orientations without requiring patients/subjects to perform any calibration movement or posture, we developed a simple and easy to use calibration protocol.

For short duration movements, orientation can be estimated by gyroscope measurement integration. Sensor orientations can therefore be retrieved from gyroscope data under specific considerations for sensor placement. For this purpose, a protocol for sensor placement was developed as follows: All sensors were placed on the table in the same known orientation ([Figure 5](#fig5-2055668318813455){ref-type="fig"}, left).Sensor locations were marked on the thigh and tibia using a double-sided tape attached to the desired sensor location.The outer side of the tape was removed, and the participant was asked to stand still in a defined frontal orientation with respect to the table as depicted in [Figure 5](#fig5-2055668318813455){ref-type="fig"}.Data collection was started, and sensors were moved to the defined locations one by one ([Figure 5](#fig5-2055668318813455){ref-type="fig"}, right).After a few seconds at the final defined locations, data collection was stopped. This process took less than 1 min which is reasonable to avoid gyroscope drift. Figure 5.Different steps of performing the calibration protocol. In the left picture, the red arrow on the floor emphasizes the black guide line which is to make sure participants are standing in a correct frontal orientation. The red arrow on the table emphasizes that the sensors' initial orientation (along the direction of the arrow) is to be parallel to participant's sagittal plane. The two arrows are orthogonal.

Please note that the calibration protocol does not require any marker information. However, since we were simultaneously collecting IMU and Mocap data for validation, there are both markers and sensors on the body in [Figure 5](#fig5-2055668318813455){ref-type="fig"}. The markers are used only for ground truth data collection and are not required during clinical use.

In the next step, the Rodrigues method^[@bibr39-2055668318813455]^ was applied to gyroscope data to calculate rotation matrices from the start to the final position for each sensor according to [equations (3)](#disp-formula3-2055668318813455){ref-type="disp-formula"} to ([5](#disp-formula5-2055668318813455){ref-type="disp-formula"}). $\,^{B}R_{0}(t)$ is the rotation matrix between the initial position on the table and the sensor at time *t*. To get the final orientation, we averaged the last 200 samples, which is equal to the last second of data collection when all sensors were in their assigned position on the body. $$\begin{matrix}
{\omega(t) = \sqrt{\omega_{x}(t)^{2} + \omega_{y}(t)^{2} + \omega_{z}(t)^{2}}} \\
\end{matrix}$$ $$\begin{matrix}
{S(t) = \lbrack\begin{matrix}
0 & {- \omega_{z}(t)/\omega(t)} & {\omega_{y}(t)/\omega(t)} \\
{\omega_{z}(t)/\omega(t)} & 0 & {- \omega_{x}(t)/\omega(t)} \\
{- \omega_{y}(t)/\omega(t)} & {\omega_{x}(t)/\omega(t)} & 0 \\
\end{matrix}\rbrack} \\
\end{matrix}$$ $$\begin{matrix}
{\,^{B}R_{0}(t + 1) = S(t)\text{sin}(\omega(t)\delta t)} \\
{+ (S(t))^{2}(1 - \text{cos}(\omega(t)\delta t)) + I} \\
\end{matrix}$$ $$\,^{B}R_{0}(t) =^{B}R_{0}(t - 1)^{B}R_{0}(t + 1)$$

Here, $\omega_{x}(t),\omega_{y}(t),\omega_{z}(t)$ refer to the *X*, *Y*, *Z* components of the angular velocity at time *t*, respectively. *ω* is the magnitude of angular velocity. *S* and *I* are the skew-symmetric and identity matrices, and *δt* is the sampling interval.

Results {#sec10-2055668318813455}
=======

Sensitivity values were calculated for both increase and decrease of ±5% of the nominal value of each parameter and for each participant. The average value for both decrease and increase, and over all participants was then calculated for the ankle, knee, and hip joints and reported as an overall sensitivity value of the pose estimation accuracy to each of the defined parameters in [Tables 2](#table2-2055668318813455){ref-type="table"} and [3](#table3-2055668318813455){ref-type="table"}. Table 2.Sensitivity analysis results for the ankle and knee joints.Sensitivity %ParameterAnkle IR/ERAnkle Abd/AddAnkle Flex/ExtKnee Flex/ExtAnkle average$L_{\mathit{Tib}2\mathit{Knee}}$3.415.15.83.18.3*C~Tib~*2.92.52.82.32.7$Z_{r_{3S}}$6.1101.115.7*L~tibia~*10.7**43.6**16.39.523.5$Y_{r_{3}}$0001.40$Z_{r_{3}}$0000.10$L_{\mathit{Thi}2\mathit{Knee}}$0008.50*C~Thi~*0004.40$Z_{r_{4S}}$0000.10*L~thigh~*00000$Y_{r_{4}}$00000$Z_{r_{4}}$00000*PW*00000*PD*00000*LL*00000$\mathit{Roll} - \mathit{tib}$**47.7309.5**28.5**38.9128.6**$\mathit{Pitch} - \mathit{tib}$24.6**107.8**2.23.7**44.9**$\mathit{Yaw} - \mathit{tib}$41.3**113.551.439.6**$\mathit{Roll} - \mathit{thi}$0008.30$\mathit{Pitch} - \mathit{thi}$0001.60$\mathit{Yaw} - \mathit{thi}$000**67.5**0$\mathit{Roll} - \mathit{bac}$00000$\mathit{Pitch} - \mathit{bac}$00000$\mathit{Yaw} - \mathit{bac}$00000Average**4.220.47.18.410.6**[^2] Table 3.Sensitivity analysis results for the hip joint.Sensitivity %ParameterHip Flex/ExtHip Abd/AddHip IR/ERHip average$L_{\mathit{Tib}2\mathit{Knee}}$2.712.930.815.5*C~Tib~*0.813.421.211.8$Z_{r_{3S}}$1.87.810.66.7*L~tibia~*2.322.837.921$Y_{r_{3}}$0.63.894.5$Z_{r_{3}}$0.72.73.72.4$L_{\mathit{Thi}2\mathit{Knee}}$4.218.1**50.6**24.3*C~Thi~*4.14.28.35.5$Z_{r_{4S}}$0.22.92.51.9*L~thigh~*12.314.128.718.4$Y_{r_{4}}$0.30.921.1$Z_{r_{4}}$0.21.12.21.2*PW*1.55.620.69.2*PD*3.518.130.417.3*LL*1.15.44.93.8$\mathit{Roll} - \mathit{tib}$7.7**167.555.877**$\mathit{Pitch} - \mathit{tib}$1.2**44.8**12.319.4$\mathit{Yaw} - \mathit{tib}$1.23.13.32.5$\mathit{Roll} - \mathit{thi}$7.67.913.59.6$\mathit{Pitch} - \mathit{thi}$0.80.210.7$\mathit{Yaw} - \mathit{thi}$**89.4**2.57.6**33.2**$\mathit{Roll} - \mathit{bac}$**92.5**33.426.6**50.8**$\mathit{Pitch} - \mathit{bac}$6.336.54.715.9$\mathit{Yaw} - \mathit{bac}$1.823.45.510.2Average**10.218.916.415.2**[^3]

According to [Tables 2](#table2-2055668318813455){ref-type="table"} and [3](#table3-2055668318813455){ref-type="table"}, the most sensitive parameters for ankle joint estimation are the tibia sensor orientation parameters, specifically the tibia roll angle. The most sensitive joints include the hip and ankle, with the ankle and hip Abd/Add and hip IR/ER most affected.

The knee joint angle estimation is sensitive to the tibia sensor roll and yaw angles as well as the thigh sensor yaw angle.

The most sensitive parameters for the hip joint are the tibia and back sensor roll angles as well as the thigh sensor yaw angle.

[Table 4](#table4-2055668318813455){ref-type="table"} reports RMS errors between Mocap and joint angles estimated by the algorithm, when using different approaches for kinematic parameter estimation. In the first column, labeled "Marker-calib.", all required parameters including displacement vectors and link lengths as well as thigh and tibia sensor orientations were extracted from the marker data. Due to the lack of three markers on the back sensor, marker-based extraction of the back sensor orientation was not possible. For this reason, we used the estimated orientation of the back sensor from the calibration approach described in Section 4. [Figure 6](#fig6-2055668318813455){ref-type="fig"} summarizes the workflow of the pose estimation algorithm used to generate the results shown in the first column of [Table 4](#table4-2055668318813455){ref-type="table"}. Figure 6.Pose estimation algorithm overview. $\,^{d}R_{b}$ is the rotation matrix from the body orientation to the desired orientation on the kinematic chain. *ω* and $\overset{\sim}{\omega}$ are measured and estimated values for angular velocity. $\overset{\cdot\cdot}{x}$ and $\overset{\overset{\sim}{\cdot\cdot}}{x}$ are measured and estimated values for linear acceleration. *q* and $\overset{\sim}{q}$ correspond to marker-based and estimated values for joint angle. $\overset{\overset{\sim}{\cdot}}{q}$ and $\overset{\overset{\sim}{\cdot\cdot}}{q}$ are estimated values for joint velocity and acceleration. Table 4.The first three columns report the RMS error and standard deviation between IMU and Mocap estimated joint angles (in degrees), averaged over all participants. The last two columns report the average error difference between the marker-calibrated and fixed offset joint angle estimates, and the fixed offset and calibration-protocol joint angle estimates, respectively.MethodMarker-calib.Fixed-offsetCalib. Prot.Error difference between marker Calib. and fixed-offsetError difference between calib. prot. and fixed-offsetAnkle IR/ER3.3° ± 1.45.0° ± 2.83.8° ± 1.81.7°1.2°Ankle Abd/Add2.3° ± 1.16.4° ± 4.83.6° ± 1.34.1°2.8°Ankle Flex/Ext3.9° ± 1.06.8° ± 4.85.1° ± 2.12.9°1.7°Knee Flex/Ext5.5° ± 1.812.8° ± 3.96.3° ± 3.27.3°6.5°Hip Flex/Ext10.9° ± 3.912.5° ± 8.411.6° ± 4.81.6°0.9°Hip Abd/Add4.5° ± 2.08.3° ± 2.75.3° ± 1.83.8°3°Hip IR/ER5.5° ± 2.59.1° ± 4.28.0° ± 3.13.6°1.1°Average error/ error difference5.1° ± 1.18.7° ± 1.66.2° ± 1.43.6°2.5°

Using kinematic parameters estimated from the markers, the average estimated errors for the ankle (average of 3 DoFs), knee, and hip (average of 3 DoFs) joints are $3.2^{\circ},5.5^{\circ}$, and $7^{\circ}$, respectively. The total estimated error averaged over all participants and all angles is $5.1^{\circ}$, which is comparable to similar IMU-based pose estimation studies.^[@bibr10-2055668318813455],[@bibr12-2055668318813455],[@bibr40-2055668318813455]^

The second column in [Table 4](#table4-2055668318813455){ref-type="table"}, labeled "fixed-offset," shows the RMS error for the pose estimation when approximated parameters described in Section 2.2 are used in the pose estimation algorithm. Referring to [Figure 6](#fig6-2055668318813455){ref-type="fig"}, we have removed the marker information block as well as the calibration block and approximated the kinematic model lengths, the sensor displacement vectors, and orientations instead.

The third column of [Table 4](#table4-2055668318813455){ref-type="table"}, labeled "Calib. prot."(calibration protocol), shows the RMS error of pose estimation when approximated values are used for displacement vectors and sensor orientations are extracted from the calibration protocol.

The fourth column in [Table 4](#table4-2055668318813455){ref-type="table"}, labeled "Error Difference between Marker Calib. and Fixed-offset," shows that the error increased in all joint angle estimates when using approximated values, as expected. The most affected angle is knee Flex/Ext, with an $7.3^{\circ}$ increase in error, while the ankle IR/ER and hip Flex/Ext are less affected, with $1.7^{\circ}$ and $1.6^{\circ}$ increases, respectively. The overall increase in error, averaged over all joints and all participants, is $3.6^{\circ}$.

The last column of [Table 4](#table4-2055668318813455){ref-type="table"}, labeled "Error Difference between Calib. Prot. and Fixed-offset," compares the results of using Calib.Prot. with the results of using fixed parameters, indicating significant improvements in accuracy for the ankle and hip Add/Abd angles ($2.8^{\circ}$ and $3^{\circ}$) and the knee flexion angle ($6.5^{\circ}$). The results improved for all participants and the overall improvement is $2.5^{\circ}$.

Discussion {#sec11-2055668318813455}
==========

Presently, standard clinical tools used to assess joint motion, such as visual estimation, goniometers and inclinometers, limit clinicians to static position measurements of ROM.^[@bibr41-2055668318813455]^ They do not provide practitioners with the ability to confidently assess higher order kinematics, such as velocity and acceleration. Moreover, due to the subjective nature of visual assessment or goniometry, reliability of these measurements can be an issue.^[@bibr41-2055668318813455]^ Specifically related to the visual clinical evaluation of the SLS, significant differences in inter-rater reliability have been reported between experienced and inexperienced clinicians, which limit the broad clinical use of the data generated from these types of assessments.^[@bibr3-2055668318813455]^

The proposed method in this study offers significant benefits to clinicians as it provides objective and reliable pose measurements during dynamic coordinated multiple joint movements. This enables not only estimation of ROM but also the assessment of higher order kinematics, such as velocity and acceleration, which has been shown to have clinical discriminative utility.^[@bibr42-2055668318813455]^

However, in order to utilize a sensor-based measurement system in a clinical setting, a fast and easy to use calibration method is required. Our sensitivity analysis demonstrated that the joint angle estimates are most sensitive to the sensor orientations. Therefore, having a good estimation of the sensors' orientation can improve joint angle estimation results considerably.

This analysis also reveals that for most of the lower body joints, approximations using the population-average leg circumference and assuming alignment between joint centers will not impact the estimation results considerably. Therefore, parameters such as limb lengths can be, for the most part, approximated using anthropometric tables without greatly affecting accuracy. One exception is the hip joint. Errors at the hip, especially in the IR/ER direction, were higher because the hip is at the end of the kinematic chain. If hip IR/ER angle is of great interest, it is recommended that anthropometrics of each patient be carefully measured.

Previous investigations have been conducted on visual estimation errors of joint motion. Reported mean errors of visual assessment in Rachkidi et al. are up to $6^{\circ}$ for hip Add/rotation angles and up to $3^{\circ}$ in hip flexion angles. Edwards et al.^[@bibr43-2055668318813455]^ have reported visual knee flexion visual estimation error of $5^{\circ}$. Allington et al.^[@bibr44-2055668318813455]^ also reported $5^{\circ} \pm 5$ error for ankle Flex/Ext visual assessment. Shetty et al.^[@bibr45-2055668318813455]^ investigated visual estimation errors from 400 orthopedic surgeons who were asked to place a knee into static knee flexion angles, and their accuracy was compared to a surgical computer navigation system. They found that the errors of visually estimating knee flexion angles ranged from $3.9^{\circ} \pm 2.4$ to $9^{\circ} \pm 7.8$, with 44% of surgeons deviating more than $5^{\circ}$ and 4.7% deviating by more than $10^{\circ}$. Our results revealed RMS error of $5.1^{\circ} \pm 1.8$ for ankle Flex/Ext, $6.6^{\circ} \pm 2.8$ for hip Add/IR, $6.3^{\circ} \pm 3.2$ for knee Flex, and $11.6^{\circ} \pm 4.8$ for hip flexion. In comparison to previous work, the ankle error is better than visual assessment due to less variance, knee flex and hip Add/IR errors are similar, but hip Flex is higher than the reported values for human visual assessment capabilities. Overall, estimated flexion angle errors are higher because the motion is mainly performed in the sagittal plane, and flexion angles have the largest ROM in the SLS movement. Also, knee flexion has higher error than ankle flexion because of the larger ROM.

The highest errors correspond to hip joint angles and particularly hip flexion. Examining hip Flex/Ext and Hip Abd/Add estimates of all subjects revealed that a large portion of this error is due to a fixed offset because the exact estimation of back sensor orientation from markers was not possible. Moreover, since the hip center location is not directly measurable, approximation of the hip center based on other estimated parameters such as the pelvic depth, width, and LL also contribute to decreased accuracy. However, if an absolute joint angle value is not required but ROM is desired (which is the case in many clinical applications), offset is not an issue and a more accurate estimation for ROM may be attainable with our method. It should be noted that in our study, active pose measurements were conducted. Given that studies evaluating visual estimation errors are often conducted on static measurements of ROM, our results are promising. In fact, visual estimation and goniometric measurements of dynamic movement are difficult to conduct; therefore, an IMU system that can provide pose estimation for dynamic movements can better assist clinicians in assessing active movement when evaluating their patients.

There are several IMU-based pose estimation methods with more accurate results than the applied method.^[@bibr9-2055668318813455],[@bibr11-2055668318813455],[@bibr23-2055668318813455][@bibr24-2055668318813455]--[@bibr25-2055668318813455]^ However, the key advantage in using the proposed method is that it provides three-dimensional estimates of the ankle, knee, and hip joints simultaneously and directly, is robust to drift, and takes into account joint kinematic constraints, which are the key requirements in clinical applications. In this paper, we showed that it is not necessary to provide the method with exact body measures; anthropometric table estimates and population averages can be used instead. The proposed calibration protocol for sensor orientation is simple and can be easily implemented in clinical settings.

Conclusions and future work {#sec12-2055668318813455}
===========================

This paper analyzed the sensitivity of an IMU-based lower body pose estimation method to inaccuracies in sensor placement. The results revealed that pose estimation is mostly sensitive to sensor orientations. An easy to use calibration protocol was proposed to extract the sensor orientation on the body and improve pose estimation accuracy.

Future work can evaluate the clinical utility of this system for injury risk screenings, for the evaluation of lower limb pathology, and for its potential to track a patient's response to interventions over the course of care.
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[^1]: *L~tibia~*: Tibia length *L~thigh~*: Thigh length $r_{\mathit{tibia}}$: Tibia radius at tibia sensor location *C~Tib~*: Tibia circumference at tibia sensor location *C~Thi~*: Thigh circumference at thigh sensor location $r_{\mathit{thigh}}$: Thigh radius at thigh sensor location $L_{\mathit{Tib}2\mathit{knee}}$: Vertical distance from middle of the tibia sensor to the knee center $L_{\mathit{Thi}2\mathit{knee}}$: Vertical distance from middle of the thigh sensor to the knee center

[^2]: Sensitivity values above 30% as well as average sensitivities for each joint are shown in bold.

[^3]: Sensitivity values above 30% as well as average sensitivities for each joint are shown in bold.
