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 RESUMO 
A informação é muito valiosa para as organizações atualmente, e o volume de dados produzidos 
e coletados cresce dia a dia, criando um cenário onde a organização é fundamental para um 
processo de tomada de decisão eficiente. Porém, também é necessário ter velocidade nas 
análises, que usam dados que crescem exponencialmente. Os Data Warehouses são usados neste 
cenário para organizar os dados, centralizando suas diferentes origens, onde tudo é padronizado. 
Mas para processar grandes volumes de informação, os bancos de dados precisaram evoluir, 
dando origem ao NoSQL. O presente trabalho tem como objetivo comparar a aplicação de 
bancos de dados relacionais e não relacionas para Data Warehouses, comparando os aspectos 
de modelagem, carga de dados, performance, visualização e suporte. A avaliação mostrou que 
o banco não relacional avaliado teve vantagens na modelagem, carga de dados e performance 
de consultas, enquanto a base relacional teve vantagens nos aspectos da visualização e suporte. 
Como resultado observou-se que cada banco de dados apresenta características particulares que 
podem determinar a escolha de um deles em diferentes cenários de aplicação. 
Palavras-chave: Banco de Dados, NoSQL, Data Warehouse. 
ABSTRACT 
Currently the informantion is very valuable for companies, and the volume of data generated 
raises day by day, creating an environment where organization is essential to the decision 
making proccess. However, speed i salso necessary in the analysis that make use of all this 
growing volume of data. Data Warehouses are applied in this scenario to organize the data, 
centralizing different sources and creating standards. However, in order to proccess big volumes 
of information, databases had to evolve, thus originating the NoSQL. The current research has 
the objective to compare relational and non relational databases on its application for Data 
Warehouses, comparing aspects of modelling, data load, performance, visualization and 
support. The evaluation showed that the non relational database had advantages in modelling, 
data load and performance, while the relational database had advantages in visualization and 
support. As a result it was observed that each database has properties that can determine its a 
better choice for different applications. 
Keywords: Database: NoSQL, Data Warehouse. 
  
 LISTA DE FIGURAS 
Figura 1 – Componentes do SAD ............................................................................................. 19 
Figura 2 – Cubo e suas dimensões............................................................................................ 22 
Figura 3 – Tabela Fato .............................................................................................................. 26 
Figura 4 – Tabelas de Dimensões ............................................................................................. 28 
Figura 5 – Esquema estrela (Star Schema) ............................................................................... 29 
Figura 6 – Visão geral de um processo de carga. ..................................................................... 31 
Figura 7 – Armazenamento Chave-valor (Key-value) ............................................................. 39 
Figura 8 – Armazenamento Orientado a Colunas (Column Oriented) ..................................... 40 
Figura 9 – Armazenamento Orientado a Documentos (Document Oriented) .......................... 42 
Figura 10 – Cenário de avaliação ............................................................................................. 53 
Figura 11 – Estrutura da massa de dados criada ....................................................................... 54 
Figura 12 – Cenário de testes ................................................................................................... 64 
Figura 13 – Modelo do DW Relacional.................................................................................... 65 
Figura 14 – Modelo do DW Não Relacional ............................................................................ 67 
Figura 15 – Processo de carga de dimensões ........................................................................... 70 
Figura 16 – Processo de carga do fato vendas .......................................................................... 70 
Figura 17 – Tempos das Consultas Analíticas Clickhouse X PostgreSQL .............................. 75 
Figura 18 – Tempos das Consultas Clickhouse X PostgreSQL com 100 milhões de registros76 
Figura 19 – Tempos das Consultas Clickhouse X PostgreSQL com 10 milhões de registros . 77 
Figura 20 – Consumo percentual de processamento com 100 milhões de registros ................ 78 
Figura 21 – Consumo percentual de processamento com 10 milhões de registros .................. 78 
Figura 22 – Processamento por núcleos do Clickhouse ........................................................... 79 
Figura 23 – Processamento por núcleos do PostgreSQL .......................................................... 79 
Figura 24 – Consumo de memória com 100 milhões de registros ........................................... 80 
Figura 25 – Consumo de memória com 10 milhões de registros ............................................. 81 
Figura 26 – Load Average com 100 milhões de registros ........................................................ 82 
Figura 27 – Load Average com 10 milhões de registros .......................................................... 82 
Figura 28 – Exemplo de Tabelas dinâmicas no Pentaho BI ..................................................... 84 
Figura 29 – Exemplos de Gráficos no Pentaho BI ................................................................... 85 
Figura 30 – Módulo de criação das visões no Pentaho BI........................................................ 86 
Figura 31 – Filtros de dimensões no Pentaho BI ...................................................................... 86 
Figura 32 – Tela principal da ferramenta Tabix ....................................................................... 88 
 Figura 33 – Gráfico de linhas no Tabix .................................................................................... 88 
Figura 34 – Gráfico de colunas no Tabix ................................................................................. 89 
Figura 35 – Gráfico de mapa-árvore no Tabix ......................................................................... 89 
Figura 36 – Gráfico de calendário no Tabix ............................................................................. 90 
Figura 37 – Tabela dinâmica no Tabix ..................................................................................... 90 
 
 
 LISTA DE QUADROS 
Quadro 1 – Relatório baseado no modelo estrela ..................................................................... 30 
Quadro 2 – Comparativo da avaliação de Ferramentas. ........................................................... 50 
Quadro 3 – Configurações do servidor do cenário de testes .................................................... 61 
Quadro 4 – Fontes dos dados de cadastro ................................................................................ 63 
Quadro 5 – Pontuações do Aspecto de Modelagem ................................................................. 69 
Quadro 6 – Pontuações do Aspecto de Carga de Dados........................................................... 73 
Quadro 7 – Número aproximado de registros lidos nas consultas ........................................... 74 
Quadro 8 – Pontuações do Aspecto de Performance ................................................................ 83 
Quadro 9 – Pontuações do Aspecto de visualização ................................................................ 91 
Quadro 10 – Códigos SQL das consultas 1 e 2 ........................................................................ 93 
Quadro 11 – Códigos SQL das consultas 3 e 6 ........................................................................ 95 
Quadro 12 – Código SQL da consulta 4 ................................................................................... 96 
Quadro 13 – Código SQL da consulta 5 ................................................................................... 97 
Quadro 14 – Pontuações do Aspecto de Suporte ...................................................................... 99 
Quadro 15 – Resultados da pontuação ..................................................................................... 99 
 
 
 LISTA DE ABREVIATURAS 
 
ACID  Atomic, Consistent, Isolated, Durable 
BASE  Basic Availlable, Soft-state, Eventual Consistency 
BD  Banco de Dados 
BI  Business Intelligence 
CIO  Chief Information Officer 
CQL  Cassandra Query Language 
CRM  Customer Relationship Management 
DW  Data Warehouse 
EIS  Executive Information System 
ERP  Enterprise Resource Planning 
ETL  Extract, Transform and Load 
HTTP  Hipertext Transfer Protocol 
JDBC  Java Database Connectivity 
NoSQL Not Only SQL 
OLAP  Online Analytical Processing 
RDBMS Relational Database Management System 
SAD  Sistema de Apoio à Decisão 
SGBD  Sistema Gerenciador de Bancos de Dados 
TI  Tecnologia da Informação 
  
 SUMÁRIO 
1 INTRODUÇÃO .............................................................................................................. 11 
1.1 Motivação ..................................................................................................................... 12 
1.2 Objetivos ....................................................................................................................... 13 
1.2.1 Objetivo geral ............................................................................................................... 13 
1.2.2 Objetivos específicos .................................................................................................... 13 
1.3 Organização do trabalho ............................................................................................... 14 
2 REFERENCIAL TEÓRICO ......................................................................................... 16 
2.1 Tomada de Decisão ...................................................................................................... 16 
2.2 Sistemas de Apoio a Decisão........................................................................................ 17 
2.2.1 Componentes de um SAD ............................................................................................ 19 
2.3 Business Intelligence .................................................................................................... 20 
2.3.1 Ferramentas OLAP ....................................................................................................... 21 
2.4 Data Warehouse ............................................................................................................ 23 
2.4.1 Modelagem Dimensional de Dados .............................................................................. 25 
2.4.2 Fatos, Dimensões e Métricas ........................................................................................ 26 
2.4.3 Fatos e Métricas ............................................................................................................ 26 
2.4.4 Dimensões .................................................................................................................... 27 
2.4.5 Esquema Estrela (Star Schema) .................................................................................... 28 
2.5 Carga de Dados (ETL) .................................................................................................. 30 
2.5.1 O processo de carga ...................................................................................................... 31 
2.5.2 Ferramentas de ETL ..................................................................................................... 33 
2.6 Bancos de dados Não Relacionais (NoSQL) ................................................................ 34 
2.6.1 Características do NoSQL ............................................................................................ 35 
2.6.2 Propriedades ACID versus BASE ................................................................................ 35 
2.6.3 Alta disponibilidade ...................................................................................................... 36 
2.6.4 Escalabilidade ............................................................................................................... 36 
2.6.5 Vantagens e Desvantagens ........................................................................................... 37 
2.6.6 Modelos de Bancos de Dados NoSQL ......................................................................... 38 
2.6.7 Modelo Chave-Valor .................................................................................................... 38 
2.6.8 Modelo Orientado a Colunas ........................................................................................ 40 
2.6.9 Modelo Orientado a Documentos ................................................................................. 41 
 3 METODOLOGIA ........................................................................................................... 43 
3.1 Delineamento de pesquisa ............................................................................................ 43 
4 FERRAMENTAS AVALIADAS .................................................................................. 46 
4.1 Critérios Avaliativos ..................................................................................................... 46 
4.2 Druid ............................................................................................................................. 47 
4.3 Clickhouse .................................................................................................................... 48 
4.4 Cassandra ...................................................................................................................... 49 
4.5 Comparativo dos Critérios ............................................................................................ 50 
5 O ESTUDO ...................................................................................................................... 52 
5.1 Visão Geral ................................................................................................................... 52 
5.2 Cenário desenvolvido ................................................................................................... 53 
5.3 Ferramentas utilizadas .................................................................................................. 56 
5.4 Aspectos avaliados ....................................................................................................... 57 
5.4.1 Modelagem ................................................................................................................... 57 
5.4.2 Carga de dados ............................................................................................................. 58 
5.4.3 Performance .................................................................................................................. 58 
5.4.4 Visualização.................................................................................................................. 60 
5.4.5 Suporte .......................................................................................................................... 60 
6 AVALIAÇÃO ................................................................................................................. 61 
6.1 Cenário de testes ........................................................................................................... 61 
6.2 Análise dos resultados .................................................................................................. 65 
6.2.1 Modelagem ................................................................................................................... 65 
6.2.2 Carga de dados ............................................................................................................. 69 
6.2.3 Performance .................................................................................................................. 73 
6.2.4 Visualização.................................................................................................................. 83 
6.2.5 Suporte .......................................................................................................................... 92 
6.3 Resultado ...................................................................................................................... 99 
7 CONSIDERAÇÕES FINAIS ....................................................................................... 102 
 
 11 
1 INTRODUÇÃO 
Atualmente a informação é de extrema importância para as organizações se manterem 
competitivas no mercado, não basta conhecer a si mesmas, elas necessitam estar à frente dos 
concorrentes, usar a informação a seu favor. Por isso, os dados gerados todos os dias são 
fundamentais para o negócio. A informação torna-se um ativo da empresa, ela é um bem 
intangível de grande valor, um dos bens mais importantes para uma organização (KIMBALL, 
2002). 
No entanto, a informação por si só não leva a nada, é necessário utilizá-la de forma 
inteligente. Por isso da importância da tomada de decisão. Um administrador ou gerente de uma 
empresa tem como obrigação a habilidade de tomada de decisão rápida e assertiva, mas para 
isso já não podem mais somente utilizar de métodos e recursos antigos, baseados na própria 
experiência e perspectiva do gestor, para melhorar este cenário, os Sistemas de Apoio à Decisão 
(SAD) são essenciais. 
Junior (2004) afirma que os SADs estão colocados em um cenário complexo, onde 
fornecem recursos para que a alta gerência tome decisões de negócio, além disso, estes sistemas 
têm como objetivo a descoberta de padrões na informação, e procuram contribuir e até mesmo 
influenciar no resultado do processo, fazendo a análise de dados históricos, projeções e 
simulações com base em informações externas. Um dos principais tipos de ferramentas de apoio 
a decisão é o Business Intelligence (BI), que é um conjunto de ferramentas para análise e 
confronto de informações, que suportam os indicadores de desempenho da organização. 
Essas características colocam os SADs, ou o BI como ferramentas fundamentais para 
qualquer empresa, fato que é evidente no ranking de prioridades dos CIOs (Chief Information 
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Officer) (GARTNER, 2015) que aponta o BI em primeiro lugar, mostrando a crescente 
demanda por este tipo de solução no mercado.  
Contudo, o BI necessita de organização e estruturação da informação, Barbieri (2011), 
coloca que o conceito de BI está incluso em estruturas de dados representadas por sistemas de 
bancos de dados tradicionais, e são suportados por um Data Warehouse (DW). 
Um DW é um armazém de dados, que deve tornar as informações de uma organização 
acessíveis e consistentes, servindo de base para o processo de tomada de decisão, e deve 
entregar esse resultado para os usuários no menor tempo possível (KIMBALL, 2002). 
Além disso, o DW se torna fundamental no BI pois reúne e centraliza as informações 
dispersas na organização. Seu papel é armazenar dados uniformizados e limpos, processo 
realizado pela carga de dados, que realiza a integração das diferentes fontes de informação. 
Tradicionalmente os DWs são projetados e implementados em bancos de dados 
relacionais, o próprio modelo estrela utiliza dos princípios da modelagem relacional para 
representar o modelo do DW. Contudo, atualmente as bases relacionais não são as únicas 
utilizadas pelas organizações, bancos de dados não relacionais, conhecidos também como 
NoSQL (Not only SQL) estão em alta no mercado. 
Desta forma, e ainda com a crescente demanda por informação e grande incremento no 
volume de dados gerados diariamente nas organizações, a necessidade de análise e 
processamento de grandes massas de dados aumenta, fazendo com que sejam buscadas 
tecnologias que sejam capazes de atender esta demanda. 
1.1 Motivação 
Nos últimos anos o termo Big Data tem sido fortemente abordado e explorado. A grande 
evolução das redes sociais como Facebook, Twitter e Instagram fazem com que o volume de 
informações gerado diariamente na internet ultrapasse Terabytes, ou até mesmo Petabytes de 
dados. Este fenômeno fez com que estas organizações colaborassem para o desenvolvimento 
de tecnologias capazes de armazenar toda essa informação, elevando o Big Data a uma área da 
tecnologia da informação muito estudada e explorada. 
Junto desta forte corrente do Big Data, os bancos de dados são protagonistas, e hoje 
fala-se muito sobre os bancos de dados NoSQL (Not only SQL). Estas ferramentas foram 
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desenvolvidas e projetadas para lidar com grandes volumes de informações, porém o seu 
principal objetivo concentra-se no rápido armazenamento e acesso a partes específicas dos 
dados. NoSQL é o termo usado para abranger todos bancos de dados que não seguem o já 
tradicional e bem estabelecido modelo relacional, ou Sistemas Gerenciadores de Bancos de 
Dados Relacionais (RDBMS), o NoSQL é relacionado ao armazenamento e manipulação de 
grandiosos volumes de dados, e não é um único produto ou tecnologia, ele representa uma 
classe de ferramentas (TIWARI, 2011). 
Mesmo com essa forte onda do NoSQL, o mesmo não tem sido estudado de maneira 
profunda e consistente como um substituto do modelo relacional para a realização de análises 
de informação, mais especificamente no seu uso em Data Warehouses. Não existem casos de 
uso, nem estudos definitivos da comunidade acadêmica e científica relacionados para este fim, 
que abordem um conjunto amplo de aspectos de comparação que este tema merece, em todas 
as fases do processo. Tendo em vista esta oportunidade de pesquisa, o presente trabalho propõe 
a realização de um estudo comparativo amplo por meio de critérios que relacione o uso de um 
banco de dados NoSQL versus um RDBMS, observando aspectos desde a modelagem do Data 
Warehouse, a carga de dados, performance e visualização, finalizando com a análise dos 
resultados. 
1.2 Objetivos 
1.2.1 Objetivo geral 
O presente trabalho tem como objetivo realizar um estudo comparativo entre o uso de 
bases de dados relacionais e não relacionais para Data Warehouses. Os aspectos a serem 
avaliados incluem o carregamento de dados, modelagem e estrutura da base de dados, 
performance de consulta e visualização dos resultados. 
Este estudo visa identificar a aderência das tecnologias de bancos de dados não 
relacionais, ou NoSQL na aplicação em Data Warehouses, bem como suas vantagens e 
desvantagens em relação aos modelos tradicionais. 
1.2.2 Objetivos específicos 
O presente trabalho tem como objetivos específicos: 
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 Revisão bibliográfica sobre os métodos e tecnologias tradicionais para a 
construção e projetos de DW e tecnologias não relacionais; 
 Escolher uma ferramenta NoSQL para o uso em um DW; 
 Estudar o carregamento de dados para bases DW NoSQL; 
 Estudar a modelagem e projeto de dados para bases DW NoSQL; 
 Estudar a performance de bases de dados DW NoSQL; 
 Estudar ferramentas de análise e visualização de dados para DW NoSQL; 
 Realizar testes de carregamento, modelagem e performance em ambientes de 
DW relacionais e não relacionais; 
 Analisar os resultados obtidos. 
 
1.3 Organização do trabalho 
Buscando o correto embasamento para o desenvolvimento deste trabalho, os capítulos 
foram organizados conforme descrito a seguir.  
O primeiro capítulo faz uma introdução sobre a crescente necessidade das organizações 
sobre a informação, descrevendo também o aumento no volume gerado diariamente que exige 
novas tecnologias capazes de realizar o processamento e análise destes dados, fato que leva à 
motivação deste trabalho. Além disso, também são definidos os objetivos do presente estudo.  
O segundo capítulo faz uma exploração de referenciais teóricos existentes relacionados 
aos tópicos abordados no trabalho. Dentre os assuntos estão a tomada de decisão, sistemas de 
apoio a decisão, Data Warehouses, ETL e bancos de dados não relacionais, que determinam o 
apropriado embasamento teórico para o desenvolvimento da pesquisa. 
O terceiro capítulo aborda a metodologia utilizada no desenvolvimento do presente 
trabalho. É realizada a descrição dos métodos de pesquisa e processos aplicados.  
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O quarto capítulo apresenta ferramentas de bancos de dados não relacionais e as avalia, 
com o intuito de realizar a escolha de uma delas para o desenvolvimento do comparativo 
proposto. Também é apresentado o resultado da avaliação e a escolha realizada por meio de 
critérios. 
O quinto capítulo apresenta o estudo que foi realizado, explicando como foram 
desenvolvidos os comparativos entre as tecnologias relacional e não relacional, e também 
descrevendo o cenário de avaliação. 
O sexto capítulo apresenta os resultados obtidos com os testes realizados sob os aspectos 
de avaliação determinados, fazendo análises qualitativas e pontuando fatores de avaliação para 
comparar os níveis de cada banco de dados em relação a aderência do fator. 
O sétimo capítulo apresenta as considerações finais do estudo, fazendo a análise geral 
dos resultados obtidos e ressaltando pontos observados durante a implementação do 
comparativo. 
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2 REFERENCIAL TEÓRICO 
Nesta seção será apresentada a revisão bibliográfica dos tópicos pertinentes e 
fundamentais para o completo entendimento do estudo realizado. 
2.1 Tomada de Decisão 
Decisão é o processo de seleção de uma dentre múltiplas opções. Segundo Gomes 
(2012), a tomada de decisão se faz necessária sempre ante a um problema que possui mais de 
uma possibilidade de solução, e mesmo que só haja uma ação a ser tomada para resolver o 
problema, sempre há a opção de tomar ou não esta ação. 
Nas organizações a tomada de decisão é parte da rotina, e vai desde problemas mais 
simples aos mais complexos. Laudon (2014), separa os tipos de decisão em três níveis, o 
operacional, o gerencial médio e o gerencial sênior ou estratégico, onde os tipos de decisão são, 
respectivamente:  
 Estruturada: são decisões que se repetem, aderentes à rotina. Usualmente a 
maior parte destas escolhas se concentra nos processos operacionais. Esse tipo 
de decisão possui processos bem definidos e conhecidos, como o processo de 
concessão de crédito a um cliente, ou a manutenção do estoque; 
 Semiestruturada: este tipo de decisão se caracteriza pelo conhecimento de parte 
do problema, somente algumas variáveis são conhecidas e estão cobertas por 
processos definidos. Um exemplo seria a definição do orçamento de um 
departamento, a empresa sabe os gastos que teve, mas não consegue prever com 
precisão todas as necessidades de investimento para o próximo ano inteiro. A 
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decisão semiestruturada necessita fazer o uso das variáveis já determinadas e 
além disso usar o conhecimento, bom senso e capacidade de avaliação do 
tomador de decisões; 
 Não estruturada: essas decisões são normalmente tomadas no nível mais alto, 
na gerência sênior ou estratégica. Nestes casos, o cenário para a tomada de 
decisão envolve muito do conhecimento do gestor, que deve usar do seu 
julgamento para definir o problema e elaborar possíveis soluções. Essas decisões 
são peculiares e muito importantes, pois não possuem processos definidos de 
abordagem. A definição de metas de longo prazo para uma organização é um 
bom exemplo de decisão não estruturada. 
 
Chiavenato (2014) define a tomada de decisão em problemas estruturados, onde as 
variáveis são conhecidas, as consequências mensuráveis e o problema pode ser perfeitamente 
definido, e em não estruturados, casos em que não pode ser definido com clareza, e uma ou 
mais variáveis é desconhecida ou incerta. 
O processo de tomada de decisão vai das mais simples, onde há processos definidos e o 
problema e suas variáveis podem ser claramente expostos, até as mais complexas, situações 
distintas de qualquer outra situação conhecida, onde é necessário grande conhecimento do seu 
próprio negócio e de fatores externos. Por isso, se faz necessário para as organizações o uso de 
Sistemas de Informação para apoiar este processo. 
2.2 Sistemas de Apoio a Decisão 
A complexidade da tomada de decisão nas organizações cresce a cada dia que passa, as 
variáveis de ambiente se multiplicam e os fatores externos à empresa mudam rapidamente. 
Os Sistemas de Apoio a Decisão (SAD) proveem ferramentas e modelos de análise para 
realizar a manipulação de grandes volumes de dados, além de consultas interativas (LAUDON, 
2014). Segundo Junior (2004), os SADs são formados por um conjunto de ferramentas que tem 
o objetivo de fornecer, contribuir e influenciar o processo de tomada de decisão, e são elas as 
seguintes: 
 Banco de Dados (BD): são conjuntos de dados relacionados, podem ser de 
fontes externas e internas, e não necessariamente armazenados eletronicamente. 
  
18 
Pode ser formado também pelo conhecimento e experiência de especialistas e 
por informações históricas de decisões tomadas. Um Data Warehouse pode ser 
parte ou o principal banco de dados de um SAD; 
 Sistema Gerenciador de Banco de Dados (SGBD): é o sistema que permite 
aos usuários definir, construir e manipular BDs. O SGBD une diversos arquivos 
distintos eliminando redundâncias e os compartilha em uma base unificada. 
Estes sistemas permitem que outras ferramentas utilizem o BD, mantendo uma 
fonte unificada de informação; 
 Ferramentas de Apoio à Decisão: são softwares capazes de exibir as 
informações de forma gráfica, permitindo ao usuário manipular visões analíticas 
dos dados; 
 
Gomes (2012) define que os SAD são usados para resolver problemas que apresentam 
maior complexidade e não são estruturados, através da combinação de modelos e técnicas 
analíticas, e têm como objetivo promover uma melhor eficácia e performance de gerentes e 
colaboradores. Ainda segundo Gomes (2012), as características dos SAD são as seguintes: 
 Respaldar diversas decisões independentes e/ou sequenciais; 
 Apoiar todas as etapas do processo de tomada de decisões e diversos processos; 
 Os usuários podem adaptá-los ao longo do tempo para lidar com condições de 
mudança; 
 Em algumas situações, podem-se utilizar ferramentas de simples manuseio como 
planilhas eletrônicas; 
 Os mais complexos podem estar integrados a Sistemas Corporativos; 
 Modelos padronizados podem ser adotados. 
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2.2.1 Componentes de um SAD 
Um SAD possui três componentes básicos, o banco de dados, o software e a interface 
do usuário, conforme visto na Figura 1 e definidos por Laudon (2014): 
Figura 1 – Componentes do SAD 
 
Fonte: Adaptado pelo autor de LAUDON, 2014. 
 
O banco de dados SAD é o local onde são armazenados dados atuais e históricos, 
oriundos de variados sistemas, aplicações ou grupos. Em um formato mais básico, ele pode ser 
uma coletânea de algumas informações corporativas reunidas em um computador, ou pode ser 
um robusto Data Warehouse, atualizado continuamente pelos sistemas organizacionais de 
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processamento de transações, sendo possível incluir dados externos e integrados, como 
transações de um site. Os dados contidos na base SAD são usualmente copiados ou extraídos 
dos bancos de dados de produção e operação, assim o seu uso não interfere nos outros sistemas 
(LAUDON, 2014). 
O sistema de software SAD abrange as ferramentas de análise de dados, pode conter 
aplicações OLAP, mineração de dados e modelos matemáticos e analíticos, que podem ser 
disponibilizados aos usuários de negócio. A interface do usuário é o conjunto de ferramentas 
onde é realizada a interação e análise dos dados, com elas o usuário pode visualizar as 
informações de forma gráfica, ajudando-os a perceber relacionamentos, problemas e padrões 
de forma mais fácil do que em grandes tabelas e listagens (LAUDON, 2014). 
2.3 Business Intelligence 
O Business Intelligence (BI), ou inteligência de negócios, é um conceito usado para 
definir um conjunto de ferramentas, informações e soluções para atender as necessidades de 
análise de dados, tomada de decisão e projeção de cenários para os gestores de uma 
organização. Lucas et al. (2016) afirma que o BI é a âncora para tomadas de decisão estratégicas 
e ganho de competitividade no mercado, e faz uso completo do potencial da informação. 
Ter um BI na organização significa realizar a coleta, organização, análise, 
compartilhamento e controle das informações de sistemas diversos da empresa, Barbieri (2011, 
p25), diz que “a proposta de BI (Business Intelligence) é transformar dados em informações 
que possam ser usadas para ações analíticas, tomadas de decisões tático-estratégicas e até 
definições operacionais”. 
Dentro de uma organização onde se possuem diversos sistemas como ERPs, CRMs e 
planilhas eletrônicas, o BI faz o papel de organização deste grande volume de informações e 
fornece subsídios para que os gestores e diretores da empresa visualizem seu estado corrente e 
façam análises e projeções de cenários para melhorar a performance da organização. 
Para suportar as necessidades que o BI atende, alguns componentes são fundamentais 
para que se construa um ambiente completo, Cayres et al. (2015) cita que o BI abrange 
componentes como planilhas eletrônicas, relatórios, SADs, Sistemas de Informações 
Executivas (EIS, Executive Information Systems), ferramentas de processamento e análise 
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online (OLAP, Online Analytical Processing), mineração de dados e ETL (Extract Transform 
and Load). 
Dentro do ambiente de BI, uma das mais importantes formas de análise da informação 
é alcançada através do OLAP, ou processamento analítico online. As ferramentas OLAP 
possuem características para suportar as análises do BI, elas permitem ao usuário realizar 
consultas dinamicamente. 
2.3.1 Ferramentas OLAP 
Segundo Junior (2004) os setores de Tecnologia da Informação (TI) nas organizações 
são muito solicitados para a criação de consultas que descrevem informações sobre os processos 
e negócios da empresa. Estas consultas são muito vistas em relatórios pré-configurados e 
parametrizados nos sistemas de informações, como simples listagens de produtos ou clientes 
até indicadores de vendas e crescimento. Contudo, as necessidades de análise e acesso a 
informação mudam rapidamente, e exigem que os usuários possam ter visões que utilizam 
cruzamentos de informações não previstas antes. 
Neste cenário, junto com a crescente importância da informação para as organizações e 
o surgimento dos armazéns de dados (Data Warehouses, ou DW), a TI das empresas se deparou 
com outro problema: como disponibilizar e viabilizar aos usuários a análise da informação. 
Assim, foi criada a tecnologia OLAP (Online Analytical Processing), ou processamento 
analítico online, que reúne o conjunto de melhores práticas e técnicas para analisar os dados 
contidos em um DW (JUNIOR, 2004). 
Como principal característica, os sistemas OLAP permitem uma visão multidimensional 
dos dados da organização, conforme visto na Figura 2 os dados são modelados e representados 
em um cubo, no qual cada dimensão é um tema da empresa, como produto, cliente, funcionário 
e tempo (JUNIOR, 2004). 
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Figura 2 – Cubo e suas dimensões 
 
Fonte: Adaptado pelo autor de Junior, 2004. 
 
Segundo Junior (2004) as ferramentas OLAP são definidas por doze regras, criadas pelo 
Dr. Codd: 
 Visão conceitual multidimensional: a estruturação dos dados é realizada em 
várias dimensões, desta forma possibilitando o cruzamento de todos tipos de 
informações; 
 Transparência: as consultas solicitadas ao OLAP devem ser todas atendidas, 
indiferente da origem dos dados, de forma transparente ao usuário final; 
 Acessibilidade: o OLAP deve possibilitar realizar a conexão com todos bancos 
de dados legados, as informações devem possuir um mapeamento de acesso que 
permita a distribuição de qualquer base; 
 Desempenho de informações consistentes: traduz-se no conhecimento de todas 
as informações contidas nas bases, com o objetivo de disponibilizá-las com 
simplicidade ao usuário final; 
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 Arquitetura cliente/servidor: o OLAP deve ser concebido na arquitetura 
cliente/servidor para atender o usuário, independentemente do seu local ou 
ambiente; 
 Dimensionalidade genérica: a ferramenta deve possuir a capacidade de 
tratamento das informações na quantidade de dimensões que se fizer necessário; 
 Manipulação de dados dinâmicos: significa a capacidade de manipulação de 
grandes volumes de informações, tratando dados nulos que são comuns nestes 
cenários; 
 Suporte a Multiusuários: o OLAP deve suportar o acesso simultâneo de 
diversos usuários, que em grandes organizações usualmente necessitam as 
mesmas informações; 
 Operações ilimitadas em dimensões cruzadas: deve permitir a navegação e 
cruzamento de informações em todas as dimensões disponíveis nas informações 
analisadas; 
 Manipulação intuitiva dos dados: os usuários necessitam de facilidade para 
realizar a manipulação dos dados e análises, sem nenhum tipo de auxílio; 
 Flexibilidade nas consultas: a ferramenta OLAP deve permitir ao usuário a 
flexibilidade de efetuar qualquer tipo de consulta com os dados disponíveis; 
 Níveis de dimensão e agregação ilimitados: com o grande volume de 
informações, a ferramenta deve permitir diversos níveis de cruzamentos e 
agregações dos dados. 
2.4 Data Warehouse 
Nas organizações podemos definir dois mundos diferentes da informação, o operacional 
e o Data Warehouse (DW), em que o primeiro é onde são inseridos os dados, e o segundo onde 
eles são colocados para fora (KIMBALL, 2002). 
Segundo Junior (2004) o DW “é um banco de dados histórico, separado lógica e 
fisicamente do ambiente de produção da organização, concebido para armazenar dados 
extraídos deste ambiente. ” 
Baseado nas próprias experiências corporativas, Kimball (2002) define os objetivos do 
DW, que são a fundação para solucionar as principais preocupações da gerência executiva, 
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como a posse de muitas informações, porém falta de organização para análise, dificuldade de 
compreensão e visualização de dados mais relevantes e definição do que é mais importante, 
divergências de métricas e indicadores, e o mais importante, a tomada de decisão baseada em 
fatos e informações confiáveis. Desta forma, Kimball (2002) define que o DW deve: 
 Tornar a informação da organização facilmente acessível: o conteúdo do DW 
deve ser de fácil compreensão, os dados devem ser claros e intuitivos, óbvios 
para os usuários de negócio. As nomenclaturas no DW também devem ser claras 
e com significados objetivos e conhecidos na organização. Além disso, as 
ferramentas para análise e acesso ao DW também devem ser simples e fáceis de 
manipular, para que os usuários possam realizar as combinações de informações 
sem dificuldade; 
 Apresentar a informação da organização de forma consistente: os dados 
presentes no DW devem ser verossímeis. Dados devem ser cuidadosamente 
integrados de fontes diferentes da organização, limpos e assegurados de sua 
qualidade para que depois sejam disponibilizados para o usuário final somente 
quando estiverem prontos para seu consumo. As informações de um processo de 
negócio devem corresponder as informações de outro, caso duas métricas 
possuam a mesma nomenclatura, elas devem significar a mesma coisa, do 
contrário, elas devem ser nomeadas de acordo. A consistência implica em dados 
de alta qualidade, além de disponibilização para os usuários de definições 
comuns do conteúdo do DW; 
 Ser adaptável e resiliente a mudanças: mudanças não podem ser evitadas. 
Necessidades dos usuários, condições do negócio, os dados e a tecnologia são 
fatores que evoluem com o tempo. O DW deve ser projetado para manejar a 
inevitável mudança. As mudanças no DW devem ocorrer de forma natural, e não 
impactarem nos dados já existentes. As aplicações e dados existentes não devem 
ser completamente descartados quando novas questões necessitam resposta. As 
mudanças devem ser previstas, e realizadas de acordo com as necessidades do 
negócio; 
 Ser uma fortaleza segura que proteja a informação da organização: as mais 
importantes informações a respeito da organização ficam armazenadas no DW, 
ele contém no mínimo informações muito significativas sobre o negócio da 
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empresa, como por exemplo seus clientes, produtos e preços praticados. 
Informações como essas podem ser prejudiciais se caírem nas mãos erradas. O 
DW deve controlar o acesso às informações confidenciais da organização; 
 Servir como a fundação para um melhor processo de tomada de decisão: o 
DW deve conter os dados certos para suportar o processo de tomada de decisão. 
Só há uma verdadeira saída do DW, que são as decisões tomadas a partir das 
evidências que ele apresenta. Essas decisões causam impacto de valor no 
negócio, e são creditáveis ao DW, que deve ser o alicerce do Sistema de Apoio 
a Decisões; 
 Ser aceito pelos usuários e a comunidade de negócios: de nada adianta 
construir uma solução de qualidade com as melhores plataformas e ferramentas 
se a comunidade de negócios não a adota definitivamente. Se não há um uso 
contínuo de pelo menos 6 meses, o teste de aceitabilidade falha. Diferentemente 
de um novo sistema ERP por exemplo, onde o usuário é obrigado a usá-lo 
independente de aceitar ou não, o DW muitas vezes é opcional, e sua aceitação 
depende muito mais da simplicidade e facilidade da informação contida do que 
qualquer outro fator. 
 
Estes fatores mostram que para realizar com sucesso a construção de um DW são 
necessárias habilidades além dos conhecimentos de técnicas e modelagem de bancos de dados, 
este processo envolve muito conhecimento do próprio negócio, dos processos internos e das 
pessoas que consomem a informação. 
2.4.1 Modelagem Dimensional de Dados 
Os sistemas de informação encontrados nas organizações possuem seus bancos de dados 
operacionais modelados de acordo com os conceitos da álgebra relacional, desta forma são mais 
eficientes para o trabalho do dia a dia, mais operacional, onde os usuários de negócio mantêm 
a empresa em funcionamento, realizando operações como emissão de notas fiscais, gestão de 
clientes, linhas de produção. No entanto, as bases de dados destes sistemas não são propícias 
para a realização de consultas analíticas, e muitas vezes não mantêm um histórico de alterações 
dos dados. Mesmo assim, estes sistemas usualmente oferecem relatórios pré-configurados e 
consultas parametrizadas, mas isso não é suficiente para o BI, por isso, a modelagem 
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dimensional utiliza seus conceitos para criar uma base de dados projetada para visões analíticas 
(BARBIERI, 2011). 
Para atender aos conceitos e dar suporte ao DW, a modelagem dimensional de dados é 
um conceito base, através dele é criada a base de dados que irá fornecer as informações e 
possibilitar infinitas combinações analíticas para a organização. 
2.4.2 Fatos, Dimensões e Métricas 
A modelagem dimensional de dados traz um novo vocabulário de conceitos. Os fatos, 
dimensões e métricas são elementos essenciais do Data Warehouse, e serão encontrados nos 
esquemas de modelagem dimensional, como o esquema estrela (Star Schema). Sendo assim, a 
seguir serão apresentados os conceitos de cada um destes elementos. 
2.4.3 Fatos e Métricas 
O fato, ou a tabela fato dentro de um DW é o elemento primário em um modelo 
dimensional. Nele são armazenados os números das métricas de performance da organização, 
pois os dados de métricas são os que ocupam a maior parte do espaço no DW, por isso é evitado 
de se duplicar estes dados em múltiplos locais (KIMBALL, 2002). 
O termo fato é usado para representar uma medida de negócio, como por exemplo 
vendas. Suponhamos que em uma mercearia o dono poderia ficar anotando todos os produtos 
vendidos, registrando a quantidade e o valor por item, para cada dia e para cada cliente. Neste 
cenário, a tabela fato poderia ser representada na Figura 3 da seguinte forma: 
Figura 3 – Tabela Fato 
 
Fonte: Adaptado pelo autor de Kimball, 2002. 
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Na tabela fato apresentada na Figura 3, poderíamos obter uma métrica de quantidade 
vendida de um produto, em um determinado período, para um cliente específico. Ou seja, uma 
métrica é um valor numérico, que irá quantificar os dados de análise obtidos no DW, e são 
obtidas com o cruzamento e interseção de todas as dimensões (data, produto e cliente) 
(KIMBALL, 2002). 
As métricas contidas nos fatos, são mais úteis quando podem ser somadas. Isso ocorre 
pelo fato de que as análises realizadas sobre o DW envolvem milhares ou até milhões de linhas, 
então o somatório é a operação realizada de forma mais rápida e eficiente. No entanto, existem 
métricas que não podem ser somadas, e nestes casos temos que utilizar contagens ou médias, 
operações que consomem maior tempo de processamento (KIMBALL, 2002). 
Os registros dentro dos fatos têm como objetivo armazenar um acontecimento. Desta 
forma, é inútil guardar registros com valores zerados. Utilizando o exemplo da Figura 3, o 
armazenamento de métricas com valor zero, em um dia, de um cliente e um determinado 
produto não causariam nenhum impacto na análise de vendas, este registro somente ocuparia 
espaço no banco de dados e consumiria tempo de processamento das informações (KIMBALL, 
2002). 
2.4.4 Dimensões 
As dimensões são parte integral de complemento da tabela fato, elas armazenam os 
descritivos textuais do negócio. Uma dimensão pode conter muitas colunas ou atributos, 
recomenda-se que sejam incluídos nas dimensões a maior quantidade possível de atributos 
significativos para as análises (KIMBALL, 2002). 
As dimensões tendem a conter uma pequena quantidade de linhas, na grande maioria 
dos casos muito menos de um milhão de linhas, no entanto podem ser compostas por uma 
grande quantidade de colunas e atributos, sendo comum encontrar dimensões com mais de 50 
atributos. Cada registro, ou linha da dimensão é identificada por sua chave primária, que é a 
base para as referências integrais (por exemplo a Chave Cliente (FK) na Figura 3) com as 
tabelas fato a que se relacionam (KIMBALL, 2002). Na Figura 4 são apresentadas como 
poderiam ser as dimensões conforme o exemplo da Figura 3. 
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Figura 4 – Tabelas de Dimensões 
 
Fonte: Autor. 
 
Os atributos das dimensões são a fonte principal das consultas analíticas, como a 
sumarização, agrupamentos e classificações. Se um usuário deseja visualizar a quantidade 
vendida por produto e mês por exemplo, estes respectivamente devem estar disponíveis como 
atributos de uma dimensão. Sendo assim, quanto melhor forem os dados contidos em uma 
dimensão, melhor é o DW, e mais claras serão as análises de informações (KIMBALL, 2002). 
Conforme visto na Figura 4, os atributos das dimensões podem ser textuais ou 
numéricos, e isso causa algumas dúvidas na construção do DW, visto que os fatos é que 
armazenam as informações numéricas. No entanto, é necessário que se verifique o 
comportamento deste atributo, por exemplo o atributo idade da dimensão cliente da Figura 4 
poderia ser transferido para a tabela fato, e aqui verificamos se será realizado um cálculo da 
idade média dos clientes, que neste caso seria um atributo da tabela fato, ou uma análise por 
faixa etária, que então seria um atributo da dimensão (KIMBALL, 2002). 
2.4.5 Esquema Estrela (Star Schema) 
Vistos o que são fatos, dimensões e medidas, faremos a junção destes conceitos em um 
esquema conceitual de dados, o Star Schema, ou o Esquema Estrela. O esquema estrela foi 
criado por Ralph Kimball, e seu nome foi adotado pela semelhança de seu desenho com o 
formato de uma estrela. Na Figura 5 podemos ver um exemplo do esquema estrela, onde temos 
uma tabela principal, o fato, rodeado pelas tabelas de dimensões, onde o fato possui múltiplas 
conexões com as dimensões, e as dimensões possuem somente uma conexão com o fato 
(JUNIOR, 2004). 
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Figura 5 – Esquema estrela (Star Schema) 
 
Fonte: Autor. 
 
O esquema estrela é simétrico e aplica a simplicidade, sendo de fácil entendimento para 
os usuários, pois os dados são simples de ler e compreender. A forma como o modelo estrela é 
representado é altamente reconhecível para os usuários de negócio, visto que as descrições dos 
atributos são claras e significativas, apresentando de maneira objetiva o assunto tratado pelos 
fatos, dimensões e medidas (KIMBALL, 2002). 
As consultas realizadas sobre o modelo estrela ocorrem fazendo o uso das tabelas de 
dimensão como as entradas, e posteriormente fazendo o uso da tabela fato. Desta forma se 
garante a precisão das informações resultantes, pois as consultas percorrem as tabelas de acordo 
com as chaves estabelecidas, além de um acesso mais eficiente e com alto desempenho 
(JUNIOR, 2004). 
Outra forma de pensar em dimensões, métricas e fatos é enxergá-los como um simples 
relatório, onde os atributos das dimensões fornecem a classificação ou descrição dos dados do 
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relatório, e o fato e as métricas fornecem os valores numéricos (KIMBALL, 2002). No Quadro 
1 é apresentado um relatório de exemplo. 
Quadro 1 – Relatório baseado no modelo estrela 
Mês Marca Produto Quantidade Valor 
SET/2016 Fruki Refrigerante 2L 500 R$ 2.430 
SET/2016 Fruki Refrigerante 600ml 250 R$ 800 
SET/2016 Ximango Erva-mate Nativa 400 R$ 2.850 
OUT/2016 Fruki Refrigerante 2L 350 R$ 1.700 
OUT/2016 Ximango Erva-mate Nativa 380 R$ 2.700 
Fonte: Autor. 
2.5 Carga de Dados (ETL) 
O Data Warehouse é um banco de dados que armazena os dados dos sistemas 
transacionais da organização, e o formato que estes dados são armazenados é definido pela 
modelagem dimensional e o esquema estrela, separando as informações em atributos de 
dimensões e fatos. Para que os dados sejam armazenados no DW neste formato, é necessário 
que exista um procedimento que realize a extração, faça os devidos tratamentos (ou 
transformação) e os carregue na base do DW. Este processo é conhecido como ETL (Extract, 
Transform and Load). 
Extrair (Extract) significa ler as fontes de dados e copiá-los para uma área de 
processamento. Transformar (Transform) significa realizar uma limpeza, como a correção de 
formatos, e a combinação de origens dos dados. E carregar (Load) significa a inserção dos dados 
no destino, que é o DW. Segundo Bouman e Dongen, (2009) o ETL também pode ser visto 
como um processo de integração de dados. Integração significa realizar a unificação de 
múltiplas partes, ou no caso dos dados, múltiplas fontes. 
 
  
31 
2.5.1 O processo de carga 
O processo de ETL é dividido em atividades para que os dados sejam coletados, tratados 
e conformizados antes de levá-los ao DW, onde serão publicados, ou disponibilizados para os 
usuários de negócio. Para realizar este processo, é comum que seja criada uma área de transição 
dos dados, que pode ser chamada de Staging Area, ou área de adaptação. 
Na área de adaptação os dados são armazenados para que sejam manipulados e 
preparados para o DW. Primeiramente os dados devem ser extraídos dos sistemas como ERP e 
CRM, planilhas eletrônicas, arquivos de texto e dados externos. Depois eles são enviados para 
a área de adaptação, onde passam por tratamentos de conformização e limpeza, até finalmente 
serem entregues para o usuário no DW, como ilustrado na Figura 6 (KIMBALL, 2004). 
Figura 6 – Visão geral de um processo de carga. 
 
Fonte: Kimball, 2004. 
 
Na área de adaptação os dados são armazenados para que sejam manipulados e 
preparados para serem entregues ao usuário de negócio, que irá realizar análises sobre o DW. 
Kimball (2004) define que existem quatro etapas realizadas na área de adaptação dos dados, 
que são a extração, limpeza, conformação e entrega: 
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 Extração: esta etapa é onde os dados brutos são coletados dos sistemas e 
arquivos da empresa e copiados para a área de adaptação. Não são definidos 
muitos critérios de extração aqui, os dados são copiados em sua forma original, 
havendo poucos ajustes em sua estrutura e formato; 
 Limpeza: a qualidade dos dados que serão enviados para o DW é definida nesta 
etapa. Aqui são realizadas validações de valores, como verificar se um telefone 
está correto e corresponde a cidade e seu código de área, remoção de valores 
duplicados, como um cliente que aparece duas vezes com atributos ligeiramente 
diferentes. Ainda, os resultados da limpeza podem ser reportados para que os 
dados sejam aprimorados nos sistemas de origem, melhorando a sua qualidade 
já na extração; 
 Conformação: quando duas ou mais fontes de dados são unificadas no DW, esta 
é a etapa que realiza os procedimentos de padronização dos dados. Os processos 
envolvem a definição de rótulos dos valores textuais e numéricos, padronização 
de descrições, como por exemplo a definição do sexo, onde em um sistema está 
como M e F, e em outro como Masculino e Feminino. Após a conformização e 
padronização, as massas de dados são unificadas e preparadas para a entrega; 
 Entrega: o objetivo da área de adaptação é cumprido nesta etapa, os dados 
extraídos, limpos e conformizados são estruturados aqui para o formato do DW. 
O modelo dimensional implementado no DW receberá os dados prontos para o 
consumo pelos usuários de negócio. 
 
O ETL é o alicerce do DW, sua missão é entregar de forma efetiva os dados para as 
ferramentas dos usuários finais, agregar valor para o dado nas etapas de limpeza e conformação, 
e proteger e documentar os dados coletados (KIMBALL, 2004). 
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2.5.2 Ferramentas de ETL 
Antes de realizar a construção do ETL, surgem questionamentos quanto às ferramentas 
que podem ser utilizadas para esta tarefa. No mercado existem aplicações destinadas para este 
fim, como o Pentaho Data Integration, Talend Studio e o Microsoft SQL Server Integration 
Services. Estas ferramentas fornecem componentes específicos para a criação de processos de 
ETL, e podem agilizar o desenvolvimento. Contudo, o uso de scripts customizados também 
pode ser uma boa opção, visto a possibilidade de adaptação total ao cenário de cada empresa. 
Segundo Nissen apud Kimball (2004) a melhor escolha para cada tipo de projeto irá 
depender do cenário. A seguir serão listadas algumas vantagens do uso de ferramentas de ETL 
e de scripts customizados. 
Vantagens do uso de Ferramentas ETL: 
 Desenvolvimento mais barato, rápido e simples. O custo de uma ferramenta se 
justificará em projetos grandes e sofisticados o suficiente; 
 Técnicos que não sejam programadores profissionais conseguem trabalhar 
tranquilamente com ferramentas de ETL; 
 Integração e geração de metadados (Informações sobre os dados contidos no 
ETL e DW) são funcionalidades encontradas em várias ferramentas; 
 Tratamento de exceções e erros são características das ferramentas ETL; 
 As ferramentas de ETL possuem conectores pré-configurados para a maioria dos 
sistemas de origem e destino; 
 A maioria das ferramentas ETL oferecem um bom desempenho com grandes 
volumes de informações; 
 Uma ferramenta ETL pode normalmente gerenciar o balanceamento de carga, 
inclusive com escalabilidade; 
 Algumas ferramentas permitem o uso de scripts personalizados para realizar 
procedimentos não incorporados na aplicação. 
 
Vantagens do uso de Scripts customizados: 
 Testes automatizados do código e do processo de ETL. Isso possibilita que sejam 
gerados e analisados dados de teste para validar a qualidade da informação; 
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 Técnicas de programação orientada a objetos facilitam a realização de 
transformações consistentes para reportar erros, validações e atualização de 
metadados; 
 Pode-se gerenciar mais diretamente todos os metadados; 
 Programadores internos podem ser disponibilizados para o desenvolvimento; 
 Não dependência do conhecimento sobre uma ferramenta pronta. Desenvolver 
um script ETL personalizado permite que se utilize uma linguagem conhecida e 
dominada pela organização; 
 Flexibilidade total, é literalmente possível fazer qualquer coisa que seja 
necessária no processo de ETL. 
 
2.6 Bancos de dados Não Relacionais (NoSQL) 
O termo NoSQL é usado para denominar as tecnologias de bancos de dados que não 
seguem os padrões mais tradicionais e consolidados dos modelos relacionais, é usualmente 
interpretado como não apenas SQL (Not Only SQL), e pode ser definido como um guarda-chuva 
que abrange bancos de dados e armazéns de dados não relacionais. O NoSQL representa uma 
classe inteira de produtos e conceitos sobre armazenamento e manipulação de dados (TIWARI, 
2011). 
O desenvolvimento da tecnologia NoSQL iniciou-se diante da dificuldade do modelo 
relacional de lidar com grandes volumes de dados, além da sua dificuldade de escalabilidade. 
Assim, o NoSQL foi criado para se adaptar ao crescimento da base de dados, sendo 
naturalmente escalável na medida em que aumenta de tamanho. Além disso, muitas ferramentas 
deste tipo são projetadas sem as funcionalidades de multiplataformas, se tornando muito mais 
leves e eficientes do que os modelos relacionais. No entanto, esta característica também 
implicou em uma mudança nas propriedades em relação ao modelo relacional, o NoSQL possui 
propriedades BASE (Basically Available, Soft state, Eventual consistency), enquanto o 
relacional possui propriedades ACID (Atomicity, Consistency, Isolation and Durability) 
(NAYAK et al, 2013). 
Mesmo o NoSQL sendo um outro tipo de sistema de banco de dados, ele não substitui 
o modelo relacional, pois este não é seu objetivo, e sim ser uma alternativa de uso para cenários 
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que necessitam armazenar, manipular e acessar grandes volumes de informações (CHANG et 
al, 2008). 
2.6.1 Características do NoSQL 
Os sistemas de bancos de dados NoSQL apresentam características específicas de seu 
modelo e tecnologias, que os diferencia dos sistemas baseados no modelo relacional. A seguir 
serão descritas as principais características. 
2.6.2 Propriedades ACID versus BASE 
Os bancos de dados relacionais são conhecidos por apresentar as propriedades ACID 
(Atomic, Consistent, Isolated, Durable), que pode ser traduzido em atômico, consistente, 
isolado e durável. Este modelo possibilita que o banco de dados e seu ambiente de trabalho 
sejam seguros e confiáveis, a manipulação dos dados é garantida pelo sistema gerenciador. 
Sasaki (2015) define ACID como: 
 Atômico: todas as operações em uma transação devem obter sucesso, do 
contrário, todas falham; 
 Consistente: ao finalizar uma transação no sistema, o banco de dados apresenta 
uma estrutura sólida; 
 Isolado: as transações não competem umas com as outras, o sistema as gerencia 
para que os dados sejam manipulados sequencialmente; 
 Durável: os resultados das transações são permanentes, mesmo que elas falhem. 
O banco de dados mantém a integridade dos dados e sua estrutura; 
 
As propriedades BASE (Basic Availability, Soft-state, Eventual consistency) são 
encontradas nos sistemas NoSQL principalmente devido a suas características de dados não 
estruturados, escalabilidade e alta disponibilidade. Sasaki (2015) define as propriedades BASE 
como: 
 Basic Availability: alta disponibilidade do serviço de banco de dados, o sistema 
está acessível na maior parte do tempo; 
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 Soft-state: o banco de dados não necessita de consistência de escrita dos dados, 
as réplicas do servidor não necessitam possuir os mesmos dados ao mesmo 
tempo; 
 Eventual consistency: a consistência dos dados entre as réplicas dos servidores 
é apresentada eventualmente, após a ocorrência de uma ou mais transações. 
2.6.3 Alta disponibilidade 
Visto a forma como surgiram os sistemas de bancos de dados NoSQL, a alta 
disponibilidade é uma característica fundamental. Empresas como Google e Facebook utilizam 
estas tecnologias para manter suas redes sociais em funcionamento. 
A disponibilidade é uma característica de sistemas resistentes a variados tipos de falhas, 
como de software, hardware ou energia, e seu objetivo é manter os serviços ativos e acessíveis 
o maior tempo possível. Para atingir este objetivo, o NoSQL utiliza da escalabilidade para 
garantir recursos de servidores e manter seus serviços em funcionamento. 
2.6.4 Escalabilidade 
A escalabilidade é uma característica de um sistema que tem a capacidade de continuar 
atendendo um crescente número de requisições com uma baixa perda no desempenho. Para 
isso, há dois tipos de escalabilidade, a vertical e a horizontal. A primeira significa a adição de 
mais recursos de processamento e memória nos servidores existentes, é um método mais fácil. 
Já a escalabilidade horizontal significa a adição de mais servidores para suportar o serviço 
(HEWITT, 2011). 
A escalabilidade horizontal faz o uso de mais servidores para o funcionamento do 
serviço, e estes servidores possuem uma cópia total ou de parte dos dados da base, de forma 
que o atendimento às diversas requisições seja distribuído entre eles, não onerando somente um 
servidor com este trabalho. A escalabilidade horizontal é mais sofisticada e eficiente, ela possui 
a propriedade da elasticidade, que significa que o sistema pode adicionar ou remover servidores 
na medida que seja necessário utilizá-los para o processamento das requisições (HEWITT, 
2011). 
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2.6.5 Vantagens e Desvantagens 
Vistas as principais características da tecnologia NoSQL, é importante citar os prós e 
contras destes sistemas em relação aos modelos relacionais. Segundo Nayak et al (2013), as 
principais vantagens e desvantagens são: 
Vantagens: 
 Diversos modelos de dados disponíveis; 
 Escalabilidade com facilidade; 
 Não requer administradores de banco de dados; 
 Prevenção contra falhas de hardware; 
 Mais rápidos, eficientes e flexíveis; 
 Evoluíram rapidamente. 
 
Desvantagens: 
 Imaturos; 
 Não há uma linguagem de consulta padrão; 
 Alguns sistemas não oferecem propriedades ACID; 
 Não há interface padrão; 
 A manutenção é difícil. 
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2.6.6 Modelos de Bancos de Dados NoSQL 
Com o crescimento da tecnologia NoSQL, diferentes métodos foram criados para o 
armazenamento e manipulação dos dados, desta forma foram introduzidos alguns modelos de 
sistemas com características particulares. Segundo Tiwari (2011), Moniruzzaman et al (2013) 
e Nayak et al (2013), são três os principais e mais utilizados modelos de sistemas de bancos de 
dados NoSQL: chave-valor, orientado a colunas e orientado a documentos. 
2.6.7 Modelo Chave-Valor 
O tipo chave-valor, ou Key-value é o mais simples e mais eficiente no que se refere ao 
armazenamento e acesso aos dados. Para realizar uma consulta em uma base desta natureza, as 
chaves podem ser diretamente buscadas, e o tempo de consulta é em média de complexidade 
linear (TIWARI, 2011). Segundo Moniruzzaman et al (2013), o uso de sistemas NoSQL do tipo 
chave-valor proporciona um ambiente simples, propício para consultas extremamente rápidas, 
com escalabilidade alta para entregar a informação com velocidade à crescentes requisições. 
O armazenamento dos dados em um sistema NoSQL Key-value é realizado de forma 
muito simples, uma chave, normalmente alfanumérica, representa um registro único, formando 
um par com o seu valor, que pode ser simples como uma pequena descrição, ou mais complexa 
como uma lista (NAYAK etl al, 2013). Este formato de trabalho proporciona um rápido acesso 
através das chaves, porém, a desvantagem é que não é possível realizar consultas pelos valores. 
Na Figura 7 é apresentado um exemplo de alguns registros em um sistema do tipo chave-valor: 
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Figura 7 – Armazenamento Chave-valor (Key-value) 
 
Fonte: Autor. 
 
Os bancos de dados NoSQL do tipo chave-valor podem ser utilizados para o 
armazenamento de informações que necessitam um rápido acesso, como dados de uma sessão 
de usuário web, sites de compras, fóruns online, blogs e afins. Este tipo de sistema não exige 
que os dados sejam estruturados, desta forma novas informações podem ser facilmente inseridas 
e consumidas através das linguagens de programação (NAYAK etl al, 2013). 
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2.6.8 Modelo Orientado a Colunas 
No tipo orientado a colunas, ou Column oriented, o sistema armazena os dados em 
colunas de uma tabela, no entanto as tabelas não possuem nenhum tipo de relacionamento, e 
desta forma, cada coluna é independente, e pode utilizar índices e métodos distintos de 
compressão de dados para otimizar a manipulação dos dados conforme sua natureza 
(CARNIEL et al, 2012). 
O armazenamento orientado a colunas também permite que sejam criados grupos de 
colunas, como por exemplo um grupo onde a coluna endereço seja a coluna pai, ou super 
coluna, e dentro dela encontramos o endereço principal, endereço comercial, número, cidade, 
estado e país. Desta forma, os dados ficam separados por agrupamentos definidos na base de 
dados, e estes podem ser distribuídos em um sistema com escalabilidade horizontal (TIWARI, 
2011). Na Figura 8 apresentamos um exemplo de armazenamento orientado a colunas. 
Figura 8 – Armazenamento Orientado a Colunas (Column Oriented) 
 
Fonte: Shinde (2013). 
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Os sistemas de bancos de dados NoSQL orientados a colunas proporcionam o 
armazenamento eficiente dos dados, evitando consumir espaço para informações nulas, 
simplesmente não registrando quando um valor não existe para ela. Cada unidade de dados 
pode ser interpretada como um conjunto de pares chave-valor, onde a unidade em si é 
identificada por uma chave primária (TIWARI, 2011). 
Segundo Nayak et al (2013), a arquitetura do modelo orientado a colunas é propícia e 
muito eficiente para aplicações de mineração de dados e aplicações analíticas, visto que o 
método de armazenamento é ideal para a realização destas operações, como agregações, 
cruzamentos de dados e ordenações. Moniruzzaman et al (2013) também afirma que o modelo 
orientado a colunas é ótimo para o armazenamento distribuído de dados e o processamento em 
larga escala de grandes volumes de informações. 
2.6.9 Modelo Orientado a Documentos 
No tipo orientado a documentos, ou Document oriented, o armazenamento dos dados é 
realizado através de coleções de atributos identificados por uma chave, esta coleção é o 
documento em si. Este modelo é similar ao chave-valor, porém os pares de chave-valor 
compõem o conteúdo de um documento, sendo que mais documentos da mesma família 
armazenam atributos similares, porém um documento pode possuir mais ou menos atributos 
que outro. Este formato permite consultas tanto pelas suas chaves, quanto pelos valores de 
atributos (TIWARI, 2011). 
Cada documento armazenado na base de dados é identificado por uma chave única, e 
ainda é possível referenciar outros documentos como atributos. Outra característica deste 
modelo é a alta escalabilidade horizontal, que proporciona um alto desempenho para a 
manipulação dos dados (NAYAK et al, 2013). Na Figura 9 apresentamos um exemplo do 
armazenamento em uma base de dados orientada a documentos. 
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Figura 9 – Armazenamento Orientado a Documentos (Document Oriented) 
 
Fonte: Couchbase (2015). 
 
Os bancos de dados orientados a documentos são bons para armazenar e gerenciar 
grandes volumes de dados como textos e mensagens de e-mail, bem como dados não 
estruturados ou semiestruturados em geral. Isto ocorre pois este tipo de informação consumiria 
muitos campos com valores nulos em um sistema relacional, porém na base orientada a 
documentos, os campos nulos não são armazenados (MONIRUZZAMAN et al, 2013). 
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3 METODOLOGIA 
Os trabalhos de pesquisa na área da tecnologia da informação e computação são 
caracterizados pela produção de fatos novos. Usualmente estes estudos envolvem a construção 
de um sistema, de um programa, de um algoritmo ou modelo novo. No entanto, para que os 
resultados do estudo sejam mais efetivos, é necessário que se apliquem métodos científicos e 
sejam definidos critérios de avaliação da pesquisa (WAINER, 2007). Neste capítulo será 
apresentado o método científico aplicado no desenvolvimento deste trabalho para o atingimento 
de seus objetivos. 
3.1 Delineamento de pesquisa 
O presente trabalho tem como objetivo explorar o uso de sistemas de bancos de dados 
NoSQL na sua aplicação em Data Warehouses, com a realização de um comparativo em relação 
à sistemas de bancos de dados relacionais, por meio de critérios avaliativos. Inicialmente foi 
necessário o estudo sobre a tecnologia NoSQL e os conceitos já consolidados de DW, SAD, BI 
e ETL para atingir o objetivo da pesquisa. Seguindo este contexto, o presente trabalho se 
caracteriza como pesquisa de natureza exploratória. 
Segundo Gil (2008, p. 27), a pesquisa exploratória busca “desenvolver, esclarecer e 
modificar conceitos e ideias, tendo em vista a formulação de problemas mais precisos ou 
hipóteses pesquisáveis para estudos posteriores”.  
O objetivo da pesquisa exploratória é apresentar uma visão geral sobre o tema, com 
conclusões "aproximativas" do fato, elas são desenvolvidas quando o assunto é pouco 
explorado, e seu resultado é um problema mais claro, que pode ser investigado mais 
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sistematicamente (GIL, 2008). Este tipo de pesquisa envolve o levantamento bibliográfico de 
fontes consolidadas para se obter maior familiarização acerca dos temas relacionados ao projeto 
(WAINER, 2007). 
Para o desenvolvimento do presente trabalho foi necessária a revisão bibliográfica dos 
temas relacionados à pesquisa, os conceitos das tecnologias envolvidas foram obtidos em livros 
e artigos, assim formando a base de conhecimento para o entendimento e análise dos cenários 
propostos. Desta forma, a pesquisa também se caracteriza como bibliográfica. 
A pesquisa bibliográfica consiste na revisão da literatura que guia o trabalho científico. 
Por meio da discussão e análise das diversas contribuições científicas, se constrói a base de 
conhecimento dos tópicos relacionados (PIZZANI et al, 2012). 
Para a realização do comparativo entre os bancos de dados não relacionais e relacionais, 
será implementado um cenário de avaliação, que irá permitir que ambas bases sejam colocadas 
a prova e avaliadas segundo os aspectos determinados. 
Os cenários aplicados para o desenvolvimento do trabalho serão implementados em 
laboratório, em um ambiente artificial, onde as variáveis serão observadas e coletadas para 
qualificação. Este ambiente irá permitir que o comparativo das bases de dados em sua aplicação 
para DW seja controlado por meio de critérios e padrões pré-estabelecidos, que irão validar a 
aplicabilidade da tecnologia NoSQL no cenário e suas vantagens e desvantagens em relação 
aos modelos relacionais. 
A pesquisa em laboratório tem como objetivo descrever e analisar ocorrências 
produzidas em ambientes controlados, no laboratório o pesquisador realiza medições e 
observações das variáveis do estudo, permitindo-lhe chegar a resultados esperados ou 
inesperados (MARCONI e LAKATOS, 2003). O presente trabalho utiliza do procedimento 
experimental, onde o objeto de pesquisa será submetido às variáveis e condições controladas 
no laboratório, o que permite ao pesquisador observar os resultados produzidos sobre o 
instrumento de estudo (GIL, 2008). 
O objetivo principal deste trabalho é realizar um comparativo por meio de critérios do 
uso de bancos de dados não relacionais (NoSQL) em Data Warehouses, em relação aos bancos 
de dados relacionais. Para atingir este objetivo é necessário observar o comportamento e 
adaptação da tecnologia NoSQL neste cenário, qualificando os resultados através da análise dos 
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critérios estabelecidos. Portanto, pode-se afirmar que o presente trabalho utiliza uma 
abordagem qualitativa. 
A pesquisa qualitativa se caracteriza por ser um "estudo aprofundado de um sistema no 
ambiente onde ele está sendo usado, ou, em alguns casos, onde se espera que o sistema seja 
usado" (WAINER, 2007, p. 28). Os procedimentos analíticos da pesquisa qualitativa 
normalmente não possuem uma forma pré-estabelecida, fator que eleva a dependência da 
capacidade do pesquisador para a realização da análise dos resultados produzidos (GIL, 2008). 
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4 FERRAMENTAS AVALIADAS 
Durante a pesquisa relativa ao uso da tecnologia NoSQL em Data Warehouses foi 
realizado um levantamento de ferramentas usadas com esta finalidade. Neste capítulo serão 
apresentadas as ferramentas Druid, Clickhouse e Cassandra DB. 
As ferramentas avaliadas se encaixam no modelo NoSQL orientado a colunas. 
Conforme citado por Moniruzzaman et al (2013), Nayak et al (2013) e Tiwari (2011), este 
modelo é propício para aplicações de mineração de dados, análise e processamento de grandes 
volumes, devido ao seu método de armazenamento e manipulação, que é vantajoso para as 
operações realizadas com esta finalidade. 
4.1 Critérios Avaliativos 
As ferramentas escolhidas serão avaliadas conforme alguns critérios estabelecidos para 
facilitar e justificar a escolha de uma delas para o desenvolvimento do comparativo com o 
modelo relacional. Os critérios de avaliação são os seguintes: 
  Instalação e Configuração: este critério irá avaliar a facilidade de instalação e 
configuração da ferramenta, observando aspectos de compatibilidade com 
sistemas operacionais, dependências de outras ferramentas e bibliotecas e 
manutenção do serviço; 
 Comunidade e maturidade: este critério irá avaliar o conteúdo disponibilizado 
pela comunidade de usuários e desenvolvedores da ferramenta, além de verificar 
a maturidade das versões da ferramenta e situação do desenvolvimento; 
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 Suporte e Documentação: este critério irá avaliar a documentação disponível 
da ferramenta, observando a amplitude dos assuntos abordados, desde a 
instalação e configuração inicial até funções mais avançadas. Também será 
verificado o suporte que a documentação fornece aos usuários; 
 Manipulação: este critério irá avaliar a facilidade de operação da ferramenta, 
observando também a curva de aprendizado para adquirir o conhecimento 
necessário para trabalhar com a mesma; 
 Padrões: este critério irá avaliar a aderência da ferramenta a padrões como de 
modelagem e linguagens, observando se há suporte nativo e/ou funcionalidades 
adicionais da comunidade que suportem essas funcionalidades. 
4.2 Druid 
O Druid é uma ferramenta de banco de dados orientado a colunas focado em tarefas de 
análise de dados. É de código aberto, desenvolvida na linguagem Java, e atualmente é mantida 
por sua comunidade. Em 2011 foi lançado pela Metamarkets, empresa que iniciou seu 
desenvolvimento por não conseguir utilizar opções de mercado para processar e realizar 
análises em grandes volumes de dados. 
A avaliação do Druid foi realizada sobre os critérios estabelecidos, e os resultados são 
apresentados a seguir: 
 Instalação e Configuração: a instalação do Druid foi bastante fácil, ele é 
compatível com sistemas Unix e possui um pacote compactado com os binários. 
No entanto, para que o serviço seja iniciado, é necessário que seja instalado 
também o pacote de desenvolvimento Java e o software Zookeeper, responsável 
pelo gerenciamento de distribuição. Além disso, o Druid é dividido em 5 
serviços que devem executar paralelamente; 
 Comunidade e maturidade: o Druid possui uma comunidade bastante ativa, 
onde os usuários e desenvolvedores trocam muitas informações sobre a 
ferramenta. O desenvolvimento da ferramenta está atualmente na versão 0.9.1.1, 
lançada em junho de 2016, e conta com contribuições da sua própria 
comunidade; 
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 Suporte e Documentação: a documentação do Druid é bastante ampla, os 
usuários iniciantes tem disponível um guia completo de instalação e 
configuração iniciais, e os mais experientes também podem contar com a vasta 
documentação de suas funcionalidades. Com isso, o suporte oferecido é muito 
bom, além da documentação completa, a comunidade também oferece auxilio; 
 Manipulação: trabalhar com o Druid não foi tão fácil, a forma de interação com 
a ferramenta acontece através da linguagem JSON, e o Druid possui seus 
próprios padrões para criar estruturas de dados, carregar dados e realizar 
consultas. Além disso, a interface padrão de comunicação é feita somente via 
HTTP; 
 Padrões: conforme já citado no tópico anterior, o Druid trabalha com a 
linguagem JSON, contudo sua comunidade de desenvolvedores fornece 
aplicativos clientes para trabalhar com SQL, Ruby, PHP, etc. 
4.3 Clickhouse 
O Clickhouse é um banco de dados orientado a colunas, capaz de processar trilhões de 
registros. É uma ferramenta de código aberto, desenvolvida na linguagem C++, e mantida pela 
Yandex, empresa russa que possui o maior motor de busca do país. 
A avaliação do Clickhouse foi realizada sobre os critérios estabelecidos, e os resultados 
são apresentados a seguir: 
 Instalação e Configuração: a instalação do Clickhouse foi bastante simples, 
compatível com sistemas Linux, ele possui pacotes para Ubuntu, e é instalado a 
partir de pacotes adicionados ao gerenciador do sistema, o que já cria o 
Clickhouse como um serviço nativo do sistema. Para usar o Clickhouse, somente 
foi necessário iniciar o serviço no sistema, nenhuma configuração adicional ou 
instalação de dependências foi necessária; 
 Comunidade e maturidade: o Clickhouse possui uma comunidade bastante 
ativa, onde os usuários resolvem questões e dúvidas frequentemente. O 
desenvolvimento da ferramenta está em pleno andamento, e possui versões 
estáveis lançadas regularmente; 
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 Suporte e Documentação: a documentação do Clickhouse é bastante ampla e 
muito detalhada, usuários de diversos níveis de conhecimento encontram um 
material extremamente completo sobre a ferramenta, fato que facilita muito o 
suporte a problemas e dúvidas; 
 Manipulação: a interação com o Clickhouse foi muito simples, ele trabalha com 
um cliente por linha de comando na linguagem SQL, o que facilita a vida dos 
usuários de bancos de dados relacionais; 
 Padrões: o Clickhouse trabalha com a linguagem SQL, todos os comandos de 
manipulação, como criação de tabelas e consultas seguem o padrão já conhecido 
e difundido pelos modelos relacionais. 
4.4 Cassandra 
O Cassandra é um banco de dados orientado a colunas. É uma ferramenta de código 
aberto, desenvolvida na linguagem Java, e mantida pela fundação Apache, organização famosa 
por projetos como o Apache HTTP Server e Apache Tomcat. 
A avaliação do Cassandra foi realizada sobre os critérios estabelecidos, e os resultados 
são apresentados a seguir: 
 Instalação e Configuração: a instalação do Cassandra é simples, compatível 
com sistemas Linux, possui pacotes compactados com os binários, e para Ubuntu 
pode ser instalado pelo gerenciador de pacotes. Após a instalação somente é 
necessário iniciar o serviço no sistema e começar a usar; 
 Comunidade e maturidade: o Cassandra tem uma comunidade ativa, 
característica dos outros projetos da fundação apache. O desenvolvimento da 
ferramenta está em pleno andamento, a versão mais recente é a 3.9, de setembro 
de 2016; 
 Suporte e Documentação: em termos de documentação, o Cassandra ainda 
deixa um pouco a desejar, visto que ainda está em construção, e alguns tópicos 
não possuem instruções para os usuários. No entanto, a comunidade ativa e o 
vasto conteúdo na internet, fornecem o suporte necessário para os usuários; 
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 Manipulação: trabalhar com o Cassandra é fácil, ele possui um cliente via linha 
de comando, e usa a linguagem CQL (Cassandra Query Language), muito 
similar ao SQL; 
 Padrões: como citado no tópico anterior, o Cassandra utiliza sua própria 
linguagem de consulta, o CQL. No entanto os comandos são muito similares ao 
SQL, o que facilita o aprendizado dos usuários já acostumados com bancos de 
dados relacionais. 
4.5 Comparativo dos Critérios 
As três ferramentas selecionadas para o trabalho foram testadas e avaliadas conforme 
os critérios estabelecidos com o objetivo de escolher uma para realizar o comparativo com o 
modelo relacional. Após a avaliação, cada ferramenta foi classificada em níveis de 1 a 5 nos 
critérios estabelecidos, conforme a lista a seguir: 
 Nível 1: Totalmente insatisfatório; 
 Nível 2: Insatisfatório; 
 Nível 3: Regular; 
 Nível 4: Satisfatório; 
 Nível 5: Totalmente Satisfatório. 
Desta forma, o Quadro 2 representa a nota obtida por cada ferramenta, totalizando 
pontos que determinaram a escolha. 
Quadro 2 – Comparativo da avaliação de Ferramentas. 
COMPARATIVO DE CRITÉRIOS 
CRITÉRIOS Druid Clickhouse Cassandra 
Instalação e Configuração 3 5 4 
Comunidade e maturidade 4 4 4 
Suporte e Documentação 4 5 3 
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Manipulação 3 5 4 
Padrões 3 4 4 
TOTAL 17 23 19 
Fonte: Autor. 
 
O comparativo de critérios das três ferramentas selecionadas possibilitou verificar a 
aderência de cada uma delas em relação aos objetivos do trabalho. Portanto, conforme visto no 
Quadro 2, o Clickhouse foi a ferramenta escolhida para realizar o comparativo com o modelo 
relacional. Fatores como a facilidade de instalação e configuração, documentação 
extremamente completa e grande facilidade de operação (visto que utiliza a linguagem SQL), 
foram decisivos na escolha desta ferramenta. 
 
  
52 
5 O ESTUDO 
Neste capítulo será descrito o projeto do estudo desenvolvido, apresentando seu cenário, 
aspectos avaliados e as ferramentas utilizadas. 
5.1 Visão Geral 
O presente trabalho tem como objetivo a realização de um estudo comparativo de bancos 
de dados NoSQL com os modelos relacionais em sua aplicação para Data Warehouses. Para 
realizar este comparativo, foi criado um cenário de testes, onde foi possível que ambos os 
bancos de dados fossem avaliados sob critérios considerados fundamentais na construção e uso 
de um DW. 
O cenário proposto fez uso de uma massa de dados criada especialmente para a carga 
nos DWs em cada base. Desta forma, inicialmente avaliou-se o aspecto da modelagem de dados, 
e posteriormente o carregamento de dados. Na sequência foi avaliada a performance e a 
visualização de informações, e por fim os aspectos relativos ao suporte das ferramentas, 
observando as dificuldades encontradas e como foram solucionadas. Na Figura 10 
apresentamos um diagrama da visão geral do cenário criado. 
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Figura 10 – Cenário de avaliação 
 
Fonte: Autor. 
5.2 Cenário desenvolvido 
O cenário de avaliação foi construído em laboratório, onde ambas as ferramentas foram 
colocadas a prova. Inicialmente, foi criada uma massa de dados que foram carregados nos DWs. 
Estes dados são fictícios, retratando um fato de vendas, na Figura 11 apresentamos as principais 
métricas e dimensões. 
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Figura 11 – Estrutura da massa de dados criada 
 
Fonte: Autor. 
 
O modelo apresentado na Figura 11 contém métricas usualmente encontradas em 
análises de vendas, como o valor e quantidade vendidas, valor de custo do produto, valor dos 
impostos e preço médio. Estas métricas ficam armazenadas na tabela fato Vendas. 
As dimensões apresentadas irão classificar e categorizar as métricas, possibilitando por 
exemplo análises por Representante, Região, Produtos, Categoria e entre outros. A seguir são 
descritas brevemente cada uma das dimensões: 
 Período: contém as informações de quando ocorreu a venda; 
 Cliente: identifica quem é o cliente, podendo também possuir informações de 
endereço, tipo e grupo; 
 Produto: contém as informações do produto vendido, como nome, descrição e 
marca; 
 Linha do Produto: classifica os produtos conforme uma linha, pode ser usado 
para agrupar produtos em comum; 
  
55 
 Categoria do Produto: categoriza os produtos, também usado para agrupar 
produtos; 
 Nota Fiscal: é o número da nota fiscal, usado para identificar uma venda; 
 Representante: nome do representante, pode conter também outras informações 
a seu respeito; 
 País/Estado/Cidade: informações geográficas sobre onde foi realizada a venda; 
 Mercado: identificação de mercado interno e externo (exportações); 
 Região: identifica a região do país; 
 Operação: classifica a operação em venda ou devolução; 
 Forma de Pagamento: identifica a forma de pagamento optada pelo cliente; 
Seguindo a estrutura da Figura 11 foram gerados em torno de 100 milhões de registros, 
que então foram carregados para os DWs. Contudo, antes da etapa de carregamento, foi 
realizada a modelagem e estruturação das bases de acordo com o modelo estrela, para que elas 
recebam os dados gerados. 
A etapa de carga foi realizada através do ETL, fazendo o uso de ferramentas e scripts 
desenvolvidos manualmente. Nesta fase o objetivo foi avaliar a compatibilidade das bases 
relacionais e NoSQL com soluções ETL disponíveis no mercado, bem como o desempenho nas 
operações de inserções, atualizações e exclusões. 
Após realizada a carga de dados, foi iniciada a etapa de avaliação da performance de 
consultas e visualização das informações através de ferramentas de BI. Sob o aspecto de 
visualização, foram buscadas ferramentas que possibilitem a conexão com ambas bases, afim 
de avaliar o desempenho e compatibilidade. Já quanto a performance, as avaliações ocorreram 
por meio de consultas diretas no banco de dados. 
Com o intuito de criar um cenário que reproduza situações reais de análise de dados, 
foram estabelecidas consultas a serem aplicadas sobre as bases. As consultas estabelecidas 
foram as seguintes: 
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 Curva ABC de Clientes: retorna um ranking dos clientes com maior valor de 
compra, realizando comparativos em relação a períodos anteriores; 
 Curva ABC de Produtos: retorna um ranking dos produtos mais vendidos por 
quantidade, realizando comparativos em relação a períodos anteriores; 
 Evolução de Ticket Médio: retorna o valor médio por compra, quantidade 
média por compra ao longo de um período estabelecido; 
 Perda de Clientes: retorna os clientes que deixaram de comprar em um 
determinado ano, mas compraram no ano anterior; 
 Ranking de Clientes e Produtos: retorna os 50 maiores clientes por valor 
comprado, e de cada cliente os 10 produtos mais comprados; 
 Notas Fiscais diárias: retorna todas as notas fiscais emitidas em determinado 
período; 
5.3 Ferramentas utilizadas 
Conforme visto no capítulo 1, o objetivo deste trabalho é realizar um comparativo de 
bancos de dados não relacionais e relacionais em sua aplicação para DWs. Portanto, para a 
implementação de tal comparativo, foram selecionadas ferramentas de bancos de dados. 
Conforme já apresentado no capítulo 4, foi realizada a escolha da ferramenta de banco 
de dados NoSQL para o desenvolvimento do presente trabalho. O Clickhouse foi escolhido por 
apresentar características que facilitam muito o trabalho para usuários já adaptados aos modelos 
relacionais. 
Para a realização do comparativo com a base não relacional, o Clickhouse, o banco de 
dados relacional utilizado foi o PostgreSQL, ferramenta selecionada por ser de código aberto e 
ainda ser um dos bancos de dados relacionais mais utilizados no mundo. 
Para realizar uma avaliação completa das duas ferramentas de bancos de dados, também 
foram utilizadas outras aplicações, como ferramentas ETL, para realizar a carga de dados, e de 
BI, para criar análises a partir das informações do DW. 
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5.4 Aspectos avaliados 
Após a implementação do cenário de avaliação e da execução dos testes, as ferramentas 
NoSQL e relacional foram avaliadas em aspectos fundamentais de projetos de Data 
Warehouses. Estes aspectos estão descritos a seguir: 
 Modelagem: neste aspecto ambas ferramentas foram avaliadas quanto a 
estruturação dos dados necessária para a criação do DW, seguindo os princípios 
do modelo estrela; 
 Carga de dados: aqui as ferramentas foram avaliadas pelos métodos de carga 
de dados, verificando a compatibilidade com ferramentas ETL e scripts manuais; 
 Performance: neste aspecto as ferramentas foram avaliadas em relação ao seu 
desempenho em consultas de informações seguindo os requisitos das consultas 
definidas no item 5.2; 
 Visualização: neste aspecto foram avaliados os métodos e ferramentas 
disponíveis e/ou compatíveis com as ferramentas para a visualização dos dados; 
 Suporte: neste aspecto ambas as ferramentas foram avaliadas quanto ao suporte 
encontrado em sua documentação e comunidade, descrevendo as dificuldades 
encontradas durante a implementação dos testes. 
5.4.1 Modelagem 
A modelagem do Data Warehouse é muito importante no seu processo de construção. 
Nesta etapa é definida a estrutura dos dados que o DW irá receber, e ela determina as 
necessidades de transformação no processo de carga, bem como as possibilidades de análise da 
informação. 
Para ambas as bases se procurou seguir os princípios do modelo estrela, conforme 
especificado no item 2.4.5, centralizando uma tabela fato cercada das suas dimensões. No caso 
do modelo de dados criado para o desenvolvimento do presente trabalho, as dimensões a serem 
criadas seriam as seguintes: Cliente, Produto, Representante, Período, Operação e Forma de 
Pagamento. 
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Para a tabela fato, além das chaves de ligação com as dimensões, as seguintes métricas 
também fazem parte de sua estrutura: Quantidade, Valor, Impostos e Custo. Esta é a estrutura 
que foi necessária criar no PostgreSQL e no Clickhouse, contendo todos os dados especificados 
para cada item. Os modelos dos DWs implementados serão apresentado no item 6.2.1. 
5.4.2 Carga de dados 
Para carregar os dados nos DW modelados foram criados processos de carga que 
realizaram a transformação, limpeza e a preparação do formato esperado em cada banco de 
dados. A origem destes registros foi uma base criada para simular um sistema de vendas, 
conforme abordado no item 5.2. 
Para alimentar os DWs, o processo de carga foi desenvolvido para adaptar os campos 
aos mesmos tamanhos e tipos de dados dos bancos, e as informações foram agrupadas conforme 
os atributos de destino. Como os dados foram criados especialmente para a implementação do 
cenário de testes, os mesmos não possuem necessidades complexas quanto a limpeza e 
transformação.  
Desta forma, a carga de dados serviu para avaliar a compatibilidade de ferramentas de 
mercado com ambas bases, e ainda o suporte do Clickhouse em relação aos tipos de dados 
normalmente encontrados em bases relacionais. O processo ETL desenvolvido realizou 
operações de leitura e inserção de dados em ambas as bases. 
5.4.3 Performance 
Para realizar a avaliação da performance foram definidas consultas que reproduzam um 
contexto real de análise de vendas, conforme detalhado no item 5.2 foram definidas as seguintes 
consultas: 
 Consulta 1: Curva ABC de Clientes; 
 Consulta 2: Curva ABC de Produtos; 
 Consulta 3: Evolução de Ticket Médio; 
 Consulta 4: Perda de Clientes; 
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 Consulta 5: Ranking de Clientes e Produtos; 
 Consulta 6: Notas Fiscais diárias; 
A Curva ABC de Clientes tem o objetivo de listar os maiores clientes em um 
determinado período, ordenados pelo valor de compra. O resultado desta consulta lista o nome 
dos clientes, o valor acumulado do período, e o valor total acumulado do mesmo período no 
ano anterior, e tem o objetivo de mostrar quais os clientes representam a maior fatia do 
faturamento, possibilitando uma análise de crescimento do mesmo em relação ao faturamento 
no ano anterior. 
A Curva ABC de Produtos segue o mesmo conceito, porém analisando os produtos mais 
vendidos por quantidade vendida. O resultado deve listar o nome dos produtos, a quantidade e 
valor acumulados do período, e ainda a quantidade e valor acumulados do mesmo período do 
ano anterior. Esta análise permite verificar quais os produtos compõem o faturamento e sua 
contribuição para o total. 
A Evolução de Ticket Médio tem como objetivo a análise dos valores e quantidades 
médias faturadas. Ela retorna por mês e ano o valor e quantidade totais, o número de vendas 
realizadas, o ticket médio da venda, que é o valor vendido dividido pela quantidade vendida, o 
valor médio de vendas, que é o valor vendido dividido pelo número de vendas, e a quantidade 
média, que é a quantidade vendida dividida pelo número de vendas. Esta análise permite 
verificar a variação destas métricas ao longo do tempo, mostrando o comportamento do 
mercado. 
A Perda de Clientes mostra os clientes perdidos em um determinado período, retornando 
uma listagem daqueles que não realizaram compras em determinado ano, entretanto compraram 
no ano anterior a este. Esta análise demonstra os clientes perdidos entre um período e outro, 
ressaltando o montante financeiro que se deixou de faturar com a perda dos mesmos. 
O Ranking de Clientes e Produtos tem como objetivo mostrar os cinquenta maiores 
clientes em um determinado período, e de cada um destes quais os 10 produtos que mais 
compraram. Ela retorna a listagem de clientes e produtos, com valor faturado para o cliente e o 
valor total de cada produto. Esta análise permite verificar mais a fundo o comportamento de 
cada cliente, analisando os itens que ele normalmente compra. 
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As Notas Fiscais diárias têm um objetivo mais simples, porém não menos importante, 
buscando mostrar quais as notas fiscais faturadas em determinado período, retornando seu 
valor, quantidade, impostos e custos totais. Esta análise permite a conferência do faturamento 
por documento emitido. 
5.4.4 Visualização 
No aspecto de visualização buscou-se ferramentas capazes de consumir os dados de 
ambos os sistemas e exibi-los de forma visual. Além disso também foram avaliadas 
características de usabilidade das ferramentas, observando a facilidade que um possível usuário 
de negócios, sem conhecimento de bancos de dados e linguagens de consulta, teria para criar 
visões analíticas com as informações disponíveis nos Data Warehouses. 
Quanto aos formatos de visualização, o objetivo foi encontrar ferramentas de apoio a 
decisão (BI) que disponibilizassem os dados em gráficos de barras, colunas, linhas, setores, 
entre outros, e também em tabelas dinâmicas, permitindo que o usuário monte as visões de 
acordo com sua necessidade, adicionando e removendo informações de forma simples. 
5.4.5 Suporte 
O aspecto de suporte teve como objetivo a avaliação de todo o processo de utilização 
do banco de dados relacional PostgreSQL, e do não relacional Clickhouse. Esta avaliação 
verificou os processos de instalação e configuração dos sistemas, a documentação encontrada 
durante este processo, o suporte da comunidade para solução de problemas enfrentados durante 
o uso, e as dificuldades que surgiram na aplicação e avaliação dos aspectos anteriores. 
Esta etapa permitiu verificar a maturidade e facilidade de uso das ferramentas, bem 
como o suporte encontrado para solucionar dúvidas e problemas. Ela também foi importante 
para o entendimento das limitações de cada ferramenta, observando a compatibilidade com 
padrões, sistemas e linguagens difundidas no mercado. Também foram avaliadas nesta etapa os 
códigos SQL das consultas realizadas sobre as bases, apontando as diferenças e semelhanças 
entre elas. 
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6 AVALIAÇÃO 
Neste capítulo serão apresentados os resultados obtidos durante a implementação do 
cenário de testes do presente estudo. As atividades realizadas serão descritas analisando seus 
resultados e o comportamento das variáveis no ambiente desenvolvido. 
6.1 Cenário de testes 
O cenário de testes desenvolvido foi criado para permitir que as ferramentas de bancos 
de dados relacional e não relacional fossem comparadas de igual para igual, usando as mesmas 
configurações de servidor, os mesmos dados e sendo colocados à prova sob os mesmos 
questionamentos. Começando pelo servidor, as configurações utilizadas são descritas no 
Quadro 3. 
Quadro 3 – Configurações do servidor do cenário de testes 
Processador Intel Core i7 277QM 2.2GHz 
Núcleos 8 
Memória RAM 8GB 
Disco 1 TB Samsung 5400 RPM 
Sistema Operacional Ubuntu 14.04 
Fonte: Autor. 
 
Além do servidor, também foram usadas configurações específicas para os bancos de 
dados testados, o PostgreSQL foi usado na versão 9.3, e o Clickhouse na versão 1.1.54236. Para 
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que ambos os bancos pudessem ser comparados em relação a performance, foram realizados 
ajustes de configurações de consumo de recursos de processamento e memória.  
O Clickhouse foi configurado com variáveis nos seus valores conforme a instalação 
padrão, onde o processamento é automaticamente programado para usar todos os núcleos do 
servidor, e a memória também é alocada dinamicamente conforme disponibilidade. Desta 
forma, o PostgreSQL teve que ser adequado para utilizar os mesmos recursos, fazendo o uso de 
todo potencial do servidor. Os parâmetros de configuração adicionais do PostgreSQL são 
apresentados no Código 1. 
Código 1 – Configurações do PostgreSQL 
 
Fonte: Autor. 
 
Os dados gerados para possibilitar o teste das ferramentas foram criados a partir de bases 
livres para as informações de produtos, clientes, país, estado, cidade, região e representantes, 
conforme apresentado no Quadro 4. Esta escolha foi feita para que as consultas e análises 
posteriormente executadas sobre os DWs retornassem informações mais próximas da realidade. 
Já a geração dos registros de vendas, que gravam a quantidade, valor, impostos, custo, código 
do produto e código do cliente, quando ocorreu a venda e os demais detalhes, foi realizada 
através de funções na linguagem PL/pgSQL no PostgreSQL. 
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Quadro 4 – Fontes dos dados de cadastro 
Campo Fonte 
Produto http://www.grocery.com/open-grocery-database-project/ 
Acessado em 18 de Janeiro de 2017 
Cliente https://www.sos.wa.gov/ 
Acessado em 21 de Janeiro de 2017 
Representante http://www.quietaffiliate.com/free-first-name-and-last-name-databases-
csv-and-sql/ 
Acessado em 19 de Janeiro de 2017 
País, Estado, 
Cidade, Região 
http://www.geonames.org/ 
Acessado em 19 de Janeiro de 2017 
Fonte: Autor. 
 
O código criado para a geração dos registros foi executado a partir de cláusulas de 
seleção, que invocaram a função passando parâmetros que guiaram e controlaram os dados 
reproduzidos na mesma. Conforme o Código 2, podemos observar os parâmetros de execução 
da função, primeiro informamos as datas inicial e final, depois ano e mês, seguido do número 
de registros a serem criados, os códigos iniciais e finais de clientes e produtos para os quais 
devem ser gerados dados, e a operação. 
Os parâmetros da função funcionam da seguinte forma: data inicial e final são usadas 
para sortear aleatoriamente uma data neste intervalo, o ano e o mês são somente inseridos 
diretamente na tabela, a quantidade de registros é multiplicada por mil, ou seja, para gerar 
cinquenta mil registros, deve-se informar no parâmetro o valor 50.  
As variáveis de cliente inicial (cliini), cliente final (clifim), produto inicial (proini) e 
produto final (profim) são usadas para que os registros gerados contenham clientes e produtos 
diferentes a cada período de dados gerados. Desta forma se tem um cenário mais próximo da 
realidade, onde alguns clientes podem comprar em determinado mês e em outros não, bem 
como produtos podem não ser vendidos em um período, mas voltaram a ser vendidos em outro. 
A partir destas variáveis selecionaram-se faixas de clientes e produtos que teriam vendas 
geradas naquele período. Por fim, o parâmetro de operação determina se os registros são de 
vendas ou devoluções. 
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Código 2 – Função de geração de registros de vendas 
 
Fonte: Autor. 
 
Com os dados gerados o cenário de testes ficou pronto para iniciar as avaliações, 
começando pelas etapas de modelagem dos DWs no PostgreSQL e no Clickhouse, passando 
para a carga ETL das bases, avançando para os testes de performance e visualização, e 
finalizando com o aspecto do suporte. O cenário de testes é apresentado na Figura 12. 
Figura 12 – Cenário de testes 
 
Fonte: Autor. 
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6.2 Análise dos resultados 
Neste subcapítulo serão apresentados os resultados obtidos em todos os aspectos de 
avaliação determinados. 
6.2.1 Modelagem 
Seguindo os dados que foram criados conforme especificado no item 5.2, foi modelado 
o DW para a base relacional PostgreSQL de acordo com os conceitos do modelo estrela 
(abordado no item 2.4.5) onde foram criadas as dimensões Cliente, Produto, Representante, 
Operação, Forma de Pagamento e Período. No centro deste modelo, foi criado o fato Vendas, 
fazendo a ligação com as dimensões por meio das chaves de identificação, e contendo as 
métricas Quantidade, Valor, Impostos e Custo. O modelo do DW relacional é demonstrado na 
Figura 13. 
Figura 13 – Modelo do DW Relacional 
 
Fonte: Autor. 
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Adicionalmente no modelo do DW relacional foram criados índices para melhorar a 
performance de consultas. Os índices são estruturas de dados que agem sobre os registros 
inseridos no banco de dados como uma espécie de mapa, indicando de forma mais eficiente a 
localização dos registros que se procuram em uma consulta. 
No PostgreSQL os índices devem ser criados pelo usuário, que define os campos que 
irão possuir estas estruturas para melhora de performance nas consultas. No DW relacional 
foram criados índices em todas as colunas “id” das dimensões e do fato, e também nas colunas 
“periodo”, “cliente_id”, “produto_id”, “representante_id”, “operacao_id” e “formapagto_id”, 
que são as chaves estrangeiras da tabela fato.  
Estes índices diminuem o tempo de resposta nas consultas onde há junção de tabelas, 
pois justamente os campos que são usados como chave da junção é que estão indexados. 
Também foi criado um índice no campo período da tabela fato, para que consultas em faixas de 
tempo possam se aproveitar desta funcionalidade. 
Para o Clickhouse a modelagem do DW teve que ser adaptada ao banco de dados não 
relacional. Apesar de trabalhar também com os conceitos de tabelas e campos, a base NoSQL 
possui limitações quanto a relacionamentos de chaves estrangeiras e a consultas com junções 
de múltiplas tabelas, no caso do Clickhouse o limite de junções de tabelas em uma mesma 
consulta é fixado em duas (MILOVIDOV, 2017). Além destes pontos, o modelo orientado a 
colunas normalmente usa abordagens mais simples para estruturar os dados, com tabelas 
independentes, que contém toda a informação necessária para as consultas. 
Sendo assim, o modelo do DW não relacional no Clickhouse foi criado com somente 
uma tabela fato Vendas, contendo todas as informações de dimensões e métricas. Na Figura 14 
é apresentado o diagrama do DW no Clickhouse. 
No modelo do Clickhouse é interessante observar os tipos de dados usados pelo banco 
de dados, que suporta os principais tipos usados em bases relacionais, como inteiros, caracteres, 
datas e numéricos. Além disso um detalhe importante é a engine da tabela criada. 
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Figura 14 – Modelo do DW Não Relacional 
 
Fonte: Autor. 
 
No Clickhouse todas as tabelas possuem uma engine que determina o formato de 
armazenamento dos dados e os índices que serão criados, além de influenciar diretamente na 
leitura quando são executadas as consultas sobre o banco de dados. No fato Vendas criado foi 
utilizada a engine MergeTree, que é a mais avançada do Clickhouse. Ela exige que a tabela em 
questão possua um campo do tipo “Date” e um campo ou conjunto de campos que represente 
um registro único, o identificador. 
Respeitando estes requisitos, foi definido o campo “período” como data, e o conjunto 
de campos “id” e “período” como identificador de registros para a MergeTree. Com estas 
informações, o Clickhouse armazena os dados na tabela e cria índices de busca para os campos 
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de data e para o identificador. Estes índices são responsáveis diretos sobre o tempo de resposta 
das consultas de dados, visto que são utilizados pelo sistema para buscar mais rapidamente os 
registros. 
No aspecto da modelagem do DW é sempre importante avaliar os fatores de facilidade 
e tempo de análise desta atividade. A facilidade está relacionada a aderência do sistema de 
banco de dados aos requisitos necessários para manter as informações contidas no DW, e como 
se deve especificar as estruturas para atender as necessidades de análises de negócio. Este fator 
afeta também no tempo de análise para modelar o DW, que envolve discussões sobre quais 
dados se tornarão métricas, dimensões e fatos, e quais campos irão compor cada uma destas 
estruturas. 
Outro exemplo de situação de análise da modelagem do DW é quando se usam 
dimensões de alteração lenta, que no modelo relacional são construídas para que seus registros 
possuam novas versões caso ocorra uma determinada atualização. Por exemplo: se um cliente 
mudar de estado, e se quer manter o registro de que em determinado período ele estava em um 
estado, e depois em outro, são criadas duas versões deste mesmo cliente, mudando o atributo 
em questão.  
Esta situação é fundamental de ser controlada e prevista no modelo relacional de um 
DW, pois influencia diretamente nas possibilidades de análise da informação. Já o modelo não 
relacional, conforme foi criado para o DW de vendas no Clickhouse, não possui esta 
necessidade, visto que não há controle de registros de dimensões, então se o cliente mudou de 
estado, somente é necessário inserir o mesmo cliente com o estado atual no momento da carga 
dos dados, sendo que quando consultado este cliente, aparecerão registros em ambos estados 
para ele. 
Assim, pode-se concluir que o modelo não relacional é mais fácil e rápido para modelar, 
visto que oferece mais simplicidade no esquema de dados, e não exige que esta estrutura esteja 
preparada para controles complexos de versões da informação. Além disso, as definições e 
discussões sobre quais dados serão métricas e dimensões se torna desnecessária, pois a própria 
tabela fato irá armazenar todos os campos, tanto numéricos quanto textuais.  
Para avaliar estes fatores foram definidos pesos de 1 a 5 para cada fator, e uma 
pontuação de 1 a 5 estrelas, que serão usados para a avaliação dos demais aspectos definidos 
nos capítulos subsequentes. O fator de facilidade de modelagem tem peso 3 para a avaliação 
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geral, pois influencia no tempo necessário desta atividade, e implica no uso de estruturas que 
podem se tornar complexas dependendo das necessidades do DW. O fator de tempo de análise 
tem peso 4 para a avaliação geral, pois é onde são decididas as informações que estarão 
disponíveis para os usuários de negócio que posteriormente irão consumir os dados do DW, e 
se esta etapa for mal executada, pode implicar em grande retrabalho para adequar a base às 
necessidades analíticas.  
Nos dois fatores o Clickhouse teve vantagem e demonstrou ser fácil de modelar, visto 
que sua estrutura de dados para o DW fica mais simples, e não exige muito tempo de discussão 
e análise. Já o PostgreSQL perde um pouco em facilidade e mais ainda no tempo de análise, 
pois exige maior número de tabelas e estruturas de controle para manter o DW. No Quadro 5 é 
apresentada a pontuação em estrelas de cada fator. A pontuação final ponderada pelos pesos 
dos fatores será apresentada ao final da análise de todos aspectos. 
Quadro 5 – Pontuações do Aspecto de Modelagem 
Fator de Avaliação/Pontuação PostgreSQL Clickhouse 
Facilidade de Modelagem ★★★★☆ ★★★★★ 
Tempo de Análise ★★★☆☆ ★★★★★ 
Fonte: Autor. 
6.2.2 Carga de dados 
A carga de dados buscou avaliar as possibilidades e alternativas para popular os Data 
Warehouses. Este processo pode ser executado fazendo o uso de ferramentas ETL de mercado, 
como o Pentaho Data Integration, e também através de scripts criados especialmente para esta 
atividade. 
No PostgreSQL o processo de carga do DW foi realizado fazendo o uso do Pentaho Data 
Integration, onde foram criadas transformações que realizaram a carga de cada dimensão 
individualmente, e também a carga da tabela fato. Este processo de carga foi bastante 
descomplicado, onde simplificadamente, os passos foram a leitura da base origem, limpeza e 
adequação dos campos, e a inserção no DW. Na Figura 15 é apresentado o fluxo de carga das 
dimensões. 
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Figura 15 – Processo de carga de dimensões 
 
Fonte: Autor. 
 
Todas as outras dimensões carregadas possuem o mesmo fluxo de carga, com a leitura 
da tabela de origem, limpeza, adequação e inserção no DW. A origem dos dados é a base criada 
conforme detalhado no item 5.2, a etapa de adequação e limpeza é onde os campos são 
selecionados, renomeados e convertidos para os tipos de dados esperados conforme o modelo 
do DW, e a inserção carrega os dados para as tabelas do DW. 
A carga da tabela fato foi realizada com alguns componentes diferentes, conforme 
mostrado na Figura 16, foram necessárias leituras das dimensões para retornar os campos chave 
corretamente. Este processo consulta na dimensão os dados que necessita para realizar a 
inserção na tabela fato. 
Figura 16 – Processo de carga do fato vendas 
 
Fonte: Autor. 
 
A carga do PostgreSQL foi criada com facilidade, ele é um banco de dados difundido e 
consolidado no mercado, de forma que muitas ferramentas são capazes de interagir e utilizá-lo 
de forma natural. A conexão utilizada neste processo foi realizada através de conectores JDBC 
(Java Database Connectivity), que fazem a interface de comunicação entre a ferramenta ETL e 
o sistema de banco de dados. 
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Para o Clickhouse, a carga de dados para o DW foi realizada com o uso de comandos 
shell script. Estes comandos fizeram a criação de um arquivo texto com os dados a serem 
importados, que foram extraídos da base de dados gerada para este estudo, e depois a inserção 
no DW do Clickhouse. 
A geração do arquivo de inserção foi feita com um comando de seleção, trazendo os 
campos já adequados aos tamanhos e tipos de dados esperados, e na ordem em que foram 
criados na tabela fato não relacional. A inserção foi realizada posteriormente realizando a leitura 
do arquivo gerado, e gravando os registros com comandos de inserção através do cliente de 
linha de comando do Clickhouse. 
O processo de carga do Clickhouse também foi criado com facilidade, sua 
documentação indica as formas de realizar inserções no banco, que faz o uso de padrões já 
conhecidos e difundidos, como a inserção via comando SQL insert usando listagem de valores, 
ou formatos separados por vírgulas, por tabulação e entre outros. No Código 3 são apresentados 
os comandos utilizados para a realização da carga no Clickhouse. 
Código 3 – Comandos do processo de carga do Clickhouse 
 
Fonte: Autor. 
 
Também foi realizada a tentativa de usar o Pentaho Data Integration para o processo de 
carga no Clickhouse, que possui um conector JDBC disponível. Foi possível fazer a leitura de 
tabelas, adequação dos campos, e o processo de inserção. No entanto, na inserção ocorreram 
erros de conversão quando utilizadas variáveis do tipo Date, onde o conector do Clickhouse 
teve problemas para reconhecer os formatos dos valores contidos no campo. 
A complexidade dos processos de carga construídos é o primeiro fator que se pode 
analisar no aspecto de carga de dados. Ele serve para avaliar a simplicidade em construir cada 
fluxo, e as dificuldades que podem ser enfrentadas nesta atividade. 
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A carga do PostgreSQL não foi complexa, a possibilidade de utilizar ferramentas que 
têm este propósito facilita muito o trabalho de pessoas que não tenham conhecimentos 
avançados em linguagens de programação por exemplo, para criar um processo de carga. No 
entanto, o modelo do DW usado na base relacional, pode implicar em controles complexos, 
como citado no capítulo anterior, sobre dimensões de alteração lenta, onde é necessário que se 
mantenham versões dos registros nas dimensões. 
No Clickhouse, um ponto negativo foi a impossibilidade de utilizar a ferramenta ETL 
para construir o processo de carga devido a problemas com o conector JDBC. No entanto, o 
script usado para alimentar o DW não relacional é bastante simples, benefício proporcionado 
pelo cliente de linha de comando do Clickhouse. Contudo, a avaliação que se pode fazer da 
carga para o Clickhouse, deve levar em consideração que é mais fácil alimentar o modelo de 
dados usado nele, sendo a tabela fato a única preocupação, o que tira a necessidade de controles 
de versões da informação. Ainda, há uma dependência na carga não relacional ligada a origem 
dos dados, que irá influenciar na complexidade da extração da informação antes de adaptá-la e 
inseri-la no DW do Clickhouse. 
O tempo de carga é o segundo fator analisado, e impacta diretamente na capacidade de 
atualização dos dados para o usuário que irá consumir as informações do DW. No PostgreSQL 
o tempo de carga total foi de 8 horas e 30 minutos, desde a extração dos dados da origem, até a 
inserção no DW. Já no Clickhouse, a carga levou um total de 4 horas, onde 3 horas e 30 minutos 
foram gastos na extração dos dados e geração do arquivo de importação, e 30 minutos na 
inserção dos dados na tabela fato. 
Em relação ao tempo de carga do Clickhouse, é necessário considerar que o tempo de 
extração da informação da origem de dados influenciou diretamente no tempo total de carga, 
visto que somente 30 minutos foram usados para a inserção. Desta forma, pode-se concluir que 
há grande dependência da origem dos dados quando o fator for o tempo de carga, uma vez que 
sua velocidade de inserção é bastante alta. 
Como resultado do carregamento de dados, os DWs relacional e não relacional ficaram 
prontos para serem consultados e testados em relação a performance, e assim pode-se avaliar o 
último fator no aspecto de carga de dados, que é o espaço em disco ocupado por cada sistema 
para armazenar os mesmos registros. Este fator permite verificar a capacidade necessária de 
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armazenamento em disco, que afeta os recursos necessários para manter os DWs. No 
PostgreSQL o espaço ocupado foi de 32 GB, enquanto o Clickhouse ocupou 14 GB. 
A diferença no espaço de armazenamento é surpreendente, porém pode ser explicada 
pelo fato de o Clickhouse utilizar a compressão de dados, que otimiza o tamanho dos arquivos 
e ainda melhora a performance (MILOVIDOV, 2017). Mesmo assim, ainda é necessário 
considerar que o modelo do DW no PostgreSQL tornaria a tabela fato, em teoria, mais leve, 
pois ela contém somente campos numéricos, enquanto o Clickhouse tem todas as informações 
numéricas e textuais em sua tabela fato.  
No entanto isso não se confirmou, pois somente a tabela fato vendas no PostgreSQL 
ocupou 31 GB, considerando seus onze campos e sete índices. A base completa no Clickhouse, 
com seus 24 campos mais os índices, provou ser mais eficiente para armazenar os dados em 
disco. 
Assim como avaliados os fatores de modelagem, também foram atribuídos pesos de 1 a 
5 e pontuações de 1 a 5 estrelas para os fatores de complexidade do processo de carga, tempo 
de carregamento e tamanho do DW. O primeiro fator terá peso 3, pois influencia no tempo de 
criação, e na complexidade de manter um DW coerente com as necessidades de análise dos 
usuários de negócio. O segundo fator, de tempo da carga tem peso 4, pois afeta a capacidade 
de atualização da informação. E o fator de tamanho tem peso 2, pois não influencia na 
complexidade da carga. A pontuação de cada fator é apresentada no Quadro 6. 
Quadro 6 – Pontuações do Aspecto de Carga de Dados 
Fator de Avaliação/Pontuação PostgreSQL Clickhouse 
Complexidade do processo de carga ★★★☆☆ ★★★★☆ 
Tempo de carregamento ★★★☆☆ ★★★★★ 
Tamanho do DW ★★☆☆☆ ★★★★★ 
Fonte: Autor. 
6.2.3 Performance 
A avaliação da performance foi realizada por meio de consultas, conforme definido no 
item 5.4.3. Os bancos de dados foram colocados à prova em relação ao tempo de retorno das 
consultas executadas, onde a linguagem SQL foi utilizada no PostgreSQL e no Clickhouse. 
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Os códigos SQL das seis consultas criadas serão apresentados no item 6.2.5, para avaliar 
as diferenças e semelhanças da linguagem nos sistemas relacional e não relacional. Todas as 
consultas foram executadas com o uso de filtros de dados, simulando cenários reais de análise 
da informação, onde é comum estar sempre buscando informações referentes a períodos de 
tempo específicos. No Quadro 7 é apresentado o número de registros aproximados que cada 
consulta leu. 
Quadro 7 – Número aproximado de registros lidos nas consultas 
Consulta Número de Registros Lidos 
Consulta 1: Curva ABC de Clientes 17,44 milhões 
Consulta 2: Curva ABC de Produtos 14,45 milhões 
Consulta 3: Evolução de Ticket Médio 6,44  milhões 
Consulta 4: Perda de Clientes 33,85 milhões 
Consulta 5: Ranking de Clientes e Produtos 16,87 milhões 
Consulta 6: Notas Fiscais Diárias 933,93 mil 
Fonte: Autor. 
 
Os tempos de execução e retorno dos resultados de cada consulta foram coletados dos 
clientes de cada banco de dados, que fornecem estas estatísticas. Na Figura 17 são apresentados 
os resultados obtidos em relação aos tempos de execução, onde as colunas demostram o tempo 
em segundos consumido para cada banco, e a linha apresenta o percentual do tempo que o 
Clickhouse consumiu em relação ao tempo consumido pelo PostgreSQL. 
Fica clara a grande diferença de tempos entre os dois bancos de dados, onde o Clickhouse 
teve larga vantagem, consumindo em média somente 14% do tempo usado pelo PostgreSQL 
para retornar os resultados. Ainda, foi possível perceber que no geral, quanto mais pesada a 
consulta, maior é a diferença de tempo entre o PostgreSQL e o Clickhouse, com isso supõe-se 
que bases maiores tendem a distanciar ainda mais a performance entre os bancos relacional e 
não relacional. 
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Figura 17 – Tempos das Consultas Analíticas Clickhouse X PostgreSQL 
Fonte: Autor. 
 
Ainda em relação aos tempos das consultas, destacou-se a de número 5, que no 
PostgreSQL levou em torno de 45 minutos, e no Clickhouse apenas aproximadamente 3 
minutos e meio, apresentando uma redução de 92,26%. E também se destaca a consulta 6, que 
no PostgreSQL levou 1 minuto e 38 segundos, e no Clickhouse somente 2,8 segundos, uma 
redução impressionante de 97,11%. 
Para melhor avaliar o fator de tempo de execução das consultas, além das já apresentadas 
consultas analíticas, os bancos de dados também foram testados com requisições que façam a 
leitura de toda a base, que tem aproximadamente 100 milhões de registros. Estas consultas 
foram criadas com objetivo de aumentar a complexidade em cada uma, sendo a primeira uma 
contagem de registros na tabela fato, a segunda uma contagem e soma do valor agrupados por 
ano e mês, e a terceira uma contagem e soma do valor agrupados por ano, mês e representante. 
Na Figura 18 são apresentados os tempos de execução das consultas fazendo a leitura de 
toda a base. As colunas representam o tempo em segundos consumidos pelo Clickhouse e pelo 
PostgreSQL, e a linha mostra o percentual do tempo que o Clickhouse consumiu em relação ao 
tempo do PostgreSQL. 
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Figura 18 – Tempos das Consultas Clickhouse X PostgreSQL com 100 milhões de registros 
Fonte: Autor. 
 
Mais uma vez houve grande diferença entre as bases, onde o Clickhouse consumiu em 
média somente 8,67% do tempo usado pelo PostgreSQL, uma redução de 91,33%. Com estes 
resultados, sustenta-se a suposição de que quanto maior for a base de dados, a tendência é que 
seja maior a distância entre os tempos de execução. 
Além da execução das consultas com a base completa, lendo em torno de 100 milhões 
de registros, também foram realizados testes com as três consultas na mesma base reduzida para 
aproximadamente 10 milhões de registros, para avaliar as diferenças de performance com 
diferentes volumes de dados. Os resultados dos tempos de execução são apresentados na Figura 
19. 
Os resultados obtidos nos bancos de dados com somente 10 milhões de registros foram 
semelhantes às execuções com 100 milhões, o que pode ser visto claramente na estatística do 
percentual de tempo consumido pelo Clickhouse em relação ao tempo do PostgreSQL, que 
ficaram próximos. Mesmo assim, na média o Clickhouse levou mais tempo em relação ao 
PostgreSQL do que antes, consumindo 9,60% do tempo, com uma redução de 90,40%. Com 
base nesse resultado, é possível afirmar que quanto maior a base, menor será o tempo que o 
Clickhouse irá consumir em relação ao PostgreSQL. 
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Figura 19 – Tempos das Consultas Clickhouse X PostgreSQL com 10 milhões de registros 
 
Fonte: Autor. 
 
Durante a execução das consultas, também foram observados o consumo de 
processamento e memória do servidor. Estes são dois fatores de avaliação dentro da 
performance que são importantes para a compreensão dos recursos que cada sistema de banco 
de dados necessita para operar e retornar as consultas. Este teste também foi realizado utilizando 
dois volumes de dados diferentes nas bases, primeiro com 100 milhões de registros, e depois 
com 10 milhões. 
Para análise e comparação das estatísticas de consumo de memória e processamento 
foram observados os pontos de pico do percentual de processamento geral, da memória em 
megabytes, e do indicador médio de carga do sistema (load average). 
No consumo de percentual de processamento os resultados são apresentados na Figura 
20 para os testes realizados com a base de 100 milhões de registros. É observado que o 
Clickhouse consome maior fatia de processamento. Os números apresentados são os valores 
máximos registrados durante as consultas executadas em cada banco de dados. 
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Figura 20 – Consumo percentual de processamento com 100 milhões de registros 
 
Fonte: Autor. 
 
O mesmo teste também foi realizado na base de 10 milhões de registros, onde o resultado 
foi semelhante, com o Clickhouse consumindo maior percentual da capacidade de 
processamento do servidor, conforme mostrado na Figura 21. 
Figura 21 – Consumo percentual de processamento com 10 milhões de registros 
 
Fonte: Autor. 
 
Em relação ao consumo de CPU (Central Processing Unit) o PostgreSQL e o Clickhouse 
ficaram com uma distância pequena, fato que pode ser explicado pelo uso dos núcleos 
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disponíveis, onde o Clickhouse parece fazer melhor processamento múltiplo. Na Figura 22 
pode-se verificar o uso por núcleo da base NoSQL, dados coletados durante a execução das 
consultas. 
Figura 22 – Processamento por núcleos do Clickhouse 
 
Fonte: Autor. 
 
Como é possível perceber, há um maior revezamento e aproveitamento de todos os 
núcleos disponíveis no servidor quando o Clickhouse está realizando a consulta, cada núcleo 
mostra contribuir com equivalência para o processamento da requisição em questão. 
Figura 23 – Processamento por núcleos do PostgreSQL 
 
Fonte: Autor. 
 
Já com o PostgreSQL, como apresentado na Figura 23, observa-se que somente um dos 
núcleos fica encarregado com a maior parte do trabalho de processamento. Analisando então o 
processamento por núcleo é possível verificar o motivo de o Clickhouse usar um maior 
percentual do processamento. 
O consumo de memória do servidor também foi observado durante a execução das 
consultas, nas bases com 100 milhões de registros e com 10 milhões. Para coletar estes dados 
o servidor foi inicializado executando somente o banco de dados que seria testado no momento, 
para que os serviços não tivessem influência um sobre o outro. 
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Na Erro! Fonte de referência não encontrada. é apresentado o resultado obtido dos 
valores máximos em megabytes registrados durante a execução das consultas em ambos bancos 
de dados. É possível observar que para as consultas mais simples, não houveram aumentos 
significativos, onde o Clickhouse e o PostgreSQL ficaram bastante próximos em relação à 
memória consumida. Já na consulta com agrupamentos por mês, ano e representante, o 
Clickhouse consumiu aproximadamente três vezes mais memória do que o PostgreSQL. 
Figura 24 – Consumo de memória com 100 milhões de registros 
 
Fonte: Autor. 
 
Desta forma pode-se concluir que o Clickhouse usa de melhor forma a memória 
disponível para o processamento de consultas mais pesadas, alocando maior espaço para 
execução. No entanto, este fato pode não ser favorável em um ambiente com concorrência, 
onde é possível supor que a performance sofreria quedas e variações com muitas consultas 
semelhantes em complexidade sendo executadas ao mesmo tempo. 
O consumo de memória registrado na base com 10 milhões de registros é apresentado na 
Figura 25, onde observa-se que o resultado foi semelhante, com consumo aproximado das bases 
relacional e não relacional nas duas primeiras consultas, e com o Clickhouse alocando maior 
espaço em memória para o processamento da consulta agrupada por mês, ano e representante. 
A diferença menor neste caso pode ser explicada pelo fato de haver menor número de registros 
a serem lidos, o que diminui a memória necessária. 
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Figura 25 – Consumo de memória com 10 milhões de registros 
 
Fonte: Autor. 
 
Por último também foi observada a estatística de carga média (load average) do servidor, 
onde foram coletados os pontos máximos obtidos durante a execução. Este dado serve para 
avaliar o índice de ocupação do servidor. Desta forma, no servidor usado, com 8 núcleos, se o 
load average chegasse a 8.0 significaria que ele estaria 100% ocupado. Esse índice pode passar 
de 8.0, ou 100% de ocupação, uma vez que neste caso quer dizer que o servidor estará 
sobrecarregado, com processos aguardando na fila de processamento. 
Na Figura 26 são apresentados os índices de carga média coletados do servidor durante 
as consultas nas bases com 100 milhões de registros. Fica claro que o Clickhouse onerou mais 
o sistema do que o PostgreSQL, e isso se explica com a estatística de uso de CPU, em que o 
banco NoSQL também teve maior percentual consumido. 
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Figura 26 – Load Average com 100 milhões de registros 
 
Fonte: Autor. 
 
Com 10 milhões de registros os resultados já foram bastante diferentes, onde o load 
average registrado durante as consultas no Clickhouse foram consideravelmente menores do 
que os do PostgreSQL, conforme mostrado na Figura 27. Essa diferença brusca pode ser 
explicada pelo fator de tempo das consultas. De acordo como visto anteriormente, as consultas 
na base de 10 milhões de registros pelo Clickhouse foram muito rápidas, o que explica o baixo 
índice de carga média do sistema. 
Figura 27 – Load Average com 10 milhões de registros 
 
Fonte: Autor. 
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Ao final das análises de tempo das consultas, consumo de memória, consumo de CPU e 
load average, foi possível verificar as diferenças entre o PostgreSQL e o Clickhouse. Estes 
fatores também foram classificados em pesos de 1 a 5 e pontuação entre 1 e 5 estrelas. 
O tempo de consulta tem peso 5 para a avaliação final, pois afeta diretamente a agilidade 
e o trabalho dos usuários de um DW, podendo significar ganhos ou perdas de produtividade em 
decorrência da velocidade com que têm o retorno das visões analíticas. Os demais fatores têm 
peso 3, pelo fato de influenciarem nos recursos necessários para manter um servidor para o 
DW. 
No fator tempo de consulta o Clickhouse foi muito mais rápido em relação ao 
PostgreSQL, obtendo índices até 97,11% menores. Quanto ao consumo de CPU, memória e 
load average os resultados foram mais próximos, porém verificou-se que o Clickhouse faz 
melhor proveito dos recursos do servidor, e ainda pela sua velocidade de processamento, acaba 
não onerando o sistema de maneira tão agressiva quando usada uma base relativamente pequena 
(10 milhões de registros). As pontuações atribuídas para cada um destes fatores são 
apresentadas no Quadro 8. 
Quadro 8 – Pontuações do Aspecto de Performance 
Fator de Avaliação/Pontuação PostgreSQL Clickhouse 
Tempo das consultas ★☆☆☆☆ ★★★★★ 
Consumo de Memória ★★★☆☆ ★★★★☆ 
Consumo de CPU ★★★☆☆ ★★★★☆ 
Load Average ★★★★☆ ★★★★☆ 
Fonte: Autor. 
6.2.4 Visualização 
O critério de visualização buscou avaliar fatores relativos às ferramentas de BI que são 
compatíveis com cada sistema de banco de dados. Este critério tem o objetivo de verificar a 
disponibilidade de ferramentas, sua compatibilidade e recursos disponíveis, e a facilidade de 
comunicação com o PostgreSQL e o Clickhouse. 
A ferramenta Pentaho BI Server Community foi escolhida para a realização de testes 
por ser uma solução livre e bastante utilizada. Esta ferramenta permite que sejam criados 
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esquemas de dados especificando as propriedades do DW para que sejam criadas consultas 
analíticas através de uma ferramenta OLAP. A conexão para o banco de dados é feita através 
de conectores JDBC, que realizam a interface de comunicação entre o sistema de banco de 
dados e a ferramenta de BI. 
Utilizando o PostgreSQL foi muito fácil conectar e utilizar o Pentaho BI Server, visto 
que ele é o banco usado nativamente pela ferramenta. Assim, foi criado um esquema de dados 
para possibilitar as consultas OLAP, e começou-se o processo de testes das visões que são 
possíveis de gerar com esta aplicação. 
O Pentaho BI é próprio para um ambiente colaborativo, onde há múltiplos usuários que 
necessitam consumir e criar visões analíticas da informação. Ele permite que sejam salvas as 
análises em diretórios para posterior utilização. Em relação aos modos de visualização que ele 
permite, há a possibilidade de criação de gráficos de tipos variados, e tabelas dinâmicas, 
conforme apresentado na Figura 28 e na Figura 29. 
Figura 28 – Exemplo de Tabelas dinâmicas no Pentaho BI 
 
Fonte: Autor. 
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Figura 29 – Exemplos de Gráficos no Pentaho BI 
 
Fonte: Autor. 
 
As tabelas dinâmicas são as visões mais comuns, e permitem que o usuário crie diversos 
formatos de visualizações da informação, possibilitando a escolha das métricas a serem 
exibidas, e também das dimensões e hierarquias a serem utilizadas, escolhendo quais 
informações serão apresentadas nas linhas e nas colunas da tabela. Além disso, o usuário 
também pode realizar filtros da informação, como por exemplo de determinado período ou 
operação. 
Os gráficos no Pentaho BI são criados a partir dos dados dispostos nas tabelas 
dinâmicas, assim, em uma mesma visão é possível visualizar os dados nos dois formatos. Em 
relação a criação das visões, a ferramenta disponibiliza um módulo de criação onde o usuário 
define o que será mostrado e como os dados serão filtrados. Este módulo é o navegador OLAP, 
apresentado na Figura 30. 
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Figura 30 – Módulo de criação das visões no Pentaho BI 
 
Fonte: Autor. 
 
Com o navegador OLAP o usuário especifica quais as métricas e dimensões que irão 
compor a visão, e pode realizar filtros clicando sobre a dimensão que se deseja filtrar, conforme 
o exemplo mostrado na Figura 31, onde por exemplo, se o filtro desejado fosse a operação 
“Sale”, bastaria selecioná-la e aplicar no botão “OK”. 
Figura 31 – Filtros de dimensões no Pentaho BI 
 
Fonte: Autor. 
 
O PostgreSQL é um banco de dados muito utilizado em todo o mundo para diversas 
finalidades, e por isso é compatível com diversas ferramentas de BI, como por exemplo 
Tableau, Microsoft Power BI, Qlikview e BIMachine. Com os testes realizados com o Pentaho 
BI, conclui-se que a integração do banco de dados com os recursos da ferramenta ocorre de 
forma natural, visto a padronização que é usada pela base relacional em suas linguagens de 
comunicação com outros sistemas, que também estão totalmente adaptados à estas tecnologias. 
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Para o Clickhouse também foi realizada a tentativa de uso do Pentaho BI para a criação 
de visões analíticas. A base não relacional também usa a linguagem SQL, e possui conectores 
JDBC para realizar a comunicação com a ferramenta de BI. Neste quesito, o Clickhouse foi 
conectado com sucesso ao BI, onde foi possível criar o esquema de dados para as consultas 
OLAP. Esta etapa exige que sejam lidos os campos e tabelas do banco de dados para que se 
definam as métricas, dimensões e o próprio fato. 
Com o esquema de dados criado e a conexão JDBC preparada, foram realizadas 
tentativas de criação de visões analíticas, que não obtiveram sucesso. O problema que impediu 
o uso do Pentaho BI com o Clickhouse foi uma limitação da linguagem SQL suportada. O motor 
OLAP da ferramenta de BI realiza consultas no banco de dados que fazem o uso de “apelidos” 
para as tabelas, este método renomeia o objeto para identifica-lo de forma mais simplificada 
em outras partes do código SQL, mas isso não é suportado pelo Clickhouse, o que 
impossibilitou a continuidade dos testes com o Pentaho BI. 
Então foram buscadas outras ferramentas que fossem compatíveis com a base NoSQL, 
e foi encontrado o Tabix, uma ferramenta de visualização desenvolvida especificamente para o 
Clickhouse. Esse sistema permite que sejam realizadas consultas na linguagem SQL e criadas 
visões em formatos de gráficos e tabelas dinâmicas a partir dos registros retornados pelo banco 
de dados. 
O Tabix se conecta ao Clickhouse diretamente via HTTP (Hiper Text Transfer 
Protocol), e disponibiliza uma tela para que sejam inseridos os códigos SQL para consultar as 
bases, e um módulo onde se pode manipular diferentes tipos de visualização. Na Figura 32 é 
apresentada a tela principal do Tabix. 
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Figura 32 – Tela principal da ferramenta Tabix 
 
Fonte: Autor. 
 
Na tela principal do Tabix o usuário tem no painel à esquerda, acesso as bases 
disponíveis no servidor conectado, no centro a tela é dividida com espaço para o código SQL a 
ser executado, e a área onde são criados e definidos os tipos de visualização dos dados. Por 
padrão, a primeira visão carregada é uma tabela fixa mostrando a massa de dados retornada 
pela consulta SQL, e o usuário pode criar gráficos a partir destes dados na aba “Draw”, 
conforme mostrado na Figura 33. 
Figura 33 – Gráfico de linhas no Tabix 
 
Fonte: Autor. 
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Os gráficos por padrão são plotados em linhas, onde é possível verificar os valores 
passando o cursor sobre os pontos desejados. Além do gráfico de linha, também é possível criar 
em formato de colunas, conforme mostrado na Figura 34.  
Figura 34 – Gráfico de colunas no Tabix 
 
Fonte: Autor. 
 
Também há outros tipos de gráficos que podem ser gerados com o Tabix, como por 
exemplo o mapa-árvore mostrado na Figura 35, onde os quadros maiores representam maior 
valor, e o gráfico de calendário apresentado na Figura 36, onde os pontos com cores mais 
próximas do vermelho representam maior valor. 
Figura 35 – Gráfico de mapa-árvore no Tabix 
 
Fonte: Autor. 
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Figura 36 – Gráfico de calendário no Tabix 
 
Fonte: Autor. 
 
Além das visualizações da tabela fixa e dos gráficos, o Tabix também permite que sejam 
criadas tabelas dinâmicas, onde o usuário determina os campos nas linhas e nas colunas da 
tabela, e escolhe a métrica a ser exibida, conforme os campos que foram retornados na consulta 
executada anteriormente no painel SQL. Um exemplo de tabela dinâmica é apresentado na 
Figura 37. 
Figura 37 – Tabela dinâmica no Tabix 
 
Fonte: Autor. 
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O Tabix é uma ferramenta bastante interessante para trabalhar com o Clickhouse, sua 
interface é simples e fácil de usar, e permite visualizações variadas dos dados. Um ponto 
negativo é a necessidade da execução de consultas SQL para que sejam carregados dados para 
visualização, o que pode dificultar o trabalho de usuários sem conhecimento da linguagem. 
Outras ferramentas compatíveis com o Clickhouse não foram encontradas, no entanto é 
possível supor que a conectividade dele com ferramentas já estabelecidas com os padrões de 
bancos de dados relacionais seria possível com a inclusão de suporte mais amplo para a 
linguagem SQL, desta forma, a comunicação já usada em bancos de dados como o PostgreSQL 
seria a mesma a ser usada com o Clickhouse, abrindo um grande leque de opções de sistemas 
de BI. 
Com a análise do aspecto de visualização, pode-se verificar que a tecnologia NoSQL 
ainda não possui a grande variedade de ferramentas de visualização que os bancos de dados 
relacionais têm. Também foi visto que a conectividade com as bases não relacionais nem 
sempre é tão natural, pois as linguagens de consulta possuem diferenças que impactam no 
funcionamento adequado da ferramenta.  
No aspecto da visualização foram avaliados os fatores de disponibilidade de 
ferramentas, recursos nativos e facilidade de conexão. Estes fatores foram classificados com os 
pesos de 1 a 5, onde o primeiro tem peso 5, pois uma ferramenta de BI é essencial para que se 
possa extrair e analisar as informações contidas em um DW. O segundo aspecto tem peso 4, 
pois afeta no uso das ferramentas, e a facilidade de conexão tem peso 3, pois impacta na 
complexidade de comunicação entre o banco de dados e as ferramentas de BI. No Quadro 9 é 
apresentada a pontuação de 1 a 5 estrelas que cada fator obteve na análise. 
Quadro 9 – Pontuações do Aspecto de visualização 
Fator de Avaliação/Pontuação PostgreSQL Clickhouse 
Disponibilidade de Ferramentas ★★★★★ ★☆☆☆☆ 
Recursos Nativos ★★★★★ ★★☆☆☆ 
Facilidade de Conexão ★★★★★ ★★★☆☆ 
Fonte: Autor. 
 
  
92 
6.2.5 Suporte 
Neste aspecto o comparativo entre os bancos de dados relacional e não relacional pode 
avaliar as características de cada ferramenta, observando facilidades e dificuldades de uso, 
instalação e configuração, as linguagens utilizadas, a documentação disponível e o apoio da 
comunidade para solução de problemas. 
Quanto as instalações das ferramentas não houveram complicações no processo. Tanto 
o PostgreSQL quanto o Clickhouse possuem suporte ao sistema operacional utilizado Ubuntu 
14.04, e foram instalados a partir do gerenciador de pacotes do mesmo. Desta forma a instalação 
é possível através de poucos comandos via terminal, ou mesmo via interface gráfica. 
A configuração também foi bastante simples, ambas as bases já ficam prontas para o 
uso logo após a instalação com suas configurações padrão. Para o PostgreSQL foram realizados 
ajustes nas configurações de recursos de processamento e memória, conforme descrito no item 
6.1, o que foi um processo bastante simples, visto que somente é necessário definir as variáveis 
de configuração no arquivo de propriedades do servidor. 
Para o Clickhouse não foram realizadas configurações adicionais aos valores originais 
da instalação, conforme também especificado no item 6.1. No entanto, se fosse necessária a 
configuração das variáveis de processamento e memória, isso se daria de forma muito 
semelhante ao PostgreSQL, visto que o Clickhouse também possui um arquivo de propriedades. 
No aspecto da documentação ambas ferramentas possuem materiais bastante completos 
acerca das suas funcionalidades e características. O PostgreSQL que já é um banco de dados 
plenamente consolidado no mercado possui diferentes versões de sua documentação, que 
sempre traz detalhadamente as particularidades de cada função disponível, mostrando a sintaxe 
e exemplos de uso. 
O Clickhouse também possui uma documentação extensa, que está em constante 
atualização. Todas as suas funcionalidades e características estão bem descritas e detalhadas, 
usando uma linguagem fácil para os usuários de bancos de dados relacionais compreenderem 
as diferenças entre os modelos, bem como entender as finalidades e capacidades deste banco 
de dados não relacional. 
Quanto ao suporte da comunidade houve maior diferença entre o conteúdo encontrado 
para os bancos de dados. Por ser um dos sistemas de bancos de dados mais utilizados no mundo, 
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o PostgreSQL possui maior número de usuários, o que se converte em mais conteúdo de auxílio, 
explanação e solução de problemas encontrados no dia a dia. 
Já a comunidade do Clickhouse não é tão grande, entretanto é bastante ativa, inclusive 
com diversas discussões com os próprios desenvolvedores do sistema, que frequentemente 
realizam postagens para auxiliar os usuários com problemas e dúvidas. Neste aspecto, um ponto 
positivo encontrado é referente ao apoio da comunidade para a evolução da ferramenta, que 
demostra ouvir seus usuários para definir as funcionalidades a serem desenvolvidas. 
Mesmo com uma comunidade bastante ativa, uma dificuldade encontrada foi em relação 
a conteúdos em fóruns e sites de discussões para o Clickhouse, que ainda é uma ferramenta 
relativamente nova no mercado, e está começando a ser explorada. Além disso, muitas páginas 
apresentavam informações para auxílio a dúvidas e explicações de características, porém tudo 
em russo, língua nativa do país de origem da ferramenta. Mesmo assim, as tecnologias de 
tradução de páginas ajudam na leitura, mas ainda não são tão perfeitas, o que compromete o 
entendimento em muitas situações. 
Também foi realizado um comparativo em relação a linguagem SQL usada para as 
consultas em ambas bases. O Clickhouse possui suporte nativo, porém se difere no uso de 
algumas cláusulas e também na sua sintaxe. No Quadro 10 são apresentados os códigos SQL 
das consultas 1 e 2 criadas para a realização do comparativo de performance em ambas bases 
de dados. 
Quadro 10 – Códigos SQL das consultas 1 e 2 
PostgreSQL Clickhouse 
Consulta 1: Curva ABC de Clientes 
SELECT v.cliente_id 
 , c.nome as cliente 
 , sum(v.valor) as vl_total 
 , sum(v1.vl_ant) as vl_anterior 
FROM fat_vendas v 
INNER JOIN dim_cliente c  
ON (c.id = v.cliente_id) 
INNER JOIN ( 
 SELECT 
    v1.cliente_id 
  , sum(v1.valor) as vl_ant 
 FROM fat_vendas v1 
SELECT cliente_id 
 , cliente 
 , sum(valor) as vl_total 
 , sum(valor_ant) as vl_anterior 
FROM fat_vendas a 
ALL INNER JOIN ( 
 SELECT 
     cliente_id 
   , cliente as cli_ant 
   , sum(valor) as valor_ant 
 FROM fat_vendas a 
 WHERE periodo >= '2016-01-01' AND 
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 WHERE v1.periodo >= '2016-01-01' 
AND v1.periodo <= '2016-06-30' 
 GROUP BY v1.cliente_id 
) AS v1 ON (v1.cliente_id = v.cliente_id) 
WHERE v.periodo >= '2017-01-01'  
AND v.periodo <= '2017-06-30' 
GROUP BY c.nome, v.cliente_id 
ORDER BY 3 DESC LIMIT 100 
periodo <= '2016-06-30' 
 GROUP BY cliente_id, cliente 
) AS b USING cliente_id 
WHERE periodo >= '2017-01-01'  
AND periodo <= '2017-06-30' 
GROUP BY cliente_id, cliente 
ORDER BY vl_total DESC LIMIT 100 
Consulta 2: Curva ABC de Produtos 
SELECT 
   v.produto_id 
 , p.descricao as produto 
 , sum(v.valor) as vl_total 
 , sum(v1.vl_ant) as vl_anterior 
FROM fat_vendas v 
INNER JOIN dim_produto p  
ON (p.id = v.produto_id) 
INNER JOIN ( 
 SELECT 
    v1.produto_id 
  , sum(v1.valor) as vl_ant 
 FROM fat_vendas v1 
 WHERE v1.periodo >= '2012-07-01' 
AND v1.periodo <= '2012-12-31' 
 GROUP BY v1.produto_id 
) AS v1 ON (v1.produto_id = v.produto_id) 
WHERE v.periodo >= '2013-07-01' AND 
v.periodo <= '2013-12-31' 
GROUP BY p.descricao, v.produto_id 
ORDER BY 3 DESC LIMIT 100 
SELECT 
   produto_id 
 , produto 
 , sum(valor) as vl_total 
 , sum(valor_ant) as vl_anterior 
FROM fat_vendas a 
ALL INNER JOIN ( 
 SELECT 
     produto_id 
   , produto as cli_ant 
   , sum(valor) as valor_ant 
 FROM fat_vendas a 
 WHERE periodo >= '2012-07-01' AND 
periodo <= '2012-12-31' 
 GROUP BY produto_id, produto 
) AS b USING produto_id 
WHERE periodo >= '2013-07-01' AND 
periodo <= '2013-12-31' 
GROUP BY produto_id, produto 
ORDER BY vl_total DESC LIMIT 100 
Fonte: Autor. 
 
As consultas 1 e 2 são praticamente idênticas, com a diferença da dimensão utilizada no 
detalhamento das informações, na primeira analisando por clientes, e na segunda por produtos. 
Em relação ao código podemos perceber grande semelhança entre o PostgreSQL e o 
Clickhouse, no entanto há diferenças de cláusulas e sintaxe, e até algumas que alteram 
funcionalidades da linguagem SQL. A primeira diferença que percebemos é na cláusula da 
junção de tabelas (join), onde o clickhouse exige que se especifique ALL ou ANY antes da 
junção.  
A diferença entre estes comandos é que o primeiro irá retornar todas as linhas que 
resultarem da junção, enquanto a segunda retorna somente uma linha, por exemplo se fosse 
realizada a junção de uma tabela de 10 linhas com outra de 100 linhas, e para cada linha da 
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primeira tabela houvesse 10 registros correspondentes na segunda tabela, o ALL JOIN retornaria 
100 linhas, enquanto o ANY JOIN retornaria somente 10 linhas. 
A segunda diferença é também na cláusula de junção, onde se definem os campos chave 
desta operação. No PostgreSQL deve-se especificar com o uso de expressões lógicas, como por 
exemplo: o campo “cliente_id” da tabela vendas deve ser igual ao campo “id” da tabela cliente. 
Já no clickhouse somente é especificado um ou mais campos para a junção, no caso da consulta 
1 foi feito desta forma: “USING cliente_id”. Sendo assim, é necessário que ambas as tabelas 
envolvidas na junção possuam este mesmo campo. 
Apesar das pequenas diferenças, a linguagem é a mesma, portanto sua estrutura básica 
permanece igual, assim como pode-se verificar entre bancos de dados relacionais como Oracle 
e SQL Server, que possuem algumas diferenças em funções disponíveis, mas ambos usam SQL. 
Essa semelhança pode ser vista também nas consultas 3 e 6, demonstradas no Quadro 11. 
As consultas 3 e 6 são praticamente idênticas para o PostgreSQL e para o Clickhouse, 
sendo que somente os nomes das tabelas e campos é que mudam de um para o outro, visto que 
os modelos dos DWs também são diferentes entre eles. Contudo, se utilizássemos modelos de 
DW iguais nas duas bases, a consulta utilizada poderia ser exatamente a mesma para os dois. 
Quadro 11 – Códigos SQL das consultas 3 e 6 
PostgreSQL Clickhouse 
Consulta 3: Evolução de Ticket Médio 
SELECT 
  p.ano 
, p.mes 
, sum(v.valor) as valor 
, sum(v.qtde) as qtde 
, count(v.id) as qtde_vendas 
, sum(v.valor)/sum(v.qtde) as ticket_medio 
, sum(v.valor)/count(v.id) as valor_medio 
, sum(v.qtde)/count(v.id) as qtde_media 
FROM fat_vendas v 
INNER JOIN dim_periodo p  
ON (v.periodo = p.periodo) 
WHERE v.periodo >= '2015-03-01' AND 
v.periodo <= '2015-07-31' 
GROUP BY 1,2 
ORDER BY 1,2 
SELECT 
     ano 
   , mes 
   , sum(valor) as vlr 
   , sum(qtde) as qtd 
   , count(id) as qtd_vendas 
   , vlr/qtd as ticket_medio 
   , vlr/qtd_vendas as valor_medio 
   , qtd/qtd_vendas as qtde_media 
FROM fat_vendas v 
WHERE periodo >= '2015-03-01' AND 
periodo <= '2015-07-31' 
GROUP BY ano,mes 
ORDER BY ano,mes 
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Consulta 6: Notas Fiscais diárias 
SELECT 
   id as notafiscal 
   , valor 
   , qtde 
   , impostos 
   , custo 
FROM fat_vendas 
WHERE periodo >= '2010-01-01'  
AND periodo <= '2010-01-31' 
SELECT 
   id as notafiscal 
   , valor 
   , qtde 
   , impostos 
   , custo 
FROM fat_vendas 
WHERE periodo >= '2010-01-01'  
AND periodo <= '2010-01-31' 
Fonte: Autor. 
 
A consulta 4 é muito semelhante as consultas 1 e 2, ela faz uma listagem de clientes que 
não compraram em determinado período, mas compraram no mesmo período do ano anterior. 
A diferença que podemos observar é em relação a junção, que neste caso é externa à esquerda 
(left join). Esse tipo de junção serve para que mesmo que a condição de cruzamento das tabelas 
envolvidas não seja satisfeita, todos os registros da tabela à esquerda na consulta serão 
retornados. No Quadro 12 é apresentado o código SQL da consulta 4 onde observa-se o uso da 
cláusula de junção externa. 
Quadro 12 – Código SQL da consulta 4 
PostgreSQL Clickhouse 
Consulta 4: Perda de Clientes 
SELECT 
   v.cliente_id 
 , c.nome as cliente 
 , sum(v.valor) as vl_total 
 , sum(v1.vl_atu) as vl_atual 
FROM fat_vendas v 
INNER JOIN dim_cliente c  
ON (c.id = v.cliente_id) 
LEFT  JOIN ( 
 SELECT 
    v1.cliente_id 
  , sum(v1.valor) as vl_atu 
 FROM fat_vendas v1 
 WHERE v1.periodo >= '2016-01-01' 
AND v1.periodo <= '2016-12-31' 
 GROUP BY v1.cliente_id 
) AS v1 ON (v1.cliente_id = v.cliente_id) 
WHERE v.periodo >= '2015-01-01'  
AND v.periodo <= '2015-12-31' 
SELECT 
   cliente_id 
 , cliente 
 , sum(valor) as vl_total 
 , sum(valor_atu) as vl_atual 
FROM fat_vendas a 
ALL LEFT JOIN ( 
 SELECT 
     cliente_id 
   , cliente_id as cliente_atual 
   , sum(valor) as valor_atu 
 FROM fat_vendas a 
 WHERE periodo >= '2016-01-01' 
AND periodo <= '2016-12-31' 
 GROUP BY cliente_id, cliente 
) AS b USING cliente_id 
WHERE periodo >= '2015-01-01'  
AND periodo <= '2015-12-31' 
AND valor_atu = 0 
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AND v1.cliente_id IS NULL 
GROUP BY c.nome, v.cliente_id 
ORDER BY 3 DESC LIMIT 100 
GROUP BY cliente_id, cliente 
ORDER BY vl_total DESC LIMIT 100 
Fonte: Autor. 
 
Na consulta 5 temos mais diferenças entre o PostgreSQL e o Clickhouse, ela foi a 
consulta mais complexa e que levou maior tempo de execução. O objetivo dela é trazer os 
cinquenta maiores clientes por valor vendido, e de cada um deles os dez produtos mais vendidos 
por valor. Desta forma, o que a consulta precisa fazer é primeiramente descobrir quem são os 
maiores clientes, e depois para cada um buscar os dez produtos que mais compraram. 
Este processo de busca se mostrou bastante demorado, de acordo com o detalhamento 
no item 6.2.3, e o código SQL em si também é mais complexo. Conforme o Quadro 13, 
podemos verificar que a consulta no PostgreSQL faz uso de uma funcionalidade que enumera 
as linhas retornadas na consulta conforme um agrupamento e uma ordenação. Essa função foi 
utilizada para poder realizar a junção dos clientes e seus respectivos dez produtos mais 
comprados. 
Já no Clickhouse, para realizar a mesma operação não foi possível o uso de uma função 
semelhante, pois o mesmo não possui suporte a este tipo de operação. No entanto o Clickhouse 
possui uma funcionalidade de limitação por grupo de colunas (limit by) que foi utilizada para 
esta consulta. Esta função realiza a limitação dos resultados de acordo com um agrupamento, 
como se mostra na consulta do Clickhouse no Quadro 13, a coluna “cliente_id” foi usada nesta 
cláusula, definindo que para o mesmo cliente somente 10 registros seriam mostrados. 
Quadro 13 – Código SQL da consulta 5 
PostgreSQL Clickhouse 
Consulta 5: Ranking de Clientes e Produtos 
SELECT 
   v.cliente_id 
 , c.nome as cliente 
 , v1.produto_id 
 , v1.produto 
 , sum(v.valor) as vl_total 
 , sum(v1.vl_produto) as vl_produto 
FROM fat_vendas v 
INNER JOIN dim_cliente c  
ON (c.id = v.cliente_id) 
SELECT 
   cliente_id 
 , cliente 
 , b_produto 
 , sum(valor) as vl_total 
 , sum(valor_produto) as vl_produto 
FROM fat_vendas a 
ALL INNER JOIN ( 
 SELECT 
     cliente_id 
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INNER JOIN ( 
 SELECT 
    v1.cliente_id 
  , v1.produto_id 
  , p1.descricao as produto 
  , ROW_NUMBER() OVER 
(PARTITION BY v1.cliente_id ORDER BY 
sum(v1.valor) DESC) AS linha 
  , sum(v1.valor) as vl_produto 
 FROM fat_vendas v1 
 INNER JOIN dim_produto p1  
ON (v1.produto_id = p1.id) 
 WHERE v1.periodo >= '2016-01-01' 
AND v1.periodo <= '2016-06-30' 
 GROUP BY v1.cliente_id, 
v1.produto_id, p1.descricao 
) AS v1 ON (v1.cliente_id = v.cliente_id 
AND v1.linha <= 10) 
WHERE v.periodo >= '2016-01-01' AND 
v.periodo <= '2016-06-30' 
GROUP BY v.cliente_id, c.nome, 
v1.produto_id, v1.produto 
ORDER BY 5 DESC, 6 DESC LIMIT 100 
   , produto_id as b_produto_id 
   , produto as b_produto 
   , sum(valor) as valor_produto 
 FROM fat_vendas a 
 WHERE periodo >= '2016-01-01' 
AND periodo <= '2016-06-30' 
 GROUP BY cliente_id, produto_id, 
produto 
 LIMIT 10 BY cliente_id 
) AS b USING cliente_id 
WHERE periodo >= '2016-01-01' AND 
periodo <= '2016-06-30' 
GROUP BY cliente_id, cliente, b_produto 
ORDER BY vl_total DESC, vl_produto 
DESC LIMIT 100 
Fonte: Autor. 
 
De modo geral ambos sistemas de bancos de dados dão o suporte necessário a linguagem 
SQL para que as consultas cumpram seus objetivos. Porém é necessário ressaltar que o 
Clickhouse apresenta algumas particularidades que dificultam o trabalho de criação do código 
de seleção, como por exemplo a limitação de junções e a falta de suporte a apelidos para tabelas, 
conforme citado no item 6.2.4. 
Como resultado da análise do aspecto de suporte, foram pontuados os fatores de 
avaliação da documentação, comunidade e linguagem de consulta. O primeiro fator tem peso 3 
para a avaliação geral, pois influencia no aprendizado sobre a ferramenta, mas não impacta 
diretamente nos outros aspectos. O segundo fator tem peso 3 pois frequentemente a comunidade 
que apoia uma ferramenta é quem ajuda e resolve muitos problemas que se encontram no 
processo de implantação. E o último fator tem peso 4 pois influencia na compatibilidade da 
ferramenta com outros sistemas, acostumados com padrões já estabelecidos. No Quadro 14 é 
apresentada a pontuação de 1 a 5 estrelas para cada fator avaliativo. 
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Quadro 14 – Pontuações do Aspecto de Suporte 
Fator de Avaliação/Pontuação PostgreSQL Clickhouse 
Documentação ★★★★★ ★★★★★ 
Comunidade ★★★★★ ★★★★☆ 
Linguagem de consulta ★★★★★ ★★★★☆ 
Fonte: Autor. 
6.3 Resultado 
Com a análise dos aspectos de modelagem, carga de dados, performance, visualização 
e suporte, foram pontuados e ponderados fatores de avaliação para o PostgreSQL e o para o 
Clickhouse. A pontuação por estrelas foi realizada levando em consideração o grau de aderência 
de cada banco de dados em relação ao fator analisado, onde uma estrela significa que é muito 
ruim, e cinco estrelas significa que é muito bom. A ponderação por pesos definida em cada 
aspecto foi usada para determinar a influência de cada fator no resultado da análise, onde cada 
sistema foi pontuado de acordo com produto de estrelas pelo peso, de acordo com o Quadro 15. 
Quadro 15 – Resultados da pontuação 
Aspecto e Fator PostgreSQL Clickhouse 
 Peso Estrelas Pontos Estrelas Pontos 
Modelagem 
 Facilidade de Modelagem 3 ★★★★☆ 12 ★★★★★ 15 
 Tempo de Análise 4 ★★★☆☆ 12 ★★★★★ 20 
Total Modelagem 24 35 
 
Carga de Dados 
 Complexidade do processo de 
carga 
3 ★★★☆☆ 9 ★★★★☆ 12 
 Tempo de carregamento 4 ★★★☆☆ 12 ★★★★★ 20 
 Tamanho do DW 2 ★★☆☆☆ 4 ★★★★★ 10 
Total Carga de dados 25 42 
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Performance 
 Tempo das consultas 5 ★☆☆☆☆ 5 ★★★★★ 25 
 Consumo de Memória 3 ★★★☆☆ 9 ★★★★☆ 12 
 Consumo de CPU 3 ★★★☆☆ 9 ★★★★☆ 12 
 Load Average 3 ★★★★☆ 12 ★★★★☆ 12 
Total Performance 35 61 
 
Visualização 
 Disponibilidade de Ferramentas 5 ★★★★★ 25 ★☆☆☆☆ 5 
 Recursos Nativos 4 ★★★★★ 20 ★★☆☆☆ 8 
 Facilidade de Conexão 3 ★★★★★ 15 ★★★☆☆ 9 
Total Visualização 60 22 
 
Suporte 
 Documentação 3 ★★★★★ 15 ★★★★★ 15 
 Comunidade 3 ★★★★★ 15 ★★★★☆ 12 
 Linguagem de consulta 4 ★★★★★ 20 ★★★★☆ 16 
Total Suporte 50 43 
 
TOTAL GERAL 194 203 
Fonte: Autor. 
 
O resultado final mostrou equilíbrio entre os dois bancos de dados, com o Clickhouse 
ligeiramente a frente. No entanto, é necessário destacar as grandes diferenças que foram 
observadas nos aspectos. 
Na modelagem de dados vantagem para o Clickhouse, que possibilitando o uso de um 
modelo mais simples de dados, mostrou que uma base não relacional orientada a colunas se 
adapta muito bem nos conceitos de um DW. A simplicidade do modelo com somente uma 
tabela que contém todas as informações necessárias para dimensões, métricas e o fato foi o 
grande diferencial em relação ao tradicional modelo estrela. Deste modo, o PostgreSQL ficou 
para trás por ser mais complexo e demorado na etapa de análise. 
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No aspecto de carga de dados vantagem ainda maior para o Clickhouse, que se destacou 
principalmente pela velocidade desempenhada na inserção dos dados e no tamanho final do 
DW, que ficou menor que a metade do tamanho obtido com o PostgreSQL. Quanto a 
complexidade do processo de carga, o aspecto da modelagem teve influência sobre os 
resultados, onde o Clickhouse, por ter um modelo mais simples, consequentemente teve uma 
carga mais fácil, sem necessidade de muitos controles, enquanto o PostgreSQL tem mais tabelas 
para alimentar e chaves a serem persistidas. 
A performance foi o aspecto onde houve a maior vantagem para o Clickhouse, onde o 
fator de tempo das consultas foi o grande responsável. A base NoSQL mostrou em média um 
desempenho com consumo 90% menor de tempo do que o PostgreSQL no retorno das 
consultas. Em relação ao consumo de CPU e memória, o que diferenciou os sistemas foi o 
aproveitamento dos recursos do servidor, onde o Clickhouse mostrou usar de forma mais 
eficiente ambos. Quanto ao load average houve empate na pontuação, visto que com 100 
milhões de registros o Clickhouse onerou mais o sistema, porém com 10 milhões foi o 
PostgreSQL. 
No aspecto da visualização foi o PostgreSQL que teve larga vantagem, com o 
Clickhouse perdendo significativamente em decorrência da falta de ferramentas compatíveis, a 
consequente falta de recursos nativos nas mesmas, e as dificuldades de conexão e comunicação. 
O banco de dados relacional mostrou muito mais opções de ferramentas, e assim como outros 
sistemas desta categoria, possui um maior leque de recursos, além de alta conectividade. Mesmo 
assim, é importante ressaltar que se concluiu com a avaliação, que o Clickhouse está próximo 
destas tecnologias, sendo uma questão de linguagem de comunicação a barreira atual. 
Por fim, o aspecto do suporte mostrou o maior equilíbrio entre os dois sistemas, com 
uma natural vantagem ao PostgreSQL pelo fato de ser uma tecnologia e um banco de dados 
mais antigo e já consolidado no mercado, desta forma apresentando uma documentação 
completa, comunidade muito ativa e volumosa, e a linguagem de consulta com amplo suporte. 
E o Clickhouse não ficou para trás na documentação, também muito completa, mas perdeu um 
pouco em relação a comunidade, muito ativa, mas com conteúdo não tão vasto, e na linguagem 
de consulta, que apresenta algumas limitações. 
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7 CONSIDERAÇÕES FINAIS 
Inicialmente foi definido como objetivo principal deste trabalho a realização de um 
estudo comparativo entre bancos de dados relacionais e não relacionais em DW. Este objetivo 
foi cumprido, realizando a revisão bibliográfica dos tópicos relacionados ao assunto, a escolha 
de uma ferramenta NoSQL, a implementação de um ambiente de testes e a realização da 
avaliação sob os aspectos determinados. 
Com a revisão bibliográfica, foi possível conhecer os conceitos implementados em 
sistemas de apoio a decisão e o seu propósito, além de detalhar o funcionamento de um Data 
Warehouse, compreendendo os fundamentos necessários para seu funcionamento. Dentre estes, 
o conceito do modelo estrela, da modelagem dimensional conhecendo fatos, dimensões e 
métricas, e a carga de dados. Também se conheceu os princípios dos bancos de dados não 
relacionais, ou NoSQL, verificando os motivos de seu surgimento, os tipos e a finalidade de 
cada um deles.  
Desta forma foi possível determinar o tipo de base NoSQL adequada para a realização 
do estudo, que fez uso de um banco de dados NoSQL orientado a colunas, o Clickhouse. Então 
foi implementado um ambiente de testes onde o comparativo foi realizado sob os aspectos de 
modelagem, carga de dados, performance, visualização e suporte. 
Com a avaliação e o comparativo realizado foi possível observar as diferenças e 
semelhanças entre os bancos de dados PostgreSQL e Clickhouse, bem como vantagens e 
desvantagens. Dentre as semelhanças pode-se observar a linguagem SQL, que é usada em 
ambos para as consultas, e os esquemas de dados que usam os conceitos de tabelas e atributos 
da mesma forma. 
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O aspecto que mostrou os resultados mais surpreendentes foi o da performance, onde a 
base NoSQL teve uma redução média de tempo de consulta de aproximadamente 90% em 
relação ao banco relacional. Outro ponto em que o Clickhouse teve desempenho superior foi na 
carga de dados, onde a inserção também se mostrou mais rápida. 
Quanto a vantagens do modelo não relacional, destaca-se a simplificação do modelo de 
dados para o DW, que permite o uso de menor número de tabelas e estruturas para controle dos 
dados, e consequentemente diminuindo o tempo de análise e a complexidade do processo de 
carga. Ainda, o tempo de resposta das consultas conforme já citado foi muito menor. Já o 
modelo relacional mostrou vantagem quando observadas as ferramentas de visualização, com 
um leque bem maior de opções, que não houve para o Clickhouse. 
Além da falta de ferramentas de BI compatíveis, o Clickhouse também deixou a desejar 
na conectividade, que apresentou problemas incluindo o suporte à linguagem SQL, que não 
segue todos os padrões estabelecidos nos modelos relacionais. 
O estudo cumpriu todos os objetivos definidos, explorando e preenchendo lacunas 
existentes quanto a pesquisas relacionadas ao uso de bancos de dados não relacionais para Data 
Warehouses. Os resultados mostraram que a tecnologia NoSQL possui sistemas capazes de 
melhorar muito o desempenho e o tempo de implementação de um DW, no entanto as 
ferramentas de visualização compatíveis ainda necessitam de evolução. 
Para trabalhos futuros, estes poderiam explorar mais os dois bancos de dados usando 
escalabilidade horizontal, realizando testes com maior número de servidores. Além disso, 
realizar uma análise detalhada em relação ao tempo de implementação de projeto e manutenção 
de um DW nos dois modelos, verificando recursos necessários para manter cada um deles. 
Como continuidade da pesquisa, será buscada a publicação da mesma em formato de 
artigo nos meios científicos, para ampliar a discussão com a comunidade acadêmica e expor os 
resultados obtidos. 
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