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1. INTRODUCTION
Consider the following third-order nonlinear differential equations with a deviating argu-
ment
x′′′(t) + a(t)x′′(t) + b(t)x′(t) + g1(t, x(t)) + g2(t, x(t− τ(t))) = p(t), (1.1)
∗This work was supported by the Scientific Research Fund of Hunan Provincial Natural Science Foundation
of China (Grant No. 06JJ2063, 07JJ6001), the Outstanding Youth Project of Hunan Provincial Education
Department of China (Grant No. 09B072), the Research supported by National Natural Science Foundation of
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where a, b and p are continuous functions on R = (−∞,+∞), g1 and g2 are continuous
functions on R2, τ ≥ 0 is a continuous function on R, and there exists a constant τ¯ such that
τ¯ = sup
t∈R
τ(t).
In applied science some practical problems are associated with equation (1.1), such as
nonlinear oscillations [1,2,3], electronic theory [4], biological model and other models [5, 6].
Just as above, in the past few decades, the study for third order differential equation has
been paid attention to by many scholars. Many results relative to the stability, instability
of solutions, boundedness of solutions, convergence of solutions and existence of periodic
solutions for equation (1.1) and its analogue equations have been obtained (see [7,8] and
references therein). However, as pointed out in [8], the results about the existence of anti-
periodic solutions for nonlinear differential equations whose orders are more than two are
relatively scarce. Moreover, it is well known that the existence of anti-periodic solutions
play a key role in characterizing the behavior of nonlinear differential equations (See [9−12]).
Thus, it is worthwhile to continue to investigate the existence and stability of anti-periodic
solutions of Eq. (1.1).
A primary purpose of this paper is to study the problem of anti-periodic solutions of (1.1).
We will establish some sufficient conditions for the existence and exponential stability of the
anti-periodic solutions of (1.1). Our results are new and complement to previously known
results. In particular, an example is also provided to illustrate the effectiveness of the new
results.
Let d1 and d2 be constants. Define
y(t) =
dx(t)
dt
+ d1x(t), z(t) =
dy(t)
dt
+ d2y(t), (1.2)
then we can transform (1.1) into the following equivalent system

dx(t)
dt
= −d1x(t) + y(t),
dy(t)
dt
= −d2y(t) + z(t),
dz(t)
dt
= −(a(t)− d1 − d2)z(t) + (−(a(t) − d1)d
2
1 + b(t)d1)x(t)− g1(t, x(t))
−g2(t, x(t− τ(t))) + ((a(t)− d1)(d1 + d2)− b(t)− d
2
2)y(t) + p(t).
(1.3)
Throughout this article, it will be assumed that there exists a constant T > 0 such that
p(t+ T ) = −p(t), g1(t+ T, u) = −g1(t,−u), g2(t+ T, u) = −g2(t,−u),
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a(t+ T ) = a(t), b(t+ T ) = b(t), τ(t+ T ) = τ(t),∀ t, u ∈ R. (1.4)
We suppose that there exists a constant L+ such that
L+ > sup
t∈R
|p(t)|. (1.5)
It is known in [14−16] that for g1, g2, a, b, τ and p continuous, given a continuous initial
function ϕ ∈ C([−τ¯ , 0], R) and a vector (y0, z0) ∈ R
2, then there exists a solution of (1.3)
on an interval [0, T ) satisfying the initial condition and satisfying (1.3) on [0, T ). If the
solution remains bounded, then T = +∞. We denote such a solution by (x(t), y(t), z(t)) =
(x(t, ϕ, y0, z0), y(t, ϕ, y0, z0), z(t, ϕ, y0, z0)) . Let y(s) = y(0) and z(s) = z(0) for all s ∈ [−τ¯ , 0]
. It follows that (x(t), y(t), z(t)) can be defined on [−τ¯ ,+∞).
Definition 1. Let u(t) : R −→ R be continuous in t. u(t) is said to be T-anti-periodic
on R, if
u(t+ T ) = −u(t) for all t ∈ R.
Definition 2. Let Z∗(t) = (x∗(t), y∗(t), z∗(t)) be a T-anti-periodic solution of system
(1.3) with initial value (ϕ∗(t), y∗0, z
∗
0) ∈ C([−τ¯ , 0], R)×R×R. If there exist constants λ > 0
and M > 1 such that for every solution Z(t) = (x(t), y(t), z(t)) of system (1.3) with any
initial value ϕ = (ϕ(t), y0, z0) ∈ C([−τ¯ , 0], R)×R×R,
max{|x(t)−x∗(t)|, |y(t)−y∗(t)|, |z(t)−z∗(t)|} ≤M max{‖ϕ(t)−ϕ∗(t)‖, |y0−y
∗
0|, |z0−z
∗
0 |}e
−λt,
for all t > 0 and ‖ϕ(t) − ϕ∗(t)‖ = sup
t∈[−τ¯ , 0]
|ϕ(t) − ϕ∗(t)|. Then Z∗(t) is said to be globally
exponentially stable.
We also assume that the following condition holds.
(C1) There exist constants L1 ≥ 0, L2 ≥ 0, d1 > 1, d2 > 1 and d3 > 0 such that
(i) |((−(a(t) − d1)d
2
1 + b(t)d1)u− g1(t, u))− ((−(a(t) − d1)d
2
1 + b(t)d1)v − g1(t, v))|
≤ L1|u− v|, for all t, u, v ∈ R,
(ii) |g2(t, u))− g2(t, v))| ≤ L2|u− v|, for all t, u, v ∈ R,
(iii) d3 = inf
t∈R
(a(t)− d1 − d2)− sup
t∈R
|(a(t)− d1)(d1 + d2)− b(t)− d
2
2| > L1 + L2.
The paper is organized as follows. In Section 2, we establish some preliminary results,
which are important in the proofs of our main results. Based on the preparations in Section
2, we state and prove our main results in Section 3. Moreover, an illustrative example is
given in Section 4.
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2. Preliminary Results
The following lemmas will be useful to prove our main results in Section 3.
Lemma 2.1. Let (C1) hold. Suppose that (x˜(t), y˜(t), z˜(t)) is a solution of system (1.3)
with initial conditions
x˜(s) = ϕ˜(s), y˜(0) = y0, z˜(0) = z0, max{|ϕ˜(s)|, |y0|, |z0|} <
L+
η
, s ∈ [−τ¯ , 0], (2.1)
where η = min{d1 − 1, d2 − 1, d3 − (L1 + L2)}. Then
max{|x˜(t)|, |y˜(t)|, |z˜(t)|} <
L+
η
for all t ≥ 0. (2.2)
Proof. Assume, by way of contradiction, that (2.2) does not hold. Then, one of the
following cases must occur.
Case 1: There exists t1 > 0 such that
max{|x˜(t1)|, |y˜(t1)|, |z˜(t1)|} = |x˜(t1)| =
L+
η
and max{|x˜(t)|, |y˜(t)|, |z˜(t)|} <
L+
η
, (2.3)
where t ∈ [−τ¯ , t1).
Case 2: There exists t2 > 0 such that
max{|x˜(t2)|, |y˜(t2)|, |z˜(t2)|} = |y˜(t2)| =
L+
η
and max{|x˜(t)|, |y˜(t)|, |z˜(t)|} <
L+
η
, (2.4)
where t ∈ [−τ¯ , t2).
Case 3: There exists t3 > 0 such that
max{|x˜(t3)|, |y˜(t3)|, |z˜(t3)|} = |z˜(t3)| =
L+
η
and max{|x˜(t)|, |y˜(t)|, |z˜(t)|} <
L+
η
, (2.5)
where t ∈ [−τ¯ , t3).
If Case 1 holds, calculating the upper left derivative of |x˜(t)|, together with (C1), (1.3)
and (2.3) imply that
0 ≤ D+(|x˜(t1)|) ≤ −d1|x˜(t1)|+ |y˜(t1)| ≤ −(d1 − 1)
L+
η
< 0,
which is a contradiction and implies that (2.2) holds.
If Case 2 holds, calculating the upper left derivative of |y˜(t)|, together with (C1), (1.3)
and (2.4) imply that
0 ≤ D+(|y˜(t2)|) ≤ −d2|y˜(t2)|+ |z˜(t2)| ≤ −(d2 − 1)
L+
η
< 0,
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which is a contradiction and implies that (2.2) holds.
If Case 3 holds, calculating the upper left derivative of |z˜(t)|, together with (C1), (1.3)
and (2.5) imply that
0 ≤ D+(|y˜(t3)|)
≤ −(a(t3)− d1 − d2)|z˜(t3)|+ |(−(a(t)− d1)d
2
1 + b(t3)d1)x˜(t3)− g1(t3, x˜(t3))
−g2(t3, x˜(t3 − τ(t3))) + ((a(t3)− d1)(d1 + d2)− b(t)− d
2
2)y˜(t3) + p(t3)|
≤ − inf
t∈R
(a(t)− d1 − d2)|z˜(t3)|+ L1|x˜(t3)|+ L2|x˜(t3 − τ(t3))|
+sup
∈R
|(a(t)− d1)(d1 + d2)− b(t)− d
2
2||y˜(t3)|+ |p(t3)|
≤ −(d3 − (L1 + L2))
L+
η
+ |p(t3)|
< 0,
which is a contradiction and implies that (2.2) holds. The proof of Lemma 2.1 is now complete.
Remark 2.1. In view of the boundedness of this solution, from the theory of functional
differential equations in [15], it follows that (x˜(t), y˜(t), z˜(t)) can be defined on [0,∞).
Lemma 2.2. Let (C1) hold. Moreover, assume that Z
∗(t) = (x∗(t), y∗(t), z∗(t)) is
a solution of system (1.3) with initial value (ϕ∗(t), y∗0, z
∗
0) ∈ C([−τ¯ , 0], R) × R × R. Then,
there exist constants λ > 0 and M > 1 such that for every solution Z(t) = (x(t), y(t), z(t))
of system (1.3) with any initial value ϕ = (ϕ(t), y0, z0) ∈ C([−τ¯ , 0], R) ×R×R,
max{|x(t)−x∗(t)|, |y(t)−y∗(t)|, |z(t)−z∗(t)|} ≤M max{‖ϕ(t)−ϕ∗(t)‖, |y0−y
∗
0|, |z0−z
∗
0 |}e
−λt,
for all t > 0.
Proof. Since min{d1−1, d2−1, d3−(L1+L2)} > 0, it follows that there exist constants
λ > 0 and γ > 0 such that
γ = min{((d1 − 1)− λ, (d2 − 1)− λ, d3 − L1 − L2e
λτ¯ − λ} > 0. (2.6)
Let Z∗(t) = (x∗(t), y∗(t), z∗(t)) be the solution of system (1.3) with initial value (ϕ∗(t), y∗0, z
∗
0) ∈
C([−τ¯ , 0], R) × R × R, and Z(t) = (x(t), y(t), z(t)) be an arbitrary solution of system (1.3)
with any initial value ϕ = (ϕ(t), y0, z0) ∈ C([−τ¯ , 0], R)×R×R. Set u¯(t) = x(t)−x
∗(t), v¯(t) =
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y(t)− y∗(t), w¯(t) = z(t)− z∗(t). Then


du¯(t)
dt
= −d1u¯(t) + v¯(t),
dv¯(t)
dt
= −d2v¯(t) + w¯(t),
dw¯(t)
dt
= (−(a(t)− d1 − d2)z(t) + (−(a(t)− d1)d
2
1 + b(t)d1)x(t)− g1(t, x(t))
−g2(t, x(t− τ(t))) + ((a(t)− d1)(d1 + d2)− b(t)− d
2
2)y(t))
−(−(a(t)− d1 − d2)z
∗(t) + (−(a(t)− d1)d
2
1 + b(t)d1)x
∗(t)− g1(t, x
∗(t))
−g2(t, x
∗(t− τ(t))) + ((a(t) − d1)(d1 + d2)− b(t)− d
2
2)y
∗(t)).
(2.7)
We consider the Lyapunov functional
V1(t) = |u¯(t)|e
λt, V2(t) = |v¯(t)|e
λt, V3(t) = |w¯(t)|e
λt. (2.8)
Calculating the upper left derivative of Vi(t) (i = 1, 2, 3) along the solution (u¯(t), v¯(t), w¯(t))
of system (2.7) with the initial value (ϕ(t) − ϕ∗(t), y0 − y
∗
0, z0 − z
∗
0), we have
D+(V1(t)) = λe
λt|u¯(t)|+ eλtsign(u¯(t)){−d1u¯(t) + v¯(t)}
≤ eλt{(λ− d1)|u¯(t)|+ |v¯(t)|}, (2.9)
D+(V2(t)) = λe
λt|v¯(t)|+ eλtsign(v¯(t)){−d2v¯(t) + w¯(t)}
≤ eλt{(λ− d2)|v¯(t)|+ |w¯(t)|}, (2.10)
and
D+(V3(t))
= λeλt|w¯(t)|+ eλtsign(w¯(t)){(−(a(t) − d1 − d2)z(t) + (−(a(t)− d1)d
2
1 + b(t)d1)x(t)
−g1(t, x(t))− g2(t, x(t− τ(t))) + ((a(t) − d1)(d1 + d2)− b(t)− d
2
2)y(t))
−(−(a(t)− d1 − d2)z
∗(t) + (−(a(t) − d1)d
2
1 + b(t)d1)x
∗(t)− g1(t, x
∗(t))
−g2(t, x
∗(t− τ(t))) + ((a(t) − d1)(d1 + d2)− b(t)− d
2
2)y
∗(t))}
≤ eλt{(λ− (inf
t∈R
(a(t)− d1 − d2)))|w¯(t)|+ L1|u¯(t)|+ L2|u¯(t− τ(t))|
+sup
t∈R
|(a(t) − d1)(d1 + d2)− b(t)− d
2
2||v¯(t)|}. (2.11)
Let M > 1 denote an arbitrary real number and set
Θ = max{‖ϕ − ϕ∗‖, |y0 − y
∗
0|, |z0 − z
∗
0 |} > 0.
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It follows from (2.8) that
V1(t) = |u¯(t)|e
λt < MΘ, V2(t) = |v¯(t)|e
λt < MΘ, and V3(t) = |w¯(t)|e
λt < MΘ,
for all t ∈ [−τ¯ , 0].
We claim that
V1(t) = |u¯(t)|e
λt < MΘ, V2(t) = |v¯(t)|e
λt < MΘ, and V3(t) = |w¯(t)|e
λt < MΘ, (2.12)
for all t > 0. Contrarily, one of the following cases must occur.
Case I: There exists T1 > 0 such that
V1(T1) =MΘ, and Vi(t) < MΘ, for all t ∈ [−τ¯ , T1), i = 1, 2, 3. (2.13)
Case II: There exists T2 > 0 such that
V2(T2) =MΘ, and Vi(t) < MΘ, for all t ∈ [−τ¯ , T2), i = 1, 2, 3. (2.14)
Case III: There exists T3 > 0 such that
V3(T3) =MΘ, and Vi(t) < MΘ, for all t ∈ [−τ¯ , T3), i = 1, 2, 3. (2.15)
If Case I holds, together with (C1) and (2.9), (2.13) implies that
0 ≤ D+(V1(T1)) ≤ (λ− d1)|u¯(T1)|e
λT1 + |v¯(T1)|e
λT1 ≤ [λ− (d1 − 1)]MΘ. (2.16)
Thus,
0 ≤ λ− (d1 − 1),
which contradicts (2.6). Hence, ( 2.12) holds.
If Case II holds, together with (C1) and (2.10), (2.14) implies that
0 ≤ D+(V2(T2)) ≤ (λ− d2)|v¯(T2)|e
λT2 + |w¯(T2)|e
λT2 ≤ [λ− (d2 − 1)]MΘ. (2.17)
Thus,
0 ≤ λ− (d2 − 1),
which contradicts (2.6). Hence, ( 2.12) holds.
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If Case III holds, together with (C1) and (2.11), (2.15) implies that
0 ≤ D+(V3(T3))
≤ (λ− inf
t∈R
(a(t)− d1 − d2))|w¯(T3)|e
λT3 + L1|u¯(T3)|e
λT3 + L2|u¯(T3 − τ(T3)|
·eλ(T3−τ(T3))eλτ(T3) + sup
t∈R
|(a(t)− d1)(d1 + d2)− b(t)− d
2
2||v¯(T3)|e
λT3
≤ [λ− (d3 − L1 − L2e
λτ¯ )]MΘ. (2.18)
Hence,
0 ≤ λ− (d3 − L1 − L2e
λτ¯ ),
which contradicts (2.6). Hence, ( 2.12) holds. It follows that
max{|x(t)− x∗(t)|, |y(t) − y∗(t)|, |z(t) − z∗(t)|}
≤M max{‖ϕ(t) − ϕ∗(t)‖, |y0 − y
∗
0|, |z0 − z
∗
0 |}e
−λt,∀t > 0. (2.19)
This completes the proof of Lemma 2.2.
Remark 2.2. If Z∗(t) = (x∗(t), y∗(t), z∗(t)) be the T-anti-periodic solution of system
(1.3), it follows from Lemma 2.2 and Definition 2 that Z∗(t) is globally exponentially stable.
3. Main Results
In this section, we establish some results for the existence, uniqueness and exponential
stability of the T-anti-periodic solution of (1.3).
Theorem 3.1. Suppose that (C1) is satisfied. Then system (1.3) has exactly one T-
anti-periodic solution Z∗(t) = (x∗(t), y∗(t), z∗(t)). Moreover, Z∗(t) is globally exponentially
stable.
Proof. Let v(t) = (v1(t), v2(t), v3(t)) = (x(t), y(t), z(t)) be a solution of system (1.3)
with initial conditions (2.1). By Lemma 2.1, the solution (x(t), y(t), z(t)) is bounded and
(2.2) holds. From (1.4), for any natural number k, we obtain
((−1)k+1x(t+ (k + 1)T ))′ = (−1)k+1x′(t+ (k + 1)T )
= (−1)k+1[−d1x(t+ (k + 1)T ) + y(t+ (k + 1)T )]
= −d1((−1)
k+1x(t+ (k + 1)T )) + (−1)k+1y(t+ (k + 1)T ), (3.1)
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((−1)k+1y(t+ (k + 1)T ))′ = (−1)k+1y′(t+ (k + 1)T )
= (−1)k+1[−d2y(t+ (k + 1)T ) + z(t+ (k + 1)T )]
= −d2((−1)
k+1y(t+ (k + 1)T )) + (−1)k+1z(t+ (k + 1)T ), (3.2)
and
((−1)k+1z(t+ (k + 1)T ))′
= (−1)k+1z′(t+ (k + 1)T )
= (−1)k+1[−(a(t+ (k + 1)T )− d1 − d2)z(t+ (k + 1)T ) + (−(a(t+ (k + 1)T )− d1)d
2
1
+b(t+ (k + 1)T )d1)x(t+ (k + 1)T )− g1(t+ (k + 1)T, x(t+ (k + 1)T ))
−g2(t+ (k + 1)T, x(t+ (k + 1)T − τ(t+ (k + 1)T ))) + ((a(t+ (k + 1)T )− d1)(d1 + d2)
−b(t+ (k + 1)T )− d22)y(t+ (k + 1)T ) + p(t+ (k + 1)T )]
= −(a(t)− d1 − d2)((−1)
k+1z(t+ (k + 1)T )) + (−(a(t)− d1)d
2
1
+b(t)d1)((−1)
k+1x(t+ (k + 1)T ))− g1(t, (−1)
k+1x(t+ (k + 1)T ))
−g2(t, (−1)
k+1x(t+ (k + 1)T − τ(t))) + ((a(t) − d1)(d1 + d2)
−b(t)− d22)((−1)
k+1y(t+ (k + 1)T )) + p(t). (3.3)
Thus, for any natural number k, (−1)k+1v(t+ (k + 1)T ) are the solutions of system (1.3) on
R. Then, by Lemma 2.2, there exists a constant M > 0 such that
|(−1)k+1vi(t+ (k + 1)T )− (−1)
kvi(t+ kT )|
≤ Me−λ(t+kT ) sup
−τ¯≤s≤0
max
1≤i≤3
|vi(s+ T ) + vi(s)|
≤ 2e−λ(t+kT )M
L+
η
for all t+ kT > 0, i = 1, 2, 3. (3.4)
Hence, for any natural number m, we obtain
(−1)m+1vi(t+ (m+1)T ) = vi(t) +
m∑
k=0
[(−1)k+1vi(t+ (k+1)T )− (−1)
kvi(t+ kT )], (3.5)
where i = 1, 2, 3.
In view of (3.4), we can choose a sufficiently large constant N > 0 and a positive constant
α such that
|(−1)k+1vi(t+(k+1)T )−(−1)
kvi(t+kT )| ≤ α(e
−λT )k for all k > N, i = 1, 2, 3, (3.6)
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on any compact set of R. It follows from (3.5) and (3.6) that {(−1)mv(t +mT )} uniformly
converges to a continuous function Z∗(t) = (x∗(t), y∗(t), z∗(t))T on any compact set of R.
Now we will show that Z∗(t) is T-anti-periodic solution of system (1.3). First, Z∗(t) is
T-anti-periodic, since
Z∗(t+ T ) = lim
m→∞
(−1)mv(t+ T +mT ) = − lim
(m+1)→∞
(−1)m+1v(t+ (m+ 1)T ) = −Z∗(t).
Next, we prove that Z∗(t) is a solution of (1.1). In fact, together with the continuity of the
right side of (1.3), (3.1), (3.2) and (3.3) imply that{((−1)m+1v(t + (m + 1)T ))′} uniformly
converges to a continuous function on any compact set of R. Thus, letting m −→ ∞, we
obtain

dx∗(t)
dt
= −d1x
∗(t) + y∗(t),
dy∗(t)
dt
= −d2y
∗(t) + z∗(t),
dz∗(t)
dt
= −(a(t)− d1 − d2)z
∗(t) + (−(a(t)− d1)d
2
1 + b(t)d1)x
∗(t)− g1(t, x
∗(t))
−g2(t, x
∗(t− τ(t))) + ((a(t) − d1)(d1 + d2)− b(t)− d
2
2)y
∗(t) + p(t).
(3.7)
Therefore, Z∗(t) is a solution of (1.3). Finally, by Lemma 2.2, we can prove that Z∗(t) is
globally exponentially stable. This completes the proof.
4. An Example
Example 4.1. The following third-order nonlinear differential equation
x′′′(t) + (9−
1
| sin t|+ 1
)x′′(t) + (
−4
| sin t|+ 1
+ 23)x′(t) + (18−
4
| sin t|+ 1
)x(t)
+ sinx(t) + (cos t) cos x(t− e2| sin t|) = sin t, (4.1)
has exactly one pi-anti-periodic solution, which is globally exponentially stable.
Proof. Set
y(t) =
dx(t)
dt
+ 2x(t), z(t) =
dy(t)
dt
+ 2y(t) (4.2)
then we can transform (3.1) into the following equivalent system

dx(t)
dt
= −2x(t) + y(t),
dy(t)
dt
= −2y(t) + z(t),
dz(t)
dt
= −(5−
1
| sin t|+ 1
)z(t) − sinx(t)− (cos t) cos x(t− e2| sin t|) + y(t) + sin t.
(4.3)
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Then
(i) |((−(a(t) − d1)d
2
1 + b(t)d1)u− g1(t, u))− ((−(a(t) − d1)d
2
1 + b(t)d1)v − g1(t, v))|
= |(− sinu)− (− sin v)| ≤ |u− v|, for all t, u, v ∈ R,
(ii) |g2(t, u))− g2(t, v))| = |(cos t) cos u− (cos t) cos v| ≤ |u− v|, for all t, u, v ∈ R,
(iii) d3 = inf
t∈R
(a(t)− d1 − d2)− sup
t∈R
|(a(t)− d1)(d1 + d2)− b(t)− d
2
2|
= inf
t∈R
(5− 1| sin t|+1)− 1| > 1 + 1.
This implies that all assumptions needed in Theorem 3.1 are satisfied. Hence, system (4.3)
has exactly one pi-anti-periodic solution. Moreover, the pi-anti-periodic solution is globally
exponentially stable. It follows that equation (4.1) has exactly one pi-antiperiodic solution,
and all solutions of Eq. (4.1) exponentially converge to this pi-anti-periodic solution.
Remark 4.1. Since Eq. (4.1) is a form of third-order nonlinear differential equation
with varying time delays. One can observe that all the results in [8-13] and the references
cited therein can not be applicable to prove that Eq. (4.1) has a unique anti-periodic periodic
solution which is globally exponentially stable. Moreover, we propose a totally new approach
to proving the existence of anti-periodic solutions of third-order nonlinear differential equa-
tion, which is different from [8] and the references therein. This implies that the results of
this paper are essentially new.
Acknowledgement The authors are grateful to the referee for his or her suggestions on
the first draft of the work.
References
[1] A. U. Afuwape, P. Omari, F. Zanolin, Nolinear perturbations of differential operators with nontrivial
kernel and applications to third-order periodic boundary problems, J. Math. Anal. Appl. 143 (1989)
35-56.
[2] J. Andres, Periodic boundary value problem for certain nonlinear differential equation of the third order,
Math. Slovaca 35 (1985) 305-309.
[3] K. O. Fridedrichs, On nonlinear vibrations of the third-order, in: Studies in Nonlinear Vibrations Theory,
Inst. Math. Mech., New York University, 1949.
[4] L. L. Rauch, Oscillations of a third order nonlinear autonomous system, in: Contributions to the Theory
of Nonlinear Oscillations, Ann of Math. Stud. 20 (1950) 39-88.
[5] J. Cronin, Some mathematics of biological oscillations, SIAM Rev. 19 (1977) 100-137.
EJQTDE, 2010 No. 8, p. 11
[6] Bingxi Li, Uniqueness and stability of a limit cycle for a third-order dynamical system arising in neuron
modeling, Nonlinear Anal. 5 (1981) 13-19.
[7] Chuanxi Qian, Yijun Sun, Global attractivity of solutions of nonlinear delay differential equations with a
forcing term, Nonlinear Anal., 66 (2007) 689-703.
[8] W. B. Liu, et al., Anti-symmetric periodic solutions for the third order differential systems, Appl. Math.
Lett., 22(5) (2009) 668-673.
[9] A. R. Aftabizadeh, S. Aizicovici, N. H. Pavel, On a class of second-order anti-periodic boundary value
problems, J. Math. Anal. Appl., 171 (1992) 301-320.
[10] S. Aizicovici, M. McKibben, S. Reich, Anti-periodic solutions to nonmonotone evolution equations with
discontinuous nonlinearities, Nonlinear Anal., 43 (2001) 233−251.
[11] Y. Chen, J. J. Nieto and D. O’Regan, Anti-periodic solutions for fully nonlinear first-order differential
equations, Math. Comp. Mode., 46 (2007) 1183-1190
[12] R. Wu, An anti-periodic LaSalle oscillation theorem, Appl. Math. Lett., 21(9) (2008), 928-933.
[13] H. L. Chen, Anti-periodic wavelets, J. Comput. Math. 14 (1996) 32−39.
[14] T. A. Burton, Stability and Periodic Solutions of Ordinary and Functional Differential Equations, Aca-
demic Press, Orland, FL., 1985.
[15] J. K. Hale, Theory of Functional Differential Equations, Springer-Verlag, New York, 1977.
[16] T. Yoshizawa, Asymptotic behaviors of solutions of differential equations, in Differential Equation:
Qualitative Theory (Szeged, 1984), pp. 1141-1164, Colloq. Math. Soc. Ja´nos Bolyai, Vol.47, North-
Holland, Amsterdam, 1987.
(Received March 17, 2009)
EJQTDE, 2010 No. 8, p. 12
