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Abstract: We study high-dimensional covariance/precision matrix estimation under the assump-
tion that the covariance/precision matrix can be decomposed into a low-rank component L and
a diagonal component D. The rank of L can either be chosen to be small or controlled by a
penalty function. Under moderate conditions on the population covariance/precision matrix it-
self and on the penalty function, we prove some consistency results for our estimators. A block-
wise coordinate descent algorithm, which iteratively updates L and D, is then proposed to obtain
the estimator in practice. Finally, various numerical experiments are presented: using simulated
data, we show that our estimator performs quite well in terms of the Kullback–Leibler loss; using
stock return data, we show that our method can be applied to obtain enhanced solutions to the
Markowitz portfolio selection problem.
1. INTRODUCTION
1.1. Brief review
Statistical inference in high-dimensional settings, where the data dimension p is
close to or larger than the sample size n, has been an intriguing area of research.
Applications include gene expression data analysis, fMRI analysis, climate stud-
ies, financial economics, and many others. Estimating large covariance matrices
is an essential part of high-dimensional data analysis because of the ubiquity of
covariance matrices in statistical procedures, such as discriminant analysis and
hypothesis testing. However, in high dimensions, the sample covariance matrix
S is no longer an accurate estimator of the population covariance matrix; it may
not even be positive definite. To overcome these difficulties, researchers have
been developing new methods.
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The simplest solution is to use a scaled identity or a diagonal matrix as a sub-
stitute for the sample covariance matrix. It is well-known that the sample covari-
ance matrices tend to overestimate the large eigenvalues and underestimate the
small eigenvalues of the population covariance matrix; this bias can be corrected
by shrinking the sample covariance matrix towards a scaled identity matrix, e.g.,
tr(S)Ip (Friedman, 1989). An optimal weight for the convex linear combination
between the sample covariance matrix and the identity matrix has been proposed
and studied by Ledoit and Wolf (2004). Ignoring the correlations and preserving
only the diagonal part of S is a long-established practice in the high-dimensional
classification, often referred to as the independence rule or the “naive Bayes clas-
sifier”; it has been demonstrated to outperform Fisher’s linear discriminant rule
under certain conditions (Dudoit et al., 2002; Bickel and Levina, 2004; Fan and
Fan, 2008).
Apart from the scaled identity matrix and the diagonal matrix, other struc-
tured estimators have also been proposed. Methods such as banding (Bickel and
Levina, 2008) and tapering (Furrer and Bengtsson, 2007) are useful when the co-
variates have a natural ordering (Rothman et al., 2008). Cai et al. (2013) studied
banding and tapering estimators in estimating large Toeplitz covariance matrices,
which arise in the analysis of stationary time series. Wu et al. (2016) exploited
the compound symmetry structure to facilitate quadratic discriminant analysis
(QDA) in high dimensions.
Another popular assumption is sparse covariance or precision matrices.
Sparse covariance matrix estimators can be obtained by either thresholding or
regularization. Thresholding has been studied by Bickel and Levina (2008) and
Cai and Liu (2011), and applied in discriminant analysis by Shao et al. (2011)
and Li and Shao (2015). To encourage sparsity, Rothman (2012) and Xue et al.
(2012) imposed lasso-type penalties on the covariance matrix. Sparsity is a good
assumption for the precision matrix in many applications, e.g., for Gaussian
data zeros in the precision matrix suggest conditional independence; it can be
achieved directly by imposing an `1 penalization on the precision matrix (Yuan
and Lin, 2007; Rothman et al., 2008; Banerjee et al., 2008; Friedman et al., 2008;
Lam and Fan, 2009; Cai et al., 2011) or indirectly through regularized regression
(Meinshausen and Bu¨hlmann, 2006; Rocha et al., 2008; Yuan, 2010; Sun and
Zhang, 2013).
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In the context of high-dimensional data analysis, it is reasonable to assume
that the variance of the observed data can be explained by a small number of
latent factors; thus, factor models can be applied to reduce the number of pa-
rameters in covariance matrix estimation, too. Assuming observable factors and
independent error terms, Fan et al. (2008) proposed a covariance matrix estima-
tor by estimating the loading matrix with regression and the covariance matrix of
the error terms with a diagonal matrix. This method was generalized by Fan et al.
(2011) so that the error covariance was not necessarily diagonal, but it was as-
sumed to be sparse and estimated with thresholding techniques. Fan et al. (2013)
then considered the case where the factors are unobservable. Assuming the num-
ber of latent factors (k) to be known, they performed PCA on the sample co-
variance matrix, kept the first k principal components to estimate the covariance
matrix of the latent factors, and thresholded the remaining principal components
to estimate a sparse covariance matrix for the error terms.
A related matrix structure is called “spiked covariance matrix”, that is, the
covariance matrix has only a few eigenvalues greater than one and can be de-
composed into a low-rank matrix plus an identity matrix (Johnstone, 2001). Cai
et al. (2015) proposed a sparse spiked covariance matrix estimator. In addition to
the spiked structure, they assumed that the matrix spanned by the eigenvectors
of the low-rank component has a small number of nonzero rows, which in turn
constrains the covariance matrix to have a small number of rows and columns
containing nonzero off-diagonal entries.
Chandrasekaran et al. (2012) proposed a latent variable method for Gaussian
graphical model selection, based on the conditional independence interpretation
of zero off-diagonals in the precision matrix. Assuming the observable and latent
variables are jointly distributed as Gaussian, they showed that, if one assumes (i)
the conditional precision matrix of the observables given the latent factors is
sparse and (ii) the number of latent factors is small, then the marginal precision
matrix of the observables must consist of a sparse component plus a low-rank
component. The authors then considered a penalized likelihood approach to esti-
mate such a marginal precision matrix, using the `1-norm to regularize the sparse
component and the nuclear-norm to regularize the low-rank component. They
also derived some consistency results for their estimator in the operator norm.
Taeb and Chandrasekaran (2017) extended this framework to allow the incorpo-
ration of covariates.
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A comprehensive review has been provided by Cai et al. (2016), in which they
also compared some of the aforementioned methods in terms of their respective
convergence rates.
1.2. Summary of this paper
In this paper, we make the explicit structural assumption that the population co-
variance/precision matrix can be decomposed into a low-rank plus a diagonal
matrix, in order to facilitate the estimation of large covariance/precision matri-
ces in high dimensions. In Section 2, we discuss this main model assumption in
more detail.
While this model assumption is similar (but not identical) to some of the
works reviewed in Section 1.1, the main difference is that we do not rely on nu-
clear norm regularization to promote low-rank-ness; instead, we directly impose
a penalty on the matrix rank itself. In Section 3 and Section 4, we present estima-
tors of the covariance/precision matrix under this model assumption, and show
that estimation consistency can be achieved with a proper choice of the penalty
function.
As is often the case, our estimators are characterized, or defined, as solu-
tions to various optimization problems. In Section 5, we describe an efficient
blockwise coordinate descent algorithm for solving the main optimization prob-
lem. In particular, given the low-rank component, the diagonal component can
be obtained by solving a relatively cheap log-determinant semi-definite program;
given the diagonal component, the low-rank component actually can be obtained
analytically. Since optimization with nuclear-norm constraints is still computa-
tionally burdensome for large matrices, we think our approach, which avoids
nuclear-norm regularization, can be especially attractive.
In Section 6 and Section 7, we demonstrate the performances of our method
with various simulations and an analysis of some real financial data. All proofs
are relegated to the supplementary material.
2. LOW-RANK AND DIAGONAL MATRIX DECOMPOSITION
2.1. Notations
We use Rp1×p2 to denote the set of p1 × p2 matrices, Sp to denote the set of
symmetric p× p matrices, Sp+ to denote the subset of matrices ⊂ Sp which are
positive semi-definite, and Sp++ to denote the subset of those which are strictly
positive definite. Sometimes, another superscript is added to denote a restriction
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on the rank, for example, Sp,r is used to denote the subset of matrices in Sp with
rank ≤ r, and likewise for Sp,r+ , Sp,r++. For the corresponding sets of diagonal
matrices, we replace S withD , e.g.,Dp,Dp+, andD
p
++.
For any A ∈ Sp, we use tr(A) to denote its trace, |A| to denote its de-
terminant, and λmax(A), λmin(A) to denote its largest and smallest eigenval-
ues. Furthermore, we use ‖A‖F = {tr(ATA)}1/2 to denote its Frobenius norm,
‖A‖∗ = tr{(ATA)1/2} to denote its nuclear norm (which is equivalent to the sum
of its singular values), ‖A‖op = {λmax(AAT)}1/2 to denote its operator norm,
and ‖A‖1 =
∑
i,j |Aij| to denote its `1 norm.
2.2. Problem set-up and model assumption
Consider a random sample X = (x1, . . . , xn), in which x1, . . . , xn are indepen-
dently and identically distributed p-variate random vectors from the multivariate
normal distribution with population mean 0 and population covariance matrix
Σ0. (We assume that the data have been centered in order to focus on the co-
variance matrix estimation problem alone, but it is important to point out that,
in high dimensions, even estimating the mean vector is an intricate problem and
much research has been conducted to address it.) The sample covariance matrix
S, is a natural estimator of Σ0 if p is fixed and n→∞, but it can perform badly
when p is close to or larger than n, so some additional structural constraints are
needed in order to facilitate estimation. In this paper, we study a particular type
of such structural constraints.
The main model assumption in our work here is that the population covariance
matrix, Σ0 ∈ Sp++, can be decomposed as
Σ0 = LΣ0 +DΣ0 ,
in which LΣ0 ∈ Sp,r0+ is a row-rank matrix for some r0 ≤ p, and DΣ0 ∈ Dp++ is a
diagonal matrix.
Such a decomposition is always possible as long as r0 ≤ p, but only for rea-
sonably small r0 is the assumed decomposition interesting and valuable for esti-
mating large covariance matrices. Thus, for a particular matrix Σ0, we define r0
as the smallest among all attainable ranks of LΣ0 after the decomposition, i.e.,
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r0 = rank(L
∗) in which
L∗ = arg min
L
rank(L),
subject to L+D = Σ0, L ∈ Sp+, D ∈ Dp++. (1)
As a solution of (1), the matrix L∗ itself might not be unique, but the optimal
value r0 is.
How should one understand this model assumption conceptually? As our first
intuition, the assumption can be viewed as a generalization of the compound
symmetry structure 
a b · · · b
b a · · · b
...
... . . .
...
b b · · · a

with a > b, which was exploited by Wu et al. (2016) as a special structure to facil-
itate quadratic discriminant analysis in high dimensions. Notice that covariance
matrices having the compound symmetry structure above can be decomposed
into a rank-one matrix plus a scaled identity matrix,
b1p1
T
p + (a− b)Ip,
in which 1p is a vector of ones and Ip is the p× p identity matrix. Therefore, the
compound symmetry structure can be seen as a special case of the “low rank +
diagonal” decomposition.
The proposed decomposition also coincides with the factor analysis model
and enjoys a nice interpretation. It is equivalent to assuming that the observed
random vector x depends on a potentially smaller number of latent factors, i.e.,
x = Rz + , in which z is some unobserved r0-dimensional random vector from
a normal distribution with mean 0 and variance Ir0 , R is an unobserved p× r0
loading matrix, and  is a p-dimensional vector of independently distributed error
terms with zero mean and finite variance, cov() = Ψ. Under the given structure,
it is straight-forward to see that cov(x) = RRT + Ψ, in which RRT ∈ Sp,r0+ is
a low-rank matrix and Ψ ∈ Dp++ is a diagonal matrix. For our purpose, we are
not interested in estimating the loading matrix or analyzing the latent factors; we
merely exploit the special structure to help us estimate Σ0. This purely “utilitar-
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ian” use of the factor model is also the reason why we can define r0 simply as
the smallest attainable rank in the “low-rank + diagonal” decomposition.
Finally, we can also think of the “low-rank + diagonal” assumption as an
alternative to the popular sparsity assumption to facilitate the estimation of large
covariance matrices. Numerous methods with lasso-type penalties assume a large
number of zero off-diagonal entries in Σ0; undoubtedly some of these sparse
structures can be represented as the sum of a low-rank matrix (i.e., with many
empty rows and columns) and a diagonal matrix. The rank constraint is also
somewhat analogous to the sparsity constraint. Specifically, the rank of LΣ0 is
the number of its non-zero eigenvalues, so low-rank means its spectrum (i.e.,
set of eigenvalues) is sparse. Like the sparsity constraint, a rank constraint also
reduces the total number of parameters to be estimated, as lower ranks of LΣ0
imply more linearly dependent columns and rows in LΣ0 .
3. PRECISION MATRIX ESTIMATION WITH FIXED RANK
3.1. The estimation method
Our main model assumption can be equivalently imposed either on the covari-
ance or on the corresponding precision matrix. Let Θ0 = Σ−10 be the correspond-
ing precision matrix. To understand the structure of Θ0 when Σ0 has the afore-
mentioned “low-rank + diagonal” decomposition, we notice by a result of Hen-
derson and Searle (1981) that
(LΣ0 +DΣ0)
−1 = −D−1Σ0
(
Ip + LΣ0D
−1
Σ0
)−1
LΣ0D
−1
Σ0
+D−1Σ0
, −L0 +D0, (2)
in which L0 ∈ Sp,r0+ and D0 ∈ Dp++, because the product of several matrices has
rank at most equal to the minimum rank of all the individual matrices in the
product, and the inverse of a matrix in Dp++ is still in D
p
++. Therefore, we see
that the precision matrix Θ0 has an equivalent decomposition.
With this in mind, we will henceforth concentrate on estimating the precision
matrix rather than the covariance matrix. This is in line with various recent lit-
eratures on covariance matrix estimation; the precision matrix is also the more
“natural” variable for maximizing the Gaussian-likelihood and the more “direct”
quantity to use in many statistical procedures such as discriminant analysis.
Other than the main “low-rank + diagonal” condition, our theoretical results
will also require a “bounded eigenvalue” condition (see Condition 1 below),
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which is purely technical but common in the literature. Thus, our entire set of
conditions about the population covariance/precision matrix is as follows:
Condition 1 There exist constants c1, c2 > 0 such that c1 ≤ λmin(Σ0) ≤
λmax(Σ0) ≤ c2, or equivalently, c−12 ≤ λmin(Θ0) ≤ λmax(Θ0) ≤ c−11 .
Condition 2 For some r0 = o(p), the population covariance matrix Σ0 ∈ Sp++
can be decomposed as Σ0 = LΣ0 +DΣ0 where LΣ0 ∈ Sp,r0+ and DΣ0 ∈ Dp++;
or equivalently, the precision matrix Θ0 ∈ Sp++ can be decomposed as Θ0 =
−L0 +D0, where L0 ∈ Sp,r0+ and D0 ∈ Dp++.
In this section, we shall first consider a simple version of the problem, in
which the rank of L0 is pre-specified. We will consider the more general version
of the problem later in Section 4. One pragmatic reason for first considering a
simple (and perhaps somewhat unrealistic) version of the problem is because our
main result regarding the more general version and our computational algorithm
for solving it are both based on results that we shall derive in this section for the
simple version.
For the simple version, a natural precision matrix estimator is
(Θ̂r, L̂r, D̂r) = arg min
Θ
{tr(ΘS)− log |Θ|},
subject to Θ = −L+D, Θ ∈ Sp+, L ∈ Sp,r+ , D ∈ Dp, (3)
in which r is a pre-specified constant. The objective function is the negative log-
likelihood of the normal distribution, up to a constant. Let
Fr = {Θ ∈ Sp++ | L ∈ Sp,r+ , D ∈ Dp++ and Θ = −L+D}
denote the search space of the optimization problem given in (3). In Sections 3.2
and 3.3 below, we will establish theoretical results to the following effects: (i)
if the pre-specified constant r ≥ r0, then the true precision matrix Θ0 ∈ Fr, but
if r is much larger than r0, the search space can be “too large” and solving (3)
will become inefficient for estimating Θ0; (ii) if the pre-specified constant r <
r0, then Θ0 /∈ Fr, and the gap between Θ̂r and Θ0 will depend on the distance
between Θ0 and the search space Fr.
Remark 1 In (3), it is unnecessary to explicitly restrict Θ or D to be positive
definite. The − log |Θ| term in the objective function and the constraint Θ ∈ Sp+
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together will guarantee Θ ∈ Sp++. In addition, as Θ = −L+D and L ∈ Sp,r+ ,
we will also automatically have D ∈ Dp++, for Θ may not be in Sp++ otherwise.
Remark 2 The non-uniqueness of L̂r and D̂r is inconsequential for our pur-
poses; our results and discussions below only depend on Θ̂r being a feasible
minimizing solution to (3).
3.2. The conservative case: r ≥ r0
To pre-specify the rank of L0, denoted by r, it is generally advisable to err on the
conservative side by choosing it to be large enough so that one can be more or
less sure that r ≥ r0.
Theorem 1 Under Conditions 1 and 2, if r ≥ r0 and Θ̂r is a solution of (3), then
‖Θ̂r −Θ0‖F = Op {max(an,p,r, bn,p)} ,
in which
an,p,r = r
1/2(p/n)1/2, bn,p = {(p log p)/n}1/2 .
The true rank, r0, may be fixed and finite, or it may diverge to infinity with
p and n. Since Theorem 1 concerns the case of r ≥ r0, if r0 →∞, then r must
necessarily also go to infinity. Hence, finite choices of r ≥ r0 are only possible
if r0 is also finite. If r0 is finite and we choose a finite r ≥ r0, the consistency of
Θ̂r is driven by bn,p, whose order is greater than that of an,p,r, and the theorem
basically suggests that choosing r ≥ r0 conservatively will not hurt estimation
in any fundamental way. Otherwise if we must choose a diverging r, it becomes
possible for the convergence rate to be driven by an,p,r, and the theorem basically
implies that the estimator Θ̂r will be less efficient for larger, more conservative,
choices of r.
3.3. The aggressive case: r < r0
What if one errs on the aggressive side by choosing r to be too small so that
r < r0? Let
dr,r0 = min
Θ∈Fr
||Θ−Θ0||F
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be the distance from Θ0 to the search space Fr. When r ≥ r0, dr,r0 = 0. When
r < r0, the true precision matrix Θ0 is no longer in the search space Fr, and
dr,r0 > 0. Under such circumstances, it is still possible to achieve the same level
of performance provided that dr,r0 is not too large.
Theorem 2 Under Conditions 1 and 2, if r < r0, dr,r0 = O{max(an,p,r0 , bn,p)},
and Θ̂r is a solution of (3), then
‖Θ̂r −Θ0‖F = Op {max(an,p,r0 , bn,p)} ,
in which
an,p,r0 = r
1/2
0 (p/n)
1/2, bn,p = {(p log p)/n}1/2 .
While the proof itself is given in the appendices, the main reason why The-
orem 2 holds is as follows. Let Θr ∈ Fr be the matrix closest to Θ0 such that
‖Θr −Θ0‖F = dr,r0 . It can be shown that Θ̂r, as the solution to maximizing
the likelihood function in the search space Fr, will be close to Θr. So, if dr,r0
is small, Θ̂r will also be reasonably close to Θ0. More importantly, the con-
dition dr,r0 = O{max(an,p,r0 , bn,p)} requires the distance dr,r0 to be of order
max(an,p,r0 , bn,p), which, by Theorem 1, is also the order of the estimation er-
ror when the rank r is correctly set to be r0. As a result, the error caused by Θ0
being away from Fr is relatively small and does not increase the order of the
estimation error.
However, by definition dr,r0 is also a lower bound for the estimation error,
‖Θ̂r −Θ0‖F ≥ dr,r0 ,
which means, not surprisingly, that Θ̂r will cease to be a consistent estimator of
Θ0 if dr,r0 is large.
3.4. Discussion
To summarize what we have presented so far, although the optimization problem
(3) is straight-forward and easy to implement (see Section 5), it is generally not
possible to specify r accurately. An inaccurate choice of r can be harmful in two
ways: (1) A conservative choice of r > r0 leads to slower convergence and less
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estimation efficiency. (2) An aggressive choice of r < r0 can ruin the consistency
of Θ̂r, because it can enlarge the distance between Θ0 and the search space Fr.
In the next section, we introduce a rank penalty to circumvent these problems.
However, our main result below (Theorem 3) as well as the main computational
algorithm (Section 5) are both heavily based on the results (Theorems 1 and 2)
that we have obtained so far in this section.
4. PRECISION MATRIX ESTIMATION WITH RANK PENALTY
4.1. The estimation method
One way to avoid having to specify the rank of the low-rank component L is by
adding a penalty on the rank of L to the objective function in (3). That is, instead
of (3), we can solve the following optimization problem:
(Θ̂, L̂, D̂) = arg min
Θ,L,D
[tr(ΘS)− log |Θ|+ τ{rank(L)}] ,
subject to −L+D = Θ, Θ ∈ Sp+, L ∈ Sp+, D ∈ Dp, (4)
where τ(·) is a monotonically increasing penalty function.
In the literature, it is popular to impose rank restrictions on a matrix by penal-
izing its nuclear norm. There are some advantages to directly penalizing its rank.
Let Θ̂r denote the solution to (3). Clearly, if we fix rank(L) = r in (4), its so-
lution becomes Θ̂ = Θ̂r. This means Θ̂ can only be one of {Θ̂r | r = 1, . . . , p},
which will have a direct implication on how (4) can be solved in practice. In par-
ticular, we shall see in Section 5 below that, for fixed r, Θ̂r can be obtained by a
relatively efficient blockwise coordinate descent algorithm, in which the update
of L given D can be achieved analytically, and the update of D given L is a
relatively cheap log-determinant semi-definite program.
In this section, however, we shall concentrate on the key question of how to
choose the penalty function τ(·) in order to ensure that Θ̂ is a good estimator of
Θ0. Our answer is that it must satisfy the following two conditions:
Condition 3 If r < r0 and dr,r0/max(an,p,r0 , bn,p)→∞, then |τ(r)−
τ(r0)|/d2r,r0 → 0.
Condition 4 If r > r0 and r/max(r0, log p)→∞, then a2n,p,r/|τ(r)−
τ(r0)| → 0.
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These conditions are quite technical, and readers will find a concrete example of
τ(·), to be provided later in Section 4.3, much easier to grasp. Our main result is
that, with a penalty function that satisfies Conditions 3 and 4, the solution of (4)
will be a good estimator of Θ0.
Theorem 3 Under Conditions 1, 2, 3 and 4, if Θ̂ is a solution of (4), then
‖Θ̂−Θ0‖F = Op {max(an,p,r0 , bn,p)} ,
in which
an,p,r0 = r
1/2
0 (p/n)
1/2, bn,p = {(p log p)/n}1/2 .
Comparing the conclusion of Theorem 3 with that of Theorem 1, we can see that
the convergence rates of the two methods, whether using a penalty on rank(L) or
a pre-specified rank for L, are similar. The only difference is that the convergence
rate of the former depends on the true rank r0, as long as the penalty function
τ(·) is chosen appropriately, while the convergence rate of the latter depends on
the presumed rank r.
4.2. Technical conditions on the penalty function
To understand Conditions 3 and 4, and how they are essential to Theorem 3, let
us partition the set {r | r 6= r0} into four disjoint pieces:
A1 = {r | r < r0, dr,r0/max(an,p,r0 , bn,p)→∞},
A2 = {r | r < r0, dr,r0 = O[max(an,p,r0 , bn,p)]},
A3 = {r | r > r0, r = O[max(r0, log p)]},
A4 = {r | r > r0, r/max(r0, log p)→∞}.
Notice that, by definition, for any ri ∈ Ai (i = 1, 2, 3, 4), we have r1 < r2 <
r0 < r3 < r4.
Together, Theorem 1 and Theorem 2 have already established the convergence
rate of Θ̂r to be max(an,p,r0 , bn,p) for r ∈ A2 ∪A3 ∪ {r0}. A penalty function
that satisfies Conditions 3 and 4 will ensure that the solution to (4) cannot be in
the set {Θ̂r | r ∈ A1 ∪A4}.
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Specifically, as ‖Θ̂r −Θ0‖F ≥ dr,r0 , any Θ̂ ∈ {Θ̂r | r ∈ A1} cannot achieve
the convergence rate given in Theorem 3, but Condition 3 ensures that such a Θ̂
will not be chosen by (4) because, if r ∈ A1, we have
tr(Θ̂rS)− log |Θ̂r| ≥ tr(Θ̂r0S)− log |Θ̂r0|,
and
τ(r) < τ(r0).
The first inequality encourages the optimization problem (4) to favor a solution
with rank(L) = r0 while the second inequality encourages it to favor one with
a smaller rank, r. Condition 3 will ensure that τ(r0)− τ(r) is relatively small
so that the influence from the penalty function (the second inequality above) will
remain relatively weak. Likewise, by Theorem 1, any Θ̂ ∈ {Θ̂r | r ∈ A4} cannot
achieve the convergence rate given in Theorem 3, either, but Condition 4 will
ensure that, for r ∈ A4, τ(r)− τ(r0) is sufficiently large so that the influence
from the penalty function is strong enough to outweigh the fact that the first
inequality above has now switched direction for r ∈ A4.
4.3. A concrete example
At this point, it will help greatly to see a concrete example of penalty functions
that satisfy Conditions 3 and 4. Given n observations from a p-dimensional mul-
tivariate Gaussian model with a rank-r covariance matrix, where r ≤ p, Akaike
(1987) derived that the Akaike information criterion (AIC) is
AIC(r) =
1
n
[
(−2)
n∑
i=1
`(xi) + {2p(r + 1)− r(r − 1)}
]
, (5)
where `(x) denotes the log-density function. A penalty function that satisfies
both Conditions 3 and 4 is
τ(r) = δn,p {2p(r + 1)− r(r − 1)} /n, (6)
in which
δn,p→∞, (7)
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and
δn,p = o
{
d2r,r0n/(r0p)
}
for all r ∈ A1. (8)
Therefore, we can see that (6) is essentially a scaled version of the AIC penalty.
The condition (7) on the scaling factor δn,p means that the penalty (6) is slightly
larger than the AIC penalty asymptotically.
For all r ∈ A1, d2r,r0/(r0p/n)→∞ by definition, so (8) does not contradict
with (7); it is also equivalent to
δn,p = o
[
min
r∈A1
{d2r,r0n/(r0p)}
]
.
To verify that (6) satisfies Conditions 3 and 4, notice that
τ(r)− τ(r0) = δn,p(r − r0){2p− (r + r0 − 1)}/n.
On the one hand, any given r < r0 such that dr,r0/max(an,p,r0 , bn,p)→∞ is in
the setA1 and
|τ(r)− τ(r0)|/d2r,r0 = δn,p(r − r0){2p− (r + r0 − 1)}/(d2r,r0n)
= o [(r − r0){2p− (r + r0 − 1)}/(r0p)]
= o(1),
so Condition 3 is satisfied. On the other hand, any given r > r0 such that
r/max(r0, log p)→∞ is in the setA4 and
a2n,p,r/|τ(r)− τ(r0)| = rp/[δn,p(r − r0){2p− (r + r0 − 1)}]
= o(1),
so Condition 4 is satisfied.
4.4. Discussion
The convergence rate given by Theorem 3 applies both to finite r0 and to r0
that may diverge to infinity with p and n. If r0 is fixed and finite, the con-
sistency of Θ̂ is driven by bn,p = [(p log p)/n]1/2, whose order is greater than
that of an,p,r0; otherwise, it is possible for the convergence rate to be driven by
an,p,r0 = r
1/2
0 (p/n)
1/2 — e.g., if r0 goes to infinity faster than does log p.
One can better assess our convergence rate here in the Frobenius norm by
comparing it with the convergence rate of the “sparse precision matrix esti-
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mator” given by Rothman et al. (2008). Their convergence rate in the Frobe-
nius norm is {(p+ s)(log p)/n}1/2, in which s is the number of nonzero off-
diagonal entries in the population precision matrix. For fixed s, their rate be-
comes {(p log p)/n}1/2 and is the same as our rate (bn,p) for fixed r0.
That these convergence rates are of a comparable order provides another ar-
gument that the low-rank assumption can be regarded as an analogue of the spar-
sity assumption for estimating high-dimensional covariance/precision matrices,
except that it encourages a slightly different matrix structure.
5. A BLOCKWISE COORDINATE DESCENT ALGORITHM
We now describe a computational algorithm for solving the optimization prob-
lem (4). As we have pointed out in Section 4, the solution to (4) can only be one
of {Θ̂r : r = 1, 2, ..., p}. In principle, this means we can simply solve (3) for all
r ∈ {1, ..., p} and choose the one that minimizes the objective function (4). In
practice, it is usually sufficient, and not impractical, to do this only on a subset
of {1, 2, ..., p}, say Zr.
That is, we first obtain a series of fixed-rank estimators, Θ̂r, by solving (3)
for each r ∈ Zr. Then, we use the penalty function (6), given in Section 4.3,
and evaluate the objective function (4) at each {Θ̂r | r ∈ Zr}, and the one that
minimizes the objective function (4) is taken as the solution, Θ̂. As we do not
have an explicit expression for δn,p, it is treated in practice as a tuning parameter
and selected by minimizing the objective function on a separate, validation data
set.
For each r ∈ Zr, Θ̂r is obtained by solving the fixed-rank optimization prob-
lem (3) with a blockwise coordinate descent algorithm, which iteratively updates
L andD (see Algorithm 1). For fixedD, we can actually solve for L analytically;
this provides an enormous amount of computational saving. The validity of Step
2, the analytic update of L givenD, is established by Lemma 4 in the appendices.
For fixedL, we solve a log-determinant semi-definite program overD, e.g., using
the SDPT3 solver (Tu¨tu¨ncu¨ et al., 2003) available as part of the YALMIP toolbox
(Lofberg, 2004) in Matlab; the fact that D is diagonal means the log-determinant
semi-definite program here is one of the cheapest kinds to solve.
To initialize the blockwise coordinate descent algorithm for each r ∈ Zr, we
suggest arranging all r ∈ Zr in ascending order and solving for each Θ̂r se-
quentially, using the last solution as a “warm start” for finding the next solu-
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tion. To be more specific, for r(1) < r(2) < ... ∈ Zr, we suggest using the di-
agonal component of Θ̂r(k−1) , namely D̂r(k−1) , as the initial point (D(0) in Al-
gorithm 1, Step 1) for obtaining Θ̂r(k) . To initialize the algorithm for the very
first Θ̂r(1) , we suggest using the solution of (3) corresponding to r = 0; taking
r = 0 means there is no low-rank component, so we have an analytical solution,
D(0) = D̂0 = diag{s−111 , . . . , s−1pp }, where sjj is the jth diagonal element of the
sample covariance matrix S. Our experience from running many numerical ex-
periments shows that obtaining Θ̂r in such a sequential manner is much more
efficient than obtaining each Θ̂r independently with random “cold start” initial-
ization.
Remark 3 We think Lemma 4, the analytic update of L given D, is a useful
piece of contribution on its own. It can be used to obtain other “low-rank +
something” type of decompositions of precision matrices, as the low-rank step
(Step 2 of the algorithm) does not depend on D being diagonal. For example,
one can assume that D is a sparse matrix and the coordinate descent algorithm
(Algorithm 1) can still be applied, as long as one modifies Step 3 to include a
sparsity penalty such as ‖D‖1 =
∑
i,j |Dij|, although we generally will expect
the resulting Step 3 to become more computationally expensive than it is when
D is diagonal.
Algorithm 1 Blockwise coordinate descent algorithm for solving (3) for each
r ∈ Zr.
Step 1: Initialize D(0).
Step 2: Fix D(i) and update L(i+1) analytically.
– Obtain the eigen-decomposition of (D(i))1/2S(D(i))1/2.
– Let w(i)1 , . . . , w
(i)
r denote the r largest eigenvalues.
– Let u(i)1 , . . . , u
(i)
r denote the corresponding eigenvectors.
– Set U (i+1) = [u(i)1 . . . u
(i)
r ].
– Set V (i+1) = diag{1− 1/max (w(i)1 , 1), . . . , 1− 1/max (w(i)r , 1)},
– Set L(i+1) = (D(i))1/2U (i+1)V (i+1)(U (i+1))T(D(i))1/2.
Step 3: Fix L(i) and update D(i+1) by solving a log-determinant semi-definite program.
– Minimize tr{(D − L(i))S} − log |D − L(i)| over D.
Step 4: Repeat Step 2 and 3 until tr{(D(i) − L(i))S} − log |D(i) − L(i)| converges.
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6. SIMULATION
6.1. Simulation settings
In this section, we compare four different estimators of the covariance/precision
matrix: the sample covariance matrix (S); a simple diagonal estimator (DS),
which keeps only the diagonal elements of S and sets all off-diagonal elements
to zero; the graphical lasso (Glasso) by Friedman et al. (2008); and our method
(LD). The graphical lasso is implemented with the R package glasso.
Using a training sample size of n = 100, we generated data from p-
dimensional (p = 50, 100, 200) normal distributions with mean 0 and the fol-
lowing five population covariance matrices:
Example 1 The matrix Σ1 is compound symmetric, Σ1 = (0.2)1p1Tp + (0.8)Ip.
Example 2 The matrix Σ2 is “low-rank + diagonal”, Σ2 = Ip +RRT, where
R ∈ Rp×5 and all of its elements are independently sampled from the
Uniform(0, 1) distribution.
Example 3 The matrix Σ3 is block diagonal, consisting of 5 identical blocks
B = (0.2)1q1
T
q + (0.8)Iq, where q = p/5.
Example 4 The matrix Σ4 is almost “low-rank + diagonal” but with some per-
turbations. First, a “low-rank + diagonal” matrix is created, B0 = Ip +RRT,
where R ∈ Rp×3 and all of its elements are independently sampled with prob-
ability 0.8 from the Uniform(0, 1) distribution and set to 0 otherwise. Next, a
perturbation matrix B1 ∈ Rp×p is created, whose elements are independently
sampled with probability 0.05 from the Uniform(−0.05, 0.05) distribution and
set to 0 otherwise. Then, the perturbation matrix B1 is symmetrized before be-
ing combined with B0 to obtain B =
{
B−10 + (B1 +B
T
1 )/2
}−1. Finally, we let
Σ4 = B + δIp, with δ = |min(λmin(B), 0)|+ 0.05, to ensure it is positive defi-
nite.
Example 5 The matrix Σ5 is designed to have a sparse inverse. First, a base-
line matrix B0 ∈ Rp×p is created where all of its elements are set to 0.5 with
probability 0.5 and 0 otherwise. Then, it is symmetrized and made positive def-
inite before being inverted: B = B0 +BT0 , δ = |min(λmin(B), 0)|+ 0.05, and
Σ5 = (B + δIp)
−1.
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Each population covariance matrix in the first three examples can be decom-
posed into a low-rank plus a diagonal matrix. Let the decomposition be Σk =
LΣk +DΣk for k = 1, 2, 3; then, LΣ1 ∈ Sp,1+ and LΣ2 , LΣ3 ∈ Sp,5+ . Example 4 is
used to test the robustness of our method; starting from a “low-rank + diagonal”
matrix, we randomly perturbed approximately 10% of the elements in the corre-
sponding precision matrix. Example 5 is used to illustrate the performance of our
method in a situation that is ideal to the graphical lasso, where the corresponding
precision matrix is sparse.
Tuning parameters are selected by minimizing the negative log-likelihood
function on a separate validation data set of size 100. For the graphical
lasso, the tuning parameter was selected from {0.01, 0.03, 0.05, 0.07, 0.09,
0.11, 0.15, 0.20}. For our method, we used Zr = {1, 3, 5, 7, 9}, and the tuning
parameter δn,p was selected from {0.6, 0.8, 1.0, 1.2, 1.4}. Recall from Section 5
that only the size of Zr affects our computational time, not the number of tuning
parameters we evaluate.
6.2. Estimation accuracy
As Rothman et al. (2008), we evaluated the estimation accuracy with the
Kullback–Leibler loss,
LKL
(
Θ̂,Θ0
)
= tr
(
Θ−10 Θ̂
)
− log |Θ−10 Θ̂| − p. (9)
When Θ̂ = Θ0, the true precision matrix, the loss achieves its minimum of zero.
For the graphical lasso and our method, the estimated precision matrix Θ̂ could
be directly plugged into the loss function (9); for S and DS , the estimated co-
variance matrix needed to be inverted first. Thus, we could not evaluate the loss
for S when p = 100 and p = 200, because it was non-invertible.
Table 1 reports the average Kullback–Leibler loss over 100 replications and
its standard error. Not surprisingly, the sample covariance matrix S was the worst
estimator; the diagonal estimator DS was better in most cases, but not as good
as the other two methods. In the first four examples, our method outperformed
the graphical lasso. In Example 5, an ideal case for the graphical lasso in which
the population precision matrix was sparse, our method performed slightly worse
than, but still remained largely competitive against, the graphical lasso.
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TABLE 1: Average (standard error) of Kullback–Leibler loss over 100 replications.
S DS Glasso LD
Example 1 p = 50 37.59 (0.311) 9.058 (0.011) 2.618 (0.016) 0.980 (0.019)
p = 100 NA 20.09 (0.017) 5.496 (0.029) 1.983 (0.026)
p = 200 NA 42.73 (0.024) 11.39 (0.050) 3.893 (0.040)
Example 2 p = 50 37.44 (0.331) 36.80 (0.019) 4.148 (0.024) 2.751 (0.030)
p = 100 NA 80.70 (0.043) 9.469( 0.044) 5.708 (0.043)
p = 200 NA 170.0 (0.071) 20.38 (0.082) 11.85 (0.060)
Example 3 p = 50 37.67 (0.341) 5.417 (0.011) 3.080 (0.026) 3.247 (0.038)
p = 100 NA 14.40 (0.016) 7.643 (0.038) 6.103 (0.046)
p = 200 NA 34.72 (0.022) 16.48 (0.074) 12.00 (0.076)
Example 4 p = 50 37.52 (0.316) 26.21 (0.017) 3.522 (0.023) 2.028 (0.022)
p = 100 NA 33.00 (0.019) 7.534 (0.040) 3.917 (0.036)
p = 200 NA 136.4 (0.062) 16.35 (0.066) 9.044 (0.057)
Example 5 p = 50 37.57 (0.312) 42.80 (0.020) 8.267 (0.034) 9.949 (0.046)
p = 100 NA 78.15 (0.028) 22.03 (0.047) 24.13 (0.073)
p = 200 NA 180.1 (0.035) 59.89 (0.096) 61.08 (0.123)
6.3. Rank recovery
We also investigated how well r0 was recovered by comparing the 10 largest
eigenvalues of L̂ with those of L0, the low-rank component of the population
precision matrix. According to (2), L0 can be derived as
L0 = D
−1
Σ0
(
I + LΣ0D
−1
Σ0
)−1
LΣ0D
−1
Σ0
.
For Examples 1–3, the components LΣ0 andDΣ0 could be obtained directly from
the set-up. For Example 4, because of the perturbation, the components were only
approximate: LΣ4 ≈ RRT where R ∈ Rp×3, and DΣ4 ≈ Ip. We skip Example 5
here because the true covariance/precision matrix does not have a corresponding
low-rank component.
As the results were similar for different values of p, we only present here those
for p = 100. In Fig. 1, the 10 largest eigenvalues ofL0 and of L̂ are plotted. For L̂,
the bigger dots in the middle are the averages over 100 replications; the smaller
dots above and below are the values, (average)± (1.96)(standard error). We can
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see that on average our method successfully identified the nonzero eigenvalues,
or the rank, of L0.
FIGURE 1: Comparison of the 10 largest eigenvalues of L0 and those of L̂ [(average)±
(1.96)(standard error)].
7. REAL DATA ANALYSIS
To showcase a real application of our method to high-dimensional covari-
ance/precision matrix estimation, we discuss the classic Markowitz portfolio se-
lection problem (Markowitz, 1952). In this problem, we have the opportunity to
invest in p assets, and the aim is to determine how much to invest in each as-
set so that a certain level of expected return is achieved while the overall risk
is minimized. To be more specific, let µ be the mean returns of p assets and Σ,
their covariance matrix. Let 1p be the p-dimensional vector (1, 1, ..., 1)T. Then,
the Markowitz problem is formulated as
ŵ = arg minwTΣw subject to wTµ = µ0, wT1p = 1, (10)
in which w is a vector of asset weights, µ0 is the desired level of expected return,
and wTΣw is the variance of the portfolio, which quantifies the investment risk.
In practice, µ and Σ can be estimated respectively by the sample mean and
the sample covariance matrix before the optimization problem (10) is solved,
provided that the sample size n is much larger than the dimension p; in high di-
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mensions, however, solving (10) with the sample covariance matrix often leads to
undesirable risk underestimation (El Karoui, 2010). Instead, different estimators
of the covariance matrix can be used, such as those we have studied in the pre-
vious section: namely, the diagonal estimator (DS), the graphical lasso (Glasso),
and our method (LD).
To compare these different covariance matrix estimators for solving the
Markowitz problem, we used monthly stock return data of companies in the
S&P100 index from January 1990 to December 2007, as did Xue et al. (2012).
This dataset contains p = 67 companies that remained in the S&P100 through-
out this entire period; for each stock, there are 12× (2007− 1990 + 1) = 216
monthly returns.
For each month starting in January 1996, we first constructed a portfolio by
solving the Markowitz problem using an estimated µ and Σ from the preceding
n = 72 monthly returns, and a target return of µ0 = 1.3 %. The performance of
the resulting portfolio was then measured by its return in that month. For any
given estimator of Σ, a total of 12× (2007− 1996 + 1) = 144 portfolios were
constructed and evaluated in this manner.
We used three-fold cross-validation to choose the tuning parameters for both
the graphical lasso and our method. Each time, portfolios were constructed based
on two-thirds of the training data (48 months), and the tuning parameter that
maximized the average return on the remaining one-third of the training data (24
months) was selected. For the graphical lasso, the tuning parameter was selected
from {0.2, 0.4, . . . , 3.0}. For our method, we chose from the same set of tuning
parameters, and the candidate ranks we considered, Zr, consisted of all even
numbers between 2 and 28.
Table 2 shows the results. Again, the sample covariance matrix was noticeably
outperformed by all of the other three methods. Our method (LD) was better than
DS in terms of both the average return and the overall volatility (standard error).
Comparing with the graphical lasso, although our average return was slightly
lower, our portfolio had much lower volatility, and hence a higher Sharpe ra-
tio, a popular measure of overall portfolio performance in finance defined as
[mean(x− xb)]/[stdev(x− xb)], where x is the portfolio’s and xb is the risk-free
rate of return. For this demonstration here, we simply took xb = 0 to be constant.
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TABLE 2: Average, standard error, and Sharpe ratio of monthly portfolio returns, January 1996 to
December 2007. All numbers are expressed in %.
S DS Glasso LD
Average 0.70 1.32 1.42 1.41
Standard Error 13.2 5.08 5.13 4.73
Sharpe ratio 5.30 26.0 27.7 29.8
8. CONCLUSION
We have proposed a high-dimensional covariance/precision matrix estimation
method that decomposes the covariance/precision matrix into a low-rank plus a
diagonal matrix. This structural assumption can be understood as being driven
by a factor model and as an alternative to the popular sparsity assumption to
facilitate estimation in high-dimensional problems. We estimate the precision
instead of the covariance matrix because the resulting negative log-likelihood
function is convex and because the precision matrix can be directly applied in
many statistical procedures.
Starting with a fixed-rank estimator, we have shown how it can be used to
provide a more general estimator by maximizing a penalized likelihood criterion.
Unlike Taeb and Chandrasekaran (2017), who used a nuclear-norm penalty to
constrain the rank, we impose a penalty directly on the matrix rank itself.
The theoretical conditions for a valid penalty function have been studied in
general, and a specific example, which is related to the Akaike information crite-
rion, has been discussed and tested. Under these conditions, we have derived the
convergence rates of the estimation error in the Frobenius norm. Numerically,
we have proposed a blockwise coordinate descent algorithm that optimizes our
objective function by iteratively updating the low-rank component and the diag-
onal component, and provided both simulated and real data examples showing
that our method could have some advantages over a number of alternative es-
timators. However, this algorithm could lead to a local minimizer instead of a
global one. A convenient solution is to initialize from multiple starting points to
increase the chance of finding a global minimizer. We did not recommend this,
because our deterministic initialization (“warm starts”) already produced nice
results in numerical experiments, and it did not seem worthwhile to increase the
computational cost.
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An immediate extension of our method is that it can be adapted easily to solve
the latent variable graphical model selection problem. As mentioned in Section 1,
Chandrasekaran et al. (2012) decomposed the observed marginal precision ma-
trix into a sparse and a low-rank component. They used the `1-norm as a penalty
to encourage sparsity and the nuclear- or trace-norm as a penalty to encourage
low-rank-ness. If the rank can be fixed a priori to be r, then we can extend our
method easily to solve this problem, by removing the constraint D ∈ Dp and
adding an `1-penalty ‖D‖1 to the objective function in (3) instead. If the rank r
cannot be fixed, then our rank-penalized method in Section 4 can be extended
analogously. To solve the modified optimization problem, we only need to mod-
ify Algorithm 1 slightly by adding an `1-penalty on D in Step 3 to solve for a
sparse rather than diagonal component while the low-rank component is fixed.
Another possible extension could be to consider relaxing the normality as-
sumption in our method. To do so, we would almost certainly need to make
explicit assumptions about the tail behavior of the data distribution, which might
change the convergence rate of the resulting estimator. Although our objective
function is based on the normal likelihood, it works by pushing the covariance
matrix estimate towards the sample covariance matrix on one hand and encour-
aging the assumed “low-rank + diagonal” structure on the other. As a result, the
estimation accuracy depends on how well the sample covariance matrix can ap-
proximate its population counterpart, which is affected by the tail behavior of the
data distribution.
Finally, in this paper we have studied the proposed covariance/precision ma-
trix estimators solely in terms of their estimation accuracy. It could also be in-
teresting to study their performances in other problems, such as discriminant
analysis and hypothesis testing, in terms of other performance metrics, such as
misclassification probability and statistical power.
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APPENDIX
Proof of Theorem 1
Proof. We use the framework of the proof for the consistency of the sparse pre-
cision matrix estimator in Rothman et al. (2008). In spite of the similar frame-
work, our proof is essentially different from theirs in that we are to establish
consistency for estimators with the “low-rank + diagonal” matrix structure.
To study the solution of the optimization problem (3), we firstly recall the
search space,
Fr = {Θ | L ∈ Sp,r+ , D ∈ Dp++ and Θ = −L+D}.
Base on that, we define another set
Er = {∆ | ∆ = Θ−Θ0,Θ ∈ Fr},
which can be thought as a “centered” version of Fr. As r ≥ r0 is assumed in this
theorem, we straightforwardly have Θ0 ∈ Fr and 0 ∈ Er.
Let f(Θ) = tr(ΘS)− log |Θ| be the value of the objective function at Θ, and
F (∆) = f(Θ0 + ∆)− f(Θ0). Let ∆̂r = Θ̂r −Θ0, we can prove the desired re-
sult
‖∆̂r‖F ≤M max(an,p,r, bn,p), (11)
for some constant M , by proving
F (∆) > F (0) = 0 for all ∆ ∈M2r, (12)
in which
M2r = E2r ∩ {∆ | ‖∆‖F = M max (an,p,r, bn,p)} ∩ {∆ | ‖∆‖op ≤ C1},
and C1 is a constant so that ‖∆̂r‖op ≤ C1 (r = 1, . . . , p). The existence of C1 is
validated by Lemma 1.
To clarify this, we show it leads to contradiction if (12) is true while (11) is
not. As ‖∆̂r‖F > M max(an,p,r, bn,p) and ‖0‖F < M max(an,p,r, bn,p), there ex-
ists a real number 0 < t < 1 so that ‖(1− t)0 + t∆̂r‖F = M max(an,p,r, bn,p).
As ∆̂r ∈ Er and 0 ∈ Er, we have (1− t)0 + t∆̂r ∈ E2r. As ‖∆̂r‖op ≤ C1 by
Lemma 1, we have ‖(1− t)0 + t∆̂r‖op ≤ C1. Therefore, (1− t)0 + t∆̂r ∈M2r
and F{(1− t)0 + t∆̂r} > 0 by (12). However, as ∆̂r minimizes F (∆) and
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F (∆̂r) ≤ 0, we also have
F
{
(1− t)0 + t∆̂r
}
≤ (1− t)F (0) + tF (∆̂r) ≤ 0
by convexity of F (∆), and this leads to contradiction.
The remaining work is to prove (12).
For any ∆ ∈M2r, we have
F (∆) = tr {(Θ0 + ∆)S} − log |Θ0 + ∆| − {tr(Θ0S)− log |Θ0|}
= tr(∆S)− {log |Θ0 + ∆| − log |Θ0|}. (13)
The bound of the second term in (13) is irrelevant to the assumed structure of the
matrix; according to Rothman et al. (2008) and the definition ofM2r.
log |Θ0 + ∆| − log |Θ0| ≤ tr(Σ0∆)− (‖Θ0‖op + ‖∆‖op)−2‖∆‖2F
≤ tr(Σ0∆)− (c−11 + C1)−2‖∆‖2F . (14)
We write C2 = (c−11 + C1)
−2. With (14) plugged into (13), we obtain
F (∆) ≥ C2‖∆‖2F + tr {∆(S − Σ0)} . (15)
Now we derive the bound of tr{∆(S − Σ0)} in (15). We notice that any ∆ ∈
E2r can be written as ∆ = −(L− L0) +D −D0, in which −(L− L0) ∈ Sp,3r
and D −D0 ∈ Dp. By Lemma 2, ∆ can also be decomposed as ∆ = L∆ +D∆,
so that L∆ ∈ Sp,9r,D∆ ∈ Dp and ‖∆‖2F ≥ C3 (‖L∆‖2F + ‖D∆‖2F ) for some con-
stant C3. We consider the absolute value,
| tr {∆(S − Σ0)} | ≤ | tr {L∆(S − Σ0)} |+ | tr {D∆(S − Σ0)} |
≤ ‖L∆‖∗‖S − Σ0‖op + ‖D∆‖F
{∑p
j=1
(sjj − σ0jj)2
}1/2
≤ (9r)1/2‖L∆‖F‖S − Σ0‖op + p1/2‖D∆‖F max
1≤j≤p
|sjj − σ0jj|,
(16)
in which sjj and σ0jj are the jth diagonal elements in S and Σ0 respectively. The
second inequality is because of the property of dual norm (Recht et al., 2010).
The last inequality uses inequalities regarding different matrix norms (Recht
et al., 2010; Rothman et al., 2008).
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Under the normality assumption, with probability tending to 1, the sample
covariance matrix S satisfies
max
1≤j≤p
|sjj − σ0jj| ≤ C4(log p/n)1/2, ‖S − Σ0‖op ≤ C4(p/n)1/2, (17)
for some constant C4. The first inequality is by Lemma 1 in Rothman et al.
(2008), and the second inequality is by Proposition 2.1 in Vershynin (2012).
Combine (16) and (17), we have
| tr {∆(S − Σ0)} | ≤ C5(‖L∆‖F + ‖D∆‖F ) max(an,p,r, bn,p), (18)
for some constant C5.
By (15), (18) and ‖∆‖2F ≥ C3 (‖L∆‖2F + ‖D∆‖2F ),
F (∆) ≥ C2‖∆‖2F − C5(‖L∆‖F + ‖D∆‖F ) max(an,p,r, bn,p)
≥ C2‖∆‖2F − C5 max(an,p,r, bn,p)
{
2
(‖L∆‖2F + ‖D∆‖2F )}1/2
≥ C2‖∆‖2F − C6 max(an,p,r, bn,p)‖∆‖F
= ‖∆‖2F
{
C2 − C6 max(an,p,r, bn,p)‖∆‖−1F
}
= ‖∆‖2F (C2 − C6/M)
> 0, (19)
for sufficiently large constant M . Constant C6 depends on C3 and C5. This com-
pletes the proof. 
Proof of Theorem 2
Proof. Recall that dr,r0 = min
Θ∈Fr
‖Θ−Θ0‖F and Θr is a matrix in Fr so that
‖Θr −Θ0‖F = dr,r0 . As
‖Θ̂r −Θ0‖F ≤ ‖Θ̂r −Θr‖F + ‖Θr −Θ0‖F
= ‖Θ̂r −Θr‖F + dr,r0
= ‖Θ̂r −Θr‖F +O {max(an,p,r0 , bn,p)} ,
we only need to prove ‖Θ̂r −Θr‖F = Op{max(an,p,r0 , bn,p)}.
We use similar technique as in the proof of Theorem 1.
Let f(Θ) = tr(ΘS)− log |Θ| be the value of the objective function at Θ,
and Fr(∆) = f(Θr + ∆)− f(Θr). To obtain the desired result ‖Θ̂r −Θr‖F ≤
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M max(an,p,r0 , bn,p) for some constant M , it is sufficient to prove
Fr(∆) > Fr(0) = 0 for all ∆ ∈M2rr , (20)
in which
M2rr = {∆ | ∆ = Θ−Θr,Θ ∈ F2r, ‖∆‖F = M max (an,p,r0 , bn,p), ‖∆‖op ≤ C7}.
The constant C7 is defined as follows. As
‖Θ̂r −Θr‖op ≤ ‖Θ̂r −Θ0‖op + ‖Θr −Θ0‖F ≤ C1 + dr,r0 ,
and dr,r0 → 0, we define C7 = 2C1 and gaurantee ‖Θ̂r −Θr‖op ≤ C7. After-
wards, the reasoning of the sufficiency of (20) is the same as that of the suffi-
ciency of (12), and is omitted.
Now, we prove (20).
For any ∆ ∈M2rr , by similar argument as for (15) and ‖Θr −Θ0‖F = dr,r0 ,
with C9 based on C7, we have
Fr(∆) ≥ C9‖∆‖2F + tr {∆(S − Σr)}
= C9‖∆‖2F + tr {∆(S − Σ0)}+ tr {∆(Σ0 − Σr)}
≥ C9‖∆‖2F + tr {∆(S − Σ0)} − ‖∆‖F‖Σr − Σ0‖F
≥ C9‖∆‖2F + tr{∆(S − Σ0)} − C10‖∆‖Fdr,r0 , (21)
for some constant C10. The second last inequality is because of Cauchy–
Schwarz inequality, and the last inequality uses ‖Σr − Σ0‖F = ‖Θ−1r −
Θ−10 ‖F ≤ C10‖Θr −Θ0‖F , which can be derived by Taylor expansion.
By similar argument as from (16) to (19), for ∆ ∈M2rr
| tr{∆(S − Σ0)}| ≤ C11‖∆‖F max(an,p,r0 , bn,p). (22)
By (21), (22) and dr,r0 = O (max (an,p,r0 , bn,p)), with some constantC12 based
on C10 and C11,
Fr(∆) ≥ C9‖∆‖2F − C12‖∆‖F max(an,p,r0 , bn,p)
> 0
for sufficiently large M .
This completes the proof. 
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Proof of Theorem 3
Proof. Let f(Θ) = tr(ΘS)− log |Θ|, ∆̂r = Θ̂r −Θ0 and F (∆̂r) = f(Θ̂r)−
f(Θ0). The objective function in (4) becomes f(Θ̂r) + τ(r) when rank (L) is
fixed to be r.
The discussion in Section 4.2 shows that, the convergence rate in Theorem 3
is already true for r ∈ A2 ∪A3 ∪ {r0}. Thus, if we can prove f(Θ̂r) + τ(r) >
f(Θ̂r0) + τ(r0) for all r ∈ A1 ∪A4 so that these ranks will not be selected, the
proof of the theorem will be completed.
For a particular r 6= r0, τ(r) and τ(r0) are both fixed; therefore, all we need
is a lower bound of f(Θ̂r)− f(Θ̂r0). We firstly develop a general lower bound,
and then discuss r ∈ A1 and r ∈ A4 separately.
As f(Θ0) ≥ f(Θ̂r0), we have
f(Θ̂r)− f(Θ̂r0) ≥ f(Θ̂r)− f(Θ0) = F (∆̂r);
and it is sufficient if we have a lower bound for
F (∆̂r) = tr(∆̂rS)− {log |Θ0 + ∆̂r| − log |Θ0|}. (23)
With similar argument as (14), we have
log |Θ0 + ∆̂r| − log |Θ0| ≤ tr(Σ0∆̂r)− (‖Θ0‖op + ‖∆̂r‖op)−2‖∆̂‖2F
≤ tr(Σ0∆̂r)− (c−11 + C1)−2‖∆̂r‖2F . (24)
Just to clarify, although look alike, the bound of ‖∆‖op in (14) is due to the
definition of M2r, whereas the bound of ‖∆̂r‖op in (24) is because ‖∆̂r‖op ≤
C1 (r = 1, . . . , p) by Lemma 1.
Plug (24) into (23), we have
F (∆̂r) ≥ C2‖∆̂r‖2F + tr{∆̂r(S − Σ0)}. (25)
Let L̂r and D̂r be the low-rank matrix component and diagonal matrix com-
ponent of Θ̂r respectively, we have ∆̂r = −(L̂r − L0) + (D̂r −D0), in which
−(L̂r − L0) ∈ Sp,r+r0 and D̂r −D0 ∈ Dp. By Lemma 2, ∆̂r can also be writ-
ten as ∆̂r = L∆̂r +D∆̂r , in which L∆̂r ∈ Sp,3(r+r0), D∆̂r ∈ Dp and ‖∆̂r‖2F ≥
C3(‖L∆̂r‖2F + ‖D∆̂r‖2F ).
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By similar argument as (16) – (18), the second part in (25) can be bounded as
| tr{∆̂r(S − Σ0)}| ≤ {3(r + r0)}1/2 ‖L∆̂r‖F‖S − Σ0‖op
+p1/2‖D∆̂r‖F max1≤j≤p|sjj − σ0jj|
≤ C14‖∆̂r‖F max {an,p,(r+r0), bn,p}. (26)
for some constant C14.
Plug (26) into (25), we have
F (∆̂r) ≥ C2‖∆̂r‖2F − C14‖∆̂r‖F max {an,p,(r+r0), bn,p}. (27)
With the general lower bound of F (∆̂r) obtained, we now consider r ∈ A1.
When r ∈ A1, as r < r0, we replace the an,p,(r+r0) in (27) with an,p,r0 , and
obtain
F (∆̂r) ≥ C2‖∆̂r‖2F − C15‖∆̂r‖F max (an,p,r0 , bn,p), (28)
for some constant C15. By the definition ofA1, we can represent dr,r0 as
dr,r0 = ηn,p,r0 max(an,p,r0 , bn,p)
for some ηn,p,r0 →∞. By the definition of the distance dr,r0 , we have ‖∆̂r‖F ≥
dr,r0 . With these facts, (28) can be simplified as
F (∆̂r) ≥ ‖∆̂r‖2F
{
C2 − C15‖∆̂r‖−1F max(an,p,r0 , bn,p)
}
≥ ‖∆̂r‖2F
(
C2 − C15η−1n,p,r0
)
≥ C2‖∆̂r‖2F/2
≥ C2d2r,r0/2, (29)
when n and p are sufficiently large.
By (29) and Condition 3, we have{
f(Θ̂r) + τ(r)
}
−
{
f(Θ̂r0) + τ(r0)
}
≥ C2d2r,r0/2 + τ(r)− τ(r0)
> 0, (30)
when n and p are sufficiently large.
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When r ∈ A4, the an,p,(r+r0) in (27) can be replaced with an,p,r, and we obtain
F (∆̂r) ≥ C2‖∆̂r‖2F − C15‖∆̂r‖F max (an,p,r, bn,p).
AsA4 is defined so that r/max(r0, log p)→∞, we have an,p,r/bn,p →∞ and
F (∆̂r) ≥ C2‖∆̂r‖2F − C15‖∆̂r‖Fan,p,r. (31)
The right hand side of the inequality in (31) is quadratic in ‖∆̂r‖F and can be
minimized analytically. Thus, (31) is bounded as
F (∆̂r) ≥ −C16a2n,p,r, (32)
in which C16 is some positive constant based on C2 and C15. ,
By (32) and Condition 4, we have{
f(Θ̂r) + τ(r)
}
−
{
f(Θ̂r0) + τ(r0)
}
≥ −C16a2n,p,r + τ(r)− τ(r0)
> 0, (33)
when n and p are sufficiently large.
Results (30) and (33) together complete the proof. 
Lemmas and proof of lemmas
This part of the supplementary material contains some lemmas and their proofs.
Lemma 1 and Lemma 2 are repeatedly used in the proof of Theorem 1 – Theo-
rem 3; Lemma 3 is a useful result for the proof of Lemma 2; Lemma 4 is used to
justify Algorithm 1.
Lemma 1. Let Θ̂r be the solution of the low-rank and diagonal matrix decom-
position when the rank is fixed to be r,
Θ̂r = arg min
Θ
{tr(ΘS)− log |Θ|},
subject to Θ = −L+D, Θ ∈ Sp+, L ∈ Sp,r+ , D ∈ Dp, (34)
in which S is the sample covariance matrix, we have ‖Θ̂r −Θ0‖op < C for some
constant C, with probability tending to 1.
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Proof. In the following proof, we will use the fact that, with probability
tending to 1,
λmax(S
−1) = λ−1min(S) ≤
{
λmin(Σ0)− c(p/n)1/2
}−1
≤ 2/c1, (35)
for some constants c and c1, where c1 has been defined in Condition 1.
To prove this lemma, it suffices to show that
λmax(Θ̂r) ≤ λmax(S−1). (36)
This is because
‖Θ̂r −Θ0‖op ≤ ‖Θ̂r − S−1‖op + ‖S−1 −Θ0‖op
≤ max
{
λmax(Θ̂r), λmax(S
−1)
}
+ max
{
λmax(S
−1), λmax(Θ0)
}
≤ 4/c1,
The second inequality is due to the fact that Θ̂r, S−1 and Θ0 are all positive
definite. The last inequality is because of (36) and (35).
It remains to show (36). We will prove that, if λmax(Θ) > λmax(S−1) instead
(i.e. (36) isn’t true), then Θ must not be the solution to (34) because the objective
function in (34) can always be further decreased. We conduct this proof in two
steps.
Step 1: If λmax(Θ) > λmax(S−1), the objective function cannot reach its min-
imum.
Let Θ = D − L in whichD and L are constrained as in (34). We eigendecom-
pose Θ as
Θ = D − L = TΛT T,
in which T = (t1, . . . , tp) and Λ = diag(λ1, . . . , λp). Without loss of general-
ity, let the eigenvalues be aligned in descending order. With basic calculus, the
objective function in (34) can be rewritten as
tr(ΛT TST )− log |Λ| =
p∑
j=1
(
λjt
T
j Stj − log λj
)
, (37)
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for which the partial differentiation with respect to λ1 is tT1St1 − λ−11 . Hence,
due to convexity, (37) may reach its minimum when λ1 = (tT1St1)
−1. However,
λ1 > (t
T
1St1)
−1 strictly because
λ1 = λmax(Θ) > λmax(S
−1) = λ−1min(S) ≥ (tT1St1)−1.
Therefore, (37) cannot reach its minimum.
Step 2: Given that λ1 > (tT1St1)
−1, the objective function can be further de-
creased if (not only if) we change theD (in Θ = D − L) in a way that both tT1St1
and
∑p
j=2
(
λjt
T
j Stj − log λj
)
remain unchanged but λ1 decreases.
We now show that such a change in D does exist. By employing the results
of differentiating eigenvalues and eigenvectors in Magnus (1985), we have the
following three results. First of all
dλ1 = t
T
1 (dD)t1, (38)
Secondly,
d (tT1St1) = 2(St1)
Tdt1
= 2(St1)
T(λ1Ip −Θ)+(dD)t1. (39)
Lastly,
d
{
p∑
j=2
(
λjt
T
j Stj − log λj
)}
=
p∑
j=2
(tTj Stj − λ−1j )dλj + 2λj(Stj)Tdtj
=
p∑
j=2
(tTj Stj − λ−1j )tTj (dD)tj
+2λj(Stj)
T(λjIp −Θ)+(dD)tj, (40)
in which dD is a diagonal matrix representing an infinitesimal change of D and
(·)+ is the Moore-Penrose inverse. Expressions (38),(39) and (40) are all linear
with respect to the elements in dD and t1 6= 0 obviously. Hence, we can surely
solve dD from setting (39) and (40) to be 0 and (38) to be negative.
In summary, we have shown that if we changeD by dD, the objective function
(37) decreases. Therefore, we have proved that Θ is not the solution to (34). This
completes the proof. 
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Lemma 2. If a p× p matrix M can be written as M = L+D, in which L ∈
Sp,r and D ∈ Dp, then M can also be written as M = L′ +D′, in which L′ ∈
Sp,3r, D′ ∈ Dp and
‖M‖2F ≥ C
(‖L′‖2F + ‖D′‖2F ) ,
for some positive constant C.
Proof. Let Mij and Lij be the entries in the ith row and jth column of M
and L respectively; let Dj be the jth diagonal entry of D. Similarly, L′ij and D
′
j
are defined. Define the index set B = {j : L2jj >
∑
i 6=j L
2
ij}.
According to Lemma 3, the cardinality of B is at most 2r − 1. We set
L′jj = Mjj/2 for j ∈ B and L′ij = Lij for i 6= j and i = j /∈ B; D′ is set accord-
ingly so thatM = L′ +D′. As at most 2r − 1 diagonal entries of L′ are different
from those of L, rank (L′) < 3r. Now we prove ‖M‖2F ≥ C (‖L′‖2F + ‖D′‖2F )
for some constant C.
We notice two properties: (1) for j ∈ B, (L′jj)2 = M2jj/4; (2) for j /∈ B,
(L′jj)
2 ≤∑i 6=j(L′ij)2 = ∑i 6=jM2ij . As a result,
‖M‖2F =
p∑
j=1
M2jj +
p∑
j=1
∑
i 6=j
M2ij
≥ 4
∑
j∈B
(L′jj)
2 +
p∑
j=1
∑
i 6=j
(L′ij)
2
≥ 1/2
{∑
j∈B
(L′jj)
2 + 2
p∑
j=1
∑
i 6=j
(L′ij)
2
}
≥ 1/2
∑
j∈B
(L′jj)
2 +
∑
j /∈B
(L′jj)
2 +
p∑
j=1
∑
i 6=j
(L′ij)
2

= 1/2‖L′‖2F . (41)
The first inequality is because of property (1) and the third inequality is because
of property (2).
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Finally, by (41) and ‖D′‖F ≤ ‖M‖F + ‖L′‖F , we have
‖D′‖2F ≤ 2(‖M‖2F + ‖L′‖2F )
≤ 6‖M‖2F ,
we have ‖L′‖2F + ‖D′‖2F ≤ 8‖M‖2F and ‖M‖2F ≥ C(‖L′‖2F + ‖D′‖2F ) for C =
1/8. This completes the proof. 
Lemma 3. Let A be a p× p matrix with rank(A) = r (r ≤ p) and aij be the
element in the ith row and jth column, the number of column vectors in A that
satisfy a2jj >
∑
i 6=j a
2
ij is at most 2r − 1.
Proof. Let aj be the jth column vector in A. If it satisfies a2jj >
∑
i 6=j a
2
ij ,
we say this column is diagonally dominant and is dominated by the jth element.
Let Rp denote the dimension p vector space, and Rp,r denote the column space
of A. Straightforwardly,Rp,r is a subspace ofRp that contains at most r linearly
independent vectors.
Finding out the upper bound of the number of diagonally dominant column
vectors in A is equivalent to considering at most how many vectors in Rp,r can
be dominated by one of its entries. The equivalence requires, when we count in
Rp,r, if two vectors are dominated by the same entry (e.g. jth), they are counted
as one vector. Now, we count inRp,r.
Without loss of generality, we assume the first r columns (a1, . . . , ar) in A
are orthogonal to each other and are unit vectors. This is valid because for any
given A, without changing the column space, we can (1) change the order of
the columns by moving r linearly independent column vectors to the left and (2)
orthonormalize these linearly independent vectors.
Let
Vp×r =
(
a1, . . . , ar
)
=

bT1
...
bTp
 ,
in which b1, . . . , bp are r × 1 vectors. Any vector inRp,r can be written as Vp×rk
where k is a r × 1 vector; therefore, a vector dominated by the jth element can
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be inRp,r if and only if there is a vector k 6= 0 and
(bTj k)
2 >
∑
i 6=j
(bTi k)
2.
The inequality is equivalent to
kTbjb
T
j k >
∑
i 6=j
kTbib
T
i k,
and
kT(V TV − 2bjbTj )k < 0.
The existence of k suggests V TV − 2bjbTj has negative eigenvalues. As V con-
sists of orthonormal vectors, we conclude the smallest eigenvalue of
V TV − 2bjbTj = Ir − 2bjbTj
must be negative.
Let λmin(·) be the smallest eigenvalue of a matrix and u be the corresponding
eigenvector of λmin
(
Ir − 2bjbTj
)
. We have
λmin
(
Ir − 2bjbTj
)
= uT
(
Ir − 2bjbTj
)
u
= 1− 2(uTbj)2
≥ 1− 2‖bj‖2
and consequently ‖bj‖2 > 1/2. Finally, noticing
∑p
i=1 ‖bi‖2 =
∑r
j=1 ‖aj‖2 = r,
we conclude there are at most 2r − 1 bj with ‖bj‖2 > 1/2. 
Lemma 4. When D is fixed and positive definite, the objective function
tr {(D − L)S} − log |D − L|
can be minimized with respect to L analytically.
Eigen-decompose D1/2SD1/2, let w1, . . . , wp be the eigenvalues in descending
order and u1, . . . , up be the associated eigenvectors. Let U = (u1, . . . , ur), V =
diag{1− 1/max (w1, 1), . . . , 1− 1/max (wr, 1)}, then L = D1/2UV UTD1/2
is the analytic solution.
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Proof. Since D and S are fixed, the target can be simplified as maximizing
tr(LS) + log |D − L|
= tr
{
(D−1/2LD−1/2)D1/2SD1/2
}
+ log |Ip −D−1/2LD−1/2|+ log |D|.
Let the low-rank part be eigen-decomposed as D−1/2LD−1/2 = U˜ V˜ U˜T, in
which U˜ = (u˜1, . . . , u˜r) is a p× r matrix and V˜ = diag(v˜1, . . . , v˜r) is a r × r
diagonal matrix. Also, without of loss generality, let v˜1, . . . , v˜r be in descending
order. Then, we need to maximize
tr
{
V˜ U˜TD1/2SD1/2U˜
}
+ log |Ir − V˜ |. (42)
Regardless of V˜ , We have
tr
{
V˜ U˜TD1/2SD1/2U˜
}
≤
r∑
i=1
λi(V˜ )λi(U˜
TD1/2SD1/2U˜)
≤
r∑
i=1
v˜iλi(D
1/2SD1/2)
=
r∑
i=1
v˜iwi,
where λi(·) is the ith largest eigenvalue of the input matrix. The first and second
inequalities follow Theorem 3.34 and Theorem 3.19 in Schott (2005) respec-
tively. The maximum can be achieved when U˜ = U .
When U˜ = U , maximizing (42) is equivalent to maximizing
v˜iwi + log(1− v˜i) (i = 1, . . . , r),
subject to v˜i ∈ [0, 1). By basic calculus, we need v˜i = 1− 1/max(wi, 1). 
