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Abstract
In this paper, we present a novel and numerically efﬁcient algorithm for vector channel and calibration vector estimation, which
works when frequency offset error caused by either unstable oscillator or Doppler effect is present in Spread Spectrum antenna
system. We propose an estimation algorithm based on Gauss–Seidal algorithm rather than using eigen-decomposition or SVD in
computing eigenvalues and eigenvectors at each iteration. The algorithm is based on the two-step procedures, one for estimating
both channel and frequency offset and the other for estimating the unknown array gain and phase. Consequently, estimates of the
DOAs, the multi-path impulse response of the reference signal source, and the carrier frequency offset as well as the calibration of
antenna array are provided. The analytic performance improvement in multiplications number is presented. The performance of the
proposed algorithm is investigated by means of computer simulations. Throughout the analytic and computer simulation, we show
that the proposed algorithm reduces the number of multiplications by order of one.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Space–time processing techniques employing multiple antennas are used to increase spectrum efﬁciency and ca-
pacity for future cellular communications. The goal of the space–time processing is to combine spatial and temporal
information. For the downlink beamforming, which is one of the most fundamental space–time processing techniques,
accurate channel estimation such as direction of arrivals (DOAs) and time delays is essential.Most high-resolutionDOA
estimation algorithms, however, require perfect knowledge of the array manifold, which is not feasible in practice. The
gain and phase responses of a channel (or an antenna) vary according to temperature and humidity changes from day to
day [16], and therefore online calibration is preferable in wireless cellular communications. Various array calibration
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methods with or without known source directions have been proposed [1,4,14,15,5]. In [5], the direction-independent
array gain and phase are estimated by using knowledge of the true ﬁeld covariance at the sensor locations. In [4], one ﬁrst
estimates the DOAs with the unknown sensor parameters being set at their nominal values. These estimated DOAs are
then used to estimate the unknown sensor parameters with an optimization technique. This two-step process continues
iteratively until a certain convergence criterion is met. The other methods for the case where the DOAs are known
have been studied in [14] and [15]. The methods in [4,14,15,5], however, require that the number of signal sources
should be less than the number of antennas, and are not applicable to direct-sequence code-division multiple access
(CDMA) communication systems. Furthermore, deploying known signals at a known location may not be tolerable
since it would increase multiple access interference and decreases the channel capacity as well.
In general, most digital communication systems undergo frequency offset errors caused by either unstable oscillator
or Doppler effect. It is well known that this error causes degradation of the system performance. To solve this error,
many algorithms have been reported [9] and [13] by utilizing the training sequences to obtain the frequency offset.
In this paper, we present a new estimation calibration algorithm which estimates channel parameters and the carrier
offset as well as calibration vector. The algorithm does not use training sequences and date model is made by incor-
porating the frequency offset term with the model for an asynchronous CDMA-based antenna array in [3,2,10–12].
The proposed algorithm efﬁciently removes the necessity of eigen-decomposition in estimating channel parameters.
The algorithm is based on Gauss–Seidal algorithm [6,8] and is proved that the total amount of computation is reduced
by order of one. To verify the performance of the algorithm, computer simulations have been done by changing the
parameters.
The rest of the paper is organized as follows. In Section 2, data formulation for algorithm development is presented.
Then, an efﬁcient vector channel parameter estimation algorithm is addressed in Section 3. Section 4 presents computer
simulation results of the proposed algorithm. Finally, conclusions are presented in Section 5.
2. Data formulation
Assume that antenna array is composed of M elements and Ka users are in a cell. Suppose that the received signals
at the array are sampled at chip rate Tc and have the identical frequency offset, f for all Ka users. The multi-path
channel and the receiver front-end including frequency offset is shown in Fig. 1. Then the obtained complex sequence
with an unknown complex antenna gain dm can be expressed as
zm(q) = dm exp(j2f qT c)
Ka∑
k=1
Lk∑
l=1
√
Pk,l exp(jk,lm )k,l(q)yk,l(q) + n(q),
where Pk,l and k,l(q) are the received power and the envelope of the path fading, Lk is the number of multi-paths
from the kth user, and k,lm is the phase delay due to the signals coming from the angle of k,l (for the lth path from the
kth user). The term n(q) represents additive white Gaussian noise with zero-mean and covariance 2n at the receiver.
The term yk,l(q) represents the chip matched ﬁlter output of the transmitted signal from the kth user.
Suppose the signal is collected for one bit interval T and formed into a vector. Then, by incorporating f with the
asynchronous CDMA model in [3] and [2], we can write the signal of the lth path from the kth user as follows:
xk,lm (i) = dm exp(jk,lm )F(f )[uRk,l, uLk,l]
[
k,l(i − 1)
k,l(i)
]
,
where k,l(i − 1) and k,l(i) are complex constants which involve the power, the fading and the symbol of transmitted
signals. The matrix F(f ) is a diagonal matrix deﬁned as
F(f ) = diag(1, exp(j2f T c), . . . , exp(j2f (N − 1)Tc)),
where N represents the processing gain deﬁned as N = T/Tc.
The vector pair [uRk,l, uLk,l] has the form
uRk,l = URk hk,l ,
uLk,l = ULk hk,l ,
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Fig. 1. The channel and receiver front-end including frequency offset.
where hk,l is a vector of non-integer time delay and
URk = [pRk (0) · · ·pRk (N − 1)], ULk = [pLk (0) · · ·pLk (N − 1)].
The vector pRk (k,l) and p
L
k (k,l) are vectors of code sequence, which can be written as
pRk (k,l) = [0, . . . , 0, ck(N − k,l), . . . , ck(N − 1)]H,
pLk (k,l) = [ck(0), . . . , ck(N − k,l − 1), 0, . . . , 0]H,
where ck(t) is the spreading code of the kth user and the superscript H represents the complex conjugate transpose.
The integer k,l is time delay such that k,l ∈ {0, . . . , N − 1}. Here, note that non-integer time delay can be expressed
by choosing appropriate values in vector hk,l .
After forming the matrixZ=[z1(i), . . . , zM(i)], and stacking the row vectors of Z into anMN ×1 single composite
snapshot vector z(i), we obtain
z(i) = As(i) + n(i),
where
A = [aR1,1(f, 1,1,h1,1,d), aL1,1(f, 1,1,h1,1,d), . . . , aLK,LK (f, Ka,LK ,hKa,LK ,d)],
[aRk,l(·), aLk,l(·)] = F(f )[uRk,l, uLk,l] ⊗ (b(k,l)  d),
b(k,l) = [ej
k,l
1 , ej
k,l
2 , . . . , ej
k,l
M ]H, d = [d1, . . . , dM ]H,
s(i) = [1,1(i − 1), 1,1(i), . . . , K,LK (i − 1), K,LK (i)]H.
Here,  represents element-by-element multiplication, and ⊗ the Kronecker product.
3. Vector channel estimation
Without loss of generality, let us assume that the user using code vector p1() is reference user and h is the vector
of time delay to be estimated. By using the received signal vector z, we perform the eigen-decomposition of Rzz:
Rzz = E{zzH} = VDVH = [ES,EN]D[ES,EN]H,
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where ES and EN span the signal space and the noise space, respectively. Then, we deﬁne MUSIC-like cost function
as follows:
J1(f,h, ,d) = ‖EHNvR1 (f, ,d)‖22 + ‖EHNvL1 (f, ,d)‖22, (1)
where
vR1 (f, ,d) = F(f )uR1 ⊗ (b()  d),
vL1 (f, ,d) = F(f )uL1 ⊗ (b()  d).
The vectors uR1 and uL1 can be written as
uR1 = UR1 h, uL1 = UL1 h,
where
UR1 = [pR1 (0) · · ·pR1 (N − 1)], UL1 = [pL1 (0) · · ·pL1 (N − 1)].
For simplicity, let us assume that estimate of d is available. Then, in order to ﬁnd the channel parameters and frequency
offset, a multi-dimensional search would be needed in the space of h, f and . Instead, by using the “Mixed Product
Rule” of Kronecker product of (AC ⊗ BD) = (A ⊗ B)(C ⊗ D) [7], we rewrite vR1 () and vL1 () as
vR1 (f, ,d) = CR1 (f )B()h, vL1 (f, ,d) = CL1 (f )B()h,
where
CR1 (f ) = [F(f )UR1 ] ⊗ IM, CL1 (f ) = [F(f )UL1 ] ⊗ IM . (2)
The matrix IM is the identity matrix of size M. The matrix B() which contains both angle and calibration information
can be written as
B() = IN ⊗ (b()  d). (3)
Then the cost function J1(f,h, ,d) can be written, with respect to h and  as
J1(f,h, ;d) = hHQ1(,f )h, (4)
where
Q1(,f ) = BH()[CR1 (f )HENEHNCR1 (f ) + CL1 (f )HENEHNCL1 (f )]B().
Since transmitted multi-path fading is unknown, we can only determine h to within a complex constant. Thus, by
introducing the constraint of ‖h‖2 = 1, the solution for h is given by
h = min(Q1(,f )), (5)
where min denotes the eigenvector of Q1(,f ) associated with the minimum eigenvalue min(Q1(,f )). By
substituting (5) to (4), we get the function of angle parameter ,
 = arg min

min(Q1(,f )). (6)
Here, note thatQ1(,f ) is a function of andf .Thus in order to ﬁndh, we need toﬁnd the eigenvector corresponding
the minimum eigenvalue by searching the space of  andf . However, by using the fact that  andf are the irrelevant
parameters, a suboptimal algorithm is possible, which ﬁnds the one parameter (say ) by ﬁxing the other parameter
(say f ) or vice versa.
In short, the proposed algorithmcan be expressed as follows: ﬁrst, with initial calibration vectord and frequency offset
f , we obtain estimates of h1 and  by ﬁnding the values minimizing the J1 in (4). Next by using the obtained channel
parameters, we ﬁnd channel offset (f ) by ﬁnding the root of the polynomial obtained by replacing exp(j2f T c)
by z.
C.H. Lee et al. / Journal of Computational and Applied Mathematics 191 (2006) 179–193 183
Finally, we ﬁnd the calibration vector d which minimizes a certain cost function J3 using the obtained channel
parameters and the frequency offset. The above steps are iterated until the cost function converges J3 to the minimum
value. By assuming that the ﬁrst user is the reference user, we shall summarize the estimation procedure below.
3.1. Estimation of channel parameters and frequency offset
Procedure 1. With estimated (f ) and d,
(A) formulate Q1(i ,f ) using (2) and (3) for each discrete 0i, (1 iI);
(B) ﬁnd and record the minimum eigenvalue (i)min of Q1(i ,f );
(C) plot {(i)min}Ii=1 with respect to {i}Ii=1, and select L1 local minima {1,i}L1i=1; compute the {h1,i}L1i=1 corresponding
{i}Ii=1 from the plot;
(D) using the estimated {1,i}L1i=1 and {h1,i}L1i=1, formulate acost function J2
J2(f,h1, ;d) =
L1∑
i=1
(‖EHNvˆR1 (1,i ,h1,i ,f )‖22 + ‖EHNvˆL1 (1,i ,h1,i ,f )‖22), (7)
where
vˆR1 (1,i ,h1,i ,f ) = [F(f )UR1 h1,i] ⊗ (b(1,i )  d),
vˆL1 (1,i ,h1,i ,f ) = [F(f )UL1 h1,i] ⊗ (b(1,i )  d).
(E) by replacing exp(j2f T s) in matrix F(f ) by z, reformulate the J2(·) in (7) into a polynomial function. Find
the roots of J2(·) and choose a root, zo which is closest to unit circle. Then the frequency offset estimate can be
obtained as follows:
f = 1
2Tc
arg(zo)
(End of Procedure 1).
3.2. Estimation of calibration vector d
With the estimates h1,i , f and 1,i obtained in Procedure 1, we can ﬁnd the frequency compensated code vectors
uˆRi and uˆ
L
i , (i = 1, . . . , L1) by using the following equation:
uˆRi = F(f )UR1 h1,i , uˆLi = F(f )UL1 h1,i . (8)
By substituting the vectors of uˆRi , uˆ
L
i and 1,i , (i = 1, . . . , L1) into Eq. (7), we deﬁne a cost function J3 deﬁned as
follows:
J3(d;h1, ,f ) =
L1∑
i=1
(‖EHN vˆR1 (d)‖22 + ‖EHN vˆL1 (d)‖22),
where
vˆR1 (d) = uˆRi ⊗ (b(1,i )  d),
vˆL1 (d) = uˆLi ⊗ (b(1,i )  d).
This function represents the current cost value obtained with the current estimates of channel parameters and cali-
bration vector d. Note that vˆR1 (d) and vˆL1 (d) can be rewritten as
vˆR1 (d) = UˆRBˆid, vˆL1 (d) = UˆLBˆid,
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where
UˆRi = diag
⎛
⎜⎝
⎡
⎢⎣uR1 , uR1 , . . . , uR1︸ ︷︷ ︸
M
· · · uRN, uRN, . . . , uRN︸ ︷︷ ︸
M
⎤
⎥⎦
⎞
⎟⎠
UˆLi = diag
⎛
⎜⎝
⎡
⎢⎣uL1 , uL1 , . . . , uL1︸ ︷︷ ︸
M
· · · uLN, uLN, . . . , uLN︸ ︷︷ ︸
M
⎤
⎥⎦
⎞
⎟⎠
Bˆi = [b˜H(1,i ), . . . , b˜H(1,i )]H. (9)
Here, b˜(1,i ) = diag(b(1,i )), and uRj and uLj , (j = 1, . . . , N) are the jth elements of uˆRi and uˆLi , respectively. Then
the cost function J3 can be simpliﬁed as
J3(d;f,h1, ) = dHQ2d,
where
Q2 =
L1∑
i=1
BHi [UˆRHi ENEHN UˆRi + UˆLHi ENEHNULi ]Bi .
Now we can ﬁnd dnew which minimizes J3(·) with respect to either one of the constraints below
(a) dHw = 1, (b) ‖d‖2 = 1, (10)
where w = [1, 0, . . . , 0]H.
We shall summarize the procedure below:
Procedure 2. (A) Formulate Q2 using (8), (9) and {1,i}L1i=1;
(B) ﬁnd dnew which satisﬁes (a) or (b) in (10):
(a) dnew = Q−12 w/wHQ−12 w;
(b) dnew = min(Q2);
(C) compute one of
(a) Jnew = dHnewQ2dnew;
(b) Jnew = min(Q2);
if J2 − Jnew >Threshold, then go to Procedure 1, and repeat Procedure 2;
if J2 − JnewThreshold, then terminate
(End of Procedure 2).
3.3. Efﬁcient estimation algorithm
Major computational load for the channel estimation comes from the eigen-decompositions of Q1(,f ) corre-
sponding to . On the other hand, in order to ﬁnd calibration vector d, eigen-decomposition or matrix inverse of
Q2 is needed as well as a few matrix-vector manipulations. For each , iteration, o(N3) ﬂops are needed for eigen-
decomposition ofQ1(,f ) and o(M3) ﬂops needed for the eigen-decomposition or the inverse ofQ2 [6]. This amount
of complexity is tolerable since calibration process could be done once in a while.
However, if we assume that the curve obtained by plotting minimum eigenvalue of min(Q1(,f )) for each  is
smooth, then we can ﬁnd fast algorithm for ﬁnding min(Q1(,f )), the eigenvector associated with the minimum
eigenvalue of Q1(,f ). The power method of Q1(,f )−1 is the one of fast method [6]. However, direct application
of the power method is not desirable, since it requires matrix inverse of Q1(,f ). Suppose that vectors i and i+1
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are the eigenvectors associated with the minimum eigenvalues ofQ1(i ,f ) andQ1(i+1,f ), respectively. By using
the assumption of smoothness of curve, we may write the relationship of two vectors as follows:
i+1 = Q1(i+1,f )−1i
or
Q1(i+1,f )i+1 = i . (11)
Suppose that i andQ1(i+1,f ) are obtained already, then i+1 can be found by solving the linear equation in (11).
To obtain a fast adaptive solution, we use the Gauss–Seidel iteration for solving the linear equation and we summarize
the procedure as follows:
Procedure 3. [A] Initialization
(1) 0 = 0;
(2)  = 0;
(3) 0 = minimum eigenvalue of (Q1(,f ))
(4) old = eigenvector corresponding to 0
[B] Loop
(1) for (k = 1 : maximum iteration )
(2) for (i = 1 : N)
k+1i =
⎛
⎝oldi − i−1∑
j=1
ai,j
k
j −
N∑
j=i+1
ai,j
k
j
⎞
⎠/ ai,i ,
where the oldi and ai,j are the ith and (i,j) elements of old and (Q1(,f )), respectively.
[C] Termination check
If max, the maximum angle, then compute the following:
(1)  =  + , where  is the increment in angle.
(2) Compute Q1(,f )
(3) old = K+1
(4) go to Procedure [B];
If > max, then terminate
(End of Procedure 3).
In order to compare the computational cost between the algorithm based on eigen-decomposition and the one based
on Gauss–Seidal, we examine the number of multiplications in computing (Q1(,f )) for each . The number of
multiplications required to obtain the matrix is expressed as follows:
T (n) = 4Nn2 + (2N2 + 2N − 4NK)n − 2(N2 + N)K , (12)
where the n = NM and K is the dimension of noise subspace in Rzz. By setting K to be 90% of n, we plot the number
of multiplications according to the number of antennas and N, the length of code sequence in Fig. (2).
By simple evaluation of the Gauss–Seidal algorithm in [C], we can ﬁnd that the algorithm requiresN2 multiplications
for single iteration k. This amount of computations is fairly smaller since 12N3 is required in performing eigen-
decomposition of (Q1(,f )). By adding these numbers in (12), we plot the number of multiplications required for
single angle  and for total angle 0max in Figs. (3) and (4). We can observe that the fast algorithm works with
fairly small amount of computations.
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Fig. 2. Number of multiplication in computing (Q1(,f )).
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Fig. 3. Number of multiplications using antenna number =4.
4. Experimental results
The performance of the proposed algorithm with either one of the constraints in (10) is similar, and therefore, the
result for the case of d(1) = 1 is presented in this chapter. We use a uniform circular array with six antennas separated
by half a wavelength. We use random BPSK modulated data streams, and the Gold codes with the processing gain
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Fig. 4. Number of multiplications using antenna number =6.
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Fig. 5. Minimum eigenvalues obtained using un-calibrated array of un-compensated frequency offset.
of N = 31. We assume that 15 users (K = 15) produce two multi-path signals (Lk = 2). For simplicity, we consider
azimuthal angle only. The DOAs of the reference user are assumed to be [40◦, 85◦] and the delays be [19.3, 25.3]
chips. The DOAs and delays of the rest of users are randomly generated between [0, 180] and [0, 31], respectively. The
frequency offset f is assumed to be 0.1.
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Fig. 6. Time delays obtained using un-calibrated array of un-compensated frequency offset.
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Fig. 7. Minimum eigenvalues obtained using un-calibrated array of frequency compensation.
We assume that the number of multi-path signals of the reference user is known. We use 400 observation symbols
with no over-sampling. The signal-to-noise ratio (SNR) is assumed to be 20 dB, and the total power of an interfering
user is twice of that of the reference user. The gain–phase 	mej
m of each antenna is chosen as
	m = 1 +
√
12	um, 
m =
√
12
up,
where um and up are uniformly distributed in [−0.5, 0.5] and 	 = 0.2 
 = 20◦.
By ﬁxing the iteration number in Gauss–Seidal algorithm by 20, we plot the minimum eigenvalues. The result
obtained when the frequency offset is not compensated, is shown in Figs. 5 and 6.
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Fig. 9. Minimum eigenvalues obtained using calibrated array of frequency compensation.
The result obtained when the frequency offset is compensated but the array is not calibrated, is shown in Figs. 7 and
8. The result obtained when the array is calibrated and the frequency offset is compensated, is shown in Figs. 9 and 10.
In these ﬁgures, we observe that when frequency offset is not compensated, we cannot estimate channel parameters
in both space and time as well as the calibration vector d. The convergence behavior of DOA according to iteration is
shown in Fig. 11.
Fig. 12 shows the normalized calibration error deﬁned as (‖dj − dt‖2/‖dt‖2), where dj and dt are the gain–phase
vector at the jth iteration and the true gain–phase vector, respectively. From these ﬁgures, we observe that the proposed
algorithm performs well even when the there is carrier offset error.
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Fig. 11. DOA estimation vs. iteration.
Finally, we present the result obtained by using the iteration number (maximum iteration) by 2 and 20 inGauss–Seidal
algorithm, respectively. The minimum eigenvalues at the ﬁrst iteration and the ﬁfth iteration is shown in Figs. 13
and 14.
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Fig. 12. Normalized calibration error vector vs. iteration.
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Fig. 13. Minimum eigenvalues obtained at ﬁrst iteration.
The estimated time delays obtained using two iterations are shown in Fig. 15. From the results shown in the ﬁgures,
we verify that the proposed fast algorithm perform well even with small number of iteration in Gauss–Seidal algorithm.
5. Conclusion
In this paper, we presented a numerically efﬁcient and stable estimation algorithm that can be used in Spread Spectrum
system in which frequency offset error exists. The proposed algorithm is not dependent on the structure of data and
array geometry and requires only binary code sequence of an arbitrary reference. By using the binary sequence, the
algorithm provides us with vector channel estimates of the frequency offset, the DOA and delay of multi-path signals.
192 C.H. Lee et al. / Journal of Computational and Applied Mathematics 191 (2006) 179–193
0 20 40 60 80 100 120 140 160 180
10 -2
10 -1
10 0
10 1
10 2
angle
m
in
im
um
 e
ig
en
va
lu
e
No. of Itr = 20
No. of Itr. = 2
Fig. 14. Minimum eigenvalues obtained at ﬁfth iteration.
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Fig. 15. Time delays obtained using iteration of 2 at ﬁfth iteration.
The efﬁcient algorithm is based on Gauss–Seidal algorithm rather than using eigen-decomposition or SVD in
computing eigenvalues and eigenvectors at each iteration. The algorithm is based on the two-step procedures, one
for estimating both channel and frequency offset and the other for estimating the unknown array gain and phase.
Consequently, estimates of the DOAs, the multi-path impulse response of the reference signal source, and the carrier
frequency offset as well as the calibration of antenna array are provided. The performance of the proposed algorithm
is investigated by means of computer simulations. The analytic and simulation results reveal that proposed algorithm
is reduces the number of multiplications by order of one.
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