In this paper we discuss the issue of e ciency of a ranked set sample compared to a simple random sample in the context of a variety of parametric estimation problems. We establish that the use of appropriate variations of a ranked set sample often results in improved estimation of many common parameters of interest with a substantially smaller number of measurements compared to a simple random sample.
INTRODUCTION
Thanks to McIntyre (1952) and a host of other researchers, the ranked set sampling (RSS) strategy has emerged as a powerful tool in statistical inference during the last few years, and is now regarded as a serious alternative to the commonly used simple random sampling (SRS) strategy. Typically, on the basis of a simple random sample (SRS) of size N, X 1 ; ; X N , from a certain population with a nite variance 2 , the population mean is unbiasedly estimated by the sample mean X = P i=N i=1 X i =N with var( X) = 2 =N. Under the RSS scheme based on a sample of size n, which may be di erent from, and usually much less than N, the population mean is unbiasedly estimated by^ In the above, i:n denotes the mean of the ith order statistic in an SRS of size n, and X (ii) 's stand for the RSS from the population, which is achieved as follows. We start with an SRS of size n, but the sampling units selected in the sample are not directly measured to produce the values X 1 ; ; X n , but are rather ranked without actual measurement, and the unit which is believed to produce the smallest of the X's is identi ed and then actually measured, thus giving X 1:n or X (11) , the smallest order statistic in an SRS of size n. This is the only sampling unit whose value is recorded, and the rest of the units are discarded and put back into the population. Next another independent SRS of the same size n is drawn from the population, and this time the unit which is believed to produce the second smallest value is identi ed and actually measured, ignoring the rest, resulting in X 2:n or X (22) , the second smallest order statistic in an SRS of size n. This process is continued until X n:n or X (nn) is obtained. The nal set of sample values thus obtained, (X (11) ; ; X (nn) ), is known as a ranked set sample (RSS) of order n and also of size n. It is clear from (1.2) that an RSS based on n = N units results in a more e cient unbiased estimator of the mean than X. Taking n = N, the case most studied in the literature, various properties of RSS and their uses in nonparametric as well as parametric estimation have been established by various authors (Dell (1969) , Sinha, et al. (1996) , Lam et al. (1994) , Ni Chuiv et al. (1994) , Patil et al. (1992) ), and the universal observation is that RSS provides much better inferences than SRS. Moreover, quite a few variations of the original RSS sampling strategy have also been suggested in the literature with visible improvements in the performance of the resulting estimators, often with much fewer actual measurements than N. Of course, it is assumed that the cost of ranking is negligible, ranking is completely perfect or almost so, and actual measurement is very expensive so that a substantial saving in the number of actual measurements is indeed highly desirable. Typically, when N is large, in order to accomplish ranking without any or much error, writing N = r s with r s, we consider an RSS of order r and size r and repeat the entire process s times (called cycles) to produce an overall RSS of size N so that the two scenarios, namely, SRS and RSS, become comparable. Throughout the paper, we deal with the case of a single cycle.
Our main goal in this paper is to study the e ciency of RSS-based estimation procedures compared to SRS-based ones for a variety of parametric estimation problems under the condition: n < N. In other words, our object is indeed a genuine reduction in the number of actual measurements without sacri cing the e ciency of the proposed estimators. In most cases we have de ned the smallest n under an RSS that is adequate for comparable eciency under SRS of size N. This is quite useful in practice because ranking of n units is involved in the RSS setup, and hence the smaller n the easier.
In Section 2 we assume that X is normally distributed with a mean and a variance 2 . Under this parametric model, we compare the performances of estimators of under the two strategies: SRS based on N measurements and RSS based on n measurements, and establish bounds on n which results in improved e ciency.
In Section 3 we consider the situation when X follows an exponential distribution and again establish conditions on n such that RSS-based estimators of the mean are better than SRS-based estimators of the mean.
In Sections 4 and 5 we deal with the case of estimation of the location of a two-parameter exponential distribution and a Cauchy distribution, respectively, with an unknown scale and derive similar conditions on n for any given N.
Notations Let X
(i) r:n (i = 1; 2; ; m; r = 1; 2; ; n) be the rth smallest order statistic based on ith random sample of size n from a certain population. The expectation and variance of X (i) r:n are independent of i, and denoted as r:n and 2 r:n , respectively. It may be noted that X (ii) X (i) i:n , i = 1; 2; ; n. ] denotes the integer part of a real value.
Normal Distribution Case
Let X 1 ; X 2 ; ; X N be a random sample of size N from a normal population N( ; 2 ) with unknown and unknown 2 . Let X (i) r:n (i = 1; 2; ; n) be the rth smallest order statistic based on ith random sample of size n from N( ; 2 ). In this section, we explore the reduction of sample size n N based on four estimators of , namely McIntyre's estimator (1952), a best linear unbiased estimator, an estimator using medians and an estimator using all smallest statistics (Sinha, et al. 1996 ).
McIntyre's Estimator
The proof of Theorem 1 which follows depends on the following lemma. In view of the above result, we see that, by using ranked set samples and making only half as many measurements as in the original simple random sample case, McIntyre's estimator is still better than X
The following table provides, for N 100, minimum values of n such that var(^ rss (n)) var(^ srs (N)). Thus, for example, an RSS based on as few as n = 7 measurements yields improvement over SRS based on N = 25. Recall that E(X (i:n) ) = + i and var(X (i:n) ) = v i 2 , where i and v i are respectively the expected value and the variance of the ith order statistic in a sample of size n from a standard normal population. The BLUE of is then given by^
with var(^ blue (n)) = 2 ( P n 1 1=v i ) ?1 . Obviously, var(^ blue (n)) var(^ rss (n)). For N 100, the minimum values of n such that var(^ blue (n)) var(^ srs (N)) are given in Table 2 . Surprisingly enough, the use of the BLUE of does not lead to much savings in n compared with^ rss (n). Theorem 2. var(^ (2) med:n ) < var( X N ) for n 0:9N] and N 3.
A formal proof appears in the Appendix. The implication is that in the situation of measuring only two medians, we can reduce the sample size to at least 90% of that of SRS. It is certain that a greater reduction can be achieved if more medians are used in the estimation. Table 3 gives minimum values of RSS size n, under di erent numbers of medians m, such that the estimator^ (m) med:n is still better than X N in the sense of having a smaller variance. (see Tietjen et al. (1977) ). In view of this result, we only need to rank a sample of four units and moreover, the number of measurements is reduced to half that of the corresponding SRS. Given measuring m smallest statistics, the following table provides, for N 20, the minimum value of n for which~ min (m; n) is better than X N based on an SRS of size N. Thus, for example, when N = 10, m = 7, we have n = 2, indicating that if we decided to measure 7 smallest order statistics, we only need to do RSS of size 2 to get an improvement over X based on an SRS of size 10. 
Exponential Distribution Case
Let X 1 ,...,X N be a random sample from f(xj ) = exp(?x= )= , x > 0, > 0. We continue our discussion on the reduction of sample size by using RSS for the estimation of the parameter = E(X).
McIntyre's Estimator
The traditional unbiased estimator of based on an SRS of size N is given by^ srs (N) = X with var(^ srs (N)) = For N 20, the minimum values of n which satisfy var(^ rss (n)) < var(^ srs (N)) are given in Table 5 . For example, when N = 15, we nd from the table that the corresponding n = 7. This implies that the estimator based on RSS of size 7 beats the one based on an SRS of size 15. i:n . Obviously, var(^ blue (n)) < var(^ rss (n)), and thus Theorem 4 can also be applied in this case and provides a guideline regarding the selection of size n for RSS sample. The minimum value of n for a given N 20, for which var(^ blue (n)) var(^ srs (N)), is given in the following table. By the table, an RSS based on as few as 6 (n = 6) yields a better estimator than X based on N = 15. r:n is optimum in the sense that the order r is selected so that a r:n is the smallest among a 1:n ; ; a n:n . Recall that a r:n < 2=n (see Sinha et al. 1996) . We immediately have Theorem 5.
Theorem 5. Let r be such that a r:n is the smallest among a 1:n ; ; a n:n .
Then var(^ opt (n)) < var(^ srs (N)) for n > p 2N.
By carefully selecting which unit is to be used for the estimation of by RSS, this theorem actually says that a huge reduction of the original SRS sample size can be achieved, especially for large N, without sacri cing estimation superiority to the estimator based on SRS. Table 7 provides the smallest n, as well as optimum r, for N 40, satisfying var(^ opt (n)) < var(^ srs (N)). Thus, for example, when N = 20, we nd from Table 7 that n = 6 and r = 5. This means that the estimator^ opt , using 5th order statistics six times, is superior to^ srs using an SRS of size 20. Table 8 provides minimum values of n satisfying var(~ blue (n)) < var(^ (N)) for N 20. In view of this table, we note that if the SRS sample size is small (N < 10), then~ blue (n) is not at all desirable compared with^ (N). However, when N increases to 10 or above, using RSS allows us to measure a fewer units and achieve a better estimation of the parameter . 
Estimation by the Smallest Order Statistics
We next examine the performance of the estimation of based on l smallest order statistics, X (1) 1:n ; ; X guarantee the superiority of the RSS estimator over that of SRS. Another special case is when l = n, in which case, var(~ min (l; n)) < var(^ (N)) for small value of n. This allows less ranking of units, which may be advantageous when ranking is relatively di cult. The minimum values of n for these two cases are given in Table 9 . Table 9 . Values of minimum n satisfying var(~ min (l; n)) < var( Because the Cauchy distribution does not have a mean, we cannot use X as an estimator of the location parameter . Instead we will make all our comparisons to the SRS case and the BLUE proposed by Barnett (1966) Here we show that we can reduce the size of the RSS, the reduction being by at least 25% for 10 N < 20, and by at least 50% for N 20. , and is given in the appendix. Table 10 gives the minimum value of n satisfying var(~ blue (n)) < var(^ blue (N)) for 6 N 20. Table 10 . Values of minimum n satisfying var(~ blue (n)) < var(^ blue (N)) N n N n 6-7 6 14-16 9 8-10 7 17-20 10 11-13 8
Estimation by Medians
For the case of the normal distribution we have shown that using two medians we can reduce the sample size by at least 10%. For the Cauchy distribution we show that by using a slight modi cation (in the case of n even), and using only two measurements we can reduce the sample size n, necessary by 12.5% for N 8. h X (1) k+1:2k+1 + X (2) k+1:2k+1 i n = 2k + 1 odd (2) med:2k Rather than x the number of medians measured at 2 we could x the sample size n at 5 and consider the minimum number of medians necessary to achieve an estimator which is better than^ blue (N). The result is given by med:n ) < var(^ blue (N)). Table 11 . Values m; n satisfying var(^ (n) med:n ) < var(^ blue (N)). N 6 7 8 9 10 11 12 13 14 15 16 18 20 m n n n n n n n n n n n n n 2 5 6 7 7 7 8 9 9 10 11 11 12 13 3 5 5 7 7 7 9 9 9 9 9 9 11 4 5 5 6 7 7 7 7 7 8 9 5 5 5 7 7 7 7 7 7 6 5 6 6 7 7 (2) median ) var( X) for n 90%N, thus completing the proof. The proofs of Theorems 6 and 7 depend on the following ve lemmas which give bounds on the values of the variances d rr:n for the standard Cauchy distribution for various r and n both even and odd. Proof of Lemma A.1. For 11 n < 21, the result can be veri ed directly from the tables in Barnett (1966) . For n 21, n odd, the proof is as follows: For 12 n 20, the result can be veri ed directly from the tables in Barnett (1966) . For n > 20, n even, the proof is as follows: 
