This paper investigates the capability of the two-fluid model to predict the bubble drift velocity of elongated bubbles in channels. The two-fluid model is widely used in the oil and gas industry for dynamic multiphase pipeline simulations. The bubble drift velocity is an important quantity in predicting pipeline flushing and slug flow. In this paper, it is shown that the two-fluid model in its standard form predicts a bubble drift velocity of ffiffiffiffiffiffiffi gH p (similar to the shallow water equations), instead of the exact value of 1 2 ffiffiffiffiffiffiffi gH p as derived by Benjamin [1] . Modifying the two-fluid model with the commonly employed momentum correction parameter leads to a steady solution (in a moving reference frame), but still predicts an erroneous bubble drift velocity. To get the correct bubble drift velocity, it is necessary to include the pressure variation along the channel height due to both the hydrostatic component and the vertical momentum flux.
INTRODUCTION
Accurate and efficient prediction of two-phase flow is essential for safe and cost-effective operation of pipelines in the oil and gas industry. An important case in pipeline operation is the flushing of a pipeline. For example, when a pipeline has been shut down for maintenance, it has to be pressure-tested before production can be continued. These pressure tests are conducted with water and the pipeline must be free of oil. The oil is removed out of the pipeline by flushing the pipeline with water. However, due to undulations in the terrain, segments of the pipeline may not be horizontal. Downward inclined segments, and especially v-sections, can then cause problems in the flushing process. This effect is shown schematically in Figure 1 . If the water velocity is not sufficiently high, the oil will not be flushed out from the v-section of the pipeline, because the density of oil is lower than the density of water. To be precise, this happens when the water velocity is lower than the bubble drift velocity, which is the velocity that an oil bubble has when it is moving into stagnant water. In this case, water can exit the pipeline without containing any oil, falsely indicating that all the oil is removed from the pipeline. On the other hand, when the water velocity is higher than the bubble drift velocity, all the oil will be flushed out of the pipeline. To determine the required water velocity to flush out all the oil from the pipeline, the bubble drift velocity of the oil must be predicted.
An elongated bubble rising in a stagnant liquid in a vertical pipe or channel is often referred to as a Dumitrescu or Taylor bubble. Dumitrescu [2] seems to be the first to derive an analytical solution for the bubble drift velocity and the bubble shape. For vertically rising bubbles reference is also made to the work of Taylor [3] . Benjamin [1] derived an analytical solution for the velocity of an elongated bubble that moves into a horizontal channel or pipe filled with a stagnant liquid, while neglecting viscosity and surface tension. The bubble drift velocity derived by Dumitrescu and Benjamin is, besides the application of pipeline flushing, an important quantity in the prediction of the bubble velocity in slug flows. Nicklin [4] proposed the following slug flow relation:
where u b is the bubble velocity, u m is the mixture velocity, u d is the bubble drift velocity, and C 0 is a distribution parameter that has a value of about 2 for laminar flow. The Benjamin and Taylor bubble solutions are useful to obtain an estimate of the bubble drift velocity. However, in order to be used in a predictive model for multiphase flow in an actual pipeline, more physical effects such as elevation changes, variations in density and phase split, viscosity and surface tension should be taken into account. It is therefore necessary to use more complete models. The most complete approach is to solve the three dimensional Navier-Stokes equations for both gas and liquid. The Benjamin and Taylor bubble solutions are particular solutions of these equations. However, solving the Navier-Stokes equations is computationally prohibitively expensive when long pipeline systems are considered. The Navier-Stokes equations are therefore simplified by employing averaging techniques that reduce the dimensionality of the problem. The onedimensional two-fluid model [5, 6] is the most commonly used model to simulate two-phase flow in pipelines or channels. However, the averaging process inevitably leads to a loss of information, which may require closure relations in the two-fluid model. An adaptation that has been suggested in literature is to use a so-called momentum flux parameter or momentum flux correction factor [7, 8, 9, 10] . Andreussi et al. [11] report that corrections to the one-dimensional equations were necessary to obtain the bubble drift velocity, but do not provide details. It is therefore unclear yet if this parameter is sufficient to obtain the correct bubble drift velocity.
The central question in this paper is as follows: To what extent is the two-fluid model able to capture the bubble drift velocity given by the Benjamin bubble solution?
In order to answer this question we take the following approach. First, we use the results of two-dimensional Navier-Stokes computations to verify the shape of the Benjamin bubble (as derived in [1] ). Second, we perform simulations with the two-fluid model in its basic form (i.e., without any closure relations) and show that for the case under consideration the solutions are equivalent to the shallow water equations. This will reveal that the bubble drift velocity predicted by the two-fluid model cannot be equal to the Benjamin bubble velocity. Third, we adapt the two-fluid model by introducing correction terms for the transport of momentum in both horizontal and vertical directions, which then leads to the correct bubble drift velocity. We have applied this analysis to inviscid flow in a horizontal channel, but the extension to inclined pipes is not too difficult.
The outline of the paper is as follows: In Section 2, we present the continuous models employed in this paper: Navier-Stokes, two-fluid model, shallow water and potential flow (Benjamin bubble). Then, in section 3, some details of the discretization of the two-fluid model and the Navier-Stokes equations are given. In section 4, the comparison between the different models is made, and the correction terms to the two-fluid model necessary to obtain the Benjamin bubble solution. 
OVERVIEW OF CONTINUOUS MODELS
The Benjamin bubble appears when a pipe initially filled with liquid is opened at one side, so that a gas bubble penetrates into the liquid, and the liquid flows out of the opening. This is similar to the dam-break problem. In this paper, we will consider a reference frame attached to the bubble nose, and we look for steady solutions in this reference frame; this is a valid approach if viscosity (and thus the presence of a viscous boundary layer along the wall) can be neglected. A sketch of the problem is shown in Figure 2 . An overview of the models considered in this study is given in Table 1 .
Navier-Stokes Equations
The most complete model to describe the flow of bubbles in channels or pipelines is given by the Navier-Stokes equations. The compressible inviscid Navier-Stokes equations read, in integral form:
½3
where w is the local velocity of the boundary. The integral form is chosen here because it is used to derive the two-fluid model in section 2.3. Equations (2) and (3) also hold in multiphase flow, provided that near interfaces the correct jump conditions are taken into account. For the inviscid case under consideration, the interface conditions are continuity of mass flux (no phase transition), and continuity of pressure (no surface tension).
Potential Flow
If the flow can be assumed inviscid, irrotational, and incompressible, the conservation of mass equation can be written in terms of the velocity potential / (u ¼ r /),
At the same time, the momentum equations simplify to the Bernoulli relation
Benjamin [1] used these relations to derive the following relations for the downstream velocity and liquid height in a channel:
and an approximate solution for the bubble shape, which will not be repeated here.
Two-Fluid Model
The two-fluid model can be derived by applying the integral form of the Navier-Stokes equations (2) and (3), to a gas or liquid phase occupying part of a channel segment. We consider a channel aligned with the x -axis, and consider the control volume for the liquid as depicted in Figure 3 . The interface moves with a velocity w.
Assuming that the variation of density across the height of the channel is negligible, and assuming that there is no mass transfer across the interface (so u Á n ¼ w Á n on the interface), conservation of mass for this control volume reads 
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Within the assumption of negligible density variation in y-direction, this relation is still exact, that is, no assumptions regarding the one-dimensional nature of the velocity field have been made.
In a similar fashion one can derive the height-averaged u-and v-momentum equations. Taking the inner product of Equation (3) with e x gives d dt
When evaluated for the control volume in Figure 3 this becomes
½13
In the limit of Dx ! 0 this reduces to
½14
The same procedure can be applied to the v-momentum equation. Taking the inner product of Equation (3) with e y gives d dt
which in the limit of Dx ! 0 becomes
where we dropped the explicit dependency on (x). Again, Equations (11), (14), and (17) are still exact, and the Benjamin bubble solution thus is a valid solution to Equations (11), (14), and (17). However, the averaging process inevitably leads to a loss of information; the system of equations features more unknowns than equations. In order to derive a closed system of one-dimensional equations in terms of u u(x), p int (x), and h(x), a number of assumptions have to be made. The main assumption that leads to the two-fluid model is that the flow is one-dimensional, which implies that:
. the average of products can be approximated by the product of averages:
. the vertical velocity v % 0, and the pressure thus varies hydrostatically in vertical direction:
pðx; yÞ ¼ p int ðxÞ À qgðy À hðxÞÞ: ½19
From the last equation, one can derive the relation between the average pressure and the interface pressure:
½20
Substituting Equations (18) and (20) into (14) and (17) inviscid, compressible two-fluid model equations:
supplemented with the constraint that the two phases together occupy the channel:
The coupling between the gas phase and the liquid phase occurs via the interface pressure p int . The system of equations is well-posed and stable as long as the velocity difference between the phases does not exceed the inviscid Kelvin-Helmholtz limit. It is, however, unclear if the Benjamin bubble solution is also a solution to the two-fluid model Equations (21)- (24). This will be further explored in section 2.5.
Shallow Water Equations
The coupling between the gas and liquid phase is negligible, as is the case in the Benjamin bubble solution (which has been obtained for a negligibly small gas density), the two-fluid model can be further simplified. After assuming @p int @x ¼ 0 and assuming incompressible flow, the shallow water equations for the liquid phase are obtained:
This system of equations is in conservative form. The eigenvalues of the system are
Compared to the two-fluid model, two eigenvalues related to the compressibility of the liquid and gas (speed of sound) have disappeared. Since the assumptions made in the shallow water equation derivation are correct for the case of the Benjamin bubble (negligible interface pressure, incompressible liquid), we expect that for the Benjamin bubble case the eigenvalues of the two-fluid model will be very close to the eigenvalues of the shallow water equations (except for the two additional eigenvalues that are related to the speed of sound of the gas phase).
In case of the dam-break problem with a dry ground on one side, like the initial condition of the Benjamin bubble solution, an analytical solution to the shallow water equations exists. That solution consists of an expansion wave whose head is moving with speed 2 ffiffiffiffiffiffi ffi gh l p and whose tail is moving with speed À ffiffiffiffiffiffi ffi gh l p (in a fixed reference frame). The analytical solution for À ffiffiffiffiffiffi ffi gh l p t < x < 2 ffiffiffiffiffiffi ffi gh l p t is [12] hðx
Corrected Two-Fluid Model
We will now show that the two-fluid model Equations (21)-(24) cannot predict the Benjamin bubble as obtained by potential flow theory (section 2.2). Consider the part of the solution that is single phase (h l ¼ H). In steady state, conservation of mass and momentum of the incompressible liquid phase read
where p int is now to be interpreted as the pressure at the top of the channel. These equations reduce to
Obviously, this is in conflict with the Benjamin bubble solution, where the pressure increases along the top of the channel until the bubble stagnation point is reached: the two-fluid model cannot capture the Benjamin bubble.
To identify the cause of the problem, we return to Equation (14), which is simply an integral version of the Navier-Stokes equations, and compare it with the two-fluid model equations. It is instructive to rewrite equation (14) in the form of Equation (23) but with additional correction terms that account for the assumptions made in the two-fluid model:
is the momentum flux parameter or momentum correction factor [8, 7] . For steady laminar single-phase flow (Poiseuille flow), b can be computed and equals 6 5 .
The average pressure for the Benjamin bubble is then
½38

OVERVIEW OF DISCRETE MODELS
Solution of the Navier-Stokes Equations with Fluent
The solution of the Navier-Stokes equations (2) and (3) has been obtained by using the commercial computational fluid dynamics (CFD) software Fluent (ANSYS 14.0), which utilizes the finite-volume method (FVM). In order to be able to simulate multiphase flow, the volume of fluid (VOF) method has been employed. The inflow is adapted such that the position of the bubble nose remains fixed. For more details we refer to Kroes and Henkes [13] .
Discretization of the Two-Fluid Model
The two-fluid model, Equations (21)-(25), are discretized in space by using a FVM on a staggered grid. The convective terms in both the mass and momentum equations are interpolated with a high-resolution scheme using the van Albada limiter. This is necessary to capture the shock and expansion waves that can be present in the two-fluid model. All other terms are approximated by central differences. The discretization in time is done with the second-order backward differentiation formula (BDF2) method; the resulting nonlinear system is solved using Newton's method. For more details, we refer to Appendix.
At the left boundary of the computational domain, the mass flow is prescribed. At the right boundary, the pressure is prescribed.
Single-Phase Flow Treatment
In regions where one of the phases is absent, the momentum equation corresponding to the absent phase is not solved since there exists no unique solution for the velocity of the absent phase. When a phase is almost vanishing, special care has to be taken, because the Jacobians in Equation (67) can become close to singular. Hence, the phase mass and velocity are set to zero when the phase height drops below a threshold value. The mass corresponding to the height beneath this threshold value is transported to the surrounding volumes using sink and source terms.
RESULTS
In this section, we take the following approach to identify which terms are necessary to make the two-fluid model suitable for simulating elongated bubbles. First, we check the Benjamin bubble solution with the 2D inviscid CFD solution obtained with Fluent. Second, we compare the solution of the two-fluid model with the solution of the shallow water equations and check the propagation (bubble) speed in both models. Finally, we use the corrected two-fluid model to simulate the Benjamin bubble.
Note that in presenting the results we use the following dimensionless quantities:
Validation of Benjamin Bubble Solution with 2D
Inviscid CFD Solution In Figure 4 , we show the comparison between the 2D CFD results and the Benjamin bubble solution. The 2D CFD results have been computed on a 1600 Â 200 mesh. There is a small difference between the two solutions that is mainly due to the smoothness of the interface representation in the VOF method, and the constant pressure boundary condition at x Ã ¼ 8. These differences disappear upon refining the mesh and extending the domain. There is 1412 B. SANDERSE ET AL. a very good agreement between the approximate solution for the bubble shape as derived by Benjamin and the CFD simulations, which means that the Benjamin bubble results can indeed be used as a reference for improving the two-fluid model.
Using the bubble shape as predicted in the Benjamin bubble solution, it is straightforward to obtain the velocity and pressure field in the liquid. First, the streamfunction w is computed by solving the Laplace equation
with a finite difference method and Dirichlet boundary conditions on all sides (note that the bubble itself is a streamline of the flow). The velocity follows as u ¼ r Â W (W ¼ We z ), and the pressure from Equation (36). The resulting streamfunction, velocity, and pressure field are shown in Figure 5 ; the streamfunction and velocity have been non-dimensionalized with ffiffiffiffiffiffiffi gH p (note that the pressure shown does not include the gravitational contribution). As expected, the CFD results obtained with Fluent are very similar. Small disturbances near the interface can be seen in the vertical velocity and pressure contours, which are due to numerical differentiation of the streamfunction. They disappear upon grid refinement. Figure 5 reveals that the horizontal velocity u has a significant two-dimensional nature, and that the vertical velocity component is clearly nonzero near the bubble nose.
Validation of Two-Fluid Model with Shallow Water
Equations As a next step, we compute the bubble velocity of the standard, unadjusted, two-fluid model. We simulate the dam-break problem as described in section 4.1. The discretization features 200 points in axial direction, and the simulation is marched with a (dimensionless) time step of 0.0125 to an end time of 2.2 (the CFL number based on the maximum liquid velocity is approximately 0.5). In Figure 6 , the solution of the two-fluid model, for the liquid height and liquid velocity, is compared to the analytical solution to the dam-break problem, using the shallow water Equations (29) and (30). The two-fluid model also provides the gas velocity and the pressure, which are not part of the shallow water equations. The small pressure deviations are the effect of the compressibility of the gas phase. The shape of the curve for the gas velocity could have been expected based on the fact that the flow is almost 
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It can be seen that, due to the very small pressure deviation, the two-fluid model results are essentially equivalent to the shallow water equations. This is due to the large density ratio between the liquid and the gas. The difference in liquid velocity at the tail of the bubble is a discretization effect that disappears upon grid refinement. The seemingly large difference is due to the fact that the liquid momentum is divided by the small liquid height value; the liquid momentum is more accurately captured than the liquid velocity.
The bubble nose moves with a velocity À ffiffiffiffiffiffiffi gH p and the tail with a velocity 2 ffiffiffiffiffiffiffi gH p . This means that, in contrast to the Benjamin bubble solution, in a reference frame moving with the nose velocity ffiffiffiffiffiffiffi gH p , the tail of the bubble will keep on moving to the right with speed 3 ffiffiffiffiffiffiffi gH p . When time passes on, the region behind the nose will be filled with liquidthere is no steady state solution.
To summarize, this dam-break test case confirms that the bubble drift velocity of the two-fluid model is ffiffiffiffiffiffiffi gH p instead of 1 2 ffiffiffiffiffiffiffi gH p , which is predicted by the Benjamin bubble solution, and that the two-fluid model does not possess a steady state solution in a reference frame attached to the bubble.
Simulating the Benjamin Bubble with the Corrected
Two-Fluid Model It is clear from section (4.2) that the two-fluid model gives the wrong bubble drift velocity. In this section, we investigate the effect of b and the additional effect of the nonzero vertical velocity component on the pressure.
Including b
When including the momentum correction factor b, the momentum equation that is solved for the liquid is:
½44
b is shown in Figure 7 and is determined from the Benjamin bubble solution by integrating the velocity profiles. b for the bubble in the channel is lower than the value of 4 3 found for Poiseuille flow in a channel, and it is in fact close to 1 except for a small region close to the bubble nose where it is somewhat larger than 1. The results for the dam-break problem are shown in Figure 8 . In contrast to Figure 6 , where no steady state solution exists, the effect of b is that a steady state solution can be obtained: the liquid velocity and height reach constant values downstream of the bubble nose. However, the bubble drift velocity is not correctly predicted:
ffiffiffiffiffiffiffi gH p instead of 1 2 ffiffiffiffiffiffiffi gH p . This is because the smallest eigenvalue of the two-fluid model adapted with b is the same as for the shallow water equations when the liquid phase is stagnant: À ffiffiffiffiffiffiffi gH p . Consequently, the liquid height downstream of the bubble is also not correct. Furthermore, the pressure change in front of the bubble nose displays incorrect behavior. When considering the steady state momentum and mass equations in the single-phase liquid region, we find that
Since in the single phase region u l is constant and @b= @x > 0, this equation reveals that the pressure drops in the region in front of the bubble nose, as can be observed in the lowest plot in Figure 7 from the result for the Benjamin bubble, as found by applying the Bernoulli equation to the upper streamline:
This predicts a pressure increase due to a velocity decrease toward the stagnation point. From the stagnation point to a point far downstream, the interface pressure is approximately constant, like in the Benjamin bubble and shallow water solutions. The liquid momentum balance between the bubble nose and a point far downstream thus reads:
½47 After assuming that the flow in front of the bubble nose is single phase (and employing conservation of mass), this equation can be rewritten as
This is a cubic equation in u u out , for which an exact solution can be obtained with Cardano's formula; the result is shown in Figure 9 . The striking conclusion from Equation (48) Figure 8 ) is approximately 1.12 when using 100 grid points. This discrepancy is due to the fact that the bubble nose position in the numerical solution is somewhat shifted forward due to discretization errors, leading to an effective b nose that is lower than 1.063. Another discrepancy in the numerical solution is that there is a peak in the gas velocity just upstream of the bubble nose; similar to section 4.2, this is related to the division of small gas momentum by small gas height.
The error in the bubble drift velocity is due to the assumption of hydrostatic pressure variation. This can be seen more clearly by comparing the level gradient term @ @x
to the exact integrated pressure variation
Both terms are displayed in Figure 10 . Although the area under the curve is the same for both (as follows from global momentum conservation), they have quite different characteristics. The level gradient term, as used in this section, does not reveal the change in pressure gradient in front of the bubble nose, because the flow is single phase in this region. The exact integrated pressure gradient, however, shows a clear decrease in front of the bubble nose, responsible for the deceleration of the flow. The interface pressure increases gradually near the bubble nose, and then changes its slope along the bubble interface. This causes the discontinuity in the integrated pressure gradient. In the next section, we will show that incorporating the exact integrated pressure term indeed leads to the correct bubble velocity.
Including b and Vertical Momentum Flux
Although including b leads to a steady solution, and a pressure effect upstream of the bubble, the bubble drift velocity is not yet correctly predicted. In this section, we also include the effect of the vertical momentum flux on 
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1415 the height-averaged pressure term, that is, we solve
½51
with p p given by (38). The results for this model are shown in Figure 11 . It can be seen that the additional effect of the vertical momentum flux on the channel-averaged pressure is to obtain the correct Benjamin bubble solution: the drift velocity is 1 2 ffiffiffiffiffiffiffi gH p and the height goes to 1 2 . There is clear convergence toward the analytical solution upon grid refinement, as is observed from Table 2 .
We note that the pressure reported in Figure 11 is the pressure minus the exact interface pressure. The small difference from zero is, like in the shallow water example, attributed to the nonzero gas density. In order to obtain the current results, it was necessary to use formulation (51) with p int ¼ 0 in the first term on the right-hand side. This does not alter the solution in terms of liquid height or velocity, but circumvents numerical difficulties that can appear due to large pressure gradient close to the bubble nose in the original equations, which can lead to gas moving into the single-phase region.
CONCLUSIONS
In this paper, we have studied the simulation of elongated bubbles in channels, and more specifically the capability of the two-fluid model to compute the correct bubble drift velocity, which is the velocity of a bubble moving into a stagnant fluid.
We found that:
. The inviscid, incompressible solution by Benjamin [1] can be reproduced by solving the full incompressible Navier-Stokes equations with CFD, starting from the dam-break problem. The main conclusion of this paper is, therefore, the two-fluid model in its standard form is not able to correctly reproduce the bubble drift velocity as predicted by the Benjamin bubble. A similar conclusion will hold for a pipe instead of a channel. To make the two-fluid usable for bubble simulations, such as in pipeline flushing, two adaptations are needed: an estimate of the momentum flux correction parameter b, and an estimate of the vertical momentum flux. In future work we will investigate how these can be determined based on reconstruction of velocity profiles. However, at the same time we realize that the extension to viscous flows has to be made. In viscous flows, the effect of the vertical momentum flux might be less substantial than in inviscid flow, and the major contribution in predicting the correct bubble drift velocity is expected to be the momentum correction parameter. 
