Recently, the processing of aeromagnetic data to account for leveling has developed into the use of gradients. Utilizing multiple magnetometers allows for the measurement of magnetic gradients and minimizes the diurnal variation and other common-mode noise. We extend the use of these data to quantitative interpretation through 3D inversion. We make use of a well-known relationship between the derivatives of the magnetic field and the derivative of its source to relate both data sets to a common source distribution. Our approach treats the observed gradients as an additional and independent dataset instead of being just supplemental information. These data are incorporated to spatially constrain the recovered model that will fit the total-field and gradient data. We present the methodology of the joint inversion technique and demonstrate it with a synthetic and field example.
INTRODUCTION
Airborne magnetic gradiometry data are becoming common in large scale exploration surveys (Redford, 2006) . In most applications, multiple total-field sensors are utilized and the gradient is obtained by finite difference in the along-line, crossline directions, and can also include vertical separation. There are advantages to these data types because of the increased and complementary information content in them. The gradient itself provides advantages over the total-field anomaly alone such as enhanced signal-to-noise ratio obtained from common-mode noise rejection. Gradients in airborne magnetometry have been used in the past to analyze two-dimensional bodies (Nelson, 1988) as well as enhancing the conventional gridding of total-field data by creating pseudo-lines (Redford, 2006) , improving the minimum curvature operator (O'Connell and Owens, 2008) , or correcting for diurnal-related leveling errors (e.g. Nelson, 1994; Hardwick, 1999) in both spatial and wavenumber domains. Yet, much remains to be done to take full advantage of these gradients beyond data processing to enhance the total-field anomaly.
We use these complimentary data in quantitative interpretation. This approach treats the observed gradients as an additional and independent dataset instead of being just supplemental information. The direct result of joint 3D inversion is a model that incorporates information from both types of observed data. In this paper, we first discuss the forward modeling for the total-field and gradient data using a common 3D source distribution based on relationship between the derivatives of fields and that of the sources. We then outline the solution of the model from the inversion of total-field and gradient data. We illustrate the effectiveness of the technique by applying it to a synthetic and a field example.
A COMMON SOURCE DISTRIBUTION FOR TOTAL-FIELD AND GRADIENT DATA
The goal of this paper is to combine magnetic gradient data as an independent dataset with the total-field data to derive a 3D model of susceptibility distribution. Solving a single source model with multiple data sets is desirable. This is the approach we develop in this paper. The primary advantage is the extraction of signal and rejection of noise based on the inherent consistency of signal among different data sets that influences the final recovered model.
To accomplish this, we start with the mathematical relationship between the total-field anomaly and the source distribution. We then establish the relationship between derivative of the total-field anomaly and the derivative of the magnetic source so as to relate the gradient data and total-field data to the common source. For computational purpose, we discretize the model into a set of contiguous prisms and assume a constant susceptibility in each. The observed total-field, d t , is then given by
where
T are the total-field data, and G is a dense coefficient matrix, referred to as the sensitivity matrix. It describes the geometry and physics between the sources (prismatic cells) and the points of observation (Li and Oldenburg, 1996; Blakely, 1996) . The sensitivity for the i th datum given the j th model susceptibility is
This dense matrix is a function of four spatial variables. The elements along the columns correspond to different observation locations (x, y, z), while the elements along the rows correspond to different source locations (x , y , z ). Thus the dense sensitivity matrix is m model parameters by n data and describes the physics and geometry between each datum and respective model parameter with coefficients. The calculation of the sensitivity matrix, G t , for the total field assumes that each respective cell has a constant magnetization throughout its volume. Under this assumption, the magnetic field is translation invariant. Therefore, its derivatives are related to the respective derivatives of the source. For example,
That is, the x−derivative of the total-field anomaly, ∆T , is equal to the total-field anomaly produced by a source defined by the negative x−derivative of the original source (Kogbetliantz, 1944; Nabighian, 1972) . It is important to note the negative sign in front of the derivative of the susceptibility, which comes from the fact that the total-field anomaly is given by a convolution of the source and a Greens function.
We illustrate the utility of this relationship using the simple model in Figure 1 . Assume we have two semi-infinite sheets with susceptibilities κ 1 and κ 2 . Given that the gradient in practice is obtained by differencing two total-field measurements, it is more appropriately expressed as a finite difference for the purpose of forward modeling,
where ∆T (κ i ; x) denotes the total-field at location x produced by the susceptibility κ i . Using Equation 3, it can be shown that the x−derivative can be equivalently expressed as the totalfield anomaly generated by a thin sheet with a width of ∆x and susceptibility κ 1 − κ 2 :
where the notation κ 1 − κ 2 derives from the need for negative derivative of the susceptibility. Thus, given a distributed susceptibility model, the gradient calculated from the total-field anomalies obtained through Equation 1 is identical to the totalfield anomaly itself obtained from the sequence of think sheet with width ∆x with susceptibilities of ∆κ that are residing on the boundaries between adjacent prisms. This relationship has the general form of:
where d x is the observed gradient in the x−direction, and ∆κ are the differences in susceptibilities of two cells adjacent in x−direction, G x is the sensitivity matrix of d x with respect to ∆ κ x . The gradient sensitivity matrix, G x , similar to the totalfield sensitivity matrix, is a dense coefficient matrix that is dependent upon the geometry of thin sheets and observation locations.
Figure 1: A schematic of two cells with different susceptibilities divided by a thin sheet with a width of ∆x. This schematic is the foundation for the use of gradients and total-field data in a common susceptibility model.
The same relationship holds true for the y−gradient and vertical gradient, if acquired, and is described by:
where G y and G z are the sensitivity matrices, d y and d z are the observed gradients, and ∆ κ y and ∆ κ y are the differences in susceptibilities of the two cells in the y− and z−directions, respectively.
Thus far, we have described the modeling of the gradient data using the negative derivatives of the susceptibility. This does not completely answer the question of solving for a common source. We can now proceed to tackle this problem that we have the linear equations for the total-field and gradients. This is the topic of the next section.
THE TRANSLATION MATRIX
We have now a set of linear equations for the gradients and total-field problems. We can simply combine Equations 1, 6, 7, and 8 to obtain:
which would require solving for four unknown vectors: κ, ∆ κ x , ∆ κ y , and ∆ κ z . However, only κ is needed for forward modeling the susceptibility distribution. It would then be in the best interest to solve for the susceptibility rather than the differences (∆ κ x , ∆ κ y , and ∆ κ z ), but still utilize the gradients as auxiliary datasets to spatially constrain the change of susceptibilities throughout the model. The question now arises as how to relate κ with G x , G y , and G z . For this, we introduce the translation matrices P x , P y , and P z . The matrices represent cell interactions to describe the derivative between the i th and (i + 1) th susceptibilities and translate each respective ∆ κ to κ by the relationship of:
These three matrices are only dependent on the number of parameters in model. They are sparse and have only a −1 and 1 in each row. By substitution, Equations 6, 7, and 8 now become
This now yields the linear set of equations:
Thus, we have arrived at a set of linear equations that relates the susceptibility, κ, to a composite data vectors containing total-field data as well as gradient data. However, the thin cell configurations (∆ κ x , ∆ κ y , and ∆ κ z ) in Equations 13, 14, and 15 are still implicitly present. We can denote this relationship with a compact notation as:
These equations are linear and we can use them to solve for a 3D susceptibility distribution.
INVERSION ALGORITHM
It is now possible to formulate the linear inverse problem to construct magnetic sources by minimizing a global objective function subject to the data constraints in Equation 1 (Menke, 1989; Parker, 1994) . To achieve this, we construct the magnetic susceptibility distribution through Tikhonov formalism (Tikhonov and Arsenin, 1977) . The optimal model solution is found when minimizing the global objective function,
where β is the trade-off (or Tikhonov) parameter, Φ d is the data misfit function, Φ m is the model objective function, and λ M j=1 ln(κ j ) is a log-barrier function with the barrier term, λ (Nocedal and Wright, 1999) . The log barrier function ensures a positivity for the recovered model. The global objective function is minimized subject to the positivity constraint with the data misfit equaling near the target data misfit, Φ * d which, depends upon the noise in the data. The data misfit function defines the fit of the predicted data to the observed data and is given by:
where W d is a diagonal data weighting matrix normalizing the data its respective standard deviation, σ i . The model objective function quantifies the structural complexity of the model and takes the following form
where κ o is a reference model, W m is a model weighting matrix that includes an empirical depth weighting function (Li and Oldenburg, 1996) .
The minimization process is completed when we find the value of β that yields a desired data misfit. More often, however, data errors are unknown and we must resort to other approaches such as the L-curve criterion (Hansen, 2000) or generalized cross validation (GCV) (Golub et al., 1979; Wahba, 1990) to find the optimal β value to achieve balance between model complexity and the fit of the data. We minimize the global objective function using conjugate gradients (Hestenes and Stiefel, 1952; Nocedal and Wright, 1999) .
SYNTHETIC EXAMPLE
We introduce a synthetic example for demonstration of the method. The data were generated by a dipping slab (Figure 2 ) with a susceptibility of 0.05 SI units, a field strength of 50,000 nT, an inclination of 65 • , and a declination of 25 • . Total-field, x−, y−, and z−derivatives were calculated at an even grid of 50 m. Five percent Gaussian noise was added separately to each component. Figure 3 is the generated total-field data. We inverted the data with total-field data only and total-field with the three respective gradients. The recovered models of each method are shown in Figures 4(a) and 4(b), respectively. The constraints on the change of susceptibility are noticeable when gradients are incorporated. The recovered model is sharper and has a greater dip than that of the total-field data only inverted model. The recovered model based on gradient and total-field also covers both the depth and lateral extent of the true model. The model dips to 400 m in depth. Figure 4: A cross-section half way through the recovered model using total-field only (a). A cross-section through the recovered model created by the joint inversion using the totalfield and three orthogonal derivatives (b). The cross-sections are consistent with the one showed from the true model.
CONCLUSIONS
The 3D joint inversion algorithm directly calculates susceptibilities by solving an inverse problem that includes information from the gradients as well as the total-field magnetic data. This technique leads to a quantitative interpretation with more resolving power. The gradients aid directly in construction of the model. We have shown with the synthetic example that by using the extra information from gradients, the recovered model is constrained laterally and in depth extent. In the presentation, a field example will be used to further demonstrate the ability of the method. We will also quantitatively show the improvement of model resolution gained through the use of gradients.
