We will prove that two germs of complex analytic hypersurfaces with isolated singularities are biholomorphically equivalent if and only if they have the same dimension and their moduli algebras are isomorphic. This result was announced in [1]. Examples given in [1] show that the analogous statements over the real numbers and over all fields of characteristic p > 0 are false. is finite dimensional. The germ at 0 of A(V) is the base space for the miniversal deformation of (V, 0), so it seems natural to call A(V), provided with the obvious C-algebra structure, the moduli algebra of V. Our theorem will state that V is determined by A(V) and also by the following C-algebra:
w 1. Biholomorphic Equivalence of Isolated Hypersurface Singularities
Let (5~+ 1 denote the ring of germs at the origin of holomorphic functions (G"+I,0)--*C. If (V, 0) is a germ at the origin of a hypersurface in C "+1, let I(V) be the ideal of functions in 6;,+1 vanishing on V, and let f be a generator of I(V). It is well known that V-0 is non-singular if and only if the C-vector space A(V)= 6'n+ 1 f, ; .... , C,,+1
oz o is finite dimensional. The germ at 0 of A(V) is the base space for the miniversal deformation of (V, 0), so it seems natural to call A(V), provided with the obvious C-algebra structure, the moduli algebra of V. Our theorem will state that V is determined by A(V) and also by the following C-algebra:
B(V)=(9"+I f zi c~zj] 6'"+1 1 <=i, j<=n. Remark. This theorem was suggested to us by an earlier result of Max Benson.
Theorem. Suppose (V, O) and (W, O) are germs of hypersurfaces in 117 "+ 1, and V-O is non-singular. Then the following conditions are equivalent. (i) (V, O) is biholomorphically equivalent to (W, 0). (ii) A(V) is isomorphic to A(W) as a C-algebra. (iii) B(V) is isomorphic to B(W) as a i12-algebra.
Using a different method, he proved the above theorem in the case V is a homogeneous hypersurface. In [2, w the first author defined a group ~Y( of germs of C ~ mappings associated to a pair (n, p) of positive integers. In this section we will define an analogous group JU of holomorphic mappings associated to (n+ 1, 1). Then ,~ acts on C0+ 1. If (V, 0) and (W, 0) are germs at the origin of hypersurfaces, and I(V)=f(~,+l, I(W)=g(~n+l, then (V, 0) and (W, 0) are biholomorphically equivalent if and only iff and g lie in the same Y-orbit. These assertions may be proved in exactly the same way as the analogous assertions in I-2] were proved. However, we will review parts of the proofs here to avoid any possible confusion due to changes in notation, etc. 
for ze(12 "+1, we(E.
Then (h, H)egg; and H(z,f(z))=(h(z), u-~(z).f(z))=(h(z), g(h(z)), so H(graphf) =graph g. []
Let jk denote the ~2-vector space of k-jets at the origin of elements of 6,,+ l. Let ,ff.k denote the Lie group of k-jets at the origin of members of ~. Since of acts on ~)+1, we have that X k acts on J~. For fe(9+l, let f(~)eJ k denote the k-jet off at the origin. We say f is k-determined with respect to ~" if ge(!~',+ 1 and g(k)e~f'k.f(k) imply g~.X(f We say f is .finitely determined with respect to ,;U if it is k-determined with respect to ~, for some positive integer k. 
Proposition 3.2. Let (V, O) be a germ of a hypersu~face in 112 "+ 1 and let f be a generator if I(V). Then the Jbllowing are equivalent:
a) V-0 is non-singular. b) A(V) is finke dimensional as a ~-vector space. c) B(V) is finite dimensional as a Ilk-vector space. d) f
A (V)~ O(f)/(tf(B) +f* (my)) O(f). w 4. Proof of (iii) ~ (i) : Reduction to a Special Case
In this section, we will show that it is enough to prove (i) under the hypothesis that Eq. (4) below holds. We may suppose that ftl)=0, for otherwise both V and W are non-singular at the origin, and the implication (iii)~(i) is obvious. 
(Zr ]
if q~(i)eM 1 x {0 .... , n}, where we denote the components of q~(i) by r and q~(i) (2) . We have that the left side of (5) is spanned over r by vl(w), ..., VN(W ). (l) , and the left side of (5) equals the right side when w = 0 or 1, by (4) . It follows that the left side of (5) is contained in the right side, for all w. Let d denote the dimension of the right side of (5), considered as a C-vector space.
Moreover, vi(w)=(l--w)vi(O)+wvi
By choosing a basis of the right side of (5) We have just shown that L 0 is L with at most finitely many points deleted. Since L is a complex line, it follows that L o is a connected manifold.
w 6. End of the Proof that (iii) ~ (i)

By what we have done above, it is enough to show that (4) implies g(k)eAf'kf(k).
We will show this by an application of [3, Lemma 3.1]. For this purpose, we take the action c~ of [3, Lemma 3 .1] to be the action of :,ilk on jk which we have been discussing. We take the submanifold V of [3, Lemma 3 .1] to be L 0.
By the previous section L o is a connected C ~ submanifold of jk.
To We may choose the system of coordinates z 0 .... , z, in the following way. First, we choose z o, ..., zk_l~Kc~m which are linearly independent mod m 2. Then we choose z k .... , z, em such that z 0 .... , z, are linearly independent rood m 2.
By the inverse function theorem, z0, ..., z, form a holomorphic local system of coordinates on C "+ 1, centered at the origin. 
w 8.
End of the Proof that (ii) ~ (iii)
ii By the previous section, we may assume that (7) holds. Then f=ag+
where a, a o .... ,a.eg)n~ ~. We may also assume that the order of g is >2, for otherwise, (ii)~(iii) is obvious. We will show that ai(0)=0, for i=0 .... , n.
If not, we may find an invertible (n+l)x(n+l) matrix (~u) of complex numbers such that ge(9,+ 1-When does Q(g)_~Q(f) imply that g is right equivalent to./'? Right-left equivalent? Shoshitaishvili gives necessary and sufficient conditions on f for each of these implications to hold. For right equivalence, one of his necessary and sufficient conditions is that f should be right equivalent to a quasihomogeneous function. The other conditions are too technical to state here. The equivalence for homogeneous functions was also proved independently by G.-M. Greuel and H.-P. Kraft and announced in a paper by Greuel [5] , p. 231.
