In this paper our first goal is to give precise definition of the Lévy bridges with random length. Our second task is to establish the Markov property of this process with respect to its completed natural filtration and thus with respect to the usual augmentation of this one. This property will be crucial for the right-continuity of completed natural filtration.
Introduction
A bridge with deterministic length is a stochastic process obtained by conditioning a known process to start from an initial point at time 0 and to arrive to some fixed point z at a fixed future time r > 0. For example Brownian, Gamma, Gaussian, Lévy and Markov bridges, see [8] , [9] , [10] , [12] and [14] . It should be mentioned that Brownian, Gamma and Gaussian bridges have simple explicit pathwise constructions whereas for general Lévy and Markov bridges special considerations are needed. This stems from the specific characteristics of their laws. We refer to the paper [10] for a general discussion on the construction of bridges for Markov process.
Recently, using pathwise representations of bridges with deterministic length, Bedini et al. [3] and Erraoui et al. [6] and [7] introduced the Brownian, Gaussian and Gamma bridges with random length using randomization approach. That is to substitute the deterministic time r with the values of a random time τ . A natural question arise: How to define the Lévy bridge with random length τ ?
In this paper we give the definition of the Lévy bridge with a random length τ . Our approach to do is as follows: conditionally on the event τ = r, the law of the Lévy bridge with a random length τ is none other than that of the Lévy bridge with deterministic length r. This will allow us to construct the law of Lévy bridge with a random length τ by integrating the above conditional law with respect to the law of τ .
For this, following the approach given in [10] for the construction of a deterministic length bridge r, we will need the transition probability densities of the Lévy process. Moreover, for reasons of integrability, we should know the asymptotic behavior of these probability densities. This led us to suppose the integrability condition of the characteristic function, introduced by Sharpe in [26] and used in several works, see for example [5] . It should be noted that under Sharpe's condition we have both the existence and the asymptotic behavior of the probability densities, see [19] .
Once the construction is done, our investigation focuses on the Markov property with respect to both filtrations, namely the completed natural filtration of the Lévy bridge and it's usual augmentation. The latter is the smallest filtration containing the natural filtration and satisfying the usual hypotheses of right-continuity and completeness. In order to accomplish the goal, we shall impose the condition that, away from the origin, the densities remain uniformly bounded as t goes to 0. We recall that this kind of condition was proved in several works, see [16] and [21] and recently used in [11] and [20] to derive a small-time polynomial expansion for the transition density of a Lévy process. As an important consequence of the Markov property we derive the right continuity of the the completed natural filtration, which means that both filtrations coincide.
In Section 2, we present a brief introduction to Lévy processes, a note on the existence of transition probability densities for Lévy processes, and some useful properties of the Lévy bridge with deterministic length r, which will be used throughout the paper. In section 3, we first define the bridge with random length τ and we consider the stopping time property of τ with respect to the completed natural filtration of the former. We also clarify that the bridge with random length inherits the Markov property from its associated bridge with deterministic length. In the last section we will give some examples, more precisely classes of Lévy processes whose characteristic exponent behaves as in the symmetric stable Lévy case.
The following notations will be used throughout the paper: For a complete probability space (Ω, F , P), N p denotes the collection of P-null sets. If θ (resp. X) is a random variable (resp. stochastic process), then P θ (resp. P X ) denotes the law of θ (resp. of X) under P. If E is a topological space, then the Borel σ-algebra over E will be denoted by B(E). The characteristic function of a set A is written I A . The symmetric difference of two sets A and B is denoted by A∆B. The Skorohod space D ∞ of right continuous functions with left limits (càdlàg) from [0, +∞[ to R. Finally for any process Y = (Y t , t ≥ 0) on (Ω, F , P), we define by:
satisfying the usual hypotheses of right-continuity and completeness.
Lévy bridges with deterministic length
This part summarizes a few well-known results about one-dimensional Lévy processes and the existence of its probability densities. Further details can be found in Bertoin [2] and Sato [24] .
Absolute continuity of Lévy processes
A real-valued stochastic process X = {X t , t ≥ 0} defined on (Ω, F , P) is said to be a Lévy process if it possesses the following properties:
(i) The paths of X are P-almost surely right continuous with left limits.
(
The law of X t is specified via its characteristic function given by
The function ψ is known as the characteristic exponent of the process X. The explicit form of the characteristic exponent is given through the well-known Lévy-Khintchine formula:
where d ∈ R, b ∈ R + and ν is a measure concentrated on R * , called the Lévy measure, satisfying
The Kolmogorov-Daniell theorem allows us to see that the finite-dimensional distributions of X induce a probability measure P X on the Skorohod space D ∞ . On the other hand, it is well-known that any Lévy process can be realized as the coordinate process on the Skorohod space D ∞ as follows: Z t (w) = w(t) for w ∈ D ∞ the canonical process of the coordinates, G := σ (Z s , s ≥ 0) with G t := σ (Z u , 0 ≤ u ≤ t) , t ≥ 0, for the canonical filtration generated by Z, and P X is the probability measure on (D ∞ , G). Then Z is a Lévy process with the same distribution as X on (Ω, F , P). So we will regard each Lévy process as a probability measure on the Skorokhod space D ∞ and vice versa.
Many papers are devoted to the sufficient conditions under which the probability law P Xt (dx) is absolutely continuous with respect to Lebesgue measure, see Sato [24] , Sharpe [26] , Tucker [27] , and Hartman and Wintner [15] . From now on, we suppose that the process X is a symmetric Lévy process satisfying Sharpe's condition:
We note that the characteristic exponent ψ is real-valued since X is symmetric. Under Assumption 2.1 for each t > 0 the law P Xt is known to be absolutely continuous with a bounded jointly continuous density f t (.) on (0, ∞) × R given by
Furthermore, by independence and homogeneity of the increments, the transition probabilities of X can be taken
Therefore the Chapman-Kolmogorov identity
holds for every s, t > 0 and x, y ∈ R. In this case, given x 0 = t 0 = 0, the finite-dimensional distributions are given by
for every n ∈ N, 0 < t 1 < t 2 < ... < t n , and (x 1 , x 2 , ..., x n ) ∈ R n . Unfortunately, neither the density function f t nor its distribution function P(X t ≤ y) are explicitly given in many cases and therefore it is natural that the asymptotic behaviour of f t is given in terms of the characteristic exponent ψ. This result is established first in [25] for one dimension and in [19] for the n-dimensional case. Before the statement we need some notations. For each x ∈ R, we shall denote by P x (resp., E x ), the measure corresponding to the process {x + X t , t ≥ 0} under P (resp., the expectation under P x ). Also let us note that under Assumption 2.1 we have 0
Proposition 2.1. The following limits exist locally uniformly for all x ∈ R :
The following corollary is needed in very few places in the sequel.
Corollary 2.2. The following limits exist locally uniformly for all x ∈ R :
for any z ∈ R such that 0 < f t (z) < ∞, for all t > 0.
Proof. In order to prove (2.9) it is sufficient, with the help of (2.8), to show that
which is equivalent to
Now the Chapman-Kolmogorov identity (2.4) gives
Using (2.6), (2.7) and the fact that f t is a probability density function we obtain (2.9). By the same way we get (2.10).
Lévy bridges of deterministic length
Let r > 0 and z ∈ R such that 0 < f r (z) < ∞. (2.13)
We emphasize that this condition is satisfied for z in the interior of the support of the law P Xt , cf Sharpe [26] . A Lévy bridges from 0 to z of deterministic length r > 0 is a Lévy process conditioned to start at 0 end at z at the given time r, provided that such a process exists. Markovian bridges, in particular Lévy bridges, were first constructed in [18] using the convergence criteria for processes with exchangeable increments of [17] , then afterwards in [10] under duality hypothesis and recently in [5] under the Assumption 2.1.
Since P Xt (dx) = f t (x) dx then using Tonelli's theorem we obtain
for all t > 0 and all positive measurable functions g and h. This means that there is a second right processX with càdlàg paths in duality with X relative to the Lebesgue measure. In other words, the semigroups (P t ) t≥0 of X, P t (g)(x) := E x (g(X t )), and (P t ) t≥0 ofX,
Moreover, it is easy to see that the transition probabilities ofX is given bŷ
See [10] , [13] and [28] for a detailed account. Now putting (2.3), (2.4) and (2.14) together we may apply Proposition 1 in [10] to conclude that there exists a Lévy bridge, X r,z = {X r,z t , 0 ≤ t ≤ r}, from 0 to z of length r > 0 associated with the Lévy process X. The process X r,z thus constructed can be realized as the coordinate process on the Skorohod space D r of càdlàg functions from [0, r] to R. Furthermore, it is a non-homogeneous strong Markov process with transition densities given by
Consequently, the finite-dimensional densities of {X r,z , 0 < t < r} exist and, given x 0 = t 0 = 0, for every n ∈ N, 0 < t 1 < t 2 < ... < t n < r, and (x 1 , x 2 , ..., x n ) ∈ R n , we have 
is a well defined probability density function for almost every value of X r,z t . Indeed, using the Chapman-Kolmogorov identity (2.4), one can show
(ii) In all that follows the process X r,z is continued beyond time r with the constant value z. We thereby identify {X r,z t , t ≥ 0} with the processX r,z := X r,z t I {t<r} + zI {t≥r} , t ≥ 0 .
Lévy bridges with random length
In this section our first task is to define the Lévy bridge ζ z from 0 to z of random length τ . Then we prove that the random time τ is a stopping time with respect to F ζ z ,c and we give the regular conditional distribution of τ and (τ, ζ z . ) given the n-coordinate of ζ z . Thereafter we show that the process ζ z is a non-homogeneous Markov process with respect to its completed natural filtration F ζ z ,c . Finally, under additional conditions, we prove that the filtration F ζ z ,c is right-continuous.
Definition 3.1. Let τ : (Ω, F , P) −→ (0, +∞) be a strictly positive random time, with distribution function F (t) := P(τ ≤ t), t ≥ 0. We say that a process ζ z is the bridge from 0 to z of random length τ derived from the Lévy process X if the following are satisfied: (i) 0 < f r (z) < ∞ for P τ almost every r.
(ii) The conditional distribution of ζ z given {τ = r} is the law of the process X r,z .
We denote by Z the set of z satisfying (i).
Remark 3.2. (i)
It should be noted, under Assumption 2.1, that 0 < f t (0) < ∞ for all t > 0, see (2.6). Moreover, once again under Assumption 2.1, it follows from [26] that there exist a constant c such that the set {(t, z) ∈ (0, +∞) × R : f t (z) > 0} is contained in the wedge {(t, z) : z > ct}.
This entails that c ∈ [−∞, 0[ and [0, +∞[ is contained in Z.
On the other hand, taking into account that X satisfies assumption 2.1, if we assume in addition that X is not a compound Poisson process and for all c ≥ 0, the process {|X t − ct|, t ≥ 0} is not a subordinator then it follows from [26] that 0 < f t (z) < ∞, for all t > 0 and z ∈ R.
In this case Z is the whole R.
(ii) The process ζ z can be realized as follows : Consider the probability space Ω ,F,P
We writew = (w, r) for the generic point ofΩ. Now definẽ
and the conditional distribution ofζ z given {τ = r} is the law P X r,z . Moreover the process thus defined has a càdlàg paths and satisfiesζ z t = z whenτ ≤ t.
Weak continuity, stopping time property and conditional laws
We begin with the weak continuity of the the Lévy bridge ζ z with random length τ with respect to its ending point z.
Theorem 3.3. The map z −→ P ζ z is weakly continuous in the sense that the laws P ζ z are weakly continuous on D ∞ with respect to z ∈ Z.
In the next result we study the stopping time property of the random time τ with respect to the completed natural filtration of ζ z .
Proposition 3.4. For all t > 0, we have
Then τ is a stopping time with respect to F ζ z ,c and consequently it is a stopping time with respect to F ζ z ,c + .
Proof. First we have {τ ≤ t} ⊆ {ζ z t = z}. On the other hand, using the formula of total probability and the assertion (ii) of Definition 3.1, we obtain
The latter equality uses the fact that the distribution of X r,z t is absolutely continuous with respect to Lebesgue measure for all r > t > 0. Thus P ({ζ z t = z} △ {τ ≤ t}) = 0. It follows that the event {τ ≤ t} belongs to F ζ z t ∨ N P , for all t ≥ 0. Hence τ is a stopping time with respect to F ζ z ,c and consequently it is also a stopping time with respect to F ζ z ,c + . In order to determine the conditional law of the random time τ given (ζ z t 1 , . . . , ζ z tn ) we will use the following Proposition 3.5. Let n ∈ N * and 0 = t 0 < t 1 < t 2 < ... < t n such that F (t 1 ) > 0. Let g : R + −→ R be a Borel function satisfying E[|g(τ )|] < +∞. Then, P-a.s., we have
Here the functions Υ k and Υ n are defined by
Proof. It follows from the Definition (3.1) that, for B 1 , B 2 , . . . , B n ∈ B(R), we have
Here the function q t 1 ,...,tn is a nonnegative and measurable in the (n + 1) variables jointly given by
I {x j =z} I {tn<r} and µ(dx 1 , dx 2 , . . . , dx n ) is a σ-finite measure on R n given by
We get from Bayes formula
By a simple integration we find
Using the fact that {ζ
Now for k = 1, ..., n − 1 we use (2.16) to see that 
Combining all this leads to the formula (3.2).
Corollary 3.6. The conditional law of the random time τ given ζ z t 1 , . . . , ζ z tn is given by
+Υ n (r, x n ) I {xn =z} I (tn,+∞) (r) P τ (dr). (3.6)
Markov property with respect the natural filtration
Now the main objective is to prove that ζ z is a Markov process with respect its natural filtration F ζ z . In order to reach this goal, we first need the expression of the conditional law of ζ z t , for t > 0, with respect to the past n values of ζ z before time t. On a more general note, we give the conditional law of (τ, ζ z . ) with respect to past n values of ζ z before time t which is the content of Proposition 3.7. Let n ∈ N * and 0 = t 0 < t 1 < t 2 < ... < t n < u such that F (t 1 ) > 0. Let g be a bounded measurable function defined on (0, +∞) × R. Then, P-a.s., we have
Here, for all 0 < t < u < r, the function G t,u is defined by
In particular when g is defined on R we have the following
where, for all t < u < r, the function K t,u is given by We have established, in the previous section, the Markov property of ζ z with respect to its completed natural filtration F ζ z ,c . In this section we are interested in the right-continuity of its completed natural filtration F ζ z ,c . We will need to impose the following condition on the transition density f t of X t : Assumption 3.1. For any δ > 0 there exists somet :=t (δ) > 0 such that
We will shed some light on this assumption. Clearly this condition is closely related to the behavior of the transition density of the Lévy process in a short time. Estimates of the transition density of Lévy processes have been the subject of a number of investigations. Léandre [21] and Ishikawa [16] were the first to show that the transition density behaves like a power of t when t goes to 0, which leads to this assumption. To learn more about this condition we refer to the paper of Figueroa-López et al [11] .
In order to be able to state the main result we need the following auxiliary result:
As P(τ ε > ε/2) = 1 then according to Lemma 3.13 the process ζ is P-trivial which implies that P(B) = 0 or 1. Consequently we obtain P(A ∩ (τ > ε)) = 0 or P(A ∩ (τ > ε)) = P(τ > ε). Now if P(A) > 0, then there exists ε ∈ (0, +∞) \ A such that P(A ∩ {τ > ε}) > 0. Therefore for all 0 < ε ′ ≤ ε we have
Passing to the limit as ε ′ goes to 0 yields P(A ∩ (τ > 0)) = P(τ > 0) = 1. It follows that P(A) = 1. (ii) It is sufficient to prove that for every bounded F
This is a consequence of the Markov property of ζ z with respect to F ζ z ,c + .
Examples
In this section we shall give some examples of Lévy bridges with random length.
Stable process.
Symmetric α-stable processes X For the stable and tempered stable processes the conditions (2.1) and (3.1) are satisfied, see Remark 6.4 and Example 6.5 in [11] .
3. Modified tempered stable process. is the modified Bessel function of the second kind given by the following integral representation The characteristic exponent has the form
For additional details the reader may consult [22] .
Normal inverse Gaussian process.
The Normal inverse Gaussian process is a Lévy process with Lévy measure given by
where K 1 is the modified Bessel function of the second kind with index 1. The characteristic exponent is equal to Ψ Λ NIG (u) = 1 − √ 1 + u 2 , u ∈ R.
For further results related to the Normal inverse Gaussian process see [1] and [23] .
One can easily check that the conditions (2.1) and (3.1) are satisfied for both previous processes.
