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Theory and calculations are presented for the evolution of Richtmyer-Meshkov instability in 
two-dimensional continuously stratified fluid layers. The initial acceleration and 
subsequent instability of the fluid layer are induced by means of an impulsive pressure 
distribution. The subsequent dynamics of the fluid layer are then calculated numerically using 
the incompressible equations of motion. Initial conditions representing single-scale 
perturbations and multiple-scale random perturbations are considered. It is found that the 
growth rates for Richtmyer-Meshkov instability of stratified fluid layers are 
substantially lower than those predicted by Richtmyer for a sharp fluid .interface with an 
equivalent jump in density. A frozen field approximation for the early-time dynamics of the 
instability is proposed, and shown to approximate the initial behavior of the layer over a 
time equivalent to the traversal of several layer thicknesses. It is observed that the nonlinear 
development of the instability results in the formation of plumes of penetrating fluid. 
Late in the process, the initial momentum deposited by the impulse is primarily used in the 
internal mixing of the layer rather than in the overall growth of the stratified layer. At 
intermediate times, some evidence for the existence of scaling behavior in the width of the 
mixing layer of the instability is observed for the multiple-scale random perturbations, 
but not for the single-scale perturbations. The time variation of the layer thickness differs from 
the scaling derived using ideas of self-similarity due to Barenblatt [Non-Linear Dynamics 
and Turbulence, edited by G; I. Barenblatt, G. Ioos, and D. D. Joseph (Pitman, Boston, 1983), 
p. 481 even at low Atwood ratio, presumably because of the inhomogeneity and anisotropy 
due to the excitation of vertical plumes. 
I. INTRODUCTION 
It is well known that in a gravitational field directed 
downwards, a surface separating two fluids of different 
densities is stable provided the heavy fluid is at the bottom, 
and the lighter fluid is at the top. Any ripple on the surface 
due to perturbations will decay in the presence of viscosity 
and the surface returns to its normal flat shape. On the 
other hand, if we accelerate the whole system with a down- 
ward acceleration of magnitude greater than that of the 
gravitational field, any ripple on the surface will grow ex- 
ponentially fast. Late in the process, spikes of heavy fluid 
penetrate the lighter fluid. This is an example of the well- 
known Rayleigh-Taylor instability. This instability arises 
from the misalignment between the pressure gradient and 
the density gradient, which is responsible for the genera- 
tion of the vorticity in the flow. Another instability caused 
by this misalignment is the Richtmyer-Meshkov instability 
due to the passage of a shock wave normal to a perturbed 
interface. 
If the compressibility of the fluids is neglected, the 
Richtmyer-Meshkov instability can be considered as the 
limit of the Rayleigh-Taylor instability when the acceler- 
ation is impulsive, i.e., it acts for almost zero time but the 
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magnitude of the acceleration is very large so that a tinite 
amount of momentum is transferred to the fluid as in the 
case of a shock. This approximation is reasonable when the 
shock strength is weak. Its validity has been verified by 
Richtmyeri in his consideration of the e!Tect of compress- 
ibility on the initial growth rate of a perturbed interface. 
He concluded that for a weak shock, the extension of the 
Rayleigh-Taylor formula for a constant acceleration of fi- 
,.nite magnitude to an impulsive one yields results which are 
Bccurate to within 5%-10% of the results obtained from a 
full compressible calculation. It is important to note that a 
fundamental difference between the two instabilities, 
Rayleigh-Taylor and Richtmyer-Meshkov, is that in the 
absence of gravity, the Rayleigh-Taylor instability occurs 
only when a light fluid is accelerated into a heavy one but 
not in the opposite direction, while there is no directional 
dependence for Richtmyer-Meshkov instability. Note also, 
that the growth of the Richtmyer-Meshkov is initially lin- 
ear in time, in contrast to the exponential growth exhibited 
by the Rayleigh-Taylor instability. 
Satfman and Meiron’ used this impulse approximation 
in a slightly different way for a continuously stratified fluid, 
and showed that the growth of the instability is reduced 
when one decreases the density gradient across the inter- 
face. Their conclusion was based on calculations of the 
kinetic energy imparted to the fluid by an impulse. Studies 
of the effect of smoothing the density gradient on the 
growth rate of Rayleigh-Taylor instability have also been 
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carried out by LeLevier et a1.,3 Duff et aL,4 and others. 
Mikaelian’ has studied the effect of stratification on 
Richtmyer-Meshkov growth rates by approximating the 
continuous density gradient as a sequence of discrete den- 
sity jumps. In further work6 he applies this technique to 
show that density gradient stabilization is more effective 
for Richtmyer-Meshkov instability than for Rayleigh- 
Taylor instability. He has also made use of the relationship 
between kinetic energy and growth rate as a means of com- 
paring Richtmyer-Meshkov growth rates with those of the 
better known Rayleigh-Taylor instability.7 
Meshkov* experimentally observed the linear growth 
rate predicted from Richtmyer’s theory, and also noted the 
directional independence of this instability. Richtmyer’s 
original theoretical work had only considered shock prop- 
agation from light to heavy media. Recently, Brouillette’ 
has investigated the shock-induced Richtmyer-Meshkov 
instability of a sharp and smoothed density gradient, and 
verified the reduction of the growth rate due to a smooth 
density gradient. Mikaelian6 has shown that the reduction 
in growth rate observed experimentally is consistent with 
the theoretical estimates discussed above. 
The theories of Richtmyer, Mikaelian, and of Saffman 
and Meiron are applicable for small perturbations on the 
interface. In the present investigation, we examine both 
small- and finite-amplitude perturbations of the interface. 
We perform long-time numerical simulations of the insta- 
bility. We consider the effect of the density gradient on the 
growth rate, the detailed structure of the time evolution of 
a single-scale perturbation, and of a randomly perturbed 
interface. 
We also attempt to address the question of the exist- 
ence of a self-similar long-time asymptotic limit of the 
Richtmyer-Meshkov instability, which is known to exist 
for the Rayleigh-Taylor instability. From dimensional 
analysis of the dominant length scale in the late stage of the 
Rayleigh-Taylor instability (when memory of the initial 
configuration has been lost), it can be shown that the 
width of the mixed region is proportional to gtz, where g is 
the effective acceleration, and t is time. Youngs” has per- 
formed extensive numerical simulations of two- 
dimensional (2-D) Rayleigh-Taylor instability. In exam- 
ining the penetration of the heavy fluid by the light fluid, 
he finds that this scaling behavior is verified provided that 
the initial perturbation is random and uniformly distrib- 
uted. In other words, the quadratic law ceases to be valid if 
large-amplitude long wavelength perturbations are initially 
present. This result is also confirmed experimentally by 
Read.” 
In contrast to the Rayleigh-Taylor instability in which 
there is a continuous flow of energy into the system, i.e., 
constant acceleration of finite amplitude, in Richtmyer- 
Meshkov instability the momentum is only deposited at the 
interface initially by the traversal of the shock. Moreover, 
as noted by Brouillette, for a single-scale perturbation, the 
deposited energy is a function of the initial wavelength for 
Richtmyer-Meshkov instability, but not for the Rayleigh- 
Taylor instability. From these considerations, Brouillette 
conjectures that a power law governing the mixing of 
Richtmyer-Meshkov instability can hardly exist at late 
times. In experiments performed by Brouillette,9 it was 
found that perturbations of an interface evolve quickly into 
the nonlinear turbulent mixing regime, while those of a 
continuous density gradient exhibit growth only at late 
times. For both cases, scaling behavior was not observed. 
On the other hand, from a consideration of the time 
evolution of initial turbulent energy deposited at a plane 
interface, there seems to be another possibility as indicated 
by the work of Barenblatt.12 Using a turbulent energy bal- 
ance equation whose closure is accomplished by certain 
Kolmogorov-type similarity hypotheses, together with an 
assumption that the turbulence length scale is equal to a 
certain fixed part of actual turbulent layer depth, Baren- 
blatt is able to show that there exists a self-similar asymp- 
totic solution for the propagation of turbulence from an 
instantaneous plane source originally concentrated in a 
horizontal plane layer of finite depth. 
For the idealized problem of the motion of an incom- 
pressible inviscid homogeneous fluid (corresponding in 
this case to density ratio unity or Atwood number zero) 
driven by an infinitely thin instantaneous turbulence source 
of finite bulk intensity, Barenblatt shows that the depth of 
the turbulent layer grows as 2’3 from a dimensional argu- 
ment. For a viscous fluid, he finds that a self-similar solu- 
tion can only be obtained if the initial depth of the turbu- 
lent layer is different from zero. The self-similarity, 
however, is incomplete, i.e., it only exists for intermediate 
time, and is of the second kind so that the time exponent in 
self-similar variables cannot be determined from purely di- 
mensional considerations. The value of this exponent is 
instead obtained from a nonlinear eigenvalue problem, and 
shown to range from 0 to 2/3. As mentioned above, this 
result is thought to apply to the late-time growth of 
Richtmyer-Meshkov instability at low-density contrast but 
it has never been verified. 
Results of numerical simulations presented here seem 
to indicate the existence of scaling behavior at intermediate 
time for the width of the stratified layer having initial 
multiple-scale perturbations. The scaling shows a weak de- 
pendency on the initial configurations with the time expo- 
nent lying in the neighborhood of l/4. On the other hand, 
results from single-scale perturbations definitely show a 
lack of universality relative to the initial conditions. For 
single-scale perturbations, this result appears to verify the 
observation of Brouillette that the details of the instability 
depend strongly on the initial wavelength. Our results on 
the existence of scaling behavior should be viewed as pre- 
liminary. Due to limits on our present computational re- 
sources, a much longer simulation with higher resolution is 
not possible. The discrepancy of the behavior exhibited by 
our simulations and the predictions of Barenblatt (even at 
low Atwood ratio) is presumably due to the existence of 
inhomogeneity and anisotropy arising from the excitation 
of vertical plumes as opposed to the uniform character of 
the random turbulence assumed in the work of Barenblatt. 
In Sec. II we review the impulse approximation made 
by Saffman and Meiron and others which models the effect 
of the interaction of a weak shock with a stratified layer of 
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fluid as a pressure impulse. That this can be an adequate 
approximation is discussed in the thesis of Pham.13 Pham 
considers the effect of a normal shock incident on both a 
discretely stratified fluid and a continuously stratified fluid. 
The effect of a shock on a discrete interface is studied using 
standard gas dynamics; the effect of a shock on a contin- 
uously stratified fluid is studied using Chester-Chisnell 
theory. In both cases Pham neglects perturbations on the 
interface concentrating instead on the basic motion initi- 
ated by the shock. This gives some feeling for the range of 
shock Mach numbers over which alteration of the initial 
density gradient by the shock (due to compression) is an 
important effect. It is found that the impulsive approxima- 
tion is valid for weak shocks. With this result in mind, we 
then formulate the equations of motion for the subsequent 
motion of the layer once the shock has passed. 
In Sec. III we briefly describe the numerical techniques 
used to simulate the equations of motion and to set up the 
appropriate impulse initial conditions. Details of the nu- 
merical method are relegated to the Appendix. Our results 
are described in Sec. IV followed by conclusions in Sec. V. 
II. IMPULSE APPROXIMATION 
In this study, we hope to gain some insight into the 
long-time behavior as well as the effect of smoothness of 
the density gradient on the growth rate of the instability 
using a full 2-D numerical simulation of the time- 
dependent incompressible equations. We model the initial 
effect of compressibility by approximating the action of the 
shock as an impulsive pressure using an incompressible 
impulsive theory. This idea was used by Saffman and 
Meiron’ to study the kinetic energy deposited by an im- 
pulse at a layer of stratified fluid with a weak density per- 
turbation in the direction transverse to the flow. This in- 
compressible approximation is a reasonable one for an 
impulsive acceleration created by a weak shock, since the 
induced velocity is subsonic. Moreover, one expects that 
for such weak shocks, the effect of compressibility is lim- 
ited to some initial modification of the density distribution, 
since the residence time of the shock in the nonuniform 
region is very small compared to the characteristic time for 
the evolution of the instability. Some justification for the 
use of t,he incompressible impulsive approximation as well 
as an assessment of its range of validity is provided by 
examining the solution of a planar shock passing a region 
of nonuniform density distribution using one-dimensional 
gas dynamics. Details of this study are presented in the 
thesis of Pham.13 In this section, we will only summarize 
the time-dependent equations governing the instability. 
Saffman and Meiron modeled the motion of a per- 
turbed planar interface undergoing a shock-induced accel- 
eration as one generated by the impulsive motion of the 
containing walls with a velocity V directed parallel to the 
undisturbed density gradient. Since the fluid is incompress- 
ible, this motion induces instantaneously a pressure field 
P(x,y)G( t), where S(t) is the delta function, and there 
exists a balance between the pressure gradient and the ac- 
celeration (viscous and inertial terms are negligible). Note 
that the function P(x,y) has units of pressure times time. 
Let y denote the vertical coordinate parallel to the un- 
disturbed density gradient, and x be the horizontal coordi- 
nate. The upper fluid has density p+, and the lower fluid 
has density p- as y- f CO, respectively. Integrating the 
momentum equations, one obtains the equations for the 
induced initial velocities, 
(2) 
where H(t) is the Heaviside function, and p. is the density 
distribution at the time t=O-. Using the continuity equa- 
tion, the impulsive pressure is determined by 
g (-j(f)+gf-$)=o. 
The boundary conditions are 
ap 
ay+-p+v as Y++CO, 
ap 
-----+--p-V as y-t-m. 
ay 
(3) 
(4) 
At a vertical wall x=const, there is no flux. Hence LIP/ax 
=O. From the divergence theorem, it can be shown that 
the solution of the Poisson equation (3) is unique up to an 
arbitrary constant if the boundary conditions satisfy the 
compatibility condition, 
J-v. (fv+m= s,$PncE (5) 
The boundary conditions (4) meet this requirement, and 
hence the solution for the initial velocity of the impulsive 
problem is well posed. Satl’man and Meiron solved this 
system of equations for a density profile of the form 
po=P(y) +EP’(x,Y), (6) 
where E is a small perturbation parameter. In particular, 
they chose the following density profile, 
po=l+A tanh(g)+(&)sech”(g)cos(kx), (7) 
where L is the characteristic width of the stratified layer. 
This density profile includes the first two terms of the Tay- 
lor expansion of a more general profile, 
PO= 1 +A tanh i [y-e cos(ku)] , (8) 
where E’ is related to E by 
E’= -E/24. (9) 
With this distribution, they were able to analyze the prob- 
lem using perturbation theory. The dependency of p’ on x 
is essential, since there is no generation of vorticity unless 
there is a density perturbation in the x direction. 
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For small disturbances, Saffman and Meiron predict 
that less kinetic energy is generated when the width of the 
undisturbed density distribution is increased. Hence, in or- 
der to reduce the Richtmyer-Meshkov instability, one 
should decrease the density gradient along the direction of 
the shock. 
In this study, the solution of the incompressible impul- 
sive model is used as the initial condition for a fully non- 
linear simulation of the finite-amplitude stage of the insta- 
bility. The subsequent flow is governed by the two- 
dimensional unsteady NavierStokes equations, 
dP 3t+u*Vp=O, 
au 
p;j;+pu.Vu=-VPf&l, (11) 
v*upo, (12) 
where ,Q is the viscosity of the fluid. The above equations 
are solved subject to the boundary conditions 
U-P (0, v> as y-‘&co, 
P’P* as y-&co. 
(13) 
The velocity u and density p are periodic in x, with period 
2?r/k. Since we are interested in the inviscid regime, the 
magnitude of the viscosity used is very small. It is present 
only to stabilize the smallest and ill-resolved scales of the 
numerical scheme. We scale the above equations using the 
following characteristic quantit.ies: 
u,= 1 VI, 
I,= L, 
2 
PC= PC% (14) 
t,= L/u,. 
In both cases, the equations have the same forms as shown 
in Eqs. (IO)-( 12), except that in the nondimensional mo- 
mentum equation the viscosity p in Eq. ( 11) is replaced by 
the factor Re-’ where 
Re= P~JI-J (15) 
is the Reynolds number. In the actual simulations, we 
choose V= - 1, k= 1, and p= lo-“. 
Ill. NUMERICAL METHOD FOR SIMULATION 
Due to the sharp gradient of the initial density profile 
in some parts of the flow domain, we employ a nonuniform 
grid in a moving frame in order to resolve this region. We 
use a finite-difference discretization with a staggered grid 
and with the primitive variables as the unknowns. The 
system of equations is discretized in time with an implicit 
Crank-Nicolson scheme applied to all terms. Central dif- 
ferencing is used to compute spatial derivatives. The result- 
ing nonlinear set of equations is solved by an iterative tech- 
nique usually known as the artificial compressibility 
method. 14,15 
Following Saffman and Meiron, we consider a partic- 
ular form of the initial density as given in Eq. (8). This 
density. profile has a small variation in the transverse x 
direction while it changes rapidly about the origin along 
the flow (y) direction. Hence in they direction, we use the 
following coordinate transformation: 
v=tanMyy), (16) 
where y is a controlling parameter for stretching. 
A uniform distribution of grid points in the 7 compu- 
tational domain corresponds to a nonuniform distribution 
over an increasing range in y in the physical domain. As 
y-+0, we have a linear transformation and the discretiza- 
tion in y becomes uniform. As y-+ CO, we have a very dense 
distribution of grid points around y=O. This transforma- 
tion is convenient because of the monotonicity and the 
smoothness of the hyperbolic tangent. The transformed 
equations are described in the Appendix. 
In all of the calculations, we use a staggered grid in the 
x,7 domain. The flow region is divided up three different 
ways resulting in three kinds of computational cells: the U, 
U, andp cell. For the u cell, the center of the cell is the node 
point for the u component of the velocity. The density and 
the pressure equation are discretized at the center of the p 
cell. The u-momentum equation and the u-momentum 
equation are discretized at the center of the u and v cells, 
respectively. 
The initial velocity field is obtained by first solving Eq. 
(3) and the corresponding boundary conditions (4) for the 
impulsive pressure P(x,y). Note that P(x,y) actually has 
the units of pressure times time. It only has physical mean- 
ing when used along with the Heaviside function for com- 
puting the initial velocity field. In transformed coordinates 
these equations are 
and 
drj ap 
--=- 
dv 877 
p+V as v-+&l. 
(17) 
(18) 
The solution procedure is described in detail in the Appen- 
dix. 
After solving for the impulsive pressure P, the initial 
velocity field is obtained by using Eqs. ( 1) and (2). The 
initial pressure is then determined automatically by the 
momentum equations. Before discussing the numerical so- 
lution for this initial pressure, however, we would like to 
formulate the problem in a reference frame moving with 
the fluid flow. 
In a fixed reference frame, as the flow evolves, the fine 
resolution of the region with a sharp density gradient along 
the flow (y direction) will deteriorate in time. To avoid 
this difficulty, we solve the problem in a frame moving 
along with the tlow in the negative y direction with the far 
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field velocity V. The governing equations in a general mov- 
ing coordinate are given in Lamb.16 For our problem, the 
equations of motion become 
au a 
=o, (20) 
au au 
z+ay=o. 
(21) 
(22) 
The boundary conditions for the velocity and the den- 
sity in this moving frame remain the same as given in Eq. 
( 13). In the remaining parts of this section, we will discuss 
the numerical solution for the initial pressure and subse- 
quent motion. 
The initial pressure is computed by using the method 
of Harlow and Welch.t7 We first discretize the U-, and 
v-momentum equation at the center of the U, and v cell, 
respectively. The resulting equations are then used in the 
discretization of the equation, 
v-u,=o, (23) 
at the center of the p cell. Imposing the continuity condi- 
tion at time t= At, we obtain a discretized Poisson equation 
for the pressure. The solution of this equation and the 
velocity field generated from the impulsive acceleration 
provide the necessary initial conditions for a full simula- 
tion of the unsteady two-dimensional NavierStokes in- 
compressible equations. We use an iterative scheme pro- 
posed by Soh ‘and GoodrichI with a modification to 
include the density equation. The overall iteration can be 
summarized as follows. First all terms of Eqs. (19)-(21) 
are discretized using the Crank-Nicolson scheme with cen- 
tral differencing for the space derivatives. Between two 
given physical time steps, this results in a nonlinear set of 
equations, which is formulated into a fictitious continuous 
“pseudotime” system, and is solved by the well-known ar- 
tificial compressibility method.15 Details of the iteration 
procedure are provided in the Appendix. 
IV. RESULTS 
The numerical results of the simulation of Richtmyer- 
Meshkov instability are included in this section. We define 
average quantities to characterize the results of our numer- 
ical simulations and describe the two kinds of initial den- 
sity distribution considered. Since the instability is weak, 
we also propose a model for its initial development based 
solely on the action of the vorticity field imposed by the 
impulsive acceleration. We call this the frozen $eld model, 
and include here a discussion on its formulation. We 
present the growth rates of a continuously stratified fluid 
layer as compared to those predicted by Richtmyer for a 
discretely stratified fluid interface with an equivalent jump 
in density. Finally, we only include some exemplary results 
of our simulations for both the single-scale and random 
multiple-scale perturbations of a stratified fluid. A more 
detailed description,of the results can be found in the thesis 
of Pham.t3 
A. Characteristic average quantities of the flow 
In order to characterize our results, we consider two 
kinds of average quantities for the density, representing 
averaging over the flow field in they direction and in the x 
direction. The average over y is a function of x and is 
defined by 
p,(x) = 
=‘p+-I~,&sW”~, 
P+ -P- 
, 
where Y is the maximum value of y in the region composed 
of the v cells, and p+, p- is the uniform density obtained 
as y-b f CO, respectively. 
Equation (24) is a kind of area average of the density. 
The definition of &(x) allows us to specify an average 
interface location for the stratified layer. It gives the exact 
functional form of a sharp interface y=f(x) which sepa- 
rates two regions of uniform density, p+ and p-. Hence, 
this definition is convenient for comparison of the numer- 
ical results with the predictions of the Richtmyer theory, 
since an average amplitude a(t), based on p,,(x), can be 
defined as 
a(t) =i{max[&(x)] -min[&(x)]). (25) 
The growth of the instability is characterized by the time 
derivative of a. We interpolate ;ij,(x) using cubic splines 
before a is computed so that a smooth growth rate da/dt as 
a function of time is obtained. 
The second density average is defined as follows: 
i%(Y) =; s 
2Tr 
p(x,yW, 
0 
(26) 
which is the standard area average. From p,(y), we can 
define a width 6 of the stratified layer. Let y+ be the small- 
est value of y such that 
Ii%(~)-~+l6;dlp+-~-I~ (27) 
where d is some specified cutoff. Similarly, let y- be the 
largest value of y such that 
Ir?xw-P-l~4P+-P-l~ (28) 
Then, the width of the density layer is defined as 
s=y+ -y- . (29) 
In searching for y+ and y-, we use linear interpolation 
with d taken to be 0.02, i.e., the width S covers a distance 
over which the variation of the density within the layer is 
98% of the maximum density jump. 
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TABLE 1. Ratio of the classical growth rate at a sharp interface [Eq. (39)] to the numerically calculated initial growth rate at a diffuse interface. 
n E L=lO.O L=l.O L=O.l L=O.Ol L=O.OOl 
kO.2 0.01 15.026 2.1280 1.1023 1.0283 1.0187 
0.1 15.027 2.1304 1.1052 1.0163 1.0125 
1.0 15.118 2.3657 1.3626 1.1503 1.0971 
10.0 19.359 10.519 7.5656 7.5863 7.6016 
so.5 0.01 14.363 2.0371 1.0886 1.0266 1.0187 
0.1 14.364 2.0365 1.0915 1.0147 1.0127 
1.0 15.066 2.2155 1.3451 1.3329 1.3326 
10.0 18.505 9.9856 6.9315 6.9807 6.9815 
kO.8 0.01 12.776 1.8298 1.0580 1.0228 1.0187 
0.1 12.776 1.8294 1.0608 1.0153 1.0590 
1.0 12.842 2.0520 1.3040 1.2310 1.1956 
10.0 16.554 8.8304 5.6359 6.0836 6.0445 
B. Initial density distributions 
In order to examine the growth of the instability, we 
consider two different kinds of initial density distributions. 
The first, which we term a single-scale perturbation, is of 
the form 
p(x,y)=i [ l+A tanh(k (ylcosx))], (30) 
I P(X:, Y > t=o 
Y 
5 
4 
3 
I 
-r( L, .r-zL. 
-2 -1 I 1 2 3 4 5 6 
x 
P(X, Y> t = 16 o- 
L 
3- 
2- 
* 1 
% 
/?ikiif 
3; k-l 
-al *'*"'*""8 *""I -1 -41"". ~'t"~'~~'t"s' 
-2-l a 12 3 4 5 6 7 E -2-l % I2 3 4 5 6 7 a 
X X 
Y- 
where A is the Atwood number and L is the characteristic 
thickness of the density layer. The factor l/2 normalizes 
the density to lie in the interval from 0 to 1 for the maxi- 
mum possible Atwood number of 1. For L > 0, Eq. (30) 
describes a continuously stratified interface. As L ap- 
proaches zero, the layer reduces to a sharp interface with E 
as the amplitude of the perturbation. Richtmyer’ consid- 
ered the instability of an interface with an infinitesimal 
FICl. 1. Time evolution of the density contours for the single-scale profile L= 1.0, ‘4 = -0.5, e=O.5, f=O,8,16,24. The contours are at 
p=O.26,0.3,0.4,0.5,0.6,0.74 in that order from top to bottom of each figure. 
349 Phys. Fluids A, Vol. 5, No. 2, February 1993 T. Pham and D. I. Meiron 349 
Downloaded 16 Dec 2005 to 131.215.225.9. Redistribution subject to AIP license or copyright, see http://pof.aip.org/pof/copyright.jsp
I P(X> Y  t =32 e I 
5 
-4I."""""""'."' 
-2-l I, 2 3 4 5 6 7 a 
t =48 
"L 
5- 
4 - 
3- 
2- 
2- l- 
%- 
-1 - 
-2 - 
-3 - 
I PhY) t =40 I 0 
5 1 
-2-l % , 2 3 4 5 6 7 a 
x 
/4x> Y> t =52 o- I 
5- 
4- 
3- 
2- 
* I- 
%- 
-1 - 
-2 - 
-3 - 
r 
-al s"'s"D O'n"a'a I" 
-2-1 I I 2 3 4 5 6 7 a 
X 
FIG. 2. Time evolution of the density contours for the single-scale profile L= 1.0, A= -0.5, ~~0.5, t=32,40,48,52. The contours ax at 
p=O.26,0.3,0.4,0.5,0.6,0.74 in that order from top to bottom of each figure 
perturbation subjected to an impulsive acceleration. With For the single-scale perturbation, we study the effects 
the density profile (30), we can justify our numerical re- of varying the Atwood number A, the perturbation ampli- 
sults when L and E are taken to zero, in that order, for an tude E, and the characteristic length L, on the development 
interface with infinitesimal perturbations. Aside from this of the instability. For the multiple-scale calculations, we 
consistency check, this profile is convenient for the study of only consider the role of the Atwood number. We have 
nonlinear effects on the growth of the instability of a highly performed multiscale calculations with six different initial 
perturbed interface. conditions represented by Eqs. (3 1) and (32). 
In view of the more realistic perturbations that occur 
in experimental studies, we would like to have some ran- 
domness as well as multiple wave numbers present in our 
initial distribution. To accomplish this we replace cos(x) 
in Eq. (30) by the sum, 
C. Frozen field approximation 
Because of the weak nature of the instability, we can 
assume that the initial flow field caused by the passage of 
the shock, which is modeled by the action of an impulsive 
motion, is not altered significantly afterward. The energy 
deposited at the initial instant serves mainly to increase the 
mixing of the layer through the Lagrangian motion of fluid 
particles. Thus at early times we can decouple the equa- 
tions of motion for the velocity and density fields and con- 
sider only the Lagrangian evolution of the density by the 
initial condition. This “linear theory” or “frozen field ap- 
proximation” can be used to adequately model the initial 
evolution of the layer at early times. 
j, e-~‘k-“2(~-r,,)cos(kx), (31) 
or 
$, e-dk- 112 [ (5-r,l)cos(kx) + (fYkz)sin(kx)], 
(32) 
where k is the wave number, rkl, rkz are random numbers 
with O<rkt,r&( 1, and (T is a controlling parameter for the 
spread of the wave-number distribution. Consider the density distribution pe(x,v) at a partic- 
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ular time t,,. At a later time t= to+ At, the distribution of 
the density is p(x,v). The density at a computational node 
point [x(i),s( j)] at time t is the density of a fluid particle 
which has arrived at the point [x( i),q( j)] from a point 
having the coordinate (xc,~e), at a time At earlier. Assume 
that the velocity of the fluid particle during this motion 
from time to to t is constant and equal to the velocity at the 
node point x(i), 77 ( j), (i.e., the redistribution of the den- 
sity does not affect the flow field significantly). Then the 
overall algorithm to obtain p (x,7) from po(x,q) is as fol- 
lows. We  compute the velocity at a center i, j of the p cells, 
uc=4(ulj+“i-*,j)9 (33) 
V,=%(Vij+Vi,j-l) - V- (34) 
We then use this velocity to obtain the position (xo,qo) of 
the fluid particle at time to, 
Xo=Xij-U,At, (35) 
~,~~=r]~~--q.At. (36) 
We  next search for the grid cell that contains the point 
(xo,qo). This algorithm is subject to a Courant condition 
and so we choose the time step so that (xo,qo) will lie very 
close to the point [x(i),r]( j)] in’ one of its four adjacent 
351 Phys. Fluids A, Vol. 5, No. 2, February 1993 
squares. The final step is to interpolate the density at 
(xo,rlo) ushi? PO9 and assign this value to the point 
[x(i)& j)]. Let the coordinates of the corners of the 
square be L-w& (x,rl& (x,rlt), ad hrlt), where the 
subscripts I, r, b, and t denote left, right, bottom, and top 
respectively. Then (xo,qo) is normalized to 
I Px(YA) 
FIG. 4. Three-dimensional surface of ~(y,t) for the single-scale profile 
L=l.O, A= -0.5, ~~0.5, and t=O, 53. 
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x0--x1 
x(jq=- 
X,--XI t 
(37) 
The density at (xo,qo) is calculated from the density at the 
corners of the square using bilinear interpolation, 
po(xo,rlo) = (1 -x&J (l-Q&Jo(x/,~b) 
+xoq(l-~oq)Pocwlb) 
+xoqrloqPo~~,rlt) 
-t- (1 -~Oq)rlOqPO(wt). (38) 
We will show below that this model provides a good de- 
scription of the layer dynamics at early times. 
D. Single-scale initial growth rate 
The initial density distribution in Eq. (30) for the 
single-scale problem has three parameters. The Atwood 
number A is a measure of the density jump across the 
stratified layer; similarly L is a measure of the character- 
istic length of the width of the density layer, and E is the 
amplitude of the perturbation. In this subsection, we study 
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the dependence of the initial growth rate of the perturba- 
tion as a function of the three aforementioned parameters. 
The single-scale cases are solved on a 21 X200 grid, 
with p= 10m6, and At=0.002. We consider three Atwood 
numbers A= -0.2, -0.5, and -0.8, five different charac- 
teristic lengths L=O.OOl, 0.01, 0.1, 1.0, and 10.0, with four 
values of the perturbation amplitude e=O.Ol, 0.1, 1.0, and 
10.0. In Table I, we present the results of this study. 
Shown in Table I are the ratios of the initial growth 
rates of the average amplitude as predicted by the Richt- 
myer theory over that of numerical simulation. In calcu- 
lating the equivalent Richtmyer growth rate for a sharp 
interface, 
da 
a=ao, -g=kvoa& (39) 
we use the initial average amplitude defined in Eq. (25) as 
a,, the velocity V of the flow at infinity as the jump velocity 
v. of the interface after the impulsive acceleration, and 
k= 1. Since the growth rate is an odd function of A, the 
ratios of the growth rates for *A are the same. Hence, the 
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results reported here also apply to those for positive At- 
wood numbers. 
For a given A, as L approaches zero, i.e., discrete strat- 
ification, the ratios approach finite limits which appear to 
be lower bounds except for the cases of A= -0.8, and 
E= 10.0, in which there is a minimum around L=O.l. For 
small perturbation amplitude e, the limit approaches 1.0 
from above, which seems to occur for values of L<O. 1. For 
0.1~ L < 0.001, the ratios of the growth rate do not vary 
significantly. The ratios increase as L varies from 0.1 to 
1.0. For thicker interfaces (L= 1.0 to lO.O), the ratios 
continue to grow to be of order 10. For E= 10.0, L= 10.0, 
and A=0.2, the ratio can be as high as 19.4. The corre- 
sponding values for A=03 and 0.8 are, respectively, 18.5 
and 16.6. Thus our numerical results are consistent with 
the predictions of the Richtmyer theory for a discontinu- 
ous density gradient. They also confirm the fact that by 
decreasing the density gradient, one can reduce the growth 
of the Richtmyer-Meshkov instability as predicted by the 
linear theory of Saffman and Meiron.’ The results also 
agree qualitatively with the experiments of Brouillette’ in 
which he observes a tenfold reduction in the growth rate 
for a ratio of thickness to wavelength of around 3. Thus, 
for a continuous density gradient, the Richtmyer formula 
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Eq. (39) overpredicts the growth rate. 
The behavior of the ratios of the growth rates as a 
function of the perturbation amplitude E is similar to that 
of L. The ratios attain a limit from above when E is less 
than 1.0. Again the Richtmyer limits are confirmed. For 
0.01~ E < 1 .O the ratios do not vary significantly. The ratios 
of the growth rates increase monotonically with the per- 
turbation amplitude for larger values of E. 
E. Late-t ime behavior for single-scale disturbances 
In this section, we consider the temporal development 
of the incompressible Richtmyer-Meshkov instability with 
a continuous density gradient having an initial single-scale 
perturbation as given in Eq. (30). For L= 1.0, we have 
studied cases with combinations from five Atwood num- 
bers A= -0.05, -0.2, -0.5, kO.8, and three perturbation 
amplitudes e=O.2, 0.5, and 1.0. For L=O.5, we have con- 
sidered only one case with A= -0.5 and e=O.2. Since we 
are interested in the long-time behavior of the instability, 
whenever possible we let the simulation proceed up to a 
time t around 80. It was not always possible to reach this 
time due to the appearance at late time of small-scale nu- 
merical oscillations which indicate loss of resolution. W ith 
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an increase in the number of grid points, the calculation 
can be extended to longer time. 
We describe in this section the details of the flow struc- 
tures that emerge at late times for only one case: L= 1, 
i4 = -0.5, and l =O.5. This choice of parameters corre- 
sponds to a strong perturbation of the layer and exhibits all 
of the general features found in our study with other 
choices for the parameters. A complete account of the 
cases listed above may be found in the thesis of Pham.13 
In Figs. 1 and 2 we display the time evolution of the 
density contours for a simulation with an initial profile 
given by Eq. (30). Initially the layer behaves much as a 
discrete interface although with a growth rate that is 
roughly l/2 the classical value. However, at t=24 we see 
the emergence of counter-rotating vortices and the forma- 
tion of a plume at later times. Note that at this point most 
of the flow is dominated by internal mixing due to the 
vortices rather than the growth of the amplitude a(t). 
These features of the flow are reflected in the behavior of 
the average quantities &y(x) and &b>. In Fig. 3 we dis- 
play the time evolution of these average quantities as well 
as the corresponding average amplitude and width of the 
fluid layer. It is seen that &,(x) develops additional inflec- 
tion points. The average amplitude, which is proportional 
to the peak to trough distance of is,(x) displays linear 
behavior initially which is consistent with the growth rates 
described above but this linear growth does not persist and 
ultimately slows down, while the width of the fluid layer 
remains an increasing function of time. Thus, using the 
average amplitude as a measure of the growth of the insta- 
bility is somewhat misleading; an examination of p,(y) 
reveals that due to the roll-up of the density layer, it loses 
its monotonicity and develops subsidiary maxima. It will 
turn out that these maxima are also visible in simulations 
with multiple-scale perturbations. 
The behavior of p,(v) indicates that on average the 
entrainment of the heavy fluid into the lighter fluid is faster 
than the entrainment of lighter fluid into the heavy fluid. 
This asymmetry in the structures of the spikes of heavy 
fluid, and the bubbles of light fluid is also observed in the 
full compressible simulation by Mikaelian’* and Youngs,” 
and has also been observed in the front-tracking calcula- 
tions of Glimm et al. I9 Figure 4 displays a perspective view 
of pXb) and reveals this effect clearly. 
Detailed information on the average speeds of the 
spike and bubble is given in Fig. 5 which provides a com- 
parison of the time derivative of the layer amplitude with 
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the predictions of the classical Richtmyer theory for this 
particular Atwood ratio. Note that, in agreement with the 5.8 c 
a(t) vs. t 
results presented earlier, the initial growth rate is overes- 
timated by roughly a factor of 2 relative to the Richtmyer 4.5 
result. As time increases, the instantaneous growth rate is 
reduced further due to the formation of the roll-up. The 4.0 
moderate to late time behavior of this particular initial 
3.5 
condition is clearly not in accord with linear theory since 
one would expect in this case that da/dt would remain a : 3.8 1 
constant over some period of time. This is due to the strong -ii 
perturbation inherent in this initial condition. Our results 9 2.5 
for smaller values of E are consistent with linear behavior z 
: 
at moderate times. * 2.0 : 
In general we observe that for small A and E the speeds 
of the bubble and spike are equal and opposite as required 
from linear theory. The light fluid penetrates the heavier 
fluid at the same rate as the heavier fluid penetrates the 
light. As seen in Fig. 3, at higher values of A and E non- 
linearity enhances the deceleration of the bubbles of light 
and heavy fluid. This effect is also clearly seen in Fig. 6 
where we plot the positions of the maximum and minimum 
of is,(x) corresponding to the tips of the bubble and spike 
versus time. 
The time evolution of the vorticity for this case is dis- 
played in Figs. 7 and 8. The initial vorticity deposited by 
FIG. 9. Combined time evolution of the average amplitude for the single- 
scale problem L= 1.0: - -, A=-0.05; ---, A=-0.2; -, A=-0.5; 
+ + +, A= -0.8. The numbers 1, 2, and 3 on the curves refer to the 
values of e=O.2, 0.5, and 1.0, respectively. 
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the impulse consists of a pair of counter-rotating vortices 
which drive the instability. It is this vorticity distribution 
which is determined through the Saffman-Meiron analysis, 
and as will be evident below, determines much of the early- 
time behavior. As time increases elongation of the vortex 
structures is observed. This elongation also plays a role in 
determining the late-time behavior of multiscale perturba- 
tions. 
The combined results of our single-scale simulations 
for L= 1 are shown in Figs. 9 and 10. In Fig. 9 we plot the 
average amplitude a(t) versus time for Atwood ratios 
varying from -0.05 to -0.8 and initial amplitudes E of 
0.2, 0.5, and 1.0. Note that in general as the density con- 
trast increases, the rate of growth and interpenetration also 
increase. In Fig. 10 we plot the width of the layer 6(t) 
versus time over the same range of amplitudes and density 
ratios. 
The above results are of use in determining whether 
there exists any simple asymptotic behavior for large times 
for either the layer amplitude or width. It is well known 
that due to the constant forcing inherent in single-scale 
Rayleigh-Taylor instability the amplitude of a discretely 
TABLE II. Asymptotic time exponent o! in 6-P. 
A cz=o.z E==OS e=l.O 
-0.05 0.170 
-0.2 0.280 0.273 
-0.5 0.384 0.366 0.304 
-0.8 0.483 0.423 
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stratified fluid will eventually increase as Ag? where g is 
the effective acceleration regardless of the initial condi- 
tions. In Figs. 11 and 12 we replot the data of Figs. 9 and 
10 but on logarithmic scales. The results suggest that while 
it may be possible to infer late-time power-law behavior the 
exponents are quite clearly dependent on the initial condi- 
tions. We have attempted to fit the width of the layer S to 
a power law of the form 
6-t”. (40) 
Estimates of the exponent a are indicated for various val- 
ues of E and A in Table II. For a given E, the exponent a 
increases as the density contrast is increased. 
A comparison of the growth of the layer with the clas- 
sical Richtmyer theory is provided in Fig. 13. Here we 
display the time evolution of the ratio of the rate of growth 
of the layer (da/&) computed numerically to the classical 
Richtmyer value. For small density contrasts and small 
initial amplitude it can be seen that there is indeed a range 
in which linear theory is valid but the growth rate is ap- 
proximately a factor of 2 less than that predicted for a 
discrete stratification. Curves corresponding to such linear 
initial conditions are constant over some time interval. As 
the density contrast is increased, however, the flow enters a 
nonlinear regime more quickly. 
Finally, we demonstrate that the “frozen field approx- 
imation” described in detail above is useful in predicting 
the behavior of the layer for moderate time even for per- 
turbations in the nonlinear regime. Since the instability is 
weak, it can be modeled by fixing the initial flow field after 
the impulsive acceleration, and letting the flow evolve as 
discussed in Sec. IV C. Using this model, we obtain the 
solution for L= 1.0, A= -0.5, and e=O.5. Shown in Figs. 
14 and 15 are comparisons of the average quantities p,,(x), 
p,(v) with results obtained using the frozen field model. 
This indicates that the Saffman-Meiron results can actu- 
ally be used at moderate times. For example, up to time 
t= 15, the differences in the average amplitude a, and the 
layer width 6 relative to the actual calculation are small, 
4.43%, and 0.62%, respectively. This agreement corre- 
sponds to travel of the layer over a distance comparable to 
2.5 to 3 layer widths. At lower Atwood ratio, this agree- 
ment extends for even longer times. At later times, the 
model predicts a growth slower than that observed in the 
actual calculation. The roll-up is more compact and sym- 
metric for the linear case. This results in a more symmetric 
form for the average quantities p,(y). The widening of the 
light fluid globule is not seen and thus a sharper lower peak 
of p,(x) is observed. 
F. Instability of the multiple-scale problem 
In this section, we study the instability of a smooth 
stratification possessing a random superposition of trans- 
verse modes as given by Eqs. (3 1) and (32). We have 
chosen the characteristic thickness L = 1.0 with amplitude 
e=O.2. In the thesis of Pham the instability of six different 
initial multiscale density profiles is studied in detail. Here 
we shall present results from the fifth density profile de- 
scribed in that study which is described by Eq. (32), al- 
though a compilation of Pham’s results is included later in 
our discussion of the scaling behavior of the interface. 
For our numerical simulations we have chosen N= 120 
and o=O.Ol. For this value of o, wave numbers larger than 
61 cause a variation of less than lo-l6 in the density. For 
this initial condition we use a 15 1 x 100 grid. This yields at 
least two points per wavelength, which appears to give 
reasonable resolution of the subsequent flow. 
Shown in Figs. 16-18 is the time evolution of the den- 
sity contours for the initial condition described above with 
A = -0.2 over the time interval 0 < t < 75. Past this time, 
energy conservation was violated to an unacceptable de- 
gree indicating inadequate resolution. The density contours 
reveal clearly the formation of competing plumes at late 
times. The plumes appear most distinctly at the boundaries 
of the density layer. 
The formation of these plumes is also reflected in the 
behavior of the horizontal density average p,(u) which is 
used to calculate the layer width. Shown in Fig. 19 is a 
perspective view of &(y) as a function of time. The layer 
clearly widens as time evolves, but the plumes manifest 
themselves as small variations superimposed on a mono- 
tonically decreasing function. This is essentially due to ef- 
fect of the roll-up phenomenon on the shape of the density 
average for single-scale instability discussed above in Sec. 
IV E. 
The plumes are directly connected to the existence of 
vortex structures that emerge at late times. Shown in Figs. 
20-22 are contours of vorticity. It is seen that the plumes 
correspond to dipolar regions of vorticity which propagate 
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P&J). Combined results: -, numerical simulation; ---, linear model; (c) average amplitude; and (d) width of the density layer. 
through the layer. It is these structures that are ultimately 
responsible for the widening of the layer and for the irreg- 
ular appearance of the average density i&(y). 
For higher A, A= -0.5 and -0.8, the characteristics 
of the flow discussed for A= -0.2 are greatly amplified 
and occur much earlier in time. As in the single-scale per- 
turbation, there exist dipolar regions of vorticity consisting 
of elongated vortices of equal and opposite strength. 
An important issue in this study is the development of 
a self-similar asymptotic limit independent of the initial 
random distribution. From the analysis of Barenblatt,12 the 
propagation of a uniform turbulent layer initially deposited 
in an inviscid homogeneous fluid is self-similar in time. 
From a dimensional argument, Barenblatt deduced that 
the layer width scales as 
a-p3 (41) 
in the absence of viscosity. Due to the presence of large 
structures in our problem, there may not be any simple 
scaling behavior associated with the growth of the mixing 
layer at late times. Even if such scaling did exist our results 
indicate that the value of 2/3 for the time exponent is 
questionable. In an attempt to explore this issue, we plot in 
Figs. 23 and 24 the time evolution of the average amplitude 
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a, and the width 6 of the stratified layer using logarithmic 
axes. The results are a compilation of six different initial 
conditions explored by Pham in this thesis. The curves for 
the amplitude a seem to have a slope of 2/3 while for S the 
slope is close to l/4. As seen above, the information from 
the average amplitude a can be misleading in regard to the 
growth of the layer. In fact it is the quantity 6(t) which 
should exhibit growth varying with time as ?‘3, if Baren- 
blatt’s theory were valid. Barenblatt’s analysis assumes 
that the layer of turbulence has uniform density. This is 
clearly not the case here. At best, one might hope that the 
analysis would be valid at low-density contrasts. However, 
from the results shown above the scaling exponent for the 
asymptotic growth of the layer seems to be relatively in- 
sensitive to the density contrast at late times. 
It is of course possible that the layer has not evolved 
over a sufficiently long time to display the expected “2/3” 
law. At the end of our calculations the layer has only 
grown a factor of roughly 2 over its initial size. However, 
given the emergence of the vertical structures, we find it 
unlikely that at later times the layer will increase its rate of 
growth. Barenblatt has also computed the expected scaling 
exponent in the presence of viscosity and these values are 
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.24 
FIG. 15. Time evolution of the average quantities for the single-scale profile L= 1.0, A= -0.5, ~=0.5, t=O-40. Combined results: -, numerical 
simulation; --, linear model: (a) growth rate da/d? of the average amplitude, numerical, and Richtmyer theory (straight line); (b) the ratio of the 
numerical growth rate da/dt over that predicted by Richtmyer theory, (c) In a vs In t; (d) In S vs In t 
lower than the inviscid value of 2/3. Thus there also exists 
the possibility that our results reflect some inherent viscos- 
ity in the numerical calculation. However, energy is well 
conserved over the time interval of our calculations and 
therefore we do not believe that viscosity is a large effect 
here. Finally, three-dimensional effects which have been 
ignored here may be responsible for the discrepancy in the 
exponent. We  note, however, that Young? has recently 
presented three-dimensional simulations of Richtmyer- 
Meshkov instability. His results also indicate slower 
growth of the mixing layer than that given by the Baren- 
blatt theory. 
We  conclude that while there may be some evidence 
for scaling behavior in these multiscale simulations, a more 
elaborate argument which presumably incorporates the ef- 
fect of structures is necessary to obtain an estimate of the 
time exponent. 
We  conclude this section by demonstrating that the 
frozen field approximation is also of use in determining the 
early-time behavior of a layer with multiple-scale distur- 
bances. In Fig. 25, we plot the amplitude and layer width 
versus time for a particular initial condition and compare 
359 Phys. Fluids A, Vol. 5, No. 2, February 1993 
this with the results of the frozen field approximation. As 
can be seen from the figure the approximation tracks the 
growth of the layer quite well at early times. At later times 
the frozen field model does not account properly for the 
modification of the density by the vortex structures and 
underestimates the growth of the layer. 
V. CONCLUSIONS 
An extensive simulation of the two-dimensional in- 
compressible Richtmyer-Meshkov instability of a continu- 
ously stratified fluid is presented in this study as a model of 
shock-induced Richtmyer-Meshkov instability. The initial 
motion after the passage of the shock is assumed to be 
equivalent to the motion generated by an impulsive accel- 
eration except for the small effect of compressibility. For a 
small single-scale perturbation on an interface, our numer- 
ical growth rates of the instability are the same as those 
predicted by Richtmyer theory. For a continuous stratifi- 
cation, and similarly for a highly perturbed layer, the 
Richtmyer formula overpredicts the growth rate. The 
growth rate varies most strongly with variations of the 
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FIG. 16. Time evolution of the density contours for the fifth initial random profile, A= -0.2, t=O, 8, 16, 24. The contours are at p=O.41,0.45,0.50, 
0.55,0.59. 
layer thickness. Variation of the growth rate with ampli- 
tude and Atwood ratio are less pronounced. 
For the single-scale problem, with L= 1.0, our simu- 
lation covers the range of A from -0.8 to -0.05, and E 
from 0.2 to 1.0. The numerical growth rates for these cases 
are about half of the Richtmyer results for the sharp pro- 
files with an equivalent jump in density. The rate decreases 
in time in proportion to the nonlinear effects. The higher 
the perturbation amplitude and the Atwood number, the 
greater the reduction in the growth rate du/dt. The initial 
behavior follows the frozen field approximation over a time 
equivalent to the traversal of several layer thickness. For 
single-scale perturbations no self-similar long-time asymp- 
totic behavior is observed for the growth of the layer. This 
is to be contrasted with the case of Rayleigh-Taylor insta- 
bility in the single-scale regime. For all cases, we observe 
the emergence of fluid plumes due to roll-up where the 
nonlinear effects become significant. This phenomenon 
causes the overall growth of the layer to decrease, and the 
initial deposited energy is used to increase the internal mix- 
ing of the stratified layer. 
For the multiple-scale problem, we observe a weak 
360 Phys. Fluids A, Vol. 5, No. 2, February 1993 
scaling behavior in the growth of the density layer. The 
layer thickness S seems to scale with t114 in contrast to the 
?‘3 power law of Barenblatt even at low Atwood ratio. We 
believe this is a consequence of the inhomogeneity and 
anisotropy which is related to the presence of large-scale 
vortices. The late-time behavior of the instability is domi- 
nated by the emergence of plumes of fluid, once an internal 
peak reaches the boundaries of the layer. These fluid glob- 
ules resemble in some ways the nonlinear development of 
the single-scale problem. The formations of the plumes 
may therefore correspond to weakly interacting single- 
scale modes. In this case it may be possible to base a theory 
of the growth of the layer on these modes. This would be 
somewhat in the spirit of the bubble approximation used by 
Zutiria2’ in his study of Rayleigh-Taylor instability. It is of 
course possible that three-dimensional effects which are 
not included in this calculation may exhibit scaling with a 
power closer to the value of 2/3 at low Atwood ratios. 
Alternatively, it is possible that plumelike structures also 
dominate the late-time behavior in three dimensions. This 
issue is currently under investigation. 
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APPENDIX: DETAILS OF THE NUMERICAL SOLUTION 
1. Stretching functions 
The inversion for y in term of 7 is 
(Al) 
The first and second y derivative of a flow variable are 
transformed as follows: 
d dqd -z--* 
ay dy w 
g&)‘-g+~ [-$($)I iJ 
(A2) 
(A31 
where 
(A4) 
=-24?7(1--3. C-45) 
2. Discretization of the Poisson equation 
Let h denote the uniform spacing of the grid points in 
the x direction, and AT the spacing in the 17 direction. 
Equation ( 17) is discretized at the center of the p cell, and 
after rearrangement becomes, 
1 1 ( 1 1 -7? POi+C1/2)j+POi-(l/2)/ ) 
( 
nLj -n', ~ 4j- 1 Ilp_- 
” POij+ 112 + POij- 112 )I pij 
+; 
1 
pi+ lj+A 
1 
POi+(l/2)j h POi-(l/Z)j 
pi- lj 
‘liijrl:j p 
A-- 
rlLjr]Lj- 1 
POij+ l/2 
ij+l+ ____ Pij- 1 =O, 
POij- l/2 
where 
dv 1 ~ ‘I:“&, u A,, 9 
(A@ 
(A71 
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drl 1 
v:=&“G. 
where 
(A81 
The subscripts u and v denote the evaluation of the deriv- 
atives at the center of the u cell and v cell, respectively. 
Equation (A6) yields a banded matrix, with a band width 
of twice the number of the grid points in the x direction. 
This matrix is solved using a band LU decomposition. 
Since the solution is arbitrary up to a constant, we have the 
freedom to fix the value of P at one particular grid point. 
We choose Pz2 = 0. 
3. Crank-Nicolson time discretization 
The Crank-Nicolson approximation to Eqs. (19)- 
(22) gives 
P n+l -pn 1 
At +z [F(un+l,pn+‘) +fqu”,p”)] =o, (A91 
g+‘-u” 1 
At +z [G(~“+‘,p~+~,p”+~) +G(u”,p”,p”)] =0, 
(AlO) 
v.u”+‘=o, (All) 
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+ df 
F(u,p) =u ax+ (v- P-1 ;Iv, 
G(w,p) = [W%IT, (A131 
C-412) 
FIG. 19. Three-dimensional surface of P,(y,t) for the fifth initial random 
profile, A= -0.2 and i=O, 75.4. 
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1 
G,=; (u2)+; [u(v-v)] +l?-- v2u, pdx pRe 
(A141 
4. Iterative solution of the equations 
Let 
w+l_ u u”+l-u” , 
-n+l- n+l P -p -p”, 
^n+l= n+l P P -Pp”l 
a= At/2, 
then the above equations become, 
P -n+‘+aF(u^“+l+u”,~nf’Cpn)=-aF(u”,p”), 
I;‘2+l+aG(ti”+‘+aG(ti”+‘-t-u”,p^”+’+p”,~”+’+pn) 
= -aG(u”,p”,p”), 
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(A15) 
(A161 
(A17) 
(A181 
(A191 
(-420) 
C-421) 
v.p+‘z-o. (A221 
This nonhnear set of equations for the unknown vari- 
ables with the superscript n+ 1 at the next physical time 
step is solved by considering it to be the steady solution of 
the following fictitious pseudotime problem: 
a/j 
z+P+aF(fi+u,fi+p)= -aF(u,p), C-423) 
A 
~+fi+aGt~+uB+p,~+pl= -aG(u,p,p), (A24) 
(A25) 
where the superscripts n and n+ 1 have been dropped for 
simplicity. 
The initial and boundary conditions for this problem 
are 
(u^,t?,$,~) =0 at 7=0, (A261 
t?$,fi-O as 7j-+ *l, T>O, (A271 
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FIG. 21. Time evolution of the vorticity contours for the fifth initial random profile, A= -0.2, t=32, 40, 48, 56. The contours are from -0.40 to 0.30 
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along with the periodicity of the velocity and the density in 
the x direction. 
Let k denote the kth iteration of the pseudotime prob- 
lem. Then, one way to solve this fictious system is by the 
following iterative scheme: 
Step 1. For a fixed i, along a vertical line of grid points, 
we discretize the equation for fi’+’ with the y derivatives 
evaluated at step k+ 1. The x derivatives and all of the 
nonlinearities are lagged at the pseudotime step k. The 
resulting unknowns can be arranged in the form of a tri- 
diagonal matrix. The pressure in the artificial compressibil- 
ity equation is coupled with the v momentum equation. 
Thus, the v momentum equation becomes 
1 
-(b+p)Re 
=H,, 
where 
1 dq c3$ 
2u^(u- V,] +--- 
B+P 4 JT 
1 
(A281 
HL,=-a 2 [u(v-V)+(u^+u)(v^+u--)I 
[ 
’ (e+V’u) ---& V’u], (A29) -(,G+p)Re dx- 
and 
v2--$+($)2$+f$ [-g($)I &. (A30) 
We refer to an operation of this type as a “sweep” in order 
to emphasize the similarity of this method to the well- 
known alternating direction implicit (ADI) schemes. 
Step 2. Perform a sweep of the density equation in the 
y direction one-half pseudotime step, ;Ar to obtain fik+“2. 
The density equation for this sweep is, 
alj dv a? 
2 z+b+a(O+u--VI 5 s=Hr,, 
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FIG. 22. Time evolution of the vorticity contours for the fifth initial random profile, A= -0.2, t=64, 68, 72, 75. The contours are from -0.613-0.30 
t=64, -0.65-0.40 t=68, -0.60-0.60 t=72, and -0.60-0.70 t=75 with incremental step size of 0.05. The negative contours are indicated by - .- and 
positive ones by -. 
where 
drl dp (2u+u^) g+ [2(u- v) +fi1 -- 
dv a7 
(A321 
H,,=-a f (2u2+Ij2)+~~ [u(v--V) 
I dy a77 
1 
-(b+p)Re 
Step 3. Perform a sweep of the equation for ~‘2 in the x 
direction. The pressure in the artificial compressibility 
equation is coupled with the u-momentum equation. Only 
x derivatives are considered and all of they derivatives and 
the nonlinearities are lagged. The u-momentum equation 
for this sweep is then 
I a@ 
$ (224 +--- -- b+p& 
L433) 
Step 4. Perform a sweep in the x direction for the 
remaining half pseudotime step for the density equation. 
The density equation is 
n ,. 
2 $+fi+a(u^+u) g=H,.2, (A35) 
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FIG. 23. Combined results of In(average amplitude) vs In(t) for six 
different initial random profiles: . . -, A = -0.05; ---, A = -0.2; -, 
A= -0.5; + + +, A= -0.8. The numbers 1, 2, 3, 4, 5, and 6 on the 
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dom profiles, respectively. The triangle has slope 21’3. 
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FIG. 24. Combined results of In 6 vs In t for six different initial random 
profiles: I . . , A=-0.05; ---, A=-0.2; -, A=-0.5; ++ +, A 
= -0.8. The numbers 1, 2, 3, 4, 5, and 6 on the curves refer to the first, 
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The triangle has slope l/4. 
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(A361 
Step 5. Obtain the pressure gk+’ from the artificial 
compressibility equation. 
(A371 
Step 6. Repeat steps 1-5 until the pseudotime problem 
reaches a steady state. 
For each sweep, the unknowns form a tridiagonal ma- 
trix. The discretized equations at cell center i,j for the U, 
first p, u, and second p equations, respectively, are 
a,l,ti~~~j+a,,2ik1'-t~3U"~~~j=a4U , 
aw&;j+ a,,&-+ ’ -t a3-2$!(,= a4r2 , 
where 
(A401 
(A41) 
-$,j(vv,$-V)+$ 
urj 
(A421 
+11:j> +A 2VL; 2 
) 
aju=aAr T:j(UU~j-V)+~ - 
1 
2 Amlkj4j+l 
Puij I B 
1 II 
-Re ,;;+y 
( ) II 
f 
JC Arl 
u4”= vii- 
2aArrlLj 4 
Stij i 
Pi,..+ .I-f$j-~~ (@j+, 
..k -~i-lj+l-$-+zif-lj) +ArH,y, 
&j=&+ I + &+ pij+ I+ Pij F 
aAr 
dlrl= - 4 (ZTk+l+V-~)~jpr]~j~ 
A7 
a2rl=1+y, 
abr 
al = 4 (lFkf'+v- nijp?&, 
(A431 
(A441 
C-445) 
(A46) 
(A471 
(A48) 
(~449) 
(A501 
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ahr 
alU=-h 
ah7 -- ah- h 
t-452) 
(A531 
(A54) 
ahr 1 
u4u=a~-~fi h 
AT 
Puij ( 
P-$+ 1 j-P?j+l T:jCv$z:j- 1 
-~~:j+U”,“-~j~:) +ArHu/j, 
1 
C-455) 
p;1/2= &+ l/2 C&~/~+Pij+pi+lj, (A561 
aAr 
%2= -yg (u Ak+l+u)ij~, (A571 
A7 
%,=1+-p (A581 
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aAr -- 
a3r2- 4h (u Ak+l+U)ijP, 
ah.2 = Pij -k-t l/2 + : H,zij . (A601 
(A59) 
Dirichlet boundary conditions are enforced during the 
sweep in the y direction while periodic boundary condi- 
tions are enforced during the sweep in the x direction. The 
iterative scheme of the pseudotime problem has two pa- 
rameters Ar and B that affect the convergence rate. It 
should also be noted that other permutations for the 
sweeping order are possible. However, tests of this method 
indicate that the order of sweeps does not materially affect 
the convergence of the scheme. It is shown by Pham13 that 
the proper choices of /3 and Ar are strongly problem de- 
pendent and will depend in general on the grid size and 
flow velocities. 
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