In this paper we consider the numerical solution of taxis-diffusion-reaction models. Such nonlinear partial differential equation models appear often in mathematical biology and we consider examples from tumour growth and invasion, and the aggregation of amoebae. These examples are characterised by a taxis term which is large in magnitude compared with the diffusion term and this can cause numerical problems. The numerical technique presented here follows the method of lines. Special attention is paid to the discretization of the taxis term in space to avoid oscillations and negative solution values. We employ splitting techniques in the time discretization to deal with the complex structure of the model and to reduce the amount of computational linear algebra. These techniques are based on explicit Runge-Kutta and linearly implicit Runge-Kutta-Rosenbrock methods. A series of numerical experiments demonstrates the good performance of the algorithm and gives rise to some implications for future modelling.
Introduction
Many biological systems exhibit time dependent reaction-diffusion phenomena on an open, bounded domain ⊂ R d (in this work we consider d = 1 or d = 2, and the numerical methods are presented for d = 2; however, they are applicable for all d ≥ 1) with a piecewise smooth boundary ∂ . These phenomena generally involve several interacting chemical species (e.g. propagator species, controller variables, inhibitors, enhancers, attractors). We denote the time and space dependent concentrations of the chemical species by the vector valued function
The processes occurring in such systems involve kinetic interactions between the various chemical species as well as the spatial spread of the chemicals and so are often modelled by systems of partial differential equations (PDEs) of reaction-diffusion type. The generic reaction-diffusion system may be written as ∂ t c(t, x) = D c(t, x) + g(c(t, x)) for (t, x) ∈ (0, T ] × ,
where ∂ t = ∂ ∂t , the Laplacian operates componentwise on c, D is an l-by-l nonnegative diagonal matrix containing the diffusion coefficient of each species and the function g : R l → R l describes the reaction kinetic between the species. We permit certain of the diffusion coefficients to be zero (which may model, for example, chemicals bound to an underlying substratum or extracellular matrix). The system also has to be supplied with appropriate initial and boundary conditions.
If the domain , beside the chemicals c, also contains any entities or organisms (e.g. cells, predators, parasitoids) which migrate in direct response to the concentration fields of some of the chemicals in c, then this migration process will clearly depend on the dynamics of the underlying reaction-diffusion system for c. We denote the density of the organisms by the function n : [0, T ] ×¯ → R.
If the migration depends on the concentration field of a soluble (diffusible) chemical then the process is termed chemotaxis; if this chemical is bound to some underlying substratum (e.g. extracellular matrix) then we talk about haptotaxis (other forms of taxis are also possible, e.g. galvanotaxis, phototaxis, gravitaxis [1] ). A chemical may have either an attracting or a repelling influence on the migration of the organisms depending on the interactions between them. In both cases, the migration due to taxis is assumed to be proportional to the gradient (in space) of the chemical. Further, there might be some random motility of the organisms, and death or birth might also occur (potentially depending on c). The generic equation describing the evolution of n(t, x) is then given by
where ε is the random motility coefficient (cf. chemical diffusion) and the taxis functions associated with each chemical c j , denoted by p j : R l → R, j = 1, . . . , l, as well as the reaction term f 0 : R × R l → R are given. The gradient operator is denoted by ∇.
In biological systems where the organisms directly interact with the chemical species, the density n(t, x) also has an influence on the dynamics of the underlying reaction-diffusion system, for instance through the production or uptake of certain of the chemicals. Therefore the quantity n should be included in the reaction term g of Eq.
(1) such that we now have a function g 0 (n, c). Altogether we obtain the taxis-diffusion-reaction (TDR) system ∂ t n = ε n − ∇ · n l j=1 p j (c)∇c j + f 0 (n, c),
Again, this system has to be supplied with appropriate initial and boundary conditions. A simple example of a TDR system in one space dimension is the model of Chaplain and Stuart [2] describing the response of endothelial cells (n) to a chemoattractant chemical (c 1 ) during the process of tumour-induced angiogenesis. The equations are given by ∂ t n = ε∂ where we use the notation ∂ x = ∂ ∂ x . In this paper we will focus on biological systems where the movement (or migration) of organisms is mainly due to taxis with little due to random motion, or where there is no random motility at all. We therefore consider the case ε = 0 in all these systems and study the effects of this change to the models.
In particular we are concerned in this paper with developing robust numerical methods to solve such systems as (3) with ε = 0 on the unit interval = (0, 1) and the unit square = (0, 1) 2 . We note that we can add a further time and space dependent function (e.g. h(t, x)) to each of the equations accounting for any sources and sinks. This can be useful if the models considered here are going to be coupled with other models.
The paper is organised as follows. Section 2 contains a description of certain specific biomathematical models which we will use to test our numerical techniques on. Next, in Section 3 we give details of the numerical techniques which are used for the solution of the model equations. Simulation results for the models from Section 2 are then reported in Section 4. Finally, in Section 5, we discuss the biological implications of zero random motility of the organisms and comment on the appropriateness of numerical schemes. We also give implications for future modelling.
TDR models
In this section we describe several mathematical models which are of the general form given in (3) . The first model is actually not really a TDR system but a scalar taxis equation. We give an analytic solution for this problem. The availability of this solution makes this model ideal for testing our numerical schemes. The next three models arise from the study of certain aspects of tumour growth (angiogenesis and invasion) and the fifth and final example is taken from developmental biology, specifically the study of the aggregation phase of the social amoeba Dictyostelium discoideum. Other TDR models arise, for instance, from modelling fungal growth and interaction [3] and fracture healing in bone [4] .
A simple taxis test model
This model is taken from [5] and we use it to evaluate our taxis discretization algorithm. The spatial domain of the model is the unit square, = (0, 1) 2 . In the model, a scalar quantity (density n) is simply advected up the gradient of an attractant with fixed concentration profile. The attractant concentration is radially symmetric with centre (1/2, 1/2):
, is the distance of x from the centre of . This corresponds to a ring of chemoattractant with maximum at r = 0.25. The model equation is given by
We use parametrised initial data with parameter 0 ≤ ε < 0.1:
These initial data have continuous first derivatives in space if ε > 0. The parameter ε controls the steepness of the front in the initial data. We use two different values in our experiments: ε = 0.09 for a fairly smooth initial condition, and ε = 0 which is a jump initial condition with jump at r = 0.4. The initial condition and its gradient are zero for all r ≥ 1 2 if ε < 0.1. We assume no flux boundary conditions for n. This is consistent with the initial data, and, together with the given attractant concentration, implies that the boundary has no influence on the solution in . As time proceeds, the population n moves up the gradient of c 1 and tends to cluster into a ridge at r = 0.25 where c 1 has its maximum value.
The solution n of this problem is radially symmetric and we defineñ(t, r ) such that n(t, x) =ñ(t, r (x)) for all x ∈¯ . Further define v(r ) :=c (r ) = 4π sin(4πr ). Then we obtain (see also [5] )
= (v∂ rñ +ñv )∇r · ∇r +ñv r = v∂ rñ +ñv +ñvr −1 and hence Eq. (4) is for r > 0 equivalent to ∂ tñ + v∂ rñ = −(v + vr −1 )ñ. This equation can be solved by the method of characteristics (we can restrict our attention to r ∈ [0, 1/2]) and we obtain for smooth initial datañ(0, r ) :=ñ 0 (r ) and r = 0, 1/4, 1/2
with
where int(z) is the integer part of z ∈ R, z ≥ 0. We obtain the solution for r = 0, 1/4, 1/2 by continuity. Hence we have a smooth (classical) solution for all t > 0 whenever the initial data are differentiable. If the initial data are nondifferentiable at some points then Eq. (6) can still be evaluated and is a generalised solution; see e.g. [6, p. 21] . For a detailed derivation of the solution we refer the interested reader to [7] .
Mathematical modelling of tumour growth and invasion
The development of a primary solid tumour (e.g., a carcinoma) begins with a single normal cell becoming transformed as a result of mutations in certain key genes. This transformed cell differs from a normal one in several ways, one of the most notable being its escape from the body's homeostatic mechanisms, leading to inappropriate proliferation. An individual tumour cell has the potential, over successive divisions, to develop into a cluster (or nodule) of tumour cells. Further growth and proliferation leads to the development of an avascular tumour consisting of approximately 10 6 cells. This cannot grow any further, owing to its dependence on diffusion as the only means of receiving nutrients and removing waste products. For any further development to occur the tumour must initiate angiogenesis -the recruitment of blood vessels. The tumour cells first secrete angiogenic factors which in turn induce endothelial cells in a neighbouring blood vessel to degrade their basal lamina and begin to migrate towards the tumour. As it migrates, the endothelium begins to form sprouts which can then form loops and branches through which blood circulates. From these branches more sprouts form and the whole process repeats, forming a capillary network which eventually connects with the tumour, completing angiogenesis and supplying the tumour with the nutrients it needs to grow further. During the process of vessel formation, the endothelial cells may secrete enzymes which degrade the local tissue (extracellular matrix) thus facilitating the whole process. Indeed this process of matrix degradation through enzyme secretion is also carried out by the tumour cells themselves. This enables active migration by the tumour cells into the tissue to take place. The combination of tumour vascularisation (i.e. the blood vessels connect with the tumour) and active tissue invasion means that there is now the possibility of tumour cells finding their way into the circulation and/or lymph system, and subsequently being deposited in distant sites in the body, resulting in metastasis.
The complete process of metastasis involves several sequential steps, each of which must be successfully completed by cells of the primary tumour before a secondary tumour (a metastasis) is formed. A summary of the key stages of the metastatic cascade is as follows:
1. the primary tumour induces the formation of a local vascular network and creates its own blood supply; 2. cancer cells escape from the primary tumour; 3. the cells locally degrade the surrounding tissue and continue migration; 4. they enter the lymphatic and blood circulation systems (intravasation); 5. they must survive their journey in the circulation system; 6. they must escape from the blood circulation (extravasation); 7. the cancer cells (from the primary tumour) must then establish a new colony in distant organs; 8. the new colony of cells must then begin to grow to form a secondary tumour in the new organ.
The mathematical models which we will present in the following two sections focus specifically on the processes of tumour-induced angiogenesis (endothelial cell migration in response to external stimuli, i.e. point 1) and tumour invasion of tissue (cancer cell migration, i.e. points 2 and 3).
Mathematical models of tumour-induced angiogenesis
Angiogenesis, the formation of blood vessels from a pre-existing vasculature, is a crucial component of many mammalian growth processes, including embryogenesis and wound healing. It is also a key component in the metastatic cascade enabling a solid tumour to progress from the relatively harmless avascular growth phase to the potentially lethal vascular growth phase. The mathematical modelling of angiogenesis may be traced back to the work of D'Arcy Thompson (1917) [8] . In more recent times a variety of models have appeared focusing on different aspects of the process [9, 2, [10] [11] [12] [13] [14] , while the recent work of Valenciano and Chaplain [15, 16] has focussed not only on the modelling aspects of tumour-induced angiogenesis but also on developing efficient numerical techniques using finite element methods. A comprehensive account of the complete angiogenic process may be found in [11] and references therein. We summarise the main events of angiogenesis as:
• the secretion of chemicals known as tumour angiogenic factors (TAF) by cancer cells, • the response of endothelial cells (EC) in any neighbouring blood vessels to these chemicals through migration and proliferation,
• interaction between the endothelial cells and the extracellular matrix,
• the formation of new individual capillary sprouts, which in turn connect up to form a new vasculature,
• flow of blood and remodelling of the vasculature. We describe below two models of tumour-induced angiogenesis developed by Chaplain and Stuart [2] and Anderson and Chaplain [11] .
Model 1:
The model of Chaplain and Stuart [2] focused on two key variables, namely the EC density (n) and TAF concentration (c 1 ). The model assumed that TAF was secreted by tumour cells (located on one boundary of the domain), diffused into the surrounding tissue, was taken up by the endothelial cells via cell-surface receptors and underwent some natural decay. The motion of the endothelial cells was assumed to be influenced by two factors only: random motility (analogous to molecular diffusion) and chemotaxis in response to TAF gradients. To derive the partial differential equation governing endothelial cell motion, the total cell flux was considered and then a conservation equation was derived for the cell density. The contributions to the endothelial cell flux J n were given by
To describe the random motility of the endothelial cells a flux of the form J random = −ε∇n, where ε is a positive constant, the cell random motility coefficient, was assumed. The chemotactic flux was taken to be of the simple form J chemo = χ 0 n∇c 1 , where χ 0 is the (constant) chemotactic function. The endothelial cells were also assumed to undergo death at rate β and proliferation in a logistic manner, with proliferation constant µ. The latter was assumed to be governed by a threshold TAF concentration c * 1 , i.e. there was no proliferation for c 1 < c * 1 and logistic proliferation for c 1 > c * 1 . The nondimensionalised model equations are then given by
uptake by cells
Chaplain and Stuart estimated the model parameters from experimental data and they are as follows:
The above parameter estimation shows that the cell random motility is much smaller than the chemotaxis. Hence, in addition, in Section 4 we also consider the system without cell random motility:
We consider the systems (7) and (8) in Section 4.2 on the domain = (0, 1) and give a set of suitable initial and boundary conditions there.
Model 2:
The model of Anderson and Chaplain [11] extended and further developed the model of Chaplain and Stuart [2] by including the interactions between the endothelial cells and the extracellular matrix through the matrix macromolecule fibronectin. The model therefore consists of three equations governing the evolution of the three variables, EC density n, TAF concentration c 1 and fibronectin concentration c 2 .
Once again the model assumed that the motion of the endothelial cells (at or near a capillary sprout-tip) is influenced by random motility and chemotaxis (in response to TAF gradients), but also by haptotaxis in response to fibronectin gradients [17] . Once again to derive the partial differential equation governing endothelial cell motion, the total cell flux was considered and then a conservation equation was derived for the cell density. The three contributions to the endothelial cell flux J n were taken to be
Once again, to describe the random motility of the endothelial cells at or near the sprout-tips, a flux of the form J random = −ε∇n, where ε is a positive constant, the cell random motility coefficient, was chosen. However the chemotactic flux was taken to be of the form J chemo = χ (c 1 )n∇c 1 , where χ (c 1 ) is a chemotactic function, reflecting the saturation of TAF receptors on the cell surface. Finally the influence of fibronectin on the endothelial cells was modelled by the simple form of haptotactic flux, J hapto = ρ 0 n∇c 2 , where ρ 0 > 0 is the (constant) haptotactic coefficient. The model omitted any proliferation terms for the cells since in this case attention was focused on the endothelial cells at the sprout-tips (where there is no proliferation).
The equation for fibronectin contained a degradation term (the endothelial cells degrade the fibronectin via enzymes) and production term since the endothelial cells themselves produce and secrete fibronectin which then becomes bound to the extracellular matrix and does not diffuse. Therefore the equation for fibronectin contains no diffusion term [17] .
Following the results of Chaplain and Stuart [2] where it was noted that the TAF diffusion occurred on such a fast timescale as to set up a quasi-steady state concentration profile, the TAF equation contains only one term, that of uptake or binding of the TAF to the endothelial cell surface receptors. The initial quasi-steady state concentration profile is provided through the initial conditions for the TAF.
Hence the complete, nondimensionalised system of equations describing the interactions of the endothelial cells, TAF and fibronectin as modelled by Anderson and Chaplain [11] is
This system is considered to hold on the unit square = (0, 1) 2 (representing a square of corneal tissue) with the parent vessel (e.g. limbal vessel) located along one edge and the tumour located on the opposite edge. These assumptions result in the choice of initial values for n, c 1 , and c 2 as given in Section 4.2. It was assumed that the cells, and consequently the capillary sprouts, remain within the domain of tissue under consideration and therefore no-flux boundary conditions of the form
were imposed for n on the boundaries of the square, where ζ is an appropriate outward unit normal vector. No boundary conditions can be imposed on c 1 and c 2 .
Anderson and Chaplain [11] estimated as many parameter values as possible from experimental data and used the following set in their simulations:
Although Anderson and Chaplain [11] considered random migration of the endothelial cells, in this paper we also consider the system without this random motion. This can be justified biologically -prior to stimulation by the TAF, the endothelial cells are migrationally inert and are simply attached to one another while lining their parent vessel. Also we can see from the estimated parameter values (ε = 0.00035, χ 0 = 0.38, ρ 0 = 0.34) that the (scaled) random migration coefficient of the EC is several orders of magnitude smaller than the taxis coefficients. The modified system we also study here is therefore given by
Mathematical modelling of tumour invasion
As noted previously, a crucial part of the metastatic process is the ability of the cancer cells to degrade the surrounding tissue or extracellular matrix (ECM). This is a complex mixture of proteins and proteoglycans within and on which the normal cells of solid organs are situated. The matrix is highly dynamic, at any one time being actively secreted and degraded. A number of specific matrix degradative enzymes (MDEs) such as the plasminogen activator (PA) system and the large family of matrix metalloproteinases (MMPs) have been described and both the PAs and the MMPs have been repeatedly implicated in all of the key steps of tumour invasion and metastasis. A comprehensive description of the invasive process and its place in the metastatic cascade is given in [18] and references therein. In recent years there has been an increase in modelling the process of tumour invasion with a number of articles appearing on the subject (e.g. [19] [20] [21] 18] ). We describe below the recent model of Anderson et al. [18] who developed a mathematical model of tumour invasion based on generic solid tumour growth, which for simplicity was assumed to be in an avascular state. Whilst most tumours are asymptomatic at this state, it is still possible for cells to escape and migrate to the lymph nodes and for the more aggressive tumours to invade.
In the model three variables were considered; tumour cell density (denoted by n), ECM density (denoted by c 1 ) and MDE concentration (denoted by c 2 ). The main assumptions of the model were that the tumour cells produce MDEs which degrade the ECM locally and that ECM degradation results in the production of molecules which are actively attractive to tumour cells (e.g. fibronectin) and which then aid in directed tumour cell motility (haptotaxis).
The model considered tumour cell motion to be driven only by random motility and haptotaxis in response to adhesive and/or attractive gradients created by degradation of the matrix. In a manner similar to that of Anderson and Chaplain [11] , the total cell flux was considered and then a conservation equation was derived for the cell density. The two contributions to the tumour cell flux J n were taken to be
To describe the random motility of the tumour cells a flux of the form J random = −ε(c 1 , c 2 )∇n was assumed. Anderson et al. [18] considered ε(c 1 , c 2 ) to be a constant or a function of either the MDE or ECM concentration. Here we assume it is constant. The haptotactic flux was taken to be of the simple form J hapto = χ n∇c 1 , where χ > 0 is the (constant) haptotactic coefficient. The model did not consider any proliferation of the tumour cells, but this could be easily incorporated.
Active MDEs were assumed to be produced by the tumour cells, diffuse throughout the tissue and undergo some form of decay (either passive or active). The ECM was assumed to have no motility and was degraded by the MDEs upon contact. No remodelling of the ECM was assumed, although once again, this could be easily incorporated.
Hence the complete system of equations from the model of Anderson et al. [18] describing the interactions of the tumour cells, ECM and MDEs is
This model is considered on the unit interval = (0, 1) as well as on the unit square = (0, 1) 2 . Zero-flux boundary conditions
for the cells and
for the MDEs are imposed on the boundaries of where ζ is an appropriate outward unit normal vector. Suitable initial conditions are described in Sections 4.3.1 and 4.3.2 for the 1D and the 2D case, respectively. Anderson et al. [18] undertook a range of simulation experiments based around the following set of parameter values:
In order to explore the effect of the strength of haptotaxis on the invasive process they used a range of values ([0.005, 0.5]) for the haptotactic coefficient χ . In the following simulations we use values χ = 0.5 and χ = 0.005. Note that in the 1D simulations we use a value β = 0.
Prior to invasion, the tumour is a compact mass of cells with little or no local migration. Once invasion is triggered, the migration of the cells is very focused and direct. Hence in this paper we also consider the above system without random motion of the tumour cells, i.e.
Mathematical modelling of Dictyostelium aggregation
Biochemical oscillations in the slime mould D. discoideum (Dd) have been widely studied. An excellent comprehensive account of this process can be found in Weijer [22] and references contained therein. Periodic synthesis of pulses of cyclic AMP (cAMP) in Dd control chemotaxis and differentiation during aggregation of the amoebae after starvation. Supporting in vitro observations in agar show that the signalling system is capable of two types of dynamic behaviour: autonomous oscillations of cAMP and relay of suprathreshold cAMP pulses -the synthesis of a pulse of cAMP in response to external cAMP stimulation of sufficient magnitude. The chemotactic movement of the amoebae was first modelled by Keller and Segel and led to the classic Keller-Segel model of chemotaxis-driven instability [23] .
Previous analysis [22] has demonstrated that relay and oscillations represent two modes of dynamic behaviour which stem from the autocatalytic regulation of adenylate cyclase, with the enzyme being activated upon binding of extracellular cAMP to a receptor on the surface of the cell. Relay is linked to autonomous oscillations and is a consequence of the excitability of the adenylate cyclase reaction in Dd.
Dd cells respond chemotactically to cAMP gradients and there is an internal signal transduction pathway involving cell receptors and cAMP and various other components. There have been several mathematical models in recent years (e.g. [24] [25] [26] [27] [28] [29] [30] ) studying the chemotactic response coupled with the receptor dynamics. Many of these models can be reduced to a system of three equations governing the evolution of Dd cell density n, the number/fraction of active cAMP receptors on the cell surface c 1 and the (external) cAMP concentration c 2 . These models take the generic form
For a specific example we present the model of Höfer [31] who considers the system
The parameter values estimated from experimental data were
Once again, in the absence of cAMP waves, the Dd are relatively inert and there is little random motility. Once stimulated, the major response to cAMP is a chemotactic one, i.e. ε χ 0 , and indeed Höfer et al. [24] comment that their cell equation is essentially "an advection equation with a small diffusive smoothing term". Therefore, we also study the system in the absence of amoebae random motility, i.e. system (16) with parameter ε = 0:
Numerical technique
In this section we describe in some detail the numerical techniques which we apply to obtain approximate solutions of system (3) for = (0, 1) 2 . A restriction to 1D or a generalisation to higher space dimensions is straightforward. We follow the method of lines (MOL) approach. This means that as a first step we replace the spatial derivatives in the PDE system by, in our approach, a finite volume approximation on a spatial grid. The result is a large, in general stiff, system of ordinary differential equations (ODEs). This so-called MOL-ODE is then integrated in time using an appropriate method in a second step. Hence, finally we obtain approximations to the solution of (3) on a discrete spatial and temporal grid. A comprehensive treatment of theoretical and practical issues of numerical methods for advection-diffusion-reaction equations (accuracy and stability of schemes, computational costs, etc.) may be found in the excellent monograph by Hundsdorfer and Verwer [32] . This book also contains biomedical applications. A more general discussion of mathematical modelling and computational issues regarding biological systems may be found in the book by Bellomo and Preziosi [33] .
We have the unit square := (0, 1) 2 as our computational domain and cover it by an equi-spaced linear grid with M computational cells in each spatial direction. The width of such a cell is denoted by h := 1/M and we assume cell-centred grid points. Hence we have grid
The set { i } i∈I forms a partition of . For convenience of notation we assume that the grid is extended beyond the boundary of in an analogous fashion.
Discretization in space
We now describe the approximations of the spatial derivatives in Eq. (3) by a finite volume technique. An exact evolution equation for the cell averages of n and c underlies Eq. (3) (see [7] ) and this evolution equation is the starting point for the finite volume discretization. The cell average of n in i (and analogously for the components of c) is defined bȳ
For simplicity of presentation we describe the spatial discretization only for the TDR equation for n; then the corresponding discretization of the c-part of (3) follows easily. The evolution of the cell averagen i (t) is exactly governed by (ζ = ζ (x) is the unit outward normal vector in x ∈ ∂ i )
We denote by H (n(t, ·); i) the right-hand side of the exact cell average Eq. (18) . It may depend on n at time t over the whole domain (we denote this by n(t, ·)), and also on c(t, ·) (which is suppressed in the notation). Further, H D , H T , and H R are the parts of H corresponding to diffusion, taxis, and reaction, respectively. In short we write for the above equation
Henceforth we denote by N i (t) an approximation to the cell averagen i (t) and collect the approximations for all cells of the partition in the vector N(t). Similarly, for each concentration c j , we collect the approximate averages C j,i in a vector C j (t) and also define C ·,i := [C 1,i , C 2,i , . . . , V l,i ]. (We can regard these values also as approximations of n(t, x i ) and c j (t, x i ) in the cell centres x i .)
The idea of the finite volume approach is to approximate the right-hand side of Eq. (19) by using cell averages of n (and c j ) in neighbouring cells of i . Let H(N(t); i) be an approximation to H (n(t, ·); i) which depends on a finite number of elements of N(t) (and possibly on a finite number of components of C j (t), j = 1, 2, . . . , l). Then we obtain an ODE system for the evolution of the approximate cell averages:
the so-called MOL-ODE. The initial values for this ODE are provided as approximations N 0 to the cell averages of a given initial condition for n in . In the following we describe appropriate approximations H D , H T , and H R to H D , H T , and H R , respectively. The right-hand side of the MOL-ODE (20) is then defined as H(N(t);
This results in a first-order accurate approximation in the finite volume sense. In a pointwise interpretation it is just the exact evaluation of the reaction function f 0 in the cell centre. It remains to define H D (N(t); i) and H T (N(t); i) by approximating the surface integrals in Eq. (19) . We can dimensionally split these integrals because of the structure of the grid cells i and we define (e k is the kth unit vector)
Here, D k (N(t); i) approximates the average of the negative diffusive flux from i to i+e k through their common cell face Γ :=¯ i ∩¯ i+e k , i.e.
Similarly, T k (N(t); i) approximates the average of the taxis flux from i to i+e k , i.e.
We note that for some i ∈ I the definitions of H D and H T refer to grid cells, which are adjacent to but not part of . In these cases we have to construct flux approximations D k and T k by using the prescribed boundary data of the models. For the specific treatment we refer to [7] . Here we will concentrate on grid cells away from the boundary. The definitions of H D and H T are in conservation form. This implies that, for f 0 ≡ 0, the temporal change of discrete total mass in ,
, depends only on fluxes through ∂ . This mimics the conservation of mass property of the underlying conservation law for n. Discretizations in conservation form are also important for the treatment of nonlinear systems of hyperbolic conservation laws; see e.g. [6] . It remains to compute the approximations D k and T k . Henceforth we neglect the t dependence of N(t) and C j (t) in the notation.
We define the approximate negative diffusive flux by
Substituting this into (21) leads, in a pointwise interpretation, to the standard second-order central difference approximation of the diffusion operator. Further, we also obtain a second-order approximation of the evolving cell averages in the finite volume sense. The definition of the approximate taxis fluxes is a bit more difficult. We follow the state interpolation approach to define the approximations T k (N; i). This is based on work by Hundsdorfer et al. [34] . A possible flux interpolation approach (for a specific TDR system) is described in [35] . First we compute an average velocity v i,k on the cell face Γ :=¯ i ∩¯ i+e k using
Note that the taxis functions p j are evaluated on Γ . The definition of the approximate taxis flux through Γ depends on the sign of this velocity, i.e. it is dependent on the flow direction. This technique is called upwinding and it is standard in the discretization of advection terms. The taxis term in our models can be regarded as nonlinear advection. We approximate the taxis flux by
The state interpolants S + k (N; i) and S − k (N; i) approximate the average value (state) of n on Γ . If we choose the state interpolants to be linear combinations of components of N (e.g. leading to a second-order central discretization) then we can achieve an approximation order greater than one but the resulting discretizations would introduce unphysical oscillations near steep gradients in the solution; see [34, 36] . These oscillations could lead to negative solution values (although a density is modelled) and negative solution values might turn stable reactions ( f 0 , g 0 ) into unstable ones and therefore they are highly undesirable. (We return to the topic of positivity at the end of this section.) We want to combine a higher approximation order with positivity and therefore use so-called limiter functions Φ(r ) in the definition of the state interpolants:
We require that the limiter function Φ(r ) is Lipschitz continuous, so that we obtain a Lipschitz continuous discretization altogether (provided the data of problem (3) are Lipschitz). The limiter Φ depends on a smoothness monitor function r which we define for the grid function N by
We see that r i,k ≈ 1 in smooth, monotone regions of N along the kth coordinate direction and r i,k < 0 if N i is a local extremum of N in the kth coordinate direction. Finally, we give two limiter functions which we will use in our numerical tests. There are more functions available in the literature; see e.g. [37, 34, 38] . We use either the van Leer limiter Φ VL or the Koren limiter Φ K , defined by
Choosing Φ ≡ 0 leads to the standard first-order upwind discretization. We do not use this discretization for the simulation of TDR systems because, due to its diffusive character, it requires an excessive amount of grid cells in order to achieve an acceptable spatial accuracy. We see that Φ VL (r i,k ) and Φ K (r i,k ) switch back to this first order if N i is a local extremum in coordinate direction k. The choice δ = 2 is discussed in [34] and we refer the reader to this paper for details. If Φ(1) = 1, then the order of the taxis approximation H T (N; i), in the pointwise interpretation, is two in uniform flow regions away from local extrema of the solution n. The given limiter functions Φ VL and Φ K satisfy this condition.
Finally, we return to the question of positivity. The ODE system (20) is called positive if it has a solution for any choice of initial data N(t 0 ), and this solution remains nonnegative for all times t > t 0 provided that N(t 0 ) ≥ 0. If the reaction functions f 0 , g 0 are Lipschitz continuous then, in our case, the solution of (20) exists always because the limiter Φ is also Lipschitz continuous. Following Horvath [39] (see also [34] ), the system (20) is then positive if and only if for arbitrary N ≥ 0 (and all possible values of C j ) it holds that
It can be shown (see [7] ) that this condition is satisfied for the described discretization in space (and suitable boundary treatment) if f 0 (0, C ·,i ) ≥ 0 for all possible values of C ·,i .
To summarise, we have now discretized system (3) and obtained a positive MOL-ODE of the form (20) . In the next section we describe methods which integrate this system efficiently in time.
Time stepping
The result of the spatial discretization of system (3) is an initial value problem for a huge system of stiff, nonlinear ODEs, the MOL-ODE, which remains to be numerically integrated in time. We denote the MOL-ODE by
Hence the solution vector y is the grid function containing all semi-discrete approximations to (the cell averages of) the population density n and the chemicals c j . We are especially interested in the numerical integration of these large ODE systems by means of splitting techniques. The usefulness of splitting techniques becomes evident when we write the vector function F as where we have collected all terms from the taxis discretization in F 0 and all diffusion and reaction terms in F 1 . We separate these terms because the system y (t) = F 1 (t, y(t)) generally requires an implicit treatment because of stiffness, whereas the semi-discrete taxis system y (t) = F 0 (t, y(t)) is better solved explicitly because this is often more efficient. Using low order explicit Runge-Kutta (ERK) methods and linearly implicit Runge-Kutta-Rosenbrock methods, we employ two splitting techniques, operator splitting (OPS) and approximate matrix factorization (AMF). For a more detailed discussion of these schemes we refer the reader to [40] . The splitting techniques OPS and AMF make use of the separation and treat F 0 and F 1 differently. We can further split F 1 by separating terms of x 1 -and x 2 -diffusion discretization and reaction terms,
This secondary splitting is used to reduce linear algebra costs. The numerical methods generate approximations y n to y(t n ) from y n−1 , n = 1, 2, . . ., in a step-by-step fashion. Let τ n := t n+1 − t n (t 0 := 0) denote the size of a time step (we neglect the subscript on τ for ease of notation).
An ERK method for the taxis part of the MOL-ODE
We stated that y (t) = F 0 (t, y(t)) is efficiently solved with explicit methods. Further, it is important that we obtain a nonnegative numerical approximation y n using suitably large time steps τ for efficiency reasons. This is particularly difficult for the taxis ODE considered here because of the steep gradients present in the cell density solution (we have F 0,i = 0 only for components i of y which correspond to cell density approximations). Positivity properties of low order ERK methods applied to linear and nonlinear classes of positive ODEs are studied in [41] . A three-stage, second-order ERK method (RK32) with favourable positivity and stability properties and good numerical performance is singled out. Another suitable method with respect to positivity, accuracy, and efficiency is the two-stage, secondorder modified Euler method (ME). The Butcher arrays defining both methods are given in Fig. 1 .
Numerical experiments in [41] show that ME and RK32 perform comparably when solving a semi-discretized (upwinding with a van Leer limiter) linear advection equation in one spatial dimension,
Further experiments in [41] and also in [40] show that splitting methods for the full system (28) which are based on RK32 perform more satisfactorily than the same methods based on ME.
In [34] the maximum value of ν := aτ h for which it is guaranteed that ERK methods yield nonnegative approximations of the solution of the MOL-ODE (van Leer or Koren limiter) for Eq. (31) is investigated. Combining this with the results in [41] it follows that ν = 0.5 for ME (and also for the three-stage, third-order ERK method RKF2(3) considered in both papers), and ν = 1 for RK32, i.e. the allowable time step size for positivity is doubled.
Next we will study the linear stability properties of ME and RK32 (and RKF2(3)) when applied to semidiscretizations of Eq. (31). If we apply the described taxis discretization with limiters Φ VL or Φ K , then we obtain a nonlinear MOL-ODE. For smooth solutions, we can linearise the limiter functions around r = 1. This yields the linear limiter functions
and we obtain subsequently a linear MOL-ODE. The discretizations obtained belong to the κ-family [34] and Φ L K leads to a third-order scheme, whereas Φ L VL leads to a second-order one. If we assume periodic boundary conditions for Eq. (31) then we can apply Fourier analysis (see e.g. [42] ). The complex eigenvalues λ κ (ξ ) for the spatial discretization with limiter function K κ (r ) (derived as explained in e.g. [43] ) are, for ξ ∈ [−π, π],
We see that Φ L VL introduces slightly more damping into the numerical scheme than Φ L K because the corresponding eigenvalues λ 0 (ξ ) have a more negative real part. (A Fourier analysis of (31) yields purely imaginary eigenvalues, i.e. there is no damping at all.) The λ κ (ξ ) eigenvalues multiplied by the time step τ are now substituted in the stability polynomials
, and R 3,3 (z) = R 2,2 (z) + z 3 6 , of ME, RK32 and three-stage, third-order ERK methods, respectively. For stability it is required that the absolute value of the stability polynomial is less than one for given values of h and τ and all ξ ∈ [−π, π]. We compute numerically the maximum value of ν such that this condition is satisfied. Then we obtain for the eigenvalues λ 1/3 (ξ ) the approximate values ν 2,2 = 0.87, ν 3,2 = 1.26, ν 3,3 = 1.62 and for λ 0 (ξ ) the approximate values ν 2,2 = 1, ν 3,2 = 1.41, ν 3,3 = 1.17. The corresponding stability regions are depicted in Fig. 2 . We see that the RK32 method allows for the largest time steps (with respect to stability) if we use the linearised van Leer limiter. This, together with the good positivity properties, makes RK32 our favourite candidate for the solution of the taxis ODE. This choice is backed up by numerical results presented in [41, 40] .
Rosenbrock AMF methods
Verwer et al. [44] successfully applied the two-stage, second-order Rosenbrock-W method ROS2 to advection-diffusion-reaction problems from atmospheric air pollution modelling. The same method is studied in [40] for application to semi-discretized TDR models. Because our current models give rise to autonomous systems, we consider for ROS2 the autonomous form
Here A is an arbitrary approximation to the Jacobian matrix F (y n ). If we take for A the zero matrix, then ROS2 reduces to the ME method. We have second-order consistency for any matrix A (the so-called W-method property) and any value of the parameter γ > 0. A-stability of the method is given for γ ≥ 1 4 and L-stability is obtained for
2/2. In [5] it is observed that L-stable integration schemes are necessary for the stable simulation of a specific TDR model. With this result in mind, and from our own experience (and for positivity reasons) we select the smaller value γ = 1 − √ 2/2. The auxiliary value y (1) n+1 = y n + τ k 1 provides a first-order embedded solution which will be used for variable time step size control.
For stability and accuracy reasons we would like to apply the method with exact Jacobian A = F (y n ). This Jacobian is broadly banded in our case and therefore the two linear system solves per step of ROS2 become prohibitively expensive. This is especially true for the fine spatial resolution which is required in our model in order to resolve the steep fronts in the cell density approximation. In order to find a suitable approximation of F (y n ) we first neglect the taxis part F 0 in the Jacobian. This choice underlies the assumption that the ME method, when applied to y = F 0 (y), has satisfactory positivity and stability properties. The remaining F 1 -part of the right-hand side of the MOL-ODE is used to define the matrix A. Here, the secondary splitting (30) comes into play in order to reduce the linear algebra costs. We define A such that
The matrices in the factorization have small band widths (independent of the spatial grid size) for a suitable arrangement of the components in y, and the linear systems in the ROS2 method can be solved efficiently. The factorization is known as 'Approximate Matrix Factorization' (AMF) which has been in use for a long time already for solving multi-space dimensional time dependent PDE problems; see [45] for a survey. AMF does not affect the order of consistency because ROS2 is of second order for any choice of A. It does of course affect the stability of the original ROS2 used with A = F (y n ). In [44] it is argued that with (33) the stability of the resulting AMF-ME method is mainly governed by the stability of the method ME applied to the advection part only. A similar conclusion can be drawn for the taxis-diffusion-reaction problems. If the split matrices do not commute then the order of the factors in the AMF can be important for the performance of the method and the best choice is problem specific. We refer to the described method as AMF-ME.
In the previous subsection we have recommended the ERK method RK32 because it allows for larger time steps than ME in applications to y = F 0 (y). With this observation in mind, a three-stage, second-order RK-Rosenbrock-W method with underlying ERK method RK32 is constructed in [40] . The method is L-stable and third-order accurate for linear problems. We can also apply AMF to this method and refer to the resulting method as AMF-RK32.
Operator splitting methods
Whereas the AMF methods perform a splitting at the linear algebra level, it is also possible to directly split at the problem level, that is, to apply operator splitting. Like approximate factorization, operator splitting is a popular approach for solving multi-space dimensional time dependent PDE problems. Operator splitting has been considered in [35] for a tumour angiogenesis model. The method proceeds as follows. Given an approximation y n at time t n and a step size τ , we compute
where Ψ 0 and Ψ 1 are approximate evolution operators of F 0 and F 1 , respectively. Specifically, Ψ i (τ,t)u approximates the solution of the initial value problem (here in non-autonomous form)
y (t) = F i (t, y(t)), t ≥t, y(t) = u, at t =t + τ . This form is known as Strang-splitting [46] . If the operators Ψ i are at least second-order accurate approximations of the exact evolution operators, then the order of consistency of the approximation (34) equals two. The stability and positivity of (34) is determined by the associated properties of Ψ 0 and Ψ 1 . It is effective to select an explicit method for Ψ 0 and an implicit method for Ψ 1 . We have already all necessary ingredients available and will use the ROS2 scheme with AMF for the implicit method (see Section 3.2.2 and replace F by F 1 in the method (32) ). The explicit method will be either ME or RK32. We refer to the resulting operator splitting schemes as OPS-ME and OPS-RK32, respectively. Operator splitting is applied in the order given in (34) Fig. 3 . Plots of the logarithm of the measured · 1 -error against the cell width h for different limiter functions and final times T (left to right) for the test model and smooth initial data (ε = 0.09).
because then we use only half the step size of the splitting step for the explicit method. This doubles the stability and positivity domain of the explicit method and hence is expected to lead overall to fewer time steps.
Numerical experiments and simulations
We have implemented the spatial discretization of the models and also the time integration schemes in FORTRAN77. We use a standard time step size control (see e.g. [47] ) in the time integration schemes in order to have some control over the integration errors in time. The spatial discretization of the models is done on grids with constant grid width h = 1/100 in each spatial direction (if not indicated otherwise in the following sections).
Evaluation of the spatial discretization of the taxis part
In this section we present numerical simulations and experiments which confirm that the spatial discretization of the taxis part of our models (described in the previous section) is appropriate. We investigate whether the expected order of convergence (two) is attained numerically, and we also discuss the different results obtained with different limiter functions Φ. The model from Section 2.1 is a suitable test model for this purpose because we have an analytic solution of this problem. Further, this solution is radially symmetric and we want the numerical approximation to share (approximately) the same qualitative property. Other qualitative tests are the conservation of mass and the nonnegativity property of the solution of the test model.
We discretize the taxis term with the state interpolation approach and use three limiter functions: van Leer Φ VL , Koren Φ K , and first-order Φ 1 := 0, and obtain the MOL-ODE. (Note that the computations are executed on the unit square domain and no advantage is taken from assuming that the solution is radially symmetric.)
We are concerned with comparing the exact solution n(t, x) of the test model with the exact solution N(t) of the MOL-ODE in some norm. We do not know the exact solution of the MOL-ODE and therefore it has to be obtained numerically. For this purpose we employ the standard ODE solver DOPRI5 [47] with sufficiently high accuracy that the errors of the time integration become negligible compared to the spatial errors introduced by the discretization in space. We regard the (DOPRI5) result as the exact solution of the MOL-ODE and denote it with N(t).
On the other hand, we know the exact (PDE) solution of the test model and define a reference solution
We start with assessing the numerical order of convergence of our discretization in space and therefore choose the smooth initial function (5) with ε = 0.09. Then the solution of the model is also smooth. We note, however, that the gradients in the solution become steeper with increasing time. For this reason, we consider three final times, T 1 = 0.007, T 2 = 0.014, and T 3 = 0.021 (see also the paper by Tyson et al. [5] , where the same final times for this model are considered). We compute the solution on the sequence of partitions of with grid widths h = h k := 1 50k , k = 2, 3, . . . , 12. In Fig. 3 we plot the logarithm of the measured · 1 -error obtained with the van Leer Φ VL , Koren Φ K , and first-order Φ 1 limiter functions versus the cell width h for three final times T (left to right). Table 1 Orders of convergence p and error constants C corresponding to the plots of Fig. 3 T = 0.007 (4) and (5) The corresponding (numerical) orders of convergence p and the error constants C are computed by a least squares procedure such that err k ≈ Ch p k , where the error err k is attained on the grid with cell width h k . They are listed in Table 1 .
We see that the discretizations converge to the analytic solution but immediately recognise that the first-order scheme cannot compete with the limited higher order discretizations. The error attained with the first-order scheme on the finest grid is of the size of the error of the second-order discretizations on the coarsest grid. Hence, the application of the first-order discretization for the taxis term in our more complex biomathematical models would require extremely fine meshes to achieve sufficient spatial resolution but this is not feasible in view of the implied computational effort. Therefore we do not consider the first-order spatial discretization of the flux terms for these models. Comparing the errors of the higher order discretizations we see that the discretizations using the Koren limiter are slightly more accurate than that using the van Leer limiter. The numbers in Table 1 show that these two discretizations almost attain the theoretical order two in the · 1 -norm. We note that the error constants C grow very large for increasing final time T .
The discretizations with all three limiter functions yield nonnegative solutions at final time (at least for the high temporal accuracy requested in the experiments here). Further, the mass of the solution is conserved up to machine accuracy in all experiments.
Finally, we look at the symmetry of the solution of the MOL-ODE. We therefore plot, for a fixed value of t, all solution points (x i , N i (t)), i ∈ I, as points (r (x i ), N i (t)) in a diagram. We plot the analytic PDE solution (6) of the test model (4) and (5) at time t in the same manner in this diagram, and since the PDE solution is radially symmetric, this corresponds to a single solution line in the diagram. In Fig. 4 we present some of these diagrams (for details see the caption there). We see that the solution points of the MOL-ODE are close to the solution line of the PDE. Further, for a fixed value of r , there is no scattering of solution points of the MOL-ODE around the solution value of the PDE for r . This indicates also that the solution of the MOL-ODE is radially symmetric.
We now turn our attention to a discontinuous initial condition (ε = 0) in the test model. We give plots of the spatial error in the · 1 -norm against the cell width (see Fig. 5 ), and the corresponding orders and error constants in Table 2 .
The same comments as were made for smooth initial data apply as regards the first-order scheme. For the higher order methods we observe that the differences are almost negligible. The order of convergence of the discretizations is clearly less than the theoretical order but this is expected and due to missing spatial smoothness of the solution; see Fig. 5 . The same as in Fig. 3 but with non-smooth initial data, ε = 0. Table 2 Orders p and constants C ( · 1 -norm) corresponding to the plots of Fig. 5 T = 0.007 [6, p. 121]. Also for non-smooth initial data we have nonnegativity of the solution and conservation of the initial mass up to machine precision. The plots in Fig. 6 show that the MOL-ODE solution is symmetric and they compare well with the results obtained for the same model in the paper by Tyson et al. [5] . We note that the computation times for the approximate non-smooth solutions with limiter Φ K are considerably longer than with limiter Φ VL . To summarise, we discourage the application of first-order approximations of taxis terms because an excessive amount of grid points are necessary to obtain a spatial accuracy which is comparable to the accuracy obtained by using higher order discretizations on very coarse meshes already. Further, the Koren limiter gives generally more accurate approximations than the van Leer limiter. However, the differences are not very big and both limiters can be recommended for application.
Simulation of angiogenesis models Model 1:
We consider the model of Chaplain and Stuart [2] (Eqs. (7) and (8)) in one space dimension, = (0, 1). The initial conditions for the EC density and TAF concentration are given by
The boundary conditions imposed are n(t, 1) = 1, c 1 (t, 1) = 0, n(t, 0) = 0, c 1 (t, 0) = 1. The initial and boundary conditions assume a TAF source (tumour) at x 1 = 0 and a source of endothelial cells (parent blood vessel) at x 1 = 1. In the case of Eq. (8), no boundary condition can be prescribed for n at the outflow boundary x 1 = 0. The parameter values used in the simulation are given in Section 2.2.1. Fig. 7 (left) shows the results from the simulation of Eq. (7) when ε = 0.001. As can be seen, the endothelial cell density moves out from the right-hand boundary. Initially there is little contribution from the proliferation term since the TAF concentration is below threshold. Around t = 0.5 proliferation begins to take place and the cell density profile evolves into a travelling wave-like structure. This is in qualitative agreement with experimental observations of angiogenesis. Fig. 7 (right) shows the results from the simulation of (8), i.e. ε = 0. Qualitatively the results are similar. However, we note that the cell density profile moves from right to left more slowly in the absence of the diffusive term, i.e. the "wave speed" is slower in this case. By a time of t = 0.8 the advancing front in Fig. 7 (left) has almost reached x = 0.1, whereas in Fig. 7 (right) the front is only just beyond x = 0.3.
Model 2:
We now apply our scheme to the model of Anderson and Chaplain [11] (Eqs. (9) and (11)). The paper of Anderson and Chaplain [11] considered two different scenarios concerning the size and geometry of the tumour implant: a linear tumour source/implant and a circular tumour source/implant. Here we restrict ourselves to the case of a circular tumour implant and as a result model the initial (steady-state) TAF concentration profile as
and r is given by r = ((
This assumes that there is a circular tumour with a radius of 0.1 centred at (1, 1/2). The value of ν was chosen to ensure a decaying TAF concentration profile giving a value of c 1 = 0.2 at r = 1. Other functional forms for c 1 (giving a monotonic decay) can also be used. The initial fibronectin concentration is
The initial conditions for the cells consisted of three discrete peaks of cells:
The parameter values used in the simulations are given in Section 2.2.1. Fig. 8 (top row) shows the cell density profile from the simulations of (9), ε = 0.00035, for times t = 2, 5 and 10. As can be seen, the initially unconnected clusters of cells move towards the circular tumour implant (TAF source) as well as moving laterally and connecting up with each other. This behaviour is qualitatively consistent with experimental observations for animal corneal models. (11), i.e. the case ε = 0, for times t = 2, 5 and 10. Once again the solutions with and without cell random motility are qualitatively similar but the timescale is slower and the fronts are steeper/sharper in the case ε = 0.
Simulation of the invasion model
We now consider the tumour invasion model of Anderson et al. [18] . We will at first look at simulation results in one spatial dimension and then at simulations in two spatial dimensions with a heterogeneous initial concentration profile of the extracellular matrix.
Simulations in one dimension
In the one-dimensional case, initially we assume that there is a nodule of cells already present and that the tumour is centred around x 1 = 0 with n having the initial density distribution
We assume that the tumour has already degraded some of its surrounding tissue and hence we take the initial profile of the ECM to be c 1 (0, x 1 ) = 1 − 0.5n(0, x 1 ). Finally, we assume that the initial MDE concentration profile is proportional to the initial tumour cell density and take c 2 (0, x 1 ) = 0.5n(0, x 1 ). The parameter values used are given in Section 2.2.2. Fig. 9 , top row, shows the results of the simulation of (12) in one dimension with ε = 0.001 at times t = 1, 10, 20. The results show the tumour cells degrading the tissue and then invading from left to right. Fig. 9 , bottom row, shows the results of the simulation of (15) in one dimension, i.e. ε = 0, at times t = 1, 10, 20. In this case we note that once again the tumour cells degrade the tissue and invade from left to right. However, in this case, the initial mass of tumour cells splits into two distinct clusters, with one cluster of tumour cells penetrating/invading deeply into the tissue. The other cluster of cells is left "stranded" behind at a position near x = 0. These cells cannot move anywhere since they have no random motion and there is no underlying ECM or ECM gradient since this has already been degraded to zero. We note that this result with ε = 0 is very similar to a result in Figure 2 of Anderson et al. [18] obtained by using nonlinear diffusion of the tumour cells. (15), bottom row. The haptotaxis coefficient χ is increased in these simulations and we use the parameter values d 2 = 0.001, η = 10, χ = 0.5, α = 0.1, β = 0. The value of the cell random motility coefficient ε = 0.001 in the top row plots, while in the bottom row plots this parameter is set to zero, i.e. ε = 0, no random motility. Fig. 10 , top row, shows the results of the simulation of (12) in one dimension with the change to parameter values of χ = 0.5. With the increased haptotaxis coefficient, this dominates random motion and we see the evolution of a single separate wave of invading tumour cells. This is reminiscent of a highly aggressive cancer. Fig. 10 , bottom row, shows the results of the simulation of (15) in one dimension with χ = 0.5. In this situation the numerical solution is qualitatively similar to the plots in the top row. There is some difference in the height of the wave and in the wave speed. As is to be expected, in the case of zero random motility (bottom row), the wave is slightly slower.
Simulations with heterogeneous ECM density in 2D
We now consider tumour invasion in two spatial dimensions. This enables us to consider the effect of spatial heterogeneity explicitly. In particular we can consider a heterogeneous ECM which is more representative of real tissue. To this end a hypothetical heterogeneous initial ECM density c 1 is used as depicted in Fig. 11 . There are regions of higher and lower density which should lead to a different dynamic of the cell movement compared to the 1D simulations. The initial condition for tumour cell density n and MDE concentration c 2 are chosen as
The parameter values used are given in Section 2.2.2. Fig. 12 shows the cell density profile at times t = 1, 4, 7, 15 from the simulation of Eq. (12) with ε = 0.001. The tumour cell density invades the tissue (as expected) but the underlying spatial heterogeneity causes the tumour cell density to "break up" and fragment. Fig. 13 shows the cell density profile at times t = 1, 4, 7, 15 from the simulation of Eq. (15) i.e. ε = 0. In this case we see a quantitative difference between the two solutions. Once again the tumour cells invade the tissue and the underlying heterogeneity causes the tumour cell density to "break up". However, in this case the maximum value of the cell density varies by one order of magnitude (around 0.5 in the case ε = 0 compared to around 0.05 in the case ε = 0.001). Diffusion has caused the cell density to spread out "more thinly" in the domain. Also, we note that in the zero-diffusion case, the cell density profile develops steeper transition fronts. The simulation with zero random motility shows the same qualitative behaviour as the solution with random motility. However, the moving tumour cell fronts are much more sharply defined and more compact which in turn leads to higher peak densities in the zero-random-motility case.
The initial cell mass is approximately conserved throughout the simulation with a maximum error of about 10 −14 .
Simulation of Dd aggregation
We now consider the model of Höfer [31] for aggregation in D. discoideum (Dd), Eqs. (16) and (17) . Here we present simulation results for Dd aggregation in 2D. The initial conditions used for the Dd cells, the receptors and the cAMP are shown in Fig. 14. The parameter values used are given in Section 2.3. Fig. 15 shows the results at times t = 10, 20, 40 for the simulations of (16) with ε = 0.012. These show the cells aggregating towards the centre of the spiral and the formation of streams with the break-up of the spirals. Fig. 16 shows the results at times t = 10, 20, 40 for the simulations of (17), i.e. ε = 0. Once again the results are qualitatively similar. The cells aggregate towards the centre of the spiral and they form streams which break up of the spirals. We see that there have developed two separated clusters of cells in the case of no cell random motility. This does not occur for all initial cell densities but it does for some. 
Discussion and conclusion
In this paper we have studied multi-dimensional taxis-diffusion-reaction systems and presented novel, efficient, robust numerical techniques for the computation of solutions of these models. The systems we have studied are characterised by having one equation containing nonlinear advection terms (taxis) which are large in magnitude when compared with the random motility terms. These systems are difficult to treat numerically (particularly in the absence of any random motility term).
Our numerical scheme is based on the method of lines. The spatial derivatives are approximated by following the finite volume approach and this naturally respects the conservation of mass property of the underlying conservation laws. Special attention is paid to the discretization of the nonlinear advection/taxis terms. Here we use limiter functions in order to avoid non-physical oscillations in the solution and this in turn prevents negative solution values. As a result of the discretization in space we obtain a system of ordinary differential equations (MOL-ODE) which only admits nonnegative solutions (for nonnegative initial data). Having this property guaranteed is especially valuable because negative solution values could turn stable reactions in the model into unstable ones and this is of course highly undesirable. In the second step of the method of lines we solve the MOL-ODE by using splitting techniques employing explicit Runge-Kutta and Runge-Kutta-Rosenbrock methods. Splitting is applied for two reasons. Firstly, systems containing the nonlinear advection term only are more efficiently solved by explicit methods (e.g. the RK32 method considered here) whereas systems containing diffusion and reaction only require an implicit treatment because of stiffness. Secondly, splitting is employed to significantly reduce the linear algebra costs in the (linearly) implicit time stepping scheme (this is not important in 1D simulations of the models but already essential in 2D). Judging by the numerical results (see also [7, 40] ), we can recommend the methods described, OPS-RK32 and AMF-RK32, for the solution of the MOL-ODE.
Recently Tyson et al. [5] have described a splitting algorithm and applied it to a specific TDR model. They perform a splitting of the TDR model already at the PDE level and their approach is closely related to our proposed OPS schemes. They use the software package CLAWPACK [48] to deal with the taxis part of the problem and also an L-stable implicit method for the diffusion-reaction part. The AMF methods presented here differ from these two approaches as they do not split the equations and hence avoid the associated splitting error.
In addition to the numerical aspect of the paper, there are also implications for modelling biological systems involving the migration of certain species in response to external stimuli. Many models in the literature always assume that all species have a random motility component to their movement and that this can be modelled using classical Fickian diffusion. However, as is well known (cf. the fundamental solution to the heat equation) this poses certain problems in terms of speed of propagation and distribution of compact support initial data.
Consider the simplest scalar equation composed of a "linear" random motion term, a "linear" advection term and the simplest, realistic proliferation term (logistic growth): ∂ t n = ε n − κ∂ x n + µn(1 − n).
Intuitively, with a Cauchy problem (pure initial value problem, infinite domain) we can think of the three components (random motility, advection and proliferation) acting in the following ways:
• random motion spreads the initial data out;
• the advection term moves the initial data with speed κ;
• the proliferation term drives the initial data to the steady state of 1 at rate µ.
If we look for travelling wave solutions to the above equation we find that the minimum wave speed is κ + √ 2εµ. By setting either of the parameters ε or κ to zero we obtain a slower wave. From the computational experiments we have carried out in this paper we see that this is the case, i.e. a faster wave speed is observed in the cases where ε does not equal zero; cf. Figs. 7-10, 12 and 13.
Of course other more realistic modelling approaches are possible; for example one can consider nonlinear diffusion, e.g. ∂ t n = ∇ · (ε(n)∇n) − κ∂ x n + µn(1 − n) or one could consider reaction-telegraph models of the form [49] : ∂ t n = −∂ tt n + ε n + f (n) + ∂ t ( f (n)).
There is therefore a need to properly model the migration of species from the outset. Not all systems necessarily have random motion terms and there is good reason not to include random motion in certain model systems. Indeed this has recently been receiving some overdue attention in the literature [50] [51] [52] [53] . It is probably more realistic to either include some kind of nonlinear random motion [54] , or, where appropriate, not to include random motion at all. However, this complicates the numerical analysis (see paragraph 1). A balance must be achieved between realistic modelling and complexity of simulation. An important consideration is the extent to which model results are qualitative or quantitative. Nonetheless, even in systems where the random motility component is small in magnitude compared to the taxis component, appropriate and accurate numerical schemes, such as those in this paper, should be used.
