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Résumé
Nous considérons des groupes munis de données radicielles associées à des systèmes de racines non
nécessairement finis. Nous généralisons à ces groupes les méthodes de torsion des groupes de Chevalley
dues à Steinberg et à Ree. Le théorème obtenu (démontré en 1988) peut être appliqué aux groupes de
Kac–Moody : il l’a été notamment par Jacqui Ramagge dans deux articles publiés en 1995 [J. Ramagge, On
certain fixed point subgroups of affine Kac–Moody groups, J. Algebra 171 (2) (1995) 473–514 ; J. Ramagge,
A realization of certain affine Kac–Moody groups of types II and III, J. Algebra 171 (3) (1995) 713–806].
© 2007 Elsevier Inc. Tous droits réservés.
Abstract
We consider groups endowed with root data associated with non-necessarily finite root systems. We
generalise to these groups the twisting methods of Chevalley groups initiated by Steinberg and Ree. The
resulting theorem (proved in 1988) can be applied to Kac–Moody groups: see for instance two papers
published by J. Ramagge in 1995 [J. Ramagge, On certain fixed point subgroups of affine Kac–Moody
groups, J. Algebra 171 (2) (1995) 473–514; J. Ramagge, A realization of certain affine Kac–Moody groups
of types II and III, J. Algebra 171 (3) (1995) 713–806].
© 2007 Elsevier Inc. Tous droits réservés.
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Introduction
Dans ce texte, nous démontrons un théorème qui permet, à partir de groupes munis d’une
donnée radicielle, d’en construire d’autres par torsion. Rappelons que les méthodes de torsion
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des automorphismes de diagramme et des endomorphismes de corps, conduisent à des groupes
de type 2An, 2Dn, 2E6, 3D4, 6D4, 2B2, 2G2, 2F4, qui, comme les groupes de Chevalley, sont
dotés d’une donnée radicielle (cf. [S1,R1,R2,T1,T2], et pour des exposés d’ensemble [C,S2]
et [H1]). Le théorème (4.5) ci-dessous, qui est une généralisation aux systèmes de racines infinis
du théorème (3.17) de [H1], autorise l’emploi des méthodes de Steinberg et de Ree en théorie
de Kac–Moody. Par exemple, les groupes de type G4 (G4 se déduit de F4 en remplaçant l’arête
double par une arête triple) fournissent, par torsion sur certains corps de caractéristique 3, des
groupes de type 2G4 comparables aux groupes de Suzuki de type 2B2 et aux groupes de Ree de
type 2G2 et 2F4 (cf. [H2]). Nous reviendrons sur les applications aux groupes de Kac–Moody
dans un article ultérieur.
Comme dans [H1], la notion de donnée radicielle que nous employons est un peu plus fine
que celle introduite par Tits dans [T1] ; elle fait intervenir, dans l’axiome des commutateurs
[Xa,Xb] ⊂ 〈Xλa+μb | λ > 0, μ > 0〉,
des scalaires λ et μ assujettis à appartenir à un certain ensemble P (dans le cas des groupes de
type 2G4 que nous venons de mentionner, P est égal à (N + N
√
3 ) \ {0}).
La section 1 est consacrée à des rappels sur les systèmes de racines et à la mise en place
des notations : nous considérons une base de racines B sur un corps commutatif totalement
ordonné K , un B-système de racines Ψ (cf. [H2] et [H3]), une partie P de K formée d’éléments
 1, et un groupe fini Γ d’automorphismes de B qui stabilisent Ψ .
Dans la section 2, nous définissons les données radicielles de type B dans un groupe G et
nous montrons qu’elles satisfont aux axiomes posés par Tits dans [T3, paragraphe 5] et à ceux
introduits par Kac–Peterson dans [KP, paragraphe 3]. Dans la section 3, indépendante de la
section 2, nous étudions les systèmes radiciels positifs de type (B,Ψ+,P).
Les données radicielles de type (B,Ψ,P) dans G sont définies dans la section 4 en rassemblant
en quelque sorte les notions vues séparément aux sections 2 et 3. Les propriétés établies dans ces
deux sections sont alors utilisées pour démontrer le théorème de torsion du numéro (4.5).
Les résultats de ce texte ont été obtenus en automne 1988 lors d’un congé pour recherche d’un
semestre accordé à l’auteur par le CNU ; ils ont été présentés au Séminaire Chevalley à Paris le
27 avril 1989 et annoncés dans [H2]. Le présent texte figure dans la thèse d’État soutenue par
l’auteur le 3 février 1993 à Orsay.
1. Préliminaires
Dans cette section, nous fixons des notations et nous rappelons, en apportant quelques com-
pléments, certaines propriétés des systèmes de racines, finis ou non, et de leurs groupes d’auto-
morphismes énoncées dans [H2] et démontrées dans [H3].
La base de racines B
(1.1) Soit K un corps commutatif totalement ordonné ; nous désignons par K+, respective-
ment K−, respectivement K×, l’ensemble des éléments 0, respectivement 0, respectivement
= 0, de K .
Soit B = (I,V ,a, r) un quadruplet constitué d’un ensemble I , d’un espace vectoriel V sur K ,
d’une base a = (ai)i∈I de V et d’une famille r = (ri)i∈I d’automorphismes de V telle que, pour
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GL(V ) ; le groupe de Coxeter de B est défini par la présentation
W(B) = W = 〈(si)i∈I ∣∣ (sisj )mi,j = 1 si mi,j = ∞〉.
Le couple (W, {si | i ∈ I }) est un système de Coxeter. Nous notons l :W → N la fonction
longueur sur W par rapport à (si)i∈I , et ρB = ρ :W → GL(V ) la représentation définie par
ρ(si) = ri (i ∈ I ). Si w ∈ W et si v ∈ V , nous écrivons w(v) = (ρ(w))(v). Les racines de B sont
les éléments de V appartenant à l’ensemble
Φ(B) = Φ = {w(ai) ∣∣w ∈ W, i ∈ I}.
Pour toute partie Ψ de V , nous notons Ψ+, respectivement Ψ−, l’ensemble des éléments de
Ψ dont toutes les coordonnées dans la base a sont  0, respectivement  0.
Nous supposons que B est une base de racines, c’est-à-dire que Φ = Φ+ ∪Φ−.
(1.2) Si w ∈ W et si w(Φ+) ⊂ Φ+, alors w = 1. La représentation ρ est fidèle. (Cf. [H3,
(II.13)].)
(1.3) Soit a ∈ Φ . L’élément sa = wsiw−1 ne dépend pas du choix du couple (w, i) ∈ W × I
tel que a = w(ai). (Cf. [H3, (II.14)].)
(1.4) Une partie Ω de V est dite (B-)prénilpotente s’il existe des éléments w1,w2 de W tels
que w1(Ω) ⊂ V + et w2(Ω) ⊂ V −. Un couple (a, b) d’éléments de V est dit (B-)prénilpotent si
l’ensemble {a, b} l’est.
(1.5) Si a et b appartiennent à Φ , l’un au moins des ensembles {a, b} ou {a,−b} est prénil-
potent.
Démonstration. On peut supposer que a et b appartiennent à Φ+. On a sa(a) = −a ∈ Φ− ;
donc, si sa(b) ∈ Φ−, {a, b} est prénilpotent. De même, si sb(a) ∈ Φ−, {a, b} est prénilpo-
tent. Supposons maintenant que sa(b) et sb(a) appartiennent à Φ+. Alors, on a sa({a,−b}) =
{−a,−sa(b)} ⊂ Φ− et sb({a,−b}) = {sb(a), b} ⊂ Φ+, donc {a,−b} est prénilpotent. 
(1.6) Si J est une partie de I , on lui associe le sous-groupe WJ = 〈si | i ∈ J 〉 de W , et la base
de racines BJ = (J,VJ , (ai)i∈J , (ri |VJ )i∈J ), où VJ = Vect(ai | i ∈ J ) est le sous-espace de V
engendré par (ai)i∈J , et où, pour tout i ∈ J , ri |VJ est l’automorphisme de VJ induit par ri ; on
pose ΦJ = Φ(BJ ). On dit que J est sphérique si WJ est fini, et l’on note alors wJ le plus long
élément de WJ .
Nous supposons désormais que la base de racines B est réduite, ce qui signifie que, pour tout
a ∈ Φ , Φ ∩ Ka = {a,−a}.
(1.7) Toute partie prénilpotente de Φ est finie.
Démonstration. Cela résulte du fait que, pour tout w ∈ W , l’ensemble {a ∈ Φ+ | w(a) ∈ Φ−}
est fini (cf. [H3, (II.23)(c)]). 
(1.8) Si a et b sont des éléments distincts de Φ , il existe w ∈ W tel que l’une des racines w(a),
w(b) appartienne à Φ+ et l’autre à Φ−.
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Sinon, comme B est une base de racines réduite, on peut choisir w = siw1. 
(1.9) Pour toute partie J de I , on a Φ ∩ VJ = ΦJ . (Cf. [H3, (II.21)].)
(1.10) Rappelons que, dans la terminologie de J. Tits (cf. [T3, no 5.1]), les racines du système
de Coxeter (W, {si | i ∈ I }) sont les parties de W de la forme wαi , où w ∈ W , i ∈ I et αi = {x ∈
W | l(six) > l(x)} ; notons ΦW l’ensemble de ces racines. Si α ∈ ΦW , le complémentaire −α de
α dans W appartient aussi à ΦW .
(1.11) Pour tout a ∈ Φ , posons θ(a) = {x ∈ W | x−1(a) ∈ Φ+}.
(a) Si i ∈ I et si w ∈ W , on a θ(w(ai)) = wαi .
(b) L’application θ :Φ → ΦW est une bijection.
Démonstration. (a) D’après [H3, (II.8) et (II.9)(a)], on a
αi =
{
x ∈ W ∣∣ x−1(ai) ∈ Φ+}, donc
wαi =
{
x ∈ W ∣∣w−1x ∈ αi}= {x ∈ W ∣∣ x−1(w(ai)) ∈ Φ+}= θ(w(ai)).
(b) La surjectivité de θ se déduit de (a) et son injectivité de (1.8). 
(1.12) Soient a, b ∈ Φ , α = θ(a) et β = θ(b). Il résulte des définitions que l’ensemble {a, b}
est prénilpotent si et seulement si α ∩ β et (−α)∩ (−β) sont non vides, ce qui revient à dire que
l’ensemble {α,β} est prénilpotent au sens de [T3, no 5.1]. Conformément à [T3], nous posons
alors
[α,β] = {γ ∈ ΦW ∣∣ (α ∩ β) ⊂ γ et (−α)∩ (−β) ⊂ (−γ )},
[a, b] = θ−1([α,β]), et ]a, b[ = [a, b] \ {a, b}.
Soit c ∈ Φ . La racine c appartient à [a, b] si et seulement si, pour tout w ∈ W tel que
w({a, b}) ⊂ Φ+ (respectivement Φ−), on a w(c) ∈ Φ+ (respectivement Φ−). On en déduit im-
médiatement le lemme suivant.
(1.13) Si (a, b) est un couple prénilpotent d’éléments distincts de Φ , l’intervalle ]a, b[
contient l’ensemble Φ ∩ {λa +μb | λ ∈ K, μ ∈ K, λ > 0, μ > 0}.
(1.14) La notion ci-dessous de partie convexe a été introduite, pour les sous-ensembles de ΦW ,
dans [T3, no 5.7] par J. Tits qui a employé aussi, dans le même sens, l’expression de partie
nilpotente dans [T4, no 6.1].
Une partie Ω de Φ est dite convexe s’il existe des sous-ensembles non vides W1 et W2 de W
tels que Ω soit égal à
{
a ∈ Φ ∣∣pour tout w ∈ W1 (respectivement w ∈ W2),w(a) ∈ Φ+ (respectivement w(a) ∈ Φ−)}.
Par exemple, si J est une partie sphérique de I , l’ensemble (ΦJ )+ est convexe puisqu’il est
égal à {a ∈ Φ+ | wJ (a) ∈ Φ−}.
Toute partie convexe de Φ est prénilpotente ; elle est donc finie (cf. (1.7)).
4742 J.-Y. Hée / Journal of Algebra 319 (2008) 4738–4758(1.15) Un élément a d’une partie convexe Ω de Φ est dit extrémal dans Ω si l’ensemble
Ω \ {a} est convexe.
Les assertions (a) et (b) ci-dessous ont été prouvées par J. Tits, pour des parties de ΦW , dans
son Cours au Collège de France de 1989–1990 (leçon du 9 janvier 1990). Pour la commodité du
lecteur, nous en indiquons brièvement des démonstrations.
(a) Toute partie convexe Ω de Φ de cardinal  2 possède au moins deux éléments extrémaux.
(b) Si (a, b) est un couple prénilpotent d’éléments distincts de Φ , a et b sont extrémaux dans
l’ensemble convexe [a, b].
Démonstration. (a) Parmi les couples (w,w1) d’éléments de W pour lesquels w1(Ω) ⊂ Φ+ et
ww1(Ω) ⊂ Φ−, choisissons-en un tel que w soit de longueur minimale. Il est loisible de supposer
que w1 = 1. Comme Card(Ω)  2, on a l(w)  2, donc w = siw′sj , où i, j ∈ I , w′ ∈ W et
l(w) = l(w′) + 2. La minimalité de l(w) entraîne que les éléments a = aj et b = (w′sj )−1(ai)
appartiennent à Ω et que l’on a Ω \ {a} = {c ∈ Ω | sj (c) ∈ Φ+} et Ω \ {b} = {c ∈ Ω | w′sj (c) ∈
Φ−}, d’où l’on déduit que a et b sont extrémaux dans Ω .
(b) Il suffit d’appliquer (a) en remarquant que, d’après les définitions, si c ∈ ]a, b[, [a, b] \ {c}
n’est pas convexe. 
Le B-système de racines Ψ
(1.16) Soit Ψ un B-système de racines, i.e. une partie Ψ de V stable sous l’action de W ,
contenue dans l’ensemble {λa | λ ∈ K×, a ∈ Φ} et telle que, pour tout a ∈ Φ , l’ensemble Ψ ∩Ka
soit fini et non vide.
(1.17) Soit P une partie de K formée d’éléments  1.
Si a et b sont des éléments de Ψ , nous posons
[a, b]P = Ψ ∩ {λa +μb | λ ∈ P, μ ∈ P}.
Si Ω et Ω ′ sont des parties de Ψ , soit
[Ω,Ω ′]P = Ψ ∩ {λa + μb | λ ∈ P, μ ∈ P, a ∈ Ω, b ∈ Ω ′};
nous disons que Ω P-normalise Ω ′ si [Ω,Ω ′]P ⊂ Ω ′.
Une partie Ω de Ψ est dite P-fermée dans Ψ si [Ω,Ω]P ⊂ Ω .
(1.18) Soit Ω une partie de Ψ P-fermée dans Ψ . Soit (Xa)a∈Ω une famille de sous-groupes
d’un groupe G ; pour toute partie Ω ′ de Ω , soit XΩ ′ = 〈Xa | a ∈ Ω ′〉. Supposons que, pour tout
couple (a, b) d’éléments de Ω , on ait
[Xa,Xb] ⊂ X[a,b]P .
Soient Ω1 et Ω2 deux parties de Ω .
(a) Si Ω1 P-normalise Ω2, XΩ1 normalise XΩ2 .
(b) Si Ω3 est une partie de Ω P-normalisée par Ω1 et par Ω2 et si [Ω1,Ω2]P ⊂ Ω3, on a
[XΩ ,XΩ ] ⊂ XΩ .1 2 3
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d’ailleurs que ce raisonnement élémentaire s’applique à une famille (Xa)a∈E de sous-groupes
d’un groupe G et à une application π : (a, b) → [a, b]π de E × E dans l’ensemble des parties
de E, dès lors que l’on a [Xa,Xb] ⊂ 〈Xc | c ∈ [a, b]π 〉 pour tout a ∈ E et tout b ∈ E. 
Le sous-groupe fini Γ de Aut(B), la base de racines B1 et le B1-système de racines Ψ 1
(1.19) Nous appelons automorphisme de B toute permutation γ de I telle que, si γ désigne
aussi l’élément de GL(V ) défini par : ai → aγ (i) (i ∈ I ), on ait, pour tout i ∈ I , γ riγ−1 =
rγ (i). Le groupe Aut(B) des automorphismes de B opère sur W : si γ ∈ Aut(B) et si i ∈ I ,
γ (si) = sγ (i).
Soit Γ un sous-groupe de Aut(B). Notons WΓ le groupe formé des éléments de W fixés
par Γ , et I 1 l’ensemble des orbites sphériques de I sous l’action de Γ .
(1.20) On a WΓ = 〈wJ | J ∈ I 1〉 ; en particulier, si J ∈ I 1, on a WJ ∩ WΓ = {1,wJ }. (Cf.
[H3, (III.4)(a)].)
(1.21) Nous supposons que Γ est fini.
Pour tout v ∈ V , soit v1 =∑γ∈Γ γ (v). Si J ∈ I 1, le vecteur bJ = (ai)1, où i ∈ J , ne dépend
pas du choix de i. Soit V 1 = Vect(bJ | J ∈ I 1).
(1.22) (a) Pour tout J ∈ I 1, wJ induit sur V 1 une réflexion rJ de vecteur bJ .
(b) Le quadruplet B1 = (I 1,V 1, (bJ )J∈I 1, (rJ )J∈I 1) est une base de racines réduite.
(c) Les groupes WΓ et W(B1) sont isomorphes ; plus précisément, l’homomorphisme de WΓ
dans GL(V 1) qui associe à tout élément w de WΓ la restriction de ρB(w) à V 1 est un isomor-
phisme de WΓ sur ρB1(W(B1)).
(Cf. [H3, (III.11)].)
(1.23) Nous supposons en outre que Γ stabilise Ψ .
Notons ΨΓ -prén l’ensemble des éléments de Ψ dont l’orbite sous l’action de Γ est prénilpo-
tente. Soit Ψ 1 = {a1 | a ∈ ΨΓ -prén}.
(1.24) (a) On a Ψ 1 =⋃J∈I 1{w(a1) | a ∈ Ψ+ ∩ VJ , w ∈ WΓ }.
(b) L’ensemble Ψ 1 est un B1-système de racines.
(Cf. [H3, (III.12)].)
(1.25) Si c ∈ Ψ et si c1 = λa1, où λ ∈ K et a ∈ ΨΓ -prén, alors c ∈ ΨΓ -prén.
Démonstration. Quitte à remplacer certains des éléments c,λ, a par leurs opposés respectifs,
on peut supposer que c ∈ Ψ+, λ ∈ K+ et a ∈ Ψ+. D’après (1.24)(a), il existe w ∈ WΓ tel que
w(a1) ∈ V − ; on a ∑γ∈Γ w(γ (c)) = λw(a1) ∈ V −. Or, pour tout γ ∈ Γ , on a w(γ (c)) =
γ (w(c)) et γ (w(c)) appartient à V + ou à V − selon que w(c) appartient à V + ou à V −. Par suite,
w(c) ∈ V −, et w(γ (c)) ∈ V − pour tout γ ∈ Γ . D’autre part, comme c ∈ V +, on a γ (c) ∈ V +
pour tout γ ∈ Γ . Donc l’orbite de c sous l’action de Γ est prénilpotente, i.e. c ∈ ΨΓ -prén. 
2. Données radicielles
Rappelons que, jusqu’à la fin de cet article, B désigne une base de racines réduite.
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groupe de G et H un sous-groupe de N . Nous posons
U = 〈Ya ∣∣ a ∈ Φ+〉, U− = 〈Ya | a ∈ Φ−〉, B = UH et B− = U−H ;
si Ω ⊂ Φ , soit YΩ = 〈Ya | a ∈ Ω〉.
(2.2) Définition. Nous disons que ((Ya)a∈Φ,N,H) est une donnée radicielle de type B dans G
si les conditions suivantes sont satisfaites :
(i) pour tout i ∈ I , Y−ai = {1} ;
(ii) pour tout couple prénilpotent (a, b) d’éléments distincts de Φ+, on a
[Ya,Yb] ⊂
〈
Yλa+μb
∣∣ λ ∈ K, μ ∈ K, λ > 0, μ > 0, (λa + μb) ∈ Φ〉;
(iii) il existe un homomorphisme surjectif π :N → W , de noyau H , tel que, pour tout n ∈ N et
tout a ∈ Φ , on ait, en désignant par wn l’image de n par π ,
nYan
−1 = Ywn(a);
nous posons alors, pour tout i ∈ I , Mi = π−1({si}) ;
(iv) UH ∩ U− = U ∩ U−H = {1} ;
(v) pour tout i ∈ I , (Y−ai \ {1}) ⊂ YaiMiYai ;
(vi) G = 〈H,U,U−〉.
Dans toute cette section, nous supposons que ((Ya)a∈Φ,N,H) est une donnée radicielle de
type B dans G, et nous déduisons quelques conséquences de cette hypothèse. En particulier, nous
établissons que les axiomes (RD1) à (RD5) et l’axiome (RD1′) de [T3] sont satisfaits (cf. (2.7)),
ainsi que les axiomes des systèmes de Tits raffinés de [KP] (cf. (2.15)). D’autre part, nous dé-
montrons que les sous-groupes N et H ne dépendent que de la famille (Ya)a∈Φ (cf. (2.14)).
Les propriétés qui nous serviront dans la suite de cet article sont rassemblées aux numéros (2.3)
à (2.12).
(2.3) (a) On a UH ∩U−H = H .
(b) Pour tout a ∈ Φ , H normalise Ya ; en particulier, H normalise U et U−, et B et B− sont
des sous-groupes de G.
(c) Pour tout a ∈ Φ , on a Ya = {1}.
(d) Pour tout couple (a, b) d’éléments distincts de Φ , on a Ya ∩ Yb = {1}.
(e) B ∩N = H .
(f) Pour tout n ∈ N , wn est l’unique élément w de W tel que, pour tout a ∈ Φ , nYan−1 =
Yw(a) ; en particulier, l’homomorphisme π de (iii) est unique.
Démonstration. On raisonne essentiellement comme dans [H1, no (3.3)]. Signalons deux lé-
gères différences. Dans la vérification de la première assertion de (d), on utilise (iii), (iv) et
l’existence d’un élément w de W tel que l’un des éléments w(a),w(b) appartienne à Φ+ et
l’autre à Φ− (cf. (1.8)). Pour établir (e), on se rappelle que, si w ∈ W et si w(Φ+) ⊂ Φ+, alors
w = 1 (cf. (1.2)). Le reste est facile et laissé au lecteur. 
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Démonstration. Soit G0 = 〈H,Yai , Y−ai | i ∈ I 〉. De (i) et (v), il résulte que, pour tout i ∈ I ,
on a Mi ⊂ G0. Comme W = 〈si | i ∈ I 〉, (iii) entraîne que G0 contient Ya pour tout a ∈ Φ . On
conclut à l’aide de (vi). 
(2.5) Pour tout couple prénilpotent (a, b) d’éléments distincts de Φ , on a [Ya,Yb] ⊂ Y]a,b[.
Démonstration. Cela se déduit aussitôt de (ii), (iii) et du fait que l’intervalle ]a, b[ contient
l’ensemble Φ ∩ {λa +μb | λ ∈ K, μ ∈ K, λ > 0, μ > 0} (cf. (1.13)). 
(2.6) Pour toute partie convexe Ω de Φ et tout élément a de Ω , Ya normalise YΩ\{a}, et l’on
a YΩ = YaYΩ\{a}.
Démonstration. Soit b ∈ (Ω \ {a}). Il suffit de vérifier que [Ya,Yb] ⊂ YΩ\{a}. Or, comme la
paire {a, b} est contenue dans Ω , elle est prénilpotente et l’on a ]a, b[ ⊂ (Ω \ {a}) ; l’inclusion à
démontrer résulte donc de (2.5). 
(2.7) Pour tout a ∈ Φ , posons Ba = YaH . Alors, les axiomes (RD1) à (RD5) et l’axiome
(RD1′) de [T3, nos 5.2 et 5.3, pages 562 et 563] sont satisfaits (à condition de remplacer Ua
par Ya dans l’énoncé de (RD1′) et d’identifier Φ à ΦW au moyen de la bijection θ (cf. (1.11))).
Démonstration. D’après (2.5), l’axiome (RD1′) est satisfait. D’autre part, (RD1′) entraîne
(RD1) : ce fait, signalé brièvement dans [T3, no 5.3(b)] par l’emploi du terme strengthening mais
sans explication, a été démontré, au moyen de (1.15)(b), par J. Tits dans son Cours au Collège
de France (leçon du 9 janvier 1990).
Soit i ∈ I . Puisque Bai = YaiH et H ⊂ B−ai , on a l’égalité Bai ∩B−ai = (Yai ∩B−ai )H . Mais,
d’après (iv), Yai ∩B−ai = {1}, donc Bai ∩B−ai = H , ce qui établit (RD2). De (i) et (iv), on déduit
que B−ai n’est pas inclus dans B . D’après (iii), il existe mi ∈ Mi et l’on a miY−aim−1i = Yai ;
(i) et (iv) impliquent donc que Bai n’est pas inclus dans U−H . L’axiome (RD5) est donc satisfait.
On a Mi = miH ; vu (i) et (v), on a donc Mi ⊂ 〈H,Yai , Y−ai 〉. Par suite, mi ∈ 〈Bai ,B−ai 〉,
et (RD4) résulte donc de (iii). Enfin, d’après [H1, (3.4)], on a 〈Bai ,B−ai 〉 = Bai ∪ BaimiBai ;
comme Y−ai n’est pas inclus dans Bai (cf. (i) et (iv)), cela démontre (RD3). 
La proposition suivante résulte de (2.7) et de [T3, no 5.8, prop. 4(i)].
(2.8) Soit S = {Mi | i ∈ I }. Les quadruplets (G,B,N,S) et (G,B−,N,S) sont des systèmes
de Tits.
Pour tout w ∈ W , soit Y−w = 〈Ya | a ∈ Φ+, w(a) ∈ Φ−〉.
(2.9) Pour tout x ∈ G, il existe un triplet unique (u1, n,u) tel que u1 ∈ U , n ∈ N , u ∈ Y−wn et
x = u1nu. (Nous donnons à ce triplet le nom de décomposition de Bruhat de x.)
Démonstration. D’après (2.8), il existe un élément n de N tel que x ∈ BnB . Comme BnB =
BnY−wn (cf. [T3, no 5.6, proposition 3(iv) corrigée de la légère erreur qui entache son énoncé]),
on en déduit l’existence de u1 ∈ U , n ∈ N et u ∈ Y−wn tels que x = u1nu. L’unicité se démontre
comme dans [H1, (3.7)]. 
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(2.10) L’application w → B−wB est une bijection de W (identifié à N/H via π ) sur
l’ensemble B− \ G/B ; en particulier, on a l’égalité suivante, dite décomposition de Birkhoff :
G = U−NU .
(2.11) Soit α un endomorphisme du groupe G satisfaisant aux conditions suivantes : α(N) ⊂
N , α(H) ⊂ H , et il existe un automorphisme γ de B tel que, pour tout a ∈ Φ , {1} = α(Ya) ⊂
Yγ (a) (vu (2.3)(d), γ est unique). Alors :
(a) On a α(U) ⊂ U , α(U−) ⊂ U−, α(B) ⊂ B et α(B−) ⊂ B−.
(b) Pour tout n ∈ N , on a wα(n) = γ.wn.γ−1 (en identifiant γ ainsi que tout élément de W aux
éléments de GL(V ) qu’ils définissent) et α(Y−wn) ⊂ Y−wα(n) .(c) Soient x ∈ G et (u1, n,u) sa décomposition de Bruhat (cf. (2.9)). La décomposition de Bru-
hat de α(x) est (α(u1), α(n),α(u)).
Démonstration. (a) Puisque γ ∈ Aut(B), on a γ (Φ+) = Φ+ et γ (Φ−) = Φ−, d’où (a).
(b) Pour tout a ∈ Φ , on a
α(n)α(Ya)α(n)
−1 = α(nYan−1)= α(Ywn(a)) ⊂ Y(γ.wn)(a), et
α(n)α(Ya)α(n)
−1 ⊂ α(n)Yγ (a)α(n)−1 = Y(wα(n).γ )(a).
Comme α(Ya) = {1}, on a donc Y(γ.wn)(a) ∩ Y(wα(n).γ )(a) = {1}. Par suite, (γ.wn)(a) =
(wα(n).γ )(a) (cf. (2.3)(d)). Cela étant vrai pour tout a ∈ Φ , on a donc γ.wn = wα(n).γ , i.e.
wα(n) = γ.wn.γ−1.
Soit a ∈ Φ+ tel que wn(a) ∈ Φ−. On a α(Ya) ⊂ Yγ (a). Or γ (a) ∈ Φ+ et wα(n)(γ (a)) =
γ (wn(a)) ∈ γ (Φ−) = Φ−. Donc Yγ (a) ⊂ Y−wα(n) . On en déduit que α(Y−wn) ⊂ Y−wα(n) .
(c) On a x = u1nu, u1 ∈ U , n ∈ N , u ∈ Y−wn . Donc α(x) = α(u1)α(n)α(u), α(u1) ∈ U (cf. (a)),
α(n) ∈ N , et α(u) ∈ Y−wα(n) (cf. (b)), d’où (c). 
(2.12) Soit J une partie de I . Posons
LJ = 〈H,Ya | a ∈ ΦJ 〉, NJ = π−1(WJ ),
YJ =
〈
Ya
∣∣ a ∈ (ΦJ )+〉 et Y−J = 〈Ya ∣∣ a ∈ (ΦJ )−〉.
(a) ((Ya)a∈ΦJ ,NJ ,H) est une donnée radicielle de type BJ dans LJ .
(b) On a LJ = YJNJYJ = Y−JNJY−J .
Démonstration. (a) Le groupe NJ est contenu dans LJ ; en effet, on a NJ = 〈H,Mi | i ∈ J 〉,
H ⊂ LJ et il résulte de (i) et (iv) que, pour tout i ∈ J , on a Mi ⊂ 〈H,Yai , Y−ai 〉 ⊂ LJ . D’autre
part, on a Φ ∩ VJ = Φ(BJ ) (cf. (1.9)). L’assertion (a) résulte alors des définitions.
(b) D’après (a) et (2.8), (LJ ,YJH,NJ , {Mi | i ∈ J }) est un système de Tits, donc LJ =
(YJH)NJ (YJH) = YJNJYJ , et de même LJ = Y−JNJY−J . 
(2.13) Si X est un sous-groupe de G normalisé par H et si w ∈ W , nous notons Xw le sous-
groupe n−1Xn, où n est un élément quelconque de N tel que π(n) = w.
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PJ = BNJB, ÛJ = U ∩ (U−)wJ et UJ = U ∩ UwJ .
(a) On a ÛJ = YJ .
(b) Le groupe UJ est égal au sous-groupe UJ de U engendré par les éléments uzu−1, où u ∈
YJ et z ∈ 〈Ya | a ∈ Φ+ \ (ΦJ )+〉.
(c) On a U = ÛJ  UJ et UJ est un sous-groupe distingué de PJ .
(d) On a PJ = UJLJ = NG(UJ ).
(e) On a UJ ∩ LJ = {1}, U ∩LJ = ÛJ et PJ = UJ  LJ .
Démonstration. (1) Montrons que UJ est distingué dans PJ .
Il est clair que UJ est normalisé par H et par Ya si a ∈ (ΦJ )+. Pour tout a ∈ Φ+ \ (ΦJ )+, Ya
est contenu dans UJ donc normalise UJ . Par suite, UJ est normalisé par B et il suffit de montrer
que, pour tout i ∈ J , tout élément m de Mi normalise UJ .
Soient u ∈ YJ , a ∈ Φ+ \ (ΦJ )+ et z ∈ Ya ; il suffit de vérifier que m(uzu−1)m−1 ∈ UJ .
Puisque (ΦJ )+ est convexe (cf. (1.14)) et contient ai , il existe u′ ∈ Yai et u′′ ∈ 〈Yb | b ∈ (ΦJ )+ \
{ai}〉 tels que u = u′′u′ (cf. (2.6)). Comme si stabilise (ΦJ )+ \ {ai}, on a (cf. (iii))
mu′′m−1 ∈ 〈Yb ∣∣ b ∈ (ΦJ )+ \ {ai}〉,
donc mu′′m−1 normalise UJ . Or on a
m
(
uzu−1
)
m−1 = (mu′′m−1)(mu′zu′−1m−1)(mu′′m−1)−1;
on peut donc supposer que u = u′. Distinguons trois cas.
(α) Si u = 1, on a m(uzu−1)m−1 = mzm−1 ∈ Ysi(a), et Ysi(a) ⊂ UJ car si(a) ∈ Φ+ \ (ΦJ )+.
(β) Si le couple (a, ai) est prénilpotent, on a, d’après (2.2)(ii), uzu−1 ∈ 〈Yb | b ∈ Φ+ \ (ΦJ )+〉,
donc m(uzu−1)m−1 ∈ 〈Yb | b ∈ Φ+ \ (ΦJ )+〉 puisque si stabilise Φ+ \ (ΦJ )+, et donc
m(uzu−1)m−1 ∈ UJ .
(γ ) Supposons maintenant que u = 1 et que le couple (a, ai) ne soit pas prénilpotent. On
a mum−1 ∈ Y−ai \ {1} ; donc, d’après (v), il existe u1, u2 ∈ Yai et n ∈ Mi tels que
mum−1 = u1nu2. On a m(uzu−1)m−1 = u1nu2(mzm−1)u−12 n−1u−11 . Or, d’après (1.5),
le couple (si(a), ai) est prénilpotent. Comme mzm−1 ∈ Ysi(a), il résulte de (β) que
n(u2mzm−1u−12 )n−1 appartient à UJ ; puisque u1UJu
−1
1 = UJ , on a donc m(uzu−1)m−1 ∈
UJ .
Par conséquent, UJ est distingué dans PJ .
(2) On a U = YJ  UJ (produit semi-direct).
En effet, U est engendré par YJ et UJ et, vu (1), UJ est distingué dans U ; il suffit donc
de vérifier que YJ ∩ UJ = {1}. On a (UJ )wJ = UJ (cf. (1)), donc (YJ ∩ UJ )wJ = 〈Ya | a ∈
(ΦJ )
−〉 ∩UJ ⊂ U− ∩ U ; or U− ∩U = {1} (cf. (iv)), donc YJ ∩ UJ = {1}.
(3) Pour terminer la démonstration de (a), (b) et (c), il n’y a plus qu’à vérifier les égalités
UJ = UJ et ÛJ = YJ .
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(YJ ∩ UJ )UJ . Or (wJ )2 = 1, donc (YJ ∩ UJ )wJ = 〈Ya | a ∈ (ΦJ )−〉 ∩ UJ ⊂ U− ∩ U = {1},
donc YJ ∩UJ = {1}, et UJ = UJ .
Passons au groupe ÛJ . On a YJ ⊂ U et YJ = 〈Ya | a ∈ (ΦJ )−〉wJ ⊂ (U−)wJ , donc YJ ⊂ ÛJ .
D’après (2), on a donc ÛJ = YJ (ÛJ ∩ UJ ). Mais, comme (UJ )wJ = UJ , on a (ÛJ ∩ UJ )wJ =
(UwJ ∩ U−)∩ UJ ⊂ U− ∩U = {1} ; donc ÛJ ∩UJ = {1} et ÛJ = YJ .
(4) Démontrons (d).
Vu (c), on a PJ ⊂ NG(UJ ). On en déduit que PJ = NG(UJ ) en raisonnant comme dans la
démonstration de [H1, (3.10)(c)].
On a PJ = BNJB = UNJU . Or U = UJYJ et UJ est distingué dans PJ (cf. (a) et (c)). Donc
PJ = UJYJNJYJ = UJLJ (cf. (2.12)(b)).
(5) D’après (c), on a U = UJ ÛJ et UJ ∩ ÛJ = {1}. L’assertion (e) découle de là comme dans
[H1, (3.10)(d)]. 
L’énoncé suivant se déduit de (2.13)(d) par un raisonnement analogue à celui du no (3.11)
de [H1] ; il établit que les sous-groupes N et H de la donnée radicielle ((Ya)a∈Φ,N,H) sont
déterminés de manière unique par G et (Ya)a∈Φ .
(2.14) (a) On a NG(U) = B = UH , NG(U−) = B− = U−H , et H = NG(U)∩NG(U−).
(b) Le groupe N est égal à l’ensemble des éléments x de G pour lesquels il existe w ∈ W tel
que, pour tout a ∈ Φ , xYax−1 = Yw(a).
(2.15) Le sextuplet (G,N,U,U−,H,S) est un système de Tits raffiné (refined Tits system
selon la terminologie de [KP, paragraphe 3, p. 174]).
Démonstration. Nous devons vérifier les axiomes (RT1) à (RT3) de [KP].
En ce qui concerne (RT1), il suffit de montrer que G est engendré par N et U (les autres
assertions de (RT1) sont immédiates). Or, pour tout a ∈ Φ−, il existe, d’après (iii) et la définition
de Φ , i ∈ I et n ∈ N tels que nYai n−1 = Ya ; donc Ya ⊂ 〈N,U 〉.
Vérifions (RT2). Soient i ∈ I et mi ∈ Mi . On a vu (cf. (2.13)(a)) que Yai = U ∩ (U−)mi .
Comme (Yai )mi = Y−ai , (RT2)(a) résulte donc de (v) et (i). Puisque Φ = Φ+ ∪Φ−, (iii) implique
(RT2)(b). D’autre part, on a U = Yai (U ∪Umi ) (cf. (2.13)(c)), ce qui prouve (RT2)(c).
Contrôlons enfin (RT3). Soient v ∈ U−, n ∈ N , u ∈ U tels que vnu = 1. D’après (2.10), on a
wn = 1, i.e. n ∈ H . Par suite, on a u = n−1v−1 ∈ U ∩U−H et v = u−1n−1 ∈ UH ∩U− ; vu (iv),
on a donc u = v = 1, d’où n = 1. 
Les énoncés (2.16) et (2.17) ci-dessous généralisent à un élément w quelconque de W des
propriétés vues respectivement en (2.13)(c) et (a) pour l’élément w = wJ où J est une partie
sphérique de I . La proposition suivante résulte de (2.15) et de [KP, prop. 3.2(d)(iii), p. 180].
(2.16) Pour tout w ∈ W , on a
U = (U ∩ (U−)w)(U ∩ Uw) et (U ∩ (U−)w)∩ (U ∩ Uw)= {1}
(de sorte que tout élément u de U s’écrit de manière unique sous la forme u = u1u2, où u1 ∈
U ∩ (U−)w et u2 ∈ U ∩Uw).
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Φ−}, et il existe un ordre total (b1, b2, . . . , bn) sur Φ+−w (n = l(w)) tel que l’application produit
Yb1 × Yb2 × · · · × Ybn → U ∩ (U−)w
soit bijective.
Démonstration. D’après (2.7) et [T3, no 5.6, prop. 3(ii), p. 565, et no 5.9, th. 2(i), p. 567],
on a B ∩ (B−)w = H 〈Yb | b ∈ Φ+−w 〉. Comme H ∩ U = {1} (cf. (iv)), on en déduit que
U ∩ (U−)w = 〈Yb | b ∈ Φ+−w 〉. L’assertion concernant l’application produit résulte de [T3,
prop. 3(iii), p. 565]. 
3. Systèmes radiciels positifs
(3.1) Notations. Dans cette section, indépendante de la précédente, nous supposons que Ψ est
un B-système de racines et P une partie de K formée d’éléments  1, et nous employons les
notations de (1.17).
De plus, nous considérons un groupe U et une famille (Xa)a∈Ψ+ de sous-groupes de U .
Si Ω est une partie de Ψ+, on pose XΩ = 〈Xa | a ∈ Ω〉, Ω réd = {a ∈ Ω | si λ ∈ K et si
λa ∈ Ω, alors λ 1}, et, pour tout a ∈ Ω réd, Ya,Ω = 〈Xλa | λ ∈ K et λa ∈ Ω〉.
Pour tout élément w de W , nous posons
X+w =
〈
Xa
∣∣ a ∈ Ψ+, w(a) ∈ Ψ+〉, et X−w = 〈Xa ∣∣ a ∈ Ψ+, w(a) ∈ Ψ−〉.
Pour tout a ∈ Φ+, soit Ya = 〈Xλa | λ ∈ K+, λa ∈ Ψ 〉.
(3.2) Définition. Nous disons que (Xa)a∈Ψ+ est un système radiciel positif de type (B,Ψ+,P)
dans U si les deux conditions suivantes sont satisfaites :
(C1) pour tout couple prénilpotent (a, b) d’éléments (distincts ou non) de Ψ+, on a [Xa,Xb] ⊂
X[a,b]P ;
(C2) pour tout w ∈ W , on a X+w ∩X−w = {1}.
La remarque suivante nous servira dans la démonstration du lemme (3.4) ci-dessous.
(3.3) Remarque. Supposons que la condition (C2) soit remplie. Alors, pour tout couple (a0, b0)
d’éléments distincts de Φ+, il existe une partition (R,S) de Φ+ telle que
a0 ∈R, b0 ∈ S et 〈Ya | a ∈R〉 ∩ 〈Yb | b ∈ S〉 = {1}.
En effet, comme la base de racines B est réduite, il existe w ∈ W tel que l’un des éléments
w(a0),w(b0) appartienne à Φ+ et l’autre à Φ− (cf. (1.8)).
(3.4) Lemme. Supposons que (Xa)a∈Ψ+ soit un système radiciel positif de type (B,Ψ+,P)
dans U . Soit Ω une partie prénilpotente P-fermée de Ψ+ (Ω est donc finie).
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a∈Ω réd
Ya,Ω → XΩ
est bijective quel que soit l’ordre dans lequel sont rangés les facteurs du produit.
(b) Soit (Ωe)e∈E une partition de Ω en parties P-fermées de Ψ+. Supposons que, pour tout
couple (e, e′) d’éléments distincts de E, tout couple formé d’un élément de Ωe et d’un élé-
ment de Ωe′ soit libre. Alors, l’application produit∏
e∈E
XΩe → XΩ
est bijective quel que soit l’ordre dans lequel sont rangés les facteurs du produit.
Démonstration. Munissons Ω de la relation d’ordre  définie par a  b ⇔ (a − b) ∈ V +, et de
la relation d’équivalence ∼ définie par a ∼ b ⇔ a et b sont liés.
Tout couple (a, b) d’éléments de Ω est prénilpotent ; comme la partie Ω est P-fermée, la
condition (C1) montre que [Xa,Xb] est contenu dans 〈Xc | c ∈ Ω, c > a, c > b〉. Par suite,
l’assertion (a) résulte de [H1, (2.1)(a)(i) et (b)] et de la remarque (3.3) ci-dessus.
Pour démontrer (b), observons que (Ω réde )e∈E est une partition de Ω réd. Choisissons, pour tout
e ∈ E, un ordre total quelconque sur Ω réde , puis définissons sur Ω réd un ordre total compatible
avec les ordres totaux ainsi choisis sur les ensembles Ω réde et avec l’ordre de rangement de E.
Alors, la surjectivité de (b) se déduit de celle de (a) appliquée à Ω ; quant à l’injectivité de (b), elle
résulte de la surjectivité de (a) appliquée à chaque partie Ωe et de l’injectivité de (a) appliquée
à Ω . 
(3.5) Notations. Dans la proposition suivante, nous supposons que Γ est un groupe fini d’auto-
morphismes de B qui stabilisent Ψ et nous adoptons les notations des numéros (1.19) à (1.23). En
outre, pour tout a1 ∈ Ψ 1, nous désignons par Ψa1 la plus petite partie P-fermée de Ψ contenant
l’ensemble {c ∈ ΨΓ -prén | c1 = a1}.
(3.6) Proposition. Supposons que (Xa)a∈Ψ+ soit un système radiciel positif de type (B,Ψ+,P)
dans U . Soient Σ un ensemble et (ασ )σ∈Σ , (βσ )σ∈Σ deux familles d’endomorphismes du groupe
U satisfaisant, pour tout σ ∈ Σ , aux deux conditions suivantes :
• pour tout a ∈ Ψ+, βσ (Xa) ⊂ Xa ,
• il existe γσ ∈ Γ tel que, pour tout a ∈ Ψ+, ασ (Xa) ⊂ Xγσ (a).
Désignons par U1 l’ensemble des éléments x de U tels que, pour tout σ ∈ Σ , ασ (x) = βσ (x).
Pour tout a1 ∈ (Ψ 1)+, posons
X1
a1 = XΨa1 ∩U1.
Supposons que P soit stable pour l’addition et pour la multiplication dans K et que, pour
tout couple B1-prénilpotent (a1, b1) d’éléments de (Ψ 1)+, l’une au moins des trois conditions
suivantes soit remplie : Ψa1 ⊂ Ψb1 , ou Ψb1 ⊂ Ψa1 , ou tout couple formé d’un élément de Ψa1 et
d’un élément de Ψb1 est libre.
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(a) Pour toute partie B1-prénilpotente P-fermée Ω1 de (Ψ 1)+, l’ensemble Ω = {a ∈ ΨΓ -prén |
a1 ∈ Ω1} est une partie B-prénilpotente P-fermée de Ψ+ stable par Γ et il existe une partie
E1 de Ω1 telle que les applications produits
p :
∏
a1∈E1
XΨ
a1
→ XΩ, et p1 :
∏
a1∈E1
X1
a1 → XΩ ∩U1
soient bijectives quel que soit l’ordre dans lequel sont rangés les éléments de E1 ; en parti-
culier, on a XΩ ∩U1 = 〈X1a1 | a1 ∈ Ω1〉.
(b) (X1
a1
)a1∈(Ψ 1)+ est un système radiciel positif de type (B1, (Ψ 1)+,P) dans U1.
Démonstration. (1) Observons d’abord que, pour tout a1 ∈ (Ψ 1)+, Ψa1 est contenu dans l’en-
semble
Fa1 =
{
c ∈ ΨΓ -prén
∣∣ c1 = λa1, avec λ = 1 ou λ ∈ P}.
En effet, Fa1 contient {c ∈ ΨΓ -prén | c1 = a1}, et le lemme (1.25), appliqué aux éléments λc+λ′c′
où λ,λ′ ∈ P et c, c′ ∈ Fa1 , entraîne, puisque P est stable pour l’addition et la multiplication,
que Fa1 est P-fermé dans Ψ .
(2) Démontrons (a). L’ensemble Ω est contenu dans Ψ+. D’autre part, il existe w ∈ WΓ tel
que w(Ω1) ⊂ V − (cf. (1.22)(c)) ; pour tout a ∈ Ω , on a
∑
γ∈Γ
γ
(
w(a)
)= w(∑
γ∈Γ
γ (a)
)
= w(a1) ∈ V −,
donc w(a) ∈ V −. Par suite, on a w(Ω) ⊂ V − et Ω est B-prénilpotent. Il est clair que Ω est stable
par Γ . Soient a, a′ ∈ Ω et λ,λ′ ∈ P tels que (λa + λ′a′) ∈ Ψ ; pour tout γ ∈ Γ , on a γ (λa +
λ′a′) ∈ V + et w(γ (λa + λ′a′)) = γ (λw(a) + λ′w(a′)) ∈ V − (car w(a) et w(a′) appartiennent
à V −), donc (λa + λ′a′) ∈ ΨΓ -prén ; or on a (λa + λ′a′)1 = λa1 + λ′a′1 et l’ensemble Ω1 est
P-fermé dans Ψ 1 ; donc on a (λa + λ′a′)1 ∈ Ω1, d’où (λa + λ′a′) ∈ Ω , ce qui prouve que Ω est
P-fermé dans Ψ .
Pour tout a1 ∈ Ω1, Ω est une partie P-fermée de Ψ contenant l’ensemble {c ∈ ΨΓ -prén |
c1 = a1}, donc Ω contient Ψa1 . Il en résulte que
Ω =
⋃
a1∈Ω1
Ψa1
et que, pour tout a1 ∈ Ω1, XΨ
a1
⊂ XΩ .
Notons E l’ensemble des éléments maximaux de {Ψa1 | a1 ∈ Ω1} pour la relation d’inclusion,
et posons E1 = {a1 ∈ Ω1 | Ψa1 ∈ E}. Puisque l’ensemble Ω1 est B1-prénilpotent, il est fini ; on a
donc
Ω =
⋃
1 1
Ψa1 .a ∈E
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raison de leur maximalité, aucun des ensembles Ψa1,Ψb1 n’est contenu dans l’autre ; donc tout
couple formé d’un élément de Ψa1 et d’un élément de Ψb1 est libre, et en particulier Ψa1 et Ψb1
sont disjoints. Ainsi, (Ψa1)a1∈E1 est une partition de Ω en parties P-fermées de Ψ+. D’après
(3.4)(b), l’application p est bijective quel que soit l’ordre dans lequel sont rangés les éléments
de E1.
Le groupe Γ permute entre elles les parties P-fermées de Ψ , et laisse stable l’ensemble {c ∈
ΨΓ -prén | c1 = a1} pour tout a1 ∈ Ψ 1 ; donc, quel que soit a1 ∈ (Ψ 1)+, Ψa1 est stable par Γ , ce
qui entraîne que XΨ
a1
est stable par ασ (et aussi, bien sûr, par βσ ) pour tout σ ∈ Σ . Comme
l’application p est bijective, il en est de même de l’application p1.
(3) Démontrons (b). Il s’agit de vérifier les conditions (C1) et (C2) de (3.2).
Commençons par la condition (C1). Soit (a1, b1) un couple B1-prénilpotent d’éléments de
(Ψ 1)+. Posons
Ω1 = Ψ 1 ∩ {λa1 +μb1 ∣∣ λ,μ ∈ P}, et
Ω = {c ∈ ΨΓ -prén ∣∣ c1 ∈ Ω1}.
Il s’agit de montrer que
[
X1
a1 ,X
1
b1
]⊂ 〈X1
c1
∣∣ c1 ∈ Ω1〉. (1)
Par définition, on a X1
a1
= XΨ
a1
∩U1 et X1
b1
= XΨ
b1
∩ U1, donc
[
X1
a1,X
1
b1
]⊂ [XΨ
a1
,XΨ
b1
] ∩U1. (2)
D’autre part, il existe w ∈ WΓ tel que w(a1) et w(b1) appartiennent à V −, ce qui, par un rai-
sonnement déjà utilisé au début de (2), montre que l’ensemble Fa1 ∪Fb1 ∪Ω est B-prénilpotent.
Comme P est stable pour l’addition et pour la multiplication, on en déduit que Fa1 et Fb1 P-
normalisent Ω et que [Fa1,Fb1 ]P ⊂ Ω . Par suite, vu (1), Ψa1 et Ψb1 P-normalisent Ω , et l’on a
[Ψa1 ,Ψb1 ]P ⊂ Ω . Donc, d’après le lemme (1.18)(b) appliqué aux parties Ψa1 , Ψb1 et Ω de Ψ+,
on a
[XΨ
a1
,XΨ
b1
] ⊂ XΩ. (3)
Mais, comme P est stable pour l’addition et pour la multiplication, Ω1 est une partie P-fermée
de (Ψ 1)+ ; on a donc, d’après (a),
XΩ ∩ U1 =
〈
X1
c1
∣∣ c1 ∈ Ω1〉. (4)
Des relations (2), (3), (4), on déduit l’inclusion (1), ce qui établit la condition (C1).
Vérifions maintenant la condition (C2). Soit w ∈ WΓ . Pour tout a1 ∈ (Ψ 1)+, on a X1
a1
⊂
XΨ
a1
⊂ XF
a1
(cf. (1)). De plus, si w(a1) ∈ V +, on a w(c) ∈ V + pour tout c ∈ Fa1 (car w ∈ WΓ ),
donc XF ⊂ X+ ; de même, si w(a1) ∈ V −, on a XF ⊂ X−. Donc, on aa1 w a1 w
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a1
∣∣ a1 ∈ (Ψ 1)+, w(a1) ∈ V +〉⊂ X+w, et〈
X1
a1
∣∣ a1 ∈ (Ψ 1)+, w(a1) ∈ V −〉⊂ X−w.
Or, par hypothèse, on a X+w ∩ X−w = {1}. La condition (C2) est donc satisfaite. 
4. Torsion
Comme dans la section précédente, Ψ est un B-système de racines et P est une partie de K
formée d’éléments  1.
(4.1) Notations. Soient G un groupe, (Xa)a∈Ψ une famille de sous-groupes de G, N un sous-
groupe de G et H un sous-groupe de N . Nous posons
U = 〈Xa ∣∣ a ∈ Ψ+〉, U− = 〈Xa | a ∈ Ψ−〉, B = UH et B− = U−H.
Pour tout a ∈ Φ , soit Ya = 〈Xλa | λ ∈ K+, λa ∈ Ψ 〉 ; pour tout w ∈ W , soit X−w = Y−w = 〈Xa |
a ∈ Ψ+, w(a) ∈ Ψ−〉. Si Ω est une partie de Ψ , on pose XΩ = 〈Xa | a ∈ Ω〉. Ces notations sont
compatibles avec celles de (2.1), de (2.8) et de (3.1).
(4.2) Définition. Nous disons que ((Xa)a∈Ψ ,N,H) est une donnée radicielle de type (B,Ψ,P)
dans G si les conditions suivantes sont satisfaites :
(i) pour tout i ∈ I , Y−ai = {1} ;
(ii) pour tout couple prénilpotent (a, b) d’éléments, distincts ou non, de Ψ+, on a
[Xa,Xb] ⊂ X[a,b]P;
(iii) il existe un homomorphisme surjectif π :N → W , de noyau H , tel que, pour tout n ∈ N et
tout a ∈ Ψ , on ait, en désignant par wn l’image de n par π ,
nXan
−1 = Xwn(a);
nous posons alors, pour tout i ∈ I , Mi = π−1({si}) ;
(iv) UH ∩U− = U ∩U−H = {1} ;
(v) pour tout i ∈ I , (Y−ai \ {1}) ⊂ YaiMiYai ;
(vi) G = 〈H,U,U−〉.
Le lemme suivant nous permettra d’appliquer les résultats des sections 2 et 3.
(4.3) Lemme. Supposons que ((Xa)a∈Ψ ,N,H) soit une donnée radicielle de type (B,Ψ,P)
dans G.
(a) La famille (Xa)a∈Ψ+ est un système radiciel positif de type (B,Ψ+,P) dans U .
(b) Le triplet ((Ya)a∈Φ,N,H) est une donnée radicielle de type B dans G.
Démonstration. (a) La condition (C2) de la définition (3.2) est remplie en vertu de (iii) et (iv) ;
cela entraîne (a).
4754 J.-Y. Hée / Journal of Algebra 319 (2008) 4738–4758(b) En comparant les définitions (4.2) et (2.2), on voit qu’il suffit de vérifier la condition (ii)
de cette dernière. Soit (a, b) un couple prénilpotent d’éléments distincts de Φ+. Il s’agit d’établir
l’inclusion
[Ya,Yb] ⊂
〈
Yλa+μb
∣∣ λ,μ ∈ K, λ,μ > 0, (λa +μb) ∈ Φ〉, i.e.
[XF1 ,XF2] ⊂ XF3, (1)
où
F1 = Ψ ∩
{
λa
∣∣ λ ∈ K+}, F2 = Ψ ∩ {μb ∣∣ μ ∈ K+} et
F3 = Ψ ∩ {λa + μb | λ,μ ∈ K, λ,μ > 0}.
L’ensemble F = F1 ∪ F2 ∪ F3 = Ψ ∩ {λa + μb | λ,μ ∈ K+} est une partie prénilpotente
P-fermée de Ψ ; de plus, l’ensemble F3 contient [F1,F2]P et est P-normalisé par F1 et par F2.
La relation (1) résulte donc de la condition (ii) de la définition (4.2) et de (1.18)(b). 
(4.4) Notations. Nous supposons, comme au no (3.5), que Γ est un groupe fini d’automor-
phismes de B qui stabilise Ψ , et nous adoptons les notations de (3.5).
(4.5) Théorème. Supposons que ((Xa)a∈Ψ ,N,H) soit une donnée radicielle de type (B,Ψ,P)
dans G. Soient Σ un ensemble et (ασ )σ∈Σ , (βσ )σ∈Σ deux familles d’endomorphismes du groupe
G satisfaisant aux conditions sui-vantes :
(1) • pour tout σ ∈ Σ , ασ (N) ∪ βσ (N) ⊂ N et ασ (H)∪ βσ (H) ⊂ H ;
• pour tout a ∈ Φ , ασ (Ya) = {1} et βσ (Ya) = {1} ;
• il existe γσ ∈ Γ tel que, pour tout a ∈ Ψ , ασ (Xa) ⊂ Xγσ (a) (vu (2.3)(d), γσ est unique) ;
• pour tout a ∈ Ψ , βσ (Xa) ⊂ Xa ;
(2) Γ = 〈γσ | σ ∈ Σ〉.
Désignons par Gα,β le sous-groupe formé des éléments x de G tels que, pour tout σ ∈ Σ ,
ασ (x) = βσ (x).
Pour tout a1 ∈ Ψ 1, soit
X1
a1 = XΨa1 ∩Gα,β.
Pour tout J ∈ I 1, soient Y−J = 〈Ya | a ∈ (ΦJ )−〉 et Y 1−J = Y−J ∩Gα,β .
Soit G1 un sous-groupe de Gα,β contenant 〈X1
a1
| a1 ∈ Ψ 1〉, et soient N1 = N ∩ G1 et H 1 =
H ∩G1.
Supposons que les trois hypothèses suivantes soient satisfaites :
• P est stable pour l’addition et pour la multiplication dans K ;
• pour tout couple B1-prénilpotent (a1, b1) d’éléments de (Ψ 1)+, on a Ψa1 ⊂ Ψb1 ou Ψb1 ⊂
Ψa1 , ou tout couple formé d’un élément de Ψa1 et d’un élément de Ψb1 est libre ;
• pour tout J ∈ I 1, on a Y 1 = {1}.−J
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a1
)a1∈Ψ 1,N1,H 1) est une donnée radicielle de type (B1,Ψ 1,P) dans G1. En outre,
(a) Pour tout σ ∈ Σ , ασ et βσ envoient chacun des groupes U,U−,B,B− dans lui-même.
(b) Pour tout n ∈ N et tout σ ∈ Σ , on a (en identifiant γσ et wn aux éléments de GL(V ) qu’ils
définissent)
wασ (n) = γσ .wn.γ−1σ , wβσ (n) = wn,
ασ
(
X−wn
)⊂ X−wασ (n) et βσ (X−wn)⊂ X−wn.
Pour tout n ∈ N ∩ Gα,β , on a wn ∈ WΓ .
(c) Soient x ∈ G et (u1, n,u) sa décomposition de Bruhat (cf. (2.9)). Pour tout σ ∈ Σ ,
(ασ (u1), ασ (n),ασ (u)) est la décomposition de Bruhat de ασ (x), et (βσ (u1), βσ (n),βσ (u))
est celle de βσ (x). En particulier, si x ∈ G1, u1 et u appartiennent à Gα,β , n appartient
à N1 et wn appartient à WΓ .
(d) Pour tout J ∈ I 1, posons YJ = 〈Ya | a ∈ (ΦJ )+〉, Y 1J = YJ ∩Gα,β , et M1J = N1∩π−1({wJ }).
On a, pour le vecteur bJ défini en (1.21),
Y 1J =
〈
X1
a1
∣∣ a1 ∈ Ψ 1 ∩K+bJ 〉⊂ G1,
Y 1−J =
〈
X1
a1
∣∣ a1 ∈ Ψ 1 ∩K−bJ 〉⊂ G1,
Y 1−J \ {1} ⊂ Y 1JM1J Y 1J , et wJ ∈ π
(
N1
)
.
(e) L’homomorphisme π1 :N1 → W(B1) :n → w1n déduit de π :N → W et de l’isomorphisme
canonique : WΓ → W(B1) :w → w1 (cf. (1.22)(c)) est surjectif et son noyau est H 1.
(f) Pour tout n ∈ N ∩ Gα,β et tout a1 ∈ Ψ 1, on a n(X1
a1
)n−1 = X1
w1n(a
1)
.
(g) Pour tout w ∈ WΓ , on a
X−w ∩Gα,β =
〈
X1
a1
∣∣ a1 ∈ (Ψ 1)+, w(a1) ∈ (Ψ 1)−〉⊂ G1.
(h) On a
U ∩ Gα,β = 〈X1
a1
∣∣ a1 ∈ (Ψ 1)+〉,
U− ∩ Gα,β =
〈
X1
a1
∣∣ a1 ∈ (Ψ 1)−〉, et
Gα,β = 〈H ∩ Gα,β,X1
a1
∣∣ a1 ∈ Ψ 1〉.
On a aussi
G1 = 〈H 1, Y 1J , Y 1−J ∣∣ J ∈ I 1〉
et, en particulier,
Gα,β = 〈H ∩Gα,β,Y 1J , Y 1−J ∣∣ J ∈ I 1〉.
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L’assertion (a) ainsi que les deux égalités et les deux inclusions de (b) résultent de (4.3)(b) et
de (2.11)(a) et (b).
Soit n ∈ N ∩ Gα,β . Pour tout σ ∈ Σ , on a ασ (n) = βσ (n), donc wασ (n) = wβσ (n), i.e.
γσ .wn.γ
−1
σ = wn. Puisque Γ est engendré par les éléments γσ où σ ∈ Σ , on a donc wn ∈ WΓ .
(2) Nous démontrons ici une partie de (c) (nous finirons la démonstration de (c) au no (7)
ci-dessous).
Les assertions concernant les décompositions de Bruhat de ασ (x) et de βσ (x) découlent
de (2.11)(c).
Supposons que x appartienne à Gα,β . Pour tout σ ∈ Σ , ασ (x) et βσ (x) sont égaux donc ont
la même décomposition de Bruhat, i.e. ασ (u1) = βσ (u1), ασ (n) = βσ (n) et ασ (u) = βσ (u). Par
conséquent,
u1, n et u appartiennent à Gα,β,
donc (cf. (b))
wn ∈ WΓ .
(3) Démontrons (d).
Soient Ω1 = Ψ 1 ∩ K+bJ , et Ω = {a ∈ ΨΓ -prén | a1 ∈ Ω1}. Il résulte de (1.25) que Ω =
Ψ+ ∩ VJ et de (1.9) que XΩ = YJ . L’ensemble Ω1 est une partie B1-prénilpotente P-fermée de
(Ψ 1)+. D’après (4.3)(a) et (3.6)(a), on a donc XΩ ∩ Gα,β = 〈X1a1 | a1 ∈ Ω1〉, i.e. Y 1J = 〈X1a1 |
a1 ∈ Ψ 1 ∩ K+bJ 〉 ⊂ G1. De même, on a Y 1−J = 〈X1a1 | a1 ∈ Ψ 1 ∩K−bJ 〉 ⊂ G1.
Par hypothèse, on a Y 1−J = {1}. Soit x ∈ Y 1−J \ {1}. Considérons sa décomposition de Bruhat
(u1, n,u) dans LJ (cf. (2.8) et (2.12)(a)) ; on a x = u1nu, u1 ∈ YJ , n ∈ NJ et u ∈ YJ ∩ X−wn .
D’après (2), u1, n et u appartiennent à Gα,β et wn à WΓ . Ainsi, u1 et u appartiennent à Y 1J .
Vu le début de (3), x, u1 et u appartiennent à G1. Comme n = u−11 xu−1, on a donc n ∈ N1. Il
suffit maintenant de vérifier que wn = wJ . Or on a wn ∈ WJ ∩ WΓ = {1,wJ } (cf. (1.20)). Mais,
comme x = 1 et que U− ∩UH = {1} (cf. (iv)), on a wn = 1, donc wn = wJ .
(4) Vérifions les assertions (e) et (f).
On a WΓ = 〈wJ | J ∈ I 1〉 (cf. (1.20)) et, pour tout J ∈ I 1, wJ ∈ π(N1). Donc, π1 est surjec-
tif.
D’autre part, on a Kerπ1 = (Kerπ)∩ N1 = H ∩N1 = H 1, d’où (e).
Soient n ∈ N ∩ Gα,β , a1 ∈ Ψ 1 et b1 = w1n(a1). Puisque wn ∈ WΓ (cf. (b)), on a wn(Ψa1) =
Ψb1 . On déduit donc de (iii) les égalités
n
(
X1
a1
)
n−1 = n(XΨ
a1
∩Gα,β)n−1 = XΨ
b1
∩Gα,β = X1
b1 .
(5) Supposons que G1 = 〈H 1,X1
a1
| a1 ∈ Ψ 1〉 (nous verrons au no (8) ci-dessous que cette hy-
pothèse est toujours satisfaite), et montrons que ((X1
a1
)a1∈Ψ 1 ,N1,H 1) est une donnée radicielle
de type (B1,Ψ 1,P) dans G1. Les conditions (iii) et (v) de la définition (4.2) sont satisfaites
d’après (e), (f) et (d) ; la condition (iv) découle de la propriété correspondante de la donnée
radicielle initiale, et, vu l’hypothèse faite sur G1, la condition (vi) est remplie.
Pour tout J ∈ I 1, on a Y 1−J = {1}, et Y 1−J = 〈X1a1 | a1 ∈ Ψ 1 ∩ K−bJ 〉 (cf. (d)) ; cela établit la
condition (i).
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(6) Démontrons (g) et les trois premières égalités de (h).
Soit w ∈ WΓ . Posons Ω1 = {a1 ∈ (Ψ 1)+ | w(a1) ∈ (Ψ 1)−} ; Ω1 est une partie B1-
prénilpotente P-fermée de (Ψ 1)+. Comme w ∈ WΓ , on vérifie aisément que l’ensemble
Ω = {a ∈ ΨΓ -prén | a1 ∈ Ω1} est égal à l’ensemble {a ∈ Ψ+ | w(a) ∈ Ψ−}, donc X−w = XΩ .
D’après (4.3)(a) et (3.6)(a), on a donc X−w ∩ Gα,β = 〈X1a1 | a1 ∈ Ω1〉, d’où (g).
Pour démontrer les trois premières égalités de (h), il est loisible de supposer que G1 = 〈H ∩
Gα,β,X1
a1
| a1 ∈ Ψ 1〉. On a alors H 1 = H ∩ G1 = H ∩ Gα,β , donc G1 = 〈H 1,X1
a1
| a1 ∈ Ψ 1〉
et, d’après (5), ((X1
a1
)a1∈Ψ 1 ,N1,H 1) est une donnée radicielle de type (B1,Ψ 1,P) dans G1.
Par suite, si nous posons U(1) = 〈X1
a1
| a1 ∈ (Ψ 1)+〉 et U(1)− = 〈X1a1 | a1 ∈ (Ψ 1)−〉, nous avons,
d’après (4.3)(b), la décomposition de Birkhoff (cf. (2.10))
G1 = U(1)− N1U(1). (1)
Montrons que Gα,β = (U ∩Gα,β)G1. Soient x ∈ Gα,β et (u1, n,u) sa décomposition de Bru-
hat dans G. Compte tenu de (2), on a u1 ∈ U ∩ Gα,β , n ∈ Gα,β , u ∈ X−wn ∩ Gα,β et wn ∈ WΓ .
D’après (g), on a u ∈ G1. D’autre part, comme π1 est surjectif (cf. (e)), il existe n′ ∈ N1 tel que
wn = wn′ ; on a donc n = hn′, où h = nn′−1 ∈ H ∩Gα,β , et par suite n ∈ G1. Comme x = u1nu,
nous avons prouvé l’égalité
Gα,β = (U ∩Gα,β)G1. (2)
De même, nous avons
Gα,β = (U− ∩ Gα,β)G1. (3)
Soit x ∈ U ∩ Gα,β . D’après (3), on a x = vg1, où v ∈ U− ∩ Gα,β et g1 ∈ G1. D’après (1),
on a g1 = v′nu, où v′ ∈ U(1)− , n ∈ N1 et u ∈ U(1). On a alors x = vv′nu, donc vv′nux−1 = 1
et vv′ ∈ U−, n ∈ N , ux−1 ∈ U . On a donc n ∈ H en vertu de (2.10), d’où vv′ = n = ux−1 = 1
(cf. (4.2)(iv)). En particulier, on a x = u ∈ U(1). Nous venons de prouver que U ∩ Gα,β = U(1).
De même, on a U− ∩ Gα,β = U(1)− . Enfin, (2) s’écrit maintenant Gα,β = G1, ce qui termine la
démonstration des trois premières égalités de (h).
(7) Finissons de démontrer (c). Avec les notations de (c), supposons que x ∈ G1. Vu (2), il
n’y a plus qu’à vérifier que n ∈ N1. Or on a x = u1nu, i.e. n = u−11 xu−1, et, d’après (2), u1 et u
appartiennent à U ∩Gα,β donc à G1 (cf. la première égalité de (h)). Par conséquent, on a n ∈ N1.
(8) Montrons que ((X1
a1
)a1∈Ψ 1,N1,H 1) est une donnée radicielle de type (B1,Ψ 1,P)
dans G1.
D’après (5), il suffit d’établir que G1 = 〈H 1,X1
a1
| a1 ∈ Ψ 1〉. Soient x ∈ G1 et (u1, n,u) sa
décomposition de Bruhat dans G. D’après (c) et la première égalité de (h), u1 et u appartiennent
à 〈X1
a1
| a1 ∈ Ψ 1〉 et n à N1. Mais, comme WΓ = 〈wJ | J ∈ I 1〉 (cf. (1.20)) et que, pour tout
J ∈ I 1, M1J est non vide (cf. (d)), on a, d’après (e), N1 ⊂ 〈H 1,M1J | J ∈ I 1〉. Or, pour tout
J ∈ I 1, on a, par hypothèse, Y 1−J = {1}, et, en vertu de (d), Y 1−J \ {1} ⊂ Y 1JM1J Y 1J et 〈Y 1J , Y 1−J 〉 ⊂
〈X1
a1
| a1 ∈ Ψ 1〉 ; on a donc M1J ⊂ 〈H 1,X1a1 | a1 ∈ Ψ 1〉. Par conséquent, N1 est contenu dans
〈H 1,X1
a1
| a1 ∈ Ψ 1〉, et x appartient donc à ce dernier sous-groupe, ce qui prouve que G1 =
〈H 1,X11 | a1 ∈ Ψ 1〉.a
4758 J.-Y. Hée / Journal of Algebra 319 (2008) 4738–4758(9) Vérifions enfin les deux dernières égalités de (h). D’après (8) et (4.3)(b), nous pouvons
appliquer (2.4) au groupe G1 ; compte tenu de (d), nous obtenons la relation G1 = 〈H 1, Y 1J , Y 1−J |
J ∈ I 1〉.
Dans le cas particulier où G1 = Gα,β , cette relation n’est autre que la dernière égalité de (h),
puisque, comme on l’a vu en (6), on a alors H 1 = H ∩ Gα,β . 
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