Considering video conferencing applications, presented is the first utility accrual (or UA) real-time scheduling algorithm for multiple (m, k)-firm deadline-constrained streams running on multiprocessors, called the global multiprocessor utility accrual scheduling algorithm for (m, k)-firm deadline-constraint multimedia streams (or gMUA-MK). Analytical and experimental studies show that gMUA-MK achieves timeliness performance and relatively high quality of multimedia services compared to existing schemes including gMUA.
Introduction: Video conferencing is one of highly dynamic real-time multimedia services, where multiple sources generate multiple streams of video frames, which are transmitted and played back at the intended destinations. Video conferencing allows multiple users to dynamically join and leave the conference, which sometimes imposes excessive computational workloads on the destinations. In its operation, one participant is speaking while all the others are listening for a period of time, which implies that the streams containing the gestures and voice of the speaker are more important than others containing those of listeners. A video stream includes a series of frames constrained by their own deadlines. Intrinsically, a few occasional deadline misses of frames are tolerable without significant degradation of multimedia service quality when it is played back at the destinations. Similar features of highly dynamic real-time multimedia services are also found in remote medical imaging, video surveillance, etc.
These features lead us to designing real-time scheduling algorithms considering that 1. an overloaded computational workload should be addressed with graceful performance degradation, 2. the difference in the importance of each stream should be distinguishably considered, and 3. the tolerance to a few occasional deadline misses should be precisely expressed and handled.
The urgency of a stream, represented as the deadline, is typically orthogonal to its importance, e.g. the most urgent activity can be the least important, and vice versa. Since meeting the deadlines of all streams is impossible in overloads, completing the most important streams irrespective of stream urgency is often desirable. Thus, a clear distinction has to be made between urgency and importance during overloads. For this reason, we consider the abstraction of time/utility functions (TUFs) that express the utility of completing an application activity as a function of that activity's completion time. Particularly, we consider step TUFs where the height and the length of a TUF represent the importance and deadline of a task, respectively. When the time constraints are specified by TUFs, the scheduling criteria are based on accrued utility, such as maximising the sum of the activities' attained utilities, which is called the utility accrual (UA) criteria. The latest UA scheduling for multiprocessors is the global multiprocessor utility accrual scheduling (gMUA) in [1] .
Weakly-hard real-time systems are defined as the ones that can afford to miss some deadlines during any time window, i.e. the occasional loss of some deadlines is usually acceptable [2] . To precisely specify the weakly-hard real-time requirement, Hamdaoui and Ramanathan have defined an (m, k)-firm deadline as when the quality of service is tolerable, provided that at least m frames in any window of k consecutive frames meet their deadlines [3] . A stream that violates its own (m, k)-firm deadline, i.e. there are fewer than m occurrences of deadline satisfaction in a window of k consecutive frames, introduces a dynamic failure. Thus, the probability of a dynamic failure is used to measure how often the stream provides a lower quality of service than is required.
To address the aforementioned issues, we propose the global multiprocessor utility accrual scheduling algorithm for (m, k)-firm deadline-constraint multimedia streams (or gMUA-MK) that schedules multiple streams constrained by both (m, k)-firm deadlines and step TUFs. Additionally, we consider multiprocessors as platforms, which are recently attracting attention for their energy efficiency. gMUA-MK is designed to: 1. provide guaranteed quality of service for multiple streams with a light computational workload; 2. reduce the probability of dynamic failures to maximise quality of service; and 3. if possible, increase the accrued utility in heavy computational workloads.
Proposed scheme: We consider a real-time application that consists of a set of tasks, denoted {T 1 , . . ., T n }. Each T i decodes and plays a series of frames periodically or sporadically with a known inter-arrival time. The jth instance of task T i is denoted as J i,j . The inter-arrival time of T i is denoted as p i (also used as its implicit deadline), and the worst-case service time of T i is denoted as c i . Each T i is given its own TUF and (m i , k i )-firm deadline constraints. Thus, each T i is characterised by (c i , p i , h i , m i , k i ), where h i is the height of its TUF.
The following is a high-level description of gMUA-MK. gMUA-MK is invoked at both events of task arrival and completion. When invoked, it updates the remaining execution time of each job. The remaining execution times of running jobs are decreasing, while those of unscheduled jobs remain constant. Then, it computes the weighted potential utility densities (wPUDs) of all jobs. PUD is the ratio of the expected utility to the job's remaining execution time that measures the job's 'return on investment.' It is weighted with the inverse of the job's distance to dynamic failure, J k .Dist. Suppose that T i has (1, 3)-firm deadlines. After T i misses, meets, and misses its deadline sequentially, a dynamic failure will occur if two consecutive deadline-misses follow, which implies that the current distance of the stream is two. A more detailed description on the distance is found in [3] . The jobs are then sorted in the order of the earliest deadline first (or EDF), in line 4. In the next for-loop, the job with the earliest deadline is selected to be assigned to a processor. The processor that yields the shortest sum of execution times of all jobs in its local schedule is selected for the assignment in line 7. The rationale for this choice is that the shortest summed execution time processor results in the nearest scheduling event after assigning each job, and therefore, it establishes the same schedule as global EDF, an existing multiprocessor real-time scheduling [4] . Then, J k with the earliest deadline is inserted into the local schedule s m of the selected processor m. In the for-loop from lines 9 to 14, gMUA-MK attempts to make each local schedule feasible by removing the lowest wPUD job. If s m is not feasible, then gMUA removes the job with the least wPUD from s m until s m becomes feasible. All removed jobs are temporarily stored in a schedule s a and then appended to each s m in an EDF order. Note that simply aborting the removed jobs may result in decreased accrued utility. This is because the algorithm may decide to remove a job that is estimated to have a longer execution time than its actual one, even though it may be able to attain utility. For this case, gMUA-MK gives the job another chance to be scheduled instead of aborting it, which eventually makes the algorithm more robust. Finally, each job at the head of s m is selected for execution on the respective processor.
In light workloads, gMUA-MK assures gEDF performance that yields no dynamic failure and the highest accrued utility. In heavy workloads, gMUA-MK considers wPUDs in order to reduce the probability of dynamic failures while maximising the accrued utility.
Experimental results: To evaluate the performance of gMUA-MK, simulation-based experimental studies were conducted. gMUA was selected as counterparts for comparison. While varying the workload (¼ c i /p i , for all i) from 3.0 to 6.5, we generated tasks with c i and p i , both of which were randomly generated with a uniform distribution in the range [1, 0. 4p i ] and [2, 30] , respectively. Five different (m,k)-firm deadlines including (1, 4) , (1, 10) , (2, 5) , (3, 7) , and (2, 6) were randomly assigned to the generated tasks running over four homogeneous processors. The height of TUF is arbitrarily selected between 10 and 20. While varying the workload from 3.0 to 6.5, the probability of dynamic failure (PDF) and accrued utility ratio (AUR) were measured. In Figs. 1 and 2 , the error bar around each data point represents a 95% confidence interval. Fig. 1 shows that both gMUA-MK and gMUA support 0% PDF in light workloads. However, gMUA-MK shows significantly lower PDF than gMUA as the workload increases. Fig. 2 shows that both gMUA-MK and gMUA provide 100% AUR in light workloads. When the workload increases, the graceful degradation in AUR of gMUA-MK is comparable to that of gMUA. Conclusions: To support video conferencing, we present gMUA-MK, a guaranteed real-time scheduling for multiple streams subject to both TUFs and (m,k)-firm deadlines. We analytically and experimentally established that gMUA-MK provides assurance of no dynamic failure in light workloads. Additionally, we have shown that gMUA-MK reduces the probability of dynamic failures while increasing the accrued utility. Although the computational complexity of gMUA-MK is O(n 2 ), where n is the number of streams, this cost is justifiable for multimedia streaming applications where the inter-arrival times of frames are in the order of milliseconds.
