Summary. The severity of the effect of the Earth's rotation on the transverse motions within the fluid core of the Earth is examined. It is shown that, for any model of the fluid core, tfie formalism adapted from free oscillation theory is applicable only for periods less than 12 hr. In the limiting case, as the frequency is decreased to 2 cycle day-', all modes of response in the fluid are excited to the same order.
core. Smith did no numerical calculations, but the undertone periods computed by Shen & Mansinha are fundamentally different from those of Pedersen and of Crossley. Both Pedersen and Crossley find that the inclusion of the spheroidal and torsional modes which are directly and indirectly coupled to an externally excited mode place an empirical upper limit of approximately 12hr on the spectrum of undertone periods. Shen & Mansinha included the effects of ellipticity, but for their computations retain only the excited spheroidal mode and the two torsional modes which are explicitly coupled to this spheroidal model. They neglect modes which are indirectly coupled to the excited mode on the basis that feedback from these modes to the retained modes would be negligible. They have calculated a spectrum of undertone periods up to 28 hr and state that no upper limit on the eigenperiods was detected.
In this paper we shall show that an upper bound of 12 hr on the undertone periods does exist and shall reveal the reason that Shen & Mansinha failed to observe this phenomenon.
To develop the set of differential equations which describe the response of the Earth, the procedure used is to write the equation of motion in a reference frame rotating with uniform angular velocity 52 : G. P. H. Pedersen and B. Bodri u t 2Q x u = (l/p) v. 7 t vv (la) together with a constitutive relation for the stress 7, Poisson's equation for the total gravity potential V:
(1c) and the continuity condition on the density p:
The displacements, stresses, induced potential and induced gravitational flux are then expanded into spherical harmonic components and account is taken of the initial equilibrium state (p=p,,, u=O). Due to the axial symmetry of the Earth model, spherical harmonics of order m are completely decoupled from spherical harmonics of other orders. However, the effect of rotation is to couple the spheroidal fields of degree y1 to toroidal fields of degree n ? 1 and to couple the toroidal fields of degree k to the spheroidal fields of degree k rt 1.
The result is a set of coupled first order linear differential equations within the solid regions of the Earth. In these regions the effects of rotation are small in comparison with the elastic terms and the solution of these differential equations is straightforward.
Each model of the fluid core will be characterized by the initial density distribution, pOI the gravitational field strength in the undisturbed state, go, the bulk incompressibility, A, and the stability factor There are then the four differential equations for each spherical harmonic degree
The two algebraic equations obtained for each degree then define the transverse motions in terms of the other quantities. These are:
and
Here u is the frequency of the oscillation, i2 is the rotation rate of the Earth, k is the We define the quantity degree of the spherical harmonic and m is the order. In principle the algebraic equations can then be used to solve for the transverse motions y3, y7 in terms of the yl, z and these solutions can in turn be substituted into the differential equations to reduce the set of equations to just four differential equations for each degree of spherical harmonic under consideration. Of course the differential equations describing the response of the modes of degree k will then be coupled to those of degree k k 2, k f 4,. . . .
If rotational effects could be neglected, then equations (3) reduce to
y? = 0 and and there is no coupling between the spherical harmonics of different degrees; although the set of equations (2) remain a set of four linear differential equations coupling yl, y z , y5 and y, which describe the response in each degree (Smylie 1974) .
The inclusion of rotational effects shows the excitation of toroidal motions and that these motions and the transverse spheroidal motions do couple responses of different degrees together.
In practice certain computational considerations must be dealt with and it is these numerical procedures which cause the differences in the results of the various authors. In principle one inverts the matrix A to obtain in practice, the i n f d t e matrix A must be truncated and the inverse of this truncated version of A is then computed. A is tridiagonal, that is, all the elements of A are zero except for those on the main diagonal and on the two adjacent diagonals. Defining f as the frequency in cycles day-' As we have stated, this infinite matrix must be truncated for the numerical procedure of inversion. It is the effect of this truncation of the matrix A that we shall investigate here.
Since the elements of A (and B ) do not depend on any of the spatial parameters of an individual model, it would appear that the inverse of a truncated version of A need only be calculated once. For example, Pedersen computed numerical solutions for two approximations, the responses in degrees 1 to 5 and in degrees 1 to 7; the matrixA was truncated to a 27 x 27 matrix, the inverse calculated and this inverse then further truncated to be compatible with the number of degrees retained. The variables representing the transverse motions were then eliminated from equations (2) and these resulting differential equations integrated through the fluid core. For low periods (less than 10 hr) the two solutions were consistent; however, as the period was increased these solutions diverged.
Consider the matrix A truncated at some arbitrary order N x N . The truncated matrix AN is sparse and it is possible to calculate the inverse, provided that AN is non-singular. Since AN is sparse, it becomes feasible to calculate the cofactors and we find that the elements of the inverse are exactly 
where
Hence the elements of the inverse to the approximate matrix are where s is the lesser of k and j and s' is the greater. The elements simplify to
(-I ) S + S ' .

'
Provided that f > 2, then a is real. For f > 2, a > 0; and in this case one can easily ascertain that a reduction in the severity of the truncation will improve the accuracy of the computed inverse. If A were truncated to a N' x N' matrix, AN!, then the element calculated above would change by a factor
Since coth Na approaches unity for large N , it is apparent that the elements of A-' converge to
D , = n + l (13)
x sinh sa csch a.
For f = 2, a = 0 and the solution to the difference equation is with the elements of the inverse to the truncated matrix being ( A J ) k j = (-1)"''s(N t 1 -s')/(N t 1) and the inverse matrix converges, as the order of truncation is increased, to a matrix with elements
However, if If1 < 2, a is pure imaginary. Setting 
and (10')
The elements of the inverse to the truncated matrix are then
These elements are cyclic with respect to the order of truncation N , the period of the cycle being AN = 2n/a. If one increases N in unit steps to N t AN, the elements of the computed inverse matrices will go through a cycle. Hence there is no convergence of the inverse matrix and furthermore we must state that no inverse matrix toA exists for If I < 2.
Although inverses can be found for most truncated versions of A , these inverses do not converge to a stable array as the order of truncation is increased.
For the exact matrix, truncated to order N x N , the recursion relationships are more complicated than those for the approximate case. After much manipulation, the exact solutions of the difference equations (8) are expressed in series form as
where, as before,
The coefficients are 2m 2mn
Similarly the coefficients yi are 
) ( N -k + 2 ) ( N t l ) ( N t -n ) '
and, in general,
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Computing these would then allow direct substitution into equation (7) to give the inverse to AN.
Again the critical frequency is f = 2. For frequencies greater than this critical value, the determinant values A, and D, are expressed in a series of hyperbolic functions and the elements of the inverse to the truncated matrix converge uniformly as the order of truncation is increased. However, for frequencies such that If I < 2 , the determinant values are expressed in a series of cyclic functions This suggests that for the exact truncated matrix, the inverse does not exist in the sense that the elements of the computed inverse matrix do not converge as the severity of the truncation is relaxed. For large f , this matrix is nearly diagonal. If the matrix were diagonal then the existence of one particular mode of spheroidal oscillation (say degree n ) excites through rotational coupling only one mode of torsional oscillation. This torsional motion through rotational coupling feeds energy back into the original mode and feeds some energy into the next spheroidal mode (degree n t 2). In this high frequency case we obtain approximately
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so that the excitation of the next spheroidal degree is only of order &/go. As expected, in the frequency regime applicable to the well-studied 'acoustic' free oscillations ( f > 12), the Coriolis coupling can be neglected, or treated as a small perturbation.
A, = i'(%)r(n t 3)/4r(n t %), 2. For f = 2, m = 0 the solutions of the exact difference equations (8) At this extreme frequency, the matrix elements are all of the same order. This reflects the fact that the Coriolis coupling at this frequency is so strong that all modes of transverse motion are excited equally. The energy initially in one spheroidal mode is dispersed to these transverse motions and then through Coriolis effects fed back to excite all modes of spheroidal motion.
Conclusions
The extension of standard free oscillation theory with the inclusion of Coriolis coupling to lower frequency oscillations allows computations of resonances called 'undertones'. We have shown that this extension is limited to frequencies above a critical frequency 2 cycle day-' or to periods less than 12 hr, and furthermore emphasize that this concltision is independent of the specific model chosen to represent the stratification of the fluid.
The extension of the formalism to periods greater than 12 hr presents a problem with a poorly posed matrix that cannot be inverted to produce a stable coupling matrix. We have also demonstrated that as the period of the oscillatory motion approaches the limit of a semidiurnal period, Coriolis coupling is a dominant factor exciting all modes of response; the energy input to a single mode is dispersed to all modes. We are hesitant to state that resonances with periods greater than 12 hr do not exist, but can firmly state that this formalism is inoperative at periods greater than this value. Shen & Mansinha's computations of undertone periods above 12 hr are spurious. They dismissed the Coriolis coupling mechanism except for the direct interaction between a single spheroidal mode (degree 2) and the two adjacent torsional modes (degrees 1 and 3). The severe truncation of the coupling matrix hid the problem which we have investigated, the fact that for frequencies less than 2 cycle day'' it is not possible to calculate a stable inverse to the coupling matrix.
It appears that the motions and deformations within the fluid core of the Earth can then only be calculated for high frequencies (periods less than 12 hr) and for the static case; the formalism developed for the high frequency case cannot be extended to the regime of tidal frequencies.
