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CHAPTER I 
BACKGROUND
1.1 Introduction
New algorithms have been developed which p'^rmit the separation and 
' consistent interpretation of the simultaneously occurrir^ kinematics — con­
vection and dispersion — associated with stationary and nonstationary fluid 
transport.
The separation of the fluid kinematics of the transport process poses 
both an experimental and an analytical problem. The experimental problem 
is to retrieve sufficiently detailed local information for a field description of 
the scalar quantities without introducing probe interference on the field or the 
modes of transport. The solution utilized was to remotely sense by optical 
means, i .e . , using radiometers, a local flow field by crossed beam tri­
angulation. The temporal information thus retrieved contains the signature 
of the space-time variations of the transmission coefficients (absorption, 
scatterii^, and emission).^
The analytical problem is to extract a description of the transport 
kinematics in terms of the field parameters that are related to the accepted 
description of turbulence flows. A description of the convective component 
of the transport can be retrieved from the temporal histories of the fluctua­
tions by using two radiometers and cross correlating these histories. This 
cross-correlation results in the average temporal relationship between events
occurring at two different points along the streamline. This transit time is 
used in conjunction with the transit distance — the distance along the stream­
line between the points of observation — to calculate the convection speed. 
This experimental and analytical procedure is called the crossed beam 
correlation technique.
Fluid transport investigations with the crossed beam correlation 
technique have been conducted in cold jet flows,^ in tropospheric turbulence 
flows,^ in glow discharges,'’ and in combustion processes.^ The analysis 
used to interpret these experimental results accounted for only the convective 
component of the transport. Consequently, an incomplete description was 
obtained from this analysis because it failed to account for the dispersive 
transport component. This analysis also failed to afford a systematic classi­
fication procedure and failed to establish the probability for the transport 
retrieval.
The description developed here compresses the temporal fluctuations 
into a wave packet; whereas, the presently accepted description uses an 
infinitely long wave description. A wave packet is recognized by its finite 
coherence length, whose value can be determined from correlation analysis. 
The key to the separation of transport phenomena is the recognition that the 
characteristics of the wave packet obtained from the finite data record contain 
the signatures of the components of the transport phenomena. The accumulative 
time averages obtained from the summation of piecewise estimated statistical 
averages will provide results that differ according to the sensitivity of the
accumulation procedure for the various transport phenomena. Analysis of 
data sequences in terms of the characteristics of the wave packet and the 
temporal averages of the accumulative procedures results in enhanced signa­
tures for the desired separation of the simultaneous but different transport 
phenomena.
Chapter n  reviews the ordinary correlation techniques used for station­
ary data and includes additional criteria that have been developed for the 
recognition and processing of nonstationary data. Chapter IE illustrates the 
transformation of the covariance curve into a wave packet description. When 
the convection signature is suppressed, the covariance curve is then fitted 
with an algorithm which affords a wave packet description of the experimental 
time histories from more than one probe. The parameters obtained for this 
wave packet afford a systematic classification procedure of the process in 
terms of a bandwidth-frequency ratio. Change analysis of these parameters 
gives the signature whereby the dispersion is retrieved. This unique descrip­
tion affords separation of the components associated with the transport 
phenomena.
In Chapter IV, this change analysis is applied to data obtained from 
both laboratory and field test experiments, representing stationary and non­
stationary ensembles, respectively. Since dispersion tends to make any 
data record nonstationary for large scale waves, a discussion of nonstationary
data is mandatory. Considering all data which have been evaluated, the ef­
fectiveness of the proposed methods is then assessed from an evaluation of all 
the results.
1.2 Fluid Model
An analysis of the turbulent transport process which describes the 
coupling between the mean transport and the turbulent fluctuations enables us 
to demonstrate the need for a semi-empirical, statistical technique in the 
investigation of fluid transport. Our fluid model (Fig. 1) assumes a flowing 
turbulent fluid that is both inhomogeneous and stationary. The inhomogeneities 
are primarily due to velocity and density fluctuations in the fluid generated 
by the shear stresses associated with the transport process. The density, 
p, and the center of mass velocity, v , can be described in terms of a mean 
component, ( ), and a fluctuating component, ( ) ' ,  as
p(t) = p + p (t) ’ (1.1)
v(t) = V + v ( t ) ’ . (1.2)
The condition of stationarity implies that the mean values are independent of 
time. This description is applicable to multicomponent fluid transport such 
as those associated with moving striations in a glow discharge — the shear 
layer formed by the exhaust of an air jet, and the atmospheric transport 
phenomena — all of which we will consider later as we evaluate the empirical 
results of convection and dispersion.
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To analytically establish the significance of a description for the 
fluid transport involving both a convective and dispersive component of trans­
port, we must first define a space-fixed control surface. The control surface 
is assumed to lie along the axis of a streamline, where the streamline is de­
fined to be the path of the center of mass which is generated by the motion of 
a small fluid volume. While this discussion wül be limited to the motion of 
the center of mass, this streamline can be defined more generally so that it 
includes any conservative property. ^  The control surface v/ill be the stream 
tube in the flow selected such that the mass average flux across the mantle 
is zero. This directly implies that:
1. The mass flux entering one end of the control surface is exiting 
at the other end.
2. The area of the exit of the tube is greater than the area of the 
entrance end for an expanding flow.
In addition, we can assume that within the stream tube, a local isotropy exists.
The continuity equation for the fixed system is
- ^  = div pv . (1.3)
This equation, when written for the stream tube in terms of the mean and 
fluctuating components, becomes
Iff dV = f f f  Z  7 7  fP + [v + v (t)'l dV.
V V j=l j J J
(1.4)
When the time average is taken, the equation reduces to
/ / /  " ^  / / /  '^ v (p 7  + p 'V  )  dV, (1.5)
V V
since the mean component is time-independent and the time average of the 
fluctuating component is zero. This follows since 
T
J 
0
P' = Y  f  P' (t) dt = 0 (1.6)
P ' V =  -  V /  p'(t) dt= 0 (1.7)
0
—~  T
P V = — p /  V (t)' dt = 0, (1.8)
0
if  we assumed a self-stationary flow. By utilizing Gauss' theorem the ri^ it
side of the continuity equation for the mean motion [ Eq. (1.5)] can be re­
written as the stream tube surface integral:
1 2 _3_
/ / /  i f  / / p  7 dS+ J /P '  ^  ' (1-9)
V S s
Consider now the significance of the terms of this equation.
Term 1
(1. 10)
V
since the flow is constant.
Term 2
J f  p V dS ( 1 .1 1 )
^end
The term is the flux of the time-averaged to volume concentrations 
which are convected with the time-averaged mass velocity v in the stream 
tube. By definition of the stream tube, the mass transport from this term 
across the mantel is zero. The integral over one end of the stream tube repre­
sents the flow measured by a probe and will be referred to as convection.
Term 3
If
S
' l  r% /  P' (t) V  (t) dt dS (1.12)
The average longitudinal component of this term is zero, since the backward 
expansion of a small fluid element will be cancelled by the forward expansion 
of the next small fluid element as a result of the time averaging. This is why 
a probe in the flow cannot measure this fluctuating longitudinal transport.
The transverse component is the dispersive transport which result® in the 
lateral expansion of the stream tube. This term represents the covariance 
between the convecting and convected properties as measured simultaneously 
at the same spot by both a space-fixed observer and an observer moving with 
the convected fluid.
This dispersive term in the continuity equation for the mean motion is 
the term that has remained analytically unsolved. ^  The new approach intro­
duced in this dissertation to solve the problem is the employment of empirical 
information retrieved by a remote optical detection system which monitors 
the density fluctuations, and it is coupled with new statistical correlation 
techniques to extract the dispersive information. When the cross-covariance
curves are obtained for two points along the streamline, the change in these 
wave packets represents the signature for the mean longitudinal fluctuations 
associated with the mass transport as seen by the moving observer. Since 
we are assuming local isotropy, the mass transport is the dispersion. To 
verify that the measurements are taken from probes on the same steamline, 
it is necessary to calculate the transport probability.
Next, we will examine the sir^le-probe averaging techniques, vtich 
are essential for this information retrieval analysis.
1.3 Fundamental Averaging Techniques
The averaging technique is used to establish probe moments. The 
single-probe averages used are the mean and variance, and the two-probe 
average used is the covariance curve. Although N-probe averages do exist, 
they are beyond the scope of this investigation. Our immediate attention will 
be focused on an evaluation of the first and second moments for single-probe 
averages.
Assume that the behavior of a physical parameter in the fluid model 
can be expressed as the time history of the amplitude fluctuation, x ( t) , of 
this parameter. This temporal history is thus a function of the running 
parameter t (Fig. 2), the relative time. The range of the relative time is 
from zero to T. The interval between discrete digital samples is given by 
the samplii^ interval. A t, such that
T = N A t, (1.13)
C O N T I N U O U S  N O T A T I O N - x ( t )
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—  X —
TIMEDISCRETE SAMPLE - X 45
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AT a ta t .a t .
EXAMPLE OF T,
2 INTEGRATION TIMEACCUMULATIVE
TOTAL INTEGRATION TIME
FIG U R E 2 . THE N O TA TIO N  O F THE TIM E SE R IE S.
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where the integer N is the total number of discrete data samples in the data 
record. For easier analysis and manipulation, the total data record can be 
subdivided into equal time segments, A T , called pieces, such that
T =  T ^  = M A T, (1.14)
where the integer M is the total number of pieces available in the data record. 
Each piece of data record contains n discrete samples, such that
N = M n  (1.15)
or
AT = nAt. (1.16)
The accumulative results of a summation of a number of pieces of the data 
is signified by the subscripted lower case m. For example T ^  means the 
interval time from the start of the data record to the end of the m ^  piece, 
or is the number of data points from zero to the end of the m ^  piece of 
data. The accumulative result will be precisely contrasted to the piecewise 
result, which is given by the subscript i.
The first two moments of the single-probe averages are schematically 
shown in Fig. 3. The first moment % is
i AT
X = —  /  x ( t ) d t  (1.17)
' ( i - l)A T  "
whj(ch is known as the mean value of the i^  piece of data record. The integral
is used as a shorthand notation for the summation when the summation
MEAN AND VARIANCE
FI RST MOMENT  
MEAN - X j
SECOND M OM EN T
+ A X
STANDARD DE V IA T I O N
T I M EAT
FIG URE 3 . THE F IR S T  TWO M O M ENTS A B O U T  THE M E A N .
13
represents a continuous sum. In electrical terms, x, is the dc component of
the time series, and (x.(t) - % )  is the ac component of the time series.
The second moment x? is 1
_  i A T= I Xi(t)2dt (1.18)
' ( i - l )A T
which is the mean-squared value of the i*^ piece of data record.
The mean-squared deviation about the mean, (Â x )^ , is
i  A T
Ax! = ^  /  [x  ( t ) - x ]  dt (1.19)
( i - l ) A T
commonly known as the variance. The square root of the variance is the 
standard deviation (or the rms value of the ac-coupled signal). This gives 
a measure of the dispersion of the data about the mean.
We now introduce some s u b t le t ie s  in  n o ta t io n  to  show how the  mathe­
matical manipulation is carried out between the different pieces of the data 
record. If we use a direct summation of data points, then the double bar 
notation is used; e. g .,
  T
^  ^  /  x(t)^dt. (1.20)
If  the results of the individual pieces are summed, the notation is 
- m __
<x^  = — y  X? . (1.21)m m H , 1
1=1
14
Usual methods of time series analysis assume that the accumulative 
average should approach a lim itir^ value, a condition referred to as self- 
stationarity. Chapter II introduces a two-probe test of stationarity vliich is 
sensitive to the signatures associated with convection and dispersion rather 
than with the level of activity.
15
CHAPTER n  
COVARIANCE OF SEPARATED PROBES
2.1 Introduction
The one-probe averages just discussed will now be extended to a two- 
probe average known as the covariance curve. It wül be demonstrated how 
the coherence length and the transit times are retrieved from these covariance 
curves. In addition, techniques to establish the confidence limits of the co- 
variance curve along with the period of stationarity are given. These concepts 
are then extended so that we can obtain the probability of retrieving the trans­
port phenomena.
2.2 Accumulative Covariance Technique
Correlation techniques are employed to compare the measurements 
from two probes viiich are separated in space and in time. In this technique, 
the average product at a time delay between two time series results from one 
time series being advanced or delayed in starting time relative to the other 
time series. Hence, the correlation curve gives a comparative measure of 
the degree of similarity as a function of time delay.®»®
To accomplish the above product integration, the total data record is 
subdivided into pieces in the manner discussed in the Chapter I (Fig. 2).
Each piece of the data record affords a piecewise product mean value. This
16
value is usually normalized with the geometric mean of the mean square 
value. The result of such normalization is called the piecewise correlation 
coefficient. We have
_  AT
 1 J -  I + T) y.(t) dt (2.1)
AT x^r y2 0
where the presuperscripts x and y of the correlation coefficient signify that 
this is the cross correlation of the i^  piece of the x and y data records. The 
presubscript t refers to the functional dependence on time delay, t , and the 
postsubscript i refers to the i^  piece of the data record whose length is AT. 
The R signifies the correlation coefficient over this i^  interval. The terms 
and are the mean-square values of the i*^ interval [Eq. ( l .  18)].
When a data record is correlated with itself, the correlation is called 
an autocorrelation. The piecewise autocorrelation coefficient, ^ R .,  for 
the i^  ^piece of the x  data record at the time delay t  is
AT
= --------- /  x . ( t +  t ) x .(t) dt, (2.2)
 ^ ' AT  2  0 '  '
which has a maximum value of one at zero time delay. That is, when t = 0, 
there is an exact match between the data record and itself. The unnormalized 
autocorrelation coefficient is the mean-squared value at t = 0.
The correlation function [Eq. (2.1)] has an inherent limitation. When 
there is a large mean value associated with either (or both) the x and y data
17
records, then the small fluctuations are swamped out by this lare constant 
mean. This swamping effect can suppress the meaningful intelligence to a 
point where it cannot be retrieved.
This limitation associated with the correlation coefficient can be 
surmounted by computing the correlation coefficient about the mean of the 
data records. This form of correlation coefficient is referred to as a 
piecewise cross-covariance coefficient, ^r and is defined as
x y -  .  1 I [x^ (t  ^ - 7Hy,(t) -7,1 dt ,
(2.3)
where the autocovariance coefficient is
A t
XX—^r. = -----    /  [x.(t + t )  -  x.][x.(t) -  X.] dt. (2.4)
A T Â 3  0
The unnormalized autocovariance coefficient at t = 0 is the variance.
The traditional time average is a time integration over the entire 
record.® For self-stationary data, this straight time integration becomes 
more meaningful since the average become increasingly accurate as more 
information is processed. However, very often the boundary conditions for 
the experiment cannot be controlled by the investigator, and the time integra­
tion becomes ambiguous because of the changes in boundary conditions which 
can prohibit the averages from reaching asymptotic values with an increase 
in integration time. Accumulative covariance techniques, where the data
18
set is subdivided into segments, provide an opportunity to recognize and 
account for these changes in boundary conditions.
Sometimes a short segment of the data completely dominates the data 
record and prevents an intelligent evaluation of the experimental results.
Such domination can be reduced by a simple quantization technique where each 
segment of the data record is normalized relative to itself. This quan­
tization affords only an estimate for the accumulative covariance. The choice 
of the mean value and the normalization factor provides the different accumu­
lative covariance estimates. This dissertation uses the following definitions 
for the accumulative covariance techniques:
a. Sequential covariance where the means and the variances refer to 
the time integration over all the preceding record; i. e . ,
m . AT
m m
(2.5)
where m is the accumulative total of pieces that have been processed.
b. Quantized covariance where the means and variances are recom­
puted for each segment of the data record before accumulation; i. e .,
1=1
The pieceler^h of the data segment of the quantized covariance acts 
as a low frequency filter which suppresses the information associated with 
frequencies of periods greater than the piecelength. This is not true for the
19
sequential covariance, since the time averages are not restricted to intervals 
less than the total accumulative integration time. If a specific reference is 
not made to the accumulative technique used, it implies that both techniques 
afford equivalent results.
In Chapter I (Fig. 2), the interval between samples was defined to 
the A t, where
A t = A t. (2.7)
The maximum time delay will be one-third the piecelength.
To select the piecelength of a data segment, let us examine the effect 
of piecelength duration on a cosine wave. The resultant autocorrelation curve 
obtained over the finite interval A T is
= cos (27T f t ) -  E, ( 2 .  8)
where the truncation error, E, is obtained directly from a table of integrals 
as
^ _ 2 sin^  271-fAT sin 2-ï ï î t  . (2.9)
^ sin 47t£A T + 47rfA T
This term could introduce as much as 12.7 percent distortion in the 
amplitude of the correlation curve. Since we would like to remove this dis­
tortion caused by the tr  uncation error, let us examine the conditions necessary 
for no, or at least minimum, distortion. When the integration time A T , is 
infinite, then no distortion exists; but the data of interest in this dissertation 
are always of finite duration, rendering this condition unsatisfactory. When 
the integration time is
20
A T =  ~  , n=  1, 2, 3, . . .  (2.10)
then again no distortion exists. The infinite integration time and the multiple 
period integration times are the limits of integration normally found in statis­
tics texts.®’ ®
Since random processes normally involve data with a finite bandwidth, 
the multiple period integration time is not directly applicable. The problem 
is that the integration time can be selected to eliminate only the distortion 
from a sin^e frequency, thereby leaving a degree of distortion in the remain­
ing frequencies in the bandwidth. The solution is to select a multiple period 
of the mean energ}”--bearing frequency to reduce the principal distortion. As 
just pointed out, the truncation error can be reduced by increasing the integra­
tion time; therefore, tlie distortion caused by the bandwidth can be reduced by 
selecting a relatively large multiple of the period of the mean energy-bearing 
frequency. Analysis shows that, when n is eiglit, the maximum truncation 
error is less than 2 percent. Thus, the duration of the piecelength should be 
at least four times the period associated with the mean energy-bearing fre­
quency to minimize tlie truncation error introduced in narrow and broadband 
data.
2.3 Transit Time and Coherence Time
The covariance curve contains the signatures for the transit time and 
the coherence time. The transit time is that time required by the transport 
phenomenon to pass between the two points of observation. The coherence
2 1
time is that period of observation for which the transport can be treated as 
belonging to the same ensemble.
To demonstrate the concept of transit time, the elementary model is 
illustrated in Fig. 4.^  ^ The data collection system is an optical detection 
system^  ^ comprising two independent units (Fig. 4a). Each unit has a photo­
detector which receives collimated radiation modulated by events occurring 
at the point where the beam and the streamline intersect. These modulations 
form the temporal history of the intensity fluctuations. To illustrate the 
operation of this system, a test object is moved along the streamline to pro­
duce the sequential temporal histories of the intensity fluctuations (Fig. 4b).
A correlation of these two time histories provides a covariance curve that 
indicates the temporal relationship between the x and y data records as the x 
data recorder is advanced or delayed in time (Fig. 4c). By inspection of the 
covariance curve, we observe that the maximum correlation between the 
temporal histories is two seconds —  the time required for the phenomenon to 
traverse the distance along the streamline between the beams. Utilization of 
this transit distance accompanied by a knowledge of the transit distance 
between the two beams thus affords us the convection speed of the test object.
While this example of transit time retrieval is rudimentary, it is the 
conceptual basis of correlation statistics and illustrates the principle applied 
in complex data records containing both dispersive and convective information.
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A more typical data record that can be expected in this work is the initial 
example given in Fig, 2.
The coherence time can also be retrieved from the covariance curve. 
The coherence time, which is a direct result of the application of the uncer­
tainty principle, is readily obtained from a covariance phase diagram (Fig.
5), which is a plot of the covariance and the time derivative of the covariance 
as a function of time delay. The time delay corresponding to the first radial 
minimum of the phase diagram is defined as the coherence time. The rate 
of radial decay is a measure of the damping of the covariance and is directly 
related to the bandwidth-frequency ratio. That is, the phase diagram shows 
that the greater the bandwidth-frequency ratio, the shorter the integration 
time required to avoid information distortion. For example, we observe that 
the coherency time for a periodic process is infinite. In practice, some data 
sets must be truncated; therefore, the maximum piecelength will be set at 
four times the period associated with the mean frequency, unless the coherence 
time is less than half that value. In that case, the piecelength can be reduced 
to twice the coherency time without art information distortion.
2.4 Statistical Error and Period of Stationarity
To facilitate the evaluation of the covariance curve and to establish the 
stability of the data set, it is necessary to utilize a set of statistical criteria. 
These criteria will now be developed.
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The sequential covariance curve is the basis for testing the stability 
of the boundary conditions. The first class of stability test is the statistical 
error of the accumulative covariance that is produced as a result of the de­
viations of the covariance coefficient, at a particular time delay, between the 
different pieces of record. The statistical error is
The confidence interval, < 6 < ^ r »  , can then be written as ---------------------------------  T m
< 6 < ^ r »  = < A < ^ r »  t_ , (2.12)T m T m P,m
where t-, is the Student’s "t” coefficient for a probability level P with m 
P ,m  ------------------
piec^ The normal distribution would be used when there are more than 
30 pieces of data record.
Briefly, let us examine the significance of this criterion with regard 
to the evaluation of the stability of the covariance curve. Assume that we 
have a set of piecewise covariance curves which contain some undesirable 
signal (noise). The quantized accumulative covariance curve, together with 
the confidence limits, is shown in Fig. 6. Only those parts of the covariance 
curve that are greater than the confidence limits are statistically significant 
to the probability level selected. Equations (2. l l )  and (2.12) provide an 
estimate of the reproducibility of a covariance coefficient at a particular time 
delay.
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A second type of stability test is based on averaging the statistical 
error, from the accumulative averages, over the time delay range. The 
accumulative error.
T
m
<A<'=>'r»m = I  , (2.13)
m T=-T
m
implies that the average piecewise variance of the piecewise covariance curve 
is converging at the rate of l /m  with the variance of the accumulative covari­
ance curve. This convergence can also be interpreted in terms of the band­
width in the following manner. The variance about the mean of the piecevâse 
covariance curve can be written in terms of the power spectrum as 
T
df, (2.14)
‘ 0
where we are assuming a box-car spectral distribution where all frequencies
have the same amplitude. The limits of integration of this integral can be 
reduced to the effective bandwidth, This means that there are just
realizations per piece. Since the data record is T long, there are T  
realizations resulting from averaging. Thus, the rate of the convergence 
between the variance of the piecewise covariance and the accumulative co- 
variance for stationary data is l/B^^^T. In terms of the accumulative error.
which is the square root of the variance, the rate of convergence is IATb^^T. 
When the accumulative error is plotted as a function of the inverse of the 
square root of integration time, we should obtain a straight line for a
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stationary process, whose slope is the square root of the inverse effective 
bandwidth (Fig. 7). This has been demonstrated rigorously by Jayroe and 
Su."
The accumulative error can also be plotted as a function of integration 
to determine the integration time needed to retrieve the enhanced covariance 
curve. When the accumulative error stops decreasing as a function of integra­
tion time, then we are no longer enhancing the accumulative averages. At that 
point we can terminate the integration. The period of enhancement can be 
clearly distinguished in the cold jet data shown in Fig. 8, where we observe 
that the integration of additional data did not significantly enhance the results 
after three seconds of integration. The bottom diagram in Fig. 8 clearly shows 
how stationary the boundary conditions were in this experiment.
An important question still remains v/ith regard to stationarity;
''When does the data record become too nonstationary to correlate?” The 
statistical nonstationarity of the data does not imply it is meaningless. Con­
sider, for example, the atmospheric wind velocity. Generally, over a 24- 
hour period the wind velocity is nonstationary, but for short intervals of time 
it is stationary. Thus, it is desirable to know when to create a new ensemble, 
since we are interested in isolating changes in environmental conditions that 
would result in a nonstationary data record. The Chi-Square test enables us 
to establish the limits of stationarity for the accumulative error. The limits 
of stationarity are
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— ^ ^ 5  <A<"^7» g -  (2.15)
ms/BAT '  m^~B A T '
The envelope defined by these Chi-Square limits (Fig. 9) sets the region of
stationarity such that, when the accumulative error is within this envelope,
the data record can be considered analytically stationary. It is important to
recognize that this is simply a restriction on the amount of variation of the
bandwidth that can be tolerated.
2.5 Probability of Retrieving Information About Transport Phenomena
Utilizing the statistical tests that were just discussed, criteria will be 
established whereby an estimate can be obtained for the probability of re­
trieving significant transit time information concerning the local transport 
phenomena.
The retrieval of transport information requires the detection of the 
common information contained in the temporal fluctuations from two spatially 
separated probes. The criterion of commonality requires the two signals to 
always maintain the same sign over the period of integration. The probability 
of transport retrieval is thus identical with the probability that the accumulative 
covariance exhibits commonality and exceeds its statistical error. The de­
gree of commonality between the average product can be treated as Student's 
t distributed if the data set is stationary, which is to say that this distribution 
applies only to processes which belong to the same population as indicated by 
the
ACCUMULATIVE ERROR
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Chi-squared test. Under these conditions, the probability of retrieving the 
transport information can be computed directly from the Student’s t distri­
bution.
The degree of commonality is obtained for the Student’s t from the 
ratio of the accumulative covariance and its statistical error, which is
<"^r>
r P, m. =  -------— . (2.16)
T m
The probability of commonality associated with this Student’s t  is then given 
by
r \ m =  —   ^  rY I
7r(m - 1)' r  1 0
dx
(2.17)
where r  |  |  is the gamma function. The probability of commonality can now 
be plotted as a function of time delay (Fig. lo) and subdivided in accordance 
with geometric constraints into an information region and a noise region. The 
commonality probability due to noise, is the maximum probability
which exists in the noise region. The probability of transport retrieval.
P. , is trans
, (2.18)
trans P + P .imf noise
where P is the maximum information commonality probability. The 
imf
probability of transport retrieval must be
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P ,  à 50% (2.19)
trans
for the transport signature to be significant. This now affords an internal 
estimator for selection of the significant transit time signature by providing 
the probability that the common information from the two probes is obtained 
from the same streamline.
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CHAPTER m
WAVE DESCRIPTION OF THE TRANSPORT PHENOMENA
3.1 Introduction
Experiments using correlation analysis, ^ clearly show that the 
covariance curve contains signatures of the transport phenomenon, which 
cannot be retrieved or interpretated using the traditional time series analysis. 
To extend the analysis, it is necessary to augment these analystical techniques 
with a new three-parameter wave description of the covariance curve.
This description enables us to determine how the parameters of the 
wave packet govern the covariance curve and thereby to develop a systematic 
classification procedure for the different kinds of turbulent transport 
processes. The wave description permits an interpretation of the covariance 
curve which separates the transport phenomenon into a convective component 
and dispersion component.
3.2 Wave Description of the Covariance Curve
The wave description will be obtained from a new wave packet algo­
rithm, which will provide a three-parameter description of the signature as­
sociated with the fluctuations in the fluid transport. In the crossed beam cor­
relation technique, fluctuations are essential, in that their signature affords 
an information element that enables us to retrieve the convection kinematics. 
The frequency description of the covariance curve provides an index of the
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rate of the affluence of these fluctuations which, as was shown in Chapter I, 
are the signature of the dispersive kinematics. Before developing the wave 
description, the limitations of the Fourier frequency spectrum with regard 
to transport analysis will be considered.
The covariance curve can be transformed from the time domain to the 
frequency domain using the Fourier analysis procedures outlined in Appendix 
I. To demonstrate the effectiveness of this transformation, we can construct 
a covariance curve by the superposition theorem, so that we know the input 
spectrum. For this example, suppose we obtain the covariance curve by 
superimposing 21 cosine functions of equal amplitudes which are equal fre­
quency intervals apart over the range of 0.5 to 1.5 Hz (Fig. l l ) .  The re­
sulting covariance curve, shown in Fig. 12, is damped because of the 
destructive and constructive interference introduced by superimposing the 
cosine functions. The energy density spectrum shown in Fig. 13 is obtained 
when this covariance is transformed into the frequency domain. On inspection 
of the spectrum, we observe that, while the bandwidth of the output spectrum 
is identical with the input spectrum, the amplitude distribution of the output 
spectrum is not constant. This spectrum is correct.
The explanation is as follows. The gain of the input energy density 
window was 4.77 percent for each of the 21 frequencies. The entire bandwidth 
of these data occupies only nine wave numbers in our energy space, implying 
a mean gain of 11.11 percent. Figure 11 shows the input in terms of the
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output spectrum obtained. This discrete spacing between the wave numbers, 
which is required for an orthonormal spectrum, causes an overlap and re­
sults in a distortion of the intensity distribution. If  there were integral 
multiples of wave numbers between frequencies, this would not happen. Thus, 
the price paid for obtaining the orthonormal frequency space is a loss in the 
resolution of the input spectrum. From this demonstration, we can conclude 
that the reproducibility of the actual frequency domain from the energy density 
spectrum, without either a foreknowledge of the desired results or a focusing 
of the spectrum, is not dependable. This leads us to a new parametric 
description that eliminates the masking effects of a Fourier analysis which 
resulted from a degree of uncertainity due to frequency quantization.
This new frequency description of the time domain will be reduced to 
a description of the size, density", and location of an average envelope about 
a wave packet. Since the frequency domain could be distorted, we will per­
form our analysis in the time domain. An algorithm will be generated as a 
function of the average frequency <f>, the bandwidth B, and the number of 
frequencies N present (Fig. 14) in the wave packet. The superposition of N 
frequencies equally spaced and with the same amplitude, which is a box-car 
distribution, is given by (for N-odd) :
1 y
1=1
r N-1
2
^  cos (<W >T -  Aw .t ) 
i=l ^
A M P LITU D E
A
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N-1
2
+ C O S < ü J> T +  Yj C0S(<0) >T +  Aw.t)
i=l ^
(3.1)
where
0). = 27rf. 
1 1
(3.2)
1 ^
27T <f> = <W > = — y, w . (3.3)
A w. = <w > -  w . . 
1 1
(3.4)
Next, the cosine relationship for the difference and sum of angles gives
N
y  cos W .T = ~
i=l
1
i' N
N-1
2
y  (cos < u>  T COS A w .t  + sin <o)> t  sin A u.t) 
i=l
N-1
+ cos <w >T + Yj (cos <w >T COS Ao) .T  - SÜ1 <co >T sin Aw .t) 
i=l  ^ ^
(3 .5 )'
Simplifying the above relationship, we obtain
N 1
— ÿ  COS W .T = — COS <W >TN 1 N1=1
N-1
2
1+2 T cos Aw .T 
i= l ^
Now consider the summation in the above relationship:
(3.6)
N-1
2
N-1
2
V  . V  /  ZirkBr \1  cosAw T =  y  COS
i= l k=l \  /
(3 .7 )
where
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27TB = -  0)j ,
and k is an intégrer.
To remove the summation, the following strategy is used:
N-1
V  127rkBT \  /  27tBt \  /  47tBt
+ cos
But for the k ^  term
(3.8)
( ■ ^ ^ )  + •••  +COS ( ttBt ) (3.9)
ttBt 27rkBT / , ttBt / , ttBt2 sin
n I ï cos N-1 = sin iü _ -  sin - 1 )
ththen for the (k + 1) term,
(3.10)
2 sin ttBtN-1 cos
2%jk + 1) Bt 
N-1 = sin
-  sm (3.11)
That is, only the first and last terms in the summation remain, or 
N-1
ttRt
2 sin B
2
V 27TkBT = sin NttBt ' ttBt 'ÏC Ï A  cos
k= l N-1 N -l_
-  sin
_N-1
(3.12)
or
N-1
2
E COS
1^1 I
27rkBT
N-1
cos Y n+i 'I 27tBt sin 27tBtA n - i J 4 . . 4 .
sm N-1
27tBt
(3 .1 3 )
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Returning to Eq. (3.7) and using the above results, we obtain
1 V  1— / ,  cos W .T = — COS <W > \  1 + 2 
N  1 N
1=1
cos (mi ] 27tBt sin 27tBt\ N - l j 4 4
sin K
27tBt
4
( 3 / W )
This algorithm provides a wave description of a packet of sinusoidal 
waves as a function of the average frequency, bandwidth, and number density.
This can be interpreted in accord with the superposition theorem as an 
autocovariance curve which is  a time domain description of the wave packet;
cos ? N+1 \  27tBt sin 27tB t
, \N -1 /  4 . 4 .
sin _ ( t è )
27tBt
4
(3.15)
Since this autocovariance curve is the result of the wave deseription in the 
frequency domain being transformed to the time domain, we shall refer to it 
as the wave packet algorithm. This algorithm can only be used to analyze a 
single wave packet description in the transport process. Where several 
different wave packets are occurring simultaneously, frequency discrimina­
tion techniques must be utilized to isolate the wave packet associated with 
each process. This relation is the wave description for the signatures of 
those fluid kinematics associated with the parametric fluctuations resulting 
from the transport process. The parameters (<f>, B, N ) of this wave
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description are retrieved by the use of the least-squares fit of the wave pac­
ket algorithm to the covariance curve.
A more general form for the wave packet algorithm compresses the 
original three parameters into two, by redefining the time axis such that
0 = <f> T (3.16)
and defining the bandwidth ratio to be
B
<f> (3.17)
These will be referred to as the similarity transforms. Then, by similarity 
transforms, the wave packet algorithm [Eq. (3.15)] becomes
r(9)
2 cos
= — cos (27r9) ( 1 +
<f>, B. N
N+1 \  27T/30 
N -1 / 4 . sin
2#0
sin
2
N-1
27T/30
4 (3.18)
which is the same as if the frequency were one hertz.
A computer comparison of the wave packet algorith i with the equiva­
lent description obtained from the superposition theorem shows that more 
precise results were obtained with the algorithm, especially when the number 
density of sinusoidal functions was high. The discrepancy between the two 
descriptions (maximum of 2.19 percent) which occurred for small covariance 
coefficients in the wings of the curve was due to truncation errors induced by 
summing large numbers of sinusoidal functions.- It was concluded from this 
analysis that the wave packet algorithm is not only a faster but a more sensi­
tive means of attaining the wave description.
47
3.3 The Wave Packet Interpretation for the Covariance Curve.
The parametric effects of the wave packet on the shape of the covari­
ance curve will now be considered.
All processes are commonly grouped into three classifications: 
periodic, narrow-band, and broad-band processes.  ^ Typical examples of the 
autocovariance curves associated with these processes, using data obtained 
from glow discharge experiments,'* are shown in Fig. 15. The distinguishing 
characteristic between these different processes is the degree of damping as­
sociated with each process.
To interpret the mechanism responsible for the damping, the wave 
packet algorithm will be re-examined. We observe that, when the algorithm 
is written in the form
B, (27T<f>T) D(t ) , (3.18)
where
• - — —
2 cos 
1 + ----------
/ n+1^
.U - 1 /
1 27rBr sin 27tBt
4 (3.20)
sin 2 27tBt N-1 4
we obtain a periodic cosine function of the average frequency, and a time delay 
dependent factor, D(t ), is clearly the damping factor in the wave description.
Now consider the limiting case where the bandwidth of the wave packet 
is zero. Then, the damping factor using 1' Hôpital's rule is
D W I g ,  (3 .21)
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for all time delays. This results in a periodic covariance curve of the 
average frequency, which is the expected result. In general then, we can 
conclude from the damping factor that the damping is due to the number den­
sity and the bandwidth. In fact, to a first-order approximation, we can at­
tribute the dampir^ primarily to the bandwidth.
It also logically follows that the damping factor is a suppressing agent 
of the cosine function of the average frequency such that the bounds for the 
cosine function are set by the damping envelope. Using the same parameters 
in the wave packet algorithm that were employed with the superposition 
theorem (Fig. 11) in generating the covariance curve (Fig. 12), we can 
generate the autocovariance curve in Fig. 16. While there is less than 0.02 
percent difference in the shape of the two covariance curves, the covariance 
curve generated with the algorithm affords us the opportunity to examine the 
effects of the damping envelope. By inspection of this covariance curve, we 
can observe that the damping envelope defines the level of suppression for the 
cosine function of the average frequency.
It is desirable to be able to obtain, by inspection, the average fre­
quency of the wave packet directly from the autocovariance curve, as we 
would, for example, in the case of a periodic function. From an analysis 
of the wave packet algorithm, it follows that our freedom to retrieve the 
average frequency by inspection becomes more restricted as the bandwidth 
increases, because it will result in an increase in the suppression of the 
characteristics of the average periodicity. In fact, there is a point where the
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bandwidth suppression of the covariance is so strong that even the first 
quarter cycle of the average periodicity is suppressed, thereby preventing 
the retrieval by inspection of the average frequency associated with the wave 
packet.
It is thus necessary to establish a classification system vhich divides 
the statistical processes into those that are amenable to a direct information 
retrieval scheme and those that require a more sophisticated information 
retrieval scheme. This is the objective of the next section.
3.4. Classification of Covariance Curves.
A procedure for the systematic classification of covariance curves is 
developed which enables us to group statistical processes in accord with the 
m inim um  data processing required for the retrieval of the wave packet de­
scription.
There is a classical system of defining the classification of statistical 
processes, as pointed out in the last section. No damping implies a periodic 
process, some damping implies a narrowband process, and strong damping 
implies a broadband process — thus a heuristic definition. While this defini­
tion is an aid in grouping data, it lacks an analytic formalism. More specific 
definitions of the processes are to be found in optics,^’ buc they do not 
directly apply to our discussion.
The behavior of the damping envelope, as pointed out in the last sec­
tion, is our primary concern. The principal factor governing the dampir^
52
envelope is the bandwidth of the statistical process. From the similarity 
transform of the wave packet algorithm [ Eq. (3.18)1, we observe that a be­
havior pattern for the damping envelope also can be obtained in terms of the
bandwidth ratio [ Eq. (3 .17 )]. The beauty of the dimensionless bandwidth 
ratio lies in its ability to render a generalized damping model. Since we 
would like our classification system to have significance in the frequency do­
main as well as the time domain, we wül initially direct our attention to the 
behavior of the spectral envelope as a function of the bandwidth ratio.
The range of the bandwidth ratio is from zero to two for the defined 
box-car spectral envelope. If the bandwidth exceeds two, then the spectrum 
folds (Fig. 17) because of the even property associated with cosine functions. 
It follows that the three analytical classifications, from the spectral stand­
point, of the correlation curve based on the bandwidth ratio are:
(1) Periodic processes: j3 = 0.
(2) Narrowband processes: 0 < j3 g 2.
(3) Broadband processes: /3 > 2.
With this proposed classification system as a guide, a closer examination of 
the time and frequency domains is in order.
To facilitate this examination, the computer program, whose flow 
diagram is given in Fig. 18, was used to generate a set of covariance curves 
to demonstrate the effects of the bandwidth ratio on the damping envelope.
Our objective is to illustrate that the classification system just defined not 
only has significance in the frequency domain, but that this system also
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groups covariance curves such that in periodic and narrowband processes 
the average frequency can be retrieved by inspection in accordance with
< £> = — ^  , (3.22)
FCP
where t is the delay time of the first crossing which is taken as the delay 
corresponding to the intital zero value of the covariance coefficient. This 
relation [ Eq. (3.22)] indicates that the first quarter cycle of a cosine wave 
of the covariance curve corresponds with the first quarter cycle of a cosine 
wave of the average frequency.
The results for mappings of the autocovariance curve over the band­
width ratio range of zero to eight, of vhich three typical results are given in 
Fig. 19, clearly indicate that the average frequency can be retrieved by in­
spection in periodic and narrowband processes. However, in broadband pro­
cesses, where the bandwidth ratio exceeds two, the damping envelope always 
suppresses the first quarter cycle of the average frequency, making informa­
tion inspection retrieval impossible. This behavior is in accordance with our 
original classification model objectives in vhich we wanted to differentiate 
between the statistical processes where the average frequency could be re­
trieved by inspection from those processes where analytical techniques are 
required.
Analytical techniques for ascertaining the wave packet parameters in­
clude spectral decomposition (Appendix I) and regression analysis of the wave 
packet algorithm. Link 2 of the computer program (Fig. 18) was used to test
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the information retrieval capabilities of the energy density spectrum. The 
covariance curves subjected to this spectral decomposition were generated 
by the wave packet algorithm. This means that the output spectrum should be 
identical to the box-car input spectrum (Fig. 14). The box-car spectrum is 
obtained when there is an integral wave number spacing between each of the 
input spectral frequencies (Fig. 20). This is a special case, and in general 
we would not have this integral spacing. Therefore, it is much more dif­
ficult to obtain the wave packet description directly from the spectrum. To 
demonstrate this point, observe the narrowband spectrum shown in Fig. 21.
In this example, the quantization effect caused by discrete sampling has 
suppressed the information regarding the distribution and the number density. 
It can be shown that the description of the time domain in the frequency do­
main is limited to the same number of unique representations, as pointed 
out in the explanation of the spectrum in Fig. 12. Thus, in addition to the 
distortion illustrated in this figure, there is also an uncertainty associated 
with the spectrum which is equal to the wave number spacing. This un­
certainty in the spectral description renders the spectrum unsuitable for the 
detection of small changes in the average frequencies between different co- 
variance curves. Therefore, the application of change statistics of the 
average frequency for periodic and narrowband processes requires either 
inspection retrieval or wave packet regression analysis.
In broadband processes, the Fourier spectral description of the auto­
covariance curve will deteriorate. Using the same spectral input model as
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used in the narrowband discussion, but with a broader bandwidth, we obtain 
the integral wave number spectrum shown in Fig. 22. We would expect a 
result similar to that shown in Fig. 20, except it would be folded. Instead, 
we get a spectrum with a marked ringing signature in the folded region. The 
deterioration results from the fact that the Fourier spectrum, which is a 
correlation between the covariance curve and a sinusoidal function, is being 
calculated for a covariance curve which no longer has a dominant  signature 
of the average frequency. This signature has been suppressed by the band­
width damping. Naturally, the broadband nonintegral wave number spectrum 
of the autocovariance curve (Fig. 19c) results in even more deterioration for 
the output spectrum (Fig. 23). Unlike the nonintegral narrowband distribu­
tion, the average frequency of the wave packet will not tend to dominate the 
broadband spectrum, and must be retrieved in terms of a model. In fact, 
our whole analysis of a broadband process requires a model to interpret the 
wave packet parameters.
To verify the validity of the wave packet description, we must 
examine both the phase diagram (Fig. 5) and the accumulative error (Fig.
7). The phase diagram affords an independent test for the average frequency 
of the wave packet, since the derivative is normalized by the average fre­
quency. The effect of this normalization is to remove the oscillation in the 
radial vector resulting from the average frequency; therefore, only the 
proper frequency normalization removes the oscillations. The average 
frequency defined by the wave packet description is compatible with the
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restrictions imposed by the phase diagram. The effective bandwidth (Fig.
7) obtained from the accumulative error can be shown to be the equivalent of 
the bandwidth in the wave packet description, k can therefore be concluded 
that the wave packet description is compatible with our overall statistical 
model. Thus, it is a valid model for interpreting the spectra from any pro­
cess.
Since our model for interpreting the spectrum is valid, our problem 
in broadband analysis is again the quantization uncertainty introduced by dis­
crete data. To circumvent this problem, which is inherent to the frequency 
spectrum, the least-squares criterion for fitting the wave packet algorithm 
to the autocovariance curve was used. To demonstrate the effectiveness of 
this criterion, the residue error mapping of the algorithm fit to the covari­
ance curve was made. A typical example of the residue mapping from fitting 
the a%orithm to covariance curves of box-car spectral inputs is shown in 
Table 1. The wave packet algorithm retrieved the exact parameters for the 
average frequency, bandwidth, and number density in all cases. When the 
narrowband process was simulated using an elliptical input spectral window, 
the exact average frequency was retrieved, and the bandwidth retrieved gave 
an equivalent area under the spectral curve (Fig. 24). Similar results were 
obtained for broadband processes (Fig. 25) using the algorithm. The 
greatest error in the parameters of the wave number algorithm was found 
in the number density, where a unique value was not always clearly de­
termined. In spite of this limitation of the wave packet description, the
TA BLE I. M APPING OF ALGORITHM DEVIATION RESIDUE FOR AN AVERAGE FREQUENCY OF 5Hz
N U M B E R  
O F  W A V E S
B A N D W ID T H  ( H z )
5 .4 0 0 5. 600 5. 800 6 .0 0 0 6 .2 0 0 6 .4 0 0 6. 600 6. 800
22 0 .0 0 3 1 2 0 .0 0 2 1 7 0 .0 0 0 9 1 0 .0 0 0 5 0 0 .0 0 1 7 4 0 .0 0 2 7 3 0 .0 0 3 3 1 0 .0 0 3 6 3
24 0 .0 0 3 1 6 0 .0 0 2 2 5 0 .0 0 1 0 3 0 .0 0 0 3 3 0 .0 0 1 5 8 0 .0 0 2 5 9 0 .0 0 3 2 1 0 . 00356
26 0. 00320 0 .0 0 2 3 2 0 .0 0 1 1 3 0 .0 0 0 2 0 0 .0 0 1 4 4 0 .0 0 2 4 7 0 .0 0 3 1 3 0 .0 0 3 5 1
28 0 .0 0 3 2 3 0 .0 0 2 3 7 0 .0 0 1 2 1 0 .0 0 0 0 9 0. 00133 0 .0 0 2 3 7 0 .0 0 3 0 6 0 .0 0 3 4 6
30 0 .0 0 3 2 6 0 .0 0 2 4 2 0 .0 0 1 2 9 0 .0 0 0 0 0 0 .0 0 1 2 4 0 .0 0 2 2 9 0 .0 0 3 0 0 0 .0 0 3 4 2
32 0 .0 0 3 2 8 0 .0 0 2 4 7 0 .0 0 1 3 5 0 .0 0 0 0 8 0 .0 0 1 1 6 0 .0 0 2 2 2 0 .0 0 2 9 5 0 .0 0 3 3 9
34 0 .0 0 3 3 1 0 .0 0 2 5 0 0 .0 0 1 4 1 0 .0 0 0 1 5 0 .0 0 1 0 9 0 .0 0 2 1 5 0 .0 0 2 9 0 0 .0 0 3 3 5
36 0 .0 0 3 3 3 0 .  00254 0. 00146 0 .0 0 0 2 1 0 .0 0 1 0 3 0 .0 0 2 1 9 0. 00286 0 .0 0 3 3 3
38 0 .0 0 3 3 5 0 .0 0 2 5 7 0 .0 0 1 5 0 0 .0 0 0 2 6 0 .0 0 0 9 7 0 .0 0 2 0 5 0. 00283 0. 00330
40 0 .0 0 3 3 7 0 .0 0 2 5 9 0 .0 0 1 5 4 0 .0 0 0 3 1 0 .0 0 0 9 3 0 .0 0 2 0 0 0. 00279 0 . 00328
42 0 .0 0 3 3 8 0 .0 0 2 6 2 0 .0 0 1 5 8 0 .0 0 0 3 6 0 . 0 0 0 8 8 0 .0 0 1 9 6 0 .0 0 2 7 6 0 .0 0 3 2 6
S T A N D A R D  D E V I A T I O N  B E T W E E N  A L G O R IT H M
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results were always reproducible with the original covariance curve to less 
than 2.61 percent deviation for narrowband processes and less than 3.46 
percent deviation for broadband processes. In general, the deviation between 
the known covariance curve and the one generated by the algorithm param­
eters occurred in the far wings of the curve. The number density can be 
viewed as a fine-tuning adjustment, since it only slightly affects the damping 
function. A comparison of results obtained with the wave packet algorithm 
provides the sensitivity and dependability required for transport analysis.
Thus, the classification system which has been just developed not 
only is an analytical guide to the statistical techniques applicable to the anal­
ysis, but it also affords an index to the spectral type. While Fourier analysis 
affords a parametric estimate for the wave packet description, it lacks the 
necessary precision for change detection which is obtained with either the 
direct inspection retrieval or the wave packet algorithm. A degree of care 
must be exercised with the direct retrieval of the average frequency because 
its application is limited to periodic and narrowband processes.
With this basis for the retrieval of the wave packet information, we 
can now examine the analysis of the transport process.
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3.5 Separation of Convective and Dispersive Transport Phenomena
The various statistical techniques that have been discussed will now 
be unified to obtain a method of separating the convective and dispersive 
transport information from the signatures contained in the covariance curve.
Assume that the temporal histories of the fluctuations in the optical 
density of a flowing fluid have been retrieved at three points along the 
streamline (Fig. 26). Three cross-covariance curves can be obtained by 
cross correlating the temporal information obtained from the x-probe with 
the temporal information retrieved from the three y.-probes. This set of 
three curves provides a mapping along the streamline of the time-averaged 
transport. To establish the validity of this transport description, the ac­
cumulative error is examined to determine whether the process is stationary. 
If we have a stationary ensemble, then peak identification procedures are 
used to determine the probability of retrieving the transport and of isolating 
the transit time of the transport. The two transit times thus retrieved are 
plotted as a function of their transit distance. The slope of the straight line 
passing through these points is the average convection velocity along the 
streamline.
To obtain the dispersive signatures, it is necessary to transform the 
covariance curve from a fixed representation to a representation moving at 
the convective velocity. Two techniques can be used to obtain this transfor­
mation. The first is to suppress the convective information by transformirg
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the gain spectrum into a fourth-order covariance curve. The second tech­
nique is to directly obtain a fourth-order covariance curve of the cross­
covariance curve by the relation
^  +  %
, > 2  T - r m  T + r m
^ -------------  ■ (3.23,
where is the transit time. This second suppression technique will be used 
in these discussions because of its simplicity (the computer program in Fig. 
18 is designed to use the first technique).
This fourth-order covariance curve contains only dispersive informa­
tion since this suppression technique has effectively suppressed the transit 
time information concerning the convective process. The dispersive infor­
mation is retrieved from the fourth-order covariance by fitting the wave 
packet algorithm to it and obtaining the parameters for the wave description.
The dispersive velocity, v^, can be expressed in terms of the change 
in the average frequency of the wave packet, the convective velocity, v^ , and 
the transit distance. The following argument is used. The change in the 
packet size, As, due to dispersion is
I  'c  ' (3-^4
where the quarter cycle spread represents the change in the packet shape. 
The time interval, t^, over which this charge occurrs is
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e . - f ;
T  =_  _ L
1 (3.25)
P "c
It follows then from the elementary laws of kinematics that the dispersive
velocity is
< f(L )>  -  < f(L )> l y l
=------ -^---------------    ^ -  (3.26)
The convective and dispersive velocities can thus be separated by 
first retrieving the convection from the second-order cross-covariance 
curve, then suppressing the convective information and determining the wave 
description of the fourth-order autocovariance. The change of average 
frequency as a function of transit distance affords the dispersion. Returning 
to the continuity equation [Eq. (1 .9 )] , the convection is the mean transport; 
whereas, the dispersion is the turbulent flux.
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CHAPTER IV 
APPLICATIONS TO REMOTELY SENSED DATA
4.1 Introduction
The empirical evidence of applicability of the statistical techniques, 
which have been discussed, to remotely retrieve the transport kinematics will 
now be demonstrated. Since heuristic arguments regarding the crossed-beam 
test arrangement have thus far been presented, we begin by presenting the 
analytical arguments that demonstrate the crossed beam correlation tech­
nique's potential to remotely utilize detected optical modulations to obtain 
local information regarding the turbulent transport process.
The applicability of the kinematic description obtained with these tech­
niques will be illustrated under three different environmental conditions. The 
analysis of moving striations in the glow discharge is an example of one­
dimensional flow which illustrates ensemble grouping, process identification, 
and transport analysis. The analysis of the convective and dispersive trans­
port associated with the plume of an air jet is used to show the applicability of 
these techniques to a stationary, two-dimensional turbulent flow in a fixed 
direction. The third illustration involves transport phenomena in the tropo­
sphere where the turbulence flow is nonstationary, and, because the flow 
direction is a variable, it is also three-dimensional.
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4.2 The Crossed Beam Test Arrangement
The fundamental crossed-beam correlation method which was initially 
conceived by Krause et al. ' can be perceived most readily by examining 
Fig. 27. Assume that a region of turbulent flow is contained within the broken 
line and is being convected in the direction normal to the plane of the diagram. 
Two optical systems consisting of a radiation source and a radiometer are 
arranged so that collimated beams of radiation pass across the flow in two 
mutually perpendicular directions and the beams intersect at the point to be 
investigated. The wavelength of this radiation is selected so that it is modu­
lated by one or more species of the flow, allowing fluctuations of the concen­
tration or density of the selected species to be reflected in changes in the 
intensity of the radiometer. Each beam alone reflects only an integral of the 
appropriate fluctuations along its entire path length; however, it will be shown 
that the covariance of the signals from the radiometers does yield local infor­
mation about the point of investigation.
The retrieval of this local information can be explained intuitively as 
follows: The instantaneous signal at each detector is the resultant of all modu­
lating influences along the path of the beam at a particular time. These modu­
lations of the source radiation can be categorized into two groups:
( 1) Those which occur sufficiently close to the point of beam inter­
section to introduce a related ( i.e .,  correlated) modulation in both beams.
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( 2) The remaining modulations that occur at a sufficient distance from 
this point and are uncorrelated because they introduce an unrelated effect on 
the beam intensities.
The correlation of the two signals will yield an average value of zero 
for those portions of the modulated signal created by the unrelated flow fluctua­
tions; whereas, the related flow fluctuations will yield a finite average pro­
duct. In principle, then, the measured covariance is a function of only those 
fluctuations that modulate the beams in the correlation area around the beam's 
intersection point.
To analytically demonstrate that the covariance of the two detected 
modulations yields measure of required turbulent properties, we will introduce 
the following coordinate system. The point of beam intersection has the coor­
dinate system. The point of beam intersection has the coordinates (x, y, z) 
where the x and y axes are oriented parallel to beams one, Sj Rj, and two,
Sg R2, respectively. The distances measured from the point of beam inter­
section are denoted by t ) ,  and  ^ in the x, y, and z directions, respectively.
For beam one, the intensity of the radiation recorded at detector Rj at 
time t is
Il = lo exp < ( - /  K ( x + f ,  y, z, t) dtj> , (4.1)
Si
where Ig denotes the initial intensity of the beam and K is the appropriate 
extinction coefficient. Here, "extinction" is any possible mode of beam
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attenuation. Two common forms of extinction are pure absorption by a flow 
constituent and scattering by particulate matter in the flow. The extinction 
coeffieent, K, is also a function of both the waveler^th of the radiation and of 
the thermodynamic parameters of the constituents.^® Since this dependence 
does not add enlightenment to the present discussion, it will not be explicitly 
shown.
Whatever the actual mechanism of extinction, it should be selected 
such that the extinction depends on a required flow property. Since the flow 
properties are functions of both position and time in a turbulent flow, the 
extinction coefficient will be similarly dependent, and thus we can just refer 
to fluctuations or modulations of the extinction coefficient. Since these 
changes are linearly related to fluctuations of a flow property, statistical 
properties of the flow do represent statistical properties of the extinction 
coefficient.
The instantaneous extinction coefficient, K, can be written as
K(x + J, y, z, t) = k(x + g, y, z, t) + K(x + y, z) , (4. 2)
where k is the instantaneous fluctuation of the extinction coefficient about the 
mean value, K. The detected intensity [Eq. (4.2)] can now be written as
Ii(t) = \  exp  ^ -  /  K (x+E ,  y, z)d&>exp< -  /  k(x + f ,  y, z, t) dj  ^
Si s,
(4.3)
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If the extinction process is such that the integral of the fluctuations 
[/ k(x + f , y, z, t) d^] is sufficiently small to permit linearization of that 
portion of the exponential, using the series expansion of an exponential to 
first-order approximation, the intensities can be written as
Ri
Ii(t) = lo exp K(x + f , y, z) dg
1 - J k { x +  t ,  y, 2, t) dg (4.4)
This assumption does not restrict the crossed beam correlation technique to 
applications with small modulation of the optical beam because of the follow­
ing:
( 1) The integral in question represents a sum of a number of statis­
tically independent events, which will tend to reduce the value of the integral.
( 2) It was shownthat if the integral of the fluctuations is of the 
order of 10 percent of the mean integrated value or less, then an optimum 
value for the mean attenuation is given by
Ri ___________
J K(x+ g, y, z)d& = 1
Si
(4.5)
For this magnitude of fluctuation, the linearization would be acceptably accu­
rate.
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( 3) If larger fluctuations relative to the mean value are experienced, 
it would be acceptable and indeed desirable to reduce the mean absorption, by 
reducing the gain, so that linearization is still possible.
If the intensity at the detector is now written as the sum of its time 
average Ij and a fluctuation component ij (t) relative to the average value, it 
can be shown that
_ %i
ii(t) = - h I  k(x + f, y, z, t) df . (4.6)
Si
Within the limits of the above discussion, we obtain the expected result that 
the fluctuation of the intensity at the detector is proportional to the instan­
taneous integral of the modulations of intensity along the entire light path. 
By inspection, we can write similar results for the other beam:
_
iz(t) = - I 2 /  k(x, y + 7], z, t) dj) . (4.7)
S2
If we now take these two fluctuating intensities, ii( t)  and igft), and determine 
their time-averaged product, we obtain the covariance in a piecewise form 
similar to Eq. (2. 3) ; i. e . ,
_ li I 2
r =
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 ^ ^  /  k (x  + ,^ y, z, t)k(x, y + T], z, t) dt dr] ,
S i  S %  0  ( 4 , 8 )
where the spatial and temporal integration has been reversed. This now gives 
us the covariance as a function of the modulations of the extinction coefficients, 
or in terms of the statistical flow parameters of the fluid.
To most conveniently understand how spatial resolution is obtained 
with the cross-covariance, we will initially consider just the temporal inte­
gration at T = 0:
p(x + ^, y + T], z) 1 Î= -  j k ( x + C ,  y, z, t)k(x, y + T ) ,  z, t) dt.T
T =0 0
(4.9)
This term clearly represents the covariance of the fluctuations occurring at 
the two points (x + G, y, z, t) and (x, y + t] , z, t ) . If one or both of these 
points are sufficiently far from the beam intersection point in an inhomoge- 
neous flow, the fluctuations will be mutually random and the resultii^ 
covariance will be zero. Only those points contained within the correlation 
area around the beam intersection point w ill contribute to the measured value 
of the covariance. Therefore, the value of the covariance, ^ 7  , does not 
change if these limits are replaced by those limits of the locally correlated 
area, although formally the limits of spatial integration in Eq. (4.8) extend 
from source to detector. Because of our prerogative in establishing the
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limits, we can view the measured quantity as reflecting only the local modu­
lating information and thus providing spatial resolution.
To retrieve the transit time between beams, the two beams must be 
separated in the z-direction a distance  ^ ( Fig. 28). To the flow, there still 
appears to be an intersection point for the beams, which we shall refer to as 
a "virtual crossing point." This virtual point is the only point at which a 
particle moving in the z-direction can pass through both beams; therefore, 
the intersecting beam argument for spatial resolution still holds except that 
the information is correlated now at a time delay. The time delay t^, 
corresponding to the maximum covariance, is a measure of the transit time 
between the beams.
This now provides an analytic association of the extinction coefficient 
with the crossed beam correlation model. This model could be easily 
expanded to include spectroscopic emission and absorption,^® but for this dis­
cussion, our attention can be focused on just the kinematics of the flow.
4.3 Ion and Electron Transport in the Glow Discharge
To empirically demonstrate the feasibility of the retrieval and separa­
tion of convective and dispersive fluid transport, the application of the 
crossed beam correlation technique to an investigation of moving striations 
in the flow discharge will be discussed.
The striation is the disc of ionized and excited gas found in the posi­
tive column of the glow discharge ( Fig. 29). Since the ions normally give
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the striated gas a net positive charge, these striations, which we will call 
forward-moving striations, move toward the cathode (Fig. This
emission process is the signature for the ion transport.
There exists in the glow discharge a second transport; namely, an 
electron flow from the cathode to the anode. The electron flow is an extinc­
tion process whose signature modulates the ionization and excitation of the 
striation resulting in detectable undulations in the emission. When the stri­
ations are weakly ionized compared to the electron flow, the backward- 
moving striation exists (Fig. 3 l). Other investigators have also mads this 
o b s e r v a t i o n . T h e  importance of the backward-moving striation lies in 
the fact that it demonstrates the dispersive and convective transport charac­
teristics of the electron flow. The glow discharge consequently provides an 
excellent stationary one-dimensional data source to demonstrate the effec­
tiveness of the statistical method and algorithms used for fluid transport 
analysis.
The transport process in the glow discharge was monitored by the 
crossed beam configuration shown schematically in Fig. 29. While a wide 
range of different kinds of transport was observed, ^  our primary interest in 
these discussions is the data obtained when both electron and ion transport 
were simultaneously detected. A typical segment of such a data record is 
shown in Fig. 32.
The initial step in the data analysis was to cross-correlate the data 
and obtain the accumulative covariance, the accumulative error, and the
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transport probability in accordance with the data reduction scheme shown in 
Fig. 33.^  ^ The accumulative error was used to determine when the discharge 
was in equilibrium. It  was found that about a haK-hour warm-up time was 
required for the transport process to reach its first stage of equilibrium. 
Once this stage was reached, the data could be treated as stationary until 
there was a discrete transition to the next lower mode. These transitions 
continued untiTthe ground mode was reached. The physical significance of 
these states wül be explained. For now it is important to recognize that the 
accumulative error did permit us to differentiate between the different modes 
and to group coherently the data in its proper mode.
The transport probability showed:
(1) A high probability that two different transport processes were 
occurring simultaneously in different directions — one a high frequency 
transport, the other a low frequency transport. Retroactive filtering^® was 
used to separate these two transport processes.
(2 ) A high probability that the fluctuations in the discharge current 
were related to the transport moving toward the anode. Spatial mappings of 
the backward-moving striations showed there was indeed a correlation 
between these striations and the current fluctuations. Thus, the transport 
probability in these experiments served to isolate the different processes 
occurring in the glow discharge during a time interval which has been shown, 
using the accumulative error, to be stationary.
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Based on the transport probability, if we retroactively suppress the 
high frequency information by filtering the processed results, we obtain a 
field description of striations moving toward the cathode. The results of the 
forward-moving striations are summarized in Fig. 34. The spatial mapping 
of the covariance curves affords a representation of the behavior of the ion 
striation, in terms of the average time, as a function of the transit distance 
between the optical beams. The transit time corresponding to the maximum 
significant covariance, when plotted as a function of the transit distance for 
a number of beam separations, can be fitted with a straight line whose slope 
is the average convection velocity for the forward-moving striations. The 
positive slope of this line means, in accordance with the test configuration, 
that the transport is from the anode to the cathode. The convection velocity 
obtained for these striations ranged from 0.5 to 10 km/sec.
The fourth-order auto covariance mapping in which the observer is in 
a moving frame where the transit time information has been suppressed indi­
cates that the longitudinal length scale of the forward-moving striation was 
invariant as it was propagated along the positive column of the discharge.
The proof of this invariance is obtained from the spatial independence of the 
wave description. The longitudinal length of the ion striation is obtained 
from the relation
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where is the convection velocity and <f> is the average frequency obtained
from the wave packet algorithm. This experimental results for this striation
length varied from 5.3 to 10.2 cm as a function of the electrical energy
supplied to the discharge. These length scales are in keeping with values
obtained from high speed movies of the discharge.
The repetition frequency, which is the rate at which an event occurs
at a point, can be retrieved either directly from the cross-covariance or
from the frequency spectrum of this curve. Using the repetition frequency,
f , and the convection velocity, v , the lorgitudinal wavelength is 
r  c ------------------------------------------
X = -7  ^ . (4.11)
X I r
The longitudinal wavelength of the ion striation was always an integral mul­
tiple of the length of the positive column, 1_ ; i . e . ,
P^x
1 = n \  where n = 1, 2, 3, 4 . (4.12)
pc X
X
The highest mode measured was four. The most stable mode was n equals 
one and will be referred to as the ground mode. Experimental observations 
revealed that there was always a discrete transition between the modes, which 
could be detected by changes in the accumulative error. These changes 
appeared when the power supplied to the discharge was changed, whereupon a 
nonground mode would occur. This higher mode would decay back to the 
ground mode in discrete transitions. For standing striations, the wavelength
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relation changed such that the ground mode corresponded to a wavelength 
equal to the distance between like points of adjacent striations rather than the 
length of the positive column.
The signature of the electron transport was enhanced by suppressing 
the lower frequencies (Fig. 35). The analysis used for the ion striations 
was repeated for the electron transport. Since the test configuration has 
been reversed, the positive convection velocity (Fig. 36), which is obtained 
from the plot of the transit time as a function of transit distance, implies 
that the flow direction is from the cathode to the anode. This flow was iden­
tified as an electron transport by first obtaining a cross-covariance between 
the optical fluctuations in the ionized gas and the fluctuations in the discharge 
current, and then calculating the transport probability. Close analysis of the 
temporal histories of these fluctuations revealed that there was not a contin­
uous flow but rather a discrete transport; therefore, the electron transport 
can be more accurately referred to as a flow of electron packets which are 
propagated toward the anode.
When the transit time information was suppressed [Eq. (3.23)],  the 
mapping of the fourth-order autocovariance curves (Fig. 36) showed that 
the electron packet's shape was not invariant during its propagation toward 
the anode. This observation was supported by a change in the average fre­
quency obtained from the wave packet algorithm. The electron packet's dis­
persion velocity [Eq. (3.26)] was calculated to be approximately 260 m/sec
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compared to the convection velocity of 16 km/sec. Using the relation for 
the longitudinal length scale [Eq. (4.10)], the electron packet size changed, 
on an average, from 1.0 to 1.5 cm over a transit distance of 30 cm. The 
major problem encoimtered in this work was that the dispersive effect 
required a resolution of one part in 10^  per centimeter to retrieve the changes 
in the average frequency. Thus, only by the use of averaging techniques and 
the wave packet algorithm was it possible to obtain the consistent results 
required for this change detection.
These typical results demonstrate the feasibility of the analysis pro­
cedure used. Systematic analysis afforded by statistical techniques enhances 
the results and thereby reduces the amount of interpretation required. Since 
moving striations and turbulence eddies are both treated as moving packets 
of molecules, we can, in our next discussion of turbulent transport, concep­
tually approximate the turbulence eddies as being moving striations.
4.4 Convective and Dispersive Transport in a Supersonic Jet Shear Layer
The supersonic cold jet transport will be used as an empirical illus­
tration of the applicability of the convective and dispersive transport model to 
stationary two-dimensional transport problems. To obtain a two-dimensional 
coordinate system, the axial streamline is assumed to be an axis of symme­
try. This two-dimensional model is a direct extension of the one-dimensional 
description used with the glow discharge except that it accounts for lateral 
kinematics that could be neglected in the one-dimensional flow using the
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constraints of the system. Our conceptual view must become more sophisti­
cated for transport processes which are not subjected to the constraints of a 
one-dimensional flow. The shadowgraph of the cold jet flow clearly shows 
the flow expansion, which must be accounted for in any complete description 
of the kinematics. To this end, Corrsin’s spherical description is introduced 
to account for this transport behavior. The applicability of the spherical 
model was demonstrated in the discussion of the fluid model. The implica­
tions of this assumption are a discrete flow formed from a collection of 
expanding spheres emanating from a point source. These spheres are 
referred to as "turbulence eddies," and are assumed to be of constant mass 
with a changing volume due to thermodynamic and force gradients. The cur­
rent state of the statistical information retrieved prohibits a detailed con­
sideration of these gradients, thus limiting the predictability of any of the 
algorithms to a local description. This means that the long-range kinematics 
can be extrapolated only from a spatial mapping.
The cold jet is schematically shown in Fig. 28. Again, we will 
assume a fan beam test arrangement, which is obtained by making a series 
of measurements along the streamline under similar test conditions. Using 
those data obtained along a streamline by Fisher and Johnston,^ the spatial 
mapping of the covariance curves shown in Fig. 37 was obtained. When 
Fisher and Johnston plotted the transit time as a function of transit distance, 
they obtained a convection velocity of 347 m/sec. They further showed that 
the data were stationary by using the accumulative error ( Fig. 9) to establish
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the reliability of their results. The decay in the amplitude of the peaks of 
the covariance curves as a function of transit distance is a signature indica­
ting the presence of a dispersive transport. To emphasize the need for a 
more sensitive wave description, we show the typical frequency spectrum of 
these covariance curves in Fig. 38. Upon inspection of this spectrum, it is 
obvious that a resolution of one part in 10^  per centimeter for the change in 
the average frequency, which is required to retrieve the dispersive trans­
port, cannot be obtained. Thus, we are again, as with the glow discharge, 
forced to use regression analysis of the wave packet algorithm [Eq. ( 3.15)] 
for each of these covariance curves to retrieve the parameters for the wave 
description.
The bandwidth ratio did change as we moved radially outward across 
the shear layer from 1.47 to 1. 92. While the plume of the jet involves a 
clearly narrowband process, we observe that, as we move out of the jet’s 
flow, the process tends to approach a broadband process. This is the 
expected result since atmospheric turbulence is characteristically a broad­
band process.
Using the average frequency obtained with the wavepacket algorithm, 
in the dispersion relation [Eq. ( 3. 24)], an average radial dispersion velocity 
of 19.7 m/sec was obtained with a convection velocity of 347 m/sec. If we 
assume that there is spherical expansion from a point source, in accordance 
with Corrsin’s model and our fluid model, then we can obtain a lateral mix­
ing rate, L, given by
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2v
L = — . (4.13)
c
Applying this relationship to this data set, we obtain a lateral mixing rate of 
0.1135. This rate implies a radial plume expansion of 11.35 cm per meter 
downstream. This expansion rate is plotted on the shadowgraph of the jet 
plume, along with the locations of the points from where the local turbulent 
information was retrieved ( Fig. 39). The outer plume cone is drawn so as to 
include all of the plume; whereas, the inner cylinder represents no plume 
expansion. It is clear from studying this shadowgraph that the cone defined 
by the rate of radial expansion is the average rate of expansion. This follows 
logically, as would be expected, since the source of the statistical information 
is obtained from the covariance curve, which is an averaging process, and is 
in accord with the average turbulence flux [Eq. ( 1.12)]. Thus, the rate of 
dispersive transport obtained from the wave description affords an accurate 
analytical description of the physical situation associated with the cold jet 
plume.
It is recognized that this prediction of convective and dispersive trans­
port is only short range, since long-range prediction would require an 
accounting for shear and gravitational f o r c e s . I n  spite of this limitation, 
this new description of turbulent transport is a significant contribution to tur­
bulent investigations, because, for the first time, it accounts for the turbulent 
flux in the jet flow.
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4.5 Convection and Dispersion in the Atmosphere
The crossed-beam correlation technique has been applied to the mea­
surements of both clear air turbulence  ^ and smoke stack emission.^® The 
experiments involving the retrieval of clear-air turbulence convection veloc­
ities and scales served to establish the statistical models for-recognizing and 
interpreting nonstationary data. The geometric constraint imposed by using 
just two single-beam radiometers (Fig. 40) prohibited the application of 
change statistics which are required for the retrieval of the dispersive trans­
port. This limitation was overcome in the smoke plume experiments by
introducing a fan-beam radiometer which enables us to retrieve the local data 
at five different positions along the streamline.
To apply the statistical techniques discussed for cold jet experiments, 
we must first obtain a covariance curve which affords a stationary description 
of the transport process, hi the jet plume and the glow discharge experiments, 
the test for stationarity was done primarily as an aesthetic step to obtain com­
pleteness. Such is not the case for atmospheric transport phenomena, because 
the interval of stationarity in the atmosphere is usually less than an hour in 
durat ion.Therefore,  the accumulative error must always be checked to 
determine whether it remains within the error bounds set by the Chi-square 
test. Normally, the accumulative covariance is checked for stationarity and 
is used when it meets this requirement. If the accumulative error curve indi­
cates that accumulative covariance is nonstationary, then we normalize each 
piecewise covariance curve and average them to obtain the quantized
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covariance. The accumulative error of this quantized covariance curve is 
then checkeçl for stationarity to determine where these results are reliable.
Since the duration for atmospheric stationarity is relatively short even 
when quantization techniques are used, the local information must be enhanced. 
Enhancement is obtained by using the statistical error to identify the signifi­
cant transport information. Such results are shown in Fig. 41, where the 
covariance is plotted as a function of the convection velocity and compared to 
the anemometer velocities taken at the point of beam intersection. To estab­
lish the reliability of these results, the probability of retrieving the transport 
information [Eq. (2.18)] is calculated. In this case the probability was 57 
percent. In general, the probability of transport retrieval ranged from 50 to 
58 percent in the clear-air turbulence experiments, where the transit distance 
ranged from 0 to 100 meters. The empirical results show that the transport 
probability deceases as the transit distance increases. These clear-air tur­
bulence measurements were all broadband processes with bandwidth ratios 
ranging from 4.1 to 6.3 and with an average frequency ranging from 0. 01 to 
0.02 Hz. The eddy size was determined to range from 73 to 102 meters.
The significance of these parameters for the clear-air measurements will 
become apparent when they are compared with the smoke transport in the 
atmosphere.
The smoke-stack emission experiments are similar to the clear-air 
turbulence experiments in that both are atmospheric experiments and, in 
addition, the clear-air turbulence experiments are the limiting case for the
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smoke plume. However, the smoke plume is a dominant source of optical 
modulations, at least in the near field; and the smoke plume can, like the cold 
jet, be treated as having a point source origin. These differences permit the 
baseline of the radiometers to be aligned parallel with the axis of the smoke 
plume ( Fig. 42) rather than perpendicular to the flow, as done in the clear- 
air turbulence experiments. As a result of this test configuration, the transit 
height of the local information being retrieved is a variable which is uniquely 
determined from the transit time of the convective transport for a given set of 
geometric parameters. The reason for the different test arrangement is that, 
for clear-air turbulence, which occurs at all altitudes, we wanted to isolate 
the altitude at which uhe transport phenomena are being measured; whereas, in 
smoke-plume measurements, which occur at a unique height, we want the 
velocities of transport and the height of transport. Outside of these transit 
height considerations, the statistical retrieval of the convection speed is the 
same for the smoke transport as for the clear-air turbulence transport.
Figure 43 shows a spatial mapping of the accumulative covariance 
curves resulting from smoke transport. The mean convective velocity was 
found to be about 3.2 m/sec at an altitude of 299 meters. Since we obtained a 
spatial mapping of these covariance curves along the streamline, we can obtain 
a dispersion velocity. In this case, the average frequency of the first covari­
ance curve according to the wave packet algorithm was 0.0491 Hz and 
decreased to 0.029 Hz for the last covariance curve. The bandwidth ratio was 
approximately 1.9 to 3.6, which is clearly smaller than that obtained in
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clear-air turbulence measurements. The mean dispersion velocity was deter­
mined to be 0.6 meter per second which means a lateral mixing rate of
0.2102. The eddy size increases from 34 to 58 meters over a transit distance 
of 148 meters. This point of observation was about 360 meters from the point 
of emission. This information for the convective and dispersive transport 
was incorporated into the smoke plume picture shown in Fig. 44. The disper­
sion cone shown in this figure is in agreement with the observed average rate 
of dispersion.
Comparing the smoke plume dispersive transport parameters for the 
average frequency and the eddy size with the parameters obtained for clear- 
air turbulence, we infer that the smoke plume is approaching the clear-air 
parameters. In fact, a linear estimate says that, at about 700 meters down­
stream of the source, the smoke plume should obtain comparable scales with 
the atmospheric turbulence.
Our transport probability has an additional function in these measure­
ments, since it serves as a check to verify that the data are from a common 
streamline. The transport probability ranged between 64 percent for the 
shortest transit distance to 51 percent for the maximum transit distance.
These data show that the probability of retrieving transport information always 
decreased as the transit distance increased. It is interesting to note that the 
probability of retrieving transport information is higher for intersecting 
beams in smoke plumes than in clear-air turbulence. This is logical since the 
smoke signatures are more intense. This higher probability means that the
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D I S P E R S I V E  C O N E
V : 0.6 m/sec 
°  ^  -  3 2 m / s e c
FIGURE 44. REMOTE MAPPING OF HIGH STACK EMISSIONS.
I l l
integration times required for correlating the smoke data can be shorter than 
those required for clear-air turbulence.
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CHAPTER V 
SUMMARY AND CONCLUSIONS
The present investigation is the first study of dispersion and convection 
patterns of fluid transport phenomena using the crossed-beam correlation 
technique for the analysis of both stationary and nonstationary fluids. This 
new analysis scheme, as has been demonstrated, permits the separation of 
the dispersive parameters without extending significantly the data retrieval 
requirements. This separation of fluid transport was achieved by associating 
changes in the time domain with convection and changes in the frequency 
domain with dispersion.
This new information retrieval scheme can be summarized as follows:
1. The data source is the crossed beam data collection system, which 
collects the temporal history of the optical fluctuations occurring in the field 
of view from the beams where they are in sufficient number to ensure spatial 
mapping. While the retrieval of the convection velocity does not require a 
spatial mapping, this mapping is highly desirable because it improves the sta­
tistical reliability of the results. On the other hand, it is mandatory that a 
minimum two-point mapping exist for the retrieval of the dispersive para­
meters. This spatial mapping is the only additional data collection require­
ment imposed by this analysis.
2. This temporal history of the optical fluctuation is compressed into 
a correlation curve, from which the convection velocity and scales are
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directly obtained. To establish the stability levels and to employ statistical 
discrimination, it is necessary to subdivide the data record into pieces and 
to use the piecewise accumulative covariance technique. If the data tend to be 
of a nonstationary nature — that is, if short data recorders are used and thus 
rapid convergence is required — then it is advantageous to obtain piecewise 
independence by using the quantized accumulative covariance technique. This 
technique prevents any segment of the short data record from dominating the 
accumulative result. The stability tests were extended by the new concept of 
a transport probability, which affords an integral estimate for the minimum 
acceptable probability level for the retrieval of significant transport informa­
tion, and a check to determine whether the information is from a common 
streamline.
3. The second-order cross-covariance is then analyzed for gradients 
in the average frequency composition. The gradients are the dispersive sig­
nature. This analysis is performed by suppressing the temporal information 
associated with the convective transport, which is the equivalent of changing 
from a fixed to a moving reference frame. In this way, the second-order 
covariance curve is transformed into a fourth-order covariance curve. The 
fourth-order covariance curve is curve-fitted, using regression analysis with 
the wave packet algorithm to obtain the frequency content in terms of the 
average frequency, the bandwidth, and the number density. This wave 
description is then used to obtain the dispersive transport, the lateral mixing 
scale, and the mixing rate characterizing the transport process.
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4. The ratio of the bandwidth to the average frequency affords a 
systematic procedure for the classification of the various transport processes 
in accordance with their bandwidth ratio.
This new information retrieval scheme was successfully applied to the 
analysis of transport phenomena in the glow discharge, cold jet plumes, and 
air quality investigations, where it was demonstrated that this procedure 
could meaningfully retrieve the dispersive and convective characteristic of 
the transport process. The most significant contributions of this analysis 
procedure are:
1. The dispersion and convection phenomena were precisely defined 
from the equations of motion in terms of the normal and parallel fluxes of the 
stream tubes in the average velocity field.
2. In the glow discharge, the ability to associate the longitudinal 
length scale of a moving striation to the length of the positive column, and the 
longitudinal length scale of a standing striation with the distance between 
striations was achieved. This length scale was also an index to the equilib­
rium of the discharge.
3. The dispersion rate and the lateral mixing scales of the plume in 
the cold jet were predicted analytically. It was shown that this was in accord­
ance with the empirical observations.
4. In clear-air turbulence measurements, the procedures of sup­
pression of nonstationarity and of peak identification were demonstrated, 
which resulted in the enhancement of the covariance curve.
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5 .  I n  t h e  s m o k e  p l u m e  s t u d i e s ,  t h e  c o n v e c t i o n  a n d  d i s p e r s i o n  t r a n s p o r t  
i n f o r m a t i o n  w a s  a g a i n  r e t r i e v e d  f r o m  t h e  c r o s s e d  b e a m  d a t a  a n d  w a s  i n  
a g r e e m e n t  w i t h  t h e  e x p e r i m e n t a l  c o n d i t i o n s .
From these demonstrations, we can conclude that this information 
retrieval procedure has successfully made an original contribution to the rec­
ognition and interpretation of dispersive and convective transport phenomena 
in both stationary and nonstationary fluid transport processes.
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APPENDIX I
THE ENERGY DENSITY WAVE NUMBER SPECTRUM
The objective of this appendix is to establish the requirements for a 
conservative wave number spectrum, which will be referred to as the energy 
densitv wave number spectrum.
It can be shown^ '* that the orthogonal form for the Fourier amplitude 
coefficients about the mean is
o V 2rki , . . 27rki.a = 2 A 1 m 0 . , ,  cos  -r o. sm-------
j m \  ], odd n j, even n
m = n -  1
j = 1, 2, 3, . . .  , m (A .i)
where i is the time delay index, j is the amplitude index, k is the wave num­
ber, and 6. is the Krone eke r  delta used to switch between the sinusoidal j,xxxx
functions.
The Fourier transpose from the frequency domain to the time domain
is
[ ' A ]  = i V  ( i
27rki . 27rki, ,  cos  + Ô. s in ------odd n 3, even n
(A.2)
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where the brackets indicate the frequency transpose of the covariance coef­
ficient. The last two equations form a Fourier transform pair, which per­
mits the interchange of information between the time and frequency domains.
The odd presubscripted amplitude coefficients are commonly referred 
to as the cospectra (real part),
while the even presubscripted amplitude coefficients are referred to as the 
quadspectra (imaginary part).
Q = . a . (a .4)k m  j — even m
These amplitudes are normally converted to a polar coordinate system whose 
radius vector, the gain, is
and the phase angle is
, = arctan ^  (A .6)
k m
whose function is similar to that of the time delay in the time domain.
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The restrictions imposed on the frequency description of a finite, 
discrete correlation curve by the orthogonal wave number representation are 
a bandwidth and a number density. Specifically, the lower frequency lim it is 
set by the total time interval subject to the transformation, while the upper 
frequency limit is set by the interval of time. At, between the covariance 
coefficients in accord with the Nyquist uncertainty principle. The number 
of covariance coefficients, n, that describe the correlation curve sets the 
number of parameters in the frequency description. Since one parameter is 
required for the mean value of the correlation curve, then there must be less 
thann-1 equally spaced amplitude coefficients.
Next, we shall establish suitable requirements for the spectral nor­
malization. To achieve this, consider the significance of the variance of the
covariance curve, (A  , in terms of the amplitude coefficients,
a , of the Fourier series. Let us observe that the variance under consid-
j m
eration is not the data variance, A x^  [Eq. (1.19)], commonly used in 
spectral normalization,®’ ^^ but is the variance of the correlation curve that 
is actually being transformed into the frequency domain:
I • (A.7)
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Di accordance with Eq. (A .2 ), the quantity in the parentheses can be 
expressed as
.F -
1 m  \  T r
2LliÔ. cos
5 , even n
], odd n , (A .8)
which is the Fourier transpose. The above result is now substituted into 
Eq. (A .7 ), and the resulting matrix is reduced. When the arguments of the 
sinusoidal products are different, the uncorrelated terms are zero; thus, we 
obtain a diagonal matrix of the form
n J ' n
V 1 m Vh Ô.
j=2
n i=0 J
COS2 JÜL n
+ 6.
J, odd n (A .9)
where the summations have been interchanged.
Since a squared sinusoidal function over an integral number of waves 
is one-half, it follows that Eq. (A. 9) reduces to the form
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'  I I  • (A.IO)T m / , m
Obviously, the same result is obtained when the time lag range is extended to 
include negative time delays. Equation (A.IO) enables us to define an ortho­
normal wave number spectrum:
I = ^  I
2 '
T n i
We can now define the terms describing the spectrum. When the 
amplitude coefficients are squared, they will be called intensity coefficients 
(same terminology as in geometric optics). Since the intensity coefficients 
describe the relative energy content in the covariance curve as a function of 
wave number, this spectrum is referred to formally as the energy density 
wave number spectrum. This is a conservative spectrum.
The maximum number of linearly independent wave numbers in the
H “ 1representation for the frequency domain is ' , where n is the number of
covariance coefficients being transformed. This can be demonstrated by the 
following argument. The amplitude of the gain is 
n
j=0
k = 1, 2, 3, . . . ,  n -  1 , (a . 12)
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where i stands for the square root of minus one. hi complex notation, the 
amplitude of the gain can be expressed in terms of the cospectra and quad­
spectra as
The amplitude of the gain [Eq. (A. 12)] can be then expressed in trigonometric 
form as
k °  =  Ü T l  2 ^  ( c o s  f r t  *  :  " i c ^ )  •
For manipulative ease, we now write this equation [Eq. (A. 14)] in terms of 
the real and imaginary parts.
k'= '  r h  | „  i"  ( f ? i )j=o
Observe that when the wave number is zero (k = o ), then the amplitude gain
IS
k=0^ n + 1  ’ (A -17)
J-0
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which is the mean. This is why the wave number spectrum starts at one and 
has only n -  1 terms; i.e ., one parameter of the spectrum is used for the 
mean value of the covariance curve.
Next, consider the cospectra [Eq. A. 15]. The cospectra for the n^  
wave number is
y  G.S . (A.18)
Using the trigonometric angle-sum relation, the above equation can be 
written
n
r cos(27Tj) c o s + sin(27Tj) s in
(A, 19)
where
cos 27rj = i  (A .20)
and
sin 27Tj = 0
Substituting the last result in Eq. (A. 19), we obtain
rP '  f  A
J=0
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which is simply
k=n^ " k=lC • (A .22)
It logically follows then that, in general,
'  n - k + l ^
I S k S j (A .23)
The quadspectra [Eq. (A. 16)] has the same interrelationship as the 
cospectra. This is readily seen upon examination of the n^  ^ term that results 
from the application of the trigonometric angle-sum relation:
c o s (2 7 T j)  S in
+ sin(27Tj) cos
27Tj
n + 1 (A .24)
Again using the relations given in Eq. (A.20), we obtain the fact that
k=nQ " k= l^ (A .25)
or in general that
k ' *  °  n - k + l ®  '
I S k S - (A .26)
This derivation just proves the limits placed on the wave number representa­
tion.
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Incorporating the normalization and limits just derived, we can write 
the Fourier Transform for the wave number spectrum for the amplitude 
density and intensity density representations as:
A. Amplitude density representation.
(1) Cospectral amplitude density:
k^m (2n + 1) / a  r ' \  T m>
n
O^ ’m
27Tki
. r  COS'
- J  m  I n
(A .27)
(2) Quadspectral amplitude density:
kSn M
+ .r I sin— ' 
- J  m  ) n (A.28)
where k = 1, 2, 3, . n/ 2.
The lower case spectral coefficients indicate the normalization of the 
coefficients; whereas, the capital spectral coefficients are the unnormalized
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coefficients. The rectangular coordinate system discussed above has the 
following counterpart in the polar coordinate system:
(3) Gain amplitude density:
(4) The phase:
, (p = arctan —r"  (A .30)k m
, c k m
B. Energy density representation.
(1) Cospectral intensity density:
(2) Quadspectral intensity density
k i  '  k t
(3) Gain intensity density (in polar form) :
k’ 'm = k*m *  A
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(4) Phase:
,0 -  arctan — ^  . (A .34)k m
k^m
The energy density gain has the property that
L  = 1 . (A .35 )
k=l
It should be recognized that the averaging notation and the post subscript are 
carried over from the covariance coefficient to indicate the way this coeffi­
cient was obtained.
These formulations for the spectra were tested by transforming the 
correlation curve in Fig. 12 into the frequency domain. The results are 
shown in Tables II through V (the details of the calculations will be discussed 
la te r). From an inspection of these results, we can see that the majority of 
the calculations are insignificant. The next objective is to reduce the cal­
culations of these insignificant coefficients.
By using the properties inherent to the energy-density representation, 
a criterion for the minimum level of acceptable spectral intensity can now 
be developed. The spectral energy of the correlation curve in Fig. 12 was 
concentrated in 9 of the 400 wave numbers in this description, while the 
remaining 391 wave numbers contained less than one percent of the energy
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TABLE II. SPECTRUM FROM 0.125 TO 12.5 hz
11W T iP t:T R u *< -
RESULTING OUTPUT SPECTRUM
-FREQUENCY RANGE •  0 .90 0  HZ TO 1 .9 0 0  K I 
NUMBER OF EQUAL AMPLITUDE COSINE WAVES •  21 
FREQUENCY INTERVAL BETWEEN WAVES •  0 .0 9  Mf
MINIMUM ACCEPTABLE GAIN INTENSITY •  0 .29 03 1
COORDINATE YSTEM
FREQUENCY CARTESIAN POLAH PERCENT OF 
ACCUMULATIVENUMBER
COSP CTRA QUADS ECTRA PHASE ENERGY
a m p l it u d e INTENSITY AMPLITUDE INTENSITY •  AMPLITUDE INTENSITY DEGREE
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1.125LU 0 .1 2 4 4 3 0 13 .2 69 •  3 .12440"' 1 3 .2 69 6 8 .9 6 7 4
to 1 .2 5 0 0 ; 0 .1 1 2 5 0 2 lO .B S t 0 .30 3 •  0 .112502 13 .8 52 79 .8 19 6
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12 0 .0 9 0 5 0 9 5 .9 4 0.00 3 •  0 .36 J93 9 5 .5 5 8
13 -0 .0 0 8 4 7 2 •  0 .0 )6 4 7 2 0 .0 6 2
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TABLE III. SPECTRUM FROM 12.625 TO 25.0  hz.
MPU7 S 
tESULTI i  OUTPUT SPECTRUM
■REQUENCY RANSE -  0.503 MZ TO 1 .5 0 0  K2 
IUMBER Of EQUAL AMPLITUDE COSINE WAVES •  21 
lEOUENCT INTERVAL BETWEEN WAVES •  0 .0 5  IJI .
MINIMUM a c c e p ta b l e  CAIN iN l t N S I f
WAVENUMBER
131
132
103
104
105
106
107
108 
109 lie 
111 
112
113
114
115
116 
117
l i e
119
120 
121 
122
123
124
125
126 
127 12t> 
129
133 
1)1
132
133 
1 )4
135
136
137
138
139
140
141
142
143
144
145
146
147 
140 
l4V  
153
151
152
153
154
155
156
157
158
159
160 
161 
162
163
164
165
167
16«
169
173
171
IT )
17»
177
178
179
180 
181 
182
183184
185
186
187
188 
189
191
192
193 
19» 
195 
19b
197
198
199 20v
12 .6 2 5 0 0
1 2 .7 5 0 0 0
12 .8 7 5 0 0
1 3 .3 0 3 0 0
1 3 .1 2 5 0 0  
1 3 .2 5 3 0 3
1 3 .3 7 5 0 0
13 .5 0 0 0 0
13 .6 2 5 0 0
1 3 .7 5 0 0 3  
1 3 .875C 0 
lo.OOOCO
1 4 .1 2 5 0 0
14 .2 5 0 0 0
1 4 .3 7 5 0 0
14 .5 0 0 0 0
1 4 .6 2 5 0 0
1 4 .7 5 0 0 3
14 .8 7 5 0 0
1 5 .0 0 0 0 0
15 .1 2 5 0 3
1 5 .2 5 0 0 0
15 .3 7 5 0 0
1 5 .5 0 0 0 0  
15 .6 2 5 0 3  
1 5 .7 5 3 0 0
1 5 .8 7 5 0 0
16 .0 0 0 0 0
1 6 .1 2 5 0 0  
16 .2 5 0 3 3
1 6 .3 7 5 0 0
16 .5 0 0 0 0
1 6 .6 2 5 0 0  
1 6 .7 5 3 3 3
16 .8 7 5 0 3  
17 .0 00 Û J
17 .1 2 5 0 0  
1 7 .2 5 J 0 3
17 .3 7 5 0 0
1 7 .5 0 0 0 0
17 .6 2 5 0 0
17 .7 5 0 0 0
17 .8 7 5 0 0  
1 8 .3 0 0 3 0
1 8 .1 2 5 0 0
1 8 .2 5 0 0 0  
18 .3 7 5 0 3
1 8 .5 0 3 0 0
18 .6 2 5 0 0
1 8 .7 5 0 0 0
1 8 .8 7 5 0 0  
19 .0 0 3 3 0
1 9 .1 2 5 0 3  
1 9 .2 5 0 0 3  
1 9 .3 7 5 L 3
19 .5 0 3 0 0  
19 .6 2 5 3 0  
19 .753C 0 
19 .8 7 5 3 0  
2 0 .0 0 3 0 0
23 .1 2 5 0 0
2 0 .2 5 3 3 0
2 3 .3 7 5 0 0  
2 3 .5 0 3 :0
2 3 .6 2 5 0 0  
20.75OC 0 
2 0 .8 7 5 u 3
2 1 .3 0 3 0 0
2 1 .2 5 3 3 0  
21 .> 7 5 0 0  
2 1 .5 0 3 0 3  
2 1 .6 2 5 ^ 0
2 1 .7 5 0 0 0
2 1 .8 7 5 0 3
22..3.30 
2 2 .1 2 5 0 : 
2 2 .2 5 1 0 0
2 2 .3 7 5 0 0  
2 2 . 5 3 j 03 
2 2 .6 2 5 )0  
22 .7 53 0C
2 2 .8 7 5 0 3  
2 3 .0 3 :0 0  
2 3 .1 2 5 -3  
2 3 .2 5 J .J  
2 ) . 3 7 » . :  
2 3 .5 3 3 '. j  
2 3 .6 2 5 . )  
2 3 .7 5 :0 ;  
2 3 .8 7 5 j J
24 .000 .J3  24.125f)j 
2 4 .2 5 3 J 0  
2 4 .3 7 5 :3
24.6.;5jO
• • • • • • • • • • • • • • • • • • « • •
COSPECTRA
••••••••••••••••••••I
QUADSPECTRA
a m p l i t u d e INTENSITY AMPLITUDE INTENSITY*
• • « • • • • • • • • • • « • • • • • • • • • • • • • # • • • • • • • • • & » • •
-0 .0 0 0 0 1 6 0 .0 0 0 0 .00 00 33 0 .0 0 3  •
0 .0 0 0 0 1 5 -0 .0 0 0 0 0 0
-0 .0 0 0 0 1 5 0.00 00 00
0 .0 0 0 3 1 5 •0 .0 0 0 0 0 3 0 .0 0 3  *
-0 .0 0 0 0 1 4 o.oo oo oo 0 .0 0 3  •
0 .0 0 0 0 1 4 -o .c o o o o o 0 .0 0 3  •
-0 .0 0 0 0 1 4 o .o o o o o o
0 .0 0 0 0 1 4 -0 .0 0 0 0 0 0
-0 .0 0 0 0 1 3 O.OOOOC3
0 .0 0 0 3 1 3 - 0 .0 0 0 0 :3
-0 .0 0 0 3 1 3 o.oo oo oo
0 .0 0 0 3 1 2 - 0 .0 0 0 3 :0
-0 .0 0 0 3 1 2 0 .3 3 0 3 :0
0 .0 0 0 3 1 2 -0 .3 0 0 0 3 3
-0 .0 0 0 3 1 2 0 .0 0 0 O.OOOO'O
0 .0 0 0 0 1 2 -O.OOOOi'j
-0 .0 0 0 0 1 1 O.COOOOO 0 .0 0 0  «
0 .00 00 11 O.OOj -0 .0 0 0 0 0 3 0 .0 0 3  •
-0 .0 0 0 0 1 1 0 .0 0 3 o .oo oo oo 0 .0 0 3  *
O.0ÛÛ011 -o .c o o o o o 0 .0 0 3  •
- 0 .0 0 0 0 1 0 o .oo oo oo 0 .0 0 3  •
0 .0 0 0 0 1 0 -0 .0 0 0 0 0 0
- 0 .0 0 0 0 1 0 0 .0 0 3 0 .00 00 3.)
0 .0 0 0 0 1 0 0 .0 0 3 -0 .0 0 0 0 3 0 0 .0 0 3  •
- 0 .0 0 0 0 1 0 0 .0 0 3 o .coo oo o 0 .0 0 3  •
0 .0 0 0 0 0 9 -0 .0 0 0 0 3 3 0 .0 0 0  •
-O.OOOC09 0 .0 0 :0 ) 3 0 .0 0 3  •
0 .0 0 0 0 0 9 -o .c o o o o o 0 .0 0 3  •
- 0 .0 0 0 3 3 9 o .oo oo oo 0 .0 0 3  •
0 .0 0 0 0 0 9 -0.CO03C3 3 .0 0 3  *
- 0 .0 0 0 0 0 9 0 .0 3 ; o .coo oo o 0 .0 0 3  •
0 .0 0 0 :0 8 O.OOj -O.COOO.'J 0 .0 0 3  *
- 0 .0 0 0 0 0 8 0 .0 3 3 o.oo oo oo 0 .0 0 3  *
0 .0 0 0 0 0 8 - 0 .0 0 0 0 :3 0 .3 0 3  #
-0 .0 0 0 0 0 6 0 .0 0 0 0 :3 U .00 3 •
0 .0 0 0 3 0 8 -O.CiOOOCO 0 .3 0 3  *
- 3 .0 0 0 0 3 8 0 .0 0 0 0 )0 0.0C 3 #
O.OOO'jOS O.OOj - C .000033 0 .0 0 3  *
- 0 .0 0 0 0 0 7 : . j O: 0 .'3 0 0 0 :3 0 .0 0 3  •
0 .0 0 0 0 0 7 O.OOJ -o .o o o o o o o .o c o  *
- 0 .0 0 0 3 0 7 o .c o o o :- : 3 .0 0 3  •
0 .0 0 0 3 0 7 -O.OOOO.'J c .o o o  •
- 0 .0 0 0 0 0 7 3 .0 0 0 0 :3 0 .0 3 3  •
0 .0 0 0 0 0 7 - 0 .0 0 0 0 :0 0 .3 0 3  •
-0 .0 0 0 3 0 7 o.oo oo oo 0 .0 0 3  «
0 .0 0 0 0 0 7 -O.OOOO'^O
-0 .0 0 0 0 0 6 0 .0 0 0 0  13 0 .0 0 3  •
0 .0 0 0 0 0 6 -O.OOOOOU 0 .0 0 3  *
-0 .0 0 0 0 0 6 C.OOj 0 .0 0 0 0 :3 0 .0 0 3  »
0 .0 0 0 3 0 6 0.00 3 -o .c o o o o o 0 .3 3 3  *
—0.0 0 0 0 0 6 c .o o o 0.00 00 30 0 .0 0 3  *
0 .3 0 0 0 0 6 - 0 .3 0 0 0 :3 0 .0 0 3  •
-0 .0 0 0 0 0 6 0 .00 3 0 . jOOO'O 0 .3 0 3  *
0 .0 0 0 0 0 6 -o .o o o o o o O.OC3 •
- 3 .0 0 0 3 0 6 • J . o o . o . : o o o ‘ j 0 .0 0 3  "
0 .3 0 3 0 0 6 O.OOJ -D.CJOOOJ 0 . 3 :3  *
-O.OCOCCS J .0 3 j o .coo oo o 0 .0 3 3  «
3 .0 0 0 :3 5 - 3 . : o o o ': ' j
- 0 .0 0 0 0 3 5 O.OOj o .coo oo o
0 .0 0 0 3 0 5 C .0 3 . -0 .0 0 0 0 0 3
- 0 . 0 0 0 0 0 5 O.OOJ 0 .30 00 33
0 .30 03 .)5 -O .jO O O n j
-0 .0 0 0 3 u 5 O.COOOJJ
0 .0 0 0 3 3 5 0.00 0 - o .o o o o ro 0 .0 0 3  "
-0 .3 0 0 3 0 5 3 .03 0 0 .00 00 33 0 .0 3 3  "
3 .0 0 0 :3 5 O.OOJ -0 .0 0 0 0 :3 0 .0 0 3  *
-0 .0 0 0 0 3 5 C.OOJ O.OOGOCj
0 .0 0 0 0 0 5 O.OOJ -O.OOOOCJ
-0 .3 00 .0 34 C.OOj o .o o o o c :
0 .0 0 0 0 0 4 O.OOj -3 .:O C O ')3
-0 .0 0 0 3 0 4 o . u o o o i j
0 .0 0 0 )3 4 O.OOJ - o . jo o o r o 0 .0 0 3  •
- : .o o o c 3 4 C.OOO C.'iOOO'jJ 0 .3 0 3  •
O.0OOCO4 0.000 -3 .0 0 0 0 ^ 3 0 .3 0 3  "
-Ù .0 0 3 C .4 0 .3 0 . 0 .0 0 0 0 ''j 0 .3 0 3  "
C.C0OC'O4 C.OOJ - 3 .  '0 0 3 : : C .0C3 •
- 0 .0 0 0 :3 4 O.OOj 0.000030 0 .0 0 3  •
C .3 0 0 u j4 - 3 . )J00^3
-3 .3 00 0U 4 C.OOJ 3 .3 0 0 0 ). ' 3 .0 0 3  *
O.Û03J34 -O.OOOOCJ 3 .0 0 3  "
- 0 . 3 3 0 ; : 4 3 .3 0 0 0 :3 3 .3 0 3  *
3 .0 0 0 .J4 - 3 . j O U 3 " j 3 .0 0 3  •
-Û .0C 0JÛ 4 O.COOO 3
0 .0 0 0 ‘.J 4 - 0 . 3 0 0 0 : ,
- 0 .0 0 0 :0 3 j . J O j O . j Oj O'J-
C.OOJ -O.OOOOjJ C . '33 •
- 0 . 0 3 0 :3 3 J .0 C 3  •
Û.0D30J3 -O.CCOUJj O.JOO •
0 . JOJOJj J.CC3 •
v . 3 0 0 j3 3 C.0C3 •
-  j .  3'3 J ' ;3 3 . 0 0 3 ' , J . jC O •
Ù .00C333 C.OCJ C .00 3  •
-O.OOO: .; ) C.OOJ O.OCJ •
O.COOj 33 c .o o o -O.COOO': J .O O  •
-O .O O U . j) C.OOj 3 . 'OOO ) U.OOO •
: .a c 9 ' j 3 - ,.•> 0 0 3  . ■J.0C3 •
- C .3 0 :  v3 3 . v J C 3 : j 0 .0 0 0  •
C.J03 . 'j 3 V . : : )  *
0 .0 0 3  •
3 .3 .3 3 3 3 - 3 . -'OCO 1 C.'JCO •
YSTEM
GA
AMPLITUDE
• • • • • • • • • •
0.000016
0 .0 0 0 0 1 5
0 .0 0 0 0 1 5
0 .0 0 0 0 1 5
0 .0 0 0 0 1 4
0 .0 0 0 0 1 4
0 .0 0 0 0 1 4
0 .0 0 0 0 1 4
o . y o o l )
0 .1 0 0 0 1 3
o . b o o o l)  
0 .0 0 0 0 1 2  
O .0 0 0 0 I2  
0 .0 0 0 0 1 2  
0 .0 0 0 0 1 2  
0 .0 0 0 0 1 2  
0 .0 0 0 0 1 1  
0 .0 0 0 0 1 1  
0 .0 0 0 0 1 1  
0 .30 00 11  
0 .0 0 3 0 1 0  
0 .0 0 0 0 1 0  
0 .3 0 0 0 1 0  
0 .3 0 0 0 1 : 
0 .0 0 0 0 1 3  
;.3 0 0 0 0 9  
0 .0 0 3 0 0 9  
0 .0 0 0 0 0 9  
0 .0 :0 0 0 9  
0 .0 :3 0 0 9  
0 .0 0 0 0 0 9  
0 .0 0 0 0 0 8  
3.003C 0S 
0 .0 0 0 0 0 8  
0.0:0008 
3 .0 3 0 0 0 8  
3 .0C 0008 
O.O.'OOOQ 
3 .33 30 07  
0 .3 0 0 0 3 7  
0 .0 0 0 0 0 7  
0 .0 0 0 0 0 7  
0 .0 0 0 0 0 7  
3 .3 3 0 0 3 7  
0.3C0DO7 
0 .0 0 0 0 0 7  
0 .0 0 0 0 0 6  
0 .0 0 0 0 0 6  
3 .3 3 0 0 0 b  
3 .0 0 0 0 0 b  
3 .0 0 0 0 0 b  
0 .3 0 0 0 0 b  
3 .3 0 3 0 3 b  
0 .3 0 0 0 3 6  
3 .3 3 0 0 0 6  
3 .0 3 0 0 3 6  
0 .0 :3 0 0 5  
3 .0 :0 0 0 5  
0 .0 3 0 0 3 5  
O.COOOS 
0 .3 0 3 0 0 5  
0 .0 :0 0 3 5  
3 .3 3 0 0 0 5  
3 .3 3 3 0 3 5  
0 .0 3 0 0 0 5  
3 .0 0 0 0 0 5  
3 .3 :0 0 0 5  
0 .0 3 0 0 0 5  
0 .0 :3 0 3 4  
3 .0 :0 0 0 4  
0 .3 :0 0 3 4  
0 .3 :3 0 3 4  
0 .0 0 0 0 3 4  
3 .3 .3 0 3 4  
3 .3 )0 0 0 4  
o . o : : o 3 4  
3 .3 :3 0 0 4  
0 .0 :3 0 3 4  
0 .0 0 3 0 3 4  
0.0:3004
3 .0 0 0 0 0 4  0.0:0034 
0 .0  0033 
O.OvUCO)
3 .0  03 3 ) 
O.OOUCO) 
3 .0 3 3 :3 )
3 .3 :3 0 3 )  
3 .0s ,3 00 ) 
0 .0  0 0 0 ) 
3 .3 :0 0 3 )
3 .3 :3 0 0 )
0 .3 :3 0 0 )
3 .0 0 0  
0 .0 0 0  
0 .0 0 0
3 .0 0 0  
3 . COO 
0 .0 0 0
0 .0 0 0
3 .0 0 3  
0 .0 0 0
3 .0 3 0  
0 .0 0 0
3 .3 3 0  
0 .0 0 0
0 . 0 0 0
3 .0 0 0  
, 0 .3 0 0
3 .0 0 0  
0 .0 0 0
0 .3 0 0
5 .0 3 0  
0 .0 3 0  
3.U 30
3 .3 3 3  
0 .0 3 3  
3 .0 3 3
3 .0 0 3
3 . COO
5 .0 0 0
3 .3 3 3
3 .0 0 0
3 .3 3 0
3 .3 3 0
phase
DECREE
• o .o o c
-0 .0 0 3
-3 .0 3 3
- 0 .0 0 0
O.OOO
-0.00:
- 0 .3 0 0
-3 .3 0 0
-O.OOO
'3 .3 0 3
'3.Û0C
-0 .3 3 0
3 .3 3 0
-O.OOC
- 3 . 3 3 :
•J .3 33
'5 .3 0 0
'O.OOC
'3 .0 0 3
'0 .3 3 3
'0 .0 3 3
'3 .0 0 0
'3 .3 3 3
-).30:
- . . 3 3 0
- . . 3 3 0
- .  .3 3 :' 
- . . 3 3 5  
- 3 . 0 3 :  
- J .O O .
PERCENT O f 
ACCUMULATIVE 
ENERGY f• • • • • • • • • • • •
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 )
9 9 .8 9 2 )
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 )
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3  
> v .« 9 2 )
9 9 .8 9 2 )
9 9 .6 9 2 3
9 9 .8 9 2 )
9 9 .8 9 2 3
9 9 .8 9 2 )
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3  
, 9 9 .8 9 2 3
\9 9 .8 9 2 3
W .8 9 2 3
$ 9 .8 9 2 3
9 9 .8 9 2 )
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3  
,9 9 .8 9 2 3
9 9 .6 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 92 3  
9 9 .9 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .8 9 2 3
9 9 .6 9 2 3
9 9 .6 9 2 3
9 9 .8 9 2 3
9 9 .8 92 3
9 9 .8 9 2 3
9 9 .8 9 2 3
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TABLE IV. SPECTRUM FROM 2i .125 TO 37, 5 hz.
-FRfcauENCT RAf<&t •  0.503 MZ TO 1 .50 0  M2 
MUMBER Of EQUAL AMPLITUOE COSINE HAVES •  21 
fREUUEMCY INTERVAL BETWEEN WAVES •  0 .0 5  HZ
tC S lK T lN C  OUTPUT SPECTRUM
MINIMUM ACCEPTABLE CAIN INTENSITY
WAVE
W W ER
FREQUENCY
COOROtNATE
CARTESIAN
STEM
POLAR PERCENT OF
COSP
a m p lit u d e
CTRA
INTENSITY
QUADSPECTRA 
AMPLITUDE "INTENSITY
CAIN
a m p l it u d e  "INTENSITY
PHASE
DECREE
ENERGY
. 201 25 .1 2 5 0 0 -0 .0 0 0 0 0 3 0 .0 0 0 0 .00 00 33 3 .0 3 0 0 3 3 0 .0 3 0 -0 .3 3 0 9 9 .8 9 2 3
_ 292 2 5 .2 50 00 0.00 00 03 -0 .0 0 0 0 0 0 3 .3 3 0 0 0 1
20S 25 .3 7 5 0 0 -0 .0 0 0 0 0 3 0.30 03 33 3 .0 3 3 0 0 )
ZOA 25 .5 0 0 0 0 0 .00 00 03 -3 .0 0 0 0 3 3 3 .3 3 0 0 3 3
205 25 .6 2 5 0 0 -0 .0 0 0 0 0 3 0.30 00 03 3 .3 U 0 0 3 ) 3 .0 3 0
20» 25 .7 5 3 0 0 0 .00 00 02 -O.COOO'O 3 .3 3 3 0 3 2 0 .0 0 0
207 25 .8 7 5 0 0 -0 .0 0 0 0 0 2 3.30 00 33 0 .0 0 3 0 0 2 3 . COO
291. 26 .0 0 0 0 0 0 .00 00 02 -0 .0 0 0 0 0 3 0 .0 0 3 0 .0 0 3 0 0 2
20$ 26 .1 2 5 0 0 -0 .0 0 0 0 0 2 3 .0 0 0 0 :3 0 .3 0 3 3 .3 3 0 0 0 2 3 .0 3 0
2 » _ J 6 . 2 5 0 0 0 0 .00 00 02 -0 .3 0 0 0 .-3 C.0C3 3 .0 3 0 0 3 2 3 .0 0 0
26 .3 7 5 0 0 -0 .0 0 0 0 0 2 0.00 00 03 3 .0 3 0 0 0 2 0 .0 3 0
2 » 26 .5 0 0 0 3 0 .00 00 32 -0 .0 0 0 0 0 3 0 .3 3 0 0 0 2
2 U 26 .6 2 5 0 0 -0 .0 0 0 0 0 2 0.03 00 33 3 .3 3 3 0 0 2
214 26 .7 5 0 0 0 0.00 00 02 -0 .3 0 3 0 0 3 3 .3 3 0 0 0 2a r “  26 .8 7 5 0 3 -0 .0 0 0 0 0 2 3.30 00 33 3.03 3 3 .0 3 0 0 0 2 -3 .0 3 0
2 U 27 .0 0 0 0 0 0 .00 00 02 -3 .0 0 0 0 0 3 9 .0 0 3 3 .0 -0 0 3 2 3 .0 3 3 - 0 .0 0 3
217 27 .1 2 5 3 0 -0 .0 00 C 02 0.00 00 00 3 .0 0 J 0 0 2 - 3 .3 0 0
211 27 .2 5 3 0 0 0.00 00 32 -O.jOOOT'O 3.3D 00 02 0 .0 0 9 - 3 .3 0 3
219 27 .3 7 5 0 0 -0 .0 0 0 0 0 2 0 .00 00 33 3 .3 3 0 0 3 2 3 .0 3 3 - 3 .3 0 0
220 2 7 .5 00 03 0 .00 00 02 -0 .0 0 0 0 3 3 3 .3 3 0 0 3 2 - 0 .0 3 0
' 2 2 1 ' 2 7 .6 2 5 0 0 -0 .0 0 0 0 0 2 0 .3 0 0 3 3 J 3 .0 0 0 0 0 2
222 27 .7 5 0 0 0 0 .00 00 02 -O.OOOOOO 0 .0 3 3 0 3 2
225 27 .8 7 5 0 0 -0 .0 0 0 0 3 2 O.COOO'O 0 .3 0 3 3 .3 3 3 3 3 2 3 .0 0 0
224 28 .0 0 0 0 0 3 .00 00 32 -O.COOO'J 3 .0 3 3 0 .3 3 3 0 3 2 0 .9 0 0
225 28 .1 2 5 0 0 -0 .0 0 0 0 0 2 3.0300Û 3 3 .0 0 3 0 .0 0 3 0 0 2 3 .0 0 0 - - . 3 - 3
226 28 .2 5 3 0 3 C .000002 -O.OOOO.'J 3. ,03 0 .3 3 0 0 3 Z - 3 . 0 0 .
"  227 2 8 .3 7 5 0 3 -0 .0 0 0 0 3 2 0 .3 0 3 - - . 3 3 :
228 26 .5 0 3 0 3 Û.OOOÛ32 -O.ùOOOOC 3 .0 0 0 0 0 2 0 .0 3 0
229 .8 .6 2 5 0 0 -O.OOOOJ2 O.JOOO'J 3 .3 3 0 0 3 / 3 .0 0 0
250 28 .7 5 3 0 0 0 .00 00 02 -O.OOvOCj 3 .3 3 3 0 3 2 3 .0 3 0
231 28 .8 7 5 0 0 -0 .0 0 0 0 0 2 0 .0 0 3 o .oo oo oo 0 .3 0 0 0 0 2 O.COO
232 2 9 .0 00 03 C .0003J2 0 .0 3 3 -O.COOO*': 0.3.;C 0 'J2 3 . COO
233 29 .1 2 5 0 3 - 0 .0 0 3 :3 2 0 .0 0 3 3 .'.'3 3 0 3 - 3 .3 0 3 0 3 2 0 .0 0 3
234 29 .2 5 3 3 0 0 .00 00 32 3 .0 0 0 -O.COOO'O 3 .0 3 0 0 3 2 0 .0 0 0 - - .-0Û
235 29 .3 7 5 3 3 -0 .0 0 0 3 3 2 3 .0 0 3 O.OOOJ:3 3 .3 3 0 0 3 2 3 .0 3 0 - : . 3 j :
236 29 .5 0 0 0 3 O.0ÜO032 j.O O u -O.OOOOC'j 3 .3J3 Û 3 2 3 .0 3 0 - j . o j :
237 29 .6 2 5 0 0 -0 .0 0 0 0 0 2 3 .0 0 0 0 3 2
2 )8 29 .7 5 3 0 3 0 .3 0 0 .3 1 O.OOj - 0 . ' .3 :3 1 0 0 .3 3 3 0 3 1 O.COO
239 29 .8 7 5 3 3 -3 .0 0 0 3 3 1 r .O O j 3 .0 0 0 0 :3 3 .3 0 0 0 0 1 3 . 0 0
240 33 .0 03 03 O.OOOOvl O.OOj -3 .0 0 0 0 3 0 3 .0 3 3 0 3 1 3.C0C - - . c c :
241 33.125U 3 -0 .3 0 0 0 :1 3 .3 0 0 3 )3 0 .0 3 0 0 3 1 O.COO - . . 3 3 : '
242 33 .2 53 03 0.333031 -C.'.COOOO 3 .0 0 3 0 0 1 O.OJO - : . . o o :
243 3 3 .3 75 03 - 0 .0 0 0 :3 1 0.00C3'*O 3 .3 0 0 0 3 1 0 .0 0 0 -0 .0 0 0
244 3 0 .5 00 03 0.000001 - 3 . - 0 0 0  «3 3 .3 3 3 0 3 1 3 .0 0 0 -c .o o o
245 33 .6 2 5 0 0 -O.OOOüûI 0 .30 00 33 J.OCOOOl 0 .0 0 0 -■3.003
246 33 .7 5 0 3 0 0.000031 -0 .3 0 0 0 :3 3 .3 3 3 0 0 1 3 .0 9 0 - 3 .3 0 3
247 35 .8 75 03 -0 ,0 0 0 3 3 1 o . jo o :  ■: 3 .0 :3 0 3 1 3 . CO-* - .  9 - :
248 31 .0 0 0 0 3 O.OOOuOl - 3 . c o c o .'j 3 .3 3 0 0 3 1 3 .9 0 :
249 3 1 .1 25 00 -3 .0 0 0 0 3 1 O.COOO:: o . o c :
250 31.25UÜ3 3.000031 3 .3 3 3 O .O 'O O Jl - .0 3 3
251 31 .3 75 00 -0 .3 0 0 0 0 1 3 .3 0 0 0 ' 3 3 .0 0 3 '3 .0 3 0 0 3 1 3 .0 3 :
252 3 1 .5 00 00 0 .00 00 01 -O.C30Û30 C.OOO 0 .0 0 0 0 3 1 3 .3 0 3
253 3 1 .6 25 00 -0 .0 0 0 3 0 1 3.333 0 . 3 :3 3 : 1 3 .3 0 -
254 31 .7 5 0 0 0 0.000031 3.33 3 3 . 3 ‘ - 0 : i - .0 0 0
255 3 1 .8 75 03 -0 .0 0 0 3 3 1 3 .0 3 0 0 .3 0 3 3 .0 0 0 0 :1 3 .3 3 3
256 3 2 .3 33 00 O .Q O O ni ; . 0 0 j '-.JC 3 3 . 3 3 j 0:1 O.COO
257 3 2 .1 25 00 -0 .0 0 0 0 3 1 0 .0 0 3 0.33 00 '* '- 3 ,3 3 3 0 0 1 3 . 9 :3
258 32.25JÛ 0 O.OOOCjl - o . c o o o : . 3 .3 " '3 0 3 l 3 .0 - 9
259 32 .3 75 00 -3 .0 0 0 '3 1 3 .J 0 C 3 .J 3 .3 3 0 0 3 1 3 .0 0 3
260 32.500GC 3.000001 -3 .C 3 00 .''J 3 .3 'J jO J l 3 .0 3 3
261 32 .6 25 00 -0 .0 0 0 3 3 1 O.COCO'U 1 .0 3 3 3 .3 3 :0 3 1 0 .0 3 0
262 3 2 .7 5 0 .0 O.OOO’.O l ; .U 0 : 0 .3 0 3 3 .3 3 0 0 3 1 0 .3 - 3
263 3 2 .8 75 03 -0 .3 0 0 0 0 1 O.OOJ O.COOO'-'O 0 .0 0 3 3 .3 3 :0 0 1 3 .3 0 0
264 33 .0 00 00 U.OOOOUl -O.JJCO.'C 0 .3 3 3 0 3 1 3 .0 3 : 9 ').6 9 2 3
265 3 3 .1 25 03 - C .300331 0 .0 - - 0 3 1 91 .8 92 3
266 1 3 .2 53 00 0.300031 3 .0 3 3 9 9 .0 9 2 3
267 33 .3 75 00 -0 .0 0 3 :3 1
268 33.500U 0 3 . : : : 99 .0 92 3
269 33.625U J - C . o o o ; : i 0 .0 0 3 3 .3 :0 0 3 1 : . : - 3 99 .0 92 3
270 •• .3 3 - ..COO 3 .3 3 0 0 3 1 : . 9 j : 91 .£ 92 3
271 - 0 . j 3 3 , v l ' . .v 3 J : . : ? 3 3 . 3 :3 V9.M923
272 0 .300L31 ' . JCv -o.C'OOO'.: 3 .33 33 31 0 .9 0 :
273 - u . 30 0:31 0 ..C 3 0  . 3 . 3 : - o : i 3 .9 3 :
274 : . 3 : c 3 : i
275 3 .3 3 J0 0 1 O.COO
270 3.3-O C 31 3 .3 3 9
277 - O .J O O .: l 3 . 3 ' j Cj I
278 )4 .? 5 j OO : . j o o .  '1 - 0 .  , j o : '  J 3 .3 ''0
279 34 .0 75 03 - c .o o o : . 1 ' . 0 0 - D . -33 C.C ■'-331 J .'lJO
283 1 5 .JOJwU 3 .3 0 0 j j I -'.003 - 3 .3 - 3 0  . 3 .3 99 .0 92 3
281 -Û.30C1C1 3 .3 :3 3 3 1 3 .0 3 :
282 3 .3 0 3 . .1 W .9 - :
283 -J .O O O 'o l
284 3.030% .1
285 - 0 .3 3 3 . .1 C 33:
286 3 .3 3 3  i j i 3.0)> )
287 -O .JO O v.'l 3 .9 3 0
288 36.)OvOO J . 0 3 0 : j l • . . . 3 3 - .1 3 2
289 -O.OOOTJl j . O ' i :
290 u .o o o c r i J . CO - . 3 , 3 0 3 . 3.Û 30
291 3 6 .3 7 5 0 j -O .yO O . J l J.."00 - . '3 9 :
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associated with the covariance. From a comparison of the known input para­
meters with these results, it is obvious that these 391 wave numbers repre­
sent the intensity level of calculation noise affording no insight into the 
behavior of the phenomena; therefore, a set of criteria to discriminate the 
significant energy bearing wave numbers from the noise bearing wave number 
is essential.
The term "noise” is the key to the establishment of this cut-off level.
A white noise process is a purely random one characterized by a time series, 
consisting of random impulses, that results in a cross-covariance curve of 
zero magnitude at all time lags and an auto covariance curve with a delta 
function at zero time delay. Since a preferred frequency would not result in 
this kind of correlation curve, the intensity of the gain must therefore be of 
the same magnitude for all wave numbers. Because the energy density rep­
resentation has the property that the sum of the gain intensities is one 
[ Eq. (A. 35)], it then, intuitively, follows that the intensity of the white noise 
gain is
y , =  — . (A. 36)white noise n ' '
This result represents the white noise level which is composed of an 
equal distribution of energy between all wave numbers; therefore, an energy 
less than the white noise level can be viewed as a lack of significant energy. 
Thus, the intensities that are less than the white noise level can be legiti­
mately rejected as being below the intelligence cut-off.
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The intelligence cut-off criteria, along with the conservative property 
associated with the energy density representation, are the ingredients for a 
spectral intelligence bandwidth which prevents blind data ingurgitation. When 
the sum of the gain intensities is
cut-off
k? i k^m '■'white noise ■’
then, by the conservative property [ Eq. A. 35)] afforded by this representa­
tion, we know that the remaining gain intensities will not afford any additional 
significant intelligence. This implies that we have found the upper limit of the 
intelligence bandwidth, and that the spectral calculations can be safely ter­
minated without a possible loss of significant information. The lower limit of 
the intelligence bandwidth is set by where the spectral intensities first exceed 
the intelligence cut-off.
Applying the concepts developed in this appendix to the transformation 
of a correlation curve obtained from atmospheric turbulence data, we obtained 
the energy density spectrum shown in Fig. 45. Use of the traditional Fourier 
spectrum analysis techniques®’ would require an explanation of the entire 
spectrum. Use of the intelligence cut-off criteria isolates the spectrum into 
two regions: from 0.01 to 0.26 Hz and from 1.0 to 2.4 Hz.
The significant point which has been established is that the intelligence 
cut-off criterion affords a systematic noise suppression which enhances the
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spectral intelligence. The intelligence termination point, on the other hand, 
is just a labor-saving scheme, permitting us to reduce the amount of wasted 
time and energy in searching regions in wave number space void of significant 
information. In this example, computational time could be reduced by one- 
third if we stop calculating the spectral coefficients after we-reach the intel­
ligence termination point.
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