One contribution of 15 to a theme issue 'Measurement of ultrafast electronic and structural dynamics with X-rays'. Attosecond science opened the door to observing nuclear and electronic dynamics in real time and has begun to expand beyond its traditional grounds. Among several spectroscopic techniques, X-ray transient absorption spectroscopy has become key in understanding matter on ultrafast time scales. In this review, we illustrate the capabilities of this unique tool through a number of iconic experiments. We outline how coherent broadband X-ray radiation, emitted in high-harmonic generation, can be used to follow dynamics in increasingly complex systems. Experiments performed in both molecules and solids are discussed at length, on time scales ranging from attoseconds to picoseconds, and in perturbative or strong-field excitation regimes.
Introduction
The knowledge of properties of matter comes hand in hand with our ability to measure it beyond our natural senses. During the past century, our understanding has drastically widened owing to the ability to control light 2019 The Author(s) Published by the Royal Society. All rights reserved. applied to follow both electronic and structural dynamics using iconic experiments. Despite the impossibility of writing a comprehensive review, we aim to discuss a wide range of dynamics, from attoseconds to picoseconds, in regimes of perturbative or nonlinear excitation, and in various systems; as such, one part focuses on chemical dynamics, while the second addresses processes in condensed matter.
Attosecond transient spectroscopy in the gas phase
Transient absorption is a well-developed technique in frequency ranges spanning ultraviolet, visible and mid-infrared. A pump pulse first creates a population in the excited state of the system. The population is allowed to evolve freely during a defined duration, at which a probe pulse-often broadband-induces transitions to other excited states. By frequency-resolving the absorption of the probe pulse across its spectrum, signatures of the current state of the system can be identified. Spectral features can be linked for instance to chemical functional groups or evolution of ground-and excited-state populations. In practice, the probe spectrum is measured at each time step, with (I on ) and without (I off ) the pump pulse, and the measured quantity is the change in absorption in optical density, OD = −log 10 (I on /I off ). We note that in addition to transferring population, a strong pump pulse may also modify the molecular potential, for example through bond softening [25] or creation of light-induced vibrational states [26] .
The difficulty of this technique in the visible to ultraviolet frequency range comes when spectral features from different excited states or photoproducts overlap, due to either small shifts or/and broadband transitions. This often prevents a simple assignment of measurements to chemically relevant information. This hindrance can be overcome by using much shorter wavelengths; indeed, the core-levels of different elements have very distant ionization energies. As is known from synchrotron-based studies, these so-called absorption edges lie in the XUV and X-ray regions, and their spectrum is remarkably sensitive to the electronic environment and molecular structure surrounding the element. As such, performing transient absorption with a XUV/X-ray probe yields more information than in the visible, for instance on the oxidation state, coordination or bond nature [27, 28] .
Therefore, XTAS relies on the generation of short pulses of XUV light, synchronized with a visible pump pulse. This is naturally realized in HHG, where femtosecond visible pulses are upconverted into the XUV. At each half-period of the driving field, an attosecond burst of light is emitted, as explained by the simple three-step model [29, 30] . For a relatively long driver, these bursts interfere to create a series of discrete harmonics in the spectral domain and an attosecond pulse train (APT) in the time domain. By contrast, if the driver duration is kept close to the optical cycle duration, isolated attosecond pulses (IAPs) with broadband continuum spectra are emitted. As we will see, both types of radiation are used in XTAS, providing time resolutions in the range of tens of femtoseconds and hundreds of attoseconds, respectively.
In the first part of this review article, the several ways in which XTAS can be used to probe gasphase chemical dynamics are presented. First, we present femtosecond-resolved experiments and showcase the information yielded by using broadband XUV radiation as a probe. Then, we focus on experiments investigating strong-field phenomena probed with IAPs, adding unparalleled temporal resolution. Finally, experiments in which the pulse order is reversed are highlighted: here the attosecond pulse is used first to populate excited states located in the XUV and a subsequent near infrared (NIR) pulse probes their dynamics at a later time.
(a) Extreme ultraviolet probing of femtosecond chemical dynamics
The ground-state dynamics of molecules is now well captured by theory in the case of separable nuclear and electronic motions, that is in the adiabatic picture of the Born-Oppenheimer approximation [31] . Nevertheless, excited states dynamics can lead to fast nuclear motion so that the separation of nuclear and electronic degrees of freedom does not hold and non-adiabatic dynamics occurs. Models have been developed in an effort to described the dynamics in such cases [32] but in order to further understand these important processes, experimentalists need to develop techniques capable of measuring dynamics with increasingly precise time resolution, combined with new features such as element specificity, electronic character sensitive detection, oxidation number sensitivity or electronic spin sensitivity. With these goals in mind, XTAS was developed as a new tool to collect novel information on molecular dynamics by using a broadband XUV probe.
In the first series of experiments presented, HHG is typically driven by 20-40 fs, VIS-IR pulses producing a spectrum of odd discrete harmonics. The covered spectral range extends from ≈14 to 150 eV depending on the generating gas used. In some of these experiments, the spectral coverage is further increased by adding the second harmonic of the driving field, leading to a symmetrybreaking in HHG and to the generation of even harmonics [33] . In the temporal domain, the generated radiation consists of a train of attosecond pulses whose overall duration is similar to the driving field duration. This type of XUV spectrum is capable of covering multiple absorption edges of metal centres or halide substituents. In the associated core-level transitions, the wave function of the initial state is localized on a single atom, therefore allowing for observation of the dynamics from the 'point of view' of this element, contrarily to valence transitions, which often involve states with wave functions delocalized over several atoms. This, combined with femtosecond pulse durations, allows for element-specific probing of ultrafast dynamics.
A notable example is that of the photodissociation dynamics of bromoiodomethane (CH 2 IBr) [34] : when excited by 266 nm pulses, molecules dissociate via two accessible channels: either C-I bond breaking after a n(I) → σ *(I) transition or C-Br bond breaking after a n(Br) → σ *(Br) transition, as indicated in figure 1a. Both dissociation channels are fast and require the use of an accordingly short pulse. Attar et al. [34] studied this process using XTAS, which not only provides the necessary time resolution, but a broad probing bandwidth. Thus, the dissociation can be followed simultaneously from the point of view of the bromine and iodine atoms, whose absorption edges lie at 67 and 51 eV, respectively. Figure 1a shows the transient spectra at both edges averaged for time delays between 0.5 and 1 ps. By observing the growth of the transitions in the atomic fragment, they were able to follow the dissociation along both the C-I and the C-Br bonds simultaneously and to determine the associated time constants of 45 ± 12 and 114 ± 17 fs, respectively.
Even in the presence of a single element, XTAS is able to separate competing pathways. For instance, dissociation products originating from different channels might be in different electronic states. Owing to its sensitivity to the spin-orbit coupling of the probed state, the core-level absorption will vary between dissociation products. In a different study, Attar et al. investigated the photodissociation of methyliodide (CH 3 I) after valence excitation by 266 nm photons [35] . At this excitation energy, an electronic transition from the non-bonding orbital of iodine to an anti-bonding orbital with 3 Q 0 character is known to dominate the dynamics and leads to photodissociation as indicated by the potential energy curve shown in figure 1b. Owing to the large spin-orbit coupling of the iodine atom, intersystem crossing to the 1 Q 1 state can be accessed via a conical intersection located near the Franck-Condon region. The two photodissociation channels lead to a methyl fragment with the iodine atom in either its ground state originating from the 1 Q 1 state, or spin-orbit excited state originating from the 3 Q 0 state. These two fragments have different core-to-valence transition energies so the growth of dissociation products originating from the 1 Q 1 to 3 Q 0 states can be followed simultaneously and the branching ratio can be determined.
In addition to these end products, Attar et al. identified features in the early times of the dissociation dynamics. The transient spectrum at 50 fs is shown in blue in figure 1b and shows two additional features (labelled transient features A and B) which are attributed to propagation of the wave packet in a transition state region (shaded area in the potential energy curves) located between the Franck-Condon region and the dissociation limit. Bhattacherjee et al. [38] also observed similar features in allyl iodide. The observed transition state feature reported by Attar et al. lives for 90 fs, making it one of the shortest transition state reported using XTAS in a molecular system. Drescher et al. [39] conducted a similar study of methyl iodide using XTAS but 
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Cl Fe(II) Figure 1 . Broadband XUV probing of gas-phase chemical dynamics. (a) Element-specific core-level probing of the photodissociation dynamics of CH 2 IBr using XTAS at the iodine and bromide edges. Adapted with permission from [34] . The pump pulse promotes a valence transition. The XTAS spectra averaged between 0.5 and 1 ps are shown at the two atomic edges. (b) Probing the electronic character of iodine fragments following the dissociation of CH 3 I after 266 nm excitation. Adapted with permission from [35] . The potential energy curves along the C-I distance are shown for ground and excited states with the transition state regions in shaded area and the spin-orbit specific transitions indicated. Two transient spectra at the iodine edge at 50 and 1000 fs are shown to illustrate the new features of the transition state. (c) Following the time evolution of the oxidation number of a haem-type complex following 400 nm excitation. Adapted with permission from [36] . The XTAS spectra at the iron M-edge are shown for various time delays along with the simulated spectrum for the LMCT and (d,d) states. (d) Probing intersystem crossing dynamics of acetylacetone after 266 mn excitation using carbon K-edge XTAS. Adapted with permission from [37] . The molecular structure is shown with the carbon labelling colour coding corresponding to the stick bar plot shown in the transient spectrum calculated for the triplet states by TDDFT.
due to a poorer time resolution only observed a time-dependent shift in the XUV transition rather than distinct features. Element-specific information is also advantageous in large molecules such as metal complexes to focus the investigation on only a selected part of the system. Transient absorption experiments using a visible probe on such complexes often display broadband overlapping features of transitions localized on the ligands and the metal centre, complicating the interpretation of the spectrum. XTAS presents the advantage of following the excited state dynamics from the point of view of the metal centre only. Moreover, XTAS at the M-and L-edges of metals offers a sensitive probe to the oxidation number, delivering key information on the evolution of the chemical reactivity of the complex. Using HHG-based transient absorption, Ryland et al. were able to follow the time evolution of iron(III) tetraphenyl porphyrin chloride, a haem precursor, after excitation of a π → π* transition localized on the complex's ligand [36] . This excited state then evolves to a ligand to metal charge transfer state (LMCT) changing the oxidation number of the complex's metal centre as illustrated in figure 1c . By following the time evolution of the absorption spectrum of the iron atom M-edge located between 50 and 65 eV (3p → 3d transition), Ryland et al. were able to follow the dynamics of transfer of the wave packet from the ligand localized state to the metal centre. After formation of this LMCT state, two decay mechanisms have been contemplated in the literature, either a direct decay to a vibrationally hot ground state formed by back electron transfer to the ligand, or evolution to a metal centre excited state, the (d,d) excited states. The previously published visible transient absorption spectrum displays a congested spectrum for which disentangling between the two decay mechanisms is not direct [40] . On the other hand, in XTAS the simulated spectrum of the (d,d) state shows two clear features, namely a groundstate bleach at 57.5 eV and a positive feature extending from 60 to 65 eV as shown in figure 1c . At no time in the XTAS spectrum is a broad positive feature seen, excluding the (d,d) state as taking part in the decay mechanism of the haem precursor. This work exemplifies the sensitivity of XUV transient absorption on the partial charge of atoms in a large molecular system. This approach can be extended to different systems deposited on thin films, where XUV absorption spectra have shown sensitivity not only to oxidation states of metal centres but also to their spin states and ligand field variations, making XTAS a unique tool to study inorganic compound photoreactivity [41] .
We have so far presented experiments where the transition used to probe the system originates from core-levels of halogens or transition metals. Indeed, they consist of the main elements accessible with harmonic spectra up to 150 eV. This unfortunately limits the generality of the technique, and in particular it prevents the study of biologically relevant systems for which most of the important atoms have their core-excitations located above 150 eV. Driven by this prospect, the attosecond community made a remarkable effort in pushing the available photon energy. In turn, recently developed sources have reached the so-called water-window range, which extends from the carbon K-edge at 284 eV to the oxygen K-edge, and even beyond, up to 1.56 keV [42] . Underlying this progress are new drivers for HHG with longer wavelengths.
Despite the low photon flux at those energies, these sources were used to conduct transient absorption experiments; as first shown by Attar et al. [43] and Pertot et al. [44] , respectively, to study the ring-opening reaction of cyclohexadiene and the dissociations of SF 6 and CF 4 following strong-field ionization. In a subsequent study, Bhattacherjee et al. showed the sensitivity of carbon K-edge transient absorption on electronic configuration changes in studying the time evolution of acetylacetone after 266 nm excitation [37] . In their transient absorption traces, the authors observed an isolated positive feature at 281.4 eV growing in on a sub-2 ps time scale, labelled feature 1 in figure 1d . Using time-dependent density functional theory, the authors assigned this feature to the lowest triplet state populated following internal conversion and intersystem crossing. From their calculations, they also show that this transition corresponds to a core-tovalence transition localized mainly on carbon 3 (see the labelling in figure 1d ). Other transient peaks can also be associated with specific carbons as shown by the colour coded stick spectrum.
(b) Isolated attosecond pulses and strong-field dynamics
It is valuable to consider the time resolution of the experiments. Experiments presented so far are performed in the perturbative regime where field-driven effects are negligible and the time resolution is determined by the cross correlation between pump and probe pulses, determined by the pulse time envelopes. When the electric field of light is on the order of the atomic Coulomb potential (approx. 5 × 10 11 V m −1 ), the response of the system can no longer be expressed as a perturbative expansion of the permittivity. In turn, non-perturbative strong-field dynamics takes place and time evolutions on the time scale of the field oscillation can been seen. To capture these fielddriven dynamics, it becomes necessary to reduce the probe duration by producing isolated XUV attosecond pulses rather than the previously mentioned attosecond pulse trains. Several techniques are now available to isolate a single attosecond pulse and are discussed in several review articles [17, 45] .
One of the long-standing goals of attosecond spectroscopy is to observe pure electronic dynamics. Using a few-cycle visible pulse, Goulielmakis et al. [46] were able to create superpositions of electronic states in ionized krypton atoms. The time evolution of the electronic wave packet was followed by transient absorption using an isolated XUV pulse centred around the 4p → 3d core-to-valence transition of the cation. Strong oscillations are seen in the absorption features at a frequency of 6.3 fs owing to the wave packet created between the two spinorbit states of the krypton cation (split by 0.67 eV). Knowing the phase and amplitude of this superposition, the authors were able to reconstruct the time evolution of the electronic wave packet with sub-femtosecond resolution (shown in figure 2a) .
Recently, Kobayashi et al. conducted a similar experiment [47] in xenon where single, double and triple-ionization products were produced. Here, the authors not only observed oscillations in time traces due to the beating of the electronic wave packet of the doubly ionized atom, but they also determined that the formation of doubly ionized products was delayed compared with singly ionized ones by delays ranging from 650 to 850 attoseconds, depending on the final state considered. The kinetics traces of formation of Xe + and Xe 2+ are shown in figure 2b in black and yellow, respectively. These experimental time delays do not match with time delays obtained from an uncorrelated electron-emission model, suggesting that electron correlation might play a role in the di-cation formation.
One of the issues with using strong-field ionization as a pump is the lack of selectivity regarding the distribution of eigenstate populations it creates. Wei et al. used a short train of attosecond pulses as a probe centred around the 4d → 5p core-to valence transition of iodine to study strong-field dynamics in methyl iodide [48] . In this region of the spectrum, molecular cationic and neutral iodine transitions are spectrally separated so dynamics of the two eigenstates can be resolved independently. By observing the energy shift as a function of time in the transition associated with ground-state neutral methyl iodide at 50.7 eV, they were able to identify two excitation mechanisms, namely bond softening and R-selective depletion. Figure 2c shows two schematic potential energy curves illustrating the two mechanisms. In R-selective depletion, the intense pump ionizes the neutral molecule with various efficiencies depending on the C-I internuclear distance (R). This results in an unequally distributed wave packet along the C-I coordinate (in green); the original wave packet is shown in yellow for comparison purposes. Initial motion of this wave packet will be towards shorter C-I distances to retrieve an equilibrium distribution. In bond softening, a vibrational wave packet is created by modification of the Morselike potential curvature [51] by the intense field as shown in figure 2c . This results in a wave packet initially moving towards longer C-I distances. The two so-created wave packets will evolve at similar C-I stretching frequencies, but with different phases as illustrated by the schematics showing the time evolution of R . Owing to the highly repulsive nature of the core-hole excited state probed by the XUV, changes in the internuclear distance of C-I is reflected by a change in XUV absorption frequency. This allows the separate observation of the two processes despite the lack of selectivity at the pump step. Figure 2c shows the time evolution of the maximum of the central transient absorption feature of the neutral molecule. The time evolution was fitted by the authors to two oscillatory components, with phases of (−0.49 ± 0.05) π and (−0.09 ± 0.12) π associated, respectively, with the bond softening and R-selective depletion mechanisms.
Strong-field interaction can be used to manipulate electronic dynamics of excited states located in the XUV and populated by the weak attosecond pulse. In the following experiments, the broadband attosecond pulses are used to initiate dynamics, so the pulse ordering is reversed [50] . By changing the arrival time of the strong laser field, the emergence of a Fano line shape, due to the autoionization process, is observed.
compared to previously described XTAS experiments. Following the linear absorption of the XUV pulses, a macroscopic polarization is created across the sample oscillating at the resonant frequencies. Dephasing times of XUV resonances in the gas phase are typically limited by the excited state lifetime, because processes such as Auger decay or autoionization typically take place before a collision occurs. The resulting free induction decay (FID) emits an electromagnetic field (signal field) that interferes with the incident, non-absorbed field, defining the absorption lineshape. This detection scheme, also common to transient absorption, is referred to as self-heterodyned detection [52, 53] . This phase sensitive detection leads to the observation of symmetric Lorentzian lineshapes. In autoionizing excited states, coupling of the resonance with the ionization continuum induces a phase shift in the FID, shifting the absorption profile from a Lorentzian to an asymmetric Fano lineshape. Fano lineshapes arise whenever phase shifts are induced in the FID, they are therefore not limited to autoionizing states, and they have been observed in the Mid-IR, e.g. by coupling a carbonyl stretch around 6 µm with a plasmonic resonance [54] .
Fano profiles are described through q, the Fano parameter, which measures the ratio of the resonant to the direct scattering amplitude. Different lineshapes obtained for various values of q are shown in figure 2. By applying a strong-field-induced ponderomotive shift on a resonance, Ott et al. [49] were able to manipulate q and therefore change the lineshapes. Figure 2d shows absorption lineshapes of singly and doubly excited sates of He. The field-free lineshape of singly excited states around 24-24.5 eV shows a Lorentzian lineshape, because the resonance is located below the first ionization threshold while doubly excited state lineshapes at 64-65.4 eV show Fano lineshapes due to coupling with the continuum. Lineshape modifications are seen in the second row of figure 2d where the lineshapes are tuned from Fano to Lorentzian at 64 eV and from Lorentzian to Fano at 24 eV.
This experiment shows that the nonlinear dipole function contains a wealth of information on the system's time evolution. The same group used a similar formalism to observe the build-up of the Fano profile in the time domain [50] . By using an intense field to interrupt the FID at different time delays by ionizing the medium, they were able to see the evolution of the absorption profile from a Lorentzian like profile to a Fano profile as illustrated in figure 2e. The time evolution of the lineshape gives direct time-resolved information on the coupling between the resonance and the continuum. The same build up was observed in electron interferometry measurements [55] .
(c) N wave mixing spectroscopy
Observation of the macroscopic polarization created by attosecond pulses allows for analogies with spectroscopies typically reserved to the mid-IR and visible part of the electromagnetic spectrum [56] . In these spectral ranges, these techniques add remarkable capabilities, such as spatial resolution, correlation spectroscopy or surface sensitivity, which can be combined with the advantages of XUV/X-ray radiation, namely, element specificity and attosecond resolution.
One such technique is four wave mixing (4WM) spectroscopy, which has now been successfully performed in the XUV in atomic [57] [58] [59] [60] and molecular systems [61] by combining XUV pulses with few-cycle NIR pulses. In pioneering work, Warrick et al. used 4WM field emission to probe the energy landscape of the excited states of N 2 molecules located at 14 eV [62] . In this part of the spectrum, N 2 shows vibronic progressions in the bright b 1 Σ + u state. One NIR photon energy below this state, the dark a 1 Σ + g is accessible, which has a double well structure along the internuclear distance as shown in figure 3 .
Using the experimental geometry shown in figure 3a where two NIR and one XUV beam are incident on the sample, 4WM field emission is spatially separated from incident radiation and displaced on the CCD camera after being dispersed. Figure 3a shows the camera image obtained when all pulses are coincident in time, with the vertical axis converted into emission angles. Centred around 0 mrad on the angular axis, the transmitted XUV pulse spectrum is shown with discrete N 2 absorption lines imprinted by the bright b 1 Σ + u state. The phase matching condition for the 4WM emission is shown in figure 3a . By manipulating the time delay between the three pulses, Warrick et al. were able to probe the time evolution of wave packets created either in the inner or the outer well of the a 1 Σ + g state. In the first time sequence used, the XUV pulse is synchronized with an NIR pulse, which creates a wave packet in the inner well part of the dark state (in green) via a coincident two photon transition. After a time delay, the second NIR couples the wave packet back to the b 1 Σ [63] . The camera image and time evolution of the one-dimensional measurement are shown along with the state labelling. A pulse shaper is added in one NIR beam of the experiment to collect the two-dimensional spectrum shown. The time traces show the suppression of quantum beats in the two-dimensional spectrum compared to the one-dimensional 4WM time evolution, granting access to the dynamics of a single state of the system. of the bright state, the dark state wave packet is created in the outer well of a as illustrated in the energy diagram. The time evolution of this wave packet was then probed by the second NIR pulse, which leads to emission at the same b 1 Σ + u lines. The time evolution is shown in figure 3a and displays oscillations in a but at lower frequencies than in the previous time trace. The Fourier transform confirms that beats are now observed at 0.10 eV, corresponding to the vibrational frequency of the outer well in the a 1 Σ + g state. In this experiment, the number and the energy of the light-matter interactions is well defined, because they are conducted in an intensity regime where the perturbative expansion of the permittivity is a valid approximation. In that regime, the field free atoms or molecular eigenstates can be investigated, but 4WM spectroscopy as presented in the previous experiment does not always report on the time evolution of one or just a few eigenstates at the same time. This can be explained when considering the origin of the quantum beat oscillations. The quantum beats arise from the interferences of two signal fields emitting at the same XUV frequency, but where the populated states during the time delay are different. The beating frequency is the energy difference between the excited states, which can often be coincident for multiple pairs of levels. 
on the NIR interaction energy while preserving the experiment time resolution [63] . Figure 3b shows the usual, one-dimensional transient absorption experiment: the investigated states, the Argon Rydberg series located between 14.5 and 15.8 eV, lead to off-axis 4WM emissions on the camera image and corresponding quantum beat oscillations are seen in the time trace. To transform this experiment into a multidimensional experiment, a pulse shaper is introduced into one of the NIR arms. The pulse shaper applies a narrowband amplitude and phase modulation in one NIR pulse, which is delayed from the two coincident pulses as shown in figure 3b . The shaped NIR pulse probes the argon atoms when the wave packet is composed of 4p dark states. The two-dimensional spectrum is constructed by recording the 4WM spectrum as a function of the central frequency of the narrowband modulation applied by the shaper, effectively turning off the contribution at this frequency. The obtained spectrum is shown in figure 3b , which correlates NIR resonant frequencies and XUV emission. To illustrate the capacity for retrieving eigenstate dynamics, time traces of the one-and two-dimensional experiments are compared. The two-dimensional experimental feature shows a constant time evolution after time zero corresponding to the time evolution of the state, while the one-dimensional experiment shows the previously mentioned quantum beats arising from the interferences of the fields.
On systems where multiple excited states are accessible by the XUV pulse, and each state shows a fast decaying mechanism, two-dimensional spectroscopy is a unique tool capable of probing the dynamics of each of these eigenstates separately, with few femtosecond time-resolution. We can foresee that this technique will become important in probing condensed phase dynamics where homogeneous and inhomogeneous broadening come into play. Multidimensional spectroscopy based on core-level excitation has the potential for capturing these ensemble-resolved effects from the point-of-view of a single element.
Attosecond transient spectroscopy of condensed matter
The preceding section highlighted many breakthroughs in gas-phase spectroscopy facilitated by HHG-based transient absorption spectroscopy. The capabilities of this technique-broadband probing, element-specificity and atto-to femtosecond temporal resolution-can advantageously be used to put condensed matter under scrutiny. Here we present several experiments using this technique and discuss what fundamental scientific questions they can answer. We will finally provide a perspective on how this field may develop to give novel insight, not only in test systems, but also in materials relevant to a broader condensed matter community.
The behaviour of an electron in the periodic lattice potential has been an essential question of solid-state physics, from the early works of Drude [64] , Sommerfeld & Bethe [65] and Bloch [66] , continuing until today. Experimentally, this is investigated by measuring the response of the system to a stimulation, like electromagnetic radiation or heat. The induced change is explained through a response function such as the dielectric function or heat capacity. Throughout the years, various types of probes identified the numerous effects governing electronic dynamics, such as lattice vibrations, electronic correlations or magnetic effects [67] . Along with this understanding came the possibility of driving these dynamics not only far away from their equilibrium but with stimulations strong enough to redefine the eigenstates of the system. For instance, intense static electric fields can be used to distort the band structure of the material enough to alter its properties; Zener tunnelling [68, 69] , Wannier-Stark localization [70, 71] or the Franz-Keldysh effect [72] are some examples.
Short pulses of X-rays, which allow access to both structural and electronic effects, are a remarkable probe of solid-state properties. When a solid is irradiated by a light pulse, the medium's complex refractive index is transiently modified. Underlying this change is the motion of the medium's constituent electrons as well as that of the lattice. As we have seen in the gas phase, electrons can react on attosecond time scales. As such, XTAS is one of the only tools able to fully track this response. Hereafter, we distinguish two types of XTAS experiments, which aim to answer different questions. First, we present experiments focused on the almost instantaneous nonlinear response of electrons to a strong driving pulse. This work reveals ultrafast, nonequilibrium dynamics and aims to answer a crucial question: how fast can a material's properties be modulated? Second, we describe another body of experiments that study the system's response to a change in its equilibrium population distribution. Here, XTAS answers different questions: in what way and how fast is the deposited energy redistributed? What are the mechanisms at play? In turn, can systems be engineered to control these redistribution processes?
(a) Ultrafast nonlinear processes in materials Nonlinear light-matter processes are ubiquitous in modern optics and have enabled scientists to control matter with light-and vice versa. Among many examples are nonlinear crystals, in which various wavelengths can be generated and manipulated to form Kerr lenses, which are widely used to passively mode-lock femtosecond oscillators. These processes are driven by intense femtosecond pump pulses, typically at visible or near-infrared wavelengths. In the nonlinear interaction, the underlying electronic motion responds at the scale of the optical cycle and can only be probed by an accordingly shorter probe pulse, such as an IAP.
These XUV pulses probe core-to-valence band (VB) or core-to-conduction band (CB) transitions typically with bandwidths on the order of E ∼ 10 eV. The resulting macroscopic polarization dephases within / E ∼ 100 as, setting the time resolution of the pump-probe experiments. Consequently, XTAS presents us with a way to 'zoom in' on the electronic states in real-time.
We have chosen to highlight five results from the literature that all study sub-cycle electronic dynamics, but in materials of very different bandgaps. Together they illustrate how, depending on the excitation regime, various nonlinear phenomena arise. They are presented side to side in figure 4 .
Nonlinear effects are best observed in transparent materials: if the linear absorption coefficient is low in the VIS-IR, the field strength of the pump pulse can be increased without substantial carrier excitation, heating or reaching the breakdown of the material. Accordingly, the first of these experiments by Schultze et al. [73] was performed in silicon dioxide (SiO 2 ), a dielectric material of 9 eV direct bandgap. After being pumped by a visibleNIR (VIS-NIR) pulse of less than 4 fs, the material is probed by a 72 as IAP. Its energy is chosen to match the Si 2p states (equivalently, the L 2,3 -edge, lying at approx. 99 eV), so that transitions from these core-levels to the VB/CB are possible. Experimentally, as a general rule, the thickness of the sample must be kept on the order of the attenuation length (82 nm for SiO 2 at 105 eV) in order to measure its XUV absorption. This mandates the use of thin films, either free-standing or deposited on a thin membrane (typically Si 3 N 4 ). Here, a 125 nm free-standing film is used.
Owing to the wide bandgap of SiO 2 , the VIS-IR pulse (1.5 eV central energy) is unable to promote real carriers from the valence to the conduction band. Consequently, the absorption observed in [73] does not change as long as the pump and probe pulse do not overlap in time. By contrast, the XUV absorption changes drastically during the pump-probe overlap (figure 4a). Its amplitude, as well as the position of the absorption peak, oscillates at twice the driving laser frequency. This suggests that the mechanism at play is directly linked to the driving electric field, and it has been interpreted as a manifestation of Wannier-Stark localization [71] . In this phenomenon, a strong static electric field creates highly localized electronic states at lattice sites. In turn, all the bands of the material shift as the field strength increases. For a strong enough field, the shifted bands of neighbouring lattice sites can cross, leading to a mixing of valence and conduction bands. When projected back to the field-free band structure, this looks like a transient electron (hole) population in the CB (VB), therefore called virtual carriers. As shown by the experiment of Schultze et al., this effect is fully reversible, providing a way towards controlling the material's dielectric function at twice the optical frequency; that is, at the petahertz level. This constitutes a significant progress compared to present-day electronics, which operate at terahertz frequency, at most [65] . We note that a recent work [78] [73] ; (b) inter-band tunnelling from the VB to the CB in Silicon, adapted with permission from [74] ; (c) multiphoton absorption in Gallium Nitride, adapted with permission from [75] ; (d) intra-band current in Gallium Arsenide, adapted with permission from [76] and (e) dynamical Franz-Keldysh effect in Diamond, adapted with permission from [77] .
another interpretation, involving the role of core-excitons-bound electron-hole pairs-between the Si 2p states and the CB. From the previous result, we can anticipate that the ratio between the bandgap energy and the driving photon energy-i.e. the excitation regime-will modify the physics at play. This was strikingly evidenced in [61], in which XTAS was this time applied to pure silicon, a semiconductor with 3. the conduction band by a strong IR field, yielding a transient absorption at the Si L-edge persisting for approximately 100 fs (not shown here). The VIS-IR photon energy (1.1-2.7 eV) is slightly below the bandgap, implying a nonlinear excitation mechanism. To identify it, the authors focused on the ultrafast build-up of the electronic population, shown in figure 4b. A step-wise increase, synchronized with the oscillations of the electric field, is apparent. The Keldysh adiabaticity parameter [79] used in the experiment is γ ∼ 0.5, suggesting that tunnelling dominates the excitation over multiphoton absorption. This is in line with the observed kinetics: at each extremum of the driving field, electrons are allowed to tunnel from the VB to the CB.
For γ > 1, multiphoton excitation is expected to be the dominant mechanism. Mashiko et al. [75] studied this case in gallium nitride (GaN, E g = 3.35 eV, figure 4c ), using a pump pulse intensity I about 100 times smaller than in the previous experiment. Since the Keldysh parameter scales as γ ∼ I −1/2 , the excitation is well into the multiphoton regime. At variance with previous studies where the IAP probed core-to-valence transitions, here it probed transitions from the VB/CB to the continuum. As shown in figure 4c , the absorption oscillates at three times the driving frequency, providing clear evidence of three-photon absorption. Interestingly, it corresponds to a frequency of 1.16 PHz, providing the first direct observation of optical driving above 1 petahertz.
Recently, the situation was studied in the case of a slightly lower bandgap material, gallium arsenide (GaAs) [76] . Here, resonant one photon excitation from the VB to the CB is possible, which could suggest a simple monotonic increase of the absorption. On the contrary, Schlaepfer and co-workers measured 2ω-oscillations across both the VB and CB (figure 4d) by probing the system from the As 3d core-level. Accompanying simulations separated the dynamics into interand intra-band contributions and showed that the intra-band part-the laser-driven motion of electrons inside one band-explains the observation. Not only is this mechanism responsible for the absorption oscillations, but it surprisingly also increases the number of carriers injected into the CB by nearly a factor of three. This brings a new perspective to the omnipresent phenomenon of resonant excitation in semi-conductors.
Lastly, we might wonder what happens in the intermediate situation, where excitation of real carriers is possible but the field is also strong enough to distort the band structure. Lucchini et al. [77] answered this question by studying diamond, which has direct and indirect bandgaps of 7.3 and 5.4 eV, respectively. Here, the infrared pulse is strong enough to promote real carriers to the CB by multiphoton transitions, making it difficult to disentangle this effect from bandstructure modifications. The authors ingeniously circumvent this issue by using the IAP to probe transitions from the lower VB to the higher CB, where carriers are absent. There, they measured strong 2ω-oscillations, indicative of a dynamical Franz-Keldysh effect [72] , in which the electronic wave functions are periodically modified by the laser pulse, leading to oscillations of the XUV absorption.
These results all show the capabilities of XTAS of capturing the response of electrons during their interaction with a strong pulse with sub-cycle time resolution. This technique now constitutes a reliable and intuitive way to disentangle the mechanisms underlying light absorption in a solid. The mechanisms described here, as well as additional solid-state strong-field phenomena, are described in greater length in a recent review by Kruchinin et al. [80] . Moreover, as our ability to probe dynamics progresses, so does the possibility of controlling them. Ultrafast control in femtosecond chemistry [81, 82] emerged as a result of the growing understanding of electronic dynamics through pump-probe spectroscopy. Likewise, understanding how and on what time scale electrons in the solid-state respond to the slope of an intense electric field is a necessary step towards designing quantum control protocols in solids at petahertz frequencies. In addition, the creation of arbitrary light forms at the sub-cycle scale has developed tremendously in the past years, for example, through optical synthesis [83] or pulse shaping techniques [84, 85] . We believe that these advances, combined with the measurement capabilities of XTAS showcased here, will soon translate into exciting research in ultrafast quantum control of solids, as recently evidenced in gases [86] . 
(b) Beyond the pulse overlap: carriers and structural dynamics
In parallel to research on nonlinear effects another branch of table-top XUV spectroscopy blossomed: the measurement of intrinsic properties of materials. Here, driving fields are kept weak, and the interest shifts towards slightly longer time scales. Consider, for example, the case of a photovoltaic cell: upon absorbing sunlight, electrons are excited across the bandgap of a semi-conductor before being extracted as current in an external circuit. The relevant question is no longer that of the excitation mechanism-a simple one photon absorption-but rather how do electrons lose energy before being extracted, what reduces their lifetime or slows down their mobility. Answering these questions allows in turn to design more efficient light harvesting systems, and the same could be said for instance about materials used in photosynthesis or water splitting.
These questions have been widely studied with visible and infrared spectroscopy techniques. The attosecond time resolution of XTAS is less critical here; indeed, because the excitation mechanism is a one photon absorption, carriers follow the intensity profile of the light pulse instead of its electric field, setting the experiment's time resolution to the driver pulse duration, typically in the 5-100 fs range. Instead, researchers have made use of (1) the XUV wavelength of high-harmonic sources, providing sensitivity to the local chemical environment of atoms and (2) the broadband nature of these sources, allowing to track dynamics across most of the band structure of materials at the same time.
(i) Carrier dynamics in semiconductors
We begin by discussing the results of Zürch et al. [87] , which exemplify these concepts. Here, XTAS is performed in nanocrystalline germanium thin films, a semiconductor whose alloys show great promise for building efficient solar cells [88] and photonic devices [89] . Carriers are excited across the bandgap, and the change in absorption is followed by an IAP covering the Ge M edge (spin-orbit split into 3d 3/2 and 3d 5/2 ). The attosecond pulse is broad enough to probe transitions to both the VB and CB, making it possible to track the dynamics of holes and electrons simultaneously (figure 5a). Using an iterative procedure, the authors decompose the observed transient absorption into contributions from both spin-orbit core states, as well as isolate carrier-induced and heat-induced band shifts (figure 5b) from carrier kinetics (figure 5c). A minor contribution from core-level broadening is not shown here. By doing so, they image in real time how photoexcited carriers scatter to different valleys of the band structure providing a direct measurement of the energy redistribution in the solid. Indeed, it is seen in figure 5d that after a few hundreds of femtoseconds, electrons have accumulated at specific energies, corresponding here to the X 1 , 1 and Γ 2 CB valleys. This shows that even though XTAS is not a momentum-resolved measurement (contrary to e.g. angularly resolved photoemission spectroscopy), information about high-symmetry points in the Brillouin zone can still be recovered due to their higher density of states. Additionally, the authors study the band-shift component as a function of time and pump pulse intensity-which controls the number of excited carriers-and show that the dynamics are ruled by carrier injections as well as lattice dynamics, which will be described in more detail in the following section.
This example showcases the potential of XTAS of capturing 'all-at-once' fs-to-ps dynamics. Recent work [90] coupled this approach with theoretical predictions in silicon, allowing to uncover the role of carriers, phonons and their scattering, from tens of femtoseconds to 200 picoseconds. Moreover, due to the core-level probing, this technique provides local information about the chemical environment of a specific element. This means that in heterogeneous systems, different elements present in the lattice can be probed independently. This was recently applied in germanium-silicon alloys [91] , revealing the presence of additional trap states that inhibit electron-hole recombination. We anticipate that this technique will be used in ternary and quaternary systems, in which probing from the various core-levels of the constituent elements will provide new insights in their respective kinetics. This will especially be crucial in elucidating the dynamics of heterojunction-based devices. (ii) Structural dynamics and their interplay with photoexcited carriers During the relaxation of photoexcited electrons, their energy is redistributed to the crystal lattice. This means that structural dynamics is a key ingredient in understanding and controlling ultrafast electronic dynamics. In solid-state language, structural motion is described as phonons, quasiparticles that are the quantum mechanical description of the elementary vibrations of the lattice. Their role in light-matter interaction is understood as follows: upon absorption of light, energy is first acquired by electrons within the ultrashort pulse duration. Electrons re-establish a Fermi distribution within a few femtoseconds, while the change in the lattice temperature is negligible at this stage. In a second step, electrons interact with phonons through electron-phonon scattering, whereby electrons exchange energy and momentum in order to relax to the conduction band valleys. This energy transfer is rather slow (typically 100 femtoseconds to several picoseconds) due to the much greater mass of phonons compared to electrons, and it is responsible for the long time dynamics in semiconductors previously mentioned in [74, 87] .
Another possibility is the direct excitation of phonon modes by the pump pulse, one of the prominent mechanisms in the case of non-resonant excitation being impulsive Raman scattering [92] . In the case of an impulsive excitation with a pulse shorter than the period of a phonon, a phonon wave packet is created from the coherent superposition of several phonon states. This leads to coherent vibrations of the lattice, thereby creating modulations in the local electronic environment that XUV absorption is able to probe. Papalazarou et al. [93] [93] . The same is true for LiBH 4 (bottom, step 2, with atoms shown in the y = 1/4 plane of the lattice) but an additional effect appears (step 2 ): the laser pulse induces a charge transfer from BH 4 − to Li + ions. The resulting polarization also displaces the ions from their equilibrium position. Both displacements are in similar directions, yielding strong oscillations of the XUV absorption (bottom). Adapted with permission from [94] . (b) Polaron formation: Upon excitation in the visible range, a charge transfer is initiated in Fe 2 O 3 (step 2). It then favours the formation of a polaron, with the additional electronic density localized on the Fe atom (step 3). The spectrally resolved transient absorption allows to follow the three steps of this process in real time. Adapted with permission from [95] . (c) Phase transition: When struck by a laser pulse, VO 2 transitions from an insulator to a metal (step 1-2). The transient absorption spectrum gives access to the time scale of this ultrafast process, here measured to be 26 ± 6 fs. At the bottom right are shown lineouts of the absorption for the insulating (1) and metal phase (2) . Adapted with permission from [96] .
the case of crystalline lithium borohydride (LiBH 4 ), shown in figure 6b. Here, both the pump pulse and the pulse driving the harmonic generation are 50 fs long, the resulting limited XUV spectral coverage being improved by a two-colour driving field, as previously explained. The XUV differential absorbance, shown in figure 6b for a selected energy, shows clear oscillations at a frequency of 10 THz, corresponding to the frequency of the A 1 g phonon. Interestingly, here the pump pulse has another effect than driving phonon modes: it directly drives electronic charge transfer from the BH 4 − anion to the Li + cation [97] as illustrated by the step 2 in figure 6b.
This creates a transient dipole across the bond and a force that displaces the nuclei from their equilibrium positions. The authors show that this force overlaps strongly with the A 1 g phonon mode, enhancing its excitation through an interplay of electronic and structural dynamics. This interplay between electronic and nuclear dynamics manifests itself in condensed matter in numerous ways. Consider now the structure of haematite (α-Fe 2 O 3 ), depicted in figure 6c, in which a similar mechanism takes place: upon photoexcitation, electron density is shifted from the O to the Fe atom [98] . This charge transfer is of central importance in several applications: due to its bandgap of 2 eV and its abundance on Earth, Fe 2 O 3 is a strong candidate for solar water splitting and artificial photosynthesis [99] . However, it has been observed that photoexcited carriers recombine in picoseconds and show poor mobility, precluding its use in efficient devices. Carneiro et al. [95] tackled this bottleneck using XTAS and showed that at the root of this short lifetime is an electron-phonon coupling. Indeed, once the charge transfer has taken place, a dipole is created between the neighbouring ions, inducing a shift of their position. In this specific case, this effect is strong enough to form a polaron-a quasi-particle constituted by an electron and a microscopic polarization, depicted as step 3 in figure 6c . Owing to the charge-induced nuclear motion, the electronic wave function is strongly localized on the Fe centre, drastically limiting the carrier mobility: electrons can then only travel via phonon-mediated hops between iron centres. In the experiment of Carneiro et al., the charge transfer step and the polaron formation are subsequently observed, and the process is studied as a function of photoexcitation wavelength. This provides unique insight into the photoconversion processes of this material and explains the underwhelming efficiency of current devices. Subsequent studies explored this phenomenon even further and showcased the role of structure and bonding [89] as well as surface trapping [90] in polaron formation.
Finally, electronic and structural effects can lead to even more drastic changes: in the so-called strongly correlated materials, small perturbations are able to tip the system from one phase to another. A canonical example is VO 2 , which undergoes an insulator-to-metal transition at 340 K, in which its crystal structure quickly changes from monoclinic to rutile (figure 6d). The underlying mechanism has long been debated: is it due to a structural instability (a Peierls transition, similar to a dimerization [100] ), or an effect purely driven by electron correlations (a Mott-Hubard transition [101, 102] ), or a combination of both? XTAS presents us with a way to answer this question: if the phase transition is initiated by a laser pulse, the subsequent electronic and structural dynamics can be observed from the first few femtoseconds to many picoseconds using an attosecond probe pulse. Jager et al. [96] used this approach to measure a 26 ± 6 fs transition time between insulating and metallic phases, which, contrary to recent photoemission [102] and optical reflectivity [103] measurements, is not limited by the 6 fs instrument response duration. This time scale excludes purely phonon-driven mechanisms on the basis that the material's phonon mode periods are longer than the observed dynamics; for instance, the V-V dimer stretch, hypothesized to play a role in the transition, has a period of 98 fs. On the other hand, it is not purely due to electronic correlation effects either, whose time scale is given by the plasma frequency, which would be about 4 fs in this study. The answer might involve cooperative electronic and structural effects, which will require accurate modelling of the mapping between electronic screening and structural distortions onto the XUV spectrum.
(iii) Attosecond transient reflectivity spectroscopy
The studies presented here offer physical insight into relevant problems in condensed matter. However, XTAS is still a developing field and is currently performed in a limited set of specialized laboratories around the world. Here we provide our perspective on the current state of the field and in which the direction of current efforts are going, in order to make the technique generally applicable to most topics of condensed matter.
One of the most active fields in solid-state physics is the study of quantum matter. Although its definition is slightly fuzzy-after all, all matter is quantum at some level-it generally comprises states of matter where macroscopic properties emerge from intrinsically quantum mechanical effects. These materials show highly unusual features such as non-trivial topological properties (e.g. topological insulators, Weyl semimetals) or superconductivity. Beyond its fundamental interest, quantum matter is actively researched to be integrated into devices: transistors, light harvesting, quantum computing, catalysis, which could be improved by using these materials.
Creating and manipulating such materials can however be a challenge in itself; which brings us to perhaps a significant limitation of XTAS for solid-state spectroscopy: the limited number of systems that can be studied in well-ordered thin films. Indeed, not all materials can be synthetized in films thin enough to transmit XUV light, of the order of 10 s to 100 s of nm, and their properties sometimes only emerge in the case of clean, single-crystalline samples. In addition, thin films conduct heat poorly, oftentimes to the extent that their temperature does not have time to relax between each laser pulse. This leads to unwanted persistent contributions in their absorption such as heat-induced band shifts [87] . Finally, XTAS is blind to the surface properties of matter, preventing the study of the chemistry of interfaces.
A way to overcome these limitations is to instead perform transient reflectivity measurements. Aside from an aforementioned early work [93] , this technique has very seldom been implemented. It is indeed more technically challenging, due to the reduction of an already scarce XUV flux at the reflection interface and more difficult experimental implementation. Additionally, the reflectivity of a sample is governed by the Fresnel equations, combining imaginary and real parts of the dielectric function, and it depends on the angle of incidence. Disentangling these contributions requires measurements of the reflectivity as a function of polarization or angle, or approximations relying on Kramers-Kronig relations [104] . The past year, however, has seen the emergence of a few experiments using this technique. Cirri et al. [105] combined both XUV transient absorption and reflectivity to investigate single crystals of several transition metal oxides and demonstrated that only 3 nm were probed in reflection geometry-a surface sensitivity similar to photoemission spectroscopy. Kaplan et al. [106] demonstrated that the relaxation of both holes and electrons in crystalline germanium could be tracked by XUV transient reflectivity. Finally, the electronic dynamics of Fe 2 O 3 were revisited in reflectivity [107, 108] , evidencing the competition between surface electron trapping and polaron formation.
Perspectives for attosecond spectroscopy
First, we point out that most of the studies presented in this review (and all of the solid-state experiments) were performed using XUV fields generated by VIS-NIR drivers. The reason is technological; titanium sapphire lasers at 800 nm have been the sources of choice for attosecond science. As was shown by the first gas-phase experiments at the carbon K-edge, higher photon energies can extend XTAS to deeper core-levels of elements. These core-levels are simpler to simulate and understand due to their reduced interaction with valence levels. Moreover, some core-levels dominate the properties of elements; for instance, magnetic properties of transition metals are governed by 3d electronic states and are thus better measured at the L-edge (2p to 3d transitions, at about 700 eV in the case of iron). Finally, accessing the carbon, oxygen and nitrogen K-edges allows the study of biological systems (e.g. nucleotides [109] or amino acids [110, 111] ), as well as promising materials such as graphene [112] . The main difficulty so far is the low photon flux, which experimentalists have tried to increase by using semi-infinite gas cells [113] or driving the HHG process with a few-cycle NIR pulse [114] . These improvements recently demonstrated the production of IAPs based either on phase matching arguments [115] or amplitude gating [116, 117] , and complete characterization of these pulses has been performed [118, 119] .
Two recent studies [113, 120] made a decisive advance in extending XTAS further in the X-ray, by performing static absorption measurements of solids in the soft X-ray region across bandwidths of more than 100 eV. This allowed them to measure the so-called absorption finestructure appearing above absorption edges, which shows oscillations resulting from electronic interferences between neighbouring atoms. Fitting the fine-structure with reconstruction algorithms allows one to recover interatomic distances, which if done in a pump-probe experiment could yield real-time, Ångström-resolved measurements of the lattice structure, with remarkable time resolution. This prospect holds great promise notably to study coupled electronic and structural dynamics underlying phase transitions. Another significant step was achieved by Buades et al. [121] , who performed attosecond-resolved XTAS measurements in semi-metallic TiS 2 at the Ti L-edge, lying at 460 eV. This constitutes the first solid-state XTAS experiment in the soft X-ray. In addition to extending probe wavelengths, novel insight can be gained by improving control of the excitation pulse. Indeed, to study near-equilibrium dynamics before any relaxation occurs it is desirable to design experiments with time resolution faster than the nuclear motion time scale. Molecular hydrogen possesses the fastest ground-state vibrational period of 7 fs, so pulses capable of driving dynamics on this time scale are necessary. Additionally, in numerous molecular systems, HOMO to LUMO transitions are accessible in the mid-ultraviolet range from 200 to 300 nm. Likewise, such wavelengths would allow resonant excitation of solids with larger bandgap. In total, 266 nm is often used as it is the third harmonic of femtosecond Ti : sapphire lasers and the fourth harmonic of nanosecond Nd : Yag lasers, but even at this wavelength the generation of intense few-cycle pulses is challenging. A number of techniques are currently being developed, which we anticipate will be soon implemented in XTAS set-ups. In table 1, we survey a non-exhaustive list of such techniques.
One notable absentee from this review is the question of chirality. So far, the technical bottleneck in accessing either molecular chirality or the magnetism of materials has been the reliable generation of circularly polarized XUV and X-ray light. This has been a long-standing challenge for the attosecond community, which was overcome only recently. New generation techniques, based on multilayer XUV mirrors [127, 128] , molecular shape resonances [129] and bi-colour driving fields [130] [131] [132] [133] , were used to generate discrete spectra of elliptically polarized harmonics. Recently, the generation of a circularly polarized IAP was also observed [134] . There is little doubt that these techniques will soon be implemented in XTAS apparatus, as it would allow to simultaneously perform circular dichroism measurements, i.e. the difference in absorption between right and left circularly polarized XUV light. In XTAS, it will be combined with attosecond or few-femtosecond temporal resolution, providing unique insight into ultrafast spin and orbital dynamics. This will shed new light on light-induced demagnetization [135] , whose mechanisms are still debated [136] , coherent magnetization [137] or magnetization reversal [138] , especially for heterogeneous systems. In the case of molecules, it will provide eniantospecific attosecond photodynamics, which are just beginning to be explored [139] .
