Linear Programming problem (LPP)s with upper bounded variables can be solved using the Bounded Simplex method (BSM), without the explicit consideration of the upper bounded constraints. The upper bounded constraints are considered implicitly in this method which reduced the size of the basis matrix significantly. In this paper, we have developed MATHEMATICA codes for solving such problems. A complete algorithm of the program with the help of a numerical example has been provided. Finally a comparison with the built-in code has been made for showing the efficiency of the developed code.
I. Introduction
Linear Programming problem (LPP) with bounded variables has the form , = { : ( , ) = ;
One can solve such problems by regular simplex method by considering the lower and upper bound constraints explicitly which is not computationally efficient as the number of constraints as well as the number of variables become very large. In this paper, we will discuss the algorithm for solving LPP with Bounded Variables and develop a MATHEMATICA program for solving such problems, which is capable of dealing with any number of variables. Finally a numerical example obtained by using the program is provided and a comparison has been made with the built-in MATHEMATICA code.
II. Bounded Simplex Method 10
In LP models variables may have explicit positive upper and lower bounds. An LPP may have in addition to the regular constraints, lower or upper bounds on some or all variables i.e. constraints of the type
≤ ≤
For the lower bounds i.e. ≥ in (1), the following substitution
can be used throughout and solve the problem in terms of  (whose lower bound now equals zero). The original is determined by back substitution which is legitimate because its guarantees that −  = will remain nonnegative for all  ≥ 0.
However, for the upper bounding constraint, ≤ , the idea of direct substitution i.e.
is not correct because back substitution +  = , does not ensure that will remain nonnegative.
For simplicity we define the upper bounded LP model as
The bounded algorithm uses only the constraints ( , ) = , ≥ 0 explicitly, while accounting for ≤ implicitly through modification of the simplex feasibility condition.
Let
= be a current basic feasible solution of ( , ) = , ≥ 0 and suppose that according to the (regular) optimality condition, is the entering vector. Then, given that all the non-basic variables are zero, the constraint equation of the i th basic variable can be written as
When the entering variable increases above zero level, ( ) will increase or decrease depending on whether is negative or positive, respectively. Thus, in determining the value of the entering variable three conditions must be satisfied:
Condition1: The basic variable ( ) remains nonnegative-that is, ( ) ≥ 0.
This is not violated if
The basic variable ( ) does not exceed its upper bound i.e., ( ) ≤ ( ) , where comprise the ordered elements of corresponding to .
Condition3: The entering variable cannot assume a value larger than its upper bound-that is ≤ , where is the jth element of .
Combining the three restrictions together, enters the solution at the level that satisfies all three conditions and the level is defined as
The change of basis for the next iteration depends on whether enters the solution at level  1 ,  2 or . Assuming that ( ) is the leaving variable, then we have the following rules:
Rule1: = . The basic vector remains unchanged because = stops short of forcing any of the current basic variables to reach its lower (=0) or upper bound. This means that will remain nonbasic but at upper bound. Following the argument just presented, the new iteration is generated by using the substitution = -.
Rule2: =  ; ( ) leaves the basic solution (becomes non-basic) at level zero. The new iteration is generated in the normal simplex manner by using and ( ) as the entering and the leaving variables, respectively. Rule3: =  ; ( ) , becomes non-basic at its upper bound. The new iterations is generated as in the case of, =  , with one modification that accounts for the fact that ( ) will be nonbasic at upper bound. Because the values of  and  are developed under the assumption that all nonbasic variables are at zero level. This is achieved by using the substitution ( ) = ( ) -( ) , where ( ) ≥ 0. It is immaterial whether the substitution is made before or after the new basis is computed.
A tie among  ,  , and may be taken arbitrarily. However, it is preferable to implement the rule for = because it entails less computation.
The substitution = − will change the original , and b to = − , = and -to-′ = − . This means that if the revised simplex method is used, all the computation (e.g, , , and − ) should be based on the updated values of , , and at each iteration.
III. MATHEMATICA codes
For convenience we have presented the developed MATHEMATICA codes for solving LPP with bounded variables while solving a numerical example. 
The following codes are used to take the necessary inputs.
The inputs are made into the following input box:
Enter the desire function Z: 
4
The following codes are used for identifying the entering non-basic variable.
Here, l4 = = − = relative profit vector, MP = { : > 0}, is the value of in (5), is the value of in (4) and represents the value of in (6).
By Rule1 in section 2, we obtained Table 2 as,   Table. 2.
The developed codes for Rule1 are, In this section we present the algorithm of our developed code.
Step 1. Calculate the net evaluation − . For a maximization problem if − ≤ 0 for the non-basic variables at their upper bound, optimum basic feasible solution is attained. It not, go to step-2, revenue is true for a minimization problem.
Step 2. Select the most positive − .
Step 3. Let be a non basic variable at zero level which is selected to enter the solution. Compute the quantities defined in (4) & (5) Step 4. = ( ,  , ). The flowchart of the developed code is presented in this section.
Sub

V. Conclusion
Now-a-days computer programming plays an important role for solving various problems in Operations Research and is a much needed tool for solving large scale problems. In this paper we have discussed the algorithm for solving LPP with Bounded Variables, have developed a MATHEMATICA program for solving such problems. It is evident from table 6 that the developed program can reduce significantly the time taken to provide optimum solution. Despite the restrictions, this program may be used more efficiently for solving LPP with bounded variables.
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