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FREE SKEW MONOIDAL CATEGORIES
JOHN BOURKE, STEPHEN LACK
Abstract. In the paper Triangulations, orientals, and skew monoidal
categories, the free monoidal category Fsk on a single generating ob-
ject was described. We sharpen this by giving a completely explicit
description of Fsk, and so of the free skew monoidal category on any
category. As an application we describe adjunctions between the operad
for skew monoidal categories and various simpler operads. For a partic-
ular such operad L, we identify skew monoidal categories with certain
colax L-algebras.
1. Introduction
A skew monoidal category is a category C equipped with a functor C2 → C,
whose effect on objects we write as (a, b) 7→ ab, an object i ∈ C, and natural
transformations
(ab)c
α // a(bc)
ia
λ // a
a
ρ // ai
satisfying five coherence conditions. When the maps α, ρ, and λ are invert-
ible, we recover the usual notion of monoidal category.
While this might seem like a mindless generalisation, it turns out that
there are important examples of skew monoidal categories which are not
monoidal. The first such class of examples arises from quantum algebra,
and is due to Szlacha´nyi [8]: he realised that bialgebroids can be described
using skew monoidal categories. Specifically, a bialgebroid with base ring
R is the same thing as a skew monoidal closed structure on the category
RMod of R-modules.
A second class of examples arises from the intersection of homotopical
algebra and 2-category theory: a host of naturally occurring skew monoidal
closed structures on Quillen model categories that arise in 2-dimensional
universal algebra were described in [1]. These examples are monoidal in a
homotopical sense, in that they yield genuine monoidal closed structures on
the associated homotopy categories.
Unlike the situations for monoidal categories, it is not the case for skew
monoidal categories that all diagrams built up out of the structure maps
commute: for example, the composite
ii
λ // i
ρ // ii
is not the identity, and so the “coherence problem” for skew monoidal cat-
egories is not a trivial one. One way to formulate this coherence problem
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is to ask what is the free skew monoidal category on a given category. An
answer to this question was given in [7].
As was observed in [7], the structure of a skew monoidal category is
clubbable, in the sense of [5]; equivalently, it can be given in terms of a plain
operad in Cat, where by “plain”, we mean that there are no actions of the
symmetric groups. It then follows that in order to describe the free skew
monoidal category on a general category C it suffices to do it on the terminal
category, and in fact this is what is done in [7].
The free skew monoidal category on an object, called Fsk in [7], is de-
termined by the following universal property. There is a designated object
X ∈ Fsk (“the generator”) and for any skew monoidal category C, evalua-
tion atX determines a bijection between the set of (strict) monoidal functors
from Fsk to C and objects of C.
An example of a skew monoidal category is the category Ord⊥ of finite
non-empty ordinals, with morphisms the functions which preserve both order
and bottom element. The product is given by ordinal sum, and the unit
object is the ordinal 1 = {0}. This is strictly associative, but the maps λ
and ρ are non-invertible. By its universal property, the free skew monoidal
category Fsk on one object has a unique structure-preserving functor to
Ord⊥ which sends the generator to 1. A key result of [7] was that this
functor is faithful, so that the morphisms of Fsk can be represented as
certain functions between finite sets.
While the objects of Fsk were described in an entirely explicit way, the
morphisms were described far less explicitly. The main goal of this paper is
to remedy this, by giving a completely explicit condition characterising the
morphisms.
As an application, we construct various adjunction between the operad S
for skew monoidal categories and various simpler operads T . In each case we
have an operad map F : S → T and we show that F has a left or right adjoint
in each component. By the usual “doctrinal adjunction” results [4] this
enables us to view skew monoidal categories as colax/lax T -algebras. When
T is the terminal operad, the unique map F : S → T has both adjoints, and
so any skew monoidal category yields both a colax monoidal category and
a lax monoidal category. These processes lose structure, but choosing for
T an only slighter more complex operad L, we find that colax L-algebras
encode the skew monoidal structure entirely. These results are used in our
companion paper [2] which introduces and studies skew multicategories, the
multicategorical analogue of skew monoidal categories.
Acknowledgements. Both authors acknowledge with gratitude the sup-
port of an Australian Research Council Discovery Grant DP130101969; Lack
further acknowledges the support of a Future Fellowship FT110100385.
2. Background on clubs and operads
In this section we group together various facts about plain Cat-operads
and clubs over N. There is nothing particularly original here, but we could
not find any convenient reference containing everything we need.
Let N denote the discrete category with objects the natural numbers. The
functor 2-category [N,Cat] has a monoidal structure with tensor product ◦
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given by (A ◦ B)n =
∑
n=n1+...+nk
Ak × Bn1 × . . . × Bnk and with unit J
given by J1 = 1 and Jn = 0 if n 6= 1.
A monoid in [N,Cat] is called a plain Cat-operad [6]; here the epithet
“plain” serves to distinguish these operads from the variant involving actions
of the symmetric groups. Since plain Cat-operads are the only operads
which appear in this paper, we may sometimes simply call them operads.
We generally write µ : T ◦T → T for the multiplication and η : J → T for
the unit of an operad T . Explicitly, the components of the multiplication
are “substitution” maps
Tk × Tn1 × . . .× Tnk
// Tn1+...+nk
(g, f1, . . . , fn)
✤ // g(f1, . . . , fn)
while the unit amounts to an object of T1.
In the special case where all the fs are identities except (possibly) for fi,
we sometimes write g ◦i f for g(f1, . . . , fn). It is possible to reformulate the
definition of operad using only the operations ◦i; for instance g(f1, . . . , fn)
can be constructed as
g(f1, . . . , fn) = (. . . ((g ◦1 f1) ◦2 f2) . . . ◦n fn).
The 2-category [N,Cat] is equivalent to the 2-category Cat/N of cate-
gories over N, with the equivalence sending a functor T : N → Cat to the
coproduct
∑
n∈N Tn → N. The monoidal structure on [N,Cat] can be trans-
ported across the equivalence to obtain a monoidal structure on Cat/N
(although it was first defined independently of that on [N,Cat]). A monoid
in Cat/N is called a club over N [5]; once again, in this paper no other clubs
are considered so we may simply call it a club.
There is a functor E : N → Cat sending the natural number n to the
discrete category with n objects. Left Kan extension along E determines
a functor [N,Cat] → [Cat,Cat] which is strong monoidal and so sends
monoids to monoids; that is, it sends plain Cat-operads to 2-monads on
Cat.
An algebra for an operad is an algebra for the corresponding 2-monad, but
these can also be described directly: a T -operad is a category A equipped
with functors Tn × A
n → A for each n, satisfying associativity and unit
conditions.
There is also another approach. For a category A there is an operad
End(A) with End(A)n = Cat(A
n, A) and the substitution maps for End(A)
are given by actual substitution
Cat(Ak, A) ×Cat(An1 , A) × . . .×Cat(Ank , A)→ Cat(An1+...+nk , A).
For an operad T , an algebra structure on A is the same as an operad map
a : T → End(A).
Because of the 2-category structure of [N,Cat] it would be possible to
consider various weakening of the notion of operad. We do not do this, but
we do consider weak morphism of operads. Specifically, we consider colax
morphisms of operads; formally, these are analogous to opmonoidal functors
between monoidal categories.
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For operads T and Q, then, a colax morphism of operads from T to Q is
a morphism F : T → Q in [N,Cat] equipped with 2-cells
T ◦ T
F◦F //
µ

Q ◦ Q
µ

J
η

η

T
F
// Q T
F
// Q
F˜0
KS
✣✣✣✣
✣✣✣✣
F˜
KS
satisfying one coassociativity and two counit condition, analogous to those
for opmonoidal functors. Such a colax morphism is said to be normal if F˜0 is
an identity, and it is this normal case in which we are primarily interested.
Of course if F˜ is also an identity we recover the usual (strict) notion of
morphism of operads.
The components of F˜ have the form
F (g(f1, . . . , fn))
F˜ // F (g)(F (f1), . . . , F (fn))
which need to be natural in g and the fi, as well as satisfying the coassocia-
tivity and counit conditions. By coassociativity, these components can all
be recovered from the special cases where all but one of the fi is an identity,
which then look like
F (g ◦i f)
F˜ // F (g) ◦i F (f).
If F : T → Q and G : Q → P are normal colax morphisms of operads,
then we may paste F˜ and G˜ to give G ◦ F the structure of normal colax
morphism from T to P.
Definition 2.1. A normal colax algebra for an operad T is a category A
equipped with a normal colax morphism T → End(A).
More explicitly, these involve functors m : Tn × A
n → A for each n, and
so in particular functors mx : A
n → A for each n and each object x ∈ Tn.
Then the colax structure involves natural transformations
Ak+n−1
Ai−1×my×Ak−i

mx◦iy

Ak
mx
// A
Γy,i,x

✤✤
✤✤
✤✤
✤✤
or in other words Γx,i,y : mx◦iy → mx ◦i my.
Whether or not our algebras are strict or colax, we need to consider
various flavours of weak morphism between them.
We defined End(A) so that End(A)n = Cat(A
n, A). More generally, if
A and B are categories, we may define 〈A,B〉 ∈ [N,Cat] by 〈A,B〉n =
Cat(An, B); thus 〈A,A〉 is the underlying object in [N,Cat] of the operad
End(A). This construction is functorial in both arguments, covariant in B
and contravariant in A.
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If now f : A→ B is a functor, we may form the comma object
{f, f}ℓ
c //
d

〈B,B〉
〈f,B〉

〈A,A〉
〈A,f〉
// 〈A,B〉

in [N,Cat] and {f, f}ℓ inherits a unique operad structure for which d and
c are morphisms of operads. An object of ({f, f}ℓ)n consists of functors
x : An → A and y : Bn → B, along with a natural transformation y.fn →
f.x.
Definition 2.2. If A and B are normal colax T -algebras, with F : T →
End(A) and G : T → End(B) the corresponding normal colax morphisms of
operads, a lax morphism from A to B is a functor f : A→ B equipped with
a normal colax morphism H : T → {f, f}ℓ for which dH = F and cH = G.
To give such an H is to give natural transformations
Tn ×A
n 1×f
n
//

Tn ×B
n

A
f
// B
f

satisfying associativity and unit conditions.
In the case where A and B are strict algebras, so that F and G are strict
morphisms of operads, such an H will itself be a strict morphism of operads.
This is not of course to say that f is strict as a morphism of algebras; its
lax nature has been incorporated already in our construction of {f, f}ℓ as a
comma object.
Definition 2.2 can be modified to give other flavours of weak morphism
by replacing the operad {f, f}ℓ by analogous operads.
If we formed an iso-comma object {f, f}ps rather than the comma object
{f, f}ℓ we would still obtain an operad, and normal colax morphisms T →
{f, f}ps would then correspond to pseudomorphisms of algebras, which are
just the special case where f˜ is invertible.
If instead we formed the pullback {f, f}s, then we would obtain the strict
morphisms, corresponding to the case where f˜ is an identity.
Alternatively, we could form the comma object {f, f}c in which the di-
rection of the 2-cell is reversed, and this would correspond to reversing the
direction of the f˜ , and so to colax morphisms.
For each of these notions of morphism there is a corresponding notion of
2-cell; we just describe the case of 2-cell between lax morphisms. Suppose
then that ϕ : f → g is a natural transformation. As well as {f, f}ℓ we may
form the operad {g, g}ℓ and also the object {f, g}ℓ of [N,Cat] appearing in
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the comma object
{f, g}ℓ
c //
d

〈B,B〉
〈f,B〉

〈A,A〉
〈A,g〉
// 〈A,B〉
+3
and now the pullback
[ϕ,ϕ]
q //
p

{g, g}ℓ
{ϕ,g}ℓ

{f, f}ℓ
{f,ϕ}ℓ
// {f, g}ℓ
and [ϕ,ϕ] has a unique operad structure for which p and q are morphisms
of operads. A normal colax morphism T → [ϕ,ϕ] corresponds to a 2-cell
between lax morphisms of normal colax algebras.
Definition 2.3. We write nColax-T -Algℓ for the 2-category of normal colax
T -algebras, lax morphisms, and algebra 2-cells, and we write T -Algℓ for the
full sub-2-category of strict algebras. Similarly we write nColax-T -Algs and
T -Algs for the (non-full) sub-2-categories of strict morphisms.
There are analogous 2-categories with pseudomorphisms, designated with
a subscript ps, and of colax morphisms, with a subscript c. In many cases
there are parallel results for each such flavour of weak morphism, and we
write nColax-T -Algw or T -Algw if we do not need to specify a particular
choice.
Before leaving this section we record the following standard fact.
Proposition 2.4. A morphism of operads F : T → Q induces a 2-functor
F ∗ : Q-Algw → T -Algw. A normal colax morphism F : T → Q induces a
2-functor F ∗ : nColax-Q-Algw → nColax-T -Algw.
3. Background on the free skew monoidal category
Skew monoidal structure on a category C involves certain basic functors
Cn → C and natural transformations between them, as well as equations
asserting that various functors and natural transformations, derived from
the basic ones via substitution, are equal.
Thus there is an operad S whose (strict) algebras in Cat are the skew
monoidal categories; more precisely, the corresponding 2-category S-Algs
is isomorphic to the 2-category Skews of skew monoidal categories, strict
monoidal functors between them, and monoidal transformations between
these.
Furthermore, it is not hard to check that the lax morphisms of S-algebras
are the (lax) monoidal functors between skew monoidal categories, the colax
morphisms are the opmonoidal functors, and the pseudo morphisms are the
strong monoidal functors. Thus for each flavour w of weakness, there is an
isomorphism Skeww ∼= S-Algw.
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As described in Section 2 above, the operad S can equivalently be de-
scribed as a club S. As an object of Cat/N, this consists of the free S-
algebra on the category 1, equipped with the unique strict morphism to N
sending the generator to 1 ∈ N.
In [7], a specific construction of the free S-algebra was given, under the
name Fsk. As explained in the introduction this construction was not fully
explicit. The goal of the present section is to recall [7]’s construction, before
giving a fully explicit description of Fsk in Section 4.
3.1. Ordinals. We writem for the ordinal {0, 1, . . . ,m−1}. We can regard
m as a poset and hence as a category.
A function ϕ : m→ n is order-preserving if i ≤ j implies that ϕ(i) ≤ ϕ(j).
Thus the order-preserving functions between ordinals are the functors.
We can ask whether such functors have adjoints. Such a functor ϕ : m→
n has a right adjoint if and only if it preserves the least element: ϕ(0) = 0,
as is always the case if ϕ is surjective. When ϕ(0) = 0, the right adjoint ϕ∗
is given by
ϕ∗(j) = max{i | ϕ(i) ≤ j}
and may also be characterised by the fact that
ϕ(ϕ∗(j)) ≤ j < ϕ(ϕ∗(j) + 1).
In the context of ordinals, the usual adjointness property
ϕ(i) ≤ j ⇔ i ≤ ϕ∗(j)
can be expressed as
j < ϕ(i)⇔ ϕ∗(j) < i.
It is useful to record:
Proposition 3.1. A right adjoint ϕ∗ : n → m itself has a right adjoint ϕ∗
if and only if ϕ(1) 6= 0. In this case
ϕ∗(i) =
{
ϕ(i+ 1)− 1 if ϕ(i) < ϕ(i + 1)
ϕ(i)− 1 otherwise.
Proof. We know that ϕ(0) = 0 since ϕ has a right adjoint. Now ϕ∗ will
have a right adjoint if and only if ϕ∗(0) = 0; that is, if j > 0 implies that
ϕ(j) > 0. But this will clearly follow from the special case ϕ(1) > 0.
Now
ϕ∗(i) = max{j | ϕ
∗(j) ≤ i}.
If ϕ∗(j) = i for some j, then the greatest such j will clearly be ϕ∗(i). We
know that ϕ∗(j) = i if and only if ϕ(i) ≤ j < ϕ(i + 1), which is possible if
and only if ϕ(i) < ϕ(i + 1), and that case ϕ(i + 1) − 1 will clearly be the
greatest j.
If ϕ(i) = ϕ(i + 1) then there is no j with ϕ∗(j) = i, so we must settle
for the greatest j with ϕ∗(j) < i, or equivalently with j < ϕ(i). But the
greatest such j is clearly ϕ(i) − 1. (Note that ϕ(0) < ϕ(1), so i = 0 is
impossible, and so ϕ(i) > 0 and ϕ(i)− 1 does exist. ) 
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3.2. Left and right bracketing functions. The starting point for the
description of the objects of Fsk is the Tamari lattice, which consists of all
possible bracketings of an n-fold product. These can be described explicitly
using the idea of a left bracketing function, given in [3].
Letm = {0, 1, . . . ,m−1} be a non-empty finite ordinal. A left bracketing
function, or lbf, on m is a function ℓ : m→m satisfying three conditions:
(i) ℓ(j) ≤ j for all j ∈m
(ii) if ℓ(j) ≤ i < j then ℓ(j) ≤ ℓ(i)
(iii) ℓ preserves the top element ⊤ of m.
These are given the pointwise ordering: ℓ ≤ ℓ′ if and only if ℓ(j) ≤ ℓ′(j) for
all j.
For example, in the case m = 4, this corresponds to the bracketings of a
4-fold product, as in the diagram below
((x0x1)x2)x3
0,0,0,3
(x0(x1x2))x3
0,1,0,3
x0((x1x2)x3)
0,1,1,3
x0(x1(x2x3))
0,1,2,3
(x0x1)(x2x3)
0,0,2,3
77♦♦♦♦♦♦
//
''❖❖
❖❖❖
❖
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲ 33❣❣❣❣❣❣❣❣❣❣❣❣❣
where, for example, the list 0, 1, 0, 3 denotes the lbf with ℓ(0) = ℓ(2) = 0,
ℓ(1) = 1, and ℓ(3) = 3.
There are various ways to see the correspondence between bracketings
and lbfs. Though not required in what follows let us give an example il-
lustrating one such way, which passes through the intermediate step of a
triangulation. The bracketing (x0((x1x2)x3))x4 of five elements corresponds
to the triangulation of the 6-gon as below.
0
x0

x0((x1x2)x3)
++❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲❲
❲❲❲❲
(x0((x1x2)x3))x4 // 5
1
x1
""❋
❋❋
❋❋
❋❋
❋❋
❋
(x1x2)x3 //
x1x2
))❘❘❘
❘❘❘❘
❘❘❘❘
❘❘❘❘
❘❘❘❘ 4
x4
OO
2
x2
// 3
x3
<<①①①①①①①①①①
The corresponding lbf l : 5 → 5 is obtained by defining l(i) to be the least
vertex of the triangle with middle i+1. This only makes sense for i ≤ 3; for
the top element we are forced to define l(4) = 4 so that the corresponding
lbf is 0, 1, 1, 0, 4.
We write Tamm for the resulting poset. Its elements specify bracketings
of m + 1-fold products. One advantage of the lbfs as a description of the
elements of Tamm is that it makes it easy to construct joins in Tamm. For if
ℓ and ℓ′ are lbfs then so is the function ℓ∨ ℓ′ given by (ℓ∨ ℓ′)(i) = ℓ(i)∨ ℓ′(i),
where ∨ denotes the join (maximum). This ℓ∨ ℓ′ is clearly the join of ℓ and
ℓ′; thus Tamm has binary joins. The function m → m which has constant
value 0 is an lbf, and is clearly the least element of Tamm. Thus Tamm has
finite joins; but it is a finite poset, so therefore has all joins and all meets.
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Every lbf ℓ : m→m determines, and is determined by, a function r : m→
m, connected via the relationships
r(i) = min{j | ℓ(j) < i ≤ j}
ℓ(i) = max{i | i ≤ j < r(i)}
Functions r of this type are called right bracketing functions or rbfs. It turns
out that if also r′ corresponds to ℓ′ then ℓ ≤ ℓ′ if and only if r ≤ r′.
Since we often go back and forth between lbfs and rbfs, it is convenient to
introduce notation which is independent of this choice. We therefore write
S for a particular element of the Tamari poset, ℓS for the corresponding lbf
and rS for the corresponding rbf.
3.3. Change of base for lbf’s. If σ : n→m is a surjective order preserv-
ing map it has a right adjoint σ∗. Proposition 5.6 of [7] shows that if lS is
an lbf on n the function σlSσ
∗ : m→m is an lbf on m. We write σSσ∗ for
the corresponding element of Tamm.
3.4. The free skew monoidal category Fsk on 1. We now turn to the
construction of Fsk given in [7].
Definition 3.2. An object of Fsk is a triple (m, u, S) where m is a non-
empty finite ordinal, u is a subset of m, and S ∈ Tamm, with corresponding
lbf ℓS : m→m.
This is thought of as an m-fold product, bracketed according to S, with
the generator X in the positions specified by u, and the unit i elsewhere.
The generating object is (1,1, S) for the unique S ∈ Tam1. For an arbi-
trary skew monoidal category C and object X ∈ C, there is a unique strict
monoidal functor Fsk→ C sending (1,1, S) to X: this is what is meant by
saying that Fsk is the free skew monoidal category on one object.
To motivate the definition of the morphisms of Fsk recall the category
Ord⊥ of finite non-empty ordinals and functions preserving both order and
bottom element. This admits a strictly associative skew monoidal structure,
with ordinal sum for tensor product and unit 1.
Accordingly the unit 1 ∈ Ord⊥ determines a canonical map Fsk →
Ord⊥ preserving the skew monoidal structure strictly, and sending (m, u, S)
to m. One of the main results of [7] is that Fsk → Ord⊥ is faithful;
whereby morphisms (m, u, S) → (m, u, S) of Fsk can be identified with
certain morphisms m→m of Ord⊥.
The question, then, is to identify which ones. In [7] this was done in
stages, starting with various special classes of morphism. We begin with
those corresponding to the associators α.
Definition 3.3. If (n, u, S) and (n, u, T ) are objects of Fsk, we say that
the identity 1: n→ n defines a Tamari morphism 1: (n, u, S)→ (n, u, T ) if
S ≤ T .
Next, those corresponding to applications of λ.
Definition 3.4. A shrink morphism from (m, u, S) to (n, v, T ) is an order-
preserving surjection σ : m→ n satisfying the following conditions:
(i) σ and σ∗ restrict to mutually inverse bijections between u and v;
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(ii) σℓSσ
∗ = ℓT ;
(iii) if σ(j) = σ(j + 1) then σ(ℓS(j)) = σ(j).
Remark 3.5. As observed in [7], if σ∗ restricts to a bijection v → u, the
inverse is necessarily given by (the restriction of) σ. But to say that σ
restricts to a bijection u → v is not enough: we should also insist that
σ∗σj = j for any j ∈ u; in other words, if j ∈ u then j is maximal in the
fibre σ−1σ(j).
Remark 3.6. For an order-preserving surjection σ, to say that σ(j) =
σ(j + 1) is to say that σ(j + 1) ≤ σ(j), or equivalently j + 1 ≤ σ∗σ(j), or
equivalently j < σ∗σ(j). Thus we can reformulate (iii) as
(iii) if j < σ∗σ(j) then σ(ℓS(j)) = σ(j).
Combining the two classes yields a class of morphism named after the
fact that they are precisely those morphisms of Fsk sent to surjections by
the canonical map Fsk→ Ord⊥.
Definition 3.7. An Fsk-surjection (m, u, S)→ (n, v, T ) is an order-preserving
surjection σ : m → n that factorizes as a Tamari morphism 1: (m, u, S) →
(m, u, S′) followed by a shrink morphism (m, u, S′)→ (n, v, T ).
Corresponding to the application of ρ there is the notion of a swell
morphism. Combining these with the Tamari morphisms yields the Fsk-
injections, so named since they are precisely the maps sent to injections by
the canonical Fsk→ ∆⊥.
These are defined in [7] using duality, as below, but an elementary descrip-
tion can also be given – see Section 10 of [7]. For the definition using duality
observe that given (n, v, T ) of Fsk we can form the object (nop, u, T op) of
Fsk in which T op corresponds to the lbf rT on n
op.
Definition 3.8. A (swell morphism/Fsk-injection) (n, v, T )→ (m, u, S) is
an order-preserving left adjoint δ : n → m for which δ∗ : m → n defines a
(shrink morphism/Fsk-surjection) (mop, u, Sop)→ (nop, v, T op).
Finally we are in a position to describe the general case.
Definition 3.9. A morphism in Fsk from (m, u, S) to (n, v, T ) is an order-
preserving map ϕ : m→ n with a right adjoint that can be factorized as an
Fsk-surjection followed by an Fsk-injection.
4. Fsk revisited
Fsk-surjections, Fsk-injections, and general morphisms of Fsk were de-
fined in terms of the existence of certain factorisations, which need not be
unique. In the present section we revisit each class, giving completely ex-
plicit descriptions of them.
4.1. Fsk surjections revisited. In the definition of Fsk-surjection the
object S′ is not uniquely determined. The first step will be to describe a
canonical choice for S′. It was shown in [7, Proposition 9.1] that there is a
maximal choice of S′; here we describe it more explicitly.
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Lemma 4.1. Let σ : m→ n be an order-preserving surjection and ℓ : n→ n
an lbf. Consider the function ℓσ : m→m given by
ℓσ(j) =
{
σ∗ℓσ(j) if j = σ∗σj
j otherwise.
Then ℓσ is an lbf and ℓσσ∗ = σ∗ℓ; thus also σℓσσ∗ = ℓ.
Proof. First observe that if j = σ∗h, then σ∗σj = σ∗σσ∗h = σ∗h = j, thus
j = σ∗σj if and only if j = σ∗h for some h. Thus ℓσσ∗h = σ∗ℓσσ∗h = σ∗ℓh
for all h, and so ℓσσ∗ = σ∗ℓ and therefore σℓσσ∗ = σσ∗ℓ = ℓ.
Thus we need only show that ℓσ is an lbf. If j = σ∗σj then ℓσ(j) =
σ∗ℓσ(j) ≤ σ∗σ(j) = j, while otherwise ℓσ(j) = j. Thus ℓσ(j) ≤ j for all j.
Since σ, σ∗, and ℓ all preserve top elements, so does ℓσ.
Finally, suppose that ℓσ(j) ≤ i < j. Then ℓσ(j) 6= j, so we must have
σ∗σj = j and ℓσ(j) = σ∗ℓσj.
If i = σ∗σi then ℓσ(j) = σ∗ℓσj ≤ σ∗σi ≤ j = σ∗σj, and so applying σ
gives ℓσj ≤ σi ≤ σj, and ℓ is an lbf so ℓσj ≤ ℓσi, and
ℓσ(j) = σ∗ℓσ(j) ≤ σ∗ℓσ(i) = ℓσ(i).
If i 6= σ∗σi then ℓσ(i) = i and so ℓσ(j) ≤ i = ℓσ(i). 
If T is the element of the Tamari lattice corresponding to ℓ, it is convenient
to write T σ for the element of the Tamari lattice corresponding to ℓσ.
Proposition 4.2. Any Fsk-surjection σ : (m, u, S) → (n, v, T ) factorises
as
(m, u, S)
1m // (m, u, S ∨ T σ)
σ // (n, v, T )
where the second factor is a shrink morphism. Furthermore, S ∨ T σ is the
greatest S′ for which σ : (m, u, S′)→ (n, v, T ) is a shrink morphism.
Proof. Since S ≤ S ∨ T σ, the first factor is an Fsk-surjection. We need
to show that the second factor is a shrink morphism and that S ∨ T σ is
maximal.
Since σ : (m, u, S)→ (n, v, T ) is an Fsk-surjection there is an S′ ≥ S for
which σ : (m, u, S′)→ (n, v, T ) is a shrink morphism.
The fact that σ∗ restricts to a bijection v → u is unchanged by passing
from S′ to ℓS ∨ T
σ.
For the second condition we have
σℓS∨Tσσ
∗j = σ(ℓSσ
∗j ∨ ℓTσσ
∗j)
= σ(ℓSσ
∗j ∨ σ∗ℓT j)
= σℓSσ
∗j ∨ σσ∗ℓT j
= σℓSσ
∗j ∨ ℓT j
= ℓT j
since σℓSσ
∗ ≤ σℓS′σ
∗ = ℓT . Thus σℓS∨Tσσ
∗ = ℓT .
It remains to show that if j < σ∗σ(j) then σ(ℓS∨Tσ(j)) = σ(j). But if
j < σ∗σ(j) then ℓσT (j) = j and so ℓS∨Tσj = j, and so σ(ℓS∨Tσj) = σ(j).
Now we show that S ∨ T σ is the greatest S′ as in the proposition. First
observe that if S1 and S2 are any two such, then S1 ∨ S2 is another, thus it
will suffice to show that if S ∨ T σ < S′ then S′ is not such an element.
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If S ∨ T σ < S′ then for some j we have both ℓS(j) < ℓS′(j) and ℓTσ(j) <
ℓS′(j). Clearly this is impossible if ℓTσ(j) = j, so we must have j = σ
∗σ(j)
and ℓTσ(j) = σ
∗ℓTσ(j). Now σ
∗ℓTσ(j) < ℓS′(j) and so
ℓT (σ(j)) < σℓS′(j) (adjointness)
= σℓS′σ
∗σ(j) (j = σ∗σ(j))
= ℓTσ(j) (shrink morphism)
giving a contradiction. 
We can now use this last result to provide a more explicit description of
Fsk-surjections:
Proposition 4.3. An order-preserving surjection σ : m → n defines an
Fsk-surjection (m, u, S)→ (n, v, T ) if and only if
(i) σ and σ∗ restrict to mutually inverse bijections between u and v
(ii) σℓSσ
∗ ≤ ℓT .
Proof. By the previous result, σ will define an Fsk-surjection if and only if
σ : (m, u, S ∨ T σ)→ (n, v, T ) is a shrink morphism.
Condition (i) in the definition of shrink morphism is condition (i) in the
proposition.
Condition (ii) in the definition of shrink morphism says that σ(ℓS ∨
ℓσT )σ
∗ = ℓT . Now
σ(ℓS ∨ ℓ
σ
T )σ
∗ = σℓSσ
∗ ∨ σℓσTσ
∗
= σℓSσ
∗ ∨ σσ∗ℓT
= σℓSσ
∗ ∨ ℓT
which is equal to ℓT if and only if condition (ii) in the proposition holds.
Finally condition (iii) in the definition of shrink morphism says that if
j < σ∗σj then σ(ℓS ∨ ℓ
σ
T )j = σj. But if j < σ
∗σj then
σ(ℓS ∨ ℓ
σ
T )j = σ(ℓSj ∨ ℓ
σ
T j)
= σ(ℓSj ∨ j)
= σ(j)
and so this is automatic. 
This in turn gives another factorisation:
Proposition 4.4. Any Fsk-surjection σ : (m, u, S) → (n, v, T ) factorises
as
(m, u, S)
σ // (n, v, σSσ∗)
1 // (n, v, T ).
Proof. The first factor satisfies the characterisation in Proposition 4.3, so is
an Fsk-surjection. By that same characterisation, σSσ∗ ≤ T , and so the
second factor is a Tamari morphism. 
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4.2. Fsk injections revisited. We can deal quickly with Fsk injections
using duality. First we dualise Lemma 4.1.
Lemma 4.5. Let δ : n → m be a bottom-preserving injection with right
adjoint δ∗, and let r : n → n be an rbf. Consider the function rδ : m → m
given by
rδ(j) =
{
δrδ∗(j) if j = δδ∗(j)
j otherwise.
Then rδ is an rbf and rδδ = δr.
Proof. We can think of r as an lbf on nop, and think of δ∗ as an order-
preserving surjection mop → nop in which case δ becomes its right adjoint.
Now apply Lemma 4.1. 
Dualising the other results similarly, we have
Proposition 4.6. Any Fsk-injection δ : (n, v, T )→ (m, u, S) factorises as
(n, v, T )
δ // (m, u, T δ ∧ S)
1 // (m, u, S)
where the first factor is a swell morphism. (Furthermore T δ ∧ S is minimal
with this property.)
Proposition 4.7. An order-preserving and bottom-preserving injection δ : n→
m defines an Fsk-injection (n, v, T )→ (m, u, S) if and only if
(i) δ and δ∗ restrict to mutually inverse bijections between u and v
(ii) rT ≤ δ
∗rSδ .
Proposition 4.8. Any Fsk-injection δ : (n, v, T )→ (m, u, S) factorises as
(n, v, T )
1 // (n, v, δ∗Sδ)
δ // (m, u, S).
4.3. General Fsk morphisms revisited. In the definition of a general
Fsk-morphism, the underlying factorisation ϕ = δ ◦ σ in Ord⊥ must be
the unique epi-mono factorisation. So the definition can be reformulated as
follows.
Definition 4.9. A morphism in Fsk from (m, u, S) to (n, v, T ) is an order-
preserving map ϕ : m → n with a right adjoint, such that there exist an
Fsk-surjection
(m, u, S)
σ // (im(ϕ), ϕ(u), R)
and an Fsk-injection
(im(ϕ), ϕ(u), R)
δ // (n, v, T )
with ϕ = δ ◦ σ for some R ∈ Tamim(ϕ).
The R appearing in the factorization need not be given explicitly. In the
following theorem we show that there is a canonical choice for R, and use
this to give the promised explicit description of the morphisms of Fsk.
Theorem 4.10. An order-preserving morphism ϕ : m→ n defines an Fsk-
morphism (m, u, S)→ (n, v, T ) if and only if
(a) ϕ has a right adjoint ϕ∗
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(b) ϕ and ϕ∗ restrict to mutually inverse bijections between u and v
(c) σℓSσ
∗ ≤ δ∗ℓT δ∗
where σ : m→ im(ϕ) and δ : im(ϕ)→ n are the induced maps.
Proof. Given any ϕ : m → n we may factorise it as a surjection σ : m →
im(ϕ) followed by an injection δ : im(ϕ)→ n.
To say that σ and σ∗ restrict to mutually inverse bijections between u
and σ(u) is to say that if j ∈ u then σ∗σ(j) = j, but σ∗σ(j) = σ∗δ∗δσ(j) =
ϕ∗ϕ(j), so this says that if j ∈ u then ϕ∗ϕ(j) = j.
Suppose that this is the case. Then to say that δ and δ∗ restrict to
mutually inverse bijections between σ(u) and v is then to say that δ maps
σ(u) to v, and δ∗ maps v to σ(u), and if i ∈ v then δδ∗(i) = i.
Now δ maps σ(u) to v if and only if ϕ maps u to v. And δ∗ maps v to
σ(u) if and only if σ∗δ∗ maps v to σ∗σ(u); but σ∗δ∗ = ϕ∗ and σ∗σ(u) = u,
thus this says that ϕ∗ maps v to u. Also δδ∗ = δσσ∗δ∗ = ϕϕ∗.
Thus to say that there are are mutually inverse bijections
u
σ //
ϕ(u)
δ //
σ∗
oo v
δ∗
oo
is just to say that condition (b) holds.
Suppose now that R is given as in Definition 4.9. Since δ is an Fsk-
injection, we may use Proposition 4.8 to obtain a factorisation
(m, u, S)
σ // (im(ϕ), ϕ(u), R)
1 // (im(ϕ), ϕ(u), δ∗Tδ)
δ // (n, v, T )
where rδ∗Tδ = δ
∗rT δ. As observed in [7, Proposition 5.7], the corresponding
lbf ℓδ∗Tδ is δ
∗ℓT δ∗ where δ∗ is the right adjoint of δ
∗. In this new factorisation,
the middle factor is also an Fsk-surjection. Thus the composite of the first
two factors is an Fsk-surjection and so
(m, u, S)
σ // (im(ϕ), ϕ(u), δ∗Tδ)
δ // (n, v, T )
is also a factorization as in Definition 4.9.
Thus we have proved that ϕ is a morphism in Fsk if and only if, in this
last displayed composite, σ is an Fsk-surjection and δ is an Fsk-injection.
By Proposition 4.3 this is equivalent to conditions (a), (b), and (c). 
By adjointness (c) above is equivalent to ϕℓSσ
∗ ≤ ℓT δ∗. One should resist
the temptation to use adjointness once again to transform the inequality
ϕℓSσ
∗ ≤ ℓT δ∗ to ϕℓS ≤ ℓT δ∗σ. This would be valid if we knew that ℓS and
ℓT were functors (order-preserving), but this need not be the case.
On the other hand, there is another possible reformulation:
Theorem 4.11. An order-preserving morphism ϕ : m→ n defines an Fsk-
morphism (m, u, S)→ (n, v, T ) if and only if
(a) ϕ has a right adjoint ϕ∗
(b) ϕ and ϕ∗ restrict to mutually inverse bijections between u and v
(d) if ϕ(j) < ϕ(j + 1) then ϕ(ℓS(j)) ≤ ℓT (ϕ(j + 1)− 1).
Proof. Factorise ϕ as σ : m→ im(ϕ) and δ : im(ϕ)→ n, as in Theorem 4.10.
We need to show that (c) is equivalent to (d).
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As mentioned above, (c) is equivalent to ϕℓSσ
∗ ≤ ℓT δ∗. If j = σ
∗(h)
then h = σσ∗(h) = σ(j). Hence ϕℓSσ
∗ ≤ ℓT δ∗ says that if j = σ
∗(h) then
ϕℓS(j) ≤ ℓT δ∗σ(j). Now j = σ
∗(h) for some h if and only if j = σ∗σ(j);
and this is equivalent, as in Remark 3.6 to σ(j) < σ(j + 1). This in turn is
clearly equivalent to ϕ(j) < ϕ(j + 1).
Thus (c) is equivalent to the condition that if ϕ(j) < ϕ(j + 1) then
ϕℓS(j) ≤ ℓT δ∗σ(j). So we just need to show that if ϕ(j) < ϕ(j + 1) then
δ∗σ(j) = ϕ(j + 1)− 1.
Now δ∗σ(j) = max{i | δ
∗(i) ≤ σ(j)} = max{i | δ∗(i) = σ(j)}, since δ∗
is surjective and so there certainly exists an i with δ∗(i) = σ(j), and thus
clearly the maximum must be of this type. To say that δ∗(i) = σ(j) is to
say that
δ(σ(j)) ≤ i < δ(σ(j) + 1).
Since σ(j) < σ(j+1) and σ is surjective, we must have σ(j+1) = σ(j)+1
thus the displayed inequality becomes
ϕ(j) ≤ i < ϕ(j + 1)
and now the maximum value of i is clearly ϕ(j + 1)− 1. 
5. Adjunctions of operads and skew monoidal categories as
colax algebras
In this section we describe adjunctions between the operad for skew
monoidal categories and other simpler operads T . These adjunctions al-
low us to view skew monoidal categories as colax T -algebras. We begin
by taking T to be the terminal operad before passing to another operad L
whose colax algebras fully capture skew monoidal structure.
5.1. Colax and lax monoidal structure. Let S be the operad for skew
monoidal categories and N the operad for strict monoidal categories. Since
N is the terminal operad, there is a unique (strict) operad morphism P : S →
N . The induced 2-functors P ∗ : N -Algw → S-Algw are the inclusions, for
the various possible flavours of morphism, of strict monoidal categories in
skew monoidal categories.
In this section we will see that P : S → N has a colax left adjoint, which
allows us to view each skew monoidal category as a colax N -algebra – that
is, a colax monoidal category.
The universal property of the free skew monoidal category Fsk on 1 gives a
strict monoidal functor Fsk→ N, which sends (n, u, S) to the cardinality |u|
of the subset u. It follows that Sm is the full subcategory of Fsk consisting
of all objects of the form (n, u, S) with |u| = m.
Theorem 5.1. The map P : S → N has a left adjoint in [N,Cat] with
identity unit.
Proof. This is equivalent to saying that P : Sm → Nm has a left adjoint in
Cat with identity unit, for each m ∈ N. Since Nm is the terminal category,
this in turn is equivalent to saying that each Sm has an initial object.
The initial object will (m+ 1,m+ 1/{0},⊥), where the specified subset
consists of all elements except 0, and ⊥ ∈ Tamm+1 is the bottom element
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of the Tamari lattice, corresponding to the lbf ℓL with ℓL(m) = m and
ℓL(i) = 0 if i 6= m.
We prove the universal property using the characterisation in Theorem 4.11.
Suppose then that (n, v, T ) ∈ Fsk has |v| = m. There is a unique order-
preserving bijection θ : m+ 1/{0} → v. The only way to define a map
ϕ : m+ 1 → n which preserves order and the bottom element, as required
to have a right adjoint, and which restricts to θ, is to define ϕ(i) = θ(i) if
i ∈ u, and ϕ(0) = 0.
This proves uniqueness; it remains to verify the conditions (b) and (d)
in Theorem 4.11. For i ∈ m+ 1/{0} we have that ϕ−1ϕ(i) = {i} so that
ϕ∗ restricts to give the inverse of θ, as required for (b). Finally we verify
condition (d); that is, if ϕ(j) < ϕ(j+1) then ϕ(ℓL(j)) ≤ ℓT (ϕ(j+1)−1). But
if ϕ(j) < ϕ(j+1) then j 6= m and so ϕ(ℓL(j)) = ϕ(0) = 0 ≤ ℓT (ϕ(j+1)−1)
as required. 
Given a strict morphism U : T → Q of Cat-operads whose underlying
morphism in [N,Cat] has a left adjoint F : Q → T , the left adjoint F
admits the structure of a colax morphism of operads. This is an instance of
doctrinal adjunction [4]. To describe the structure, let η and ε denote the
unit and counit of the adjunction. The components of the colax structure
are given by
F (x ◦i y)
ηx◦iηy // F (UFx ◦i UFy) = FU(Fx ◦i Fy)
εx◦iy // Fx ◦i Fy (5.1)
and
FeQ FUeT
εeT // eT . (5.2)
where eT ∈ T1 and eQ ∈ Q1 are the units of the respective operads.
Corollary 5.2. The left adjoint of Theorem 5.1 is a normal colax mor-
phism of operads, and so sends skew monoidal categories to normal colax
monoidal categories. More precisely, it defines a 2-functor J : Skeww →
nColax-N -Algw for each flavour w of weak morphism.
Proof. The colax structure follows as above. The counit is given by an
endomorphism of (1, ∅, L), but this can only be the identity, thus the colax
structure is normal. Composition with the left adjoint therefore sends colax
S-algebras to normal colax N -algebras, and so in particular sends strict
S-algebras to normal colax N -algebras; that is, it sends skew monoidal
categories to normal colax monoidal categories. 
We may describe this process more explicitly. Let C be a skew monoidal
category. This becomes colax monoidal when we define the tensor product
of the list (a1, . . . , an) to be the tensor product in C of
ia1 . . . an
bracketed to the left. Clearly this process loses structure: there is no way
of recovering a general product ab in C.
In a moment we will describe another operad L, only slightly more com-
plex than N , whose colax algebras do encode the entire skew monoidal
structure. Before that, let us mention that there is a dual way of making a
skew monoidal category into a lax monoidal category.
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Theorem 5.3. The map P : S → N has a right adjoint in [N,Cat] with
identity counit.
Proof. This amounts to proving that each Sn has a terminal object. Explic-
itly, this will be given by (n+ 1, v,⊤) where v consists of all elements of
n+ 1 except the top, and ⊤ is the greatest element of the Tamari lattice
Tamn+1, with lbf ℓ⊤ given by ℓ⊤(i) = i for all ∈ n+ 1.
But in fact there is no need to prove this separately; rather, we can use
the following duality argument. For any skew monoidal category C, the
opposite category Cop is also skew monoidal when we use the reverse tensor
product: A ⊗Cop B = B ⊗C A; this also interchanges the roles of λ and ρ.
This means that there is an isomorphism Sn
op ∼= Sn, and the image under
this isomorphism of the initial object of Theorem 5.1 will be terminal. 
The above adjunction was established by Uustalu using a term rewriting
approach in [9]. By doctrinal adjunction we obtain:
Corollary 5.4. The right adjoint of Theorem 5.3 is a normal lax morphism
of operads, and so sends skew monoidal categories to normal lax monoidal
categories.
This time the product in the lax monoidal category of the list (a1, . . . , an)
is the tensor product
a1 . . . ani
in the skew monoidal category, bracketed to the right.
5.2. Colax L-algebras. As we have mentioned, the passage from a skew
monoidal category to the associated (co)lax monoidal category loses infor-
mation. In order to rectify this problem, we may consider intermediate
structures between strict monoidal and skew monoidal categories, in the fol-
lowing sense. Suppose that L is an operad, and that P : S → N factorises
as
S
Q // L
R // N
so that P ∗ : N -Algw → S-Algw factorises as
N -Algw
R∗ // L-Algw
Q∗ // S-Algw
where w could be any of s, ℓ, c, or ps.
If each Q : Sm → Lm has a left adjoint F , then the various F inherit the
structure of a colax morphism L → S of operads, and so composition with
F sends skew monoidal categories to colax L-algebras. We shall apply this
for a specific choice of L, whose algebras will be the following structures.
Definition 5.5. A λ-algebra is a skew monoidal category for which both
the associativity maps α and the right unit maps ρ are identities.
This can be considered as a structure in its own right: it is a category C
equipped with a strictly associative multiplication C × C → C and a strict
right unit I; there is also a natural transformation λ : IA → A satisfying
three conditions: λA ⊗ B = λA⊗B , A ⊗ λB = 1, and λI = 1. As such it is
clear that λ-algebras are the algebras for an operad which will be called L.
This operad can be described as follows.
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Proposition 5.6. The operad L for λ-algebras has L0 = {l} whilst Ln is
the two-element poset {ℓ ≤ t} for n > 0. The multiplication Ln×Lk1× . . .×
Lkn → Lk1+...+kn is given by
x(x1 . . . , xn) =
{
t if x, x1 = t
ℓ otherwise
and the unit by t ∈ L1.
In what follows we will often write ℓn,tn to indicate that we are referring
to ℓ, t ∈ Ln.
Proof. Let C be a category and consider LC =
∑
n∈N Ln×C
n. We equip this
with multiplication (xm, a)⊗ (yn, b) = (xm+n, a, b) and unit (l0,−). The left
unit maps are the morphisms (ℓ0,−) ⊗ (xn, a) = (ℓn, a) → (xn, a) induced
by ln ≤ xn.
Next we show that LC is the free λ-algebra on C. To this end, consider a
λ-algebra D and functor F : C → D. We must show that there is a unique
structure-preserving morphism F ∗ : LC → C sending each (t1, a) to Fa. This
is straightforward. We can and must define F ∗(tn, a) as the n-fold tensor
product ⊗ni=1Fai, with F
∗(ℓn, a) = i ⊗ (⊗
n
i=1Fai); while F
∗ applied to (≤
, a) : (ℓn, a)→ (tn, a) is the left unit map i⊗ (⊗
n
i=1Fai)→ (⊗
n
i=1Fai).
The unique λ-algebra map L1 → N sending the generator to 1 ∈ N
produces the values of our operad Li as its fibres. The components of the
multiplication are calculated as the components of the counit 1∗L1 : LL1 →
L1. 
There is a unique (strict) operad morphismR : L → N , and the induced 2-
functor R∗ : N -Algw → L-Algw is the inclusion of strict monoidal categories
in λ-algebras. This sends ξn to n. Though we will not use this fact, we note
that R : L → N has both adjoints in [N,Cat] since each Ln has both an
initial and a terminal object.
Of more interest to us is the unique (strict) operad morphism Q : S → L
for which the induced 2-functor Q∗ : L-Algw → S-Algw is the inclusion of L-
algebras in skew monoidal categories. Explicitly, Q : Sn → Ln sends (n, u, S)
to t|u| if the bottom element of n is in u, and ℓ|u| otherwise.
Theorem 5.7. The map Q : S → L has a left adjoint H in [N,Cat] with
identity unit.
Proof. We need to show that each Q : Sm → Lm has a left adjoint with
identity unit. Since ℓm ∈ Lm is initial we define Hℓm to be the initial
object (m,m + 1 \ {0},⊥) – constructed in Theorem 5.1. Then Hℓm has
the correct universal property. By construction QHℓm = ℓm so that the
unit component is the identity at ℓm.
That leaves the case ξ = tm. In this case we shall show that Htm =
(m,m,⊥), where ⊥ ∈ Tamm is the bottom element. If (n, v, T ) ∈ Sm then
|v| = m, and t ≤ Q(n, v, T ) just when 0 ∈ v. There is then a unique
order-preserving bijection θ : m→ v, and composing this with the inclusion
v → n gives an order-preserving ϕ : m → n – the unique one mapping m
bijectively to v – furthermore, since 0 ∈ v it satisfies ϕ(0) = 0 and so has
a right adjoint ϕ∗. This restricts to θ−1 since the given subset of m is its
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entirety. Finally it satisfies ϕ(ℓL(j)) ≤ ℓT (ϕ(j + 1) − 1) for all j not equal
to the top element of m, and so defines a morphism in Fsk. The unit at tm
is once again the identity. 
Remark 5.8. There is a little more we can say about morphisms Hxm →
(n, v, T ) ∈ Sm in the context of the adjunction H ⊣ Q. First, such a
morphism is unique if it exists, since Lm is a poset. Second, tracing through
the construction of the adjunction we see that the unique map Hxm →
(n, v, T ) in Sm corresponding to an identity xm = Q(n, v, T ) is an Fsk-
injection. In other words, the components of the counit are Fsk-injections.
Corollary 5.9. The left adjoint H of Theorem 5.7 is a normal colax mor-
phism of operads, and so sends skew monoidal categories to normal colax L-
algebras. More precisely, it defines a 2-functor H∗ : Skeww → nColax-L-Algw
for any flavour w of weak morphism.
We shall see in Section 7 that this 2-functor is fully faithful, and we shall
also characterise its image.
Remark 5.10. Between the operads S and N there are various other pos-
sible operads one may consider. Though not necessary in what follows let
us briefly mention a fuller picture of such possibilities.
L
!!❇
❇❇
❇
S // A
>>⑥⑥⑥⑥
  ❆
❆❆
❆ W
R
==⑤⑤⑤⑤
Here, in addition to S, L and W, are the operads A for skew monoidal
categories in which α is an identity and R for skew monoidal categories in
which both α and λ are identities. (In fact R is dual to L, in the sense that
Rn = L
op
n .) In this diagram all of the morphisms on or above the horizontal
have left adjoints in [N,Cat] with identity unit whilst all those on or below
the horizontal have right adjoints in [N,Cat] with identity counit.
6. LBC-algebras and LBC-morphisms
We have seen that each skew monoidal category gives rise to a normal
colax L-algebra. In this section we identify the property that characterises
the colax L-algebras arising in this way: we call such objects LBC-algebras;
the “LB” stands for left-bracketed and the “C” for colax.
We give a detailed analysis of the corresponding notion of LBC-morphism
of operads, which we will use in the following section to establish the corre-
spondence with skew monoidal categories.
Recall that Ln = {tn, ℓn} for each n ≥ 0 and L0 = {ℓ0}. The multiplica-
tion for L satisfies t2 ◦1 xn = xn+1 for all xn ∈ Ln.
Consider a normal colax L-algebra. This consists of a category A equipped
with functors ℓ = ℓn : A
n → A for each n ≥ 0 and t = tn : A
n → A for each
n > 0, a natural transformation λ = λn : ℓn → tn for each n > 0, and
suitably coherent natural transformations Γx,i,y : mx◦iy → mx ◦imy for each
x ∈ Lk, y ∈ Ln, and i ∈ {1, . . . , k}.
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Definition 6.1. We say that a normal colax L-algebra A is an LBC-algebra
if each Γt2,1,x : mx → mt2 ◦1 mx is an identity.
In particular, there are equalities
mx(a1, . . . , an+1) = mt2(mx(a1, . . . , an), an+1).
We write LBC-Algw for the full sub-2-category of nColax-L-Algw consisting
of the LBC-algebras.
Since normal colax algebra structure on A amounts to a normal colax
morphism T → End(A), there is a natural extension of the previous defini-
tion.
Definition 6.2. For an operad T , an LBC-morphism from L to T is a
normal colax morphism F : L → T for which each F˜ : F (t2 ◦1xn)→ F (t2)◦1
F (xn) is an identity.
Thus an LBC-morphism L → End(A) is the same as an LBC-algebra
structure on A.
Example 6.3. The normal colax morphism H : L → S of Corollary 5.9 is
an LBC-morphism. First observe that
H(t2) ◦1 H(ℓn) = (2,2,⊥2) ◦1 (n,n \ {0},⊥n)
= (n+ 1,n+ 1 \ {0},⊥n+1)
= H(ℓn+1)
= H(t2 ◦1 ℓn).
The colax structure map H(t2 ◦1 ℓn) → H(t2) ◦1 H(ℓn) is given by the
composite
H(t2 ◦1 ℓn) = H(QHt2 ◦QHℓn) = HQ(Ht2 ◦1 Hℓn) // Ht2 ◦1 Hℓn
where the first equality is because the unit of H ⊣ Q is an identity, and
the second because Q is a (strict) morphism of operads, while the unnamed
arrow is the component at Ht2 ◦ Hℓn of the counit. But this is also the
component of the counit at H(ℓn+1), which is an identity by one of the
triangle equations. The proof that the colax structure map H(t2 ◦1 tn) →
H(t2) ◦1 H(tn) is an identity is similar.
Note that unlike colax morphisms, LBC-morphisms are only defined when
the domain is L. However, if F : L → T is an LBC-morphism andG : T → Q
is a (strict) morphism of operads, then the composite G ◦F is also an LBC-
morphism.
We now analyse what exactly is involved in giving an LBC-morphism.
Proposition 6.4. In an LBC-morphism F : L → T , all of the functors
Ln → Tn are determined by F (t2) ∈ T2, F (ℓ0) ∈ T0, and F (λ1) : F (ℓ1) →
F (t1) ∈ T1.
Proof. This follows by a straightforward induction using the fact that tn+1 =
t2 ◦1 tn, ℓn+1 = t2 ◦1 ℓn, and λn+1 = t2 ◦1 λn. 
Lemma 6.5. For an LBC-morphism F : L → T , all of the colax structure
maps F˜x,j,y : F (x ◦j y) → F (x) ◦j F (y) are determined by those for which
x = t ∈ Ln and j = n.
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Proof. Let x ∈ Ln and y ∈ Lk be given and consider F˜x,j,y : F (x ◦j y) →
F (x) ◦j F (y). If j = 1 and x = t then this is an identity.
Step 1: 1 < j < n. In this case x ◦j y = x, regardless of the value of y. By
coassociativity, the diagram
F (xn+k−1)
F˜x,j,y //
F˜(tn−j+1),1,(j+k−1)
F (xn) ◦j F (yk)
F˜(tn+j−1,1,xj)
◦jF (yk)
F (tn−j+1) ◦1 F (xj+k−1)
F (tn−j+1)◦1F˜xj,j,yk
// F (tn−j+1) ◦1 F (xj) ◦j F (yk)
commutes and by the LBC property the verticals are identities. Thus the
upper horizontal is equal to the lower horizontal, which depends only on the
F˜ of the given form.
Step 2: j = 1, n > 1, and x = ℓ. In this case xn ◦j yk = ℓn+k−1 regardless
of the value of y. By coassociativity, the diagram
F (ℓn+k−1)
F˜t2,1,ℓn+k−2
F˜ℓn,1,yk

F (t2) ◦1 F (ℓn+k−2)
F (t2)◦1F˜ℓn−1,1,yk

F (ℓn) ◦1 F (yk)
F˜t2,1,ℓn−1◦1yk
F (t2) ◦1 F (ℓn−1) ◦1 F (yk)
commutes. We may now use induction to reduce to the case n = 1. But
then we are in the situation J = n once again. 
Proposition 6.6. The F˜ ’s are determined by F˜t2,2,t2 and F˜t2,2,ℓ0.
Proof. We have already reduced to the case of F˜tn,n,yk ; and the case n = 1 is
already covered by counitality. Next reduce to the case n = 2 by induction.
First observe that
F (tn+k)
F˜tn+1,n+1,yk //
F˜tk+1,1,tn
F (tn+1) ◦n+1 F (yk)
F˜t2,1,xn◦n+1F (yk)
(F (t2) ◦1 F (tn)) ◦n+1 F (yk)
F (tk+1) ◦1 F (tn)
F˜t2,2,tk◦1F (tn)
// (F (t2) ◦2 F (yk)) ◦1 F (tn)
commutes by coassociativity. This reduces to the case of F˜t2,2,yk .
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Now use coassociativity of
F (tk+2)
F˜t2,2,yk+1 //
F˜t3,2,yk

F (t2) ◦2 F (yk+1)
F (t2)◦2F˜t2,1,yk
F (t2) ◦2 (F (t2) ◦1 F (yk))
F (t3) ◦2 F (yk)
F˜t2,2,t2◦2F (yk)
// (F (t2) ◦2 F (t2)) ◦2 F (yk)
to reduce to F˜t2,2,t2 and F˜t3,2,yk , and now repeat the process in Step 1 of
Lemma 6.5 to deal with deal with F˜t3,2,yk . 
Proposition 6.7. All of the structure of an LBC-morphism F : L → T is
determined by F (t2), F (ℓ0), F (λ1), F˜t2,2,t2, and F˜t2,2,ℓ0.
Proof. Follows directly from the previous results. 
7. Skew monoidal categories as LBC-algebras
In this section we describe the perfect correspondence between skew monoidal
categories and LBC-algebras.
7.1. From an LBC-algebra to a skew monoidal category. In Propo-
sition 6.7, we saw that a special morphism F : L → T is determined by a
small amount of data. Next we apply this to the case where T is End(A),
or {F,F}w, or [ρ, ρ].
Suppose that A is a normal colax L-algebra satisfying Property LBC. The
corresponding LBC-morphism F : L → End(A) is determined by:
• m = F (t2) : A
2 → A
• i = F (ℓ0) ∈ A
• λ = F (λ1) : m ◦1 i→ 1
• α = F˜t2,2,t2 : m ◦1 m→ m ◦2 m
• ρ = F˜t2,2,ℓ0 : 1→ m ◦2 i.
We shall show that (m, i, α, λ, ρ) satisfy the five axioms needed to define a
skew monoidal structure on A.
Example 7.1. Consider F˜t2,2,ℓ1 . Observe that ℓ1 = t2 ◦1 ℓ0. By coassocia-
tivity the diagram
F (t2)
F˜t2,2,ℓ1 //
F˜t3,2,ℓ0

F (t2) ◦2 F (ℓ1)
t2◦2F˜t2,1,ℓ0
F (t3) ◦2 F (ℓ0)
F˜t2,2,t2◦2ℓ0
// (F (t2) ◦2 F (t2)) ◦2 F (ℓ0) F (t2) ◦2 (F (t2) ◦1 F (ℓ0))
commutes. The lower horizontal is a : (xi)y → x(iy). The left vertical is
m ◦1 F˜t2,2,ℓ0 , which is ρ1: xy → (xi)y.
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Example 7.2. Consider F˜t3,2,t2 . By coassociativity the diagram
F (t4)
F˜t2,2,t3 //
F˜t3,2,t2

F (t2) ◦2 F (t3)
F (t2)◦2F˜t2,1,t2
F (t3) ◦2 F (t2)
F˜t2,2,t2◦2F (t2)
// (F (t2) ◦2 F (t2)) ◦2 F (t2) F (t2) ◦2 (F (t2) ◦1 F (t2))
commutes. The lower horizontal has the form a : (w(xy))z → w((xy)z), and
the left vertical is a1: ((wx)y)z → (w(xy))z.
Proposition 7.3. The diagram
xy
ρ //
1ρ !!❉
❉❉
❉❉
❉❉
❉ (xy)i
α

x(yi)
commutes.
Proof. By coassociativity the diagram
F (t2)
F˜t3,3,ℓ0 //
F˜t2,2,t1
F (t3) ◦3 F (ℓ0)
F˜t2,2,t2◦3ℓ0

F (t2) ◦2 F (t1)
t2◦2F˜t2,2,ℓ0
// F (t2) ◦2 (F (t2) ◦2 F (ℓ0)) (F (t2) ◦2 F (t2)) ◦3 F (ℓ0)
commutes. This agrees with the diagram in the proposition (use Proposi-
tion 6.6 to identify the top row with ρ : xy → (xy)i.) 
Proposition 7.4. The diagram
(ix)y
α //
λ1
$$❍
❍❍
❍❍
❍❍
❍❍
i(xy)
λ

xy
commutes.
Proof. This amounts to commutativity of
ℓ2
F˜ℓ1,1,t2 //
λ2

ℓ1 ◦1 t2
λ1◦1t2

t2
F˜t1,1,t2
t1 ◦1 t2
which follows by naturality of F˜ . 
Proposition 7.5. The composite
i
ρ // ii
λ // i
is the identity.
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Proof. This amounts to commutativity of
ℓ0
F˜ℓ1,1,ℓ0//
F˜t1,1,ℓ0
❉❉
❉❉
❉❉
❉❉
ℓ1(ℓ0)
λ1

t1(ℓ0)
in which the diagonal is an identity by counitality. The diagram commutes
by naturality of F˜ once again. 
Proposition 7.6. The composite
xy
ρ1 // (xi)y
α // x(iy)
1λ // xy
is the identity.
Proof. By naturality of F˜ once again, the diagram
t2(x, y)
F˜t2,2,ℓ1

F˜t2,2,t1
❖❖❖
❖❖❖
❖❖❖
❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
t2(x, ℓ1(y))
t2(x,λ1)
// t2(x, t1(y))
commutes, where the diagonal is an identity by counitality and the horizon-
tal is 1λ : x(iy)→ xy. The vertical is α.ρ1 by Example 7.1. 
Proposition 7.7. The pentagon
((wx)y)z
α1 //
α

(w(xy))z
α // w((xy)z)
1α

(wx)(yz)
α
// w(x(yz))
commutes.
Proof. By coassociativity, the diagram
F (t4)
F˜t2,2,t3 //
F˜t3,3,t2

F (t2) ◦2 F (t3)
t2◦2F˜t2,2,t2

F (t3) ◦3 F (t2)
F˜t2,2,t2◦3F (t2)
// (F (t2) ◦2 F (t2)) ◦3 F (t2) F (t2) ◦2 (F (t2) ◦2 F (t2))
commutes. The left vertical, right vertical, and lower path in this diagram
coincide with those in the statement of the proposition; and the upper hor-
izontal does too, by Example 7.2. 
7.2. The correspondence. With these preparations, we are now ready to
prove the following result.
Theorem 7.8. If w is any of the flavours ℓ, c, ps, s of weak morphism, the
2-functor H∗ : Skeww → nColax-N -Algw of Corollary 5.2 is fully faithful,
with image given by the LBC-algebras.
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Proof. A skew monoidal category A, with structure corresponding to an
operad morphism F : S → End(A), is sent to the normal colax algebra
H∗(A) given by the composite F ◦ H : L → End(A). This is indeed an
LBC-algebra by Example 6.3.
It is not hard to see that this is injective. The multiplication of the skew
monoidal category is encoded by F (2,2, L2) = FH(t2), and the unit by
F (1, ∅, L1) = FH(ℓ0), thus these are both determined by the LBC-algebra.
Similarly the left unit map is given by FH(λ1), the right unit map by
FH˜t2,2,ℓ0 , and the associativity map by FH˜t2,2,t2 .
This proves that H∗ is injective on objects, and injectivity on morphisms
and 2-cells is similar but easier.
Suppose conversely that A is an LBC-algebra, with corresponding LBC-
morphism F : L → End(A). Then we may define, as at the beginning of
the section, m = F (t2) : A
2 → A, i = F (ℓ0) ∈ A, and so on, and then by
Proposition 7.3, 7.4, 7.5, 7.6, and 7.7 this defines a skew monoidal category.
Furthermore, by Proposition 6.7, the resulting skew monoidal category is
sent by H∗ to the original LBC-algebra.
Now suppose that f : A→ B is a lax morphism of LBC-algebras, and let
G : L → {f, f}ℓ be the corresponding normal colax morphism of operads.
Since d ◦ G and c ◦ G are LBC-morphisms, d and c are strict morphisms,
and the projections d : {f, f}ℓ → End(A) and c : {f, f}ℓ → End(B) jointly
reflect identities, it follows that G is also an LBC-morphism. Now G(t2) has
the form
A2
f2 //
m

B2
m

A
f
// B

while G(ℓ0) has the form i→ fi. Furthermore, G˜t2,2,t2 is determined by the
other G(t2) and the LBC-algebra structure and encodes the associativity
condition for G(t2). Similarly G˜ℓ2,2,ℓ0 and G(λ1) are determined by the
other data and encode the unit conditions for G(t2). This proves fullness of
H∗ on lax morphisms.
The cases of the other flavours of morphism and of 2-cells are similar and
left to the reader. 
7.3. The colax L-algebra associated to a skew monoidal category.
We have given a concrete description of the skew monoidal category associ-
ated to a LBC-algebra. We now match this with a concrete description of
the LBC-algebra associated to a skew monoidal category. This will be used
in the companion paper [2] to describe the skew multicategory associated to
a skew monoidal category.
Given a skew monoidal C, the corresponding S-algebra is specified by
an operad morphism c : S → End(C), whose value at x ∈ Sn we write as
c(x) : Cn → C and whose value at α : x→ y we write as c(α) : c(x)⇒ c(y). At
(2,2,⊥) ∈ S2 and (0,0,⊥) ∈ S0 the corresponding functors are ⊗ : C
2 → C
and I : C0 → C. Every element of Sn is obtained from the above elements of
S2 and S0 by operadic substitution; it follows that the functors of the form
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c(x) : Cn → C are precisely those obtained from ⊗ : C2 → C and I : C0 → C
by substitution.
We note that the functors c(x) : Cn → C are 2-natural in C – more pre-
cisely, in the strict monoidal functors and monoidal natural transformations
of Skews. We mention this last abstract point because we would like to
say something about certain components of the form c(α) : c(x) → c(y) for
α : x → y ∈ Sn, whilst avoiding the syntax of Sn itself. To that end, we
point out that for each family of natural transformations {αC : C ∈ Skews}
natural in strict monoidal functors F in the sense of the following diagram
Cn C
Dn D
x(c)
))
y(c)
55
x(d)
))
y(d)
55
Fn

F

αC
αD
(7.1)
there exists a unique α : x→ y ∈ Sn with c(α) = αC for each skew monoidal
C. This is a general syntax/semantics fact that holds for any Cat-operad.
Now the corresponding colax L-algebra m : L → End(C) is given by the
composite colax morphism of operads
L
H // S
c // End(C)
in which H is the colax morphism of operads of Corollary 5.9. This has
components
Ln
Hn // Sn
cn // [Cn, C]
and substitution maps given by the natural transformations below.
Ln × Lk Sn × Sk [Cn, C]× [Ck, C]
Ln+k−1 Sn+k−1 [Cn+k−1, C]
◦i

Hn+k−1
//
Hn×Hk //
◦i

H˜
;C⑧⑧⑧⑧⑧⑧
cn×ck //
◦i

cn+k−1
//
Let us write a1 . . . an for the left bracketed n-fold tensor product in
C, so that a1 . . . anan+1 = (a1 . . . an) ⊗ an+1. By Theorem 5.7 Hn(l) =
(n+ 1,n+ 1/{0},⊥n+1) is the initial object of Sn, consisting of the ordinal
n+ 1 with 0 omitted, and ⊥n+1 ∈ Tn+1 the least element of the Tamari
lattice, corresponding to the left bracketing of n+ 1-elements. Accordingly
mln = cn ◦Hn(l) : C
n → C has value
mln(a1, . . . , an) = ia1 . . . an
the left bracketing of the n+ 1-tuple (i, a1, . . . , an).
By Theorem 5.7 we also have Hn(t) = (n,n,⊥n). It follows that
mtn(a1, . . . , an) = a1 . . . an
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the leftmost bracketing. At λ : l → t ∈ Ln for n > 0 the induced map from
mln(a)→ mtn(a) has component λa1 . . . an : ia1 . . . an → a1 . . . an.
With regards substitution, it follows from Remark 5.8 that for any (x, y) ∈
Ln × Lk the morphism H˜x,y : Hn+k−1(x ◦i y) → Hn(x) ◦i Hk(y) ∈ Sn+k−1
is unique and, moreover, an Fsk-injection. Uniqueness allows us to say
that the substitution component mx◦iy → mx ◦i my is the unique natural
transformation that exists for all skew monoidal categories C and is nat-
ural in the sense of Diagram (7.1). Furthermore, by Proposition 4.6 each
Fsk-injection admits a canonical factorisation as a swell morphism (cor-
responding to applications of ρ) followed by a Tamari morphism (corre-
sponding to applications of α). Accordingly each substitution is obtained
by repeated applications of the right unit maps ρ followed by applications
of associativity maps α, each possibly tensored on either side. For instance
ml(a, b, c, d) → ml(mt(a, b),ml(c, d)) is the map given by
(((ia)b)c)d
((i(ab))ρ)d // (((ia)b)(ic))d
((α(ic))d // (((i(ab))(ic))d
α // (i(ab))((ic)d).
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