Feedforward neural network models are created for prediction of heating en-
Introduction
Considering the constant growth of energy consumption, especially after the emanation of the EPB European Directive [1] , energy sustainability and greenhouse gas reduction have become a world-wide challenge. In Europe, buildings account for 40% of total energy use and 36% of total CO 2 emission [1] , so the estimation of building consumption plays a very important role in energy management. Besides the conventional methods based on solving of equations describing heat transfer, identification and prediction methods with statistical analysis of real energy use are nowadays important topics of research. One of the reasons is that, due to the complexity of the building energy systems and behavior, non-calibrated models cannot predict well building energy consumption, so there is a need for real-time image of energy use in buildings (using measured and analyzed data). The classical approach to estimate the building energy use is based on the application of a model with the known system structure and properties, as well as forcing variables (forward approach, white box). Using software tools available on the market (TRNSYS, BLAST, ESP-r, HAP, APACHE, etc.) re--------------- quires extensive knowledge of numerous building parameters (constructions, systems) and behavior, which are usually not available or difficult to collect, especially for the existing buildings. In recent years, there is an increased interest in a different approach to building energy analysis, which is based on the so called inverse or data-driven models [2] . In a data-driven approach, the development of the inverse model involves determination of mathematical relationship between independent and dependent variables. All input and output variables are required to be known and measured. These models are often called black box models, since there is no need for detailed knowledge of physical characteristics of a building. The data-driven approach is useful when the building (or a system) is already built, and actual consumption (or performance) data are measured and available. The main drawback is that significant number of measured data is required. Creating these models involves various statistical techniques. Artificial neural networks (ANN), with their self-learning capability and possibility to be a universal approximator, are the most used artificial intelligence models for different types of prediction. Vujić [3] used experimental and meteorological data to develop a feedforward neural network (FFNN) model for prediction of daily concentrations of air pollution in city of Subotica, Serbia. Ganapathy et al. [4] predicted various emissions of Diesel engine with satisfying accuracy. Ćirić et al. [5] compared different computational intelligence methodologies based on ANN used for forecasting the emission of CO 2 in the city of Nis, Serbia. Ozener et al. [6] showed that the ANN approach can be used for accurately predicting characteristic values of an internal combustion engine. Ekici and Aksoy [7] developed the backpropagation three-layered ANN for the prediction of the heating energy requirements of various buildings. Dombayci [8] used hourly heating energy consumption for a model house calculated by degree-hour method for training and testing the ANN model. Ekonomou [9] compared the ANN prediction results with the real long-term heating energy consumption and results produced by linear regression and support vector machine model. A review of the different neural network models used for building energy prediction can be found in [10] . The ensemble of neural networks is a very successful technique where the outputs of a set of separately trained neural networks are combined to form one unified prediction [11] . Since an ensemble is often more accurate than its members, in recent years there have been many examples of successful applications in various fields: time series prediction [12] , weather forecasting [13] , load prediction in a power system [14] . In this paper, possible improvement of prediction accuracy by using ensemble of FFNN is investigated.
Feedforward neural network
The ANN is a computational structure inspired by a biological neural system. The FFNN architecture consists of an input layer, an output layer, and one or more hidden layers built of processors called neurons, which are fully interconnected with neurons in the subsequent layer using adaptable weighted connections. The non-linear activation functions in the hidden layer neurons enable the neural network to be a universal approximator. During training process, the weights are adjusted so that the network can produce the desired response to the given inputs. The backpropagation learning algorithm and the algorithms derived from it are the most widely applied for minimization of error function. They use a gradient descent technique to minimize the cost function, which is the mean square difference between the desired and the actual network outputs. In this study, a multilayer feedforward network with a single hidden layer and backpropagation learning algorithm are used. In the first stage of backpropagation learning algorithm (forward pass), synaptic weights of the network are all fixed and actual response of the network is obtained based on input training dataset presented to the network input layer. The network output is compared with the desired values, the error signal is propagated backwards, and the weights are modified consequently (backward pass).
Artificial neural network ensembles
In order to improve efficiency and overcome some generalization issues of single neural network models in various engineering problems, the concept of neural network ensemble was introduced. It has been proven that a simple combination of outputs of many neural networks can generate more accurate predictions and significantly improve generalization ability than that of any of the individual networks [15] . As the individual networks tend to make errors on different parts of the input space, various studies showed that a good ensemble is the one where the single networks (ensemble members) have both accuracy and diversity [16] . The key issue is how to select the aggregate members in order to attain the optimal compromise between these two conflicting conditions [17] . The accuracy described by some prediction indicator (commonly the mean squared error) is achieved by proper training algorithms of neural networks. The most widely used approaches for obtaining diverse individual predictors (members) can be divided into three groups [18, 19] . The 1 st group of methods refers to training individuals on different adequately-chosen subsets of the data set, including two important techniques: bagging [20] and boosting [21] . The 2 nd group uses variation of topologies, by varying number of input and/or hidden nodes, initial weight sets, training algorithms, or even networks with different types. The 3 rd group is named selective approach group, where the diverse components are selected from a number of accurately trained networks. Various algorithms for selecting ensemble components can be found in literature, such as: generic algorithm [22] , pruning algorithm [23] , selective algorithm based on bias/variance decomposition [24] , etc. Clustering technology can be used to divide all networks into some groups (clusters) according to similarity of the networks. Then, the most accurate individual in each group of the validation set is selected, and finally, all selected individuals construct the ensemble.
The k-means for selecting ensemble members
Qiang et al. [16] created the clustering-based selective neural network ensemble using k-means and compared this method with two main ensemble approaches: bagging and boosting. Due to the ease of implementation, simplicity, efficiency and empirical success, k-means clustering, proposed by MacQueen [25] , is one of the most popular methods for dataset partitioning. In selecting neural network ensemble members by using k-means, the goal is to divide prediction data achieved by individual networks y = {y 1 , …, y r } into m clusters, where number of elements in each cluster is n i , and the center of cluster is c i . So, clustering can be achieved by finding c i which makes:
minimized. Consequently, after clustering, the diversity between networks in different cluster groups is greater than the one within the same group. The diversity is maintained by choosing the most accurate network in each group as a member of the ensemble. In k-means algorithm, cluster number m must be determined in advance, and the optimal value can be selected comparing ensemble prediction indices by trial and error methods. As one of the most popular approaches for combining the selected network outputs, the linear combination of the outputs of ensemble members is used (simple, weighted, and median based averaging). Different approach comprises using neural network for combining the selected ensemble members, as in [26] where authors proposed the system consisting of two ANN assembled in a hierarchical order. In this paper, radial basis function network (RBFN) is proposed for combining ensemble members selected by k-means clustering.
Radial basis function network
In this paper, a RBFN, as FFNN, is considered as multi-input, single-output system consisting of an input layer, one hidden layer, and an output layer. The RBFN uses the nonlinear radially symmetrical function as an activation function in the hidden layer, and the output of each hidden neuron depends only on the radial distance between the input vector and the center of the hidden neuron. The Gaussian function is adopted as activation function in this study. For a RBFN with an n-dimensional input x ∈ R n , the output of the j th hidden neuron is given by: 
where w kj is the connecting weight between the j th hidden neuron and the k th output unit, w k0 -the bias, and m -the number of the hidden layer neurons. The training of RBFN usually comprises two stages: unsupervised procedure (for example some clustering algorithm or self--organizing map) to adjust parameters of radial basis function (centers and widths) in the 1 st stage, and in the 2 nd stage adopting of weights of the output layer by applying supervised training algorithm (such as gradient method or the least mean square algorithm).
Case study
University campuses, as specific groups of diverse buildings (classrooms, sport facilities, laboratories, kitchen, etc.) with significant energy consumption, can represent a small-scale town [27] . Also, because of their educational purpose, they are adequate examples for students to understand energy consumption patterns of group of mixed use buildings. Norwegian University of Science and Technology (NTNU) campus Gloshaugen consists of 35 buildings, with total area of approximately 300,000 m 2 . Building and energy management system and web-based energy monitoring system (energy remote monitoring -ERM) are available at NTNU. There are 46 heating meters installed in campus. Hourly heat and electricity consumption from all meters can be collected on ERM [28] . The main meter is installed by the district heating supplier, so it was taken as relevant. Daily heating energy consumption was analyzed in this paper.
Data pre-processing
Meteorological data were gathered from the local weather station Skjetlein, Leinstrand, Norway [29] . The heating season is defined as the period starting from the day the mean daily temperature falls below 11 °C during the autumn and lasting until the day it rises above 9 °C during the spring [30] ; it usually lasts 251-280 days [31] . The optimal number of neural network models is determined by the results of analysis of the mean daily outside temperatures for years 2006 until 2014, as the most influencing variable on heating energy consumption. The average mean daily temperatures, with maximum and minimum for the specific date [29] are shown in fig. 1 This database partitioning suggests that separate network models should be developed for each period, rather than using one for the whole year. In this paper, only the cold period (with biggest heating energy consumption) is analyzed. The influence of the day type on heating energy consumption is also analyzed. Based on the correlation of the daily heating energy use and the mean daily outside temperature for each day of the year 2012 ( fig. 2) , it can be seen that there is no significant difference among working days. Heating is not switched off during weekends, only the design set-point is lowered, thus lower the trendlines for saturday and sunday. Holidays and exam periods have the same set-points as regular working days. These conclusions implicate that there should be created two networks: one for the working days, and other for the weekend. In this paper, the network for working days in the cold period is analyzed.
The ANN model development
The selection of the input variables plays a key role in building the ANN prediction model, so there are many different studies dealing with the impact of various variables on energy consumption. The influence of hourly values of solar radiation and wind speed on heating demands of building complex heated by district heating system was confirmed in the empirical research conducted by Wojdyga [32] . The input variables for the neural network model, considered in this study, are: the mean daily outside temperature [°C], the mean daily wind speed [ms 
Neural network ensemble
The main idea of this paper, is to propose a multistage neural network ensemble. First, 50 separately trained FFNN with satisfying accuracy are chosen as possible members. Next task is to ensure also the diversity between individual members. The k-means clustering technology is employed to divide all networks into some groups (clusters) according to similarity of the network outputs. Then, the most accurate individual in each group on the validation set is selected. In that way, both accuracy and diversity are gradually achieved. Finally, all selected individuals construct the ensemble.
In this paper, four different methods (combinations of members) for creating ensemble are used: -the simple average, determines the ensemble output by taking the average of all outputs provided by the individual classifiers (ensemble SAV), -weighted average, the ensemble output is given by the weighted average of its components (ensemble WAV), -median based averaging (ensemble MAV), and -multistage ensemble: RBFN in the 2 nd level. The proposed algorithm for creating ensembles is shown in fig. 3 . Besides first three conventional methods, that are most widely used, the multistage approach, which is expected to give an even better improvement in accuracy, is proposed. The 2 nd level consists of a single RBFN, which is used as an ensemble`s integrator of selected members in order to approximate the best combination function. A customized RBFN function available in MATLAB, which iteratively creates a radial basis network one neuron at a time, is used to develop the second stage network. The radius value (known as spread) of the radial basis function was varied for the best performance of the RBFN.
Results and discussion
The parameter to be predefined in k-means clustering is the number of clusters. Since there is no perfect mathematical criterion for selecting the optimal number of clusters, numerous heuristics and index methods are available in literature. The other way is to run k-means separately for various cluster numbers, and select the one where the ensemble prediction achieves the best results. Therefore, in this study, number of clusters is varied from 2-10 for all four methods. The number of networks in the ensemble is equal to cluster number because one best network in each cluster is selected to join the ensemble. In tabs. 1 and 2, prediction indices for training and testing the models, respectively, are presented.
Table 1. Prediction indices for training networks
The best trained FFNN is used as a reference. The results show that no matter how many networks are in the ensemble, it is always better than the single FFNN. Comparing to . The main issue in ensemble technique is to achieve both accuracy and diversity of ensemble members. The accuracy is obtained by applying adequate training algorithm and selecting the number of neurons in the hidden layer by trial and error methods. The k-means, as one of the most used clustering technique, is used to separate previously trained networks into clusters, and the best network of each cluster is selected as the ensemble member. Ensemble is trained and tested for various numbers of clusters. Three different averaging methods are used for creating ensemble: simple, weighted, and median based. Averaging the predictions of these networks resulted in an improvement in accuracy over the predictions of the best trained individual FFNN. New individual neural network is used as an integrator, by taking FFNN outputs as input. Multistage model, using RBFN in the 2 nd level is proven to be most effective for various numbers of clusters. In this paper, we have demonstrated that multistage ensembles, where the adaptive properties of a second layer network are used to combine the outputs of the individual ensemble members, offer enhanced performance over conventional combining methods and best trained single network.
