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Abstract
We characterize matrices that can be written as a product of two or three square-zero matrices. We also consider the same
questions for (bounded) operators on an infinite-dimensional, separable, complex Hilbert space and in the Calkin algebra.
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1. Introduction
Given a vector space V , a linear endomorphism T on V is called nilpotent if T n = 0 for some positive integer n.
The smallest such integer is called index of nilpotency. If T 2 = 0 we say that the endomorphism is square-zero.
Which endomorphisms can be written as a product of two nilpotents? The finite-dimensional case has been studied
separately by Laffey [5], Sourour [7] and Wu [9]. They showed that every singular n×n matrix over an arbitrary field,
with exception of 2 × 2 nonzero nilpotent, can be written as a product of two nilpotent matrices.
In [2], Drnovšek, Müller and Novak considered the operators (i.e., bounded linear transformations) on a complex,
separable, infinite-dimensional Hilbert space that can be written as a product of two nilpotent operators. They showed
that an operator T is a product of two nilpotent operators if and only if dim kerT = dim kerT ∗ = ∞. They also
showed that if an operator is a product of two nilpotent operators, it is already a product of two nilpotent operators
with index of nilpotency at most 3.
In this paper, our focus will be upon the products of square-zero endomorphisms. In 1994, Sullivan [8] found the
following characterization for linear transformations on an infinite-dimensional vector space.
Theorem 1.1. Let T be a linear transformation on an infinite-dimensional vector space V . The following assertions
hold:
(a) T is a product of two square-zero linear transformations if and only if the codimension of imT ∩ kerT in kerT
equals the dimension of V .
(b) If dim(kerT ) = ∞ and codim(imT ) = ∞, then T can be written as a product of three square-zero linear trans-
formations.
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n × n matrix T can be written as a product of two square-zero matrices if and only if dim(kerT  (kerT ∩ imT ))
rank(T ). We also prove that T can be expressed as a product of three square-zero matrices if and only if rank(T ) n2 .
In Section 3 we find analogous results for (bounded) operators on infinite-dimensional Hilbert space. Finally, in
Section 4 we consider similar questions in the Calkin algebra.
2. Finite-dimensional case
Let F be an algebraically closed field. By Mn(F) we denote the algebra of all n× n matrices over F. If N ∈ Mn(F)
is a square-zero matrix, then the rank of N is less than or equal to n2 . So a necessary condition for a matrix T ∈ Mn(F)
to be a product of two or more square-zero matrices is that rank(T ) n2 . Since
( 0 1
0 0
)
is not a product of two nilpotent
matrices (see, e.g. [7]), the condition is not sufficient. The following result shows that it is a sufficient condition for a
matrix to be a product of three square-zero matrices.
Proposition 2.1. A matrix T ∈ Mn(F) is a product of three square-zero matrices if and only if rank(T ) n2 .
Proof. Suppose that rank(T ) n2 . By the Jordan canonical form, T is similar to T1 ⊕ · · · ⊕ Tm ⊕ 0, where each Ti
is a direct sum of a Jordan block Ji corresponding to the eigenvalue λi and zero matrix, such that the size of Ti is
2 rank(Ti). We only need to show that each matrix Ti can be written as a product of three square-zero matrices.
Let us first consider the case where λi = 0. Then Ti = Ji ⊕ 0, where both blocks are of the same size. Then we can
write (
Ji 0
0 0
)
=
(
0 Ji
0 0
)(−I −I
I I
)(
0 0
I 0
)
.
Thus Ti is a product of three square-zero matrices.
Suppose now that λi = 0. If Ji is of the size k, then the zero matrix is of the size k − 2, since rank(Ti) = k − 1. For
k = 2 the following factorization can be found in [7]:(
0 1
0 0
)
=
(
0 1
0 0
)(
0 0
1 0
)(
0 1
0 0
)
.
For k > 2 we can write
Ti =
(
E E(k−1),1
0 0
)
=
(
0 I
0 0
)(−I −I
I I
)(
E12 0
E −E12 E(k−1),1
)
,
where Eij is a matrix of the size k − 1 with 1 on the position (i, j) and E a matrix of the size k − 1 with 1 on first
upper diagonal. Since all matrices in the factorization are square-zero, the proof is complete. 
Let us now characterize a product of two square-zero matrices.
Theorem 2.2. Let T ∈ Mn(F). The following assertions are equivalent:
(a) T is a product of two square-zero matrices.
(b) dim(kerT  (kerT ∩ imT )) rank(T ).
(c) T is similar to a matrix S such that dim(kerS ∩ kerSt ) rank(S), where St denotes the transpose of S.
Proof. Let T = MN , where M and N are square-zero matrices. Then imT ⊆ kerM , imN ⊆ kerT , and
imT = M(imN). Consider the following decomposition of the space H1 = kerT ∩ imT , H2 = kerT H1, and
H3 = (kerT )⊥. It follows that imN ⊆ H1 ⊕ H2 and H1 ⊆ kerM , so that imT ⊆ M(H2). Therefore rank(T ) =
dim(imT ) dimH2. Hence (b) follows from (a).
Assume now that (b) holds. One can verify that if matrices S and T are similar, then dim(kerS  (kerS ∩ imS)) =
dim(kerT  (kerT ∩ imT )). Therefore dim(kerS  (kerS ∩ imS))  rank(S) for every S similar to T . If S is the
Jordan canonical form for matrix T , kerS  (kerS ∩ imS) = kerS ∩ kerSt , and so the assertion (c) holds.
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of two square-zero matrices. Let H1 be a subspace of kerS ∩ kerSt with dimH1 = rank(S), H2 = kerS H1 and
H3 = (kerS)⊥. We note that dimH3 = rank(S). Hence the matrix of S relative to this decomposition is(0 0 0
0 0 A
0 0 B
)
.
Define matrices M and N by
M =
( 0 0 0
A 0 0
B 0 0
)
and N =
(0 0 I
0 0 0
0 0 0
)
.
Clearly M and N are square-zero matrices and S = MN , which completes the proof. 
Note that similarity does not preserve the inequality in part (c). To show this, let T = ( 1 00 0). Since dim(kerT ∩
kerT t ) = 1, the inequality holds. For every x ∈ F\{0} the matrix S =( 1 x0 0) is similar to T , but dim(kerS∩kerSt ) = 0.
3. Infinite-dimensional case
In this section we prove analogous results on the infinite-dimensional space. In Theorem 1.1 Sullivan gave char-
acterizations of linear transformations on a vector space that can be written as a product of two or three square-zero
linear transformations. His results are analogues to Proposition 2.1 and the equivalence of (a) and (b) in Theorem 2.2.
In this section we will find analogous results for operators (i.e., bounded linear transformations) on a Hilbert space.
Let H denote a complex, separable, infinite-dimensional Hilbert space. Denote by B(H) the algebra of all
operators on H. Given a square-zero operator N , both kerN and kerN∗ are infinite-dimensional spaces. It fol-
lows easily that a necessary condition for an operator T to be a product of two or more square-zero operators is
dim kerT = dim kerT ∗ = ∞. We begin with an example, which shows that this condition is not sufficient for an
operator to be a product of two square-zero operators.
Example 3.1. Let T be an operator on H ⊕H of the form ( 0 I0 0). Suppose that T is a product of two square-zero
operators M and N . It follows from MT = 0 and TN = 0 that imT ⊆ kerM and imN ⊆ kerT . Since kerT = imT ,
we get imN ⊆ kerM . Therefore MN = 0. This contradicts the fact that T = MN .
In this case T is already square-zero operator. In similar way we could see that also the operator T ⊕ A, where A
is an invertible operator, can not be written as a product of two square-zero operators.
Similarly as in finite-dimensional case the necessary condition for an operator to be a product of square-zero
operators is also a sufficient condition for an operator to be a product of three square-zero operators.
Theorem 3.2. An operator T ∈ B(H) is a product of three square-zero operators if and only if dim kerT =
dim kerT ∗ = ∞.
Proof. We only need to prove that the condition is sufficient. Suppose that dim kerT = dim kerT ∗ = ∞. We can
choose a decomposition of H as a direct sum of infinite-dimensional closed subspaces H1, H2, and H3 such that
H1 ⊆ kerT and H3 ⊆ kerT ∗. Then the matrix of T relative to this decomposition is of the form(0 A B
0 C D
0 0 0
)
.
Since all infinite-dimensional closed subspaces of H are isomorphic to H, there exists a unitary operator (U V )
from H⊕H to H. Then there exist operators X and Y such that(
A B
C D
)
=
(
X
Y
)
(U V ) .
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M =
(0 0 X
0 0 Y
0 0 0
)
, N =
( 0 0 0
0 0 0
I 0 0
)
and P =
(0 U V
0 0 0
0 0 0
)
.
It is easy to verify that T = MNP and that M,N and P are square-zero operators. 
Let us now consider which operators can be written as a product of two square-zero operators. We can find a
necessary condition that is analogue to the assertion (b) in Theorem 2.2. But it is not clear if this is also a sufficient
condition. What we can show is that the analogue to the assertion (c) is a sufficient condition.
Proposition 3.3. If an operator T ∈ B(H) is a product of two square-zero operators, then dim(kerT  (kerT ∩
imT )) = ∞.
Proof. If dim(imT ) < ∞, the assertion obviously holds, since dim(kerT ) = ∞. Let us now assume that
dim(imT ) = ∞. If T is a product of two square-zero matrices, we have, similarly as in the proof of implication
from (a) to (b) in Theorem 2.2, dim(kerT  (kerT ∩ imT )) dim(imT ). This implies the desired conclusion. 
Proposition 3.4. If an operator T ∈ B(H) is similar to an operator S ∈ B(H) with dim(kerS ∩ kerS∗) = ∞, then T
is a product of two square-zero operators.
Proof. It is sufficient to show that S is a product of two square-zero operators. We can choose a decomposition of H
as a direct sum of infinite-dimensional closed subspaces H1 and H2 such that H1 ⊆ kerS ∩ kerS∗. The matrix of S
relative to this decomposition is of the form
( 0 0
0 A
)
. Define operators M and N on H by
M =
(
0 0
A 0
)
and N =
(
0 I
0 0
)
.
It is evident that S = MN and that M and N are square-zero operators. 
The following example shows that in general a necessary condition and a sufficient condition are not equivalent.
We can show the equivalence if T fulfills an additional condition.
Example 3.5. Let M and N be infinite-dimensional closed subspaces of H with trivial intersection and suppose
that M + N0 is not closed for every infinite-dimensional subspace N0 of N . Choose the operators M and N so
that M = kerM = imM and N = kerN = imN . Hence M and N are square-zero operators. Let T = MN . Then
kerT =N , imT =M and therefore kerT + imT =M+N is not closed.
Suppose that T = PSP−1 for an invertible operator P and an operator S with dim(kerS ∩ kerS∗) = ∞. Define
N0 = P(kerS ∩ kerS∗). Then dimN0 = ∞. It is easy to see that N0 ⊆ N and N0 ∩M = {0}. Since the spaces
P−1(N0) and imS are orthogonal, the space P−1(N0) + imS is closed and therefore N0 +M is closed, which is a
contradiction.
Proposition 3.6. An operator T ∈ B(H) is similar to an operator S ∈ B(H) with dim(kerS ∩ kerS∗) = ∞ if and only
if there exists an infinite-dimensional closed subspace N of kerT such that N ∩ imT = {0} and the space N + imT
is closed.
Proof. Suppose that T is similar to an operator S with dim(kerS ∩ kerS∗) = ∞. As in example above we can show
that N = P(kerS ∩ kerS∗) satisfies all the conditions.
To prove the converse, let H1 = kerT ∗ and H2 = imT . Then H = H1 ⊕H2. The matrix of T relative to this
decomposition is
( 0 0
A B
)
. The kernel of T is the set of pairs (x1, x2) ∈H1 ⊕H2 satisfying the condition Ax1 +Bx2 = 0.
Let P denote the orthogonal projection ontoH1. SinceN + imT is a closed space, the subspaceH12 = P(N ) is also
closed by [6, Theorem 2.1]. Since N and H2 have trivial intersection, P is injective on N . Therefore H12 is infinite-
dimensional.
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0 0 0
A1 A2 B
)
.
We now claim that imA2 ⊆ imB . Indeed, if x ∈H12 there exists y ∈H2 such that (0, x,−y) ∈N ⊆ kerT . Hence
A2x = By, which proves our claim. It follows from the well-known theorem of Douglas [1] that there exists an
operator X such that A2 = BX. Define an operator V on H=H11 ⊕H12 ⊕H2 as(
I 0 0
0 I 0
0 X I
)
,
and let S = V T V −1. Since the matrix of S is( 0 0 0
0 0 0
A1 0 B
)
and H12 is an infinite-dimensional space contained in kerS ∩ kerS∗, the proof is complete. 
Combining Propositions 3.3, 3.4 and 3.6 we obtain the main result of this section.
Theorem 3.7. Suppose that T ∈ B(H) is an operator such that kerT + imT is closed. Then the following assertions
are equivalent:
(a) The operator T is a product of two square-zero operators.
(b) dim(kerT  (kerT ∩ imT )) = ∞.
(c) The operator T is similar to an operator S with dim(kerS ∩ kerS∗) = ∞.
4. The Calkin algebra
In the last section we consider the Calkin algebra B(H)/K(H), where we denote by K(H) the ideal of all compact
operators. The canonical map from B(H) to B(H)/K(H) is denoted by π . The essential spectrum σe(T ), the left
essential spectrum σle(T ) and the right essential spectrum σre(T ) of an operator T ∈ B(H) is defined as the spectrum,
the left spectrum and the right spectrum of π(T ) in B(H)/K(H), respectively.
The image of an operator in the Calkin algebra is nilpotent if and only if some power of the operator is compact.
We first consider a necessary condition for an operator to be a product of operators whose images in the Calkin algebra
are nilpotents. If T = MN , where π(M) and π(N) are nilpotents, then neither left nor right inverse of π(T ) exists,
and so 0 ∈ σle(T )∩ σre(T ). We say that T is not semi-Fredholm operator.
The following theorems characterize the operators that can be written as a product of operators whose images in
the Calkin algebra are nilpotent elements.
Theorem 4.1. Let T be an operator on H. The following assertions are equivalent:
(a) The operator T is not a semi-Fredholm operator.
(b) H can be decomposed as a direct sum of three infinite-dimensional closed subspaces, so that T is similar to an
operator of the form( 0 A 0
K C D
0 L 0
)
,
where K and L are compact operators.
(c) The operator T is a product of two quasi-nilpotent operators.
(d) The operator T is a product of two quasi-nilpotent operators M and N such that M3 and N3 are compact.
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(f) The operator T is a product of three operators whose squares are compact.
Proof. For the reader’s benefit we sketch the proof of implications from (a) to (b) and from (b) to (c). The detailed
proofs can be found in [2]. Suppose that T is not semi-Fredholm. Since neither T nor T ∗ is upper semi-Fredholm, we
can find inductively an orthonormal sequence f1, g1, f2, g2, . . . in H such that ‖Tfn‖ 1n and ‖T ∗gn‖ 1n .
Let M be the closed linear span of the vectors {fn}, and let N be the closed linear span of {gn}. Then H =
M⊕L⊕N , where L= (M⊕N )⊥ (we can assume that L is also infinite-dimensional). The matrix of T relative to
this decomposition is(
K1 A B
K2 C D
K3 K4 K5
)
,
where K1, . . . ,K5 are Hilbert–Schmidt operators, and hence compact. It can be showed that T is similar to an operator
with infinite-dimensional zeros in all four corners. So (a) implies (b).
Since all three spaces in the decomposition are infinite-dimensional, we can write the first and the last of them as
an infinite sum of Hilbert spaces that are isomorphic to H so that in the obtained decomposition of the space H the
operator T can be represented as⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
...
...
...
0 A2 0
· · · 0 0 A1 0 0 · · ·
· · · K2 K1 C D1 D2 · · ·
· · · 0 0 L1 0 0 · · ·
0 L2 0
...
...
...
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where {Kn} and {Ln} are compact operators satisfying max{‖Kn‖,‖Ln‖} 4−n for all n 2. Now define the opera-
tors Q1 and Q2 on H by
Q1 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
...
...
...
0 A3 0
0 A2 0
0 A1 0 0 · · ·
· · · 2−2I 2−1I I 0 C 0 0 · · ·
0 0 2L1
0 0 22L2
0 0
. . .
...
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
Q2 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
. . .
...
...
0 22K2 0 0
0 2K1 0 0 0 0 · · ·
0 0 D1 D2 D3 · · ·
· · · 0 0 0 0 0 0 0 · · ·
I
2−1I
2−2I
..
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
..
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operators in the factorization are compact, this also implies (d). Besides, the implication from (d) to (e) is trivial. On
the other hand, the necessary condition for an operator to be a product of operators whose images in Calkin algebra
are nilpotents shows that each of the assertions (d)–(f) implies (a).
Finally, let us show that (b) implies (f). Suppose that T is similar to an operator S of the form( 0 A 0
K C D
0 L 0
)
,
where K and L are compact operators. As in Theorem 3.2 we can find a factorization(
A 0
C D
)
=
(
X
Y
)
(U V ) .
It is easy to see that we can write K = K1K2K3 and L = L1L2L3, where all operators Ki and Li are compact. Define
operators
M =
( 0 0 X
K1 0 Y
0 L1 0
)
, N =
( 0 K2 0
0 0 L2
I 0 0
)
and P =
( 0 U V
K3 0 0
0 L3 0
)
.
It is clear that S = MNP and M2,N2,P 2 are compact, which completes the proof. 
Theorem 4.2. Let T be an operator on H. The following assertions are equivalent:
(a) The operator T is similar to an operator S with 0 ∈ σe(SS∗ + S∗S).
(b) H can be decomposed as a direct sum of three infinite-dimensional closed subspaces, so that T is similar to an
operator of the form( 0 K1 0
K2 C K3
0 K4 0
)
,
where Ki are compact operators.
(c) The operator T is a product of two quasi-nilpotent operators whose squares are compact.
(d) The operator T is a product of two operators whose squares are compact.
Proof. For the proof of implications from (a) to (b) and from (b) to (c) we just slightly change the proof of The-
orem 4.1. Suppose first that T is similar to an operator S with 0 ∈ σe(SS∗ + S∗S). We can find decomposition of
the space H as before. In addition, since 0 ∈ σe(SS∗ + S∗S) we can choose a sequence f1, g1, f2, g2, . . . such that
‖Sfn‖ 1n , ‖Sgn‖ 1n and the same holds for S∗. Then the matrix of S relative to this decomposition is(
K1 A B
K2 C D
K3 K4 K5
)
,
where also A, B and D are Hilbert–Schmidt operators and therefore compact. The rest of the proof is the same as
before. Since A and D are compact, the squares of both operators in the factorization are compact. The direct proof
of implication form (a) to (c) can be found in [4].
Since the implication from (c) to (d) is obvious, the only thing left to prove is that (d) implies (a). Assume that
T = MN , where M2 and N2 are compact. If T is compact, then it is clear that 0 ∈ σe(T T ∗ + T ∗T ). So suppose that
T is not compact. We use the known characterization of compact operators (see, e.g. [3]): an operator K is compact if
and only if for every orthonormal sequence {en} the sequence {Ken} converges to zero. Since T is not compact, there
exists an orthonormal sequence {en} such that {T en} does not converge to zero. Define fn = Nen and gn = M∗T en.
The sequences {fn} and {gn} converge weakly to zero, ‖Tfn‖ → 0, ‖T ∗gn‖ → 0 and 〈fn, gn〉  0. By [4, Lemma 4]
the operator T is similar to an operator S with 0 ∈ σe(SS∗ + S∗S). This completes the proof. 
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