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Abstract
Distance and its related decision rules are important in classiﬁcation problems. kNN classiﬁes a data point by the labels of its
k-nearest neighbors and can be ameliorated by metric learning. For SVM, representative hyperplanes are found to refer to the
location of every class and any point can be labeled by its perpendicular distance from the hyperplanes. Inspired by metric
learning and SVM, a multi-metric classiﬁcation machine, called MMCM, with a new prediction mechanism is proposed based
on a novel distance relationship discerned by multi-metrics learning of the speciﬁcity information of each class. MMCM aims
to ﬁnd multi-metrics, namely the multiple local linear transformations for each class, to map data points into a new feature
space, in which the distance between a point and its corresponding class centroid is minimized and data points of other classes
are far from the centroid. An example with unknown label is classiﬁed according to the label of its nearest centroid. The
primary problem is slacked as a linear optimization problem and kernel is introduced to make a nonlinear transformation.
Enormous experiments verify MMCM’s competitive performance both on binary classiﬁcation and multi-class classiﬁcation
compared to state-of-the-art classiﬁcation methods.
c© 2016 The Authors. Published by Elsevier B.V.
Selection and/or peer-review under responsibility of ITQM2016.
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1. Introduction
Classiﬁcation task is one of the most widely studied problems, which aims to predict the labels of unknown
patterns based on knowledge extracted from datasets[1, 2]. k-Nearest Neighbor(kNN)[3] and support vector ma-
chine(SVM) are two of the most classical methods in dealing with classiﬁcation learning. The so-called knowledge
is derived from datasets that consist of diﬀerent classes distributing in diﬀerent locations and forming various sta-
tistical structures. An unlabeled pattern is classiﬁed by its location relative to the location of global class or local
region. This kind of relativity is often deﬁned by distance, calculated in multifarious ways in the models of kNN
and SVM. In kNN, the distance is only considered in neighbourhood level, on which the label of an example is
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determined by the labels of k nearest neighbors. But in most implementations, kNN simply takes advantage of
Euclidean distance, treating all the classes and features indiscriminately. To extract more potential information
from attributes, the research on metric learning is extensively developed to ﬁnd a data-dependent metric to com-
pute distance in a more reasonable way[4, 5, 6, 7, 8]. The purpose of metric learning is to learn a proper metric
M, computing the distance by dM(xi, x j) = (xi − x j)M(xi − x j), to increase inter-class distance and decrease
intra-class distance as much as possible. Popular methods include metric learning with side information[9], with
large margin nearest neighbor(LMNN)[10], with information-theory[11], using boosting-like technique[12], by
collapsing classes[13], and neighbourhood component analysis[14], large margin component analysis[15], sparse
metric learning[16, 17, 18], SVM related metric learning[19, 20, 21, 22], learning metric from network[23, 24].
Metric learning has been applied to many applications, such as face identiﬁcation[25], image annotation[26], and
text classiﬁcation[27].
But all the above methods are learning a global unique metric without considering the class related informa-
tion. A appropriate metric should satisfy the property of semi-deﬁnite positive, which can make the target metric
M be decomposed as LL. The new deﬁned distance in the original space is actually Euclidean distance after the
linear transformation Lx. So a global metric is accompied with a single global linear transformation. A naturally
extension for metric learning is to learn multi-metrics, i.e., each class corresponding to a local linear transfor-
mation. This idea takes local data structure into account to mine more statistical information. There are few
research on metric learning with multi-metrics up to now. Multi-metric LMNN(mmLMNN)[10] is proposed to
deﬁne class-dependent distance to realize the mechanism of multiple local linear transformations. It shows better
performance in improving the accuracy of kNN classiﬁcation than the original LMNN.
In traditional SVM, two parallel support hyperplanes are sought to meet the principle of margin maximization[28,
29, 30, 31, 32]. SVM looks for boundary-like hyperplanes to discriminate the location of every class. The label of
an unlabeled example is determined by its perpendicular distance to the boundaries. The distance is considered in
global level, in contrast to the local level in kNN. In fact, margin maximization does not attend to class speciﬁcity,
but only feature information, since the two hyperplanes are parallel to meet global distribution. However, non-
parallel SVM(NPSVM)[33, 34, 35, 36] for binary classiﬁcation has made improvements on the issue, which ﬁnds
two nonparallel hyperplanes to make each hyperplane proximal to its corresponding class and far from the other
class as much as possible. The nonparallel hyperplanes can be regarded as two ’centroid’ lines, the functions of
which are similar as multiple metrics(or multiple linear local linear transformations) in metric learning, to indicate
the locations of classes. The better classiﬁcation performance of NPSVM compared to traditional SVM veriﬁes
that the information of class uniqueness is beneﬁcial to improve classiﬁcation accuracy.
In this paper, we propose a new metric learning approach called MMCM, multi-metrics classiﬁcation machine.
Each metric corresponds to a class. We establish one optimization problem for each class to learn multiple metrics
independently. The desired metric is to minimize within-class distance by enforcing the distance between the
points and their class centroid as small as possible, with constraints that points of other classes should be far from
the centroid unit distance away. Every metric can be decomposed with respect to linear transformation due to its
property of semi-deﬁnite positive. The optimization problems can be constructed in terms of linear transforma-
tion and solved in linear programming after being slacked. Extensive experiments demonstrate MMCM’s high
performance in both binary and multi-class classiﬁcation.
We organize our paper as follows. In section 2, multi-metrics related methods, NPSVM, and multi-metric
LMNN are introduced. The relation between metric learning and NPSVM is expounded in Section 3. Section 4
proposes and discusses MMCM in detail. Experimental results and conclusions are summarized in Section 5 and
6 respectively.
2. Background
For a classiﬁcation problem:
T = {(x1, y1), (x2, y2), · · · , (xm, ym)}, (1)
where xi ∈ Rn, yi ∈ {1, 2, · · · , c}, i = 1, · · · ,m(c ≥ 2). Deﬁne Ak = (xk1 , xk2 , · · · , xkm ), k = 1, 2, · · · , c, and
m =
c∑
k=1
km.
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2.1. Nonparallel SVM
The most representative algorithm in nonparallel SVM is the twin support vector machine(TWSVM) which
is proposed for binary classiﬁcation problem. It looks for a hyperplane for each of the two classes, minimizing
the distance between the data points and its corresponding class and pushing the inputs one unit distance away
from their opposite hyperplane. The problem (1) becomes a binary classiﬁcation task when c = 2. Let the
number of positive and negative class be m1,m2 respectively. Deﬁne two matrices A = (x1, x2, · · · , xm1 ), B =
(xm1+1, xm1+2, · · · , xm1+m2 ), where yi = +1, i = 1, · · · ,m1; y j = −1, j = m1+1, · · · ,m1+m2;m1+m2 = m. TWSVM
solves the following twin optimization problems:
min
w+,b+
1
2
‖Aw+ + e+b+‖2 + c1e−ξ− (2)
s.t. −(Bw+ + e−b+) ≥ e− − ξ− (3)
ξ− ≥ 0 (4)
and
min
w−,b−
1
2
‖Bw− + e−b−‖2 + c2e+ξ+ (5)
s.t. Aw− + e+b− ≥ e+ − ξ+ (6)
ξ+ ≥ 0 (7)
2.2. Metric learning with multi-metrics
Instead of learning a single global metric, LMNN extends its original algorithm by learning multiple met-
rics to transform each class individually. Metric learning with multi-metrics can better extract the local data
information and obtain more suitable metric to improve the kNN performance. Multi-metric LMNN deﬁnes the
class-dependent distance as:
dMyi = (xi − x j)Myj (xi − x j), (8)
in which the metric is only related with xi. Multi-metric LMNN learns the c metrics M1,M2, · · · ,Mc simultane-
ously in an uniﬁed semi-deﬁnite programming:
min
M1,M2,··· ,Mc
(1 − μ)
∑
i, j
(xi − x j)Myj (xi − x j) + μ
∑
i, j,l
(1 − yil)ξi jl (9)
s.t. (xi − xl)Myl (xi − xl) − (xi − x j)Myj (xi − x j) ≥ 1 − ξi jl (10)
ξi jl ≥ 0 (11)
Mk  0, k = 1, · · · , c (12)
where μ is a trade-oﬀ to balance the two terms in the objective functions.
3. The relation on metric learning and TWSVM
In this section, the relation between metric learning and TWSVM is illustrated. They both make eﬀorts
in enlarging the inter-class distance and reducing the intra-class distance. For binary classiﬁcation problem, a
generalized algorithm with multi-metrics in metric learning is to construct a pair of optimization problem as
following:
min
M1
max
yi=yk=1
d2M1 (xi, xk) (13)
s.t. min
yi=1,y j=−1
d2M1 (xi, x j) ≥ α1 (14)
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and
min
M2
max
yi=yk=−1
d2M2 (xi, xk) (15)
s.t. min
yi=−1,y j=1
d2M2 (xi, x j) ≥ α2 (16)
The intra-class distance should be minimized and the between-class distance with respect to diﬀerent metrics
should be larger than diﬀerent thresholds respectively. Note that the between-class distance has not the property
of symmetry because of the two distinct metrics.
For any semi-deﬁnite matrix M, there exists a matrix W satisfying that M = WW, then the distance with
respect to M can be expressed as:
d2M(xi, x j) = ‖W(xi − x j)‖2 (17)
The problems (13)-(14) and (15)-(16) can be rewritten as:
min
W1
max
yi=yk=1
‖W1(xi − xk))‖2, (18)
s.t. ‖W1(xi − x j)‖2 ≥ α1, yi = 1, y j = −1 (19)
and
min
W2
max
yi=yk=−1
‖W2(xi − xk))‖2, (20)
s.t. ‖W2(xi − x j)‖2 ≥ α2, yi = −1, y j = 1 (21)
where the αk (k = 1, 2) in the right of the constraints can be replaced by any positive real number with multiplying
W by a proper number. Suppose that M1,M2 are diagonal matrices, and let diag(W1) = w1, diag(W2) = w2 for the
problem (18)-(19), we have:
‖W1(xi − xk))‖2 = (1T (W1xi) + b1 − (1T (W1xk) + b1))2 = (wT1 xi + b1 − (wT1 xk + b1))2 (22)
Since (wT1 xi + b1 − (wT1 x j + b1))2 ≤ (wT1 xi + b1)2 + (wT1 x j + b1)2, so
max
yi=yk=1
‖W1(xi − xk)‖2 ≤
∑
yi=1
(wT1 xi + b1)
2 = ‖Aw1 + e1b1‖2
The following problems are considered to be solved:
min
w1
‖Aw1 + e1b1‖2, (23)
s.t. |wT1 (xi − x j)| ≥ α1, yi = 1, y j = −1 (24)
For the constraint (24), it’s obviously that |wT1 (xi− x j)| ≥ |wT1 x j+b1|−|wT1 xi+b1|. If the conditions |wT1 x j+b1| ≥
1 + α1 and |wT1 xi + b1| ≤ 1 are given, the equation (24) can be obtained. So the problems (13)-(14) can be slacked
as:
min
w1
‖Aw1 + e1b1‖2, (25)
s.t. −(Bw1 + e2b1) ≥ (1 + α1)e2, (26)
−e1 ≤ Aw1 + e1b1 ≤ e1, (27)
In fact, the problems (25)-(27) is equivalent to the primary problems of TWSVM.
For a binary classiﬁcation problem, from the perspective of TWSVM, the space is ﬁxed, TWSVM seeks for
two best nonparallel hyperplanes to make each hyperplane proximal to its corresponding class. In the view of
metric learning, two hyperplanes H1 : 1T x + b1 = 0 and H2 : 1T x + b2 = 0 are ﬁxed, it aims to learn two metrics
M1 = WT1 W1 and M2 = W
T
2 W2 to rotate the space to increase the inter-class distance and decrease the intra-class
distance.
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4. MMCM
In this section, a new classiﬁcation machine called MMCM, multi-metrics classiﬁcation machine, is proposed
to solve binary and multi-class classiﬁcation learning problem.
4.1. model
Metric learning with multi-metrics aims to learn multi data-dependent metrics, of which each corresponds to a
class. For a multi-class classiﬁcation problem with the training set (1), the metrics Mk(k = 1, · · · , c) are expected
to minimize its corresponding within-class distance and push other points far away.
For each class k and its corresponding metric Mk, the class centroid is denoted by μk and Mk can be decom-
posed into Wk Wk. The within-class distance can be measured by the sum of the distance between intra-class
points and their centroid, written as:
d2Mk =
∑
yi=k
(xi − μk)Mk(xi − μk) (28)
=
∑
yi=k
‖Wk(xi − μk)‖2 (29)
Mk plays the role transforming the intra-class points into new space and making them lie nearer to the centroid.
Since every metric just utilizes its corresponding class information, it can make better use of local data structure
and obtain more compact class distribution. To push the outer-class points further, the inter-class distance can be
measured by the sum of the distance between outer-class points and the centroid μk, formulated as:
d2Mk =
∑
y jk
‖Wk(x j − μk)‖2 (30)
Obviously, the class distance deﬁned here is not symmetric, owing to the introduction of the class centroid in the
distance calculation. Although the transformed distance is expressed in 2-norm terms in general, we can introduce
a generalized distance formulation with respect to Wk:
dWk (xi, x j) = ‖Wk(xi − x j)‖p (31)
where the parameter p is a positive real number. Diﬀerent values of p may have diﬀerent eﬀect on the learning of
the metrics. In the following context, p is assigned to be 1 to construct the original problem of MMCM.
MMCM constructs the following optimization problem with respect to the k class:
min
Wk
‖Wk‖ + γ1
∑
yi=k
‖Wk(xi − μk)‖ + γ2
m−mk∑
j=1
ξ
j
k (32)
s.t. ‖Wk(x j − μk)‖ ≥ 1 − ξ j, y j  k (33)
ξ
j
k ≥ 0, j = 1, · · · ,m − mk (34)
where k = 1, · · · , c. Each problem learns a matrix to minimize intra-class distance with restricting that the inter-
class distance is larger than 1. The ‖Wk‖ term is a regularizer to avoid overﬁtting. In fact, the matrix can be
regarded as a linear transformation, which is embedded with the information of data distribution or local structure.
Then each matrix can make the similar points nearer and dissimilar points further. Every matrix Wk(k = 1, · · · , c)
can be classiﬁed into two cases: full matrix and diagonal matrix. In the following context, only diagonal matrix
for Wk are considered.
Let diag(Wk) = wk(k = 1, · · · , c), the problem (32)-(34) can be rewritten as:
min
wk
‖wk‖ +
∑
yi=k
‖wk ◦ (xi − μk)‖ +
m−mk∑
j=1
ξ
j
k (35)
s.t. ‖wk ◦ (x j − μk)‖ ≥ 1 − ξ j, y j  k (36)
ξ
j
k ≥ 0, j = 1, · · · ,m − mk (37)
where ◦ denotes Hadamard product.
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Theorem 1. For any two vectors h1 and h2, the 1-norm of Hamamard product is not smaller than the absolute
value of the inner product, namely,
‖h1 ◦ h2‖ ≥ |h1 · h2| (38)
In virtue of the Theorem 1, we solve the following slack version programming:
min
wk
‖wk‖ +
∑
yi=k
|wk (xi − μk)| +
m−mk∑
j=1
ξ
j
k (39)
s.t. |wk (x j − μk)| ≥ 1 − ξ j, y j  k (40)
ξ
j
k ≥ 0, j = 1, · · · ,m − mk (41)
But the constraints are not linear which are hard to be solved, we consider solving the following problem:
min
wk
‖wk‖ +
∑
yi=k
|wk (xi − μk)| +
m−mk∑
j=1
ξ
j
k (42)
s.t. −wk (x j − μk) ≥ 1 − ξ j, y j  k (43)
ξ
j
k ≥ 0, j = 1, · · · ,m − mk (44)
For simiplicity and elegant formation, the above problem can be reformulated as matrix expression:
min
wk
‖wk‖ + ‖(Ak − 1Akμk )wk‖ + 1Bkξk (45)
s.t. −(Bk − 1Bkμk )wk ≥ 1Bk − ξ (46)
ξk ≥ 0 (47)
where Bk = T/Ak, 1Ak and 1Bk are column vector of ones with length mk and m − mk respectively.
Kernel function can be introduced into the problem (45)-(47), and the kernelized version ofMMCM is obtained
as follows:
min
uk
‖uk‖ + ‖K(Ak − 1Akμk ,Ck)uk‖ + 1Bkξk (48)
s.t. −K(Bk − 1Bkμk ,Ck)uk ≥ 1Bk − ξ (49)
ξk ≥ 0 (50)
where Ck = (Ak , B

k )
 and K(xi, x j) is the kernel function.
4.2. Linear optimization
The objective function of the problem (45)-(47) is convex but not diﬀerentiable, leading to intractable solution.
Introducing extra variables ηk ∈ Rkm and adding the constraints (Ak − 1Akμk )wk = ηk, we have the equivalent
optimization problem:
min
wk
‖wk‖ + ‖ηk‖ + 1Bkξk (51)
s.t. (Ak − 1Akμk )wk = ηk (52)
−(Bk − 1Bkμk )wk ≥ 1Bk − ξk (53)
ξk ≥ 0 (54)
Lemma 1. For any scalar number z, there exists two nonnegative real numbers z1, z2 to make z = z1 − z2 and the
absolute value |z| = z1 + z2.
Theorem 2. For any vector r ∈ Rn, there are two vectors p, q with all nonnegative components, making that
r = r1 − r2 and ‖r‖ = 1n (r1 + r2), where 1n is column vector of ones with the length of n.
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Assume that the variables λk, αk ∈ Rn, sk and tk ∈ Rkm meet the acquirements that wk = λk −αk and ηk = sk − tk,
we have:
min
λk ,αk
1n (λk + αk) + 1

Ak (sk + tk) + 1

Bkξk (55)
s.t. (Ak − 1Akμk )(λk − αk) = sk − tk (56)
−(Bk − 1Bkμk )(λk − αk) ≥ 1Bk − ξk (57)
λk, αk, sk, tk, ξk  0 (58)
The above problem is a linear programming which can be easily solved without any trick. It can be further
formulated in succinct form if πk = (λk , α

k , s

k , t

k , ξ

k )
 is deﬁned:
min
π
pπ (59)
s.t. Qπ = 0Ak (60)
Lπ ≤ l (61)
where p = (1n , 1n , 1Ak , 1

Ak
, 1Bk )
, l = (−1Bk , 0),Q = (Ak − 1Akμk ,−Ak + 1Akμk , EAk ,−EAk ,OAk ) and
L =
(
Bk − 1Bkμk −Bk + 1Bkμk OBk OBk EBk−1n −1n −1Ak −1Ak −1Bk
)
(62)
An unknown point x is predicted by:
label = arg min
k=1,··· ,c
|(x − μk)(λk − αk)| (63)
Similar as the linear case, the nonlinear version of MMCM can be solved in the same way and not be explained
any more here.
4.3. Discussion
It should be pointed out that the novel method has the following merits: (1)MMCM only needs to solve linear
programming problem, without any computation of inverse matric or deduction of dual problem. (2)MMCM can
both solve binary and multi-class classiﬁcation learning problems, without any transformation of the formulation.
(3)Unlike metric learning with single metric, the within-class distance and between-class distance are computed
by the class centroid and the inputs, not directly by any two data points. It has much lower complexity, leading to
a more eﬀective optimization process.
We compare diﬀerent measurements of within-class and between-class distance in Table 1. The listed algo-
rithms had all got good performance in classiﬁcation problem in virtue of their distinctive measure of inter-class
and intra-class distance. It is veriﬁed that the distance measurement have signiﬁcant eﬀect on metric learning and
classiﬁcation. This proposes a big challenge to measure the distance better in the future.
5. Experiments
In this section, we make comparison amongMMCM, TWSVM and mmLMNN on diﬀerent datasets to validate
the eﬃciency of MMCM. 16 binary datasets and 7 multi-class datasets are selected from UC Irvine Machine
Learning Repository and LIBSVM Datasets. Five-fold crossvalidation is executed to obtain average results. All
the numerical experiments are implemented on Matlab 2015a(Lenovo Desktop, 8G RAM). We make experiments
in linear case and nonlinear case respectively.
To get the best accuracy, we seeks for the optimal parameters from diﬀerent ranges. In linear case, TWSVM
searchs its parameter c1 from the set {10−3, · · · , 103} and c1 = c2 is set for simplicity. For mmLMNN, the trade-oﬀ
μ is selected from {0.1, · · · , 0.9}. The parameter γ1 in MMCM is chosen in {10−2, · · · , 102} and γ2 = λγ1, λ ∈
{1, 2, · · · , 6}. In nonlinear case, the polynomial kernel function K(x, x′) = (x · x)d is introduced into TWSVM and
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Table 1. Measurement of within-class and between-class distance
Methods Winthin-class Between-class
Single metric
SVM N/A min
yiyl
d(xi, xl)
MLPC
∑
yi=y j
(xi − x j)M(xi − x j) ∑
yiyl
(xi − xl)M(xi − xl)
LMNN
∑
yi=y j
(xi − x j)M(xi − x j) (xi − x j)M(xi − x j), yi  yl
Multi-metrics
TWSVM
∑
yi=k
d(xi,Hk), k = +,− ∑
y jk
d(x j,Hk), k = +,−
M-LMNN
c∑
k=1
∑
yi=y j=k
(xi − x j)Mk(xi − x j) (xi − xl)Myl (xi − xl), yi  yl
MMCM
∑
yi=k
(xi − μk)Mk(xi − μk), k = 1, · · · , c ∑
y jk
(x j − μk)Mk(x j − μk), k = 1, · · · , c
MMCM. The power d is ranged in the set {2, 3, 4}. The parameter settings of TWSVM and mmLMNN are the
same as that in linear case. For MMCM, γ1 = {10−3, · · · , 103} and γ2 = 3γ1.
Classiﬁcation accuracy is used to evaluate the performance, summarized with standard deviation in Table 2.
For binary classiﬁcation, MMCM performed best on 9 datasets in linear case and 10 datasets in nonlinear case. In
multi-class classiﬁcation, comparisons were only carried out on MMCM and mmLMNN. MMCM got the highest
accuracy on 6 out of 7 datasets, owing to its property of being kernelization.
Table 2. Average accuracy of classiﬁcation
Datasets Scale TWSVM-lin mmLMNN MMCM-lin TWSVM-poly MMCM-poly
Binary class
WPBC 198×33 80.04±9.06 74.84±5.89 80.51±9.70 77.33±5.64 76.92±7.69
Sonar 208×60 76.88±4.60 82.74±6.56 78.31±5.36 81.66±4.98 83.16±7.34
Spectf 267×44 81.59±6.84 73.05±4.18 80.47±6.74 79.44±4.54 79.44±4.54
Heart 270×13 82.96±4.01 77.04±5.00 84.44±4.06 81.85±8.43 82.59±5.00
Hungarian 294×13 83.00±1.49 76.59±6.26 83.00±3.76 80.24±6.81 81.69±3.62
Heartc 303×13 82.54±3.39 79.87±4.26 84.19±3.97 79.94±4.37 82.21±2.69
Ionosphere 351×34 89.73±7.18 85.46±5.69 90.02±3.52 85.74±4.77 88.02±3.32
Dermatology 366×34 96.18±2.03 97.00±1.13 97.27±1.36 96.72±1.55 96.18±2.03
Votes 435×16 95.63±1.50 92.87±3.29 95.86±1.03 94.25±2.93 93.56±1.03
Arrhythmia 452×279 59.72±2.34 62.62±3.15 73.66±6.70 52.85±8.22 70.12±5.91
Clean1 476×166 81.30±5.14 82.35±3.75 85.71±2.84 72.46±6.66 87.81±1.24
WDBC 569×30 96.48±1.66 96.48±1.09 98.07±1.58 95.44±1.08 97.71±1.84
Australian 690×14 86.67±3.46 83.91±5.03 86.09±4.27 86.96±4.81 86.81±3.81
Blood 748×4 77.26±6.74 70.85±4.20 76.34±6.85 77.40±6.94 77.93±6.52
Pima 768×8 77.60±3.50 73.84±1.88 76.81±2.63 76.17±3.79 75.26±3.43
Parkinson 1040×25 62.88±1.78 65.58±3.32 64.62±3.72 66.06±2.42 64.23±4.03
Multi-class
Iris 150×4 95.33±1.83 91.33±1.83 98.00±1.83
Wine 178×13 94.95±4.23 98.33±1.53 96.05±3.28
Seeds 210×7 92.86±2.38 97.62±1.68 94.76±3.10
Thyroid 215×5 94.88±3.45 96.28±2.65 98.60±1.27
Svmguide2 391×20 76.73±4.00 78.28±5.41 72.63±3.76
Vehicle 846×18 70.34±3.11 73.89±4.86 80.61±2.85
Segment 2310×19 96.28±0.79 89.35±1.03 95.41±1.20
6. Conclusions
In this paper, a novel metric learning method called MMCM, multi-metrics classiﬁcation machine, is proposed
with signiﬁcant strengths for binary and multi-class classiﬁcations. Multiple metrics, of which each corresponds
to a class, are learned to utilize distribution information of all the classes. Every metric meets the requirement
that minimizing the distance between the data points and their centroid, and pushing data points of other classes
564   Dewei Li et al. /  Procedia Computer Science  91 ( 2016 )  556 – 565 
one unit distance away. A semi-deﬁnite positive metric is decomposed as the multiplication of the transpose of a
matrix and the matrix itself. Then an optimization problem for a class in terms of the local linear transformation
is constructed. MMCM only needs to solve c linear programmings. Enormous experiments demonstrate the
competitive performance of MMCM compared to other state-of-the-art classiﬁcation methods.
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