The novel apparatus described here was developed to investigate the thermo-mechanical behavior of metallic films on a substrate by acquiring the wafer curvature. It comprises an optical module producing and measuring an array of parallel laser beams, a high resolution scanning stage, a rapid thermal processing (RTP) chamber and several accessorial gas control modules. Unlike most traditional systems which only calculate the average wafer curvature, this system has the capability to measure the curvature locally in 30 ms. Consequently, the real-time development of biaxial stress involved in thin films can be fully captured during any thermal treatments such as temperature cycling or annealing processes. In addition, the multiple parallel laser beam technique cancels electrical, vibrational and other random noise sources that would otherwise make an in situ measurement very difficult. Furthermore, other advanced features such as the in situ acid treatment and active cooling extend the experimental conditions to provide new insights into thin film properties and material behavior.
Introduction
Thermally induced stress in thin films is one of the most critical factors that may lead to cracks, voids, delamination or other failure modes in semiconductor devices [1] [2] [3] . The stress evolution during temperature cycling characterizes film properties, e.g. elastic modulus, coefficient of thermal expansion and temperature-dependent yield stress. Moreover, plastic deformation mechanisms such as dislocation glide/climb and diffusion can be investigated by stress measurement during temperature cycling. The creep behavior of thin films can be studied by recording stress relaxation at stabilized temperatures.
Therefore, the fundamental understanding of thin films in terms of thermally induced stress and rate-dependent stress changes is of great importance in order to enhance the reliability and stability of semiconductor devices.
There are a variety of methods to determine the stress in thin films. X-ray diffraction is one of the most informative ways [3, 4] , because it permits the local measurement of all the components of stress in the film. However, it is limited to crystalline films due to its diffraction-based technique. With the grid reflection method [5, 6] , e.g. moiré pattern, stress measurements can be extended to noncrystalline films such 0957-0233/10/055702+09$30.00 as passivation glasses or amorphous oxides. However, this full-field measurement requires a large surface area in order to capture a decent pattern and consequently the local stress in the thin film is difficult to acquire. The wafer curvature technique is one of the most common methods. However, traditional single laser beam scanning cannot detect the wafer curvature directly. Instead, it measures the tilt and calculates differential bow height from point to point. For small deformations, bow height is related to curvature through the following equation:
where R is the radii of curvature, B is the measured bow height and x is the scan step size. The measurement accuracy highly depends on the scan length and the number of measurement points. Usually, only the global average stress in the film can be acquired. Furthermore, this technique is also dependent on and thus limited by the time span of the laser scanning. In the case of fast temperature ramping rate, e.g. 0.5
• C s −1 , the scanning takes too long to acquire enough data and therefore the accuracy is questionable.
By measuring the curvature change of a wafer substrate before and after film deposition (R 0 and R 1 , the initial and final radii of curvature, respectively), the stress involved in the film can be calculated by Stoney's equation, in principle [3, 7] , if the film is much thinner than the substrate:
where σ is the film stress, E corresponds to the elastic modulus of the substrate, ν denotes Poisson's ratio of the substrate and h and t are the thickness of the substrate and film, respectively.
The apparatus described in this article can directly provide curvature data without the need to measure bow height. For stress measurements during rapid thermal processing (RTP), curvature data can be acquired in 30 ms or even less. Thus, the study of the time-dependent material properties of metallic thin films in the plastic deformation regime shall particularly benefit from this apparatus. Additionally, the scanning mode of the multiple laser beams allows us to globally study the wafer curvature along the diameter of the wafer at each stabilized temperature. Eventually, the wafer bow data can be obtained by the extrapolation of curvature data. The RTP chamber is capable of creating a thermal environment from −65
• C up to 650 • C, which extends the temperature range of most of other tests [8] [9] [10] falling into the temperature range between room temperature and 500
• C. As a result, the mechanical behavior of thin films at high temperatures and under cryo-conditions which are of great interest can be studied. Furthermore, an in situ formic acid treatment is also available for surface cleaning, which avoids the impact of unwanted oxidation and contamination on the investigated thin films.
Apparatus construction
The schematic diagram of the apparatus is shown in figure 1 . The apparatus is composed of two main parts: a laser optics unit and a RTP chamber. The laser unit generates a multiple laser beam array which can be either scanned along the diameter of a wafer or used in a single position mode measuring a 1 × 1 cm 2 area at the center of the wafer. The RTP chamber provides a thermal environment which is necessary for the investigation of thermal stress in thin films. The whole apparatus is fully controlled by the operational computer and software in the RTP heating module.
Optics
The laser beam array is created using a fiber-coupled laser diode (∼25 mW output, 660 nm wavelength) and a pair of etalon optics. The first etalon generates a linear array in the horizontal direction and the second etalon produces a twodimensional array from the linear array. A beam splitter and 45
• folder mirror send the array of parallel laser beams through a view port into the RTP chamber at normal incidence. The beams reflect off the wafer and back to the folder mirror, the beam splitter and a servo-controlled steering mirror. The servo mirror keeps the array centered onto a CCD camera. The wafer curvature is detected by the position of the multiple laser spots on the CCD detector. Since the data acquisition rate is rapid (approximately 0.07 s per data point), multiple measurements can be acquired so that the signal can be averaged over multiple measurements. In general, by averaging N points, the noise is reduced by a factor of √ N . So averaging 25 points, for instance, reduces the error on the average value of the beam spacing by a factor of 5. The laser beam array provides two advantages: (i) wafer curvature can be measured instantly at any position of the wafer diameter, which guarantees the data accuracy at high ramp rate, e.g. 60
• C min
and (ii) vibrational noise can be effectively reduced by the subtraction of individual spot positions in the multi-beam array [11, 12] .
RTP heating module
The RTP chamber equipped with the multi-laser optics mentioned above hosts the measurement of the wafer curvature. It has a front mounted slide door which is sealed by an O-ring. There is a 10 mm × 200 mm slit flange viewport on the top of the chamber to facilitate laser scanning and irradiation. The RTP chamber is an integrated system with a water-cooled aluminum main chamber, vacuum compatible quartz lined sample compartment, and three-point 200 mm quartz sample mount with an integrated thermocouple (type K) in contact with the sample surface. To ensure that the chamber wall remains cool, the chamber is surrounded by a highly polished and highly reflective water-cooled aluminum jacket. A diaphragm pump is used to provide a base pressure of ∼10 mbar for the chamber. Heating is performed with a sealed 12 × 12 crossed quartz lamp array, which can heat non-transparent samples up to 650
• C in a vacuum or gas environment of N 2 or forming gas (5% or 10% H 2 in N 2 ). The RTP chamber is also equipped with a liquid nitrogen heat exchanger, providing cold N 2 gas for active cooling. Consequently, it is capable of cooling from high temperatures down to −65
• C with a relatively high cooling rate (∼30
• C min −1 ). Moreover, the system is equipped with a formic acid module which provides effective surface cleaning for wafer samples prior to the measurements. 
Performance of the apparatus

The principle of obtaining the curvature
Stress in a thin film is related to the curvature of the substrate through Stoney's equation. Thus, the key to the stress measurement is to obtain a precise measurement of the curvature. During the measurement, the sample is illuminated by an array of parallel laser beams, and the spacing of the reflected beams from the sample surface is determined by a CCD camera. The equation of curvature in relation to the spacing of the beams can be derived as follows. We assumed a wafer with a convex curvature with bending that occurs around center 'o', symmetric with two parallel incident beams as shown in figure 2. The true beam spacing is given by d i , α is the angle of incidence, R is the radius of the sample and ϕ is the angle of the normal to the surface at the reflection point of the laser beams.
The distance between points A and B is given by
and the angle ϕ is given by the following relation:
Note that simple reflection requires that the angle between the two reflected beams be 4ϕ. For complete generality, it is assumed that the substrate has an initial radius of curvature R i . This is the case in which the initial curvature of the wafer is used as a reference for all subsequent curvature measurements. This initial curvature will cause the parallel laser beams to deflect with an angular deviation 4ϕ i , and the resulting change in beam spacing at the detector will be given by
where L is the distance from the sample to the detector. As shown in figure 3 , the reference spacing D 0 is now
Any subsequent changes in curvature will be in addition to the initial substrate curvature and the total change in beam separation at the detector will be given by
d f can be found by subtracting equation (6) from equation (5) . For approximation we can evaluate the product • , sin(x) = x is accurate to 2 ppm and tan(4x) is accurate to 5 ppm. Therefore, we can approximate and write
Finally, the relation between the change in laser spot spacing and the change in curvature of the sample is derived as
Measurement and resolution of beam spacing
The CCD detector used in the optics head is an 8-bit analog detector manufactured by Hitachi, model KP-M1AN. The detector uses a 2/3-inch format CCD with 768 × 474 active pixels with a pixel pitch of 11.64 (H) × 13.5 (V) μm. The output of the camera is the standard EIA video format, 30 frames s −1 . The detector has a built-in electronic shutter that has been set to 1/250 s to minimize the smear of the laser spots from sample vibration. The analog signal is digitized to the resolution of 640 × 484 using a PCI bus analog frame grabber, model PXR800 from CyberOptics Semiconductor.
The number of spots and the spacing between spots in the laser array can be configured by the rotation of the etalon optics. This system is configured with a 4 × 3 laser array which works well with the 4/3 aspect ratio of the 640 × 484 digitized image. The full width half maximum of a single laser beam within the array is typically around 13 pixels or approximately 180 μm.
The resolution of the system depends on how accurately the position of each laser spot can be determined. To determine the position, a centroid calculation is used which is similar to a 'center of mass' calculation but using intensity instead of mass. This provides a floating point position for each laser spot and is reproducible to 0.01 pixel if the system is isolated from vibration and temperature stabilized. Of course in most measurement applications, there are instabilities such as sample vibration caused by vacuum pumps and gas flow, as well as temperature non-uniformities that all affect the beam positions and thus reduce the reproducibility of the individual beam centroids.
The advantage of the multiple beam array technique is that it does not depend on the absolute position of a single beam. In optical techniques that use a single beam rastered across the surface, the measured position of the beam changes due to vibration of the sample, and this noise can significantly decrease the resolution of the curvature measurement. By using multiple parallel beam illumination, all the beams strike the surface at the same time. The differential beam spacing (i.e. the difference in the positions of adjacent beams that is used to calculate the curvature) is much less sensitive to the sample vibration than the absolute position of the beam. For example, the data in figure 4 show a case in which two individual beams oscillate in position due to a vibration of the sample. The change in the position of each individual beam centroid is quite large and oscillates at a consistent frequency. When the two individual beam positions are subtracted, the oscillation is effectively removed and the variability in the measurement is greatly reduced. The methods used in other instruments including single beam scanning and Shack-Hartmann sensors rely on measuring single beam positions. Although the ShackHartmann technique creates a multiple spot array by focusing local wave fronts to individual spots, the curvature calculation is based on the change in the position of each individual spot. The technique is still very susceptible to vibration.
Repeatability of single position and scanning measurements on 200 mm wafers
The repeatability of single point measurements was tested at room temperature with a ∼723 μm thick bare Si wafer of ∼200 mm diameter, polished on both sides. The curvature variation measured at the wafer center over a 60 s period is represented in figure 5 . The corresponding theoretical stress changes for a 723 μm thick Si wafer deposited with a hypothetical film of 20 μm thickness are also presented. The plot reveals a background noise in the order of ±0.25 MPa.
The repeatability of the laser array scanning was then tested using a step size 5 mm and repeating the scan ten times along the wafer diameter. Thereby, the 2D wafer profile according to a horizontal reference plane is displayed in figure 6 to verify the signal repeatability of the scanning mode. The graph indicates that the wafer height curves mostly overlap each other and the maximum deviation is in the order of ±0.10 μm.
Evaluation of temperature measurement
The measurement accuracy during a thermal cycle is not only determined by the curvature measurement but also by the accuracy of the temperature measurement with a thermocouple in contact with the wafer surface. The calibration of temperature measurement was performed in the temperature range between −65
• C and 650
• C with two wafers instrumented with thermocouples, a blank Si wafer and an equivalent Si wafer deposited with a 20 μm Cu film. The blank Si wafer was ∼200 mm in diameter with thickness of ∼723 μm, polished on both sides. The 20 μm thick Cu film was produced by electro-chemical deposition (ECD). Prior to that, a 100 nm thick thermal oxide was deposited by chemical vapor deposition (CVD) on the blank Si wafer as a diffusion barrier layer. Subsequently, a 50 nm thick Ti film was deposited as an adhesion layer, followed by a 150 nm thick Cu sputter-deposited seed layer. Near the center of the wafers, the system thermocouple (type K) is placed with slight pressure contact to the surface. Another thermocouple is also bonded by a laser welding technique near the system thermocouple. Due to the better contact between the bonded thermocouple and the wafer surface, it is believed that the bonded thermocouple provides a more accurate measure of the sample temperature than the system thermocouple. The wafer is placed on the support pins in the quartz chamber in such a way that both bonded and system thermocouples are on the top side of the wafer, facing away from the heater lamps. The results of the temperature measurement shown in figure 7 are quite different between the bare Si wafer and Cu film-coated wafer. For the bare Si wafer (see figure 7(a) ), the measured temperature from the system thermocouple is always higher than the actual wafer temperature which is determined by the bonded thermocouple during the entire cycle. The maximum temperature deviation occurs at ∼100
• C during heating. Subsequently, the deviation reduces with increasing temperature. During cooling, the temperature deviation stays nearly constant until ∼100
• C, at which point the temperature deviation becomes smaller due to the significantly slower cooling rate. In comparison, the deviation between measured and actual wafer temperature is considerably reduced for the Cu film-coated wafer for the entire cycle (see figure 7(b) ). Only during the heating above 250
• C is the measured temperature a bit lower than the actual one.
As the temperature of silicon wafer increases, the band gap decreases and the wafer becomes increasingly absorbing of the infrared radiation from the lamp heater [13, 14] . Consequently, the thermocouple wires behind the silicon wafer absorb less infrared radiation and more accurately track the true wafer temperature. This leads to the observation that the measured temperature is remarkably higher than the actual wafer temperature for the bare Si wafer at low temperatures and during rapid temperature ramping. On the other hand, if a Cu film is deposited on the Si wafer, the infrared radiation is effectively blocked from the thermocouple wires and most of the infrared is absorbed by the Cu film. Therefore, the temperature deviation can be reduced practically by the Cu film. This substantiates that temperature calibrations based on a bare Si wafer for thermal stress measurements of metallic films could be misleading.
Temperature uniformity of RTP chamber
The temperature uniformity on a sample wafer is of high importance especially when the ramping rate is high, because temperature non-uniformity will lead to an unwanted thermally induced wafer curvature. Therefore, the same type of blank Si wafer as mentioned above was equipped with seven temperature sensors (see figure 8(a) ), which are bonded at the center (position 1), at ∼75 mm distance from the center (positions 2, 3) and at ∼100 mm distance from the center (positions 4-7), respectively, and were used to measure the temperatures at different locations on the wafer surface. The sensor bonding method is the same as mentioned in section 3.2. . Stress hysteresis of 20 μm thick Cu film during a thermal cycle between room temperature and 600
• C with a ramp rate of 30
• C min −1 . The measurement noise below ∼500
• C during cooling is induced by the large volume of cold N 2 gas flow. The disparate tendency of two stress hysteresis curves is caused by the removal of native oxide on the Cu film applying a formic acid treatment at 200
• C for 10 min.
The temperature profiles of each temperature sensor during a thermal cycle (−65
• C to 650
• C) are plotted in figure 8(a) , which indicates that the temperature uniformity is disturbed above 500
• C during heating and below 500
• C during cooling. This observation corresponds well to the calculated theoretical stress based on the wafer curvature recorded during the thermal cycle, which is shown in figure 8(b) . The relatively good temperature uniformity up to ∼500
• C leads to a plateau of the theoretical stress. Explicitly, no distinct curvature is generated by the thermal non-uniformity at this phase. However, the theoretical stress starts to change above 500
• C, which is in agreement with the disparate tendency of the temperature profiles of seven sensors. In order to keep a high cooling rate, the cold N 2 gas purges into the chamber below 500
• C with a massive flow. Understandably, the theoretical stress curve during active cooling diverges from the one during heating because of the disturbed temperature uniformity. Below 100
• C, the stress curve converges with the one during heating because of the improved temperature uniformity by a relatively slower cooling rate.
There are two points one must be aware of. First of all, the significant change of theoretical stress above ∼500
• C may not only originate from the reduced temperature uniformity, but also be induced by the thermal gradient from the lamp heated side of the sample to the unheated side [11] . Unfortunately, due to the fact that the temperature difference between two wafer sides is unknown, it is difficult to estimate the magnitude of the effect from thermal gradient. Secondly, a Si wafer coated with a Cu film should achieve better thermal uniformity because of the high heat conductivity of copper.
Test results on Cu films
Cu film is easily oxidized in the ambient atmosphere. Depending on the exposure time and temperature, the thickness of native oxide layer on Cu films can be up to several tenths of a nanometer [15, 16] . The cleaning treatment to remove the native oxide influences the thermo-mechanical behavior of the Cu film especially at high temperature because the oxide layer may act as a passivation layer for the Cu film. The stress hysteresis of a 20 μm thick Cu film with and without formic acid cleaning is shown in figure 9 . A significant difference in the film stress evolution is observed between the sample treated with in situ formic acid cleaning at 200
• C and the one without cleaning treatment. Meanwhile, it is observed in figure 10 that more grain grooves, boundaries and twins can be seen on the surface of the Cu film after formic acid treatment. It is believed that in situ acid treatment helps to remove native oxide; thus, the diffusion path via grain boundaries to the free surface is no longer blocked. Therefore, a reduced compressive stress is expected as shown in figure 9 at a high temperature range because the stronger stress relaxation mechanism such as diffusion is effectively activated.
Conclusions
In this paper, a novel apparatus for measuring local stress of thin films by an array of parallel laser beams has been proposed. The measurements can be performed not only at room temperature but also at elevated temperatures and under cryo-conditions. The evaluation tests demonstrate that the vibrational noise can be reduced more than ten times by using an array of parallel laser beams instead of single laser beam scanning. As a result, the resolution of curvature measurements is largely improved. Furthermore, due to the fast data acquisition (<30 ms) the local stress measurement during the rapid thermal processing becomes reliable, from which the study of time-dependent material properties will benefit. Additionally, the evaluation tests also prove that new insights into material behavior and thin film properties can be discovered by the effective in situ sample cleaning which is integrated in the apparatus.
