Abstract. Every set (finite or infinite) of quantum vectors (states) satisfies generalized orthoarguesian equations (nOA). We consider two 3-dim KochenSpecker (KS) sets of vectors and show how each of them should be represented by means of a Hasse diagram-a lattice, an algebra of subspaces of a Hilbert space-that contains rays and planes determined by the vectors so as to satisfy nOA. That also shows why they cannot be represented by a special kind of Hasse diagram called a Greechie diagram, as has been erroneously done in the literature. One of the KS sets (Peres') is an example of a lattice in which 6OA pass and 7OA fails, and that closes an open question of whether the 7oa class of lattices properly contains the 6oa class. This result is important because it provides additional evidence that our previously given proof of noa ⊆ (n + 1)oa can be extended to proper inclusion noa ⊂ (n + 1)oa and that nOA form an infinite sequence of successively stronger equations.
Introduction
Many authors have tried to empirically justify the mathematically well-established orthoisomorphism between the so-called Hilbert lattice and the lattice of subspaces of a Hilbert space, which has been worked out by many authors over the last 75 years. [1, 2, 3] However, a missing link between empirical quantum measurements and its lattice structure was a proper description of a correspondence between the standard quantum measurements, which use Hilbert vectors and states, on the one hand, and Hilbert lattices (algebras of the closed subspaces of Hilbert space), which make use of subspaces that contain these vectors and/or are spanned by them, on the other. What hampered a search for such a correspondence was a too narrow focus on orthogonality and on infinite-dimensionality via Greechie lattices (meaning the lattices depicted by Greechie diagrams). In Ref. [4] we gave two examples: empirical reconstruction of quantum mechanics via lattice theory and a description of Kochen-Specker's setups via lattice theory.
A lattice can correctly represent a given formal description of a quantum system only if it satisfies all the equations that the lattice of subspaces of a Hilbert space satisfies. The only known set of equations that are related to the algebraic structure of the latter lattice (i.e., excluding those that are related to states introduced on the lattice) are the generalized orthoarguesian equations (nOA, n ≥ 3). [33] Thus, these equations are an essential tool for analysing lattices for particular experimental setups. If a lattice does not pass nOA for all n, then it is not a correct lattice.
In this paper, we analyze two Kochen-Specker (KS) setups: Bub's [5] and Peres' [6] . We represent them by MMP hypergraphs. Vectors correspond to vertices in MMP hypergraphs, and tetrads of orthogonal vectors correspond to edges in MMP hypergraphs. MMP hypergraphs (also called MMP diagrams) are defined in Ref. [7] and in Sec. 2. One can establish a correspondence between MMP hypergraphs and lattices of subspaces of a Hilbert space. In such lattices the vertices of MMP hypergraphs correspond to lattice atoms and their edges to lattice blocks. Thus any KS setup can eventually be represented by a lattice.
In Sec. 3, we first show why KS setups cannot be represented by a special kind of lattice, called Greechie lattices, as erroneously claimed in the literature. Then we explain how they can be represented for use with any specifically chosen Hilbert lattice equation. In doing so, we introduce a new kind of lattice-we call it MMPL-that represents all nonorthogonal lattice elements as well as their meets and joins that take place in a proof of the chosen equation. As specific examples, we consider the 3OA equation for Bub's KS lattice and 7OA for Peres'.
We show that Peres' lattice satisfies 3OA through 6OA but violates 7OA. In Sec. 4, we then generate a serious of other lattices with this property. In Ref. [8] , we proved that all individual orthoarguesian equations found previously (by other authors) were equivalent to either 3OA or 4OA and showed lattices in which 3OA and 4OA passed but 5OA failed. In Ref. [9] , we found lattices in which 6OA failed and OAs up to 5OA passed. Therefore, our finding of a series of lattices that satisfy 3OA-6OA but fail in 7OA amounts to a very strong indication that noa's properly contain each other for successively increasing n, for all n.
Lattice Definitions and Theorems
The closed subspaces of a Hilbert space form an algebra called a Hilbert lattice (defined by Def. 2.5). In any Hilbert lattice, the operation meet , a ∩ b, corresponds to set intersection, H a H b , of subspaces H a , H b of Hilbert space H, the ordering relation a ≤ b corresponds to H a ⊆ H b , the operation join, a ∪ b, corresponds to the smallest closed subspace of H containing H a H b , and the orthocomplement [13, pp. 8-16] We briefly recall the definitions we will need. For further information, see Refs. [14, 8, 15, 9] . 
Definition 2.4. [18, 19] An orthomodular lattice (OML) is an OL in which the following condition holds:
Definition 2.5. Note that atoms correspond to pure states when defined on the lattice. We recall that irreducibility and the covering property follow from the superposition Orthogonal vectors determine directions in which we can orient our detection devices and therefore also directions of observable projections. We can choose one-dimensional subspaces H a , . . . , H e as shown in Fig. 1 , where we denote them as a, . . . , e. The Hasse lattice shown in the figure graphically represents the orthogonality between the vectors-in our case the ones between each chosen vector and a plane determined by the other two. In particular, the orthogonalities are
′ is a complement of b and that means a plane to which b is orthogonal: The Hasse lattice shown in Fig. 1 is a subalgebra of a Hilbert lattice but, as we show below, already the one with a third orthogonal triple attached to it is not. Therefore, for generation of our lattices we should instead use MMP hypergraphs to which we shall ascribe a lattice meaning later on. We define MMP hypergraphs (also called MMP diagrams) as follows [7] (i) Every vertex belongs to at least one edge; (ii) Every edge contains at least 3 vertices; (iii) Edges that intersect each other in n − 2 vertices contain at least n vertices.
We encode MMP hypergraphs by means of alphanumeric and other printable ASCII characters. Each vertex (atom) is represented by one of the following characters:
and then again all these characters prefixed by '+', then prefixed by '++', etc. There is no upper limit on the number of characters.
Each block is represented by a string of characters that represent atoms (without spaces). Blocks are separated by commas (without spaces). All blocks in a line form a representation of a hypergraph. The order of the blocks is irrelevanthowever, we shall often present them starting with blocks forming the biggest loop to facilitate their possible drawing. The line must end with a full stop (i.e. a period). Skipping of characters is allowed. Generalized orthoarguesian equations nOA [8, 9] that hold in any Hilbert lattice follow from the following set of equations that hold in any Hilbert space. Theorem 2.6. Let M 0 , . . . , M n and N 0 , . . . , N n , n ≥ 1, be any subspaces (not necessarily closed) of a Hilbert space, and let denote set-theoretical intersection and + subspace sum. We define the subspace term T n (i 0 , . . . , i n ) recursively as follows, where 0 ≤ i 0 , . . . , i n ≤ n:
Then the following condition holds in any finite-or infinite-dimensional
Hilbert space for n ≥ 1:
Proof. As given in [22, 4] We will use the above theorem to derive a condition that holds in the lattice of closed subspaces of a Hilbert space. In doing so we will make use of the definitions introduced above and the following well-known [11, p. 28] lemma. 
Proof. By the orthogonality hypotheses and Eq. Ref. [8] shows that in any OML (which includes the lattice of closed subspaces of a Hilbert space, i.e., the Hilbert lattice), Eq. (2.6) is equivalent to the mOA law Eq. (2.8) for m = n + 2, thus establishing the proof of Theorem 2.10. ≡ on n variables a 1 , . . . , a n (n ≥ 3) as follows:
Theorem 2.10. The nOA laws
hold in any Hilbert lattice.
The class of equations (2.8) are the generalized orthoarguesian equations nOA. [8, 9] 
Lattices That Describe Kochen-Specker Sets
The Kochen-Specker (KS) theorem claims that experimental recordings that cannot be predetermined, i.e. fixed in advance. Its best known proof is based on sets (KS sets) to which it was impossible to ascribe classical 0-1 values. Two such sets are shown in Figs. 2 and 3. Bub's set, shown in Fig. 2 is the smallest known KS setup. [5] Its MMP hypergraph reads: 123, 249, 267, 78++C, 9A+D, +1CK, ++1DE, 7LK, 9QE, 35I, 3+6G, EHI, IJK, +DFG, GM++C, CP+7, CO+G, ++1++C++K, ++3++2+1, +6++7++2, ++24++9, ++9++Q++K, ++35++I, ++I++J++K, ++36++G, ++GRD, DS++7, +3+2++1, +7+6+2, +26+9, +34+G, +35+I, +I+J+E, +1+D+E, +E+Q+9, 1+1++1. It is shown in Fig. 2 Peres' set [6] , shown in Fig. 3 is the most symmetric KS set among those with less than 60 vectors-it has 57 vectors (vertices) and 40 tetrads (edges). Now, a number of authors have represented KS setups or indeed any spin-1 experimental setup by means of Greechie lattices. [24, 25, 26, 27, 28, 29, 30, 31, 32] As we show above, the Hilbert lattice of any quantum system has to satisfy nOA equations. If we assume that the hypergraphs that describe Peres' and Bub's setups can be represented by lattices, we would end up with Greechie lattices for them, i.e., lattices that recognize only relations between orthogonal atoms and coatoms (spans) from such orthogonal sets. When we check-by our program latticeg described in Sec. 5-whether the Greechie lattices pass nOA equations, we find out that Bub's lattice violates 3OA (and of course all nOA, n > 3) and that Peres' satisfies 3OA-6OA and violates 7OA. The reason that happens is simple: Greechie diagrams are not subalgebras of a Hilbert lattice and the aforementioned authors apparently did not realize that.
To convince ourselves that Peres' and Bub's Hilbert lattices really do satisfy 7OA and 8OA, it is enough to invoke Th. 2.8 according to which any quantum system (set of vectors/states ascribed to it) has to satisfy all nOA equations. But let us nevertheless go into some details with Bub's Hilbert vectors so as to arrive at proper lattices and proper Hasse diagrams that they have to use. A proper description can only be carried out with lattices and Hasse diagrams that take into account joins (spans in terms of vectors) of nonorthogonal atoms (vectors) as well as the joins and meets (spans and intersections, respectively) of those joins, etc.
The details are as follows. We consider Bub's KS setup. To be able to apply our program vectorfind for finding the vector components of Bub's setup shown in Fig. 2 , we have to write down its MMP representation without gaps in letters. So, we have 123,. . . ,DFH,. . . , where we present only those Greechie/Hasse lattice atoms in which 3OA failed. Their Hilbert space vectors are: 1={0,0,1}, 2={1,0,0}, F={1,-2,-1}, and D={1,1,-1}. Ann. Henri Poincaré
In a Hilbert space representation, Bub's KS setup does pass 3OA. Let us consider 3OA in the following form
In 3-dim Euclidean space, all subspaces are closed (they are lines, planes, or the whole space), so a ∪ b = a + b, i.e., subspace join and subspace sum are the same. Thus, converting joins in the previous equation to subspace sums and using the orthogonality we get:
Now, using the subspaces determined by the aforementioned vectors and their spans in a Hilbert space, we can easily check that Bub's representation pass 3OA. For instance, vectors 1, 2, F, and D, determine subspaces {0,0,α}, {β,0,0}, {γ,-2γ,-γ}, and {δ,δ,-δ}, with arbitrary coefficients α, . . . . They represent lines in both 3-dim Hilbert space and 3-dim Euclidean space. {0,0,α}+{β,0,0}= {β,0,α} is a plane spanned by 1 and 2, etc. We show a verification of Eq. (3.1) in Fig. 4 . Such lattices-we call them MMPLs-are essential for checking various other equations, because, e.g., the MMPL shown in Fig. 4 as an example of a lattice that satisfies 3OA for a particular nodal assignment to its variables, and we can further check whether it satisfies other equations that correspond to a particular experimental setup. Thus when we need a lattice to set up a blueprint for an experiment in which it is important that a system satisfy particular equations, we shall use MMPL. When we just need to find a lattice in which an equation fails and another pass to show their independence, a Greechie lattice might serve us better.
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Greechie lattices contain only relations between elements within orthogonal subsets of chosen lattices and therefore for more complicated equations soon become so large that one cannot compute them any more. Thus we were actually lucky to find that Peres' lattice satisfied 6OA and violated 7OA because that provided an immediate proof that 7OA does not follow from 6OA.
Main Result: Lattices That Satisfy 6OA and Violate 7OA
Peres' lattice violates 7OA at ++1, ++4, 1, 7, +1, ++A, ++23, and we have indicated these elements with the help of rings in Fig. 3 . But rather than analyze the failure, we will show how we can arrive at a much smaller lattice that also satisfies 6OA and violates 7OA. The procedure shows how we can get smaller lattices using our program latticeg to eliminate atoms and blocks that did not take part in the violations of 7OA we originally found. When we apply latticeg to the equation 7OA and it arrives at atoms (or more precisely, lattice nodes) at which 7AO fails, the program gives the nodes we listed above, and it also gives us the following additional information about the failure: Greechie atoms not visited: 2 3 4 ... Greechie blocks that don't affect the failure: 345 ABC CD4 ...
If, during the evaluation of the failing assignment, the meets and joins contained in a block are never used, then that block is unrelated to the failure. The program accumulates such blocks and puts them into a list called "don't affect the failure" as illustrated by the sample printout above. After removing these from the Peres' Greechie lattice of Fig. 3 and renaming the atoms, we end up with the smaller Greechie lattice 123, 345, 567, 789, 9AB, BCD, DEF, FGH, HIJ, JKL, LMN, NOP, PQR, RS1, 4EK, 4AP, AVH, BXL, DUQ, FWN, JTQ which is shown in Fig. 5 . The left figure shows the blocks we dropped from Fig. 3 , and the right one is given in the representation we previously used to show violations of 3OA through 6OA at lattices presented in [22, 9, 33] with the maximal loop (tetrakaidecagon, 14-gon) it contains.
Of course, there is a whole series of lattices between Peres' 57-40 and the 33-21 shown here with the same property of violating 7OA and satisfying 6OA which we obtain by adding the removed blocks to 33-21 lattice until we obtain Peres'.
The independence of 7OA emerged from our study to determine which quantum properties continue to hold when 3-dim KS setups are approximately (but erroneously, in a strict mathematical sense) represented by Greechie lattices. The passing of 6OA and failing of 7OA was fortuitous and quite unexpected. Previously, we had little hope of finding such an example with the help of Greechie diagrams. The discovery of a lattice passing 5OA but failing 6OA required many weeks on a 500-CPU cluster, and that discovery itself involved a large element of luck combined with some judicious intuition by the second author about which Ann. Henri Poincaré lattices might be promising. The search for a 7OA counterexample was expected to be many orders of magnitude harder. Even the verification that the single Peres' lattice passed 6OA required weeks of cluster time, and had it not been for an early occurrence of a failure in the 7OA test, that test might have required a much longer time.
Algorithms and Programs
The main program that we used for this work was latticeg, which is a generalpurpose utility for testing equations against orthocomplemented lattices expressed in the form of Greechie diagrams. Its algorithm is described in Ref. [34] .
The nOA law in the form derived directly from Hilbert space, Eq. (2.6), has 2n − 2 variables, whereas in the equivalent form of Eq. (2.8) it has n variables. Since testing an equation with m variables against a lattice with k nodes requires that up to k m combinations be checked, it is more efficient to use the form of Eq. (2.8).
Eq. (2.8) has 8·3 n−3 +4 occurrences of its n variables. For faster computation, we found an equivalent with 6 · 3 n−3 + 3 variable occurrences (which equals 166 for 6OA and 489 for 7OA). The following theorem shows this equivalent form for n = 3. The proof is similar for larger n. The general form for larger n can be inferred by looking at the proof, although we have not defined a "compact" notation for it as we have for Eq. (2.8).
Theorem 5.1. An OML in which the equation
holds is a 3OA and vice-versa. 
where for the last step we used an instance of Eq. (2.8) for n = 3.
Because of the large size of the nOA equations for larger n, in order to ensure that our input to latticeg was free from typos we used an auxiliary utility program, oagen, to generate nOA equations in the form of either Eq. Such a direct, full evaluation is a challenge on today's hardware, even with a cluster of processors, unless one is very lucky to encounter a failure early on in the scan (and we were). In addition, we made several enhancements to latticeg to help make this project more feasible:
• The main algorithm was improved. The original algorithm assigned each possible combination of lattice nodes to the equation variables, then evaluated the resulting equation according to the structure of the lattice (i.e. the suprema, infima, and orthocomplements in the Hasse diagram derived from the input Greechie diagram). The main scan consists of nested loops that processes all nodal assignments to the first variable in the outermost loop, then all assignments to the second variable in the next inner loop, and so on.
Since it has 7 variables, testing the 7OA equation involves 7 nested loops.
The new algorithm takes into account, at each loop level, the variables in outer loops (which have known assignments) and evaluates as much of the equation as it can with those known variables. The equation is then shrunk with these partial evaluations, for further processing at that and deeper loop levels. Eventually, the equation is shrunk to a length of one, which means that it is completely evaluated. While a length of one will always be obtained at the innermost loop level, it may also occur at an outer level (such as when an expression containing not-yet-assigned variables is conjoined with a partial Ann. Henri Poincaré evaluation that resulted in lattice 0). In such cases, processing of further inner loops becomes unnecessary. So, the new algorithm benefits from (1) shorter equations to evaluate at deeper loop levels and (2) possible skipping of the deepest loops. Overall, this results in a speedup of about a factor of 10 for the 7OA equation evaluation.
Because of the complexity of the new partial evaluation algorithm, it was put into a new version of latticeg called lattice2g. This allows us to check that the old and new algorithms produce the same result, helping to make sure there isn't a program bug in the new algorithm. Having two programs also allows us to directly measure the speedup afforded by the new algorithm.
• For testing a huge lattice, a feature was added to break up the testing into several independent parts. This way the different parts can be run on different processors in our cluster. The test can be partitioned into any number of outermost and first inner loop iterations. For example, the Peres Greechie diagram has a Hasse representation with 116 nodes. We can specify that the cluster test the 98th iteration (out of 116) of the outmost loop and the 101st through 110th iteration (out of 116) of the next inner loop.
• A feature was added to analyze an equation failure to determine what nodes, atoms, and blocks were not involved in the failure. In particular, a block is said not to affect the failure whenever all operations that "visit" (non-0 and non-1) nodes in the block do not involve any other (non-0 and non-1) nodes in that block. This is described in more detail in Sec. 4, where we show how this feature was used to determine which blocks could be removed from Peres' Greechie lattice to obtain a smaller lattice that satisfies 6OA but violates 7OA
Conclusion
After 75 years of research carried out in the field of the algebraic structure underlying quantum Hilbert space-the Hilbert lattice-only one class of equations (beyond the orthomodular lattice laws) that hold in it was found: the class of orthoarguesian equations. Individual orthoarguesian equations were found in the eighties and nineties. All other equations known to hold in a Hilbert lattice require a state introduced to it. Then in 2000 we found [8] a class (noa) of lattices determined by generalized orthoarguesian equations (nOA) and proved that the following inclusion holds: noa ⊆ (n + 1)oa. We also proved that all previously found OAs are equivalent to either 3OA or 4OA, we proved that 4OA is strictly stronger than 3OA, and we found lattices in which 4OA passed but 5OA failed and lattices in which 5OA passed and 6OA failed. [9] In this paper we found a series of lattices-shown in Figs. 3 and 5 and obtained as explained in Sec. 4-in which 6OA passes and 7OA fails. This is important because it very strongly indicates that the above inclusion is strict: noa ⊂ (n + 1)oa. We obtained these lattices by analyzing Kochen-Specker sets. The KochenSpecker sets correspond to strictly quantum systems. They cannot be given a classical interpretation at all, and therefore their lattice representation should be a proper lattice representation. We wanted to find out how they can be constructed, what they look like, and what their Hasse diagrams look like. In the literature, we only found that 3-dim KS systems in particular and spin-1 systems in general were described by Greechie diagrams (as we stressed in the Introduction).
To our surprise, all but Peres' Greechie lattices violated 3OA, and to our joy Peres' Greechie lattice passed 3OA through 6OA but violated 7OA. We say surprise, because every lattice of a quantum system must be represented by a sublattice of a Hilbert lattice, and the violations of OAs meant that the representation by Greechie lattices is incorrect. It is incorrect because the Greechie lattices are not sublattices of the lattice of closed subspaces of a Hilbert space, a fact that escaped the authors mentioned in the Introduction. Therefore in Sec. 3 , we explain what a proper lattice of any quantum system should look like and how we can use MMPLs when we need a lattice for a particular system which passes particular equations.
We should mention out that the numbers of elements (atoms and blocks) of the smallest known lattices that satisfy nOA but violate (n + 1)OA do not grow exponentially. For 3 ≤ n ≤ 7 we have 13, 17, 22, 28, 33 and 7, 10, 13, 18, 21 atoms and blocks, respectively. [9] An important open question is whether there is a pattern that can be identified in this or a similar series of lattices. If so, that might lead to a proof that (n + 1)OA is strictly stronger than nOA for all n.
Since the class of Hilbert lattices (HL) is a subclass of noa for all n (as Th. 2.6 shows), an open question is what additional conditions must be added to nOA to specify HL, for both the finite and infinite dimensional cases? Are there other classes of equations that hold in every HL when we do not introduce states on it? (The other known equations such as Godowski's and Mayet's [9] assume states.) How far can we define HL only by means of sets of equations added to an OL?
