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Abstract
Various fields of science and engineering deal with dynamical systems that can be
described by fractional partial differential equations (FPDE), for example, systems
biology, chemistry and biochemistry applications due to anomalous diffusion effects
in constrained environments. However, effective numerical methods and numerical
analysis for FPDE are still in their infancy. In this paper, we consider a fractional
reaction-subdiffusion equation (FR-subDE) in which both the motion and the re-
action terms are affected by the subdiffusive character of the process. Using the
relationship between the Riemann-Liouville and Gru¨nwald-Letnikov definitions of
fractional derivatives, an implicit and an explicit difference methods for the FR-
subDE are presented. The stability and the convergence of the two numerical meth-
ods are investigated by a Fourier analysis. The solvability of the implicit finite
difference method is also proved. The high-accuracy algorithm is structured using
Richardson extrapolation. Finally, a comparison between the exact solution and the
two numerical solutions is given. The numerical results are in excellent agreement
with our theoretical analysis.
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1 Introduction
In recent years there has been a great deal of interest in fractional partial dif-
ferential equations (FPDE) [1–4]. These equations arise quite naturally in con-
tinuous time random walk with spatial and temporal memories. A fractional
reaction-subdiffusion equation (FR-subDE) can be derived from a continuous
time random walk model when the transport is dispersive [5] or a continuous
time random walk model with temporal memory and sources [6]. The topic
has received a great deal of attention recently, for example, systems biology
[7], chemistry and biochemistry applications [8].
Fractional kinetic equations have proved particularly useful in the context of
anomalous slow diffusion (subdiffusion) [4]. Subdiffusive motion is character-
ized by an asymptotic long-time behavior of the mean square displacement of
the form
〈x2(t)〉 ∼ 2κγ
Γ(1 + γ)
tγ, t→∞, (1)
where 0 < γ < 1 is the anomalous diffusion exponent. This process is usually
referred to as subdiffusive. Ordinary (or Brownian) diffusion corresponds to
γ = 1 with κ1 = D (the ordinary diffusion coefficient). Subdiffusive motion is
particularly important in the context of complex systems such as glassy and
disordered materials, in which pathways are constrained for geometric or en-
ergetic reasons. Yuste et al. [8] recently solved the A+A reaction-subdiffusion
problem in one dimension [9]. The situation is more complicated for the A+B
problem, because no such exact formulations or solutions have been developed
in this case. There is a large literature on the reaction-diffusion problem with
different truncation scheme to represent the reaction term, but the literature
on the reaction-subdiffusion problem is far more recent and relatively unset-
tled. Yuste et al. [8] presented a model that was used for descrption of the
A + B reaction-subdiffusion problem. The standard meanfield model for the
evolution of the concentrations a(x, t) and b(x, t) of A and B particles is given
by the reaction-diffusion equations:
∂
∂t
a(x, t)=D
∂2
∂x2
a(x, t)− κa(x, t)b(x, t), (2)
∂
∂t
b(x, t)=D
∂2
∂x2
b(x, t)− κa(x, t)b(x, t), (3)
where D is the diffusion coefficient assumed in this paper to equal for species
and κ is the rate constant for the bimolecular reaction.
In order to generalize the reaction-diffusion problem to a reaction-subdiffusion
2
problem, we must deal with the subdiffusive motion of the particles. Seki et
al. [5] and Yuste et al. [8] replaced equations (2)-(3) with the set of reaction-
subdiffusion equations in which both the motion and the reaction terms areaf-
fected by the subdiffusive character of the process
∂
∂t
a(x, t)= 0D
1−γ
t {κγ
∂2
∂x2
a(x, t)− κa(x, t)b(x, t)}, (4)
∂
∂t
b(x, t)= 0D
1−γ
t {κγ
∂2
∂x2
b(x, t)− κa(x, t)b(x, t)}, (5)
where κγ is the generalized diffusion coefficient that appears in Eq. (1) and
0D
1−γ
t v(x, t) is the Riemann-Liouville fractional partial derivative of order 1−γ
defined by
0D
1−γ
t v(x, t) =
1
Γ(γ)
∂
∂t
t∫
0
v(x, η)
(t− η)1−γ dη. (6)
In this paper, numerical techniques for simulating fractional reaction-subdffusion
equations are presented. Firstly, the fractional reaction-subdffusion equations
(4)-(5) are decoupled, which is equivalent to solve the following FR-subDE:
∂u(x,t)
∂t
=0 D
1−γ
t
[
κγ
∂2u(x,t)
∂x2
− κu(x, t)
]
+ f(x, t),
0 < t ≤ T, 0 < x < L,
(7)
where 0 < γ < 1, constant κ > 0.
We assume Dirichlet boundary conditions and an initial condition for this
problem
u(0, t) = φ(t), 0 < t ≤ T, (8)
u(L, t) = ψ(t), 0 < t ≤ T, (9)
u(x, 0) = φ(x), 0 ≤ x ≤ L. (10)
We note that although anomalous diffusion only really makes physical sense
in more than space two dimensions, the effects of the FR-subDE in one spatial
dimension are similar to those in higher spatial dimensions. For this reason we
will focus in this paper on one spatial dimension and consider generalizations
to higher spatial dimensions in later work.
Some different numerical methods for solving the space or time fractional par-
tial differential equations have been proposed. Liu et al. [3,10] transformed
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the space fractional partial differential equation into a system of ordinary dif-
ferential equations (Method of Lines) that was then solved using backward
differentiation formulas. Fix and Roop [11] developed a least squares finite el-
ement solution of a fractional order two-point boundary value problem. Roop
[12] investigated the numerical approximation of the variational solution to
the fractional advection dispersion equation. Meerschaert et al. [13] examined
finite difference approximations for fractional advection-dispersion flow equa-
tions. Shen et al. [14] proposed an explicit finite difference approximation for
the space fractional diffusion equation and gave an error analysis. Liu et al.
[15] discussed an approximation of the Le´vy-Feller advection-dispersion pro-
cess by a random walk and finite difference method. Liu et al. [16] derived
an analysis of a discrete non-Markovian random walk approximation for the
time fractional diffusion equation. Zhuang and Liu [17] analyzed an implicit
difference approximation for the time fractional diffusion equation, stability
and convergence of the method were discussed. Liu et al. [18] also investigated
the stability and convergence of the difference methods for the space-time
fractional advection-diffusion equation. Shen et al. [19] derived the functional
solution and numerical solution of the Riesz fractional advection-dispersion
equation. Lin and Liu [20] proposed the high order (2-6) approximations of
the fractional ordinary differential equation (FODE) and discussed the consis-
tency, convergence and stability of these fractional high order methods. Cao
et al. [7] presented a variable coefficient fractional derivative approximation
scheme, and used embedding techniques to develop a variable stepsize imple-
mentation for solving fractional differential equations. Yu et al. [21] developed
a reliable algorithm of the Adomian decomposition method to solve the linear
and nonlinear space-time fractional reaction-diffusion equations in the form of
a rapidly convergent series with easily computable components. They did not
give its theoretical analysis.
Yuste and Acedo [22] proposed an explicit finite difference method and a new
Von Neumann-type stability analysis for the fractional subdiffusion equation,
i.e., the FR-subDE without the reaction term and published their results in
SIAM J. Numer Anal. (Vol.42, No.5, 2005, 1862-1874). However, they did not
give the convergence analysis and pointed out that it is not such an easy task
when implicit methods are considered. Langlands and Henry [23] also inves-
tigated this problem and proposed an implicit numerical scheme (L1 approx-
imation), and discussed the accuracy and stability of this scheme. However,
the global accuracy of the implicit numerical scheme has not been derived
and it seems that the unconditional stability for all γ in the range 0 < γ ≤ 1
has not been established. Recent, Chen and Liu et al. [26] presented a Fourier
method for the fractional diffusion equation describing sub-diffusion, and they
gave the stability analysis and the global accuracy analysis of the difference
approximation scheme. Zhuang et al. [27] also proposed a new solution and
analytical techniques of the implicit numerical methods for the anomalous
sub-diffusion equation. However, the stability and convergence of numerical
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methods for for FR-subDEs deserve further investigations. The main purpose
of this paper is to solve and analyze this problem via a Fourier analysis.
The structure of the paper is as follows. In Section 2, an implicit finite dif-
ference method (IFDM) and an explicit finite difference method for the FR-
subDE are proposed. The stability and convergence of the IFDM and EFDM
are discussed using a Fourier analysis in Sections 3 and 4, respectively. The
solvability of the IFDM is also proved. Finally, some numerical examples are
given. Theoretical results are in excellent agreement with numerical testing.
2 Two finite difference methods for the FR-subDE
In this section, we propose two finite difference methods, i.e., an implicit finite
difference method (IFDM) and explicit finite difference method (EFDM) for
solving the FR-subDE (7) with the boundary conditions (8), (9) and initial
condition (10).
In the following sections, we take an equally spaced mesh of M points for
the spatial domain 0 ≤ x ≤ L, and N constant time steps for the temporal
domain. We will denote the spatial grid points by
xj = jh, j = 0, 1, . . . ,M,
and the temporal grid points by
tk = kτ, k = 0, 1, . . . , N,
where the grid spacing is simply h = L/M in the spatial domain and τ = T/N
in the temporal domain.
For every γ (0 ≤ n − 1 < γ ≤ n, n ∈ N+.), the Riemann-Liouville fractional
derivative exists and coincides with the Gru¨nwald-Letnikov derivative [3]. The
relationship between the Riemann-Liouville and Gru¨nwald-Letnikov defini-
tions is important for the numerical approximation of the fractional reaction-
diffusion equation, formulation of applied problems, manipulation with frac-
tional differentiation and formulation of physically meaningful initial- and
boundary-value problems for the fractional reaction-diffusion equation. This
allows the use of the Riemann-Liouville definition during problem formulation,
and then the Gru¨nwald-Letnikov definition for obtaining a numerical solution
[3].
The fractional Gru¨nwald-Letnikov derivative definition with order 1 − γ [24]
is
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0D
1−γ
t f(t)= lim
τ→0 τ
γ−1
[t/τ ]∑
m=0
(−1)m
(
1− γ
m
)
f(t−mτ)
= τ γ−1
[t/τ ]∑
m=0
w1−γm f(t−mτ) +O(τ p). (11)
This formula is not unique because there are many different valid choices for
w1−γm that lead to approximations of different order p (see [20],[25]).
Firstly, we present the following implicit finite difference method (IFDM) for
the initial-boundary value problem of the FR-subDE (7)-(10):
ukj = u
k−1
j +µ1
k∑
m=0
w1−γm δ
2
xu
k−m
j − µ2
k∑
m=0
w1−γm u
k−m
j + τf
k
j , (12)
j = 1, 2, . . . ,M − 1; k = 1, 2, . . . , N,
uk0 = ϕ(tk), k = 1, 2, . . . , N, (13)
ukM = ψ(tk), k = 1, 2, . . . , N, (14)
u0j = φ(xj), j = 0, 1, . . . ,M, (15)
where w1−γm = (−1)m
 1− γ
m
 , m = 0, 1, . . . , k; fkj ≡ f(xj, tk); µ1 = κγ τγh2 ;
µ2 = κτ
rand δ2xu
k−m
j = u
k−m
j−1 − 2uk−mj + uk−mj+1 .
In this paper, we take p = 1. These coefficients can be evaluated by (see [17],
[24])
wα0 = 1; w
α
m = (−1)m
α(α− 1) · · · (α−m+ 1)
m!
,m = 1, 2, · · · . (16)
Secondly, we present the following explicit finite difference method (EFDM)
for solving the FR-subDE (7) with the boundary conditions (8), (9) and the
initial condition (10):
uk+1j = u
k
j +µ1
k∑
m=0
w1−γm δ
2
xu
k−m
j − µ2
k∑
m=0
w1−γm u
k−m
j + τf
k
j , (17)
j = 1, 2, . . . ,M − 1; k = 0, 1, . . . , N − 1,
uk0 = ϕ(tk), k = 1, 2, . . . , N, (18)
ukM = ψ(tk) k = 1, 2, . . . , N, (19)
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u0j = φ(xj), j = 0, 1, . . . ,M. (20)
3 Stability of the finite difference methods
In this section we will analyze the stability of both the IFDM and EFDM by
using a Fourier analysis.
Firstly, we discuss the stability of the IFDM. Let Ukj be the approximate
solution of IFDM (12)-(15) and define
ρkj = u
k
j − Ukj , k = 0, 1, . . . , N ; j = 0, 1, 2, . . . ,M.
We obtain the following roundoff error equations:
ρkj = ρ
k−1
j + µ1
k∑
m=0
w1−γm δ
2
xρ
k−m
j − µ2
k∑
m=0
w1−γm ρ
k−m
j , (21)
j = 1, 2, . . . ,M − 1, k = 1, 2, . . . , N,
ρk0 = ρ
k
M = 0, k = 1, 2, . . . ,M. (22)
where δ2xρ
k−m
j = ρ
k−m
j−1 − 2ρk−mj + ρk−mj+1 .
We now define the grid functions:
ρk(x) =
 ρ
k
j , when xj − h2 < x ≤ xj + h2 , j = 1, 2, . . . ,M − 1,
0, when 0 ≤ x ≤ h
2
or L− h
2
< x ≤ L,
then ρk(x) can be expanded in a Fourier series:
ρk(x) =
∞∑
l=−∞
dk(l)e
i2pilx/L, k = 1, 2, . . . , N,
where dk(l) =
1
L
∫ L
0 ρ
k(x)e−i2pilx/Ldx.
We let
ρk =
[
ρk1, ρ
k
2, . . . , ρ
k
M−1
]T
and introduce the following norm:
‖ρk‖2 =
M−1∑
j=1
h|ρkj |2
 12 =
 L∫
0
|ρk(x)|2dx

1
2
7
and applying the Parseval equality:
L∫
0
|ρk(x)|2dx =
∞∑
l=−∞
|dk(l)|2,
we obtain
‖ρk‖22 =
∞∑
l=−∞
|dk(l)|2. (23)
Based on the above analysis, we can suppose that the solution of equations
(21) and (22) has the following form:
ρkj = dke
iσjh,
where σ = 2pil/L. Substituting the above expression into (22), we obtain
dk = dk−1 − 4µ1 sin2 σh
2
k∑
m=0
w1−γm dk−m − µ2
k∑
m=0
w1−γm dk−m, (24)
k = 1, 2, . . . , N.
Lemma 1 The coefficients w1−γm (m = 0, 1, . . .) satisfy
(1)w1−γ0 = 1;w
1−γ
1 = γ − 1;w1−γm < 0, m = 1, 2, . . . ;
(2)
∞∑
m=0
w1−γm = 1; ∀n ∈ N+, −
n∑
m=1
w1−γm < 1.
Proof See [17].
Applying Lemma 1, equation (24) can be written as
dk =
1 + (1− γ)µ
1 + µ
dk−1 − µ
1 + µ
k∑
m=2
w1−γm dk−m, k = 1, 2, . . . , N, (25)
where µ = 4µ1 sin
2 σh
2
+ µ2 ≥ 0.
Proposition 1 Assuming that dk (k = 1, 2 . . . , N) is the solution of equation
(25), we have
|dk| ≤ |d0|, k = 1, 2, . . . , N.
Proof We will use mathematical induction for the proof.
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For k = 1, from (25), we have
d1 =
1 + (1− γ)µ
1 + µ
d0.
Noticing that µ ≥ 0 and 0 < γ < 1, then
|d1| ≤ 1 + (1− γ)µ
1 + µ
|d0| ≤ |d0|.
Suppose now that
|dn| ≤ |d0|, n = 1, 2, . . . , k − 1,
then applying Lemma 1 and from (25), we have
|dk| ≤ 1+(1−γ)µ1+µ |dk−1|+ µ1+µ
k∑
m=2
|w1−γm ||dk−m|
≤
[
1+(1−γ)µ
1+µ
+ µ
1+µ
k∑
m=2
|w1−γm |
]
|d0|
=
{
1+(1−γ)µ
1+µ
+ µ
1+µ
[
k∑
m=1
|w1−γm | − |w1−γ1 |
]}
|d0|
=
{
1+(1−γ)µ
1+µ
+ µ
1+µ
[
− k∑
m=1
w1−γm − (1− γ)
]}
|d0|
≤
{
1+(1−γ)µ
1+µ
+ µ
1+µ
[1− (1− γ)]
}
|d0|
= |d0|.
This completes the proof.
Theorem 1 The implicit finite difference method (12)-(15) is unconditionally
stable.
Proof Using Proposition 1 and noticing that (23), we have
‖ρk‖2 ≤ ‖ρ0‖2, k = 1, 2, · · · , N,
which means that the IFDM (12)-(15) is unconditionally stable.
We now discuss the stability of the EFDM.
Similar to the above discussion, we can obtain the roundoff error equations of
the EFDM (17)-(20):
ρk+1j = ρ
k
j + µ1
k∑
m=0
w1−γm δ
2
xρ
k−m
j − µ2
k∑
m=0
w1−γm ρ
k−m
j , (26)
j = 1, 2, . . . ,M − 1; k = 0, 1, . . . , N − 1.
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We now also suppose that the solution of the equations (26) with the form
ρkj = dke
iσjh.
Substituting the above expression into (26), we obtain
dk+1 = dk − 4µ1 sin2 σh
2
k∑
m=0
w1−γm dk−m − µ2
k∑
m=0
w1−γm dk−m, (27)
k = 0, 1, . . . , N − 1.
Applying Lemma 1, equations (27) can be rewritten as follows
dk+1 = (1− µ)dk − µ
k∑
m=1
w1−γm dk−m, k = 0, 1, . . . , N − 1 (28)
where µ = 4µ1 sin
2 σh
2
+ µ2 ≥ 0.
Proposition 2 Suppose that dk+1(k = 0, 1, . . . , N − 1) is the solution of
equation (28). If 4µ1 + µ2 ≤ 1, we have
|dk+1| ≤ |d0|, k = 0, 1, . . . , N − 1.
Proof For k = 0, from (28), we have
d1 = (1− µ)d0.
Because µ ≥ 0 and 4µ1 + µ2 ≤ 1, then 0 ≤ µ ≤ 1. Thus,
|d1| ≤ (1− µ)|d0| ≤ |d0|.
Suppose now that
|dn| ≤ |d0|, n = 1, 2, . . . , k.
Then applying Lemma 1, from (28), we have
|dk+1| ≤ (1− µ)|d0|+ µ
k∑
m=1
|w1−γm ||dk−m|
≤
(
1− µ+ µ k∑
m=1
|w1−γm |
)
|d0|
=
(
1− µ− µ k∑
m=1
w1−γm
)
|d0|
≤ (1− µ+ µ) |d0|
= |d0|.
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This completes the proof.
Similar to the proof of Theorem 1, applying Proposition 2, we obtain the
following result:
Theorem 2 If 4µ1+µ2 ≤ 1, then the explicit finite difference method (17)-(20)
is stable.
4 Convergence of the finite difference methods
In this section, we will discuss the convergence of the IFDM and EFDM meth-
ods.
Firstly, we investigate the convergence of the IFDM. Let
Rkj =
u(xj, tk)− u(xj, tk−1)
τ
− τ γ−1
k∑
m=0
w1−γm [κγ
δ2xu(xj, tk−m)
h2
−κu(xj, tk−m)]− f(xj, tk), (29)
j = 1, 2, . . . ,M − 1; k = 1, 2, . . . , N.
where δ2xu(xj, tk−m) = u(xj−1, tk−m)− 2u(xj, tk−m) + u(xj+1, tk−m).
Noticing that (See [24].)
0D
1−γ
t g(t)|t=tk = τ γ−1
k∑
m=0
w1−γm g(tk −mτ) +O(τ), (30)
and we have (See [24].):
Lemma 2 τ γ−1
k∑
m=0
w1−γm =
1
Γ(γ)
+O(τ).
On the other hand,
u(xj, tk)− u(xj, tk−1)
τ
=
∂u(xj, tk)
∂t
+O(τ) (31)
and
δ2xu(xj, tk−m)
h2
=
∂2u(xj, tk−m)
∂x2
+O(h2), (32)
m = 0, 1, . . . , k.
Applying (29)-(32) and Lemma 2, we obtain
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Rkj =
∂u(xj, tk)
∂t
− f(xj, tk) +O(τ) (33)
−τ γ−1
k∑
m=0
w1−γm
[
κγ
∂2u(xj, tk−m)
∂x2
− κu(xj, tk−m) +O(h2)
]
=
∂u(xj, tk)
∂t
− τ γ−1
k∑
m=0
w1−γm
[
κγ
∂2u(xj, tk−m)
∂x2
− κu(xj, tk−m)
]
−O(h2)τ γ−1
k∑
m=0
w1−γm − f(xj, tk) +O(τ)
=
∂u(xj, tk)
∂t
−0 D1−γt
[
κγ
∂2u(xj, tk)
∂x2
− κu(xj, tk−m)
]
− f(xj, tk)
−O(h2)
[
1
Γ(γ)
+O(τ)
]
+O(τ)
=
∂u(xj, tk)
∂t
−0 D1−γt
[
κγ
∂2u(xj, tk)
∂x2
− κu(xj, tk−m)
]
−f(xj, tk) +O(τ + h2)
=O
(
τ + h2
)
, j = 1, 2, . . . ,M − 1; k = 1, 2 . . . , N.
Consequently, there is a positive constant C
(1)
j,k , so that
|Rkj | ≤ C(1)j,k (τ + h2), j = 1, 2, . . . ,M − 1; k = 1, 2, . . . , N.
then, we have
|Rkj | ≤ C1(τ + h2), j = 1, 2, . . . ,M − 1; k = 1, 2, . . . , N. (34)
where
C1 = max
1≤j≤M−1,1≤k≤N
{
C
(1)
j,k
}
.
From(29), we have
u(xj, tk) = u(xj, tk−1) + µ1
k∑
m=0
w1−γδ2xu(xj, tk−m)
−µ2
k∑
m=0
w1−γm u(xj, tk−m) + τf(xj, tk) + τR
k
j , (35)
j = 1, 2, . . . ,M − 1; k = 1, 2, . . . , N.
Subtracting (12) from (35), we obtain
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ekj = e
k−1
j +µ1
k∑
m=0
w1−γm δ
2
xe
k−m
j − µ2
k∑
m=0
w1−γm e
k−m
j + τR
k
j , (36)
j = 1, 2, . . . ,M − 1; k = 1, 2, . . . , N.
where ekj = u(xj, tk)− ukj and δ2xek−mj = ek−mj−1 − 2ek−mj + ek−mj+1 .
Noticing that the error equation satisfies the boundary conditions:
ek0 = e
k
M = 0, k = 1, 2, . . . , N
and the initial condition:
e0j = 0, j = 0, 1, . . . ,M,
we now analyze the convergence of the IFDM by using a Fourier analysis.
Similar to the stability analysis in Section 3, we define grid functions
ek(x) =
 e
k
j , when xj − h2 < x ≤ xj + h2 , j = 1, 2, . . . ,M − 1,
0, when 0 ≤ x ≤ h
2
or L− h
2
< x ≤ L
and
Rk(x) =
R
k
j , when xj − h2 < x ≤ xj + h2 , j = 1, 2, . . . ,M − 1,
0, when 0 ≤ x ≤ h
2
or L− h
2
< x ≤ L,
respectively. Thus, ek(x) and Rk(x) have Fourier series expansions, respec-
tively:
ek(x) =
∞∑
l=−∞
ξk(l)e
i2pilx/L, k = 0, 1, . . . , N
and
Rk(x) =
∞∑
l=−∞
ηk(l)e
i2pilx/L k = 1, 2, . . . , N,
where
ξk(l) =
1
L
L∫
0
ek(x)e−i2pilx/Ldx
and
ηk(l) =
1
L
L∫
0
Rk(x)e−i2pilx/Ldx.
We now let
ek =
[
ek1, e
k
2, . . . , e
k
M−1
]T
, k = 0, 1, . . . , N
and
Rk =
[
Rk1 , R
k
2 , . . . , R
k
M−1
]T
, k = 1, 2, . . . , N
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respectively, and introduce the following norms:
‖ek‖2 =
M−1∑
j=1
h|ekj |2
 12 =
 L∫
0
|ek(x)|2dx

1
2
, k = 0, 1, . . . , N (37)
and
‖Rk‖2 =
M−1∑
j=1
h|Rkj |2
 12 =
 L∫
0
|Rk(x)|2dx

1
2
, k = 1, 2, . . . , N, (38)
respectively. Using the Parseval equality:
L∫
0
|ek(x)|2dx =
∞∑
l=−∞
|ξk(l)|2, k = 0, 1, . . . , N
and
L∫
0
|Rk(x)|2dx =
∞∑
l=−∞
|ηk(l)|2, k = 1, 2, . . . , N,
we also have
‖ek‖22 =
∞∑
l=−∞
|ξk(l)|2, k = 0, 1, . . . , N, (39)
‖Rk‖22 =
∞∑
l=−∞
|ηk(l)|2, k = 1, 2, . . . , N, (40)
respectively.
We now also can suppose that
ekj = ξke
iσjh (41)
and
Rkj = ηke
iσjh, (42)
respectively, where σ = 2pil/L.
Substituting (41) and (42) into (36), we obtain
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ξk = ξk−1 − 4µ1 sin2 σh
2
k∑
m=0
w1−γm ξk−m − µ2
k∑
m=0
w1−γm ξk−m + τηk, (43)
k = 1, 2, . . . , N.
Using Lemma 1, equation (43) can be rewritten as
ξk =
1 + (1− γ)µ
1 + µ
ξk−1− µ
1 + µ
k∑
m=2
w1−γm ξk−m +
1
1 + µ
τηk, (44)
k = 1, 2, . . . , N,
where µ = 4µ1 sin
2 σh
2
+ µ2 ≥ 0.
Proposition 3 Assuming that ξk (k = 1, 2, . . . , N) is the solution of equation
(44), then there exists a position constant C2, so that
|ξk| ≤ C2kτ |η1|, k = 1, 2, . . . , N.
Proof Noticing that e0 = 0, we have
ξ0 ≡ ξ0(l) = 0. (45)
In addition, from the left hand equality of (38) and (34), we obtain
‖Rk‖2 ≤ C1
√
Mh
(
τ + h2
)
= C1
√
L
(
τ + h2
)
, k = 1, 2, . . . , N. (46)
By the convergence of the series in the right hand side of (40), then there is a
positive constant C
(2)
k , such that
|ηk| ≡ |ηk(l)| ≤ C(2)k |η1| ≡ C(2)k |η1(l)|, k = 1, 2, . . . , N.
then, we have
|ηk| ≤ C2|η1|, k = 1, 2, . . . , N. (47)
where
C2 = max
1≤k≤N
{
C
(2)
k
}
.
We will complete the proof using mathematical induction.
For k = 1, from (44)and(45), we get
ξ1 =
1
1 + µ
τη1.
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Noticing that µ ≥ 0 and (47), we obtain
|ξ1| ≤ 1
1 + µ
τ |η1| ≤ τ |η1| ≤ C2τ |η1|.
Suppose now that
|ξn| ≤ C2nτ |η1|, n = 1, 2, . . . , k − 1.
And noticing that 0 < γ < 1, µ ≥ 0 and (47). And using Lemma 1, from
(44), then we obtain
|ξk| ≤ 1+(1−γ)µ1+µ |ξk−1|+ µ1+µ
k∑
m=2
|w1−γm ||ξk−m|+ 11+µτ |ηk|
≤
[
1+(1−γ)µ
1+µ
(k − 1) + µ
1+µ
k∑
m=2
|w1−γm |(k −m) + 11+µ
]
C2τ |η1|
≤
[
1+(1−γ)µ
1+µ
(k − 1) + µ
1+µ
(k − 1) k∑
m=2
|w1−γm |+ 11+µ
]
C2τ |η1|
≤
[
1+(1−γ)µ
1+µ
(k − 1) + µ
1+µ
(k − 1)
(
k∑
m=1
|w1−γm | − |w1−γ1 |
)
+ 1
1+µ
]
C2τ |η1|
=
{
1+(1−γ)µ
1+µ
(k − 1) + µ
1+µ
(k − 1)
[
− k∑
m=1
w1−γm − (1− γ)
]
+ 1
1+µ
}
C2τ |η1|
≤
{
1+(1−γ)µ
1+µ
(k − 1) + µ
1+µ
(k − 1) [1− (1− γ)] + 1
1+µ
}
C2τ |η1|
=
(
k − 1 + 1
1+µ
)
C2τ |η1|
≤ C2kτ |η1|.
This completes the proof.
Theorem 3 The implicit finite difference method (12)-(15) is L2− convergent,
and the convergence order is O(τ + h2).
Proof Noticing that (39) and (40), and using Proposition 3 and (46), we get
‖ek‖2 ≤ C2kτ‖R1‖2 ≤ C1C2kτ
√
L
(
τ + h2
)
.
Because kτ ≤ T, we have
‖ek‖2 ≤ C
(
τ + h2
)
where C = C1C2T
√
L.
This completes the proof.
We now investigate the convergence of the EFDE. We define
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Rk+1j =
u(xj, tk+1)− u(xj, tk)
τ
− f(xj, tk)
−τ r−1
k∑
m=0
w1−γm
[
κγ
δ2xu(xj, tk−m)
h2
− κu(xj, tk−m)
]
, (48)
j = 1, 2, . . . ,M − 1; k = 0, 1, . . . , N − 1.
Noticing that
u(xj, tk+1)− u(xj, tk)
τ
=
∂u(xj, tk)
∂t
+O(τ), (49)
from (32), (48) and (49), using Lemma 2, we also can obtain
|Rk+1j | ≤ C3
(
τ + h2
)
, j = 1, 2, . . . ,M − 1; k = 0, 1, . . . , N − 1, (50)
where C3 is a positive constant.
From (48), we have
u(xj, tk+1) = u(xj, tk) + µ1
k∑
m=0
w1−γm δ
2
xu(xj, tk−m)
−µ2
k∑
m=0
w1−γm u(xj, tk−m) + τf(xj, tk) + τR
k+1
j , (51)
j = 1, 2, . . . ,M − 1; k = 0, 1, . . . , N − 1.
Subtracting (17) from (51), we obtain
ek+1j = e
k
j + µ1
k∑
m=0
w1−γm δ
2
xe
k−m
j − µ2
k∑
m=0
w1−γm e
k−m
j + τR
k+1
j , (52)
j = 1, 2, . . . ,M − 1; k = 0, 1, . . . , N − 1,
Note that the error functions satisfy the boundary conditions:
ek0 = e
k
M = 0, k = 1, 2, . . . , N
and initial condition:
e0j = 0, j = 0, 1, . . . ,M.
We now also suppose that
ekj = ξke
iσjh, (53)
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and
Rkj = ηke
iσjh, (54)
respectively.
Substituting (53) and (54) into (52), we obtain
ξk+1 = ξk − 4µ1 sin2 σh
2
k∑
m=0
w1−γm ξk−m − µ2
k∑
m=0
w1−γm ξk−m + τηk+1, (55)
k = 0, 1 . . . , N − 1.
Applying Lemma 1, equation (55) can be rewritten as
ξk+1 = (1− µ)ξk − µ
k∑
m=1
w1−γm ξk−m + τηk+1, k = 0, 1, . . . , N − 1, (56)
where µ = 4µ1 sin
2 σh
2
+ µ2 ≥ 0.
In addition, from (50) and the left hand equality of (38), we have
‖Rk+1‖2 ≤ C3
√
Mh
(
τ + h2
)
= C3
√
L
(
τ + h2
)
, k = 0, 1, . . . , N − 1. (57)
By the convergence of the series in the right hand side of (40), then there is a
positive constant C4, so that
|ηk| ≡ |ηk(l)| ≤ C4|η1| ≡ C4|η1(l)|, k = 1, 2, . . . , N. (58)
Proposition 4 Assume that ξk+1(k = 0, 1, . . . , N − 1) is the solution of equa-
tion (56). Then if 4µ1 + µ2 ≤ 1, there is a positive constant C4, such that
|ξk+1| ≤ C4kτ |η1|, k = 0, 1, . . . , N − 1.
Proof For k = 0, from (56) and (58), we have
|ξ1| = τ |η1| ≤ C4τ |η1|.
Assume that
|ξn| ≤ C4nτ |η1|, n = 1, 2, . . . , k,
and noticing that µ ≥ 0 and 4µ1 + µ2 ≤ 1, hence 0 ≤ µ ≤ 1. Then from (56)
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and (58), and using Lemma 1, we have
|ξk+1| ≤ (1− µ)|ξk|+ µ
k∑
m=1
|w1−γm ||ξk−m|+ τ |ηk+1|
≤
[
(1− µ)k + µ k∑
m=1
|w1−γm |(k −m) + 1
]
C4τ |η1|
≤
[
(1− µ)k + µk k∑
m=1
|w1−γm |+ 1
]
C4τ |η1|
=
[
(1− µ)k + µk
(
− k∑
m=1
w1−γm
)
+ 1
]
C4τ |η1|
≤ [(1− µ)k + µk + 1]C4τ |η1|
= C4(k + 1)τ |η1|.
This completes the proof by mathematical induction.
Similar to the proof of Theorem 3, we have the following result:
Theorem 4 If 4µ1+µ2 ≤ 1, then the explicit finite difference method (17)-(20)
is L2−convergent, and the convergence order is O(τ + h2).
We conclude this section by considering the solvability of the IFDM. Let
uk =
[
uk1, u
k
2, . . . , u
k
M−1
]T
, k = 0, 1, . . . , N.
The corresponding homogeneous equation and initial-boundary conditions of
the IFDM are
ukj =u
k−1
j + µ1
k∑
m=0
w1−γm δ
2
xu
k−m
j − µ2
k∑
m=0
w1−γm u
k−m
j , (59)
j = 1, 2, . . . ,M − 1; k = 1, 2, . . . , N,
uk0 = u
k
M = 0, k = 1, 2, . . . , N, (60)
u0j = 0, j = 0, 1, . . . ,M. (61)
Similar to the proof of Theorem 1, we also can obtain that the solution uk of
the corresponding homogeneous equation and initial-boundary conditions of
the IFDM satisfying
‖uk‖2 ≤ ‖u0‖2, k = 1, 2, . . . , N.
Noticing that u0 = 0, hence,
uk = 0, k = 1, 2 . . . , N.
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This means that the corresponding homogeneous equation and initial-boundary
conditions of the IFDM have only the zero solution. Therefore, we have the
following result:
Theorem 5 The implicit finite difference equations (12)-(15) are uniquely
solvable.
5 Numerical results and improvement of accuracy
In this section, we give some numerical results that confirm our theoretical
analysis.
Example: Consider the initial-boundary value problem of fractional reaction-
subdiffusion equation type with a non-homogeneous term:
∂u(x, t)
∂t
= 0D
1−γ
t
[
∂2u(x, t)
∂x2
− u(x, t)
]
+ (1 + γ)extγ, (62)
0 < t ≤ 1, 0 < x < 1,
u(0, t) = t1+γ, 0 < t ≤ 1, (63)
u(1, t) = et1+γ, 0 < t ≤ 1, (64)
u(x, 0) = 0, 0 ≤ x ≤ 1. (65)
The exact solution of the problem (62)-(65) is
u(x, t) = ext1+γ.
The maximum error of the exact solution and numerical solution is defined as
follows:
E∞ = max
0≤j≤M,0≤k≤N
{
|u(xj, tk)− ukj |
}
.
Tables 1 and 2 show the maximum error of the numerical solutions of the
problem (62) − (65) by the IFDM for different γ using τ = 1
64
, h = 1
8
and
τ = 1
1024
, h = 1
32
, respectively. From Tables 1 and 2, it can be seen that the
maximum error is O(τ + h2) and the IFDM is unconditionally stable.
Table 1 The maximum error (τ = 1
64
, h = 1
8
)
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γ E∞
0.4 0.1819730E-02
0.5 0.2018690E-02
0.6 0.2210736E-02
Table 2 The maximum error (τ = 1
1024
, h = 1
32
)
γ E∞
0.4 0.7802248E-03
0.5 0.1035775E-03
0.6 0.1233299E-03
Tables 3 and 4 show the maximum error of the numerical solutions of the
problem (62)− (65) by the EFDM for different γ using τ = 10−4, h = 1
4
and
τ = 10−4, h = 1
16
, respectively. Here τ and h satisfy the restriction condition
4µ1 + µ2 ≤ 1. From Tables 3 and 4, it can be seen that the maximum error is
O(τ + h2) and the EFDM is conditionally stable.
Table 3 The maximum error (τ = 10−4, h = 1
4
)
γ E∞
0.7 0.8357763E-03
0.8 0.8230209E-03
0.9 0.8066893E-03
Table 4 The maximum error (τ = 10−4, h = 1
16
)
γ E∞
0.7 0.3990670E-04
0.8 0.3856377E-04
0.9 0.3876645E-04
Table 5 Comparison of the maximum error (γ = 0.5)
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τ = h IFDM Extrapolation(α = 1
2
) Extrapolation(α = 1
8
)
1
4
0.2629936E-01 0.2436861E-02 0.1253128E-02
1
8
0.1367009E-01 0.1180351E-02 0.3875419E-03
1
16
0.7066727E-02 0.5744472E-03 0.1870673E-03
1
32
0.3576159E-02 0.2693357E-03 0.9191036E-04
From the above four Tables, it can be seen that the exact solution is in ex-
cellent agreement with numerical tests. These results confirm our theoretical
analysis. Finally, we point out: on base of our finite difference methods, using
Richardson extrapolation, we can structure high-accuracy algorithm . Such as
,we can structure Richardson extrapolation of the IFDM with the following
form:
u(h) =
u(αh)− αu(h)
1− α (66)
where parameter α 6= 1, τ = h, and u(h) and u(h) represent the numerical
solution by the IFDM (12)-(15) and Richardson extrapolation of the IFDM,
respectively.
We now take α = 1
2
and α = 1
8
in (66), respectively, and anew compute the
numerical solution of the problem (62)− (65) by Richardson extrapolation of
the IFDM (66). Table 5 gives the maximum errors of the numerical solutions
of the problem (62)− (65) by the IFDM (5)-(8) and Richardson extrapolation
of the IFDM (66) for different τ = h, respectively. From table 5, it can be seen
that the accuracy of Richardson extrapolation of the IFDM (66) is improved
and different selection of parameter α direct affect improvement of accuracy.
6 Conclusions
In this paper, the IFDM and EFDM for the FR-subDE in a bounded domain
have been described and demonstrated. A Fourier analysis has been described
and this technique has been used to successfully analyze the stability and
the convergence of the IFDM and EFDM. The solvability of the IFDM has
also been discussed. The high-accuracy algorithm has been structured us-
ing Richardson extrapolation. These methods and analytical techniques can
also be extended to any fractional integerodifferential equations and high-
dimensional problems including the fractional subdiffusion equation.
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