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Abstract
Several approaches have been proposed for the purpose of proving that di2erent classes of
dissimilarities (e.g. ultrametrics) can be represented by certain types of strati4ed clusterings
which are easily visualized (e.g. indexed hierarchies). These approaches di2er in the choice of
the clusters that are used to represent a dissimilarity coe5cient. More precisely, the clusters may
be de4ned as the maximal linked subsets, also called ML-sets; equally they may be de4ned as a
particular type of 2-ball. In this paper, we 4rst introduce the notion of a k-ball, thereby extending
the notion of a 2-ball. For an arbitrary dissimilarity coe5cient, we establish some properties of
the k-balls that pinpoint the connection between them and the ML-sets. We also introduce the
(2; k)-point condition (k¿ 1) which is an extension of the Bandelt four-point condition.
For k¿ 2, we prove that the dissimilarities satisfying the (2; k)-point condition are in one–one
correspondence with a class of strati4ed clusterings, called k-weak hierarchical representations,
whose main characteristic is that the intersection of (k +1) arbitrary clusters may be reduced to
the intersection of some k of these clusters.
? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Within the realm of the general area called exploratory data analysis, there is a
collection of techniques that together form a discipline called cluster analysis. There is
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a vast literature on this subject—so vast that we can make no attempt to even describe
it. Instead we refer the reader to three recent references where a guide to the cluster
analysis literature can be found: [1,2,21]. The aim of cluster analysis is to start with
a 4nite set of objects and somehow group them into subsets (called clusters) in such
a way that objects in the same subset are in some sense more similar than objects in
di2erent subsets. The output of a clustering algorithm may even consist of a nested
sequence of such groupings. Unfortunately, there is no agreement as to what should
constitute a cluster or as to how clusters should mutually interact. Our goal will be
two-fold. First, we compare properties of various types of clusters with a view to
understanding how they relate and how they interact. Then we investigate clustering
structures and how they relate to certain types of measures of dissimilarity.
We take as our input a dissimilarity coe5cient (DC) on the 4nite set E of objects,
and as our output some sort of indexed system of clusters. The types of clustering
structures we consider include hierarchies, weak hierarchies, weak hierarchies of breadth
at most k (see [5]) and similar structures. The clusters themselves might be linked
subsets or maximal linked subsets associated with an appropriate similarity relation, or
they might be some sort of generalized ball associated with a DC. The whole point
to a cluster algorithm is to obtain an output that has a more easily understandable
interpretation than did the input. For that reason we shall investigate properties of
hierarchies, weak hierarchies, and generalizations of these ideas. All of this will be
made more precise in the next section, where the technical details will be introduced.
We should stress the fact that the clusters that are generated from an underlying
DC are rather special subsets. In general, clusters can arise from notions of t-variate
dissimilarity, in other words from notions of a type of function de4ned on t-element
subsets, for which t = 2 is the special case of dissimilarities. Our emphasis will be
on t = 2, and in this case we will show a way to obtain clustering structures that are
very similar to those obtained, for t¿ 2, by Bandelt and Dress [5] and by Diatta [12].
With this aim, we introduce the (2; k)-point condition (k¿ 1) which is an extension
of the Bandelt four-point condition de4ned for any DC. Moreover, we de4ne a class
of strati4ed clusterings, that we call k-weak hierarchical representations, whose main
characteristic is that the intersection of (k+1) arbitrary clusters may be reduced to the
intersection of some k of these clusters. When k¿ 2, we prove that the dissimilarities
satisfying the (2; k)-point condition are in one–one correspondence with the k-weak
hierarchical representations, thus providing a bijection somewhat di2erent from those
obtained by Bandelt and Dress [5] and by Diatta [12].
In connection with these ideas, we shall consider closure operators de4ned on the
subsets of E having cardinality at least k. These are simply order preserving set map-
pings  having the property that A ⊆ (A) = 2(A). The image of such a mapping
speci4es the resulting family of closed sets; it is clearly closed under the formation of
intersections having cardinality at least k.
2. Background
We begin with some notations and de4nitions that are relevant to the theory of
cluster analysis. In the following, the set of objects to be clustered, which is denoted
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by E, is assumed to be nonempty and 4nite. A mapping  : E × E → [0;∞) is said
to be a DC de4ned on E if (a; b) = (b; a)¿ (a; a) = 0 for all a; b∈E. Various
classes of DCs are of interest in cluster analysis. For example, it is often assumed that
(a; b) = 0 implies a = b and, in this case  is called proper. If (a; b) = 0 implies
(a; c) = (b; c) for all c∈E, then  is said to be semiproper. A DC  is said to
satisfy the ultrametric inequality if (a; b)6max{(a; c); (c; b)} for all a; b; c∈E,
and in this case  is said to be an ultrametric. A DC  is said to satisfy the Bandelt
four-point condition (see [3,5,14]), if (a; b)6max{(b; c1); (c1; c2); (c2; b)} for all
b∈E and for all a; c1; c2 ∈E such that max{(a; c1); (a; c2)}6 (c1; c2). The Bandelt
four-point condition is an extension of the ultrametric inequality. In the sequel, we
will introduce a general formalism that leads to an extension of the Bandelt four-point
condition.
On the other hand, various classes of collections of subsets have been investigated
in cluster analysis. More precisely, let S be a collection of nonempty subsets (called
clusters) of E. The collection S is called a partition if the subsets in S are dis-
joint, nonempty and if their union is E. The collection S is said to be a covering
if the subsets in S are noncomparable (hence nonempty) and if their union is E.
The collection S is said to be a hierarchy on E if the set E and all the singletons
of E belong to S, and A ∩ B∈{∅; A; B} for all A; B∈S. The collection S is said
to be a weak hierarchy if the set E ∈S and A ∩ B ∩ C ∈{A ∩ B; A ∩ C; B ∩ C} for
all A; B; C ∈S (see [4]). Here it is stipulated that the minimal elements of a weak
hierarchy (with respect to the inclusion order) cover the set E (see [3] or [13]). A
weak hierarchy is said to be closed if it is closed under the formation of arbitrary
nonempty intersections. A map f:S → [0;∞) is called an index on a weak hier-
archy S if A ⊂ B implies f(A)¡f(B) for all A; B∈S, and if f(A) = 0 for any
minimal cluster A of S (with respect to the inclusion order). An indexed weak hier-
archy will designate any pair (S; f) where S is a weak hierarchy, and f is an index
on S.
The indexed closed weak hierarchies are in one–one correspondence with the dis-
similarities satisfying the Bandelt four-point condition (see [3,13]). Di2erent one–one
correspondences exist between classes of indexed closed weak hierarchies, and classes
of dissimilarities satisfying the Bandelt four-point condition. These results have been
established in distinct ways and by taking into account properties of di2erent types of
subsets associated with any dissimilarity, namely the maximal linked subsets, the balls
and the 2-balls (see, for example, [7,8,10,11,13,15,16,18–20]).
Let us 4rst recall the de4nitions of these elementary types of subsets. Given an
arbitrary DC  de4ned on E, a maximal linked subset at level h∈ [0;∞) (see for
example [19]) is de4ned as a subset M ⊆ E that is linked at level h in the sense
that a; b∈M implies (a; b)6 h, and which is maximal with respect to this property.
A maximal linked subset is often called an ML-set. Let us now consider the map T
from [0;∞) to the set (E) of reNexive symmetric relations on E, which is de4ned
by T(h) = {(a; b): (a; b)6 h}. The ML-sets may then equally be thought of as the
maximal cliques or the maximal complete subgraphs of the threshold graphs associated
with the family {T(h): h¿ 0} of reNexive symmetric relations. So, we will denote
by ML(T) the set of all ML-sets associated with the DC .
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The diameter of any nonempty subset A of E, denoted as diam(A) or diam A if
there is no risk of confusion, is de4ned by diam A = max{(x; y): x; y∈A}. For each
nonempty subset A of E, we denote by M(A) the set of maximal linked subsets that
contain A at level diam A; i.e.,
M(A) = {M ∈ML(T): A ⊆ M; diamM = diam A}:
When A={a; b}, we will write M(a; b) instead of M({a; b}). The ball of center a∈E
and radius h∈ [0;∞), denoted by B(a; h), is de4ned by
B(a; h) = {x∈E: (x; a)6 h}:
The 2-ball generated by a; b∈E (cf., for example, [17] or [13]) is denoted Bab and
de4ned as follows:
Bab = B(a; (a; b)) ∩ B(b; (a; b)): (1)
When there is no danger of confusion, the notation Bab is used in place of Bab.
It is straightforward to show that Bab = {x∈E: max{(a; x); (b; x)}6 (a; b)}. It is
important to note that in the de4nition of Bab, we are not requiring that a = b.
We now introduce some general terminology which extends the usual terminology
described in the beginning of this section.
Notation 1. Let k be a positive integer. We will write [k] in order to designate the
interval [1; k] of the set of natural numbers; i.e.; [k] = {1; 2; : : : ; k}. Moreover; for any
set X and for any k6 |X |; we will denote by X (k) the set of k-element subsets of X ;
and by Pk(X ) the collection of subsets of X having a cardinality ¿ k.
Denition 1. In the following; a k-set system of E will designate any subcollection of
Pk(E) having E as one of its elements.
A 1-set system will be simply called a set system. In other words, a set system will
be any collection of nonempty subsets of E having E as one of its elements.
A k-closure system will designate any k-set system which is closed under inter-
sections having cardinality ¿ k. Following the standard terminology used for cluster
analysis, a 1-closure system will also be called a closed set system.
Remark 1. We may notice that any k-closure system S coincides with the collection
of 4xed points of the closure operator S de4ned on Pk(E) by S(A) =
⋂{C ∈S:
A ⊆ C}.
This motivates the following de4nition:
Denition 2. Any subset of E belonging to a k-closure system S is said to be S-closed.
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Notation 2. Given any nonempty subset A of E; we denote
BA = {x∈E: ∀a∈A; (a; x)6 diam A}:
It should be noticed that BA=
⋂
a∈A B(a; diam A); and therefore B

A coincides with the
intersection of exactly |A| balls. When there is no danger of confusion; the notation
BA will be used in place of BA.
Remark 2. Let us consider the following example where  is a dissimilarity de4ned
on E = {a; b; c; d; e} by
b c d e f
a 4 3 3 3 5
b 3 3 3 5
c 2 4 2
d 2 5
e 2
Here; B{a;b}=B{c;d;e}= {a; b; c; d; e}; and consequently the two subsets A= {a; b} and
A′ = {c; d; e} satisfy
BA = BA′ ; |A| = |A′| and A ∩ A′ = ∅:
Moreover; B{c;e}=E; B{d;e}={d; e} and B{d;c}={d; c}. Therefore; despite the fact that
BA=BA′ with |A| = |A′|; there is no subset C ⊆ A′ such that BC=BA with |C|= |A|=2.
Hence; given any subset A ⊆ E and an arbitrary DC ; the condition BX = BA does
not imply any connection between X and A; other than the obvious fact that X ⊆ BA.
Taking this remark into account, we now de4ne a k-ball:
Denition 3. The subset BA will be called a k-ball when |A|= k.
Of course a k-ball might also be a k ′-ball with k ′ = k, but this will not cause any
di5culty.
Remark 3. Here; we must mention that De4nition 3 with k = 2 contradicts slightly
the de4nition of a 2-ball Bab as de4ned in Eq. (1). More precisely; the 2-ball Bab
generated by a; b∈E; is a 2-ball in the sense of De4nition 3; if and only if a = b; and
in this case we have Bab = B{a;b}. Otherwise a= b; and Bab = B{a} is a 1-ball in the
sense of De4nition 3. In the rest of this text; the term 2-ball will be used in the sense
of De4nition 3.
Notation 3. For any subset A of E and any element x in E; we will denote Ax as the
subset of E which is de4ned by Ax = A ∪ {x}.
Using Notations 2 and 3, the next result is obvious.
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Lemma 1. Let A and A′ be two nonempty subsets of E; and let x be an element of
E. Then the following properties hold:
(1) (diam A= diam A′ and A ⊆ A′)⇒ BA′ ⊆ BA;
(2) (diam A= diam A′ and BA ⊆ A′)⇒ BA′ = BA = A′;
(3) diam A= diam Ax ⇔ x∈BA ⇔ BAx ⊆ BA.
Lemma 2. Let k; k ′ be two integers such that k ′¿ k ¿ 2 and A∈E(k′). If a1 and a2
are two distinct elements of A such that diam A= (a1; a2); then
BA =
⋂
{BY : {a1; a2} ⊂ Y; Y ∈A(k)}:
Proof. It is obvious from the de4nition of BA =
⋂




{u∈E: (u; y)6 (a1; a2) for all y∈Y};
where Fk;a1 ;a2 (A) = {Y ∈A(k): a1; a2 ∈Y}; and consequently the k ′-ball BA may be
written as BA =
⋂
Y∈Fk;a1 ;a2 (A) BY ; which establishes the lemma.
Restating Proposition 1 of Bertrand and Janowitz [10], we have
Proposition 1. Let  be a DC on E; and let A be any nonempty subset of E. Then




(ii) diamBA = diam A ⇔ BA ∈M(A)⇔ |M(A)|= 1.
Remark 4. Another view of the links between ML-sets and k-balls can be provided
by the easily proved assertion that the ML-sets coincide with the 4xed points of the
mapping X → BX .
Theorem 1. If A and C are two nonempty subsets of E; then the following three
conditions are equivalent:
(i) diamC = diam(A ∪ C);
(ii) A ⊆ BC and diam A6 diamC;
(iii) BA∪C ⊆ BC and diam A6 diamC.
Proof. (iii)⇒ (ii) and (ii)⇒ (i) are obvious; so we only have to establish (i)⇒ (iii).
Assuming that diamC = diam(A ∪ C); it is clear that diam A6 diamC. It is now
immediate from Lemma 1(1) that BA∪C ⊆ BC .
Notation 4. Given two arbitrary subsets A and C of E; let us denote
˜(A; C) = max{(a; c): a∈A; c∈C}:
Using this notation, it may be noticed that A ⊆ BC ⇔ ˜(A; C)6 diamC. We observe
also that diam(A ∪ C) = max{diam A; diamC; ˜(A; C)}.
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Using the general terminology concerning a k-closure system (see the de4nitions
previously introduced in this section), we now focus on particular types of subsets
of E.
Denition 4. Let k¿ 1 be an integer and let Sk denote the k-set system de4ned by
Sk = {C ∈Pk(E): for any A∈C(k); BA ⊆ C}:
It is straightforward to prove that the k-set system Sk is a k-closure system. The
Sk -closed subsets will simply be called k-closed sets.
Remark 5. It is easily seen that a subset C ∈Pk(E) is k-closed if and only if diam
A¡ ˜({x}; A) for all x ∈ C and for all A∈C(k). As was already pointed out by Diatta
and Fichet [13]; this shows that a nonempty subset is a weak cluster (in the sense of
Bandelt and Dress [4]) if and only if it is both 1-closed and 2-closed.
Lemma 3. A dissimilarity is semiproper if and only if each 2-ball is 1-closed.
Proof. Assume a DC  is semiproper. Let u; v be two distinct elements of E; and
let a∈B{u;v} and x∈B{a}. From (x; a) = 0; we deduce that (x; u) = (a; u) and
(x; v)=(a; v). Therefore x∈B{u;v} and consequently B{a} ⊆ B{u;v}; which proves that
each 2-ball is 1-closed. Conversely; assume that each 2-ball is 1-closed; and consider
x; y∈E satisfying (x; y) = 0. Therefore x∈B{y} ⊆ B{y;z}. Then (x; z)6 (y; z). By
symmetry in x and y; we have also (y; z)6 (x; z); and so  is semiproper.
We will also investigate a collection of subsets of E larger than the collection of
k-closed sets—namely the k-diameter subsets.
Denition 5. Given an integer k¿ 2; a subset C ∈Pk(E) will be called a k-diameter
set if it satis4es
For any A∈C(k); diamC = diam A ⇒ BA = C:
Note that, by Lemma 1(2), this condition is equivalent to
For any A∈C(k); diamC = diam A ⇒ BA ⊆ C:
Remark 6. Using De4nitions 4 and 5; it is easily proved that given any integer k¿ 2;
every k-closed set is a k-diameter set; and every k-diameter set is an ML-set. Therefore;
for k¿ 2; we have
(I) {k-closed sets} ⊆ {k-diameter sets} ⊆ {k-balls} ∩ {ML-sets}:
These two inclusion relations are generally strict. In the following examples; namely
Examples 1 and 2; we present two DCs for which the 4rst; respectively second; in-
clusion in (I) holds strictly. But it should be noticed that the main part of this paper
is devoted to the particular class of DCs such that these two inclusions are equalities
(see Remark 14).
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Example 1. Let E={a1; : : : ; ak ; b; c} where k denotes any integer such that k¿ 2; and
let  be de4ned on E by
(x; y) =

0 if x = y;
2 if {x; y}= {a1; ak};
3 if {x; y}= {a1; c};
1 otherwise:
For A= {a1; : : : ; ak}; we have BA = A∪ {b} and diamBA =2. It may be noticed that a
subset X ⊆ BA satis4es diam X = diamBA = 2 if and only if {a1; ak} ⊆ X ⊆ A ∪ {b}.
Therefore; if such a subset X has cardinality k; then either X =A or X =A∪{b}\{ai}
for some i∈ [1; k]\{1; k}. Having denoted A[i]=(A∪{b})\{ai}; then BA[i]=A∪{b}=BA
for any i∈ [1; k]\{1; k}; and thus BA is a k-diameter set.
Otherwise, BA[1] =E\{a1}, hence BA[1] * BA. Thus BA is not k-closed. This proves
that  satis4es the 4rst inclusion in (I), in the strict sense.
Example 2. Let E={a1; : : : ; ak ; b1; b2; c1; : : : ; ck} where k denotes any integer such that
k¿ 2; and let  be de4ned on E by
(x; y) =

0 if x = y;
2 if {x; y}= {b1; b2};
3 if {x; y}∈ {{ai; ci}: i∈ [1; k]};
1 otherwise:
Denoting A = {a1; : : : ; ak}; we get BA = A ∪ {b1; b2}. So the k-ball generated by A is
also an ML-set. Let us now consider C = {a1; : : : ; ak−2; b1; b2} which is also a subset
of size k. Then C ⊂ BA, diamC = 2 = diamBA and BC = A ∪ {b1; b2; ck−1; ck}. Since
BC is not contained in BA, it follows that BA is not a k-diameter set, and consequently
 satis4es the second inclusion in (I), in the strict sense.
Lemma 4. Let 26 k6 k ′6 |E|. Then every k-closed set in Pk′(E) is also k ′-closed;
and every k-diameter set in Pk′(E) is also a k ′-diameter set.
Proof. We 4rst consider a k-closed set C; where k¿ 2. It clearly su5ces to prove that
C is (k + 1)-closed whenever |C|¿k. Let A ⊆ C have cardinality k + 1; and choose
a; b∈A so that diam A= (a; b). Now choose B so that {a; b} ⊆ B∈A(k). Noting that
diam B=diam A; we may apply Lemma 1(1) to see that BA ⊆ BB. Since C is k-closed;
BB ⊆ C; whence BA ⊆ C; so C is (k + 1)-closed. The proof for a k-diameter set is
similar.
Remark 7. Let C be a subset such that |C|¿ 2. It may be deduced from Lemma 4
and De4nition 5 that C = BC if and only if C is a k-diameter set for some integer k.
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3. The k-inclusion and k-diameter conditions
In this section, we will de4ne and discuss two conditions: the k-inclusion condition
and the k-diameter condition, where k is any positive integer. Provided that the exam-
ined dissimilarity is semiproper, the k-inclusion condition and the k-diameter condition,
when holding for both k = 1 and 2, characterize, respectively, the inclusion condition
and the diameter condition, which were de4ned by Diatta and Fichet [13,14] in order
to characterize the dissimilarities satisfying the Bandelt four-point condition.
Denition 6. Given an integer k¿ 1; a DC  on E is said to satisfy the k-inclusion
condition if
∀A1; A2 ∈E(k); A1 ⊆ BA2 ⇒ BA1 ⊆ BA2 :
In other words,  satis4es the k-inclusion condition i2 every k-ball is k-closed.
Remark 8. Assume that  satis4es the 1-inclusion condition. Let a∈E and let b; c be
two distinct elements of B{a}. We have (a; b) = (a; c) = 0. Therefore a∈B{b} and
b∈B{a}. Consequently c∈B{a} = B{b}. We deduce that (b; c) = 0. Then B{b;c} ⊆
B{b} = B{a}; which proves that each 1-ball is 2-closed. It follows that the 1-inclusion
condition implies that each 1-ball is 2-closed.
Remark 9. The inclusion condition was stated by Diatta and Fichet [14; p. 91]; as
follows: for all a; b∈E; Bcd ⊆ Bab; for all c; d∈Bab. Since a and b, as well as c and
d, are allowed to be distinct or not, the inclusion condition holds if and only if each
1-ball and each 2-ball are both 1-closed and 2-closed. Using Remark 8 and Lemma
3, we deduce that the inclusion condition holds if and only if  is semiproper and
satis4es both the 1- and 2-inclusion conditions.
Theorem 2. Let  be a DC on E and k¿ 2 be an integer. The >rst three conditions
are then equivalent; and imply each of (4) and (5):
(1)  satis>es the k-inclusion condition;
(2) the k-balls; the k-closed sets; and the k-diameter sets all coincide;
(3) for any A∈E(k); BA is the smallest k-ball containing A;
(4) every k-ball is an ML-set;
(5) the set of k-balls is closed under intersections having cardinality at least k.
Proof. Taking into account Remark 6; it is immediate that properties (1)–(3) are each
equivalent to the assertion that every k-ball is k-closed. Moreover; (2) ⇒ (4) is a
consequence of Proposition 1(ii); and (2)⇒ (5) is obvious.
The very weakest condition one could imagine for an informative clustering by means
of ML-sets would be that for every subset A of E with |A| = k, there be exactly one
ML-set containing A at the level diam A. There is a very natural condition equivalent
to this property: the k-diameter condition.
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Denition 7. Given an integer k¿ 1; a DC  on E is said to satisfy the k-diameter
condition if for all A∈E(k); diamBA = diam A.
Remark 10. The diameter condition; de4ned by Diatta and Fichet [13;14]; is clearly
equivalent to the k-diameter condition holding for both k = 1 and 2.
Theorem 3. Let  be a DC on E and k¿ 2 be an integer. Then the following six
conditions are equivalent:
(1)  satis>es the k-diameter condition;
(2) for any A∈E(k); BA is the unique ML-set containing A at level diam A;
(3) for any A∈E(k); there is exactly one ML-set containing A at level diam A;
(4) for all A∈E(k) and for all u; v∈E;
max{diam Au; diam Av}6 diam A ⇒ (u; v)6 diam A;
(5) every ML-set of cardinality at least k is a k-diameter set;
(6) the ML-sets of cardinality at least k coincide with the k-balls; and the k-diameter
sets.
Proof. By Proposition 1(ii); it is clear that (2) and (3) are just restatements of (1);
and consequently (1) ⇔ (2) ⇔ (3). Let us prove (1) ⇔ (4). Condition (4) is clearly
equivalent to the assertion that for every A∈E(k); if u; v∈BA then (u; v)6 diam A. But
this just says that diam BA = diam A for every A∈E(k); i.e.;  satis4es the k-diameter
condition.
(3) ⇒ (5): Let M be an ML-set, and let A∈M (k) such that diam A = diamM .
By Proposition 1(i), M ⊆ BA. Moreover, by using (3) and Proposition 1(ii), we get
BA ∈M(A), whence M = BA and (5) is satis4ed.
(5) ⇒ (1): Let M be an ML-set, and let A∈M (k) such that diam A = diamM . By
(5), M is a k-diameter set, so M = BA. Therefore diamBA = diamM = diam A.
(5)⇒ (6): By (5), every ML-set of cardinality at least k, is a k-diameter set, hence
a k-ball. Since (5) ⇔ (1) ⇔ (2), every k-ball is an ML-set. Hence, the ML-sets of
cardinality at least k, the k-diameter sets, and the k-balls all coincide.
Conditions (6)⇒ (5) is obvious.
Unlike the case k ∈{1; 2} (see [10]), the next results, and more precisely Proposition
2, show that the k-inclusion condition and the k-diameter conditions are not logically
independent for k¿ 3.
Lemma 5. Let l′; l; k ′; k be integers such that l′¿ l¿ k ′¿ k¿ 2 and l¿ 2. If every
l-ball is k-closed then every l′-ball is k ′-closed.
Proof. From Lemma 4; it is su5cient to prove that every l′-ball is k-closed if every
l-ball is k-closed. To this end; it clearly su5ces to prove that every (l + 1)-ball is
k-closed whenever every l-ball is k-closed. Let A∈E(l+1); then by using Lemma 2;




{BX : {a1; a2} ⊂ X ∈A(l)}
with (a1; a2) = diam A. Since every l-ball is k-closed; we deduce that BA is also
k-closed.
Corollary 1. If k ′ ¿k¿ 3 then the k-inclusion condition implies that every k ′-ball is
k-closed.
Proof. This follows by using Lemma 5 with l′ = l= k ′ ¿k ¿ 2.
Proposition 2. If k¿ 3 then the k-inclusion condition implies the k-diameter condi-
tion.
Proof. Assume that a DC  satis4es the k-inclusion condition with k¿ 3; and let us
consider A∈E(k). We aim to prove (u; v)6 diam A for any u; v∈BA. We consider
only the case u ∈ A or v ∈ A; since otherwise (u; v)6 diam A is clearly true. Without
any loss of generality; we assume u ∈ A. Then |Au| = k + 1; and thus BA ⊆ BAu by
Corollary 1. We deduce v∈BAu and therefore (u; v)6 diam Au. But diam Au=diam A
since u∈BA; and consequently (u; v)6 diam A.
We now investigate some properties that derive from the k-diameter condition or
the k-inclusion condition. We 4rst consider a local condition that is related to the
k-diameter condition.
Denition 8. Given an integer k¿ 1; a subset C ∈Pk(E) is said to be k-bounded if
it satis4es
For any A∈C(k); diamBA = diam A:
Remark 11. By De4nition 8; a DC  satis4es the k-diameter condition i2 each k-ball
is k-bounded. This is also equivalent to saying that the set E is k-bounded. Otherwise;
it could be noticed that if a subset C is not k-bounded then no subset containing C
can be k-bounded.
In order to characterize k-bounded sets, we reformulate Theorem 3 to the local point
of view introduced by De4nition 8. The proof is omitted because it is so similar to
the proof of Theorem 3.
Proposition 3. Let  be a DC on E and k¿ 1 be an integer. Then the following
conditions are equivalent:
(1) C is k-bounded;
(2) for any A∈C(k); BA is the unique ML-set containing A at level diam A;
(3) for any A∈C(k); there is exactly one ML-set containing A at level diam A;
(4) condition (4) of the Theorem 3 for A ⊆ C.
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Extending the terminology of Diatta and Fichet [14], we de4ne the weak k-inclusion
condition as follows.
Denition 9. Let k be any integer such that k¿ 2. A DC  on E is said to satisfy the
weak k-inclusion condition if
∀A; X ∈E(k); (X ⊆ BA and X ∩ A = ∅)⇒ BX ⊆ BA:
Remark 12. Now recall that the weak inclusion condition was de4ned by Diatta and
Fichet [14] as follows.
∀a; b; c∈E; c∈Bab ⇒ Bac ⊆ Bab:
Therefore the weak 2-inclusion condition is equivalent to the property that the weak
inclusion condition holds only for a; b; c∈E such that c = a and a = b.
Proposition 4. Let k be any integer such that k¿ 2. If  satis>es the weak k-inclusion
condition; then every k-ball which is k-bounded; is also k-closed.
Proof. Consider a k-ball BA which is k-bounded; and let X ∈B(k)A . If X ∩ A = ∅ then
BX ⊆ BA; since  satis4es the weak k-inclusion. We next consider X ∩ A = ∅. Since
BA is k-bounded; we deduce
diamBX = diam X 6 diamBA = diam A: (2)
First; assume that diam X 6 ˜(A; X ) = max{(a; x): a∈A; x∈X }. In this case; we let
a′ denote an element of A and x′ an element of X satisfying (a′; x′) = ˜(A; X ). We
also let X ′ = X \{w} where w denotes any element in X which is distinct from x′.
Then; using the weak k-inclusion with a′ ∈A and X ′ ⊆ BA; we get
BX ′a′ ⊆ BA: (3)
Taking into account the fact that diam X 6 ˜(A; X ) = (a′; x′); we deduce that
max{(w; x); (w; a′): x∈X ′}6 (a′; x′) = diam X ′a′. Hence w∈BX ′a′ and; using the
weak k-inclusion; X ∩ X ′a′ = X ′ = ∅; we deduce
BX ⊆ BX ′a′ : (4)
Then (3) and (4) give BX ⊆ BA. Let us now examine the second case; i.e.; diam X ¿
max{(a; x): a∈A; x∈X }. In this case; A ⊆ BX ; and consequently diam X=diamBX ¿
diam A. From (2); we then deduce diam X =diamBX =diam A. Let us consider z ∈BX .
From A ⊆ BX and z ∈BX ; it follows that max{(z; a): a∈A}6 diamBX =diam A; and
then z ∈BA. But this proves BX ⊆ BA; and establishes the proof.
Example 3. In this example; we aim to prove that the converse of Proposition 4 does
not hold; i.e. we aim to prove that the condition “every k-ball which is k-bounded is
also k-closed” does not imply the weak k-inclusion condition.
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Let E = {a1; : : : ; ak ; c; d; e} where k denotes any integer such that k¿ 2, and let 
be the DC de4ned on E by
(x; y) =

3 if {x; y}∈ {{a1; c}; {c; d}};
4 if {x; y}= {ak ; d};
2 if {x; y}∈ {{ai; c}; {aj; d}: i =1; j = k};
2 if {x; y}= {a1; ak};
1 if {x; y}∈ {{ai; e}; {aj; al} : i; j; l∈ [1; k]; {j; l} = {1; k}};
5 if {x; y}∈ {{c; e}; {d; e}}:
Denoting A = {a1; : : : ; ak}, Ai = A\{ai} for all i∈ [1; k], and more generally AI =
A\{ai: i∈ I} for all I ⊆ [1; k], the list of all k-balls is given by
BA = Ae,
BA1e = A1e; BAke = Ake; BAie = Ae for all i∈ [2; k − 1],
BA1c = A1c; BAkc = Acd; BAic = Ac for all i∈ [2; k − 1],
BA1d = Acd; BAkd = Akd; BAid = Acd for all i∈ [2; k − 1],
BAij∪{c;d} = Acd for k ∈ {i; j}; BAik∪{c;d} = Akcd for all i = k,
BAij∪{d;e} = BAij∪{c;e} = BAijl∪{c;d;e} = E for all i; j; l distinct.
In order to prove that each k-ball, which is k-bounded, is also k-closed, we need
to only establish that any k-ball is either k-closed or not k-bounded. We 4rst notice
that the k-balls BX such that diam X = diam E, or such that BX = X , are necessarily
k-closed. So it is su5cient to examine the k-balls that do not satisfy either of these
two conditions, i.e. the subsets Ae; Ac; Acd and Akcd.
The k-ball Ae is clearly k-closed. The k-balls Ac; Acd and Akcd are not k-bounded
since they contain the subset Akc which is of size k and which satis4es
diam Akc = 3 and diamBAkc = diam Acd= 4:
Therefore, every k-ball which is k-bounded, is also k-closed. Otherwise, for any
i∈ [2; k − 1], we have a1 ∈Aic and A1 ⊂ BAic = Ac. But BA1a1 =BA = Ae* BAic = Ac.
Therefore, the weak k-inclusion does not hold, and consequently, the converse of Propo-
sition 4 is not satis4ed by .
Thus the condition “every k-ball which is k-bounded, is also k-closed”, is weaker than
the weak k-inclusion condition. Nevertheless, if  satis4es the k-diameter condition,
then each k-ball is k-bounded, and therefore, if we assume moreover the condition that
each k-bounded k-ball must be k-closed, we deduce that  satis4es also the k-inclusion
condition. The following result is then an immediate consequence of Proposition 4.
Corollary 2. Given any integer k¿ 3; the following conditions are equivalent:
(i)  satis>es the k-inclusion condition;
(ii)  satis>es the k-diameter condition and the weak k-inclusion condition;
(iii)  satis>es the k-diameter condition and each k-ball that is k-bounded is k-closed.
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4. The (2; k)-point condition
We now recall that a DC  satis4es the Bandelt four-point condition (cf. Section
2) if and only if (a; b)6max{(b; c1); (c1; c2); (c2; b)} for all b∈E and for all
a; c1; c2 ∈E such that max{(a; c1); (a; c2)}6 (c1; c2). It is worth noting that this is
equivalent to the assertion that (a; b)6 diam(Cb) for all b∈E and for all a∈E and
all C ∈E(1) ∪ E(2) satisfying ˜({a}; C)6 diamC. In this section, we shall study in
detail the extension of this assertion to a nonempty subset C of arbitrary size k¿ 1.
Since the k points of such a subset C are symmetrical, but not the points a and b, this
extension will be referred to as the (2; k)-point condition.
Denition 10. Given any integer k¿ 1; we will say that a DC  satis4es the (2; k)-point
condition if for all a∈E and all subsets C of size k; we have
˜({a}; C)6 diamC ⇒ for all b∈E; (a; b)6 diamCb:
The Bandelt four-point condition is then clearly equivalent to the (2; k)-point condition
holding for both k = 1 and 2.
Remark 13. Note that the (2; 1)-point condition yields (a; b) = (c; b) for all b∈E
and for all a; c∈E satisfying (a; c) = 0. In other words; the (2;1)-point condition is
equivalent to the condition that  is semiproper. The Bandelt four-point condition is
therefore equivalent to the condition that  is semiproper and satis4es the (2;2)-point
condition.
The next result introduces two equivalent formulations of the (2; k)-point condition
for k¿ 1.
Lemma 6. For every integer k¿ 1; the following conditions are equivalent:
(i)  satis>es the (2; k)-point condition;
(ii) for every C ∈E(k) and x∈E; BC ⊆ BCx;
(iii) for every C ∈E(k) and X ⊆ E; BC ⊆ BC∪X .
Proof. Let C be an arbitrary subset of size k¿ 1; and x∈E. The (2; k)-point condition
may clearly be rewritten as follows:
a∈BC ⇒ for all x∈E; a∈BCx:
Hence; the (2; k)-point condition is equivalent to (ii). In order to prove that (ii) and
(iii) are equivalent; it is su5cient to prove (ii) ⇒ (iii). We then suppose (ii); and
consider two subsets C and X of E; with |C| = k. Since (ii) holds; BC ⊆ BCx for
every x∈X . Let a∈BC; then (a; x)6 diamCx; for every x∈X . Therefore; for every
a∈BC; we have{
For all c∈C; (a; c)6 diamC6 diam(C ∪ X );
For all x∈X; (a; x)6 diamCx6 diam(C ∪ X ):
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Consequently ˜({a}; C∪X )6 diam(C∪X ); which proves a∈BC∪X . We 4nally deduce
BC ⊆ BC∪X ; and then (iii) is satis4ed.
Theorem 4 will show that the condition that each (k + 1)-ball is k-closed is an-
other characterization of the (2; k)-point condition. The next lemma compares several
conditions which are extensions of this characterization.
Lemma 7. Let k and l be integers satisfying l; k¿ 2; and let us consider the following
conditions:
(1) each (k + 1)-ball is k-closed;
(2) each l-ball is k-closed;
(3) each (l− 1)-ball of cardinality at least l is k-closed;
(4) each ML-set of cardinality at least l is k-closed.
If l¿k¿ 2 and l¿ 3; then (2)⇔ (3) and (1)⇒ (2)⇒ (4). If l=3 and k=2; then
(1) and (2) coincide; (2)⇔ (4); and (2) strictly implies (3).
Proof. We 4rst assume that l¿k¿ 2 and l¿ 3; and observe that (1)⇒ (2) is then
a direct consequence of Lemma 5.
(2) ⇒ (3): Let A∈E(l−1) such that |BA|¿ l. So we may choose u∈BA\A and a
subset X such that {a1; a2} ⊆ X ∈A(k), where a1; a2 are two distinct elements of A
satisfying diam A=(a1; a2). By (2), we have BX ⊆ BAu. We have also BA ⊆ BX since
X ⊆ A with diam X =diam A, and consequently BA ⊆ BAu. On the other hand, A ⊂ Au
with diam A= diam Au since u∈BA, and thus BAu ⊆ BA. We conclude that BA = BAu,
and so BA is k-closed, by using (2).
(3) ⇒ (2): Let A∈E(l) and let a1; a2 be two distinct elements of A such that
diam A= (a1; a2). Using Lemma 2 with l¿ 3, we obtain
BA =
⋂
{BX : {a1; a2} ⊂ X ∈A(l−1)}:
For any subset X that satis4es X ⊂ A with diam X = diam A, we have that BA ⊆ BX ,
and thus |BX |¿ l. From (3), we then deduce that BA is k-closed.
(2) ⇒ (4): By Remark 4, each ML-set M is an |M |-ball, and therefore is k-closed
by applying Lemma 5 when |M |¿ l.
Assume now that l=3 and k =2. It is obvious that (1) and (2) say the same thing.
Implications (2)⇒ (3) and (2)⇒ (4) are proved as in the earlier arguments.
Let us prove (4)⇒ (2). Assuming that (4) holds, Lemma 4 implies that each ML-set
of cardinality at least 3, is 3-closed, and by Remark 6, is then a 3-diameter set. Using
the equivalence of (5) and (6) in Theorem 3, we deduce that each 3-ball is an ML-set
of cardinality at least 3, and therefore is 2-closed by (4). This proves that (2) holds.
At last, the example given by Diatta and Fichet [14, p. 91] proves that (2) strictly
implies (3).
Theorem 4. Let k¿ 2 be an integer. Then the two following conditions are
equivalent:
(1)  satis>es the (2; k)-point condition;
(2) each (k + 1)-ball is k-closed.
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If k¿ 3; then (1) and (2) are each equivalent to the following condition:
(3)  satis>es the k-inclusion condition.
Proof. Assume 4rst that k¿ 2. Lemma 3 shows that (2) ⇒ (1) holds. Let us prove
now (1) ⇒ (2). Given A∈E(k+1) and X ∈B(k)A ; we must prove BX ⊆ BA. We de-
note A = {a1; : : : ; ak ; ak+1} with (ak ; ak+1) = diam A. Since k¿ 2; we have a1 ∈
{ak ; ak+1} and a1 ∈BA1 where A1=A\{a1}. By Lemma 1(3) and since diam A=diam A1;
it follows that BA1a1 = BA ⊆ BA1 . But BA1 ⊆ BA1a1 = BA by Lemma 6; and then
BA = BA1 .
We then have X ⊆ BA = BA1 . Let x be an arbitrary element of X . We deduce
X ⊆ BA1x by Lemma 6. Therefore (x′; x)6 diam A1x, for every x′ ∈X . Otherwise,
x∈BA=BA1 ; hence max{(x; a): a∈A1}6 diam A1, and then diam A1x=diam A1. Thus
(x; x′)6 diam A1 for every x; x′ ∈X . We then deduce
diam X 6 diam A1 = diam A: (5)
At last, we consider y∈BX . For any a∈A, we have y∈BX ⊆ BXa by Lemma 6.
Therefore (y; a)6 diam Xa. But, since X ⊆ BA, we have
max{(x; a): x∈X; a∈A}6 diam A: (6)
Using (5) and (6), we deduce diamXa6 diam A for every a∈A. Hence (y; a)6
diamXa6 diam A. Since a denotes an arbitrary element of A, it follows that y∈BA,
and consequently BX ⊆ BA, which proves 4nally that (2) holds.
Assume now that k¿ 3. Then (2)⇔ (3) results from the equivalence of conditions
(2) and (3) of Lemma 7, when l= k + 1 with k¿ 3.
Remark 14. It follows from Corollary 2 and Theorem 4 that two other geometric
conditions characterize the (2; k)-point condition for k¿ 3: one is provided by the
k-diameter condition plus the weak k-inclusion condition. The other one is provided
by the k-diameter condition together with each k-ball that is k-bounded; also being
k-closed. It should be noticed that when holding for both k = 1 and 2; each of these
two conditions characterizes the Bandelt four-point condition (see; respectively; [14]
and [10]).
Moreover, Theorem 4 together with Proposition 2, and Theorems 2 and 3, imply that
a DC  satisfying the (2; k)-point condition (k¿ 3) is also characterized by the fact
that the ML-sets of cardinality at least k coincide with the k-balls, and the k-closed
sets. This condition holding for both k = 1 and 2, characterizes the Bandelt four-point
condition (see Corollary 4 in [10]).
Remark 15. Let us consider an arbitrary dissimilarity. The (2; |E|)-point condition
clearly holds. Furthermore; for all C ∈E(|E|−1); we have Cx = E for all x ∈ C; and so
BC ⊆ BCx for all x∈E. Then; the (2; |E| − 1)-point condition also holds. Otherwise; it
can be noticed that the (2; k)-point condition is getting weaker as k is increasing: this
results from (1)⇔ (2) in Theorem 4 together with Lemma 5.
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5. k-Weak hierarchical representations
In this section, we shall determine a class of pairs (S; f), where S is a set system
and f an isotone map from S into [0;∞), which is in one–one correspondence with
the class of all the dissimilarities satisfying the (2; k)-point condition. This leads to an
extension of the bijection obtained by Bandelt [3] and in a di2erent way by Diatta and
Fichet [13,14], for dissimilarities satisfying the Bandelt four-point condition.
We 4rst de4ne the notions of pre-indexed set system and weakly indexed set system,
as introduced in [9].
Denition 11. Let S be a set system on E; and f a mapping from S into [0;∞).
When f is isotone; in other words when f(A)6f(B) for any A; B∈S such that
A ⊂ B; the mapping f will be called a pre-index; and the pair (S; f) will be called
a pre-indexed set system.
A weakly indexed set system is a pre-indexed set system (S; f) such that
∀A; B∈S; A ⊂ B with f(A) = f(B)⇒ A=
⋂
{C ∈ S: A ⊂ C}:
Remark 16. The notions of pre-indexed set system and weakly indexed set system
extend the notion of an indexed clustering structure; in the sense that this notion
was de4ned for the indexed hierarchies and for the indexed weak hierarchies (see;
for example; [14]). It should be noticed that this extension does not require that f
vanish on the minimal clusters of the structure S; as it was required for the indexed
closed weak hierarchies in order to obtain a one–one correspondence between these
clustering structures and the dissimilarities satisfying the Bandelt four-point condition
(see [3;13;14]).
Denition 12. Let (S; f) be a pre-indexed set system and % the symmetric mapping
de4ned on E×E by %(x; y)=min{f(X ): X ∈S and x; y∈X }. First; it is worth noting
that the mapping % is well de4ned; since by de4nition of a set system; any set system
S contains the whole set E. It will then be said that (S; f) induces the symmetric
mapping %.
As the set system ML(T) is generally not closed under nonempty intersections, it will
be convenient to let M̂L(T) be all nonempty intersections of elements of ML(T). In
the following, we will denote by D the set of all the DCs on E, and we will focus on
the map  de4ned from D to the set of all the pre-indexed set systems, as follows:
 () = (M̂L(T); diam):
Given a closed set system S, for each nonempty subset A of E, we will let A?
denote the element of S de4ned by A? =
⋂{X ∈ S: A ⊆ X }. Note that if (S; f) is a
pre-indexed closed set system, then
∀x; y∈E; %(x; y) = f({x; y}?):
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Moreover, it is easy to prove that if (S; f) is a pre-indexed set system which satis4es
(R0)
⋃
{A∈S : f(A) = 0}= E;
then % is a DC on E. Otherwise, we must consider pseudo-dissimilarities on E. A
pseudo-dissimilarity is a mapping % :E × E → [0;∞) such that
(1) %(x; y) = %(y; x), and
(2) %(x; y)¿ %(x; x)
for all x; y∈E. We then consider the mapping  : (S; f) → % where % = ((S; f))
denotes the pseudo-dissimilarity induced by the pre-indexed set system (S; f).
Batbedat [6] has proposed a general one–one correspondence between dissimilarities
and a class of pre-indexed set systems. We shall follow a di2erent but related approach
due to Bertrand [9].











for all C1; C2; C3 elements of S that are not pairwise disjoint.
We will let C0 denote the collection of all weakly indexed closed set systems that
satisfy the two conditions (G) and (R0).
The next result was formulated by Bertrand [9].
Theorem 5. The mapping  is a one–one correspondence from D onto the collection
C0 of all weakly indexed closed set systems satisfying (G) and (R0). The converse
of this one–one correspondence is the restriction of  to the collection C0.
The next proposition together with its proof, is provided in [9].
Proposition 5. Let (S; f) be a pre-indexed closed set system; and % the mapping
induced by (S; f). Then the following conditions are equivalent:
(i) (S; f) satis>es (G);
(ii) for any subset A of E; diam% A= f(A?).
We point out the following result which follows from Proposition 5.
Corollary 3. Let (S; f) be a pre-indexed closed set system; and % the mapping in-
duced by (S; f). If (S; f) satis>es (G); then A? ⊆ B%A for any subset A of E.
Proof. Let x∈A?; then Ax ⊆ A?; and consequently (Ax)?=A?. By Proposition 5; we
have diam% Ax = diam% A; which implies x∈B%A.
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Let us recall that Bandelt and Dress [4] de4ned a weak hierarchy as being a set
system H such that for all A1; A2; A3 ∈H:
(W) A1 ∩ A2 ∩ A3 = Ai ∩ Aj; for some i; j∈{1; 2; 3}:
This condition (W) was extended by Bandelt and Dress [5] and by Diatta [12] who
considered set systems satisfying the following condition (kW).
Denition 14. Given any integer k¿ 2; we will say that a set system S satis4es







Ai: 16 j6 k + 1
 :
Bandelt and Dress [5] and Diatta [12] investigated set systems satisfying condition
(kW) together with the property of being equipped with a strictly isotone pre-index. In
each of these papers, the authors established a one–one correspondence between some
class of these clustering structures and some class of k-way dissimilarities. In the rest
of this text, since we restrict our attention to the 2-way dissimilarities, we will look
at set systems satisfying condition (kW) in a di2erent way, that is from the point of
view provided by Theorem 5 (see also [9]).
Remark 17. Two conditions equivalent to (W) have been formulated by Bandelt and
Dress [4] (cf. also [14]). These two conditions can be extended in order to provide
two characterizations of condition (kW). More precisely; it can be easily proved that








 ⊆ A); for some )∈ [k + 1];
(kW′′) There are no k + 1 elements x1; : : : ; xk+1 s:t: xi ∈Aj i2 i = j:
Denition 15. Given a pre-indexed set system (S; f); let (Ik) denote the following
condition:
(Ik) For all A; B∈S with |A|¿ k; A ⊂ B ⇒ f(A)¡f(B):
A k-weak hierarchical representation will denote any pair (S; f) in C0 such that S
satis4es condition (kW) and (S; f) satis4es the condition (Ik).
Proposition 6. If a DC  satis>es the (2; k)-point condition with k¿ 2; then (M̂L(T);
diam) is a k-weak hierarchical representation.
Proof. From Theorem 5; the pair (M̂L(T); diam) belongs to C0. So we need only
to prove that M̂L(T) satis4es (kW) and that (M̂L(T); diam) satis4es (Ik). We 4rst
consider k + 1 arbitrary subsets A1; : : : ; Ak+1 ∈ M̂L(T); and aim to prove that these
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subsets satisfy condition (kW). Note that if one of the A′is has size smaller than k;
then (kW) has to be satis4ed: see the equivalent condition (kW′′) in Remark 17. So
we assume; without any loss of generality; that all the subsets A1; : : : ; Ak+1 have size
¿ k. Then; using Theorem 3; we 4rst deduce that each subset Ai for i = 1; : : : ; k + 1
is the intersection of some k-balls. Hence; from Theorem 2(5); each subset Ai for
i=1; : : : ; k +1; is a k-ball; and then a k-closed set. Let us assume that A1; : : : ; Ak+1 do
not satisfy condition (kW). Then by Remark 17; there exist elements x1; : : : ; xk+1 ∈E






Let us now denote Xi = {xj: j∈ [k + 1]\{i}}; for i∈ [k + 1]. Then BXi ⊆ Ai (with







for every index i = 1; : : : ; k + 1.
Let xu; xv be two elements among x1; : : : ; xk+1 such that
(xu; xv) = max{(xj; xj′): j; j′ ∈ [k + 1]}:
Since k¿ 2, there exists some )∈ [k + 1] for which {xu; xv} ⊆ X), and then xi ∈BX)
for each i = 1; : : : ; k + 1, which is contradictory with (∗).
We prove now that (M̂L(T); diam) satis4es (Ik). Let A; B∈ M̂L(T) such that A ⊂ B
and |A|¿ k. Using Theorems 3 and 4 together with Theorem 2, we deduce that A and
B are ML-sets, and thus if A ⊂ B it is necessary that diam A¡ diam B.
Proposition 7. Let k¿ 2 be an integer; and let (S; f) be a weakly indexed closed
set system such that S satis>es (kW) and (S; f) satis>es (Ik) and (G). Denoting
by % the mapping induced by (S; f); we have B%A = A
? for any subset of cardinality
at least k.
Proof. Let A be a subset of cardinality at least k. By Corollary 3; it is su5cient to
prove B%A ⊆ A?. We will prove that x ∈ A? implies that x ∈ B%A; and we will assume
A? =E; since otherwise the proof is obvious. Let us then consider x ∈ A?; and denote
A1; : : : ; Ak a partition of A formed with k subsets. We then de4ne Ci = Ax\Ai for
i = 1; : : : ; k; and note that C?i exists for Ci is not empty (since x∈Ci) and S is a
closed set system. By hypothesis; the intersection I = C?1 ∩ · · · ∩ C?k ∩ A? is equal to
an intersection of k subsets among the k + 1 subsets C?1 ; : : : ; C
?
k ; A
?. Since x ∈ A?;
then x ∈ I ; and I =C?1 ∩ · · · ∩ C?k . Therefore I = A? ∩ (
⋂
i 	=j Ci) for some j∈ [1; k].
Without any loss of generality; we may then assume
I = A? ∩ C?2 ∩ · · · ∩ C?k :
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We deduce that A1 ⊆ C?1 ; thus A ⊆ C?1 ; and consequently A? ⊆ C?1 . Moreover;
this inclusion is strict; since x ∈ A?. It follows that f(A?)¡f(C?1 ); and diam% A¡
diam%C16 diam% Ax by Proposition 5. Therefore x ∈ B%A.
Theorem 6. Given any integer k¿ 2; the mapping  de>nes a one–one correspondence
from the set of dissimilarities satisfying the (2; k)-point condition onto the set of
k-weak hierarchical representations.
Proof. By Proposition 6;  () is a k-weak hierarchical representation; if  satis4es the
(2; k)-point condition. Using Theorem 5; we need only prove that if (S; f) is a k-weak
hierarchical representation; then the dissimilarity % = ((S; f)); which is induced by
(S; f); satis4es the (2; k)-point condition. Let A be an arbitrary subset of size k and
v an element of E. By Lemma 6; it is su5cient to prove B%A ⊆ B%Av in order to say
that % satis4es the (2; k)-point condition. Since A ⊆ Av; we get A? ⊆ (Av)?; and
consequently B%A ⊆ B%Av by Proposition 7; which completes the proof.
Remark 18. Recall that the Bandelt four-point condition holds if and only if the dis-
similarity  is semiproper and satis4es the (2; 2)-point condition (see Remark 13).
Since diam−1 (0) is a partition of E whenever  is semiproper (see [9]); we deduce
that  () = (M̂L(T); diam) is an indexed closed weak hierarchy. It follows that the
aforementioned bijection between indexed closed weak hierarchies and dissimilarities
satisfying the Bandelt four-point condition; is a restriction of the one–one correspon-
dence provided by Theorem 6 with k = 2.
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