The behaviour of D-optimal exact designs for first order polynomial models under changing regression polynomials is considered. The polynomials, some of which are with or without intercept or with or without interactive term, are defined on design regions that are supported by the points of the Circumscribed Central Composite Design. The best N-point D-optimal exact design for the intercept model (model 1), is the same as the best N-point D-optimal design for the no-intercept model (model 3). Similarly, the best N-point D-optimal design for the intercept model (model 2) is the same as the best N-point D-optimal design for the no-intercept model (model 4), as measured by the determinant values, D-efficiencies, G-efficiencies and Condition numbers. Other N-point designs constructed using the no-intercept models had better determinant values than their corresponding intercept models. The condition numbers indicate that for model 1, the 4-point D-optimal design is orthogonal. For model 2, the 2-point D-optimal exact design and the 4-point D-optimal exact designs are orthogonal. For model 3, the 4-point D-optimal exact design is orthogonal and for model 4, the 4-point D-optimal exact design is orthogonal. Other N-sized designs show less orthogonality. The Equivalence of D-optimality and G-optimality criteria is established for the 4-point design under model 1, for the 2-point and 4-point designs under model 2, for the 4-point design under model 3 and for the 4-point design under model 4.
Introduction
The importance of first order models in the design of experiments to researchers cannot be over-emphasized as its applications are numerous in industrial processes. In particular, first order models play a vital role in screening experiments for optimum conditions. The first order screening response model y = β 0 + β 1 x 1 + β 2 x 2 + β 12 x 1 x 2 + ε (i)
involves linear effects and a single cross product factor that gives indication of the presence of curvature of the response surface. On the other hand, the first order steepest ascent model
ignores the cross product term and gives an indication of the absence of curvature of the response surface.
D-optimal design for first order screening response model, defined on the design region supported by points of 3 2 factorial is made up of the four vertex points as these points are the points of maximum variance (Atkinson & Donev, 1992) . For irregular geometric region, Wynn (1970) observed that vertex points constitute the D-optimal designs. In comparing several optimization algorithms used in generating D-optimal designs, Bon (2007) found out that D-optimal designs were significantly more efficient than fractional factorial designs when the number of runs is close to the number of parameters of the model. However, the role of orthogonality in the selection of experimental design was not considered.
In choosing experimental designs in which regression models are assumed, there is the need for a choice of optimality criteria and associated numerical techniques that provide objective methods for selecting design points that are optimal. According to Atkinson and Donev (1992) an ideal design is one that would minimize the generalized variance of the parameter estimates and minimize the variance of predicted model over the design region. Some design criteria, which relate to these properties include, the D-Optimality criterion, G-Optimality criterion, A-Optimality criterion, V-Optimality criterion, E-Optimality criterion, etc. However, the D-optimality criterion has been extensively used in the literature.
Two desirable characteristics of any design are orthogonality and rotatability. Technically, two columns in a design matrix are orthogonal if the sum of the products of their elements within each row is equal to zero. In practice, one may encounter situations where the columns of the design matrix are not completely orthogonal but the more orthogonal the columns are, the better the design. Rotatability, on the other hand, bothers on how best to extract the maximum amount of (unbiased) information from the design, or specifically, from the experimental region of interest. For more on the characteristics, see, Khuri and Cornell (1987) and Montgomery (1997) .
Although much of the literature in optimal design of experiments assume the regression model is a full polynomial model, models with improper polynomial regression functions having some terms missing also exist (Huang et al., 1995; Bon, 2007) . The focus of this work is to investigate properties of D-optimal designs for first order models under changing regression models and to establish the equivalence of D-Optimality and G-Optimality criteria. In particular, we consider the screening response model in (i), the steepest ascent model in (ii) as well as the no-intercept models
and
The polynomials, some of which are with or without intercept or with or without interactive term, are defined on design regions that are supported by the points of the Circumscribed Central Composite Design. In investigating the behaviour of D-optimal exact designs for the first order polynomial models D-efficiencies, G-efficiencies and Condition numbers shall be used as measures of assessment.
Method
We present definition of basic concepts that are used in this work as well as the underlying methodology.
Definition of Basic Concepts

Exact Design
An exact design for a specified design size, N, is a measure . The matrix X is called the design matrix or extended design matrix associated with ξ N . A D-optimal design emphasizes the precision of the estimated coefficients of the assumed model, Box and Behnken (1960) . Doptimal designs are generally generated by search algorithms and seek to minimize the variances and co-variances of the parameter estimates for a specified model.
G-Optimality Criterion
G-Optimality Criterion deals with the variance of prediction of the candidate points in the design region. The selected optimal design by G-optimality criterion is chosen to minimize the highest variance of prediction in the design, where the variance of prediction at a design point x is defined by var {y(x)} = x ′ M −1 x, Onukogu (1997).
Equivalent Design
According to Atkinson and Donev (1992) , the equivalence of D-Optimality and G-Optimality criteria exists when an optimal design that maximizes the determinant of the information matrix also minimizes the maximum variance of the predicted response.
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D-Efficiency
According to Atkinson and Donev (1992) , D-efficiency of an arbitrary design, ξ N is defined as
According to Atkinson and Donev (1992) , G-efficiency of a design, ξ N is defined as
where d(ξ * N ) is the maximun variance of predicted response for ξ * N and d(ξ N ) is the maximun variance of predicted response for ξ N .
Condition Number
The condition number is an evaluation criteria like the G-efficiency and is used to rate an already created Doptimal design. It evaluates the sphericity and the symmetry of the D-optimal design (Eriksson et al., 2000, p. 220) . Condition number is always greater or equal to 1 and a design with a condition number of 1 is orthogonal, while an increasing condition number indicates a less orthogonal design. By definition, the condition number of a square symmetric matrix
is the product of the norm of A and the norm of A-inverse, written as,
where the norm of A is defined as
and the norm of A −1 is similarly defined.
Orthogonal Designs
One desirable characteristic of any design is that the main effect and interaction estimates of interest are independent of each other. Technically, two columns in a design matrix are orthogonal if the sum of the products of their elements within each row is equal to zero. In practice, one may encounter situations where the columns of the design matrix are not completely orthogonal. In general, the more orthogonal the columns are, the better the design. Hence, a design is said to be orthogonal if the assocaiated information matrix is a diagonal matrix. For such designs, the model parameters are uncorrelated.
Methodology
The algorithm to be used in the construction of the exact designs requires 25% search on the available designs within a design class and can be seen in Albert-Udochukwuka (2014). It is a combinatorial algorithm like that of Onukogu and Iwundu (2007) but reduces the required number of determinant evaluations to about 25% of the total possible evaluations within a design class. The N-point designs are to be constructed to lie in the interval p ≤ N ≤ 1 2 p(p + 1) + 1. The grouping of support points inX shall be as in the combinatorial procedure of Onukogu and Iwundu (2007) . The initial tuple of support points shall be according to the rules of Iwundu (2010) , which allow the initial design to be as close as possible to the D-optimal design, as measured by the determinant values of information matrices, thereby reducing the number of iterations required to reach the optimal value. The concepts of D-efficiency, G-efficiency and condition number shall be employed in assessing the goodness of the designs. Moreover, these concepts shall be applied to the designs under changing regression polynomials.
Results
We present illustrations using the four models defined in section 1. Particularly, we consider obtaining N-point D-optimal exact designs for the first order models, defined in equations (i)-(iv), on the design region supported www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 3, No. 4; 2014 by design points of the Circumscribed Central Composite design. The choice of the design region supported by design points of the Circumscribed Central Composite design is motivated by the study of Iwundu and Otaru (2014) on imposing D-optimality criterion on the design regions of the Central Composite Designs. Results of the study revealed that D-optimal exact designs defined on the design region supported by the design points of the Circumscribed Central Composite design had better determinant values of information matrices. The geometric region of the Circumscribed Central Composite design is as in Figure 1 . 
Illustrations Using Model 1
For the model
we shall constuct N-point D-optimal exact design; N = 4, ... , 11.
For N = 4, the initial tuple of support points is [4:0:0]. With this, we commence the search for D-optimal exact design as summarized in Table 1 . The maximum determinant value is det * = 1.0000 and it is associated with design class [4:0:0] having the design points {(-11, 1-1, 11, -1-1)}. Within the class [4:0:0], the number of D-optimal exact design is 1.
For N = 5, the initial tuple of support points is [4:1:0]. With this, we commence the search for D-optimal exact design as summarized in Table 2 .
International Journal of Statistics and Probability Vol. 3, No. 4; 2014 The maximum determinant value is det * = 8.192 × 10 −1 and it is associated with design class [5:0:0] having the design points {(-11, -1-1, 11, -1-1, 11) or (-11, 1-1, 11, -1-1, 1-1) or (-11, 1-1, 11, -1-1, -1-1) or (-11, 1-1, 11, -1-1, -11)}. Within the class [5:0:0], the number of D-optimal exact designs is 4.
For N = 6, the initial tuple of support points is [4:1:1]. With this, we commence the search for D-optimal exact design as summarized in Table 3 . Table 3 . Combinatorics for a 6-point D-optimal exact design for model 1
Step The maximum determinant value is det * = 7.901 × 10 −1 and it is associated with design class [6:0:0] having the design points {(-11, 1-1, 11, -1-1, -11-1-1) or (-11, 1-1, 11, -1-1, -11, 11) or (-11, 1-1, 11, -1-1, -11, -1-1) or (-11, 1-1, 11, -1-1, 1-1, 11) or (-11, 1-1, 11, -1-1, 1-1, -1-1) or (-11, 1-1, 11, -1-1, 11, -1-1)}. Within the class [6:0:0], the number of D-optimal exact designs is 6.
For N = 7, the initial tuple of support points is [5:1:1]. With this, we commence the search for D-optimal exact design as summarized in Table 4 . The maximum determinant value is det * = 8.530 × 10 −1 and it is associated with design class [7:0:0] having the design points {(-11, 1-1, 11, -1-1, 11, 1-1, 11)or (-11, 1-1, 11, -1-1, -11, 1-1, -1-1) or (-11, 1-1, 11, -1-1, -11, 11, -1-1) or (-11, -1-1, 11, -1-1, 1-1, 11, -1-1)}. Within the class [7:0:0], the number of D-optimal exact designs is 4.
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International Journal of Statistics and Probability Vol. 3, No. 4; 2014 For N = 8, the initial tuple of support points is [5:2:1]. With this, we commence the search for D-optimal exact design as summarized in Table 5 . The maximum determinant value is det * = 1.0000 and it is associated with design class [8:0:0] having the design points {(-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1)}. Within the class [8:0:0], the number of D-optimal exact designs is 1.
For N = 9, the initial tuple of support points is [5:3:1]. With this, we commence the search for D-optimal exact design as summarized in Table 6 . Table 6 . Combinatorics for a 9-point D-optimal exact design for model 1
Step The maximum determinant value is det * = 9.364 × 10 −1 and it is associated with design class [9:0:0] having the design points {(-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, 11) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, 1-1) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, 11), or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, -1-1)}. Within the class [9:0:0], the number of D-optimal exact designs is 4.
For N = 10, the initial tuple of support points is [5:3:2]. With this, we commence the search for D-optimal exact design as summarized in Table 7. www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 3, No. 4; 2014 The maximum determinant value is det * = 9.216 × 10 −1 and it is associated with design class [10:0:0] having the design points {(-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, -11, 1-1) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, -11, 11) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, -11, -1-1) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, 1-1, 1) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, 1-1, -1-1) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, 11, -1-1)}. Within the class [10:0:0], the number of D-optimal exact designs is 6.
For N = 11, the initial tuple of support points is [5:4:2]. With this, we commence the search for D-optimal exact design as summarized in Table 8 . The maximum determinant value is det * = 9.442 × 10 −1 and it is associated with design class [11:0:0] having the design points { (-1 1, 1 -1, 1 1, -1 -1, -1 1, 1 -1, 11, -1-1, -11, 1-1, 11) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, -11,  1-1, -1-1) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, -11, 11, -1-1) or (-11, 1-1, 11, -1-1, -11, 1-1, 11, -1-1, 1-1, 11 , -1-1)}. Within the class [11:0:0], the number of D-optimal exact designs is 4.
Illustrations Using Model 2
For the model y = β 0 + β 1 x 1 + β 2 x 2 + ε we shall constuct N-point D-optimal exact design; N = 3, ... , 7.
For N = 3, the initial tuple of support points is [3:0:0]. With this, we commence the search for D-optimal exact design as summarized in Table 9 .
International Journal of Statistics and Probability Vol. 3, No. 4; 2014 The maximum determinant value is det * = 8.633 × 10 −1 and it is associated with design class [2:1:0] having the design points { (-1 1) , (1 1 For N = 4, the initial tuple of support points is [3:1:0]. With this, we commence the search for D-optimal exact design as summarized in Table 10 . The maximum determinant value is det * = 1.0000 and it is associated with design class For N = 5, the initial tuple of support points is [3:1:1]. With this, we commence the search for D-optimal exact design as summarized in Table 11 . Table 11 . Combinatorics for a 5-point D-optimal exact design for model 2
Step The maximum determinant value is det * = 9.433 × 10 −1 and it is associated with design class [3:2:0] having the design points {(-11, 1-1, 11, -1.414 0, 0 -1.414) or (-11, 1-1, -1-1, 0 1.414, 1.414 0) or (-11, 11, -1-1, 1.414, 0 -1.414) or (1-1, 11, -1-1, 0 1.414, -1.414 0)}. Within the class [3:2:0] the number of D-optimal exact designs is 4.
For N = 6 the initial tuple of support points is [3:2:1]. With this, we commence the search for D-optimal exact design as summarized in Table 12. www.ccsenet.org/ijsp International Journal of Statistics and Probability Vol. 3, No. 4; 2014 The maximum determinant value is det * = 9.193 × 10 −1 and it is associated with design class [3:3:0] having the design points { (1-11, 1-1, 11 For N = 7 the initial tuple of support points is [3:3:1]. With this, we commence the search for D-optimal exact design as summarized in Table 13 . The maximum determinant value is det * = 9.735 × 10 −1 and it is associated with design class [6:1:0] having the design points {(-11, 1-1, 11, -1-1, -11, 11, 0 -1.414) or (-11, 1-1, 11, -1-1, -11, -1-1, 1.1414 0) or (-11, -1-1, 11, -1-1, 1-1, 11, -1.414 0) or (-11, 1-1, 11, -1-1, 1-1, -1-1, 0 1.1414)}. Within the class [6:1:0] the number of D-optimal exact designs is 4.
Illustrations Using Model 3
For the model y = β 1 x 1 + β 2 x 2 + β 12 x 1 x 2 + ε we shall constuct N-point D-optimal exact design; N = 3, ... , 7.
For N = 3, the initial tuple of support points is [3:0:0]. With this, we commence the search for D-optimal exact design as summarized in Table 14 . Table 14 . Combinatorics for a 3-point D-optimal exact design for model 3
Step Vol. 3, No. 4; 2014 The maximum determinant value is det * = 5.926 × 10 −1 and it is associated with design class [3:0:0] having the design points {(-11, 1-1, 11) or (-11, 11, -1-1) or (-11, 1-1, -1-1) or (1-1, 11, -1-1)}. Within the class [3:0:0], the number of D-optimal exact designs is 4.
For N = 4, the initial tuple of support points is [3:1:0]. With this, we commence the search for the D-optimal exact design as summarized in Table 15 . The maximum determinant value is det * = 1.000 and it is associated with design class [4:0:0] having the design points {(-11, 1-1, 11, -1-1)}. Within the class [3:1:0], the number of D-optimal exact designs is 1.
For N = 5, the initial tuple of support points is [3:1:1]. With this, we commence the search for the D-optimal exact design, the sequential steps of which are presented in Table 16 . The maximum determinant value is det * = 8.960 × 10 −1 and it is associated with design class [5:0:0] having the design points {(-1 1, 1 -1, 1 1, -1 -1, -1 1) or (-1 1, 1 -1, 1 1, -1-1, 1-1) or (-11, 1-1, 11, -1-1, 1 1) or (-11, 1-1, 11, -1-1, -1)}. Within the class [3:1:1], the number of D-optimal exact designs is 4. For N = 6, the initial tuple of support points is [3:2:1]. With this, we commence the search for the D-optimal exact design. From Table 17 , the maximum determinant value is det * = 8.889 × 10 −1 and it is associated with design class [6:0:0] having the design points {(-11, 1-1, 11, -1-1, -11, 1-1) or (-11, 1-1, 11, -1-1, -11, 11) or (-11, 1-1, 11, -1-1, -11, -1-1) or (-11, 1-1, 11, 1-1, 11) or (-11, 1-1, -11-1-1, 1-1, -1-1) or (-11, 1-1, 11, -1-1, 11, -1-1) }.
Within the class [3:2:1], the number of D-optimal exact designs is 4. Vol. 3, No. 4; 2014 For N = 7, the initial tuple of support points is [3:3:1]. With this, we commence the search for the D-optimal exact design as summarized in Table 18 . Table 18 . Combinatorics for a 7-point D-optimal exact design for model 3
Step The maximum determinant value is det * = 9.329 × 10 −1 and it is associated with design class [7:0:0] having the design points {(-11, 1-1, 11, -1-1, -11, 1-1, 11) or (-11, 1-1, 11, -1-1, -11, 11, -1-1) or (-11, 1-1, 11, -1-1, -11, 1-1, -1-1) or (-11, 1-1, 11, -1-1, 1-1, 11, 11, -1-1)}.
Within the class [3:3:1], the number of D-optimal exact designs is 4.
Illustrations Using Model 4
For the model y = β 1 x 1 + β 2 x 2 + ε we shall constuct N-point D-optimal exact design; N = 2, ..., 4.
For N = 2 the initial tuple of support points is [2:0:0]. With this, we commence the search for D-optimal exact design as summarized in Table 19 . Table 19 . Combinatorics for a 2-point D-optimal exact design for model 4
Step The maximum determinant value is det * = 1.0000 and it is associated with design class [2:0:0] having the design points {(-11, 1-1) or (-11, 11) or (-11, -1-1) or (1-1, 11) or (1-1, -1-1) or (11, -1-1) }. Within the class [2:0:0], the number of D-optimal exact design is 4.
For N = 3, the initial tuple of support points is [2:1:0]. With this, we commence the search for D-optimal exact design as summarized in Table 20 . Table 20 . Combinatorics for a 3-point D-optimal exact design for model 4
Step Vol. 3, No. 4; 2014 The maximum determinant value is det * = 8.889 × 10 −1 and it is associated with design class [3:0:0] having the design points { (-11, 1-1, 11) or (-11, 1-1, -1-1) or (-11, 11, -1-1) or (1-1, 11, -1-1 The maximum determinant value is det * = 1.000 and it is associated with design class [2:1:1] having the design points {(-11, 11, 0 1.414, 1.414 0) or (-11, 11, 0 1.414, -1.414, 0) or (-11, 11, 1.414 0, 0 -1.414) or (-11, 11, -1 Table 21b . Table 21b . Combinatorics for a 4-point D-optimal exact design for model 4
Step The maximum determinant value is det * = 1.0000 and it is associated with design class [4:0:0] having the design points {(-11, 1-1, 11, -1-1)}. Within the class [4:0:0], the number of D-optimal exact design is 1.
D-Efficiency, G-Efficiency and Condition Number
The D-efficiencies, G-efficiencies and condition numbers of the best N-point designs for each model type have been evaluated and are presented in Table 22 .
Graphs
The contour plots, surface plots and fraction of design space graphs for the best N-point D-optimal exact designs are presented in this section. The pictorial presentations are for the intercept models 1 and 3. However since the D-optimal designs for the intercept models 1 and 3 are also, respectively, D-optimal for the no-intercept model 2 and 4, the presentations similarly apply.
Model 1
The contour plot, surface plot and fraction of design space graph for the 4-point D-optimal exact design Figure 3 The contour plot, surface plot and fraction of design space graph for the 4-point D-optimal exact design Figure 3(d) , 3(e) and 3(f) respectively. Similarly, the contour plot, surface plot and fraction of design space graph for the 8-point D-optimal exact design Figure 3 
Discussion
Optimal designs allow model parameters to be estimated without bias and with minimum variance and are suitable for qualitative as well as quantitative models. Although most classical designs such as factorial designs assume the regression model is a full polynomial model, models with improper polynomial regression functions also exist. The flexibility of optimal design theory allows construction of optimal designs for polynomial regression functions having some terms missing.
The results of our investigation show that for model 1, a 4-point D-optimal exact design has its maximum determinant value of information matrix as 1.0000. A 5-point D-optimal exact design has its maximum determinant value of information matrix as 8.192×10 −1 . A 6-point D-optimal exact design has its maximum determinant value of information matrix as 7.901×10 −1 . A 7-point D-optimal exact design has its maximum determinant value of information matrix as 8.530×10
−1 . An 8-point D-optimal exact design has its maximum determinant value of information matrix as 1.0000. A 9-point D-optimal exact design has its maximum determinant value of information matrix as 9.364×10 −1 . A 10-point D-optimal exact design has its maximum determinant value of information matrix as 9.216×10 −1 . An 11-point D-optimal exact design has its maximum determinant value of information matrix as 9.442×10 −1 .
For the model 2, a 3-point D-optimal exact design has its maximum determinant value of information matrix as 8.633×10 −1 . A 4-point D-optimal exact design has its maximum determinant value of information matrix www.ccsenet.org/ijsp
International Journal of Statistics and Probability Vol. 3, No. 4; 2014 as 1.0000. A 5-point D-optimal exact design has its maximum determinant value of information matrix as 9.433×10 −1 . A 6-point D-optimal exact design has its maximum determinant value of information matrix as 9.193×10 −1 . A 7-point D-optimal exact design has its maximum determinant value of information matrix as 9.735×10 −1 .
For the model 3, a 3-point D-optimal exact design has its maximum determinant value of information matrix as 5.926×10 −1 . A 4-point D-optimal exact design has its maximum determinant value of information matrix as 1.0000. A 5-point D-optimal exact design has its maximum determinant value of information matrix as 8.960×10
−1 . A 6-point D-optimal exact design has its maximum determinant value of information matrix as 8.889 ×10 −1 . A 7-point D-optimal exact design has its maximum determinant value of information matrix as 9.329×10 −1 .
For model 4, a 2-point D-optimal exact design has its maximum determinant value of information matrix as 1.0000. A 3-point D-optimal exact design has its maximum determinant value of information matrix as 8.889×10 −1 . A 4-point D-optimal exact design has its maximum determinant value of information matrix as 1.0000.
In each optimal design class, the best N-point exact designs all have the same maximum variance of prediction. The designs also have the same D-efficiencies, G-efficiencies and condition numbers. The design size, N = 4, for all the models produced the best exact designs and are globally D-optimal designs. They further have the same D-efficiencies, G-efficiencies and condition numbers. The best N-point D-optimal design for the intercept model (model 1), is the same as the best N-point D-optimal design for the no-intercept model (model 3). This is as measured by the determinant values, D-efficiencies, G-efficiencies and Condition numbers. Similarly, the best N-point D-optimal design for the intercept model (model 2) is the same as the best N-point D-optimal design in the no-intercept model (model 4). We further observe however, that other N-point designs constructed using the no intercept models had better determinant values than their corresponding intercept models.
