In this paper we develop and propose an online semi-non-negative matrix factorization framework to cluster firms by their stock returns. The model is motivated by an accounting balance sheet identity, where one of the estimated matrix factors can be seen as the percentage of holdings across different asset classes (stocks, bonds, etc.) for each firm -an important input for risk analysis. We also show that our model is an extension of soft K-means clustering. To enhance the practical value of the proposed model (OSNMF), we also develop a fast estimation framework that can be readily applied to cluster firms in real-time as new data becomes available. The model is validated using synthetic and real data. Specifically, we apply our technique to recover asset holdings of mutual funds and ETFs from stock returns and show our estimates closely match their disclosed balance sheets.
INTRODUCTION
In this paper we develop a novel online matrix factorization technique that can be used to cluster firms by the asset-side of their underlying balance sheet. In particular, we build on popular accounting models of financial institutions to motivate a constrained non-negative matrix factorization problem that can be used to infer firm asset holdings (stocks, bonds, etc.) from daily stock returns.
Our factorization problem has two differentiating features when compared to the standard non-negative matrix factorization (NMF; * This material is based upon work supported by the National Science Foundation under Grant No. 1633158.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. [8] ), where one decomposes a matrix of non-negative entries into lower rank non-negative factors (X ≈ UV T ). First, only one of the factors in our problem is constrained to be non-negative, that is, the other factor can be composed of elements of any sign. This extension to the NMF factorization, first explored in [5] with the so-called Semi-NMF, allows our model to be potentially useful in other contexts where the input matrix is of mixed signs. The second differentiating feature to our problem is the time-series dimension, which requires that the model be estimated over rolling windows as new stock returns data becomes available each day. Thus, the focus of this work is an online semi-NMF, which, to our knowledge, represents a novel development to the online learning and matrix factorization literature.
Our estimation approach builds upon the literature for projected gradient methods for NMF [9] and online NMF [15] . We propose an alternating minimization approach for this problem with projected gradient descent to enforce nonnegativity of one of the matrix factors. The model also has an important relation to the classic unsupervised learning algorithm of K-means clustering [7] . Specifically, we show that the the OSNMF is a relaxation of soft or fuzzy K-means clustering [2] that utilizes information about the angle between clusters in addition to distance when clustering observations.
To validate our model and estimation frameworks with real data, we apply the factorization on simulated and real data. The real dataset is composed of the public returns data of the 24 largest mutual funds and exchange traded funds (ETFs). We estimate asset allocations and compare against the firms' true holdings which are obtained through official filings with the US Securities and Exchange Commission and summarized on popular financial websites, like Yahoo Finance.
The paper is organized as follows. Section 2 presents the accounting framework and our rolling window setup. In Section 3, we propose our online semi-NMF method. Section 4 shows the performance of OSNMF on both the synthetic and real datasets. We then conclude with Section 5 summarizing the performance and novelty of our proposed framework and future work.
MODEL DEVELOPMENT
Building on previous accounting and factorization models [3, 4] , we start by motivating the matrix factorization model through an accounting framework. Let there be n firms under consideration. W ik is the percentage weight invested in each of k assets (equities, bonds, commodities, etc.) by fund i ( k W ik = 1), Y ikt denotes the market value of asset k on day t for firm i. E it indicates the market value of fund i's equity on day t, and D it be the total value of debt liabilities of fund i on day t. A standard balance sheet decomposition would yield k W ik Y ikt = E it + D it , where assets equal liabilities.
, so that k W ik V ikt is the one day ahead fractional rate of return of the assets held by fund i. By the standard accounting identity,
Recall that D it represents debt claims on the firms. D it is often relatively small in size and evolving very slowly. For example, in the context of banks, [6] and [4] assume that debt is time-invariant when interbank debt is seperated and observable. For mutual funds this is especially the case, since they are severely constrained by law in their ability to issue debt [11] . In other words, such funds typically issue common stock (equity) to pay for any assets. Thus, we assume that the debt liabilities are small and vary slowly compared to equity. We can then rewrite the expression above as
the one day ahead return on equity. Letting
and assuming that the investment opportunity set is the same for all funds, the underlying factorization problem is
with W subject to probability constraints on its rows. To gain further intuition about OSNMF, we note that the task of inferring percentage asset holdings for each fund can be viewed as a fuzzy or soft clustering problem. Indeed, one interpretation of our model is that rows of W estimate the posterior probability of belonging to each cluster and columns of V capture the cluster's mean in p dimensional space. In fact, we show that the OSNMF in (3) is a relaxation of fuzzy K-means clustering that utilizes a mixture of Gaussian components with cluster-specific covariances. We start by writing
Then we can rewrite the main objective function as
Note the first term of (3) is equivalent to the objective function for fuzzy K-means clustering [2, 7] with squared probabilities denoting the strength of association between each observation and cluster. In the second term of (3), if the cluster assignment beliefs are proportional to the distance from the data point to the cluster mean, w ik ∝ 1 | |z i −v k | | , then the second term measures the cosine of the angle between clusters when centered on the observed data,
. OS-NMF clusters data by using the correlation between clusters in addition to the distance of observations to cluster means, thus relaxing fuzzy K-means clustering. The implicit reliance on roughly Gaussian shaped clusters is appropriate for our context, given that returns are known to be approximately Gaussian with heavier tails [14] . To summarize, Table 1 shows a comparison of our model with related algorithms.
ESTIMATION 3.1 Relaxing the Time-Invariant W Assumption
While it was critical to assume that W is fixed over intervals while developing the model to maintain the probability constraints, here we relax the assumption of a fixed W through an estimation trick of using a rolling window. As shown in Figure 1 , the factorization model in (3) is solved using T days of consecutive data and updated as new observations become available. Specifically, the current percentage weights W t and asset change V t of the t t h interval are estimated with stock returns Z t of the current and previous T − 1 days. Thus, with this rolling window framework, W can be reported with a daily frequency, while maintaining the probability constraints that are desirable for interpretation.
Online Estimation Algorithm
To perform the estimation each day in a timely fashion, we adopt an online learning framework. The specific algorithms we develop build on the extant online NMF literature [5, 9, 15] . We introduce terminology and notation to help with exposition. First, let a mini batch represent a subset of data that is used to estimate key intermediate parameters, such as the gradient. Note that by using a subset of data instead of the full dataset, the gradient and thus the overall factorization can be estimated in a computationally efficient matter. We denote the mini batch with Z (t ) . We also use the term "data input" to refer to one new daily stock returns observation or multiple new days stock returns observations for all funds. Thus, it is a matrix of size n by number of days. We input a mini batch of data for each time into our semi-NMF solver and obtain the estimation W 
to have row sum equal to one by multiplying it with a diagonal matrix R.
end for end for
We implement an alternating minimization approach. We alternatingly minimize Equation 4 and 5. The optimal V is estimated by minimizing the following least square problems with
for m th data input, where Z m is of size n by r , r is the number of inputing data points. W is the optimal solution with V (m) fixed as a nonnegative least square problem min
which we solve with a second-order projected gradient descent
H −1 (f (x s )) is the inverse of the Hessian matrix, which we approximate by Diagonal Approximation instead of exact calculation for computational efficiency. Plugging in W we have
where
We choose the second-order projected gradient descent (PGD) instead of the first-order PGD for a faster convergence as the latter could be costly when searching for the right step size [9] . Finally, as results of matrix factorization method usually vary a lot with different seeding techniques. To improve the stability, we seed the algorithm with cluster centers of Fuzzy K means.
VALIDATION AND RESULTS

Synthetic Data Generation
Here we generate data according to the model implied by OSNMF to show that the estimation method is self-consistent. We simulate W and V according to distributional assumptions, and subsequently obtain corresponding Z = W V . We assume W follows a Dirichlet distribution (with hyperparameter α = 0.5), which automatically satisfies the probability constraints on the rows of W . For V , we each element is generated by a normal distribution with zero mean and variance equal to 0.01. We hold W fixed and let V vary to mimic the real-data setting, where the funds/ETFs in our data are unlikely rebalance their portfolios often or engage in active trading. The other parameters (input matrix dimension, desired number of asset classes, number of periods, and period length) for generating the simulated data are set to match the real dataset, which is described next.
Real Data Description
Recall our goal here is to use the daily closing prices of mutual funds/ETFs (hereafter referred to as funds) to infer their actual percentage asset holdings. Let Z it = loд(
), where p it is the closing price of fund i on day t, that is, we construct Z = [Z 1 , . . . , Z T ] using daily log returns. The total duration of our data is 49 trading days, ending with the day priot to official fund disclosures to the Securities and Exchange Commission detailing their major asset holdings. We have n = 24 funds with 25 rolling windows if the interval length p = 25 days. This translates to 25 daily estimates of W and V with number of asset classes K = 3.
Though we estimate both W and V , we focus on the accuracy of W to assess clustering accuracy. Note that we have the true percentage asset holdings W for these funds from their official disclosures to the SEC as of June 30, 2017. Their percentage asset holdings in US Stocks, non-US stocks, and bonds. Note that a handful of funds report holding cash or "other" assets. Arguably these could be additional asset classes to consider but because they typically represent less than 1% of overall holdings, we ignore them here.
Results
We assess the performance of each method in several ways. First, we assess the accuracy of the estimated W by comparing it to the true W with element-wise RMSE. The average Frobenius loss of the Z and W in Table 2 shows the advantage of OSNMF over Fuzzy K means. OSNMF achieves a more accurate estimate of the true W averaging over all the rolling window periods. In general, OSNMF outperform Fuzzy K means in terms of individual rolling window. As W can be viewed as a clustering solution, we also calculate the adjusted Rand Index (ARI; [12] ) using the nearest hard clustering of both the estimated and true W . When ARI equals one, it means the two clusterings are identical. From Table 2 , the ARI is high for boththe simulated and real datasets. This shows the ability of OSNMF in recovering clustering information.
Driven by our application, where the distribution of elements in W have risk implications, we also compare the true and estimated W with two distributional tests. The first distributional test is the Mann-Whitney U test [10] to assess whether our estimate of W is stochastically smaller (or larger) than its true value, i.e., let x and y be two random variables with cumulative distribution functions f and д respectively. The hypotheses for the test is then f = д versus the alternative hypothesis that f (a) < д(a) or f (a) > д(a) for all a. From the results in Table 2 , our hypothesis for the Mann-Whitney U test is not rejected at a 5% significance level, i.e., the hypothesis holds that a randomly selected sample in the distribution of estimated W equals a randomly selected sample in the distribution of true W . The second and more stringent test we utilize is the Two Sample Anderson Darling Test, created by [13] based on the classical Anderson Darling Test [1] . The idea here is to assess whether there are differences between the two samples with particular sensitivity at the tails of the sampled distributions. With both tests, failing to reject the null hypothesis would provide statistical evidence of the validity of the model and estimation procedure. The results from Table 2 indicate rejection of this hypothesis, i.e., the tails of the two sample distribution are different. The empirical cumulative density functions in Figure 2 also give evidence of this difference in the sample tails.
CONCLUSIONS
We have developed and proposed an online semi-non-negative matrix factorization framework for estimating the percentage asset holdings of firms from their stock returns. Our projected gradient descent and rolling window estimation framework provides for fast, sequential (daily) updating. We validated our proposed algorithm on both synthetic and real data. In all of our experiments, the proposed algorithm outperformed Fuzzy K means, a standard method for soft clustering, in terms of both element-wise RMSE and the adjusted rand index. Thus, the proposed algorithm works well in terms of hard and soft clustering accuracy, although the tail distribution of the estimated factor weights differs from the true distribution on the real data. A natural next step for future work is to apply the estimation framework on data from other financial institutions, such as banks, and to construct risk measures from the estimated W .
