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Abstract 
 
 
Phytoplankton are tiny floating plants (algae) living in oceans. In the process of 
photosynthesis, phytoplankton produces half of the world's oxygen. Moreover, by 
primary production, death and sinking, they transport carbon from the ocean's surface 
layer to marine sediments. There are many species of phytoplankton that can be 
distinguished according to morphology. 
      In this paper, we investigate the generalised Truscott-Brindley model of the 
dynamics of zoologically defined interacting populations which have spatial structure. 
Specifically, we consider conjointly marine phytoplankton and zooplankton 
populations, and model them as an excitable medium. The resolution using the 
Boubaker polynomials expansion scheme (BPES) along with stability analysis is carried 
out.  
Key words: Truscott-Brindley model; Phytoplankton; Zooplankton; Boubaker polynomials 
expansion scheme; Globally asymptotically stable. 
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1. Introduction  
The evolution-related Truscott-Brindley model [1] for the generalized phytoplankton-
zooplankton populations is given by 
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where X represents the population of phytoplankton and Y  the population of zooplankton. 
The growth rate of production of phytoplankton is represented by a logistic growth 
function, with a maximum growth rate ,r  and a carrying capacity K . Predation of the 
phytoplankton is represented by a Holling type III functional response [2], where   is the 
maximum specific predation rate and a  governs how quickly that maximum is attained as 
prey density increases. Ecological observations [3] justify the use of a predation function 
which saturates for high prey densities. The parameter   represents the specific rate of 
removal of zooplankton population. The parameter  represents the ratio of biomass 
consumed to biomass of new herbivores produced. It covers a wide range of processes in 
nutrition and reproduction. A small proportion of the zooplankton are capable of 
reproduction, only some of the food ingested is assimilated and only a small amount of this 
is used for reproduction. It is not necessary to calculate these ratios directly as   can be 
estimated implicitly from the values of steady population levels [3] and the value of 
maximum specific predation rate,   [4]. The presence of   or a similar effect is essential 
to the functioning of this model.  
It is convenient to study the mathematical model given by equation (1) using its non-
dimensional form. Using the substitutions 
                                      ,/  and    , tTKyYKxX   
and denoting the non-dimensionless parameters as    
                                      ,/ and   ,/  ,/   rKa  
we obtain the following model system 
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The generalized Truscott- Brindley model, can be written as  
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            Stability is a main concern in population model modeling the predator-prey 
dynamics [25-27]. Dubey et al., [17] proposed an analytical solution to the modified Lotka-
Volterra model using Boubaker polynomial expansion scheme. Milgram commented on the 
claimed stability of solution to the accelerated-predator-satiety Lotka–Volterra predator–
prey model, proposed by Dubey et al.,[17]. His critics are based on incompatibilities 
between the claimed asymptotic behavior and the presumed Malthusian growth of prey 
population in absence of predator. In the next section, I briefly explain the stability behavior 
of the proposed model system (3) where the growth of the prey population is governed by 
logistic growth function with a maximum growth rate ,r  and a carrying capacity K .  
 
2. Stability Analysis 
 
       The model system (3a)-(3b) has three non-negative equilibrium points, ),0 ,0(0 E  
)0 ,1(1 E and the intersection of the two isoclines is the equilibrium point 
* * *( , ),E x y  
where *x  and *y  are related by ).1()/( *** xxy    Since, * 0x  and * 0,y   we have 
the condition *1 0.x   
 
     By computing the variational matrices corresponding to each equilibrium point, we 
obtain the following results: 
 
(a) 0E  is a saddle point with unstable manifold locally in the x-direction and with stable 
manifold locally in the y-direction. 
(b) 1E  is locally asymptotically stable if 
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(c) The interior equilibrium point *E  is locally asymptotically stable in the xy-plane if 
and only if  
* *
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       This result follows from the Routh–Hurwitz criteria.   
  
   The global stability behaviour of the interior equilibrium point ),( *** yxE  is given in the 
following theorem. 
 
Theorem The equilibrium point * * *( , )E x y  is globally asymptotically stable if the 
following condition holds: 
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where         
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Proof The proof is based on a Lyapunov direct method. Consider the positive definite 
function  1 2( , , ) ( , , ) ( , , )V x y z V x y z V x y z   where  
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      Now, V is a continuous function on },0,0,0 :),,{( 33  zyxRzyxR  and 
21,CC  are positive constants to be determined. In order to investigate the global dynamics 
of the non-negative equilibrium point *E  of the model system (3), the derivative of V with 
respect to time is computed as  
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Substituting (6) in (5) we obtain: 
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Without loss of generality, we choose .2/121  CC   
 
Clearly, dtdV / is negative under the condition (4). We conclude that V  is a Lyapunov 
function with respect to *E . Hence, *E  is globally asymptotically stable. 
  
 
3. BPES resolution protocol 
 
         The resolution of system (3) is based on combining the two equations, as a prelude to 
the application of the Boubaker polynomials expansion scheme (BPES). The system can be 
written as 
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The Boubaker polynomials expansion scheme (BPES) ([5-16]) is an analytical resolution 
protocol which was published by Oyodum et al. [5]. Recently, Slama et al. ([8-10]) 
developed a numerical model for the spatial time-dependant evolution of A3 melting point 
in C40 steel material during a particular sequence of resistance spot welding. In ecology, a 
solution of accelerated-predator-satiety Lotka-Volterra predator-prey model is obtained by 
Dubey et. al. [17] using the Boubaker polynomials expansion scheme. 
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     In the present study, the BPES protocol investigations are performed using the following 
series expansion 
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where qv  is the 4q-Boubaker polynomial minimal root, 0N  is a pre-fixed integer, 
2mt    is the system characteristic time constant, and q  and q  ,  0,...,2 ,1 Nq   are 
the unknown coefficients to be determined. 
The initial conditions imply   
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Substituting the expressions (9) in the first equation of (8), we obtain  
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Then, (10) can be written as 
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The non-zero solution is obtained by minimizing the 0N -dependent function 0N  
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Since the non-zero solution is not unique, the same algorithm is applied to the second 
equation. It is equivalent to selecting a solution among the yielded solutions. For a given 
value of , the set of solutions that minimizes the 0N -dependent function 0
'
N : 
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The optimal values of q and q   may be generated by minimizing the sum of 0N  and 0N  
for some given value of   under the condition (12).     
 
 
4. Numerical simulation 
 
For the numerical study of the model system (3), we have considered two sets of parameter 
values. For the first set of parameters values, we obtain stable focus and limit cycles as 
presented in Figure 1 for different values of an adjustable non-negative parameter 
0, 0.5 and 1.    
For the first study, the initial conditions are taken as ,9.00 x  ,5.00 y and .66.6mt   
The following dynamical outcomes are obtained. 
Case 1: :0    
 
Stable focus:    
 
      (i) ,5002.0  5.0,3.1,057.0   . 
      (ii) ,26.1005.0 and 003.0,9.1   5.0,3.1   . 
      (iii) .0.594.0 0.5, ,057.0,9.1    
      (iv) .0.5.23 and ,69.0.0010 ,3.1 ,057.0,9.1    
 
Stable limit cycle:  
  
       (i) .93.051.0 0.5, ,057.0,9.1    
       (ii) .28.1.70 ,3.1 ,057.0,9.1    
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Extinction:  
 
       (i) ,001.0 5.0,3.1,057.0   . 
       (ii) ,0.5.271 and 003.0,9.1   5.0,3.1   . 
       (iii) .1.3.31 ,3.1 ,057.0,9.1    
Integration error:  (i) ,004.0 and ,002.0001.0 ,9.1   5.0,3.1   . 
 
Case 2: :5.0  
 
Stable focus:    
 
     (i) ,26.1076.0 ,9.1   5.0,3.1   ’ 
     (ii) .29.276.1 ,94.05.0 0.5, ,057.0,9.1    
     (iii) .29.169.0 and ,32.0.210 ,03.0.0050 ,3.1 ,057.0,9.1    
 
Stable limit cycle:   
 
     (i) 5.0,3.1   , ,057.0   0.35, ,33.031.0 ,21.01.0    
 ,4.037.0   ,44.042.0   ,85.057.0  .0.591.0    
     (ii) .3.1 0.5, ,075.0051.0 ,9.1    
     (iii) .5.0 ,75.10.95 ,057.0,9.1    
     (iv) .68.0.410 ,3.1 ,057.0,9.1     
 
Extinction:  
 
     (i) ,0.5.271 ,9.1   5.0,3.1   . 
     (ii) , 057.0,9.1   5.0,49.0001.0   . 
     (iii) .0.5.31 ,3.1 ,057.0,9.1    
 
Argument domain error:   
 
      (i) 5.0,3.1   , ,057.0  0.36, 0.34, ,3.022.0 ,09.0001.0    
 ,56.045.0 ,41.0    .9.086.0    
     (ii) ,5.0.0010 ,9.1   5.0,3.1   . 
     (iii) , 057.0,9.1   .5.0,0.53.2    
     (iv) .4.0.330 ,2.0.040 ,004.0.0010 ,3.1 ,057.0,9.1    
 
Case 3: :0.1  
 
Stable focus:   
  
       (i) ,0.5001.0  5.0,3.1,057.0   . 
       (ii) ,27.1001.0 ,9.1   5.0,3.1   . 
       (iii) .0.55.0 0.5, ,057.0,9.1    
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       (iv) .0.5.23 and ,29.1.0010 ,3.1 ,057.0,9.1    
 
Extinction: 
  
       (i) ,0.5.281 and 003.0,9.1   5.0,3.1   . 
       (ii) .19.3.31 ,3.1 ,057.0,9.1    
 
Simulation is also done taking the initial values as ,5.00 x ,5.00 y and .88.8mt   
The following dynamical outcomes are obtained. 
Case 1: :0  
 
Stable focus:   
  
      (i) ,5002.0  5.0,2.1,057.0   . 
      (ii) ,18.1006.0  ,0.1   5.0,2.1   . 
      (iii) .0.594.0 0.5, ,057.0,0.1    
      (iv) .0.5.22 and 1.19, ,63.0.0040 ,2.1 ,057.0,0.1    
 
Stable limit cycle:    
 
      (i) .93.051.0 0.5, ,057.0,0.1    
      (ii) .18.1.640 ,2.1 ,057.0,0.1    
 
Extinction: 
  
       (i) ,001.0 5.0,2.1,057.0   . 
       (ii) ,0.5.191 and 002.0,0.1   5.0,2.1   . 
       (iii) .5.0.0010 ,5.0 ,057.0,0.1    
       (iv) .19.2.21 and ,003.0.0010 ,2.1 ,057.0,0.1    
 
Integration error:   
 
       (i)  ,005.0003.0 and ,001.0 ,0.1   5.0,2.1   . 
 
Case 2: :5.0  
 
Stable focus:    
 
     (i) ,18.1078.0 ,0.1   5.0,2.1   . 
     (ii) .0.576.1 ,94.051.0 0.5, ,057.0,0.1    
     (iii) ,19.164.0  ,34.0.120 ,08.0.0010 ,2.1 ,057.0,0.1    
            .0.5.22  and    
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Stable limit cycle:   
 
     (i) 5.0,2.1   , ,057.0   .0.5001.0    
     (ii) .077.0061.0 ,059.0056.0 ,054.00036.0 ,2.1 0.5, ,0.1    
     (iii) .5.0 ,75.10.95 ,057.0,0.1    
     (iv) .63.0.350 ,2.1 ,057.0,0.1    
 
Extinction: 
  
     (i) ,0.5.191 ,0.1   .5.0,2.1    
     (ii) , 057.0,0.1   5.0,5.0001.0   . 
     (iii) .19.2.21 ,2.1 ,057.0,0.1    
 
Argument domain error:   
 
     (i) 5.0,2.1,0.1   , 0.06, 0.55, ,035.0001.0    
     (ii) .11.0.090 ,2.1 ,057.0,0.1    
 
Case 3: :0.1  
 
Stable focus:    
 
       (i) ,0.5001.0  5.0,2.1,057.0   . 
       (ii) ,19.1001.0 ,0.1   5.0,2.1   . 
       (iii) .0.551.0 0.5, ,057.0,0.1    
       (iv) .0.5.22 and ,19.1.0010 ,2.1 ,057.0,0.1    
 
Extinction:  
 
       (i) ,0.5.0020 ,0.1   5.0,2.1   . 
       (ii) .5.0.0010 ,5.0 ,057.0,0.1    
       (iii) .19.2.21 ,2.1 ,057.0,0.1    
 
For the parameters set, 0 01.9, 0.057, 1.3, 0.5, 6.66, 0.9, 0.5mt x y          , we 
have plotted the phase portrait and its time-series which are given below (Figs. 1a, 1b, 1c): 
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Fig. 1a. Phytoplankton-zooplankton evolution and orbit associated with 0.   
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Fig. 1b. Phytoplankton-zooplankton evolution and orbit associated with 0.5.   
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Fig. 1c. Phytoplankton-zooplankton evolution and orbit associated with 1.   
 
 
For the parameters set, 0 01, 0.057, 1.2, 0.5, 8.88, 0.5, 0.5mt x y          , we have 
plotted the phase portrait and its time-series which are given below (2a, 2b, 2c): 
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Fig. 2a. Phytoplankton-zooplankton evolution and orbit associated with 0.   
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Fig. 2b. Phytoplankton-zooplankton evolution and orbit associated with 0.5.   
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Fig. 2c. Phytoplankton-zooplankton evolution and orbit associated with 1.   
 
  
5. Conclusions and Discussions 
 
The similarity of the behavior of the two populations, with respect to the results presented 
by Freund et al. [18], Martin [19], and Malchow et al. [20], suggests that the results may be 
applicable to a broad class of zoological populations, bi-stable systems which exhibit 
excitable dynamics. Some authors [21-23] have studied the affects of variations in the 
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initial composition of the system on the time dependent behavior. In this context, we have 
considered the affects of different initial conditions (1:1 and 1.8:1 proportions). Results 
show that the asymptotic behaviors of the analyzed models agree with those published by 
Richards et al. [23], and Biktashev et al. [24]. 
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