Four design tool procedures are examined to create improved neural network architectures for forecasting runoff from a small catchment. Different algorithms are used to remove nodes and connections so as to produce an optimised forecasting model, thereby reducing computational expense without loss in performance. The results also highlight issues in selecting analytical methods to compare outputs from different forecasting procedures.
INTRODUCTION
Neural networks have been applied to a variety of hydrological forecasting tasks. They include the use of backpropagation networks to model synthetic rainfall-runoff data (Minns & Hall 1996) , the use of self-organizing maps for data sub-division to facilitate integrated multinetwork modelling (Abrahart & See 1998) , and the adoption of neural network solutions as embedded functions within stand-alone programs and traditional program code (Abrahart 1998) . Despite significant computational and methodological advances, fundamental problems remain in the selection of optimal network architectures.
There are no strict rules governing the design of a neural network. More complex problems generally require a more complex solution. When there are many free parameters, the network will be slower to train and more susceptible to overfitting. Factors such as the number of inputs, the number of hidden nodes, and their arrangement into layers, are often determined using systematic 'trial and error' (Fischer & Gopal 1994) or based on reasonable but subjective opinion (Cheng & Noguchi 1996) . Testing for optimum inputs and architectures can be a time-consuming process, and the end result may be neither informative nor convincing. This paper reports the results of some computational experiments using automated neural network design tools. The experiments were designed to investigate the power, modelling possibilities and application potential associated with computer-based algorithms to:
• find a more suitable network architecture; • reduce computational overheads; • improve generalisation capabilities; • locate non-essential inputs and provide evidence of input relevance.
The forecasting application was a 'one-step-ahead prediction' of river flow records. Four network model-building strategies were implemented. The first used standard procedures to create a set of neural network models. The second and third were similar but incorporated simple pruning algorithms to create more efficient architectures. The fourth employed a genetic algorithm package to breed optimised neural network solutions based on random mutation and survival of the fittest. The initial network architecture and 6 hour historical predictive record had earlier been found sufficient for experimental modelling (Abrahart & Kneale 1997) . contained a higher proportion of major flood occurrences.
Three standard training runs were undertaken to provide a benchmark. Each annual data set was used to train the initial network. Low rates of learning and momentum were used throughout. Sum-squared error statistics were computed at 100 epoch intervals and translated into a combined graph from which the best overall modelling solution for each annual data set could be selected. Each optimal model was selected at that point where the error associated with one or other of the two validation data sets began to increase in a continuous manner and with no subsequent fallback (Figure 3 ). With magnitude-based This procedure is, however, biased towards exploitation because the fittest 'parents' are selected to create future generations. GA tools are problem independent, and therefore neglect vital problem knowledge, such as gradient information relating to the solution surface. So the use of a pure evolution-based GA should at best produce modest results compared with those that can exploit additional factors. But a neural network is also capable of moving down the solution gradient, so the application of a hybrid evolution-based method will allow us to restrict the search space to a set of local optima.
Hence each network was also trained. The batch-learning algorithm Resilient Propagation (RPROP) provided a fast mechanism that was suitable for training many networks.
The starting pattern of hidden nodes was based on random selection and weak connections were deleted on a regular basis. Training stopped when the mean error was 0.0005 nfu or when 100 epochs had been reached. The total number of neural network models that were generated and evaluated in this manner was 2,400. Each solution was constructed from one annual data set and fitness evaluated with another. Low mutation probabilities were maintained throughout. Tables 1 and 2 The GA-RPROP combination also produced extensive reductions in network architecture ( Table 2 ). The most striking result is that the fittest networks all contained a full set of input nodes. Some input node mutation occurred but these features were not passed on to subsequent generations. It is unclear whether this is the result of low mutation probabilities, improved fitness performance from multiple inputs, or a spurious artefact associated with the training programme and node insertion procedure. Both hidden layers experienced a massive reduction in the number of hidden nodes, ranging from 2 to 12 in the first hidden layer, and from 2 to 5 in the second. The total number of connections varied from 49 to 269. There also appeared to be no explicit relation between the number of nodes in each layer and the total number of connections. These experiments are more difficult to interpret, and input relevance must be determined from an examination of the connection patterns.
RESULTS

Statistical interpretation
Because there was no definitive test to evaluate the success of each forecast a multi-criteria assessment was • Root Mean Squared Error (RMSE)
• Coefficient Of Efficiency (COE) The results (Tables 3 and 4) 
Hydrograph interpretation
Plots of actual and predicted flows were inspected for bias in network performance. This is vital because it is possible to get significant statistical relationships on long time series, where the low flows are modelled accurately, but high flows are wrong. These plots were also used to check for a consistent temporal response. It was anticipated, for example, that there could be greater errors in forecasts involving winter snowmelt, which are rare occurrences in the training data. 
DISCUSSION
Pruning algorithms and genetic algorithms provided multiple solutions of a similar, but not identical, nature.
The simpler architectures were effective and this research has produced evidence to show which inputs were the most influential. The trial and error element is reduced.
Despite producing reasonable results, major variation in network complexities existed. This is both of scientific interest and a possible cause for concern. With no consistent outcome, it is possible to deduce that no optimal solution exists, and that what appear to be improved architectural solutions are in fact manifestations of a random sampling process with no real meaning in the arrangement of the network nodes and weights. However, it is also possible to conclude that the exact intricacies of the architecture are not that important, which in turn suggests that less effort should be expended on searching for an optimal solution when, for most practical purposes, a simple sub-optimal solution would be sufficient for forecasting and much quicker to obtain. More radical and extensive analytical experimentation, coupled with more detailed internal inspection of the final models, is required to test this hypothesis.
Statistical assessment showed no 'winning' solution.
The magnitude-based pruning model trained on 1985 data was the overall leader, in terms of collective performance.
The best genetic model was built from a combination of 1986 (training) and 1984 (fitness evaluation) data. This successful use of the 1984 data is controversial because these data are known to be 'information poor' and, all other things being equal, should therefore have given the weakest performance. In Table 5 , high values for a particular method indicate variable results. S4E, in all but one instance, exhibited the greatest degree of variation, which is interesting because it is this statistic that places particular emphasis on the model fit at peak flows. This means that it is the fit of the various neural network models to such phenomena that exhibits the greatest level of variation across the numerous different solutions. Percentage COE produced the least amount of variation per test data set. It was therefore unable to offer sufficient differentiation between the numerous neural network models.
Some important between-method comparisons can also be made for various statistical measures related to each annual data set. In various instances, marked similarities can also be observed between the results obtained from testing with 1985 and 1986 data, and marked differences likewise observed between these two results and those obtained for 1984, the drought year.
The three hydrographs, Figure illustrates the principal differences between these models. In these studies, development overheads and application run times were not considered to be the most important issue. Inclusion of the pruning algorithms did not make a significant difference to the overall modelling process although the genetic algorithm investigations did take somewhat longer to run. To provide a more objective assessment, computational performance-related evaluation criteria will be established in the next stage of this research. These criteria will consider whether or not the additional computational effort associated with the implementation of pruning algorithms and genetic algorithms is worthwhile, given that improvement in prediction was at best slight, and in certain instances prediction was worse.
These measures would also need to discriminate between the extra time that is taken to develop a less complicated architecture and the benefits of faster simpler neural network solutions. The tools and algorithms in these initial investigations were applied to a simple function and resulted in massive architectural savings. It is therefore anticipated that the application of these automated model-building procedures to larger and more complicated problems will generate parsimonious solutions, with a lower computational burden, which could be orders of magnitude faster. Faster solutions would be important for bootstrapping statistical population distributions and producing confidence limits, or where the modelling solution is applied to large data sets for long periods of time, for example in the prediction of detailed surface impacts related to global warming.
Placing a reduced a priori knowledge-based starting point on the modelling solution was considered inappropriate for the purposes of this research. Instead, the initial architecture that was adopted comprised a large network that had been used in previous empirical experimentation and which was thought to contain numerous redundant components. This initial structure also had full connection, which is the prevalent default condition, with all nodes in each layer being connected to all nodes in the adjacent layers. So removal of superfluous connections would also demonstrate that the standard setup is often a sub-optimal solution with non-essential items that handicap computational performance. More efficient starting points might be obtained using structures based on first principles but this would also create an imposed solution, that might not exist within the data set, or be supported to a great extent, or could be at an inappropriate level of generalisation for transfer to other data sets. Moreover, pruning algorithms require an excess from which items can be removed over time, and with the genetic package it is important to have a broad set of starting conditions in order to search for optimal solutions in all regions of the solution space. It would, however, be possible in the latter case to perform a limited amount of pre-training and thus generate a semi-trained starting point from which a fitter initial population could then be created. This procedure would help to speed up the convergence process and the software provides for various options. The science of neural network hydrological modelling is still new and with information gained from greater experience on network behaviour and architectures it might nevertheless be feasible at some later date to relate the starting conditions to match a specified hydrological problem, e.g. using information gained from saliency analysis.
CONCLUSIONS
From a hydrological perspective these experiments showed that simple neural network models can be produced and evaluated using automated techniques. Several thousand models were created and tested using batch These experiments also highlighted the fact that there is still no reliable scoring system that overcomes the difficulties of measuring peaks and troughs, or performs event-based separation of appropriate statistical descriptors. Heterogeneous evaluation, with appropriate weightings based on specific end-user requirements, offers one possible method to achieve this goal. But the potential application of all such subjective approaches must be examined in a rigorous and comprehensive manner. There is also a pressing need for the creation of dedicated software programs that can perform multi-criteria assessment, perhaps in an interactive manner, and with direct links to a data analysis toolbox.
