We consider the problem of evaluating a function f(x, y) (x E sm, y E Rn) using two processors P 1 and P2, assuming that processor P 1 (respectively, P 2 ) has access to input z (respectively, y) and the functional form of f. We establish a new general lower bound on the communication complexity (i.e., the minimum number of real-valued messages that have to be exchanged). We then apply our result to the case where f(z, y) is defined as a root z of a polynomial equation Ad-1(xi + yi)zi = 0 and obtain a lower bound of n. This is in contrast to the 2q(1) lower bound obtained by applying earlier results of Abelson.
Introduction
7r consists of r(7r) functions ml, ... , mr() : Dz x D y -R, with mi(x, y) being interpreted as the value of the i-th message. These message functions must depend on the inputs x and y in a very special way. More specifically, for each i, there must exist some real-valued function thi such that mi(s,Xy) = ii (z, ml(x,y),... . ,mi-l(x,y) which corresponds to the case where processor P 2 computes the final result.
Typically, some smoothness constraints are imposed on the functions m,, hii and h. For example, [A 80] considers the class of two-way communication protocols (denoted by I2(f; Dz x Dy)) in which the functions mi, thi and h are twice continuously differentiable. In this paper, we consider a more general class of protocols in which the message functions mi, mti are once continuously differentiable and the final evaluation function h is continuous. We denote this class of two-way protocols for computing f by 1l1(f; Dz x D,). We define the two-way communication complexity of computing f with protocols in I12(f; Dz x D.) as C 2 (f; Dz x D)= inf r(jr).
lrEI2(f;D xD,)
We define the quantity C1(f; Dz x Dy) similarly.
Notice that 12(f; Dz x Dy) c Hi(f; Dz x Do). Thus, C 2 (f; D, x D,) > Cl(f; D. x Do).
As discussed in [L 89 ], IIl(f; Dz x Dy) is, in some sense, the most general class of protocols for which the notion of communication complexity is well defined for problems involving continuous variables. [L 89 ] also contains a discussion of how to implement in practice the "continuous" communication protocols whose messages are real numbers by using binary strings.
The most fundamental work on two-way communication complexity is due to Abelson ([A 80] ) who established a general lower bound for C 2 (f; Dz x Dy). In particular, let f : Dz x Dy R-be a twice continuously differentiable function and let Hy (f) denote the matrix (of size m x n) whose (i,j)-th entry is given by s! .
The following result was proved in [A 80 ]:
Theorem 1.1 For any p E Dz x Dy, we have C 2 (f; D, x D>) > rank (Hzy(f)) (p).
Notice that Theorem 1.1 only takes into account the second order derivatives of f and ignores the derivatives of other orders. Thus, this bound should not be expected to be tight, as was shown in [LT 89] .
In this paper, we derive a new general lower bound which is different from Theorem 1.1. Our result (Theorem 2.1) makes use of the first order derivatives of f and is fairly intuitive, but surprisingly difficult to prove. Our work was motivated from the problem of distributed computation of a root of a polynomial equation of degree n -1. We apply our result to this problem and obtain a lower bound of n, in contrast to the fl(1) lower bound obtained from Abelson's result. In [L 89], a similar f(n) lower bound is established for the same problem, but under a more restricted class of communication protocols in which the functions mi, Mi (i = 1,..., r(ir) .) are assumed to be polynomials. The proof in [L 89 ] makes use of a result from dimension theory and is algebraic in nature, in contrast to the analytic approach in the proof given here. The rest of this paper is organized as follows. In Section 2, we prove our main result (Theorem 2.1). In Section 3, we apply the result of Section 2 to establish a lower bound of n for the problem of computing a root of a polynomial equation of degree n -1. In Section 4, we compare our result with that of Abelson's. Finally, the appendix contains certain results from multidimensional calculus that are needed in Section 2. (x, y) and Vvf(x, y) to denote the m-dimensional (respectively, n-dimensional) vector whose components are the partial derivatives of f with respect to the components of x (respectively, y). Also, for any set S c Dz, we use [Vvf(x, y);x E S] to denote the subspace of R" spanned by the vectors Vvf(x,y), x E S. Finally, for any set S c Dr, [Vzf(x, y) ;y E S] is similary defined. In the rest of the proof, we will assume that (2.4) holds. Let us consider a protocol that uses exactly r messages, described by (cf. Section 1) (y,ml(z,y),...,mil(z,y) 
Main Result
where each mi and tmi is a continuously differentiable function. Without loss of generality, we assume that the final evaluation of f is performed by processor P 1 . Thus, there exists some continuous function h such that f(x,y) = h (z, ml(z, y),...,mr(x,y) 
We introduce some notations. Let u = (, y) and let D = Dz x Dy. Let also m(u) = (ml(u),..., mr(u)) and let Vm(u) be the (m + n) x r matrix whose i-th column is the gradient vector Vmi(u), i = 1,..., r. Define
(2.8) is redundant for computing f over Dz x Dy, which contradicts the definition of r (cf. Eq.
Loosely speaking, Lemma 2.1 tells us that each message in an optimal protocol has to contain some "new information" and therefore the corresponding gradient vectors have to be linearly independent. Before we go on to the next lemma, we introduce some more notations. Let Dz c Dx, Dy C Dy be nonempty open sets such that Vm(u) has full rank for every u E Dz x Dy. (Such sets can be taken nonempty due to Lemma 2.1, and open due to the continuity of Vm(u).) We use D as a short notation for Dz x Dy. Furthermore, for any vector c = (cl, ... , r) e &r 7 , we let c i = (cl, 2 , ... , ci). Let also rl (respectively, r2) be the number of messages sent by processor P 1 (respectively, P 2 ). In addition, we use the notation [Vzmi(x, y) ; i E T1-2 ] to denote the m x rl matrix whose column vectors are
is defined similarly. As a refinement of Lemma 2.1, we have the following:
Lemma 2.2 For any (x, y) E D, there holds
rank [Vzhi(x, ci-l) ;i E T1- (In other words, a message sent by processor P 2 can be expressed as a function of y and the messages already received.) By differentiating Eq. (2.10), we obtain
where each dl(x, y) is a suitable scalar. Thus,
This means that the columns of A 1 2 belong to the span of the columns of All and therefore rank[ All A 12 ] = rank (All) < rl.
Similarly, one can show that rank A 21 A 22 ]rank (A 2 2 ) < r 2 .
On the other hand, rrl +r2
This implies that can be written as a linear combination of the vectors {Vzml(x,y); I < i -1, I E T1-2 }. Therefore, Eq. (2.12) shows that
where C is some upper triangular matrix whose diagonal entries are equal to 1. Hence rank [Vzi(x, ci-l) ; i E T--,2] = rank(All) = rl. The equality
can be shown by a similar argument. Q.E.D.
Let us fix some more notations. For any vector c = (cl,..., cr) E R r ', we let
Lemma 2.3 For any c E R, we have S(c) = S=(c) x SY(c).
(2.14)
Proof: We have, using the definition (2.13) and Eqs. (2.5)-(2.6),
Q.E.D.
We now fix some (x*,y*) E D and let c* = m(x*,y*). Consider the mapping F with components We now proceed to the main part of the proof. Since we have assumed that the final result is evaluated by processor P1, it follows that the last message mr(x, y) must have been sent by processor P 2 . (Otherwise, processor P 1 would be able to evaluate f(x, y) on the basis of ml(x, y),..., mr,_(x, y), and we would have a protocol with r -1 messages, thus contradicting Eq. (2.4).) Suppose that there exists some function w: 15) where h is the function given by Eq. (2.7). We claim that w is a continuous function of c in U. In fact, let c be an arbitrary vector in U and let {ci E U; i = 1, 2,.. .} be a sequence of vectors converging to c. By Theorem A.3 in the appendix, we can pick a convergent sequence of vectors {xi E Sz(ci); i = 1,2,.. .} such that lim. xio = x for some x E bD. By using Eq. (2.15) and the continuity of h, we see that
which implies that w is continuous on U. Since for any (
Thus, f can be evaluated on the basis of m(x, y) alone over the set m-'(U) n (bD x Dy) and this can be done by processor P 2 before sending the last message. Thus, Eq. -1) , i E T 2 --. 1 }, for j = 1,..., nf. Using the fact that the vectors Vyf(xi, t) are linearly independent, we conclude that r > r 2 > n >_ min{mf, nf} which is the desired result, under the assumption that processor P1 performs the final evaluation of f. A similar argument yields r > rl > n! > min{mf, nf } for the case where processor P 2 performs the final evaluation of f. Q.E.D.
As a remark, we notice that in the preceding proof we have actually shown that r 2 > nf in the case where processor P1 performs the final computation and r 1 > mf if processor P 2 performs the final computation. Therefore, if CI(f; Dz x Dy) = min{mf, nf}, then either rl = my and r 2 = 0, or, rl = 0 and r 2 = nf. This means that our lower bound is tight only for those problems for which one-way communication protocols are optimal. 
Computing a Root of a Polynomial
We now apply Theorem 2.1 to the distributed computation of a root of a polynomial. We shall demonstrate that in this case Abelson's result is far from being optimal. Let x = (xO, ... ,n-1) E &tn and y = (Yo,..., yn-) E ERn; let F(z; z, y) be the polynomial in the scalar variable z defined by
i=O Processor P1 (respectively, P 2 ) has access to the vector x (respectively, y) and the objective is the computation of a particular root of the polynomial F(z; x, y). In order for the problem to be well-defined, we must specify which one of the n -1 roots of the polynomial is to be computed. This is accomplished as follows. We fix some (x*, y*) E R2n such that one of the roots (call it z*) of the polynomial F(z;x*, y*) is real and simple. This root will vary continuously and will remain a real and simple root as x and y vary in some open set containing x*, y*. We formulate this discussion in the following result. 
By Lemma 3.1, we see that f(x, y) is a root of F(z; x, y) and is a well-defined smooth map from Dz x Dy to R. We are interested in the communication complexity C1 (f; D, x Dy) of computing f(x, y) as (x,y) varies in the set D. x Dy.
We start by pointing out that Abelson's lower bound (Theorem 1.1) is rather weak.
Lemma 3.2 The rank of the matrix Hzy(f), whose (i,j)-th entry is equal to a2f, is at most 3, for any (x, y) E Dz x Dy.
Proof: We have
We differentiate both sides of the above equation,with respect to ym, to obtain 
Since f(x, y) is a simple root, it follows that in-l i(xz+yi)(f(zy))i-l O. Equation (3.4) shows that °2f(vI ) is of the form ul(l)vl(m) + u2(l)v 2 (m) + u3(l)v3(m), where ui(l), vi(m)
8 21 8 h/yT are some real numbers depending on x, y. Therefore the rank of the matrix Hzy(f) can be at most 3, for any point (x, y) E Dz x Dy. Q.E.D.
We now illustrate the power of our general results, by deriving a lower bound that matches the obvious upper bound. Lemma 3.1. Then, Ci(f(s, y) ; Dz x Dy) = n.
Theorem 3.1 Let Dz, Dy be as in
Proof: The upper bound Cl(f; Dz x Dy) < n is obvious, so we concentrate on the proof of the lower bound. To this effect, we will employ Theorem 2.1 and it suffices to verify that Assumption 2.1 holds with n! = mf = n. Since the roots of a polynomial equation cannot remain constant when the coefficients vary over an open set, it follows that the continuous function f(z, y) given by Lemma 3.1 satisfies parts (a) and (b) where ai = =1 j(x. + yi)c -l. If we form a matrix whose colums are the vectors (1,ci,... ,c-l), i = 1,...,n, this matrix is a Vandermonde matrix and is nonsingular, because the values c 1 ,... ,c, are chosen to be distinct. Then, Eq. (3.6) implies that the vectors Vyf ('xi,y) , i = 1,...,n, are linearly independent. This proves that nf = n. The proof that mf = n is similar. Q.E.D.
As a remark, we point out that Theorem 3.1 is in some sense the strongest result possible. The only assumptions we used in showing Theorem 3.1 are that a) the message functions are continuously differentiable; b) the final evaluation function is a continuous function; c) the protocol computes a root of a polynomial on some open set. As discussed in [L 89] , assumption a) is necessary since its removal could lead to unreasonable conclusions. Assumption b) is basic and natural since the function to be computed, i.e., a particular real simple root of some polynomial, is continuous, while assumption c) is minimal. Finally, we note that no truly two-way communication protocol can be optimal. In other words, if each processor transmits at least one message, then at least n + 1 messages have to be exchanged. This is a simple consequence of Corollary 2.1 of Section 2.
Comparison With Abelson's Bound
In the previous section, we have seen that Theorem 2.1 can yield a much better bound than Abelson's result (Theorem 1.1). However, it is not true, as we shall see next, that Theorem 2.1 always provides a stronger lower bound. The reason is, loosely speaking, that our result only places a constraint on the minimum number of messages that has to to be sent by a single processor, while Abelson's result is a bound on the total number of messages sent by both processors. As pointed out at the end of Section 2, any two-way communication protocol that attains the lower bound in Theorem 2.1 is necessarily an one-way protocol. Notice that our result makes use of information about the first order derivatives of function f. This is in contrast to Abelson's result which uses only the second order derivatives of f. In what follows, we provide an example where Abelson's bound is more effective than our bound.
Example: Let f (x, y) = zTQy, where Q is some m x n matrix and x E Rm and y E R n . By Theorem 1.1, we see that C 2 (f; Rm X R n ) > rank(Q). Using the singular value decomposition of Q, one can construct a protocol that uses exactly rank(Q) messages (see [LT 89] ). Therefore, we conclude that C 2 (f; Rm X Rn) = rank(Q). Next we apply Theorem 2.1 to f. To this effect, we need to find out of the values my and nf. 
Since ur is linearly independent from ul,.. ., ur-1, we see that uTx is a nonconstant function of x on S. Using the fact that vrTyo 5 0 and Eq. (4.2), we see that zTQyo is also a nonconstant function of x on the set S. Note that S is connected because D. is assumed to be connected. It follows that f (S, yo) contains an open interval. To see that nf < 2, we notice that
i=l Hence, dim[Vyf(x, yo) ;zx E S] < 2. Thus, Assumption 2.1 can only hold with nf < 2. The relation mf < 2 can be established in a symetrical fashion. As a result, we have shown that min{mf, nf} < 2.
Thus, for the problem f(x, y) = zTQy, Theorem 2.1 provides a lower bound of at most 2 as opposed to the lower bound of rank(Q) provided by Abelson's result. Hence, Theorem 2.1 can be quite far from optimal in general. Furthermore, the above example and the results of Section 3 demonstrate that Theorems 1.1 and 2.1 are incomparable.
A Appendix
This appendix contains some results concerning multivariable functions that are used in Section 2.
Let F: U x V -* ~R a be a continuously differentiable mapping, where U and V are open subsets of R r and Rt respectively. We assume that r > s. Let (u*, v*) E U x V be such that rank [V,F(u*, v F(u, v) , II(u),v) and such that (u, v) = g (F(u, v), 11(u), v) ,
Proof: Consider the mapping q: U x V -Rr+t defined by q (u, v) = (F(u, v), 11(u), v) . We claim that Vq(u*, v*) has full rank. To see this, let us permute the rows of Vq(u*, v*) so 
Then, there exists some continuously differentiable function h such that f(z) = h (F(z)) for all z E R, where R is some open subset of Q.
Proof: Suppose that z* E Q is a vector at which the maximum in Eq. (A.2) is attained. By taking t = 0 and dropping the set V, we see that all the assumptions of Lemma A.1 are satisfied 4 , and thus Lemma A.1 applies. Let R, S and g be as in Lemma A.1. By assumption, Vf(z) E span {VF(z)}, Vz E R. Thus, for every z E R, there exists a vector
Using Lemma A.1, we have Vz ER, or u = F(g(u,v) ), V(u, v) ES. (A.4) Let Vvg be the (r -s) x r matrix of the partial derivatives of g, with respect to the components of v. Since the left hand side of Eq. (A.4) does not depend on v, the chain rule yields O = Vug (u, v) VF(g(u, v) ), V(u, v) E S. (A.5) 4We have assumed that r > a here. The proof for the case r = 8 is essentially the same except that II is redundant.
We use Lemma A.1 once more to obtain
We define a function h:S -+ R by letting
Notice that h is continuously differentiable. Using the chain rule, V,h(u,v) = Vvg(u,v) . Vf(g(u,v) 
where Vth(u, v) is the vector of partial derivatives of h with respect to the components of v. Using (A.3) and (A.5), we conclude that Vvh(u, v) = 0, for all (u, v) E S. Since S is open and connected, it is easily shown that h is independent of v and there exists a function h:
Here V = F(R) which is obviously open and connected. For any z E R, we have (u, v) = g(q(u, v) 
Let gu, gv be the corresponding component mappings of g such that u = gu (q(u, v) ) and v = g, (q(u, v) (1) gv(wl, w2, v) = v, for all (wl, 2 , v) E WV 1 x W2 V;
(2) II(gu(wl,w2, v)) = W 2 , for all (wl,wv2,v) E WI X WT x V.
To prove the first property, let us write (wl, w2, v) = q(u, v') for some (u, v') E R. This is possible since (wl, w 2 , v) E S. Hence, (w, F(u, v'), H(u), v') . It follows that v = v' and (wl, W2, V) = q (u, ) . Thus, gv(wl, w2, v) = gV(q(u, v) ) = v, which proves (1). We now show the second property. As we have just seen, there exists some u such that (W 1 ,W 2 , v) = q (u, v) and (u,v) E R. Thus, (wl,w 2 ,v) = (F(u,v) , II(u),v) , from which follows that w2 = 11(u). On the other hand, we have II(gu(w, w2, v) ) = 1H (gu(q(u,v) )) = 1i(u), from which follows that w2 = I(gu (wl, w 2 , v) ). Now let W = gu(Wi x W 2 x V) and Su(v) = ( u E U F(u, v) Here we have assumed that r > s. The same argument works for the case r = 8 except that II should be dropped in the remaining proof.
In fact, let us fix some v E V and let E(v) be the set in the right-hand side of Eq. (A.7).
We will show that E(v) c S,(v)nW. Clearly, E(v) c W. Thus, we only need to show that E(v) c Su(v) . Let u be an element of E(v). Then, there exists some w 2 E W2 such that u = g, (O, w2,v) For the reverse inclusion, given any u E S, (v) n W, we have F(u, v) = 0. Furthermore, there exists some (wl, w2, v') E W 1 x W 2 x V such that u = gu (wl, w 2 , v') . By property (2), we see that 11(u) = w2. Thus, (O, w2,V) = (F(u,v),H(u),v) = q(u,v) . Hence, u = gu(q(u, v) ) = gu (O, w2, v) . This implies that u E E(v), and Eq. (A.7) has been established. As a result, the set S,(v) nW is connected because, according to (A.7), it is the image of the connected set W2 under a continuous mapping. Since E(v) is nonempty for each v E V, Eq. (A.7) also shows that Su(v) n w is nonempty.
Given a sequence of vectors {vi E V; i = 1, 2,...} such that limi., vi = v and v E V, let us pick ui = gu(O,w2z,vi), i = 1,2,..., where w2 is some fixed vector in W. Hence, ui E E(vi) , for all i. According to Eq. (A.7), we see that F(ut, vi) = 0. Furthermore, by the continuity of g,, we see that lim ui = lim g, (0, w2, vi) = gu(O, w2, v 
