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A graph G is called a strict 2-threshold graph if its edge-set can be partitioned into two 
threshold graphs Tt and T’ such that every triangle of G is also a triangle of Tt or of T’. We 
indicate a polynomial-time algorithm to recognize these graphs and characterize them by 
forbidden configurations. 
1. Introduction 
All graphs considered are finite, simple and undirected. Iv(G) and E(G) denote 
the vertex set and the edge set of a graph G, respectively. We denote by xy an edge 
with ends x and y, and by Xy a non-edge with ends x and y. In other words, z 
indicates that the vertices x and y are not adjacent. If K is any subset of vertices, 
then NK(x) denotes the set of all vertices in K that are atijacent o X. The size of 
NK(x) is denoted by degKx and is called the degree of x in K. A clique is a set of 
pairwise adjacent vertices and a stable set is a set of pairwise non-adjacent vertices. 
A graph induced by a clique is called a complete graph, and a complete graph on 
three vertices is called a triangle. 
A graph is called a threshold graph if there is a hyperplane separating the charac- 
teristic vectors of its stable sets from the characteristic vectors of its non-stable sets. 
In other words, a graph G on n vertices is a threshold graph if there exist reals 
ar,a2, ...P a,,, and t such that the characteristic vectors of the stable sets of G are 
precisely the O-l solutions of 
a,xl+a2x2+ -0. +a,x,St. 
Various characterizations of threshold graphs can be found in [l, 41. The fol- 
lowing two lemmas give two characterizations that are important for our study. 
Let K be any subset of vertices of a graph 6. e say that the vertices x and Y 
are comparable in K if NK(x) c NK(y)U {y} or NK(y) c N&)U {x}. 
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Lemma 1.1 [ 11. G is a threshold graph if and only if V(G) can be partitioned into 
a clique K and a stable set S such that every two vertices in S are comparable inK. 
Lemma 1.2 [l]. G is a threshold graph if and only if it does not contain any one 
of the graphs of Fig. 1 as an induced subgraph. 
Fig. 1. The forbidden induced subgraphs of threshold graphs. 
In all the figures in this paper, solid lines represent edges and broken lines (if any) 
represent non-edges. A configzmtion is a specification of a set of edges and a set 
of non-edges of some graph, the two sets being disjoint. A graph G is said to contain 
a configuration H if all the edges of H are also edges of G and a!! the non-edges 
of H are also non-edges of G. For instance, all the graphs on four vertices that 
contain the configuration of Fig. 2 are shown in Fig. 1. In this terminology, Lemma 
1.2 can be restated as follows: G is a threshold graph if and only if it does not 
contain the configuration of Fig. 2. 
_____-- 
% % ______ 
Fig. 2. The forbidden configuration of threshold graphs. 
Two non-incident edges e and f are said to be in conflict if one end of e is not 
adjacent o one end off and the other end of e is not adjacent o the other end 
off. For instance, the two edges of Fig. 2 are in conflict. The following remark 
follows from the above considerations. 
G is a threshold graph if and only if no two edges of G are in 
conflict. (1.1) 
The threshold imension of a graph G is the smallest number of threshold sub- 
graphs required to cover E(G). Yannakakis [! l] has shown that recognizing the 
graphs with threshold imension at most k is N&complete for any fixed k? 3. 
Graphs with threshold imension 2are also called 2-threshold graphs. Cozzens and 
Leibowioz I_11 have reported that reco nizing 2-threshold graphs is also NP- 
complete. For various results on 2-threshold raphs see [2, s-$, 101. 
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A graph G is called a strict Z-threshold graph if it satisfies the following condition: 
E(G) can be partitioned into two threshold graphs T1 and T2 
such that every clique of G is also a clique of TI or of T2. (1.2) 
Strict 2-threshold graphs are known to be comparability graphs [7]. 
If in (1.2) we replace the phrase “‘partitioned into” by the phrase “covered by”, 
then we obtain a more general class of graphs called cobithresho=‘aT gr phs. A 
polynomial-time algorithm to recognize cobithreshold graphs is given in [5], and a 
partial characterization by forbidden configurations i given in [8] for the com- 
plements of these graphs. No complete characterization byforbidden configurations 
is known for the class of cobithreshold graphs. 
In Section 2 we indicate a polynomial-time algorithm to recognize strict 2- 
threshold graphs and give a list of forbidden configurations for this class. In Section 
3 we prove that this list is complete, thus obtaining a characterization of strict 
2-threshold graphs by forbidden configurations. 
Notice that in the definition (1.2) of strict 2-threshold graphs, we may replace the 
word “clique” by the word “triangle”. In the rest of this paper we use the following 
equivalent definition for strict 2-threshold graphs: 
A graph G is a strict 2-threshold gradh if and only if E(G) can 
be partitioned into two threshold graphs T, and T2 such that 
every triangle of G is also a triangle of Ti or of T2. (1-3) 
2. Eight forbidden configurations 
The algorithm for recognizing strict 2-threshold graphs is a simplified version of 
the algorithm for recognizing cobithreshold graphs given in [5]. For the sake of 
completeness, we give here the version of the algorithm for recognizing strict 
2-threshold graphs. 
Giver, any graph G, its conflict graph G* is defined by: 
ViG *) =E(G), and two vertices of G * are adjacent if and only 
if the corresponding edges of G are in conflict. (2.1) 
Observe that if T is any threshold subgraph of G, then E(T) corresponds toa stable 
set of G *, since by (1. I) no two edges of T are in conflict in G. It follows that a 
necessary condition for a graph G to be 2-threshold is that G* is bipartite. 
over, if Tr and TZ are the threshold graphs as given in the definition (1.3) of 
2-threshold graph G, then E(Tt) and E(T2) partition V(G*) into two stable sets 
such that the three vertices of G* corresponding to the edges of any triangle in G 
are all in the same side of the partition, This giv ssary condition for a strict 
he sufficiency of this c is stated i core 
below. 
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a b bd + be 
e 
ad - ce 
HI (abcde) 
Hz(abcdef) 
e /--g---L_ f -__ -___ 
lI2Til c . b --I__-M @ cl 
H3(abcdef) 
d 
cg - be 
Fig. 3. The eight forbidden configurations of strict Z-threshold graphs. Corresponding negative cycles 
in the associated signed graphs arc also indicated. 
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a b 
\ / ’ 
\ / \ \/ ________ ‘e c< A/ /\ / \ / \ -_- 
cl f 
ab 
A 
cd - cf 
Hs (abcdef ) 
He(abcdef) 
a ab - 
Cd de -cl- 
ae - bc 
H,(abcde) 
Fig. 3. Continued. 
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A signed graph is a graph H in which E(H) is partitioned into two sets E+(H) 
and E-(H), called the sets of positive and negative dges, respectively. 
A signed graph H is said to be balanced if no cycle of H contains 
and odd total number of negative dges (a negative cycle), or 
equivalently [9], if V(H) can be partitioned into two sets Vr and 
VZ such that each negative dge of H has an end in Vr and an 
end in VZ, and each positive edge of H has both ends in VI or 
both in V2. (2.2) 
Given any graph G, construct i s signed graph H(G) as follows: 
(1) V(H)= V(G*)=E(G), E’(H)=E(G*) (see (2.1)), 
(2) E+(H) = {ef: e and f are two edges of some triangle in G}. (2.3) 
Theorem 2.1. A graph G is a strict 2-threshold graph if and only if H(G) defined 
in (2.3) is balanced. 
We omit the proof of this theorem because it is similar to (in fact, is a simpli- 
fication of) the proof of [5, Theorem 3.71. 
The above theorem can be used to recognize strict 2-threshold graphs and find 
TI and T2 as in (1.3). 
Algorithm. Given any graph G with m edges. 
(1) Construct its signed graph H(G) given by (2.3). This can be done in O(m2) 
time. 
(2) Check if H(G) is balanced. This can be done in 0(m2) time. 
By Theorem 2.1, G is a strict 2-threshold graph if and only if H(G) is balanced. 
The next heorem is useful in characterizing strict 2-threshold graphs by forbidden 
configurations. 
Figure 3 lists eight configurations HI, H2, . . . , H& To the right of each of them is 
a negative cycle in the associated signed graph. The configurations HS and He are 
referred to as triple conflicts (since they contain three pairwise conflicting edges). 
The only graph of the configuration H7 is called a pentagon. 
Theorem 2.2. If G is a strict 2-threshold graph, then G does not contain any of the 
configurations H,, Hz, . . . , Hs of Fig. 3. 
Proof. It is easy to see that every induced subgraph of a threshold graph is also a 
threshold graph, and hence very induced subgraph of a strict 2-threshold graph is 
also a strict 2-threshold graph. Hence it is enough to show that none of H,, . . . , He 
can be completed to a strict 2-threshold graph by specifying the missing edges and 
es. By virtue of Theorem 2.1, this can be done by showing that each of the 
raphs of these configurations contains a n 
cycles are illustrated in ence the theorem. 
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3. Sufficiency of forbidding the con 
We show in this section that every graph that contains none of the configurations 
listed in Fig. 3 is a strict 2-threshold graph, thus obtaining the promised charac- 
terization. We first need to prove a series of lemmas. The following two remarks 
are easily verified. 
Remark 3.1. Two vertices x and y are not comparable inK if and only if there exist 
two vertices x’ and y’ in K such that xx’, yy’, $, and F’. We say in this case that 
x and y are in conflict in AK. 
Remark 3.2. Let e and f be two non-incident edges. Then e and f do not conflict 
if and only if one end of e is adjacent o both ends off or one end off is adjacent 
to both ends of e. In either case, three of the four ends of e and f form a triangle, 
and conversely. 
Throughout he rest of the paper, let G = (V, E) be a graph not containing any 
of the configurations hown in Fig. 3. We use the following notations. Let K be a 
largest clique in G. Put 
(1) 
(2) 
(3) 
(4) 
(5) 
L: = V\K, 
A : = {xEL: deg,xl2}, 
B: = {xEL: degKx= 1 and NK(x)cNK(y) for all YEA}, 
C: ={xEL\B: deg,x=l), and 
D: = {xEL: deg,x=O}. 
We refer to an edge between K and A as an A-edge, and similarly for B-edges and 
C-edges. 
Remark 3.3. NK(C)~N’(B) is empty (where NK(X) : = UxEx~K(~)). 
Renwrk 3.4. Every edge in L is in conflict with some edge in K. 
Proof. Let ab be an edge in L. Then, K being a largest clique, there exist wo distinct 
vertices a’ and b’ in K such that E’ and bb’, for otherwise one could enlarge K by 
adding a or b or both and removing their neighbors in K. Clearly ab and a’b” arc 
in conflict. 0 
ma 3.1. Every two vertices of A are comparable in AK. 
Proof. Assume a, b are two vertices in A that are not comparable in K. Then by 
Remark 3.1, there exist c,d in K such that ac, bd, a and ,kc. If there exists x in 
such that xa, xb, then clearly G contai 
there exist x, y in M such 
(ycabdx)--a contradiction. 
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Lemma 3.2. The size of NK(BUC) is at most 2. 
Proof. Otherwise G contains a tripie conflict. cl 
Lemma 3.3. The size of NK(C) is at most 1. 
Proof. By defiition of C, any vertex of C is in conflict in K with some vertex of 
A (see Remark 3.1). Thus if c1,c2 in C have two distinct neighbors in K, then there 
exist al,a2 in A such that ai is in conflict in K with Ci for i= 1,2. If a1 =a2, then G 
contains a triple conflict. Otherwise a1 and a2 are distinct, and we may assume that 
ai is not in conflict in K with Cj , i#J Then by Remark 3.1, a1 and a2 are in conflict 
in K, contradicting Lemma 3.1. Hence the lemma. q 
Lemma 3.41. The configuration oj’ Fig. 4 is forbidden by our assumptions. 
K L 
Fig. 4. A forbidden configuration. Vertices c, d are in K and vertices a, b are in L. 
Proof. Assume G contains the configuration of Fig. 4. By Remark 3.4, the edge ab 
in L is in conflict with some edge xy in K with iE and 5. If y =c, then G contains 
H#dbca), and otherwise G contains H2(acxbdy)-a contradiction. Hence the 
lemma. Cl 
The following three corollane3 frPilow from Lemma 3.4. 
Corollary 3.4.1. There are no e&es from A to AUB. 
Corollary 3.4.2. If both ends of an edgexy in L have a common eighbor in K, then 
deg,+=deg,y= 1. 
say 3.4.3. The configuration of Fig. 5 is forbidden. 
. Assume G contains the configuration of Fig. 5. By Corollary 3.4.2, each of 
vertices a, b, c, only one neighbor in K. Hence if g is any other vertex in 
, then G contains (gefabcd)-a contradiction. Such g exists because G has 
triangles. ence the lemma. EJ 
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K L 
Fig. 5. A forbidden configuration. Vertices e, fare in K and vertices a, 6, c, d are in L. 
Proof. Assume ab and cd are two edges of L that are in conflict. Also let ef be an 
edge of K that is in conflict with ab, as shown in Fig. 6. Such an edge exists by 
Remark 3.4. Now, cd is not in conflict with ef, for otherwise G contains a triple 
conflict. Hence by Remark 3.2 there exists a triangle on three of the four vertices 
c, d, e, f. 
e a d ----- 
r 1 
-w-m-- 
----- ----- 1 
f b C 
K L L 
Fig. 6. A configuration in the proof of Lemma 3.5. Vertices e, fare in K and vertices a, b, c, d are in L. 
Case 1: qf, df (the case ce, de is similar). By Corollary 3.4.2, degKc = deg,d= 1. 
If g is any other vertex in K, which must exist since G has triangles, then bg, else 
a triple conflict on ab, cd, eg. Therefore G, else H,(egfabdr). Hence be, else a 
triple conflict on ab, cd, eg. But now G contains &(eg)%d~)-a contradiction. 
Case 2: ed, fd (the case ec, fc is similar). By Lemma 3.4, E, fy If g is any vertex 
in Knot adjacent o d, which must exist by the maximality of K, then bg, else a triple 
conflict on eg, ab, cd. But now G contains H3dfegdbc)-a contradiction. 
Hence the lemma. 0 
The configuration of Fig. 7 is forbidden. 
Assume G contains the configuration of 
degK6=degKb= II. By Lemma 3.5, ad, and also ac or bd. 
y Corollary 3. 
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K L 
Fig. 7. A forbidden configuration. Vertex e is in K and vertices a, 6, c, d are in L. 
Case 1: ac. If Jg are any two vertices in K other than e, which must exist since 
G has triangles, then G contains H4(beafgcd)-a contradiction. 
Case 2: bd. If there is a vertex f different from e in K that is not adjacent o c, 
then G contains H3(tiadecf)-a contradiction. If not, then c is not adjacent o e 
and also by the maximality of K, there is a vertex f in K not adjacent o d but 
adjacent o c. But then c, f, e, b, d form a pentagon-a contradiction. 
Hence the lemma. Cl 
Lemma 3.7. The configuration of Fig. 8 is forbidden. 
K L 
Fig. 8. A forbidden configuration. Vertices a, b, c are in K and vertices d, e, f, g are in L. 
Assume contains the confi 
mma 3.4, Also by 
hen z, z, f7, f7, 
emma 3.1, d is not in A, since is in ,4 and g is not 
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comparable in K to d (see Remark 3.1). Therefore dc. ence there is a triple conflict 
on ad, ef, cg unless ed, df. But then G contains H3(efldga)-a contradiction. 
Hence the lemma. q 
with ce. 
If G contains the configuration of Fig. 9, then no edge of L concflicts 
K L 
Fig. 9. No edge of L conflicts with ce. Vertices a, b, c are in K and vertices d, e are in L. 
Proof. Assume that edge fg in L conflicts with ce due to cfand @. We have three 
cases to consider. 
Case 1: f = d. Clearly z by Lemma 3.4. But then G contains H3(bacdeg)-a 
contradiction. 
Case 2: g =d. Clearly 6f by Lemma 3.4. Therefore ef or else H3(bacdefj. But 
then G contains a pentagon on b, c, e, f, d-a contradiction. 
Case 3: f, g, are distinct from d. Edges bd and fg are not in conflict or else a triple 
conflict on bd, ce, fg. Now by Remark 3.2 there is a triangle on three of the vertices 
b, d, f, g. Lemma 3.4 rules out bdg and bdf, and Lemma 3.7 rules out bfg. There- 
fore dfS dg and hence G by Lemma 3.4. But then G contains H3(bacdeg)-a 
contradiction. 
Hence the lemma. 0 
Lemma 3.8. If G contains the configuration of Fig. 10, then no edge of L conflicts 
with ae. 
roof. Assume that edge gh in 9, conflicts with ae due to @ and eh. Notice that 
degKx = f for x= c) aT by Corollary 3.4.2, and for x= e by Lemma 3.7. We have 
several cases to consider (see Fig. 11). 
Case 1: g = f. We consider two subcases. 
Case 1 s 1: h = d (the case h = c is similar). We have qelse 
OihW vertex i
contradiction. 
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a 
b 
K L 
Fig. 10. No edge of L conflicts with ae. Vertices a, b are in K and vertices c, d, e, fare in L. 
Case 1.2: h is distinct from c,d. By Lemma 3.6 ch, dh, Z, de and then 3. Also 
fy, fc or else we are in Case 1.1. Then ah else H3(cdahef). Therefore bh else 
Hl(j%dba). Let t be a third vertex of K. If tf, then H3(btafeh), and if E then 
H8(atbfhce)-a contradiction. 
C&e 2: g #f. We consider three subcases. 
Case 2.1: h =f. We have eg or else we are in Case 1.2. Also&by Corollary 3.4.3. 
But now H,(aegfb)-a contradiction. 
Cme 2.2: h = d (the case h = c is similar). We have z by Lemma 3.6, and then 
Ti or else we are in Case 1.2. But now there is a triple conflict on dg, ae, bf-a 
contradiction. 
Case 2.3: h is distinct from c, d, f. We must have _flz or else we are in Case 1.2. 
Now bg or else there is a triple conflict on bf, ae, gh. Then fsand bh by Corollary 
3.4.3. But then there is a triple conflict on gh, ae, bf-a contradiction. 
Hence the lemma. Cl 
Lemma 3.10. If G contains the configuration of Fig. 12, then at least one of ac and 
bd does not conflict with any edge of L. 
Proof. Assume ef and gh are two edges in L such that ef conflicts with ac due to 
and gh conflicts with bd due to i& and 7;ii’;. Notice that the edges gh and 
ef are distinct, or else we have a triple conflict. However, some endpoints of the 
edges ac, bd, ef, gh may coincide. Thus we have several cases to consider. 
Case 1: ac, bd, efS gh are pairwise non-incident (see Fig. 13). To avoid triple 
conflict on ef, ac, bd and by Remark 3.2 and Lemmas 36 and 3.9, we must have 
de and df, and by symmetry cg and ch. But then ch and df are in conflict, contra- 
dicting Lemma 3.5. 
Case 2: ef and gh are incident. In this case G must contain one of the confi- 
gurations hown in Fig. 14 or one obtained by symmetry. 
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a a 
b b 
K L K L 
Case 1.1 Case 1.2 
a 
b 
K L 
Case 2.1 
a 
b 
K L 
Case 2.2 
a 
b 
---mm h 
K L 
Case 2.3 
Fig. 11. Cases in the proof of Lemma 3.9. Vertices a, 6 are in K and vertices c, d, e, f, g, h are in L. 
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u 
n i 
Fig. 12. One of ac, 6d does not conflict with any edge of L. Vertices a, b are in K and vertices c, d are 
in L. 
K L 
Fig. 13. Case 1 in the proof of L!emma 3.10. Vertices a, b are in K and vertices c, d, e, f, g, h are in L. 
Case 2.1. Clearly H contains H,(acedb)-a contradiction. 
Case 2.2. We have bf or else a triple conflict on ac, bd, ef. Then be by Lemma 
3.9 and hence df to avoid a triple conflict on ac, bd, ef. But this contradicts 
Lemma 3.6. 
Cme 2.3. We must have de or else we are in Case 2.2. But now H,(acedb)-con- 
tradiction. 
Case 2.4. We have ch or else a triple conflict on ac, bd, gh. Also by symmetry 
df. But now ch and df conflict, contradicting Lemma 3.5. 
Case 2.5. To avoid triple conflict on ef, ac, bd and by Remark 3.2 and Lemma 
3.9, we have be, de. But this contradicts Lemma 3.6. 
CGS~ 2.6. To avoid a triple conflict on OC, bd, fh and by Remark 3.2 and Lemma 
3.6, we must have af, ah. But this contradicts Lemma 3.9. 
are not incident, but not Case 1. In this case 
ig. 15 or a symmetric one. 
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e=h 
a 
e=g 
b 
d=f 
K L 
Case 2.1 
Case 2.3 
K L 
K L 
Case 2.2 
0 \ 
K 
Case 2.4 
K L 
Case 2.5 Case 2.6 
Fig. 14. Case 2 in the proof of Lemma 3. IO. Vertices a, b are in K and vertices c, d, e, f, g, h are in L. 
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K L 
Case 3.1 
K L 
Case 3.3 
a* c=h c N n /g 
\ =-I. 
/ 
/ ’ I 0 
I / / 
K L 
Case 3.2 
K L 
Case 3.4 
K L 
Case 3.5 
h 
Fig. is. Case 3 i;l the proof of Lemma 3. iili, Vertices a, b arc in K and vertices c, d, P, J, &, h are in L. 
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Cake 3.1. TWO edges in d, conflict, contradicting Lemma 3.5. 
Case 3.2. We have dg or ce or else we are in Case 3.1. Assume without loss of 
generality dge Now ag or else H,(acgdb). ut this contradicts Lemma 3.6. 
Case 3.3. We have @ by Lemma 3.6. Also dg to avoid Case 3.1. But then 
H,(acgdb)-a contradiction. 
Case 3.4. To avoid a triple conflict on ef, ac, bd and by Remark 3.2 and Lemmas 
3.6 and 3.9, we have de, dJ But now edges dfand ch are in conflict, contradicting 
Lemma 3.5. 
Case 3.5. We have dg or else we are in Case 3.4. Also @by Lemma 3.6. But now 
H,(acgdb)-a contradiction. 
Hence the lemma. Cl 
We now show, using the above ten lemmas, that if G does not contain any of the 
configurations of Fig. 3, then G is a strict 2-threshold graph. That is, by (1.3), I?(G) 
can be partitioned into two colors, say red and blue, so that (i) each color induces 
a threshold graph, and (ii) no triangle of G is mixed (we say that a triangle is mixed 
if its edge set contains both colors). 
Notice that by Lemma 3.2, the size of I&(B) is at most 2. We consider all 
possible values of IN,(B)1 and show in each case that G is a strict 2-threshold 
graph. 
Case 1: IN,(B)1 =O. 
Lemma 3.1%. In Case 1, G k a strict 2-threshold graph. 
Proof, Since IV&#) is empty, B is also empty. Color the edges of the graph in- 
duced by KU A red and all other edges blue. 
K is a clique and A is a stable set by Corollary 3.4.1. Further, any two vertices 
of A are comparable in K by Lemma 3.1. Hence the red edges form a threshold 
graph by Lemma 1.1. 
Each blue edge is either a C-edge or an edge entirely in L. Two edges in L do not 
conflict by Lemma 3.5. Two C-edges cannot conflict, since they are incident in K 
by Lemma 3.3. Further, an edge in L cannot conflict with a C-edge by Lemma 3.8. 
Thus no two blue edges are m conflict, and hence by (1.1) the blue edges form a 
threshold graph as well. 
Finally, assume there is a mixed triangle on vertices ag b, c with ab red. At least 
one of the two vertices a, b is in K. Clearly c is in C. If both a am! b are in K, then 
degKc= 2, which is impossible by the definition of 
generality that Q is in and b is in A. Then by 
contradicting the definition of A. Thus there are no 
lemma. Cl 
C. Assume without loss of 
Corollary 3.4.2, deg,b = 1, 
mixed triangles, proving the 
Case 2: 1 NK(B)J = 1. 
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Lemma 3.12. In Case 2, 6 is a strict 2-threshold graph. 
roof. Partition B into two sets P, Q as follows: 
P : = {XE B: x is isolated in G[B]) 
(here G[B] denotes the graph induced by the vertices in B), 
Q: =B\P. 
Color the edges of the graph induced by KUA UP red anal all the other edges blue. 
A UP is a stable set by Corollary 3.4.1 and further, any two vertices in A UP are 
comparable in K by Lemma 3.1, the definition of B, and the condition of Case 2. 
Hence again by Lemma 1.1, the red edges form a threshold graph. 
To show that the blue edges form a threshold graph, we distinguish between two 
cases. 
Case 2.1: Q is empty, In this case, as in Lemma 3.11, the blue edges form a 
threshold graph. 
Case 2.2: Q is not empty. In this case, by Lemma 3.7, C is empty. Once again, 
no two edges in L are in conflict by Lemma 3.5. No two B-edges can conflict, since 
they are incident in K by the condition of Case 2. Finally, a B-edge with one end 
in Q cannot conflict with an edge in L by Lemma 3.6. Hence the blue edges form 
a threshold graph as well. 
Now assume G contains a mixed triangle on vertices a, b, c with ab red. Clearly 
then {a,b} EKUAUP and c$KUAUP. Now if {a,b} cK, then degKcz2, and 
hence CEA - a contrad.iction. Also {a, b} $Z A UP, since A UP is a stable set by 
Corollary 3.4.1. Therefore assume without loss of generality that aeK and 
b E A UP. Then c@ Q, hence CE C by Corollary 3.4.1. But now by Corollary 3.4.2, 
deg,b = 1 and hence b E P. Therefore the vertices band c have a common eighbor 
a in K, contradicting Remark 3.3. It follows that G has no mixed triangles, hence 
the lemma. Cl 
Case 3: INK(B)1 =2. 
Lemma 3.13. In Case 3, G is a strict 2-threshold graph. 
Proof. First, by Lemma 3.2 and Remark 3.3, it follows that C is empty. Let 
NK(B) = (r, s) and partition B into two non-empty sets JZ and S as follows: 
R: ={xEB: x is adjacent o r), 
S: = {xe B: x is adjacent o s}. 
By Corollary 3.4.3, it follows that at least one of R and S is a stable set. We dis- 
tinguish betwzem two cases. 
0th R and S are stable sets. By virtue of emma 3.10, we may assume 
without loss of enerality that no edge in L is in conflict with any edge from K to 
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S. Color the edges induced by KUA UR red and all the other edges blue. It is easy 
to show that each color forms a threshold graph: for the red edges as in Lemma 3.12 
and for the blue edges by Lemma 3.5 and our recent assumption. 
Assume G contains a mixed triangle on vertices a, b, c, with ab red. Again, as 
in Lemma 3.12, we may assume without loss of generality that a is in K, b is in A UR 
and c is in S. Hence by Corollary 3.4.2, deg,b = degKc= 1, and hence b E R. But 
then b and c have a common eighbor a in K, contradicting the definitions of R and 
S. Hence G does not contain any mixed triangles, proving the iemma in this case. 
Case 3.2: only one of R and S is a stable set, say R. Observe that in this case, 
no edge of L can be in conflict with any edge from K to S by Lemmas 3.6 and 3.9. 
The rest of the argument is the same as in Case 3.1. Hence the lemma. 0 
Theorem 3.114. If G does not contain any of the configurations of Fig. 3, then G 
is a strict 2-threshold graph. 
Proof. Follows from Lemmas 3.11, 3.12 and 3.13. Cl 
Theorem 3.15. A graph G is a strict 2-threshold graph if and oni’y if G does not 
contain any of the configurations HI, Hz, . . . , Hg of Fig. 3. 
Proof. Follows from Theorems 2.2 and 3.14. Cl 
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