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Abstract
Post-stroke motor recovery highly affected by patients’ active participation in rehabili-
tation. Surface electromyography (EMG) signals are related to a subject’s intention.
It is also one of the most widely used biosignals in the area of motion intention estima-
tion and rehabilitation robot control. However, due to the complicated relationship
between multiple muscles and movements, few studies have applied continuous multiple
EMG signals to control rehabilitation robots and provide assistant to users’ multi-joint
movements in real-time.
In this dissertation, new methods for decoding EMG signals during robot-assisted
movements are proposed and applied to manipulate a cable-based rehabilitation robot.
Different EMG decoders for continuously estimating voluntary motion intention are
developed to fulfil different rehabilitation needs. These decoders are used to establish
a human-robot cooperative control scheme for promoting users’ active participation in
rehabilitation.
Firstly, an EMG decoder is build up with a switching mechanism and submodels
for decoding EMG signals to motion need forces during a multi-joint complex task
in three-dimensional space. The switching mechanism aims to carve up the task into
separate simple subtasks. For each simple subtask, a linear six-input three-output
time-invariant submodel is established by the state-space modelling method. The
inputs are the processed muscle activations of six arm muscles, and the outputs are
motion need forces of users when executing the task with visual feedback. The outputs
are used to indicate three motors of the robot. The switching logic of the mechanism is
to change the parameters of each submodel by times. However, we observed a ‘bump’
behaviour of the estimated forces (i.e., discontinuity) when switching parameters of
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two submodels. A sudden change in control signals of motors might cause unexpected
impacts on patients, so it is unacceptable during rehabilitation.
After that, to improve the smoothness of the estimated forces, we attempted to
maintain the continuity of the decoder outputs when switching among submodels. A
bumpless switching mechanism is proposed by constructing a generic multirealisation
for all submodels. The generic multirealisation has a common output matrix, which
helps to continuously predict the outputs. For submodels with the same order, the
multirealisation is constructed by finding the common denominator matrix of the
subsystems’ Matrix Fraction Description (MFD). Furthermore, the best submodel,
in terms of goodness of fit, established in each simple subtask, may have a different
order. For different-ordered submodels, the generic multirealisation is constructed by
finding the common highest-degree-coefficient matrix and expanding the hidden states
of submodels. To this end, the bumpless switching mechanism for achieving continuous
outputs is achieved.
Finally, to expand the application of a rehabilitation robot, it is vital to use less
and accurate EMG decoders for multiple tasks and to reduce the impact of individual
differences. A decoder based on a time-variant long short-term memory (LSTM)
network is proposed. We attempt to train one LSTM network for each time step, so
the decoder is seen as a time-variant system. All parameters of the decoder are trained
with error functions of both time step accuracy and task accuracy. This method does
not need a secondary feature extraction or preprocessor and can be applied in real-time
robot control.
The experiments for examining these decoders included model training, model
testing, and online verification to control the robot in real-time. Healthy subjects
who participate in the linear system-based EMG decoders and nonlinear system-based
EMG decoders were instructed to perform different tasks in three-dimensional space
with visual interactions.
Experimental results demonstrated that EMG decoders with the switching mech-
anisms and linear system-based submodels could effectively recognise arm motion
intention and provide appropriate assistance to users. The outputs achieved by the
bumpless switching mechanism with submodels are significantly smoother than those
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without it. The bumpless switching mechanism can avoid users from the risk of unpre-
dictable loads. These approaches performed well in specific subjects and tasks with no
need for an immense database and complicated model parameters.
The results of the time-variant LSTM-based decoders showed that this nonlinear
system approach outperforms linear system approaches in both model testing and
online verifications. The complicated structure and well-trained parameters ensure that
the nonlinear system approach does not need to take account of individual differences
when applying in real-time. The findings also suggested that the time-variant LSTM
system decoders may be feasible for practical use in both single and multiple complex
tasks.
An investigation on the differences in recruited muscle patterns when users perform
multi-joint multi-directional arm movements with the robot assistance or naturally
without a robot is carried in this dissertation. The results indicated that both the
natural and robot-assisted multi-joint movements could be generated by similar sets
of synergies of limited dimensionality. This is a supportive finding that the proposed
human-robot cooperative control strategy based on a proper EMG decoder may not
significantly affect human motion control pattern while supporting users.
Furthermore, the effects of task variety and tracking accuracy by visual feedback
on muscle synergies and their activation patterns were explored by statistic analysis.
The results showed that, for active rehabilitation applications, if the purpose is to
enhance the synergy indication from the neural system, the task completion accuracy
should be emphasised. If the purpose is to expand the motion area, the task variety
should be diversified. These results supported that different decoders should be used
and developed to meet the different assistance requirements of post-stroke patients.
In conclusion, the proposed EMG decoders based on the linear system approach
and the nonlinear system approach have a wide range of application in rehabilitation.
These approaches showed high potential in controlling robots to support users with
safe, smooth, and accurate assistance in rehabilitation.
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