We consider the discrete "fast" penalization scheme for SDE's driven by general semimartingale on orthant R d + with oblique reflection.
Introduction
Equation of this type (1.1) was introduced by Harrison and Reiman [9] . Later it was discussed by Dupis and Ishi [5] . Czarkowski and S lomiński [3] in their paper introduced a numerical scheme for approximation of solution of SDE (1.1). In this paper we will define a new numerical scheme, see: Section 3 (3.1). For this scheme (or it's equivalent form (3.3)), in Section 5, we will proove, that:
Appendix A includes a description of some properties of Π Q projection on the orthant R d + . Throughout the paper we assume that ρ n t = max{i/n; i ∈ N ∪ {0}, i/n ≤ t} and Z (n) t is a discretization of Z, ie. Z (n) t = Z ρ n t ; −→ P denotes convergence * e-mai: kczark@mat.umk.pl in probability; D(R + , R d ) denotes space of "cadlag" function y : R + −→ R d ; ∆y t = y t − y t− and ω 1 n (y, [0, t] 
The Skorokhod problem on an orthant
Let Q be a nonnegative matrix with zeros on the diagonal and spectral radius ρ(Q) < 1 and let
is called a solution to the Skorokhod problem
+ associated with y, if (2.1) is satisfied and
2. If additionally Q < 1 then k t satisfy equation
where
In this paper, like in [9] and [3] , we make a technical assumption that:
Fast approximation scheme
Let (x, k) be a solution to the Skorokhod problem for y ∈ D(R + , R d ), with
For every n ∈ N we define the approximations (x n , k n ) of (x, k):
Remark 2 We can write another, but equivalent form of k n , x n . Note that for every n ∈ N, i ∈ N ∪ {0}:
where ∆y (i+1)/n = y (i+1)/n − y i/n . Formulas (3.1) and (3.3) are equivalent, but (3.3) is simpler to calculate.
Remark 3
We can see that k n t satisfy equation:
The next two theorems describe some properties of scheme (3.1).
Theorem 4
There exist a constant C > 0 depending only on Q such that for every 
Now we estimate every part separately:
And now we have:
Theorem 6 There exist a constant C > 0 depending only on Q such that for every
Proof. Like in previous theorem we only need to proof first term of theorem. The second we obtain from (3.1).
Easy corollary:
Corollary 7 There exists a constant C > 0 such that for every
From previous Theorems we can obtain convergent for continous functions. In the next lemma and theorem we formalize this observation.
where 0 = t 0 < t 1 < . . ., then:
Proof. We proof lemma "by induction". It's well known's that, if y is of the form (3.6) then:
1. So for t ∈ [0, t 1 ) thesis is satisfy by definition.
2. By scheme (3.3):
Between jumps in points t i sequence x n i = x n i/n has form like z i (see from Appendix A (5.2)) starting from z 0 = (x t i + ∆y t i ).
Then for n → +∞ from Corollary 23: lim n→+∞ x n t = Π Q (x t i +∆y t i ) for t ∈ (t i , t i+1 ).
2
In the next example we show that (3.7) can't be streightend to the covergent in the Skorokhod topology J 1 .
The solution of Skorokhod problem are functions:
Now, we use scheme (3.1) for this function and try to find the limit of (x n , k n ) when n tends to infinity.
When we use scheme (3.1) we obtain:
Since sup t≤2 |x
the solution x n −→ x in J 1 .
Corollary 10
If y satisfy assumption of Lemma 8, then :
Proof. From Jakubowski [11] Lemma 2.14.
2 (
to show thesis we need that:
From Theorem 6 we have:
, then x n −→ x for continuity point of y and {x n } is relatisvely S-compact.
Fast approximation scheme for SDE
Let Z be a ((F t ))-adapted semimartingale. Let us recall that pair (X, K) of ((F t ))-adapted processes is called strong solution of (1.1) if (X, K) is a solution to the Skorokhod problem associated with the semimartingale:
Remark 13 If σ is Lipschitz continuous, then there exist a unique strong solution to the SDE (1.1).
Using formulas (3.1) we can define "fast" scheme for SDE:
Lemma 14 Assume there exist stoping times {τ
Proof. We can write formula for X t :
The rest of proof is the same like in Lemma 8. We only need to change ∆y
Theorem 15 Assume that σ is Lipschitz continuous, then
To proof we need:
From Gronwall lemma we obtain, that {sup |X ǫ n |} is bounded for σ satisfying Lipshitz condition. So, if {σ(|X ǫ n )} is bounded in probability, then
Because {K ǫ n } is bounded in probability, this means that it also satysfies UT . {X ǫ n } satisfies UT as a sum of two proceses that satisfy UT . So, σ(X ǫ n ) satisfies UT for σ ∈ C 2 . 2
Fast approximation scheme for diffusion
Consider SDE with reflection on R d + of the form
where W is d-dimension Wiener process, and b :
Remark 16 If b and σ are Lipschitz continuous then there exists a unique strong solution of the SDE (5.1).
Let us define:
We can see that X n satisfies equation:
Proof.
Lemma 18
sup
From this we derive:
Now because b and σ are Lipschitz we have
From Gronwall lemma we have the thesis. 2
because b and σ are Lipschitz then:
In the same way we can proof that
In that definition, we have to find "the fixed point"r. Typically, we use approximation sequence ofr andz:
It's easy to see that lim n−→+∞r n =r and lim
Using simple calculation, we can obtain equivalent formula forr n+1 :
Remark 20
Now we define another sequence starting from the same point:
Once again simple calculation lead to obtain an equivalent formula:
Remark 21
Sequences z n andz n look diffrent, but in fact thwy are only diffrent representation of the same sequence.
Lemma 22
∀ z∈R d ∀ n∈N∪{0} z n =z n (5.3) Proof. The proof will be done using induction. For n = 0 we have: 
