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SEQUENCE PAIRS WITH LOWEST COMBINED
AUTOCORRELATION AND CROSSCORRELATION
DANIEL J. KATZ AND ELI MOORE
Abstract. For a pair (f, g) of sequences of length ℓ whose terms are
in {−1, 1}, Pursley and Sarwate established a lower bound on a com-
bined measure of crosscorrelation and autocorrelation for f and g. They
showed that the sum of the mean square crosscorrelation between f and
g and the geometric mean of f ’s mean square autocorrelation and g’s
mean square autocorrelation must be at least 1. For randomly selected
binary sequences, this quantity is typically about 2. In this paper, we
show that Pursley and Sarwate’s bound is met precisely when (f, g) is a
Golay complementary pair. This result generalizes to sequences whose
terms are arbitrary complex numbers.
1. Introduction
In this paper a sequence is a finite sequence of complex numbers. Espe-
cially interesting are binary sequences, whose terms are all in {−1, 1}, or
more generally m-ary sequences, whose terms are all mth roots of unity in
C. More generally still, one can consider unimodular sequences, whose terms
are all unimodular, that is, complex numbers of magnitude 1.
We identify the sequence (f0, f1, . . . , fℓ−1) ∈ Cℓ with the polynomial
f(z) =
∑
j∈Z fjz
j in C[z], where we consider fj = 0 when j 6∈ {0, 1, . . . , ℓ−
1}. If g(z) = ∑j∈Z gjzj represents another sequence, then for s ∈ Z, we
define the aperiodic crosscorrelation of f with g at shift s to be
Cf,g(s) =
∑
j∈Z
fj+sgj .
The aperiodic autocorrelation of f at shift s is just Cf,f (s). Note that Cf,f (0)
is just the sum of the squared magnitudes of the terms of f , so it is always
a nonnegative real number, and is equal to the length of f if the terms of
f are unimodular complex numbers. If one wants a scaled version of f that
is a unit vector with respect to the Euclidean norm, then one should divide
the terms of f by
√
Cf,f (0) to obtain the normalization of f .
In applications, one is interested in pairs (f, g) of sequences where the
crosscorrelation values of f with g at all shifts are small in magnitude,
so that f and g are easily distinguished. Furthermore, one often wants the
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autocorrelation values of f at all nonzero shifts to also be small in magnitude,
and similarly with g; this aids in synchronization.
For a sequence pair (f, g), the crosscorrelation demerit factor of f with g
is the mean squared magnitude of the crosscorrelation values for f with g
at all shifts, defined by
CDF(f, g) =
∑
s∈Z |Cf,g(s)|2
|Cf,f (0)| · |Cg,g(0)|
.
This is just the sum of squared magnitudes of all the crosscorrelation val-
ues for the normalization of f with the normalization of g. Note that
CDF(g, f) = CDF(f, g) because Cg,f (s) = Cf,g(−s). The crosscorrelation
merit factor of f with g is the reciprocal of their crosscorrelation demerit
factor.
For a sequence f , the autocorrelation demerit factor of f is the mean
squared magnitude of the autocorrelation values for f at all nonzero shifts,
defined by
ADF(f) =
∑
s∈Z
s 6=0
|Cf,f (s)|2
|Cf,f (0)|2 .
Note that ADF(f) = −1 + CDF(f, f). This is just the sum of squared
magnitudes of all the autocorrelation values at nonzero shifts for the nor-
malization of f . The autocorrelation merit factor of f is the reciprocal of
its autocorrelation demerit factor.
Since we want pairs (f, g) of sequences with small magnitude autocorre-
lation values at nonzero shifts and small magnitude crosscorrelation values
at all shifts, we want ADF(f), ADF(g), and CDF(f, g) to all be as small
as possible. Pursley and Sarwate [3, eqs. (3),(4)] proved bounds involving
these three quantities when f and g are binary sequences, namely,
−
√
ADF(f)ADF(g) ≤ CDF(f, g)− 1 ≤
√
ADF(f)ADF(g).
In particular, the lower bound shows that√
ADF(f)ADF(g) + CDF(f, g) ≥ 1.
This places a limitation on how low we can simultaneously make all three
demerit factors. In Theorem 1.1 below, we show that Pursley and Sarwate’s
bounds hold for sequences whose terms are arbitrary complex numbers, and
the sequences need not be of the same length.
In view of this bound, we define the Pursley-Sarwate Criterion of any
f(z), g(z) ∈ C[z] to be
PSC(f, g) =
√
ADF(f)ADF(g) + CDF(f, g),
so that
PSC(f, g) ≥ 1
for all sequence pairs (f, g).
Sarwate [4, eqs. (13),(38)] showed that a random binary sequence f of
length ℓ (selected with uniform distribution) has an expected value for
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ADF(f) of 1 − 1/ℓ and a randomly selected pair (f, g) of such sequences
has an expected value for CDF(f, g) of 1. So for pairs of long randomly
selected sequences, we expect PSC(f, g) to be about 2.
Since we want both autocorrelation and crosscorrelation to be as low
as possible, we would like to know which pairs (f, g) of sequences have
PSC(f, g) = 1. In fact, we find a complete classification of such pairs. A
pair of sequences (f, g) with Cf,f (s) + Cg,g(s) = 0 for all nonzero s ∈ Z is
called a Golay complementary pair in honor of Golay who introduced them
in [1]. It turns out that these are precisely the pairs that have PSC(f, g) = 1.
Theorem 1.1. Let f(z), g(z) be nonzero polynomials in C[z]. Then
−
√
ADF(f)ADF(g) ≤ CDF(f, g)− 1 ≤
√
ADF(f)ADF(g).
Both inequalities become equalities simultaneously if and only if either f or g
is a monomial, in which case PSC(f, g) = 1. If f and g are not monomials,
then equality is achieved in the lower bound (equivalently, PSC(f, g) = 1) if
and only if there is a positive real number λ such that (f, λg) is a Golay pair.
In particular, if f and g are unimodular and not monomials, then equality
is achieved in the lower bound if and only if (f, g) is a Golay pair, in which
case f and g are of equal length and ADF(f) = ADF(g).
In Section 2 we prove this result. Turyn’s construction [5, Corollary to
Lemma 5] supplies Golay pairs for infinitely many lengths, so we obtain
infinitely many pairs (f, g) of binary sequences with PSC(f, g) = 1.
Corollary 1.2. If ℓ = 2a10b26c for some nonnegative integers a, b, c, then
there is a pair (f, g) of binary sequences, with each sequence of length ℓ, such
that PSC(f, g) = 1.
2. Proof of Theorem 1.1
Correlation is related to norms on the complex unit circle, for example, see
the introduction of [2]. So we adopt the convention that if a(z) =
∑
j∈Z ajz
j
is a Laurent polynomial in C[z, z−1], then a(z) =
∑
j∈Z ajz
−j . With these
conventions, one notes that the coefficient of zs in f(z)g(z) is
∑
j∈Z fj+sgj =
Cf,g(s), and so
(1) f(z)g(z) =
∑
s∈Z
Cf,g(s)z
s.
Now to the proof of Theorem 1.1. First of all, if f is a monomial, then
one easily calculates ADF(f) = 0 and CDF(f, g) = 1, so Theorem 1.1 is
trivial in this case. Similarly if g is a monomial, so henceforth we assume
that f and g are not monomials. This means that there is some nonzero
shift s with Cf,f (s) 6= 0, so ADF(f) 6= 0. Similarly ADF(g) 6= 0, and so the
inequalities in Theorem 1.1 cannot be achieved simultaneously.
In view of (1), we can interpret the coefficient of z0 in the fourfold product
f(z)g(z)f(z)g(z) in two different ways: if we choose to group the terms as
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(f(z)g(z))(f(z)g(z)), then the constant coefficient is the sum of the squared
magnitudes of the coefficients of f(z)g(z) in (1), so we get
∑
s∈Z
|Cf,g(s)|2,
but if we instead if group the terms as (f(z)f(z))(g(z)g(z)), we again use
(1) on each portion to see that the constant coefficient is
∑
s∈Z
Cf,f (s)Cg,g(s),
and so we obtain
(2)
∑
s∈Z
|Cf,g(s)|2 =
∑
s∈Z
Cf,f (s)Cg,g(s).
This shows that the quantity on the right hand side is real, and since Cf,f (0)
and Cg,g(0) are real, this shows that
∑
s∈Zr{0}
Cf,f (s)Cg,g(s)
is real.
Now the Cauchy-Schwarz inequality tells us that this real number is
bounded
(3)
∣∣∣∣∣
∑
s∈Zr{0}
Cf,f (s)Cg,g(s)
∣∣∣∣∣ ≤
√√√√√

 ∑
s∈Zr{0}
|Cf,f (s)|2



 ∑
s∈Zr{0}
|Cg,g(s)|2


This can be written
∣∣∣∣∣−Cf,f (0)Cg,g(0)+
∑
s∈Z
Cf,f (s)Cg,g(s)
∣∣∣∣∣ ≤
√√√√√√√


∑
s∈Z
s 6=0
|Cf,f (s)|2




∑
s∈Z
s 6=0
|Cg,g(s)|2


Using (2) to substitute for the sum that appears in the left hand side and
dividing by |Cf,f (0)Cg,g(0)| = |Cf,f (0)|·|Cg,g(0)| (which is positive real since
f, g 6= 0), we obtain
| − 1 + CDF(f, g)| ≤
√
ADF(f)ADF(g),
which is the bound we were to show.
The bound in (3) is met if and only if there is some nonzero µ ∈ C such
that Cf,f (s) = µCg,g(s) for every s ∈ Z r {0}. (In principle, it would also
be met if Cf,f (s) = 0 for all s ∈ Zr {0} or if Cg,g(s) = 0 for all s ∈ Zr {0},
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but these are impossible since f and g are not monomials.) If we have such
a µ, then we have∑
s∈Zr{0}
Cf,f (s)Cg,g(s) = µ
∑
s∈Zr{0}
|Cg,g(s)|2,
and since the left hand side was shown to be real, this forces µ to be a real
number.
If we have equality in (3) and µ is positive, then the quantity in the
absolute value in (3) is positive real, so we may drop the absolute value
brackets and replace the inequality with an equality. Then using the same
manipulations as before, we will obtain
−1 + CDF(f, g) =
√
ADF(f)ADF(g),
so we meet the upper bound. Similarly, if µ is the negative value, then we
will obtain
−1 + CDF(f, g) = −
√
ADF(f)ADF(g),
so we meet the lower bound. These two extremes cannot be achieved simul-
taneously, as ADF(f)ADF(g) 6= 0 since f and g are not monomials. So the
necessary and sufficient condition for achieving the lower bound in Theorem
1.1 is for there to be a negative real number µ such that Cf,f (s) = µCg,g(s)
for all nonzero s ∈ Z, which is to say, such that (f,√−µg) is a Golay pair.
Equivalently, we meet the lower bound if and only if there is some positive
real number λ such that (f, λg) is a Golay pair.
If f(z) =
∑d
j=0 fjz
j and g(z) =
∑e
j=0 gjz
j have unimodular coefficients
and (f, λg) is a Golay pair for some positive real number λ, then note that
Cf,f (d) = fdf0 is unimodular but Cf,f (s) = 0 for s > d. And similarly
Cg,g(e) is unimodular, so |Cλg,λg(e)| = λ2, while Cλg,λg(s) = 0 for s > e. So
it is necessary to have d = e and λ = 1 in order to have Cf,f (s)+Cλg,λg(s) =
0 for s = max{d, e}. So if we have a pair of unimodular polynomials (f, g)
and real number λ such that (f, λg) is a Golay pair, then λ = 1 and (f, g) is
a Golay pair with both f and g representing sequences of the same length.
In this case, Cf,f (s) = −Cg,g(s) for all nonzero s ∈ Z, and Cf,f (0) = Cg,g(0)
since f and g are unimodular of the same length, and so ADF(f) = ADF(g).
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