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ABSTRACT
In sensor array processing it is often required to know
the number of signals received by an antenna array,
since in practice only a limited number of observations
is available. Robust techniques for the estimation of the
model order are needed.
In this paper, we propose general application rules
for the most recent model order selection techniques
in the literature considering different one-dimensional
scenarios. Other important contributions are a more
general and improved form of the modified exponen-
tial fitting test (M-EFT) and extensions of other known
model order selection techniques for the case that the
number of sensors is greater than the number of snap-
shots.
Index Terms— Model Order Selection, Principal
Component Analysis, Signal Enumeration
1. INTRODUCTION
In many signal processing applications, including
radar, sonar, communications, channel modeling,
medical imaging, and the estimation of the
parameters of the dominant multipath components
from measurements, the model order selection is a
fundamental step. It allows us to separate the only
noise components from the principal components
applying a rank reduction of the data. For many
parameter estimation techniques such a rank reduction
approach is crucial.
Therefore, as important contributions in this article,
we propose an improved form of the modified expo-
nential fitting test (M-EFT) [1, 2, 3] and we compare
its performance to recent model order estimation tech-
niques available in the literature. Furthermore, after
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extensive simulation campaigns, we also propose rules
for the application of model order selection schemes.
The remainder of this article is organized as fol-
lows. After reviewing the notation in Section 2, the
data model is presented as an example for model or-
der estimation problems in Section 3. A short descrip-
tion of some of the most important recent methods for
model order selection is provided in Section 4. In Sec-
tion 5, an extension of the modified exponential fitting
test (M-EFT) is proposed. In Section 6 we perform
simulations in order to compare the Probability of De-
tection (PoD) of the different techniques mentioned in
this article. General rules for the application of state-
of-the-art model order selection schemes are described
in Section 7. In Section 8 conclusions are drawn.
2. NOTATION
In order to facilitate the distinction between scalars and
matrices, the following notation is used: scalars are de-
noted as italic letters (a, b, . . . ,A,B, . . . , α, β, . . .), col-
umn vectors as lower-case bold-face letters (a,b, . . .)
and matrices as bold-face capitals (A,B, . . .). Lower-
order parts are consistently named: the (i, j)-element
of the matrix A, is denoted as ai,j .
We use the superscripts T ,H ,−1 ,+ and ∗ for trans-
position, Hermitian transposition, matrix inversion, the
Moore-Penrose pseudo inverse of matrices, and com-
plex conjugation, respectively.
3. DATA MODEL
Consider the observation of a linear mixture of d
sources which can be written as
X = A ⋅S +N , (1)
where the mixing matrix A ∈ CM×d contains d lin-
early independent vectors ai ∈ CM×1, S ∈ Cd×N con-
tains the source symbols si(n), where i = 1, ..., d and
n = 1...,N , and the noise matrix N ∈ CM×N contains
ZMCSCG (zero-mean circularly symmetric Gaussian)
elements with variance σ2n.
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For the general data model of (1), it is possible to
estimate the model order via eigenvalue based tech-
niques, such as EFT [1, 2, 3], Akaike’s Information
theoretic Criterion (AIC) [4, 5], and the Minimum De-
scription Length (MDL) criterion [6, 5].
On the other hand, for the techniques not based on
the eigenvalues profile, but on the shift invariance
equation, e.g., ESTimation ERror (ESTER) [7] and
Subspace-based Automatic Model Order Selection
(SAMOS) [8], we use a more specific data model,
namely the superposition of d planar wavefronts
received by a uniform linear array (ULA) of M
sensors during N subsequent time instants. The
measurement samples are given by
xm,n =
d
∑
i=1
si(n) ⋅ ej⋅(m−1)⋅µi + nm,n, (2)
wherem = 1,2, . . . ,M , n = 1,2, . . . ,N , si(n) denotes
the complex amplitude of the i-th exponential at time
instant n, µi symbolizes the spatial frequency of the
i-th exponential, and nm,n models the additive noise
component inherent in the measurement process.
Note that (1) is a special case of (2) where the i-th
column of A is equal to [1, ej⋅µi , ..., ej⋅(M−1)µi ]T.
For the computation of the eigenvalues, λi, we can
simply apply the eigenvalue decomposition of the sam-
ple covariance matrix Rˆxx obtained from the measure-
ment matrix X via
Rˆxx =
1
N
X ⋅XH ∈ CMxM . (3)
In the noiseless case, we would have only d non-zero
eigenvalues, however, since the data is contaminated
by noise, we have min(M,N) non-zero eigenvalues.
Therefore, it is our goal to estimate the number d.
In this article, we assume that the number of
sources to be estimated is smaller than the number of
observations N and the number of sensors M , i.e.,
d ≤ min{M,N}.
4. MODEL ORDER SELECTION
TECHNIQUES
State-of-the-art model order estimation techniques
based on the eigenvalues include Akaike’s Information
theoretic Criterion (AIC) [4, 5], the Minimum
Description Length (MDL) criterion [6, 5], the
Efficient Detection Criterion (EDC) [9], the method
proposed in [10] denoted here as Nadakuditi Edelman
Model Order selection (NEMO) scheme, Stein’s
Unbiased Risk Estimator (SURE) [11] and the method
proposed in [12] named here as RADOI.
In AIC, MDL and EDC, the information criterion
is a function of the geometric mean, g(k), and arith-
metic mean, a(k), of the k smallest eigenvalues of (3)
respectively, and k is a candidate value for d.
In [3], we have shown modifications of AIC, MDL
and EDC for the case that M > N , which we denote
here by 1-D AIC and 1-D MDL. Basically the differ-
ence between AIC, MDL and EDC is the penalty func-
tion p(k,N,α), therefore these techniques can be writ-
ten in the following general form
dˆ = argmin
k
J(k) where (4)
J(k) = −N(α − k) log(g(k)
a(k)) + p(k,N,α),
where dˆ represents an estimate of the model order d.
The penalty functions for 1-D AIC, 1-D MDL and
1-D EDC are given by p(k,N,α) = k(2α − k),
p(k,N,α) = 1
2
k(2α − k) log(N), and
p(k,N,α) = 1
2
k(2α − k)√N ln(lnN) respectively.
According to [3] α = min[M,N], while
according to [10], we should use α = M , and
0 ≤ k ≤ min[M,N]. Note that we apply in this article
the same penalty function used in [7] for the EDC
technique. Note also that in EDC a general penalty
function is proposed such that this function should
obey some restrictions, thereby AIC and MDL are
specific cases of EDC.
In the Nadakuditi Edelman Model Order selection
(NEMO) scheme, the cost function to be minimized is:
dˆ = argmin
k
NEMO(k) where (5)
NEMO(k) = ψ
4
[N
M
] t2k + 2(k + 1) ,
tk =
⎡⎢⎢⎢⎢⎣
(M − k) ∑
M
i=k+1 λ
2
i
(∑Mi=k+1 λi)2
− (1 + M
N
)
⎤⎥⎥⎥⎥⎦
N − ( 2
ψ
− 1)M
N
,
ψ = 1 if X ∈ RM×N and ψ = 2 if X ∈ CM×N . In
NEMO, we have that 0 ≤ k < min(M,N).
In the SURE criterion, the risk Rˆ(k) must be mini-
mized according to the following expression:
dˆ = argmin
k
Rˆ(k) where (6)
Rˆ(k) = (M − k)σˆ2k + 2σ2k + (σˆ4k − 2σˆ2kσ2 + 4σˆ
2
kσ
2
N
) k∑
i=1
1
λi
+ 4σ
2
N
k
∑
i=1
M
∑
j=k+1
λi − σˆ2k
λi − λj +
2σ2
N
k(k − 1)
− 2σ
2
N
(M − 1) k∑
i=1
(1 − σˆ
2
k
λi
)
where σˆ2k =
1
M − k
M
∑
i=r+1
λi and σ2 is estimated via
random matrix theory using the algorithm also derived
in [11]. In order to apply SURE, it is necessary to as-
sure that a certain percentage, e.g., 25 %, of the small-
est eigenvalues is only composed of noise.
In [11], SURE outperforms the Laplace [13] and
BIC [14] methods in terms of the Probability of Detec-
tion (PoD).
The RADOI model order selection scheme is an
empirical approach [12], and its cost function is given
by
dˆ = argmin
k
RADOI(k) where (7)
RADOI(k) = λk+1 ⋅ (M∑
i=2
λi)−1 − ξk ⋅ (M−1∑
i=1
ξi)−1 ,
(8)
where ξk = 1− α⋅(λk−µk)µk , µk =
1
M−k
⋅∑Mi=k+1 λi, and α
is given by
α = [argmax
k
(λk − µk)
µk
]−1 . (9)
In [12], RADOI outperforms the Gerschgoerin disk es-
timator (GDE) criterion [15] in the presence of colored
noise, while its performance in the presence of white
noise is similar to the GDE criterion.
Other recent approaches based on expressions
with eigenvectors are ESTimation ERror (ESTER) [7]
and Subspace-based Automatic Model Order Selection
(SAMOS) [8]. Note that although for many scenarios
the Probability of Detection (PoD) of SAMOS is supe-
rior to the PoD of ESTER, in SAMOS there is the limi-
tation that 1 ≤ dˆ < min (⌊M−1
2
⌋ ,N), while dˆ in ESTER
can assume values such that 1 ≤ dˆ < min (M,N). ⌊⌋
denotes the floor operator. Both ESTER and SAMOS
are based on the shift invariance equations, which con-
strain the type of data used, in contrast to the other tech-
niques in this article.
The ESTER’s residual error for the model order es-
timation is given as follows:
dˆ = argmax
k
1
EE(k)2 where (10)
EE(k)2 = ∥J1 ⋅Uk ⋅ Ψˆ − J2 ⋅Uk∥22 where
Ψˆ = (J2 ⋅Uk)+ ⋅ J1 ⋅Uk
where J1 ∈ RM−1×M and J2 ∈ RM−1×M are the se-
lection matrices for the first M − 1 sensors and for the
last M − 1 sensors respectively, and Uk represents the
k first left singular eigenvectors of X .
In SAMOS, the matrix U tbk = [J2Uk J1Uk] ∈
C
M−1×2⋅d is defined. Without noise U tbk is a rank-d
matrix, and the last d singular values λtbd+1,...,λtb2d are
equal to zero. Therefore, the model order selection ex-
pression for SAMOS is given by:
dˆ = argmax
k
1
ES(k) where (11)
ES(k) = 1
k
2k
∑
i=k+1
λtbi where
where λtbi denotes the i-th singular value of U
tb
k .
5. EXTENSION OF THE MODIFIED
EXPONENTIAL FITTING TEST
AIC and MDL often fail when the number of inde-
pendent temporal snapshots N is small, in contrast to
EDC and mainly NEMO, whose PoD is very high in
such a case. The Modified Exponential Fitting Test (M-
EFT) [3], an improved version of the Exponential Fit-
ting Test (EFT) [1, 2], has also a very high PoD for such
a scenario. EFT is based on the observation that, in the
noise-only case, the profile of the ordered eigenvalues
can be well approximated by a decaying exponential.
Let λi be the i-th eigenvalue of the sample covari-
ance matrix in (3). The exponential model may be ex-
pressed as
E{λi} = E{λ1} ⋅ q(α,β)i−1, (12)
where E{⋅} is the expectation operator and we assume
that the eigenvalues are sorted so that λ1 is the largest.
The term q(α,β) for the M-EFT is given by
q(α,β) = (13)
exp
⎧⎪⎪⎪⎨⎪⎪⎪⎩−
¿ÁÁÀ 30
α2 + 2
−
√
900(α2 + 2)2 − 720αβ(α4 + α2 − 2)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ ,
so that 0 < q(α,β) < 1 and where α = min {M,N}
and β = max{M,N}.
Three fundamental equations are necessary for the
derivation of M-EFT. The first one is the assumption
of the exponential profile approximation in (12). The
second is the sum of the expectation of the eigenvalues
in
α
∑
i=1
E{λi} =M ⋅ σ2n. (14)
The last fundamental equation is the expectation of the
square of the eigenvalues in
α
∑
i=1
E{λ2i } = M
N
⋅ (M +N + γ) ⋅ σ4n. (15)
In case of real-valued noise, we set γ = 1, otherwise γ =
0. Basically (15) is modified here in contrast to [1, 2, 3]
due to the fact that E{nm,n ⋅n∗m,n ⋅nm,n ⋅n∗m,n} = 3 for
real-valued noise, and is equal to 2 for complex-valued
noise.
Therefore, in contrast to (13), we obtain q from the
following equation
(C1(M,N) − 1) ⋅ qα+1 + (C1(M,N) + 1) ⋅ qα
(16)
−(C1(M,N) + 1) ⋅ q + 1 −C1(M,N) = 0,
where C1(M,N) = M+N+γM ⋅N . To find a closed-form ex-
pression for the rate q in (13), equation (16) was solved
in [3] using an approximation. Alternatively, in this
variation of M-EFT, we can solve (16) using numerical
methods. Moreover, we extend (16) also to the real-
valued case, which can be accomplished by replacing
C1(M,N) = M+NM ⋅N , as used in [3] by the more general
expression C1(M,N) = M+N+γM ⋅N .
Similarly to the EFT, in our proposed variation of
the M-EFT, it is assumed that the smallest eigenvalue is
a noise eigenvalue, and then the prediction of the noise
eigenvalues is performed by using the set of the previ-
ous eigenvalues. Thereby, it is only possible to obtain
α − 1 predicted eigenvalues.
The decision if a certain eigenvalue is a noise eigen-
value is performed by computing its relative distance
with respect to the predicted eigenvalue. For this rel-
ative distance a threshold is defined as function of the
probability of false alarm.
Finally the estimation of the model order stops when
the relative distance between the eigenvalue and its pre-
diction is outside the threshold region, otherwise, the
next larger eigenvalue is tested.
6. SIMULATION RESULTS
In this section we present simulation results demon-
strating the performance of the proposed methods con-
sidering the data model from (2). Following the CFAR
(Constant False-Alarm Rate) approach, the probabil-
ity of false alarm is set to a constant for all signal to
noise ratios. For simplicity, we set Pfa = 10−4 for
all threshold values computed for M-EFT and the pro-
posed variation. It is therefore instructive to compare
the probability of correct detection, i.e., Pr (dˆ = d) ver-
sus the SNR. We also assume that the noise samples are
zero mean circularly symmetric complex Gaussian dis-
tributed and mutually independent with variance equal
to σ2n. The spatial frequencies µi are drawn from a uni-
form distribution in [−pi,pi]. The source symbols are
zero mean i.i.d. circularly symmetric complex Gaus-
sian distributed with power equal to σ2s for all the sources.
The SNR at the receiver can then be defined as
SNR = 10 ⋅ log10 (σ2sσ2n) . (17)
In Figure 1, we consider real-valued Gaussian data
and noise, and as expected the extension of the M-EFT,
represented in the legend as M-EFT II, outperforms M-
EFT.
Several recent model order selection techniques are
compared in Figure 2, and particularly in this scenario
we are interested in the case of having a small number
of both sensors and snapshots. We can see that the two
versions of M-EFT and the traditional EFT outperform
all the other techniques. The 1-D AIC has a better per-
formance than AIC, and also than the other techniques
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Fig. 1. Comparing the M-EFT II and M-EFT for the
case of real noise. Probability of detection vs. SNR for
an array of size M1 = 5. The number of snapshots N is
set to 6 and the number of sources d = 3.
in the literature. The same behavior is observed for the
1-D MDL and MDL.
In Figure 3, we increase the number of sensors to
100, and a very significant difference of performance
between the M-EFT techniques and all the other tech-
niques is observed. For example, NEMO is 5 dB far
away from the M-EFT techniques. Furthermore, 1-D
AIC and 1-D MDL have a better performance than AIC
and MDL, while no improvement is observed for 1-D
EDC compared to the EDC.
7. COMPARISON OF STATE-OF-ART
SCHEMES
After extensive simulation campaigns, we have obtained
the following results for different one-dimensional sce-
narios:
1.1) IfM > N , the two versions of M-EFT outperform
all the other model order estimation techniques.
As an exception for this rule, the scenario de-
scribed in rule 1.3) is shown;
1.2) If M ≤ N and considering a high number of sam-
ples, N , many solutions can be applied, e.g., M-
EFT and its variation proposed here, the tradi-
tional EFT, AIC, and MDL. However, since thresh-
old coefficients are not required for AIC and MDL,
they turn out to be the best option.
1.3) If N ≤ 8 and M ≤ 10, or even smaller, then the
traditional EFT and the NEMO slightly outper-
forms the two versions of M-EFT. Otherwise, the
versions of M-EFT have a better PoD.
In addition, for real valued data, the proposed vari-
ation of M-EFT should be used instead of M-EFT and
for complex value data, both can be applied.
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Fig. 2. Probability of detection vs. SNR for an array of size M1 = 15. The number of snapshots N is set to 10 and
the number of sources d = 3.
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Fig. 3. Probability of detection vs. SNR for an array of size M1 = 100. The number of snapshots N is set to 10
and the number of sources d = 3. In this scenario the Pfa is set to 10−5.
8. CONCLUSIONS
In this article, we present general rules for selecting the
best model order selection techniques for different sce-
narios. We propose also a variation of M-EFT, whose
PoD is higher for real valued data if compared to the
M-EFT.
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