Abstract. Lanczos-type product methods for the solution of large sparse non-Hermitian linear systems either square the Lanczos process or combine it with a local minimization of the residual. They inherit from the underlying Lanczos process the danger of breakdown. For various Lanczostype product methods that are based on the Lanczos three-term recurrence, look-ahead versions are presented, which avoid such breakdowns or near breakdowns at the cost of a small computational overhead. Di erent look-ahead strategies are discussed and their e ciency is demonstrated by several numerical examples.
1. Introduction. Lanczos- As for BiCG, where the convergence can be smoothed by applying the quasiminimal residual (QMR) method 16] or the local minimum residual process (MR smoothing) 37], 47], product methods can be combined with the same techniques 14], 47] to avoid the likely \erratic" convergence behavior 11], 36]; the bene t of these smoothing techniques is disputed, however.
A well-known problem of all methods that make implicit use of the Lanczos polynomials generated by a non-Hermitian matrix is the danger of breakdown. Although exact breakdowns are very rare in practice, it has been observed that near-breakdowns can slow down or even prevent convergence 43 ] allow us to avoid this problem when we use variants of the BiCG method with or without the mentioned smoothing techniques. However, the general look-ahead procedures that have so far been proposed for (Bi)CGS or other LTPMs are either limited to exact breakdowns 8], 9] or are based on di erent look-ahead recursions: in fact, the look-ahead steps proposed by Brezinski and Redivo Zaglia 5] to avoid near-breakdowns in CGS and those in 6], which are applicable to all LTPMs, are based on the so-called BSMRZ algorithm, which is itself based on a generalization of coupled recurrences (di erent from those of the standard BiOMin and BiODir versions of the BiCG method) for implementing the Lanczos method. For a theoretical comparison of the two approaches we refer to 25, x 19] . Recently, a number of further \look-ahead-like" algorithms for Lanczos- y German Aerospace Research Establishment (DLR), German Remote Sensing Data Center (DFD), D-82234 Oberpfa enhofen, Germany (kjr@dfd.dlr.de). Formerly also at CSCS/SCSC. 1 19], and Ziegler 48] . Their discussion is beyond the scope of this paper, but it seems that 1, 7, 48] are restricted to exact breakdowns.
In this paper, we start from the approach in 15] and 23, x 9] and derive an alternative look-ahead procedure for LTPM algorithms that make use of the Lanczos three-term recurrences. Compared to the standard coupled two-term recurrences they have the advantage of being simpler to handle with regard to look-ahead, since they are only a ected by one type of breakdown. In contrast to the rst version of this work 26], we also capitalize upon an enhancement for the look-ahead Lanczos algorithm pointed out by Hochbruck recently (see 28] , 25]), which is here adapted to LTPMs.
Other improvements help to further reduce the overhead and stabilize the process.
Starting with an initial approximation x 0 and a corresponding initial residual y 0 := b ?Ax 0 , LTPMs generate in n steps a basis of the 2n-dimensional Krylov space K 2n := K 2n (A; y 0 ) in such a way that the even indexed basis vectors are of the form n (A) n (A)y 0 ; (1.1) where n is the nth Lanczos polynomial (see below) and n is another suitably chosen polynomial of exact degree n. In the algorithms we discuss, these vectors will be either the residual of the nth approximation x n or a scalar multiple of it. By allowing them The aim is to nd in the (n + 1)th step of an LTPM an improved approximation x n+1 by computing a new product vector w n+1 n+1 from previously determined ones in a stable way. To visualize the progression of an algorithm and the recurrences it uses we arrange the product vectors w l n in a w-table 1 . Its n-axis points downwards and its l-axis to the right. We describe then how an algorithm moves in this table from the upper left corner downwards to the right. This paper is organized as follows. In Section 2 we review the look-ahead Lanczos process. Versions based on the Lanczos three-term recurrences of various LTPMs are introduced in Section 3. In Section 4 we present for these LTPMs look-ahead procedures and analyze their computational overhead, and in Section 5 several look-ahead strategies are discussed. Our preferred way of applying the look-ahead procedures to obtain the solution of a linear system is presented in Section 6. In Section 7 the e ciency of the proposed algorithms is demonstrated by numerical examples, and in Section 8 we draw some conclusions. fy n g n=0 , of left and right Lanczos vectors he y m ; y n i = 0 if m 6 = n or m = n = ; n 6 = 0 if m = n < ; (2.2) or, equivalently, e y n ? K n ; e K n ? y n :
Here, h ; i denotes the inner product in C N , which we choose to be linear in the second argument, and ? indicates the corresponding orthogonality.
The sequence of pairs of Lanczos vectors can be constructed by the three-term recursions y n+1 = (Ay n ? y n n ? y n?1 n )= n e y n+1 = (A H e y n ? e y n n ? e y n?1 n )= n ; (2.4) with coe cients n and n that are determined from the orthogonality condition (2.2) and nonvanishing scale factors n that can be chosen arbitrarily. Choosing n = ? n ? n would allow us to consider the right Lanczos vectors y n as residuals and to update the iterates x n particularly simply. But this choice also introduces the possibility of a breakdown due to n + n = 0. Therefore, we suggest in Section 6 a di erent way of de ning iterates. From (2.4) it follows directly that the Lanczos vectors can be written in the form y n = n (A)y 0 ; (2.5) e y n = n (A H )e y 0 ; (2.6) where n denotes the n-th Lanczos polynomial. Since we aim here at LTPMs, we consider for the Krylov spaces e K n more general basis vectors of the form e z n = n (A H )e z 0 ; (2.7) with arbitrary, but suitably chosen polynomials n of exact degree n and e z 0 := e y 0 . In general, e z n+1 ? K n+1 will no longer hold, but e K n+1 ? y n+1 can still be attained by enforcing e z n?1 ? y n+1 and e z n ? y n+1 , which means choosing the coe cients n and n in (2.4) in the following way: if n > 0 we need 0 = he z n?1 ; y n+1 i = (he z n?1 ; Ay n i ? he z n?1 ; y n i n ? he z n?1 ; y n?1 i n ) = n ; but since he z n?1 ; y n i = 0, we have, with n := he z n ; y n i, n = he z n?1 ; Ay n i he z n?1 ; y n?1 i = he z n?1 ; Ay n i n?1 : (2.8)
When n = 0, we set 0 = 0. Similarly, from the orthogonality condition he z n ; y n+1 i = 0 we obtain n = he z n ; Ay n ? y n?1 n i he z n ; y n i = he z n ; Ay n ? y n?1 n i n : (2.9) 3 K n ? y n and n 6 = 0 by e K nj ? y n ; if n n j (j = 0; : : : ; J); (2.10) and D j := (he z k ; y l i) nj+1?1 k;l=nj nonsingular if j < J; (2.11) where 0 = n 0 < n 1 < < n J = N is the subsequence of indices of (well-conditioned) regular Lanczos vectors y nj ; for the other indices the vectors are called inner vectors. Likewise, we refer to n as a regular index if n = n j for some j, while n is called an inner index otherwise. Note that there is considerable freedom in choosing the subsequence fn j g J j=0 : for example, we might request that the smallest singular value min (D j ) is su ciently large.
The sequence fy n g is determined by the condition e K nj ? y n if n j n < n j+1 and hence it does not depend directly on the sequence fe z n g but only on the spaces e K nj that are spanned by the rst n j elements of fe z n g. On This recursion can be applied to move forward in the vertical direction in the w-table.
To obtain a formula for proceeding in the horizontal direction, the recursion for the chosen polynomials l ( ) is capitalized upon in an analogous way. The second basic idea is to rewrite the inner products that appear in the Lanczos process in terms of product vectors: he z l ; y n i = h l (A H )e z 0 ; y n i = he z 0 ; l (A)y n i = he z 0 ; w l n i; he z l ; Ay n i = h l (A H )e z 0 ; Ay n i = he z 0 ; A l (A)y n i = he z 0 ; Aw l n i:
For the coe cients n and n of (2.8) and (2.9) this results in n = he z 0 ; Aw n?1 n i he z 0 ; w n?1 n?1 i ; n = he z 0 ; Aw n n ? w n n?1 n i he z 0 ; w n n i :
LTPMs still have short recurrence formulas if the polynomials l have a short one. In addition, they have two advantages over BiCG: rst, multiplications with the adjoint system matrix A H are avoided; second, for an appropriate choice of the polynomials l ( ) smaller new residuals r l := w l l = l (A)y l can be expected because of a further reduction of y l by the operator l (A). Di erent choices of the polynomials l ( ) lead to di erent LTPMs. In the following we brie y review some possible choices for these polynomials. We start with the general class where they satisfy a three-term recursion. Since then both the`left' polynomials l and the`right' polynomials n ful ll a three-term recursion, we say that this is the class of (3; 3)-type LTPMs.
In the following we brie y review some possible choices for these polynomials. For a more detailed discussion and a pseudocode for the resulting algorithms we refer to 36]. from previously calculated ones, namely w l m , (m; l) := (n; n); (n?1; n); (n; n?1); (n? 1; n?1), and the product Aw n?1 n also evaluated before. At the end of the loop, besides w n+1 n+1 also w n+1 n , w n+1 n?1 and Aw n n+1 , which will be needed in the next run through the loop, are available. 
In view of the two-dimensional local residual norm minimization performed at every step (except the rst one) we call this the BiOxMR2 method 2 . A version based on coupled two-term Lanczos recurrences of this method was introduced by the rst author in a talk in Oberwolfach (April 1994). Independently it was as well proposed by Cao 10] and by Zhang 46] , whose Technical Report is dated April 1993. Zhang also considered two-term formulas for l and presented very favorable numerical results. 2 The letter`x' in the name BiOxMR2 re ects the fact that the residual polynomials of this method are the products of the Lanczos polynomials generated by the BiO process with polynomials obtained from a successive two-dimensional minimization of the residual (MR2). Similarly, BiOxCheb means a combination of the BiO process with a Chebyshev process. Here l may be obtained by solving the one-dimensional minimization problem (3.9), so l is given by (3.10). However, if j l j is small, this choice is dangerous since the vector component needed to enlarge the Krylov space becomes negligible 38]. Then some other value of l should be chosen. Except for roundo , the choice has no e ect on later steps, because l and l are determined by solving the two-dimensional minimization problem (3.5).
Multiplying y n by l+1 (A) and applying (3.11) leads to w l+1 n = w l n ? Aw l n l if l is even Aw l n l + w l n l + w l?1 n (1 ? l ) if l is odd:
Now, Loop 3.1 applies with n = 1, n = ? n if n is even, while n and n are chosen as indicated above if n is odd. If n is even, there is no need to compute w n?1 n+1 in substep 2 of the loop.
BiO-Squared (BiOS). BiOS is obtained by \squaring" the three-term
Lanczos process: among the basis vectors generated are those Krylov space vectors that correspond to the squared Lanczos polynomials. By complementing BiOS with a recursion for Galerkin iterates we will obtain BiOResS, a (3; 3)-type version of Sonneveld's (2; 2)-type conjugate gradient squared (CGS) method 42]. The method ts into the framework of LTPMs if we identify
The vectors e z n = n (A H )e z 0 = n (A H )e y 0 = e y n are then exactly the left Lanczos vectors so that now y n ? e K n as well as e z n ? K n is ful lled. Thus, the coe cient n in (3.2) simpli es to n = he z 0 ; Aw n n i he z 0 ; w n n i ; (3.14) and the w-table becomes symmetric since w l n = l (A) n (A)y 0 = n (A) l (A)y 0 = w n l : Note that we exploit in substep 2 the symmetry of the w-table: the product vector w n n?1 , which is needed for the calculation of w n n+1 by (3.1), is equal to w n?1 n and need not be stored. We also point out that As in Section 3, the coe cient vectors 0 n and, in the regular case, n can be expressed in terms of the product vectors by rewriting all inner products in such a way that the part l (A H ) Thus, the auxiliary vector can be updated in the horizontal direction at the cost of one matrix-vector product (MV) per step. Combining the recursions for the vertical movement with those for the horizontal movement leads to the look-ahead version of an LTPM. (Actually, we will also need to compute approximations to the solution A ?1 b of the linear system; but we defer this till section 6). Because of the additional vectors involved in the above recurrence formulas, it seems that such a look-ahead LTPM requires much more computational work and storage than its unstable, standard version. However, the number of lookahead steps as well as the size of their blocks is small in practice, so that the overhead is moderate. Moreover, we describe in the following for various choices of polynomials n ( ) how MVs that are needed can be computed indirectly by applying the recurrence formulas. In the same way also the values of inner products can be obtained indirectly at nearly no cost.
4.1. Look-ahead LTPMs based on a three-term recursion for f l g: LABiOxCheb and LA-BiOxMR2. For methods incorporating a horizontal threeterm recurrence, such as BiOxCheb and BiOxMR2, applying the above principles for look-ahead LTPMs leads to the general Loop 4.1. Note that the rst four substeps are identical in both cases. We will see in Section 5 that the decision between a regular and an inner loop is made during substep 5.
In Figure 4 .2 we display the action of this loop in the w-table, but now we use a di erent format than before, which, on the one hand speci es what has been known before the current sweep through the loop and what is being computed in this sweep. In particular, the following symbols and indicators are used:
`V' indicates that the corresponding product vector is already known; `A' as`denominator' indicates that the product of the vector represented bỳ V' with the matrix A was needed; a solid box around a`fraction' means that this product by A required (or requires) an MV; no box around a`fraction' means that this product can be obtained by applying a recurrence formula; a number as entry speci es in which substep of the current sweep this entry is calculated; a prime indicates that the vector is an auxiliary one, as de ned in (4.1) (these vectors are displayed in the last row of the corresponding block of the w- (3.4) to compute indirectly Aw +1 n , : : :, Aw n?2 n .
5. Use (4.2) to compute w n n+1 and w n?1 n+1 .
6. Compute Aw n n+1 and n; n.
7. Use (3.4) to compute w n+1 n j , : : :, w n+1 n+1 . Inner Loop (n = n j ) n j?1 n j n + 1 n j?
Regular Loop (h j = 1; n = n j ) n j?1 n j n j+1 n j?
Inner Loop (n = n j + 3) n j?1 n j n n + 1 n j?
Regular Loop (h j = 5) n j?1 n j n n j+1 n j? both in our procedure and in the standard one that does not allow for look-ahead. Hence, in a step of length 2, we have 25% overhead, in a step of length 3 there is 50% overhead, and for even longer steps, which are very rare in practice, the overhead grows gradually towards 100%.
4.2. Look-ahead for BiOStab and BiOStab2. Since the horizontal recurrence (3.8) for BiOStab is only a two-term one, there is no need to compute elements of the second subdiagonal of the w-table as long as we are not in a look-ahead step.
In case of a look-ahead step, this remains true for those of these elements that lie in a subdiagonal block, but, of course, not for those in a diagonal block. For Loop 4.1 this means that simpli es to := n j and that in substep 5 of a regular loop there is no need to compute w n?1 n+1 . All the other changes refer to equation numbers or the coe cients n and n . In summary, we obtain Loop 4.2. Again the rst four substeps are the same in both cases, and the choice between them will be made in substep 5.
In Figure 4 .3 we display for this loop the two sections of w-tables that correspond to the second pair in Figure 4 .2.
Since those product vectors from Loop 4.1 that are no longer needed in Loop 4.2 were found without an extra MV before, the overhead in terms of MVs remains the same here.
Look-ahead for BiOStab2 could be de ned along the same lines, by alternating between steps of Loop 4.1 and Loop 4.2. At this point it also becomes clear how to obtain a look-ahead version of BiOStab(`), an algorithm analogous to BiCGStab(`) of Sleijpen and Fokkema 38] , but based on the three-term Lanczos process instead of coupled two-term BiCG formulas.
4.3. Look-ahead (bi)conjugate gradient squared: LA-BiOS. For BiOS, which will be the underlying process for our BiOResS version of BiCGS, the horizontal recurrence (3.4) has to be substituted by the Lanczos recurrence given in (3.16), which may need to be replaced by the look-ahead formula that is analogous to (4.2) with l and n exchanged and with suitably de ned auxiliary vectors and blocks of vectors. But since the w-table is symmetric, we can build it up by vertical recursions only and re ections at the diagonal. Inner Loop (n = n j + 3) n j?1 n j n n + 1 n j?
Regular Loop (h j = 5) n j?1 n j n n j+1 n j? and for each l with n k l < n k+1 the same coe cient 0 l := n k l n k ?1 as in (4.6), then in view of (2.17) Inner Loop (n = n j + 3) n j?1 n j n n + 1 n j?
Regular Loop (h j = 5) n j?1 n j n n j+1 n j? n is computed directly, need to be computed explicitly. This means that in all algorithms the number of required IPs is equal to the number of required MVs. We must admit, however, that such recursively computed inner products, as well as the recursively computed matrix-vector products, may be the source of additional roundo , which may cause instability.
Actually, for understanding how to compute all the inner products needed, the reader may want to introduce a -table and a -table with In terms of MVs, the cost of a look-ahead step of length h j > 1 has been speci ed in the previous subsection. By subtracting the cost for h j non-look-ahead steps, that is 2h j MVs, we obtain the overhead summarized in Table 4 .1. We stress that when 16 h j = 1 our algorithm has no overhead except for the necessary test of regularity, which, if it fails, would reveal an upcoming instability and initiate a look-ahead step.
The table lists additionally the overhead in storage of N-vectors in a straightforward implementation that is not optimized with respect to memory usage.
For comparison, we cite from page 60 of 5] or page 180 of 6] that the CGS lookahead procedure of Brezinski and Redivo Zaglia requires 6h j ? 3 MVs if h j n j + 1 (the typical case) and 5h j + n j ? 2 MVs if h j > n j + 1 (which means that a relatively large look-ahead step is needed in one of the rst few iterations). Therefore, compared to our numbers, the overhead in terms of MVs is about four times (if h j is large, but h j n j +1 ) to ve times (if h j = 2) larger than in our LA-BiOS (assuming as the basis a standard CGS implementation requiring 2MVs per ordinary iteration). However, we also note that, according to the above numbers, for a step without look-ahead (h j = 1), the methods of 5] and 6] need 3MVs instead of 2MVs.
5. Look-Ahead Strategies. In this section we address the delicate issue of when to perform a look-ahead step, which means in an LTPM to decide whether the new vertical index n+1 is a regular index or an inner index, i.e., whether the required product vectors w l n+1 in the (n + 1)th row of the w- y n and y n are not computed explicitly in a product method, we need to rewrite the conditions of this criterion in terms of the product vectors w l n . Let us rst motivate these conditions.
In the case of an exact breakdown, where 0 = n = he z 0 ; w n n i = he z n ; y n i and e z n 6 = 0; y n 6 = 0, a division by zero would occur in the next Lanczos step. The rst task of the look-ahead process is to circumvent these exact breakdowns without the necessity of restarting the Lanczos process and loosing its superlinear convergence. In nite precision arithmetic, exact breakdowns are very unlikely. However, near breakdowns, where j n j is very small, may occur and cause large relative roundo errors in the Lanczos coe cients n and n given by (3.2).
To be more precise, we recall that the relative roundo error in the computation of the inner product n = he z 0 ; w n n i is bounded by 18, p. 64] j ( n ) ? n j j n j 1:01N" hje z 0 j ; jw n n ji j n j 1:01N" ke z 0 kkw n n k j n j ;
where " denotes the roundo unit. Thus, a small value of j n j leads in nite precision arithmetic to a big relative roundo error in the computation of the inner product n , which also causes a perturbation of the Lanczos coe cients n and n , since they depend on n and n?1 respectively. The second task of the look-ahead process is therefore, to avoid a convergence deterioration due to perturbed Lanczos coe cients. Of course, similar roundo e ects may come up in the numerators of the formulas (3.2) for n and n , but large relative errors in those will only be harmful if the denominators are small too.
We would like to point out that in an LTPM the inner products n can be enlarged to a certain extent by an appropriate adaptive choice of the polynomials n 39, 40], as long as h ? A H n e z 0 ; y n i 6 = 0. For example, considering the BiOStab case, where w n n = w n?1 n ? Aw n?1 n n?1 , we obtain, since he z 0 ; w n?1 n i = 0: ke z 0 kkw n n k j n j = w n?1 n ? Aw n?1 n n?1 j n?1 j kz 0 k he z 0 ; Aw n?1 n i : Thus, minimizing the relative roundo error in the calculation of n is equivalent to choosing n?1 such that it minimizes w n?1 n ? Aw n?1 n n?1 =j n?1 j. This leads to OR n?1 := w n?1 n 2 =hw n?1 n ; Aw n?1 n i, which corresponds to the use of orthogonal residual polynomials of degree 1 instead of minimal residual polynomials of degree 1 in the recursive de nition of l ( ). Therefore, minimizing the relative roundo error in the inner product n con icts often with the objective of avoiding large intermediate residuals in order to prevent the recursive residual to drift apart from the true residual 40]. Performing a look-ahead step is then the only possible remedy.
We need now to nd a criterion for deciding when a look-ahead step should be performed so that both the above objectives can be attained. In view of the recursion W n j = W n j since n + 1 = n j+1 is regular) the component in the new direction Aw n n is su ciently large, which will be the case if kAw n n k tol 2 kw t k; (5.3) where w t := W n j n + W n j?1 n = W n j n ? w 0 n j?1 0 n and tol 2 is a chosen tolerance. Compared to (5.2), condition (5.3) costs additional two inner products and the calculation of w t , which only in the regular case can be reused for the computation of the new product vector w n n+1 . Since we have kw t k C (k n k 1 + j 0 n j) with C := max w 0 n j?1 ; kw n k k : n j k < n j+1 ;
(5.4) 18 we could replace (5.3) by the less expensive condition kAw n n k tol 2 C (k n k 1 + j 0 n j) :
However, in an LTPM it is not possible to normalize all product vectors w l n (see Section 6); so C is not equal to 1. Moreover, (5.5) is less strict than (5.3) and (5.2).
Since a look-ahead step is more expensive than regular steps providing the same increase of the Krylov space dimension, a tight look-ahead criterion can save overall computational cost. Therefore, it is reasonable to spend extra e ort for it. For this reason we favor criterion (5.3).
A drawback of (5.3) is that it does not take the angle between Aw n n and w t into account. If C c := 1 ? jhAw n n ; w t ij= (kAw n n k kw t k) is small, tol 2 in ( with suitably chosen constants C 1 = C 1 (") and C 2 = C 2 (") depending on the roundo unit ". This criterion requires an extra inner product and an appropriate choice for C 1 and C 2 . For many small problems C 1 = 10 ?3 and C 2 = 10 ?2 worked well, but for larger problems we observed that C c decays dramatically with the block size.
Therefore, the probability that (5.3) with tol 2 as de ned in (5.6) will be ful lled decreases with the block length and leads very often (especially in BiOS) to situations where the maximal user speci ed block size was reached. Of course, x l n will be constructed only when w l n is. If _ l n 6 = 0, it follows from (6.3) that x l n = _ l n can be considered as an approximate solution of Ax = b, whose corresponding residual is w l n = _ l n . In order to derive recursions for the scalars _ l n and the product iterates x l n , we introduce the blocks X l j? If we arrange the product iterates x l n and the scalars _ l n in two tables analogous to the w-table (with the n-axis pointing downwards and the l-axis to the right), these two recursions can be used to proceed in vertical direction.
To obtain recursions for a horizontal movement, we assume rst that the polynomials n ( ) are given by the normalized three-term recurrence (3.3) . This covers all algorithms described in this paper except look-ahead BiOS. Using (3.4) and (6.3) we see that the product iterates satisfy x l+1 n = ?w l n l + x l n l + x l?1 n (1 ? l ): (6.7) For the scalars _ l n the recursion _ l+1 n = _ l n l + _ l?1 n (1 ? l ) are valid, but since the polynomials l are normalized (that is, l (0) = 1 for all l), the scalars _ l n do not change with the index l, and we have simply _ l n = _ 0 n = n (0).
In look-ahead BiOS only one horizontal movement is explicitly computed per step, namely in substep 5 of Loop 4.3 based on the recurrence (4.13). If we de ne in analogy to (4.10) ?1 T n?nj+1 n ? 1 T hj?1 n if n j < n + 1 = n j+1 ; (6.10) with 1 m := 1 1] T m 1 , also the Lanczos polynomials n could be normalized ( n (0) = 1), so that _ l n = 1 for all n; l 0. However, as we mentioned before, some n might turn out to be zero, which would lead to a so-called pivot breakdown. Moreover, to avoid over ow or under ow, in the Lanczos process the scaling parameter n is often used to normalize the Lanczos vectors y n . But since the Lanczos vectors y n are not explicitly computed in an LTPM, we cannot base the choice of n here on their norm. However, independent of the size of the blocks generated by the look-ahead process, Hochbruck 27] showed that the computational work for solving a linear system with a p-cyclic system matrix by QMR with look-ahead can be reduced by approximately a factor 1=p (compared to a straight-forward implementation using sparse matrixvector multiplications with A), if the initial Lanczos vectors have only one nonzero block conforming to the block structure of A, if the inner vectors are chosen so that the nonzero structure of (A ? I)y n is not destroyed, and if the blocks B k are used for generating only possibly nonzero components of the Krylov space basis. Then it can be proven that in each cycle of p steps there are at least p ? 2 consecutive exact breakdowns for p > 2. But when using directly the system matrix A to generate the Krylov subspace, we have only in the rst cycle of p steps p ? 2 consecutive exact breakdowns, while in the following cycles these will, in general, no longer persist, but must be expected to become near-breakdowns. Therefore, such problems provide good test examples for look-ahead algorithms. Table 7 .1. Those are found exactly where predicted.
Example 4. We move now to a bigger 4-cyclic system matrix with B k = B for k = 1; : : : ; 4, where B is a 100 100 matrix with random entries. The results for this problem are shown in Figure 7 .4, and the indices of the regular steps are depicted also in Table 7 .1. Again, they occur where predicted.
Example 5. Finally, we consider an 8-cyclic system matrix with B de ned as in Example 4. The convergence history plotted in Figure 7 .5 shows oscillations in the residual norm history of LABiOS, but overall LABiOS needs one iteration step less than LABiOStab and LABiOxMR2 to ful ll the convergence condition. For all methods the same look-ahead criterion ((5.3) with tol 2 de ned as in (5.6) and C 1 = 10 ?3 , C 2 = 10 ?2 ) is used. Especially for LABiOS the correct choice of the look-ahead criterion seems to be crucial. While with the above values of C 1 and C 2 the breakdowns occurred only where expected, we discovered for this larger problem 8. Conclusions. We have proposed look-ahead versions for various Lanczos- type product methods that make use of the Lanczos three-term recurrences. Since they are based on the Lanczos look-ahead version of Gutknecht 23] and Freund et al. 15] , they can handle look-ahead steps of any length and avoid steps that are longer than needed. The algorithms proposed in this work should be easy to understand due to the introduction of an array of product vectors, symbolically displayed in the w- The look-ahead process in an LTPM stabilizes primarily the vertical movement in the w-table, except in the BiOS algorithm where the w-table is symmetric. For the horizontal movement it is also important to generate the Krylov space stably, and both BiOStab2 and BiOxMR2 (in particular when suitably modi ed) do that more reliably than BiCGStab, since the two-dimensional steps o er more exibility. This has also a lasting positive e ect on the roundo in the vertical movement. To stabilize the horizontal movement further, a local minimal residual polynomial of degree` 1 with an adaptive choice of`, as in BiCGStab(`) could be used. A further possibility is to adapt`to the size h j of the current Lanczos block, which would mean to perform in each regular step an h j -dimensional local minimization of the residual. An alternative is to trade in the local residual minimization for a more stable Krylov space generation whenever the former causes a problem. Yet another possibility, indicated in Section 4.2, is to combine the Lanczos process with a hybrid Chebyshev iteration.
It is known that in nite-precision arithmetic BiORes is usually more a ected by roundo than the standard BiOMin version of BiCG, at least with regard to the gap between recursively and explicitly computed residuals. Therefore, we are in the process to extend this work to look-ahead procedures for LTPMs that are based on coupled two-term recurrences.
