Abstract. In the paper, the authors establish integral representations of some functions related to the remainder of Burnside's formula for the gamma function and find the (logarithmically) complete monotonicity of these and related functions. These results extend and generalize some known conclusions.
Motivation and main results
A function f is said to be completely monotonic on an interval I if f has derivatives of all orders on I and (−1) n f (n) (x) ≥ 0 for all x ∈ I and n ≥ 0. A function f is said to be absolutely monotonic on an interval I if f has derivatives of all orders on I and f (n) (x) ≥ 0 for all x ∈ I and n ≥ 0. A positive function f (x) is said to be logarithmically completely monotonic on an interval I ⊆ R if it has derivatives of all orders on I and its logarithm ln f (x) satisfies (−1) k [ln f (x)] (k) ≥ 0 for all k ∈ N on I. For more information on these kinds of functions, please refer to the papers and monographs [7, 18, 27, 32, 36, 40, 44] and plenty of references cited therein.
It is well known that the classical Euler's gamma function may be defined by Γ(x) , is called the psi or digamma function, and ψ (k) (x) for k ∈ N are called the polygamma functions. The noted Binet's formula [17, p. 11] is called the remainder of Binet's formula (1.2) . By the way, some functions related to the function 3) have been investigated, applied, and surveyed in [8, 9, 10, 12, 23, 25, 26, 37] and many references listed therein.
For real numbers p > 0, q ∈ R, and r = 0, define f p,q,r (x) = r[θ(px) − qθ(x)]
(1.4) on (0, ∞). In [4, 12] and [5, Section 5] , the complete monotonicity of f p,q,r (x) and the star-shaped and subadditive properties of θ(x) were established. In [6, p. 892] and [17, p. 17] , it is given that ψ(x) = ln x − 1 2x − 2 ∞ 0 t d t (t 2 + x 2 )(e 2πt − 1) (1.5) and
on (0, ∞), where
and
.
In [38, 39] , it was obtained that (1) the function Λ p,q (x) is positive and decreasing in x ∈ (0, ∞) if (a) either q ≤ 0, (b) or 0 < p < 1 and pq ≤ 1, (c) or 0 < q = 
2 q = 1 and 0 < q ≤ 1; (4) the function Φ p,q (x) is negative and increasing in x ∈ (0, ∞) if (a) either 4 ≤ p 2 (1 + 3q) ≤ 1 + 3q, (b) or p > 1 and q ≥ 1. In [31] and its preprint [30] , some more properties on the remainder of Binet's formula (1.2) were further obtained.
Binet's formula (1.2) may be reformulated as
We also call θ(x) the remainder of Stirling's formula
established by James Stirling in 1764. When replacing θ(x) by 1 12 ψ ′ (x + α), it was proved in [21, 22, 41] that the function In [20] , the following conclusions were obtained.
(1) As n → ∞, the asymptotic formula
is the most accurate one among all approximations of the form
where a ∈ R; (2) As x → ∞, we have 
on the interval (max{0, −α}, ∞). In [11, 13] , it was showed that the function g α (x) is logarithmically completely monotonic if and only if α ≥ 1 and that the function 
was obtained, which may be rewritten as In [35] , among other things, some necessary and sufficient conditions on λ ≥ 0 for the function
to be logarithmically completely monotonic on (0, ∞) were discovered. For more information on inequalities for bounding the gamma function Γ and on the (logarithmically) complete monotonicity of functions involving Γ, please refer to the survey articles [24, 33, 34] and plenty of references collected therein.
When replacing θ(x) by
12x , Binet's formulas (1.2) and (1.9) become
We call ϑ(x) the variant remainder of Stirling's formula. In [42] , it was proved that the function ϑ(x) is strictly increasing on [1, ∞). In [19] , it was further proved that ϑ(x) is strictly decreasing on (0, β) and strictly increasing on (β, ∞), where β = 0.34142 . . . is the unique positive real number satisfying
We call b(x) and w(x) the remainder of Burnside's formula and the variant remainder of Burnside's formula respectively.
, n → ∞ (1.27) established in [3] . In [43] , it was proved that the functions −b(x), xb(x) + 
12x is completely monotonic on − 1 2 , ∞ ; (2) For x > 0, the function
and is completely monotonic on (0, ∞), where
is absolutely monotonic on (0, ∞); (3) For x > 0, the function
is absolutely monotonic on (0, ∞); (4) For x > 0, the function
is absolutely monotonic on (0, ∞); 
and is completely monotonic on − 1 2 , ∞ , where
is absolutely monotonic on (0, ∞);
has the integral representation
and is completely monotonic on −
2880 has the integral representation
is absolutely monotonic on (0, ∞). 
Proofs of main results
Now we start out to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. From (1.25) and (1.26), it follows that
By Binet's formula (1.2), we have ln Γ(x + 1) = x + 1 2 ln(x + 1) − x − 1 + ln √ 2π + θ(x + 1).
Substituting this into (2.1) results in
It was listed in [40, pp. 322-323, Entry 46] that
Making use of (2.3) in (2.2) produces
Since the function 
By straightforward computation, we have
→ 408 as t → 0, f ′′′ 13 (t) = 12e t (6t + 43).
As a result, since the product of finitely many absolutely monotonic functions is still absolutely monotonic, the function f 1 (t) is absolutely monotonic on (0, ∞ − e 3t (24t
+ 276092) − e t (72t 2 + 996t + 3361) − 9(3t + 14)
→ 181608 as t → 0, f Therefore, by the fact that the product of finitely many absolutely monotonic functions is still absolutely monotonic, we see that the function f 2 (t) is absolutely monotonic on (0, ∞). This implies that the function
By similar arguments to proofs of the absolute monotonicity of f 1 and f 2 , we may verify that the function f 3 is also absolutely monotonic on (0, ∞). Consequently, the function 16x
180 is completely monotonic on (0, ∞). Employing the integral representation (1.28) and integrating by parts gives
The verification of the absolute monotonicity of h 1 (t) is same as that of f 1 and f 2 . Accordingly, the function (2x + 1)b(x) + 1 12 is completely monotonic on − 1 2 , ∞ . Using the integral representation (1.28) and integrating by parts acquires
By similar arguments to proofs of the absolute monotonicity of f 1 and f 2 , we may verify that the functions h 2 , h 3 , and h 4 are absolutely monotonic on (0, ∞). Consequently, the functions −(x + 1)b(x) − 
Remarks
For better understanding our main results, we list several remarks as follows.
Remark 3.1. In [18, 40, 44] , we may find the classical Bernstein-Widder theorem which reads that a function f is completely monotonic on (0, ∞) if and only if it is a Laplace transform of some nonnegative measure µ, that is,
where µ(t) is non-decreasing and the integral converges for 0 < x < ∞. In [1, 7, 28, 29, 40] , we may search out that any logarithmically completely monotonic function must be a completely monotonic function, but not conversely. To some extent, these reveal the significance and meanings of our main results. which may be rewritten as
Combining these two identities with Theorem 1.1, we may deduce the complete monotonicity of some functions related to the remainder θ(x) and the variant remainder ϑ(x) of Binet's formula. Furthermore, we may deduce some double inequalities for bounding the function
or its reciprocal on the interval (0, ∞).
Remark 3.4. In [14, Theorem 1.2], it was given that the inequality
is valid for x ≥ m 1 and for any positive integer k, where m 1 ≥ 0 is a constant depending on k. To compare the right hand side inequality in (1.21) with (3.6), it suffices to discuss the inequality
If letting x → ∞, the above inequality becomes e 7/12 = 1.79 . . . ≤ √ π = 1.77 . . . . This contradiction implies that, when x is sufficiently large, the inequality (3.6) is better than the right hand side inequality in (1.21) .
In [16, Theorem 1.2] , it was also deduced that the inequality Γ(x + 1) < √ 2πx x e
holds for x ≥ m 1 and 1 ≤ k ≤ 5 and reverses for x ≥ m 2 and k ≥ 6, where m 1 and m 2 are constants depending on k.
Because the inequalities (3.6) and (3.8) are derived from an asymptotic approximation of the gamma function Γ(x + 1), they may be more accurate when x is sufficiently large, but not, even invalid, when x is close to zero. are completely monotonic on (0, ∞) and that the product of finitely many completely monotonic functions is also a completely monotonic function, we may see that the function −F ′′′ (x) is completely monotonic on (0, ∞). In a word, the function F (x) is completely monotonic on (0, ∞).
The complete monotonicity of G(x) may also be verified straightforwardly.
