This paper presents a novel method for solving the Poisson-Boltzmann ͑PB͒ equation based on a rigorous treatment of geometric singularities of the dielectric interface and a Green's function formulation of charge singularities. Geometric singularities, such as cusps and self-intersecting surfaces, in the dielectric interfaces are bottleneck in developing highly accurate PB solvers. Based on an advanced mathematical technique, the matched interface and boundary ͑MIB͒ method, we have recently developed a PB solver by rigorously enforcing the flux continuity conditions at the solvent-molecule interface where geometric singularities may occur. The resulting PB solver, denoted as MIBPB-II, is able to deliver second order accuracy for the molecular surfaces of proteins. However, when the mesh size approaches half of the van der Waals radius, the MIBPB-II cannot maintain its accuracy because the grid points that carry the interface information overlap with those that carry distributed singular charges. In the present Green's function formalism, the charge singularities are transformed into interface flux jump conditions, which are treated on an equal footing as the geometric singularities in our MIB framework. The resulting method, denoted as MIBPB-III, is able to provide highly accurate electrostatic potentials at a mesh as coarse as 1.2 Å for proteins. Consequently, at a given level of accuracy, the MIBPB-III is about three times faster than the APBS, a recent multigrid PB solver. The MIBPB-III has been extensively validated by using analytically solvable problems, molecular surfaces of polyatomic systems, and 24 proteins. It provides reliable benchmark numerical solutions for the PB equation.
I. INTRODUCTION
Electrostatic interactions are omnipresent in biomolecules.
1,2 About 45% of aminoacids in globulare proteins are either ionized under physiological conditions or with polar groups in their side chains. 3 A high electron charge density of one charge per 1.7 Å is found in doublestrained DNA chains. Electrostatics plays a paramount role in the structure, function, stability, and dynamics of macromolecules, such as signal transduction and other metabolic processes. The interaction of each pair of ͑partially͒ charged particles is governed by the Coulomb potential, which has a nonvanishing impact over a wide range of distance. Therefore, accurate and efficient evaluation of electrostatics has been one of the most challenging issues in computational molecular biology. Although a variety of methods, including Ewald summations, Euler summations, periodic images, and reaction field theory, have been developed in the past few decades, explicit electrostatic calculations of biomolecules in the solvent remain extremely expensive. Alternative implicit solvent models 4, 5 have become very popular [6] [7] [8] [9] [10] [11] [12] since the pioneering work by Warwicker and Watson in the early 1980s, 13 and Honig and Nicholls in the 1990s. 8 The implicit solvent theory retains a microscopic treatment of biomolecules, while adopts a macroscopic mean-field description of the solvent. In such an approach, the Poisson-Boltzmann equation ͑PBE͒, or Poisson equation ͑PE͒ if no salt is present, is solved for electrostatic potentials. Consequently, electrostatic free energy of solvation, [14] [15] [16] pK ␣ values, [17] [18] [19] and electrostatic forces for molecular dynamics 20, 21 can be calculated.
Although the PBE can be analytically solved for a few simple cases, it relies on numerical approaches to obtain useful solutions for realistic biological systems. A vast variety of computational approaches, such as finite difference methods, 7, 8, 10, 13, 20, [22] [23] [24] finite element methods, 6, [25] [26] [27] and boundary integral methods, 11, 12, [28] [29] [30] [31] [32] [33] have been developed in the past few decades. Among these approaches, Cartesian grid based finite difference methods are commonly used in many popular software packages, such as DELPHI, has not been considered in the literature. Consequently, no Poisson-Boltzmann ͑PB͒ solver of second order convergence, i.e., the numerical error reduces by a factor of 4 when the grid spacing is halved, has ever been reported in the context of molecular surfaces of macromolecules. Indeed, irregular interfaces and geometric singularities cause numerical instability and slow down the convergence of existing PB solvers. Therefore, enhancing the stability and accelerating the convergence of PB solvers are pressing issues in developing the next generation PB solvers. The rigorous treatment of discontinuous coefficients and singular sources in elliptic equations is a challenging task in applied mathematics and scientific computing. Since Peskin's pioneer work on immersed boundary method, 45 a number of other elegant methods have been constructed. Among these approaches, the ghost fluid method proposed by Fedkiw et al. 46 and Liu et al. 47 is relatively simple and easy to use for complex geometry. Finite element formulations are more suitable for weak solutions. [48] [49] [50] [51] An upwinding embedded boundary method was proposed by Cai and Deng 52 for electromagnetic waves in dielectric media. Gibou and Fedkiw 53 proposed a fourth order extrapolation scheme for solving Laplace and heat equations on irregular domains. An integral equation approach was developed for complex geometries. 54 LeVeque and Li 55 proposed a remarkable second order sharp interface scheme, the immersed interface method. Their method has been applied to many practical problems, including the two-dimensional ͑2D͒ PBE. 56 Recently, we have proposed a matched interface and boundary ͑MIB͒ method for interface problems. [57] [58] [59] The MIB is of arbitrarily high order in principle. Fourth and sixth order MIB schemes have been demonstrated for curved interfaces. 58, 59 This technique was used to developed our first generation MIB based PB solver, denoted as MIBPB-I, for arbitrary biomolecular interfaces. 60 Nevertheless, none of the aforementioned interface techniques is able to maintain its designed order of convergence and accuracy in the presence of geometric singularities. Indeed, technically, constructing higher-order convergence schemes for elliptic equations with geometric singularities is extremely challenging, despite great desire for doing so in practical applications. To our knowledge, the best result in the literature is of 0.8th order convergence reported by Hou and Liu, 61 achieved with a finite element formulation in 2D. More recently, we have extended the MIB method for solving elliptic equations with geometric singularities in 2D. 62 Most recently, we have constructed a second order MIB scheme for solving the PBE with geometric singularities of molecular surfaces. 63 Extensive numerical experiments indicate that our MIB based PB solver, denoted as MIBPB-II, outperforms traditional PB solvers in terms of accuracy and efficiency. 63 A remaining issue in our MIB based PB solver is the efficient treatment of charge singularities. Technically, in most finite difference based PB solvers, Dirac delta functions in the PBE, or singular charges in a biomolecule, are redistributed to their neighboring grid points. This treatment works well in commonly used PB solvers where the major error is produced due to the neglect of interface continuity conditions. However, it affects the numerical accuracy of our MIBPB-II solver because of the possible interference of geometric interface and charge singularities. Stated differently, a set of auxiliary grid points that carry interface jump conditions may also carry singular charges, which leads to an accuracy reduction. This typically happens when the mesh size approaches half of the van der Waals radius. Consequently, at a given level of accuracy, our MIBPB-II delivers highly accurate electrostatic potentials when the grid spacing is smaller than 0.6 Å, but it behaves like a normal PB solver when a coarser mesh is used.
The objective of the present work is to overcome this obstacle by introducing Green's function technique into our MIB formulation. The separation of the PB solution into regular and singular parts was suggested by Zhou et al. 64 The feedback of the singular part to the regular part was not included in their formulation. Chern et al. have formulated the problem in a more rigorous manner. 65 However, they have only considered 2D problems with smooth interfaces. In the present work, we consider a Green's function formulation for the molecular surfaces of proteins with possible geometric singularities. The Green's function approach effectively transfers the contribution of charge singularities into a set of interface jump conditions which are determined by solving the corresponding Laplace equation with given singular sources. The charge-induced interface jump conditions are perfectly compatible with our MIB techniques for complex interfaces.
63,66 Therefore, we are able to treat geometric and charge singularities on an equal footing. The resulting PB solver, denoted as MIBPB-III, is capable of eliminating the interference of the geometric and charge singularities in solving the PBE and is of second order convergence. The present MIBPB-III is able to deliver high numerical accuracy at a grid spacing as large as the van der Waals radius ͑about 1.2 Å͒ for macromolecules. Consequently, it is about three times faster than APBS, 27 ,37,38 a recent multigrid PB solver. The rest of the paper is organized as follows. Section II is devoted to the theoretical formulation and computational algorithm. The Green's function formulation of charge singularities is developed in the framework of our MIB method. A second order MIB scheme is constructed to solve the charge-induced boundary value problem with molecular surface singularities. The resulting MIBPB-III is extensively validated in Sec. III. The benchmark tests, such as the Kirkwood sphere, 67 the molecular surfaces of few-body systems, and 24 proteins, are used to examine the accuracy and test the speed of convergence of the proposed MIBPB-III. Comparisons are given to our previous MIBPB-II and two other established PB solvers. This article ends with a brief conclusion summarizing the main points.
II. THEORY AND ALGORITHM

A. The Poisson-Boltzmann equation
Consider an open domain ⍀ R 3 . Let ⌫ 12 and ⌫ 23 be two disjoint interfaces which divide ⍀ into three disjoint open subdomains, Fig. 1͑a͒ . Here ⍀ − is the biomolecular domain, ⍀ 0 is a thin ion-exclusion layer, and ⍀ + is the solvent domain. By assuming the Boltzmann distribution for the equilibrium ionic electrostatic potential energy e c ͑r͒ in the dielectric continuum treatment for the ions in the solvent domain, the PBE takes the form
ͪsi nhͩ
where ͑r͒ is the electrostatic potential and q i is the ͑frac-tional͒ charge at position r i . Here, constants e c , k B , T, and N m are, respectively, the electronic charge, Boltzmann constant, the absolute temperature, and number of charges in the biomolecule. The dielectric coefficient ⑀͑r͒ and the ionic strength ͑r͒, as functions of the space, are defined as
is subject to the following far-field boundary condition:
However, in practical computations, the Direchlet boundary condition
is used for the linearized PBE. Due to the discontinuous nature of coefficients ⑀ and , Eq. ͑1͒ should be solved with following additional interface jump conditions across ⌫ 12 ,
and across ⌫ 23
where n is the outer normal direction of the interface. Mathematically, these jump conditions are required to ensure the uniqueness of the solution. Physically, these conditions are required by the continuity of the electrostatic potential and its flux across the interface. Since the ion-exclusion layer is typically about 1 Å in thickness, the thin layer domain ⍀ 0 normally has very limited impact to the electrostatic potential. For simplicity, we adopt a two-domain model as illustrated in Fig. 1͑b͒ , where the entire domain is divided by the boundary of the molecule, ⌫, into two disjoint domains ⍀ − and ⍀ + . Correspondingly, we consider the simplified ⑀͑r͒ and ͑r͒ as
ͮ ͑11͒
The interface jump conditions across ⌫ are given as
B. Green's function formulation of the Poisson-Boltzmann equation
Numerically, second and higher-order numerical implementation of Dirac delta functions on Cartesian grid points is feasible with appropriate interpolation schemes. However, the overlap of grid points carrying redistributed charges and those involved in the treatment of geometric interface singularities leads to an accuracy reduction. This interference be- comes inevitable when a coarse mesh is pursued in an interface treatment. Therefore, a Green's function approach of the singular charges becomes attractive in our higher-order interface schemes for the linearized PBE. Such an approach decomposes the solution into regular part and singular part . 64 The latter consists of a fundamental solution of the Poisson equation with the singular charge,  * , and a harmonic  function  0 ,   65 = + , ͑14͒
where ͑r͒ is defined as
ͮ ͑15͒
Here * ͑r͒ is the Green's function
solving the Poisson equation with singular charges, while 0 ͑r͒ is a harmonic function in ⍀ − satisfying the Laplace equation
ͮ ͑17͒
The boundary value problem given by Eq. ͑17͒ is to be solved with designed order of convergence over the irregular domain ⍀ − with possibly geometric singularities. As a solution to the PBE, the singular part, ͑r͒, is solved subject to the following jump conditions:
We work on the linearized version of Eq. ͑1͒; thus the equation for the correction potential ͑r͒ = ͑r͒ − ͑r͒ is homogeneous,
and can be rewritten as
This equation is solved with jump conditions
The interface problem given by Eq. ͑20͒ with interface jump conditions ͑21͒ and appropriate far-field boundary conditions is to be solved with designed order of convergence. The MIB method is generalized for this purpose.
C. The matched interface and boundary "MIB… method
To solve the elliptic interface problem given by Eq. ͑20͒, we use the MIB method. Let us consider an elliptic equation of the form
The interface ⌫ divides the whole domain into two separated parts, ⍀ − and ⍀ + . The jump conditions across the interface are given by
where n = ͑n x , n y , n z ͒ is the outer normal direction of the interface ⌫. Here ͓͔ and ͓⑀ n ͔ are given or can be computed from other quantities. Appropriate far-field boundary conditions are also prescribed for Eq. ͑22͒ and the outer boundary of ⍀ + is chosen to be regular. In our MIB method, a standard Cartesian grid is used along with the standard finite difference schemes. However, near the interface, the standard finite difference schemes lose their designed convergence. We therefore implement the interface jump conditions to restore the accuracy. To this end, we classify all the grid points into two classes, the regular ones and the irregular ones. An irregular grid point is defined as one where the standard finite difference scheme involves grid points across the interface. Obviously, for a given grid point near the interface, it may and may not be an irregular point, depending on the order of the finite difference scheme used. For a given finite difference scheme, all the irregular grid points on one side of the interface constitute a fictitious domain, see Fig. 2 . Fictitious values, which are the linear combination of regular points and jump conditions, at irregular points are computed as a continuation of the solution from the other side of the interface by using the jump conditions. The fictitious value is used when a finite difference scheme reaches across the interface. In the following, we discuss how to calculate fictitious values.
Assume that the interface ⌫ intersects the grid in the x direction at a point ͑i o , j , k͒, which is located between ͑i , j , k͒ and ͑i +1, j , k͒. We therefore have two irregular grid points, ͑i , j , k͒ and ͑i +1, j , k͒, for the second order finite difference scheme in the x direction near the interface. The fictitious values at these two irregular points, f + ͑i , j , k͒ and f − ͑i +1, j , k͒, are to be determined. However, one of the jump conditions, Eq. ͑24͒, is defined in the normal direction of the interface at point ͑i o , j , k͒. It is convenient to introduce a local coordinates ͑ , , ͒ such that is along the normal direction and is in the x-y plane. The coordinate transformation can be given as
where p is the transformation matrix 
͑26͒
Here and are the azimuth and zenith angles with respect to the normal direction , respectively. By differentiating Eq. ͑23͒ along two tangential directions, and , we can generate two additional jump conditions
where p ij is the ijth component of the transformation matrix p. Since Eq. ͑25͒ implies
Eqs. ͑24͒, ͑27͒, and ͑28͒ can be rewritten as follows:
where Figure 2͑b͒ illustrates a case where the y − is difficult to compute and is to be eliminated. In general, after the elimination of the lth and mth elements of the array
where
We therefore use Eqs. ͑23͒ and ͑32͒ to determine two fictitious values near the interface along a specific mesh line at a time. This procedure is systematically repeated to determine fictitious values along other mesh lines and at other interface locations. In this manner, we have effectively reduced a three-dimensional ͑3D͒ interface problem into a onedimensional ͑1D͒-like one.
Returning to the situation in Fig. 2͑b͒ , after eliminating y − , y + is evaluated by using interpolation schemes with solution values from the neighboring points. In detail, y + at ͑i o , j , k͒ will be interpolated by using grid value at points ͑i o , j −1,k͒, ͑i o , j , k͒, and ͑i o , j +1,k͒. Since these three points are not normal grid points, we need to further interpolate the values at ͑i o , j −1,k͒ by using grid values at ͑i +1, j −1,k͒, ͑i +2, j −1,k͒, and ͑i +3, j −1,k͒, and the value at ͑i o , j +1,k͒ by using grid values at ͑i +1, j +1,k͒, ͑i +2, j +1,k͒, and ͑i +3, j +1,k͒. For the value at ͑i o , j , k͒, the fictitious value at ͑i , j , k͒ and grid values at ͑i +1, j , k͒ and ͑i +2, j , k͒ will be applied for the interpolation. For a given local geometry, we will choose to compute one of two partial derivatives, z + and z − , such that the evaluation in the x-z plane can be easily carried out. In fact, care is required to select appropriate interpolation schemes so that the resulting MIB matrix is optimally symmetric and diagonally dominant for arbitrarily complex solvent-molecule interfaces with geometric singularities. A detailed discussion of the matrix optimization and 3D MIB methods for geometric singularities is given in Ref. 66 . A rigorous validation of MIB based PB solver, MIBPB-II, for molecular surface singularities can be found in Ref. 63 .
D. Solution to the boundary value problem
To obtain 0 , we need to solve the boundary value problem given by Eq. ͑17͒. We use the standard seven-point finite difference scheme on all the regular grid points. However, for irregular grid points in ⍀ − , the standard seven-point finite difference scheme requires fictitious value͑s͒ outside the interface. In this case, we could determine the fictitious values by extrapolation involving the interface values. However, instead of using the fictitious values outside the interface, we use the interface values at the intersecting points of the mesh and the interface. Since the resulting finite difference weights of the seven-point scheme are not strictly symmetric, this treatment slightly reduces the accuracy of the scheme at the grid points close to the interface. However, we have tested that this local accuracy reduction does not affect the overall second order convergence of our scheme. Moreover, the resulting matrix is nearly symmetric and diagonally dominant, and can be efficiently solved by a preconditioned biconjugate gradient solver.
E. The evaluation of jump conditions
To solve Eq. ͑20͒ with the MIB method, we need to evaluate the jump conditions in Eq. ͑21͒. In other words, after solving the boundary value problem ͑17͒, we need to calculate the derivatives of 0 and * in the normal direction at each intersecting point of the mesh lines and the interface. According to Eq. ͑30͒, these normal derivatives can be obtained from the partial derivatives of 0 and * in the x, y, and z directions by means of the transformation matrix. We encounter the difficulties that both 0 and * are available only inside the interface ⌫. In fact, the Green's function * is analytically available and its gradients can be computed to arbitrarily high accuracy at each intersecting point. Therefore, the accuracy is often limited by approximating the derivatives of 0 . We seek to extend domain ⍀ − by extrapolations so that central difference schemes can be applied, since central difference schemes are more accurate than the asymmetric ones for a given length of stencils. Moreover, in many cases with geometric singularities and restricted geometric environment, a domain extension becomes inevitable. Derivatives are computed on the enlarged domain. Various techniques developed in our MIB are utilized to calculate these derivatives. This procedure is discussed as follows.
The extension of 0 in the fictitious domain
Having solved the boundary value problem ͑17͒, 0 is available in ⍀ − . To evaluate partial derivatives of 0 at each intersecting point of the mesh lines and the interface, we extend domain ⍀ − by extrapolation. Figure 3͑a͒ gives three cases of a grid point close to the interface and the schemes used to extend the domain. In Case I, there are at least three grid points inside the interface in the direction of extension. We just use three 0 on grid points ͑2,3,4͒ and the value on the interface point B to extrapolate the function value on grid point 5, and then use 0 on points ͑2,3,4,B͒ and the extrapolated function on grid point 5 to extrapolate the function value on grid point 6. In Case II, there are only two grid FIG. 3 . ͑Color online͒ ͑a͒ 0 extension schemes and ͑b͒ illustration.
114106-6
Geng, Yu, and Wei J. Chem. Phys. 127, 114106 ͑2007͒
points in between the interfaces in the direction of extension. We use 0 on points ͑A ,3,4,B͒ to extrapolate 0 on grid point 5, and then use 0 on points ͑A ,3,4,B͒ plus the extrapolated 0 on grid point 5 to extrapolate 0 on grid point 6. In Case III, there is only one grid point in between the interfaces in the direction of extension. We will use 0 on points ͑A ,4,B͒ to extrapolate 0 on grid point 5. Due to the fact we only have three points here and they are nonuniformly distributed, we will only extend 0 to one grid point to maintain the accuracy of the extension.
There is a choice to be made when 0 on two extended grid points can be obtained from extensions of different directions. It is found that the accuracy of the extension is optimized if the following order of priorities is maintained: Case I for the first point, Case II for the first point, Case III for the first point, Case I for the second point, and Case II for the second point. We have examined the accuracy of this order by using many test calculations with different geometric variations of the interfaces. In a smooth geometry with a sufficiently dense grid, Case I will be dominant and Case III rarely occurs. Although our extensions involve schemes of different convergence orders, these approaches are optimal or nearly optimal for geometric singularities, which are extremely challenging. The overall scheme is of numerically second order even for complex molecular surfaces of twenty four proteins.
After the extension, we obtain a fictitious domain outside the interface as illustrated in Fig. 3͑b͒ . The computations of partial derivatives x 0 , y 0 , and z 0 are carried out.
The calculation of partial derivatives
To calculate the derivative of 0 in the normal direction, we need to compute three partial derivatives, x 0 , y 0 , and z 0 , at each intersecting point of the mesh lines and the interface. Since central schemes or nearly central schemes are preferred, these derivatives are calculated by using 0 in the domain ⍀ 0 , on the interface ⌫, and in the extended fictitious domain. Figure 4 gives an x-y cross section illustration of the schemes for computing x 0 ͑i o , j , k͒ and y 0 ͑i o , j , k͒ at the intersecting point of the jth mesh line and the interface and near the grid point ͑i , j , k͒. In Fig. 4͑a͒ , the area circled by the solid curve ⌫ is the domain ⍀ − , and the area between the solid curve and the dashed curve is the extended domain. If we restrict ourselves to grid points inside the domain ⍀ − , we can compute x 0 by 0 ͑i −2, j , k͒, 0 ͑i −1, j , k͒, and 0 ͑i , j , k͒ but it will be impossible for us to calculate y 0 ͑i o , j , k͒ directly. We therefore have to consider 0 in the extended domain and on the interface. In this scheme, x 0 can be evaluated by using 0 ͑i −1, j , k͒, 0 ͑i , j , k͒, and 0 ͑i +1, j , k͒. Similarly, y 0 ͑i o , j , k͒ can be calculated by using 0 ͑i o , j −1,k͒, 0 ͑i o , j , k͒, and 0 ͑i o , j +1,k͒ as denoted by squares. However, 0 ͑i o , j −1,k͒ and 0 ͑i o , j +1,k͒ are not available and they are to be computed by interpolations with ͑ 0 ͑i −2, j −1,k͒, 0 ͑i −1, j −1,k͒, 0 ͑i , j −1,k͒͒ and
Very rarely but possibly, we may encounter more challenging situations as illustrated in Fig. 4͑b͒ . This typically occurs with geometric singularities. In this case, y 0 ͑i o , j , k͒ cannot be computed directly, nor can it be computed with 0 ͑i o , j −1,k͒, 0 ͑i o , j , k͒, and 0 ͑i o , j +1,k͒ because 0 ͑i o , j −1,k͒ cannot be computed even with the extended fictitious domain. To overcome this difficulty, we propose an alternative scheme. We first compute y 0 ͑i , j , k͒ by using 0 ͑i , j −1,k͒, 0 ͑i , j , k͒, and 0 ͑i , j +1,k͒. We then calculate y 0 ͑i +1, j , k͒ by using 0 ͑i +1, j −1,k͒, 0 ͑i +1, j , k͒, and 0 ͑i +1, j +1,k͒. Finally, we use 0 ͑i +2, j , k͒, 0 ͑i +2, j +1,k͒, and 0 ͑i +2, j +2,k͒ to compute y 0 ͑i +2, j , k͒. Eventually, y 0 ͑i o , j , k͒ can be obtained by interpolations with y 0 ͑i , j , k͒, y 0 ͑i +1, j , k͒, and y 0 ͑i +2, j , k͒.
F. The computation of electrostatic free energy of solvation
The calculation of the electrostatic free energy of solvation plays a critical role in the study of biomolecule in solvent. Such calculation is also one of the most important applications of the PBE. In the Green's function formulation, the evaluation of the electrostatic free energy of solvation is slightly different from that in the direct solution of the PBE
where q͑r i ͒ is the partial charges at r i ⍀ − , and diele and homo are electrostatic potentials in the dielectric and homogeneous environments, respectively. In MIBPB-II and many other finite difference based methods, the singular charges are redistributed to the neighboring grid points and the summation is computed over all of these redistributed charges. Electrostatic potential in homogeneous environment homo is obtained by the fast Fourier transform ͑FFT͒. 
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In the Green's function formulation, the electronic potential in the homogeneous environment homo can be identified with the Green's function which solves the Poisson equation with the singular charge source term, * . Since * is also a part of the full solution as shown in Eq. ͑14͒, it does not contribute to the electrostatic free energy of solvation. The latter, therefore, can be directly computed from the sum of and 0 ,
Note that 0 is defined in a smaller domain ⍀ − and its evaluation is relatively cheap.
III. RESULTS AND DISCUSSIONS
In this section, we examine the accuracy, validate the convergence, and test the speed of the proposed MIBPB-III solver. For a comparison, we also applied some other established methods, such as PBEQ, 24 a representative finite difference PB solver from CHARMM, 39 and APBS, 27,37,38 a recently developed multigrid finite element and finite difference PB solver. The finite difference function of the APBS is utilized in our calculations. The comparison is also given to our second generation MIB based PB solver, the MIBPB-II, which provides a rigorous treatment of geometric singularities. The specific MIBPB-II solver used in this comparison is a new code. Extensive experiments are carried out over Kirkwood's dielectric sphere, 67 molecular surfaces of 1, 2, and 18 atoms, and a set of 24 proteins used in previous tests. 60, 69 Molecular surfaces are generated by using the MSMS ͑version 2.5.7͒ ͑Ref. 44͒ at density 10 and with a probe radius of 1.4 Å unless specified. In all test cases, the dielectric constants are taken as ⑀ + = 80 and ⑀ − = 1. The latter is the same as the dielectric constant in the vacuum, ⑀ 0 . For all protein structures hydrogen atoms were added to obtain full all-atom models. Partial charges at atomic sites and atomic van der Waals radii were taken from the CHARMM22 force field. 70 To compare the computational performance, we use three error measurements, the surface maximum absolute error E 1 , the surface maximum relative error E 2 , and the surface root mean square error E 3 :
where and are numerical and exact solutions, respectively. The maximum value and summation are taken over all the irregular grid points near the interface ⌫, whose number is given by N irr .
A. Validation
Kirkwood dielectric sphere
To validate the proposed MIBPB-III, we first consider Kirkwood's dielectric sphere of radius 2.0 Å. In our tests, the number of charges and their locations are allowed to vary over a wide range. A detailed derivation of the model is given in the Appendix.
Case 1: A dielectric sphere with a centered charge. We start our test with a single unit charge at the center of a sphere. For this case, * will be a function of the radius r; therefore it will have the constant value * =1/b⑀ − on the interface, where b is the radius of the spherical biomolecule. This constant value of * on the interface will lead to a constant 0 =−1/b⑀ − over the domain ⍀ − . Since 0 is a constant, the interface jump condition ͑21͒ of Eq. ͑20͒ will depend only on the normal derivative of * , which is analytically given. Table I lists the results of the potential near interface and the electrostatic free energies of solvation of MIBPB-III and two other established PB solvers, PBEQ and APBS. Results of our previous MIBPB-II are also given to show the consistency and improvement of the present MIBPB-III scheme. In this table, ⌬G is the free energy of solvation with exact value of −81.98 kcal/ mol. All the solvation energies are reported in kcal/mol. Meanwhile, all electrostatic potentials are reported in kcal/ mol/ e c unless specified.
At the mesh size of h = 0.5 Å, both MIBPB-II and MIBPB-III are able to provide very accurate electrostatic free energy of solvation. In fact, their errors at h = 0.5 Å are smaller than those of APBS and PBEQ at the mesh size as small as h = 0.05 Å. These results indicate the impact and importance of rigorous mathematical treatment of interface flux continuity conditions.
At the mesh size of h = 1.0 Å, MIBPB-II loses its accuracy in the electrostatic free energy of solvation because it does not have a Green's function treatment of charge singularity. In this case, the grid points that carry the information of interface jump conditions are mixed with those that carry the distributed singular charges. Consequently, MIBPB-II has a similar level of errors as PBEQ and APBS, which do not have an explicit mathematical treatment of interface flux jump conditions. In contrast, the advantage of MIBPB-III is very obvious in this situation. Because of its Green's function treatment of singular charge and its rigorous treatment of interface flux jump conditions, the MIBPB-III is able to deliver high accuracy in the prediction of the electrostatic free energy of solvation at h = 1.0 Å. Surface electrostatic potentials are very important for protein-protein and protein-ligand interaction, and thus the electrostatic steering effects of signal transduction. It was not widely recognized that traditional PB solvers produce very large relative errors in the prediction of surface electrostatic potentials, as much as 70% at the mesh size of h = 0.2 Å for a unit charge in a dielectric sphere. The earlier MIBPB-I and MIBPB-II are able to deliver highly accurate surface electrostatic potentials for this system, with less than 2% errors at h = 0.5 Å. However at a coarse mesh size of h = 1.0 Å, MIBPB-I and MIBPB-II cannot maintain their accuracy for the aforementioned reason. Our MIBPB-III is designed to overcome this difficulty. Indeed, MIBPB-III is able to provide extremely accurate surface electrostatic potentials at h = 1.0 Å, as shown in Table I .
Case 2: A dielectric sphere with an off-centered charge. In Case 2, we allow the unit charge to locate at a distance a from the center of the sphere. We set mesh size h to 1.0, 0.5, 0.2, and 0.1 Å. Table II gives the numerical errors of surface potentials calculated by PBEQ, MIBPB-II, and MIBPB-III. The unit of the surface potentials is kcal/ mol/ e c . From the table we can see that both MIBPB-II and MIBPB-III can approximately achieve second order accuracy. While MIBPB-III is more consistent in its convergence when the charge approaches the boundary of the sphere. When both a and h are relatively small, MIBPB-III is at least one order of magnitude more accurate than MIBPB-II. When a = 1.5 and h ജ 0.5 Å, MIBPB-II is abnormal because the system is under resolved. MIBPB-III is still more accurate. In other cases, we see a pattern that MIBPB-III outperforms MIBPB-II, and MIBPB-II outperforms PBEQ. Table III provides a detailed analysis of MIBPB-III er- Table III because a different unit for electrostatic potential ͑e c /Å͒ is used. In this analysis, errors are computed for different components, such as the flux, 0 , , and . This analysis is important to our understanding of the advantage and disadvantage of MIBPB-III in more complicated cases later. Note that L ϱ errors, which are measured over the whole domain, are reported for 0 and because they are well behaved functions. First, for a from a = 0.2 Å to a = 0.6 Å, where the distance between the charge and the interface is greater than 1.4 Å, it is seen that the flux, 0 , , and , can all approximately achieve second order accuracy. For this distance range, most charges are located away from the molecular surface. Second, for a from a = 0.8 Å to a = 1.2 Å, second order accuracy cannot be achieved for all these components and . However, if we examine the errors of 0 , , and , it is seen that the errors at h = 1.0 Å are very small and very close to those at h = 0.5 Å, which results in the low order convergence from h = 1.0 Å to h = 0.5 Å. This may be an advantage when we use the scheme on a coarse mesh like h = 1.0 Å. Third, when a is as large as 1.5 Å, where the distance between the charge and the interface is about 0.5 Å, the order of convergence of the flux, 0 and , is very low. However, even under this situation, the solution, , is still of about second order accuracy. In short, although the accuracy of the overall solution is limited by its components, it shows a reasonable trend of second order convergence.
Case 3: A dielectric sphere with two off-centered charges. Our third case is a dielectric sphere with two offcentered charges located on the x axis and the z axis of a distance a from the origin. Table IV gives the errors in the electrostatic potential. The distribution of errors observed in this case is very similar to that in Case 2. This study indicates that the number of charges does not have much influence on the accuracy of these numerical schemes. However, the distribution of the charge͑s͒ does have a major impact on the numerical accuracy. The problem becomes more difficult when a is getting larger. In general, the proposed MIBPB-III significantly outperforms two other methods. Table V gives the error analysis for these two charge distributions. The proposed MIBPB-III achieves second order accuracy. It is necessary to point out that at a coarse mesh size h = 1.0 Å, when the charges are very close to the interface, i.e., within 1.0 Å, the computed potential will not be as accurate as the case where charges are located far from the interface. However, because the van der Waals radii of the partially charged atoms are normally larger than 1.2 Å, such small distance between the charge and the surface will not occur in practical bimolecular simulations. Table V also provides the electrostatic free energies of solvation. Case 4͑a͒ shows a better convergence in the solvation energies as the mesh is refined because its charges are located away from the interface. In contrast, for Case 4͑b͒, larger variations in the solvation energies are observed. However, these variations are smaller than 2% and are acceptable for most simulations. In the following subsection, we test the performance of the proposed method for the combination of geometric and charge singularities.
An analytically solvable model
Kirkwood's solution in a dielectric sphere serves as a benchmark test for PB solvers. However, it is also important to validate our method for its performance on complex dielectric interfaces, particularly interfaces with geometric singularities. For this purpose, we consider molecular surfaces, which are often nonsmooth. One of the difficulties in testing numerical methods is the lack of exact solution for the PBE with complex geometry. Here, we construct an analytical solution for systems with arbitrary singular charges and arbitrary dielectric interfaces. Consider the Poisson equation
with discontinuous ⑀͑r͒ across the interface ⌫, which divides the whole domain into two separated parts, the molecular subdomain ⍀ − and the solvent subdomain ⍀ + . We set ⑀ − =1 and ⑀ + = 80. In the singular source term, q i is the ith partial charge located at r i . Here, k = 3 cos x cos y cos z. The problem in Eq. ͑36͒ is analytically solvable and its exact solution is
This is a valuable analytical test case and can be applied to PB solvers to check their accuracy and convergence order. Obviously, it can be modified in many different ways. In particular, it can be trivially modified for the linearized PBE, namely, adding a term, 2 , to both sides of Eq. ͑36͒ without changing the solution.
In Green's function formulation, the solution can be decomposed into three components, i.e., = * + 0 + . Here, we can identify the solution to the Poisson equation with the charge forcing term
As such, we have 0 + = cos x cos y cos z in ⍀ − . Here, 0 is the solution of the boundary value problem, Eq. ͑17͒, and is the solution of Eq. ͑20͒. However, due to the additional enforcing term of Eq. ͑37͒, the jump conditions of the PBE are not given by Eq. ͑21͒ but are the following:
where n = ͑p 11 , p 12 , p 13 ͒ T , m = ͑p 21 , p 22 , p 23 ͒ T , and l = ͑p 31 , p 32 , p 33 ͒ T are the rows from the interface transform matrix p given by Eq. ͑26͒. This benchmark test can be used to validate detailed components of the numerical solution of the proposed MIBPB-III, including its treatment of singular charges and its treatment of interface singularities. In the following two subsections, we apply this test to our methods with different interfaces, including the molecular surfaces of polyatomic systems and the molecular surfaces of proteins.
Molecular surfaces of polyatomic systems
We first consider systems with 1, 2, and 18 atoms. For the monoatomic system, a unit charge is located at the atomic center. The coordinates for the diatomic system are ͑−2,0,0͒ and ͑2,0,0͒, with a unit charge at the center of each atom. Atomic radii are set to 2.0 for these two systems. The molecular surface of the diatomic system is constructed analytically. The atomic coordinates ͑x , y , z͒ and van der Waals radius ͑r͒ for the 18 Table VI shows both the numerical errors and convergence orders of MIBPB-II and MIBPB-III. E 2 cannot be measured for these cases because the solution vanishes at some grid points. Second order accuracy is obtained by both methods. However, MIBPB-III demonstrates a more consistent convergence pattern and shows a better overall accuracy. Because of the large atomic radius of r = 2.0 in the monoatomic and diatomic systems, we observe little interference effect of singular charges and the interfaces. Therefore, two methods have the same level of accuracy at h = 1.0. However, the difference in the performance of two methods at h = 1.0 is very dramatic in the 18-atom system where some van der Waals radii are as small as h = 1.2. This difference demonstrates the advantage of the proposed MIBPB-III technique.
Molecular surfaces of 24 proteins
It is well known that molecular surface definition admits cusps and self-intersecting singularities. 44 Therefore, it is important to verify that the proposed MIBPB-III is of second order accuracy for the molecular surfaces of proteins. To this end, we consider a set of 24 proteins used in our earlier tests. 60, 63 The molecular surfaces of these proteins are used in our tests. For a comparison, our earlier MIBPB-II is also employed. MIBPB-II has built in the rigorous treatment of interface singularities, but without the Green's function treatment for singular charges. Charges are distributed to the neighboring grid points in MIBPB-II, as in many other finite difference based methods. Table VII lists the numerical errors and convergence orders of MIBPB-II and MIBPB-III for the molecular surfaces of 24 proteins. The proteins are listed in the ascending sequence of the radius of gyration. Since numerical errors are collected from the solution at irregular points around the interface, their magnitudes indicate the reliability of PB solvers for the prediction of electrostatic surface potentials. The most important feature in the numerical errors is that MIBPB-III is able to produce much smaller errors at the coarse mesh size of h = 1.0 Å, which is crucial for the proposed method being used in large scale computations. At h = 1.0 Å, MIBPB-II is not accurate and reliable due to interference of charge singularities and interface jump conditions. The accuracy of MIBPB-III at h = 1.0 Å is similar to or even better than that of MIBPB-II at h = 0.50 Å. At fine mesh resolutions, i.e., h = 0.50 and 0.25 Å, MIBPB-III is about an order of magnitude more accurate than MIBPB-II. Moreover, MIBPB-III has a consistent order of convergence over two mesh refinements. Whereas, MIBPB-II does not have second order convergence at the last mesh refinement. This reduction in convergence order must be attributed to the presence of the charge singularities because the MIBPB-II was confirmed to have the second order convergence for molecular surface singularities of these 24 proteins. 63 TABLE VI. Errors and convergence of MIBPB-II and MIBPB-III for solving Eq. ͑36͒ with molecular surfaces. Figure 5 depicts the maximum absolute errors ͑E 1 ͒ at three mesh sizes. This figure brings the above comparison in contrast with the errors of PBEQ. Obviously, MIBPB-III errors are a few orders of magnitude smaller than those of PBEQ, which are distributed between 10 0 and 10 1 for all meshes. The PBEQ fails to deliver accurate solutions even if the mesh is further refined because of the discontinuous nature of the solution at molecular surface interfaces.
B. Applications
Having validated the proposed MIBPB-III, we consider its application to the electrostatic free energies of solvation and electrostatic surface potentials. Table VIII lists Table VIII , the CPU time of two methods is compared at h = 0.5 Å. At a given mesh size, MIBPB-II is faster than MIBPB-III due to the following two reasons. First, in solving the PBE, due to the conversion of the singular charges to the interface jump conditions, the matrix of MIBPB-III has a relatively larger condition number and requires more CPU time. Second, to calculate the electrostatic free energies, MIBPB-II solves an additional Poisson equation by using the FFT scheme, which is very fast. Whereas, MIBPB-III has to solve an additional boundary value problem. , 2pde, 1vii, 2erl, 1cbn, 1bor, 1bbl, 1fca, 1uxc, 1sh1, 1mbg,  1ptq, 1vjw, 1fxd, 1r69, 1hpt, 1bpi, 451c, 1a2s, 1frd, 1svr, 1neq, 1a63 , and 1a7m. Errors of MIBPB-III ͑green͒ and PBEQ ͑blue͒ at 24 proteins are, respectively, linked with dash lines and solid lines. Errors of MIBPB-II ͑red͒ are unlinked. Here, ᮀ, ᭺, and ᭝, are, respectively, for h = 1.0, 0.5, and 0.25 Å. 3500 kcal/ mol. In fact, each method has a very different convergence property as shown in Fig. 6͑b͒ , where the difference of solvation energies obtained at two different mesh sizes, h = 0.5 and 0.25, is plotted for each method. MIBPB-III demonstrates an excellent convergence as the mesh is refined. Whereas, results of APBS and PBEQ show large variations over the mesh refinement. As such, it is reasonable to regard the solvation energies of MIBPB-III at mesh size h = 0.25 Å as converged ones and use them to assess the accuracy of other schemes. In As such, we plot the CPU time used by APBS, which is well known for its fast speed, and those used by MIBPB-III in Fig. 6͑d͒ . The CPU time is recorded on a Pentium IV personal computer with 2.8 GHz CPU and 2 gbyte random access memory. It is seen that at a similar level of accuracy, MIBPB-III is about three times faster than APBS. However, it is necessary to point out that at the same mesh size, APBS is much faster than MIBPB-III. Table IX provides detailed data for the above comparison and discussion.
Electrostatic free energies of solvation of proteins
Electrostatic potentials
We consider the surface electrostatic potential of a heme-binding protein, Fe͑II͒ cytochrome C551 from the organism Pseudomonas aeruginosa ͑PDB ID: 451c͒. The heme group is removed and left with a cavity. A common computational domain, ͓−17, 31͔ ϫ ͓−37, 10͔ ϫ ͓−9,36͔, is used for all calculations so that computed electrostatic potentials can be compared on the same set of grids. The first row of Table  X lists the maximum and minimum of the electrostatic po- tential computed by using the MIBPB-III at mesh size h = 0.25 Å. These values provide an idea about the variability of electrostatic potentials on the mesh. The convergence of MIBPB-III is studied by the differences of the electrostatic potentials computed at mesh sizes h = 0.5 and 1.0 Å, with respect to that computed at h = 0.25. There are relatively small deviations in the potentials computed by MIBPB-III. In contrast, the differences of electrostatic potentials of MIBPB-II show a significant deviation. The same feature is also observed for PBEQ. One possible reason for these deviations is that the grids that carry the distributed charges vary as the mesh is refined in these finite difference based methods. The differences of the electrostatic potentials with respect to that obtained by MIBPB-III at h = 0.25 are listed in the last four rows of Table X. Dramatical variations are observed, indicating the mismatching of the charge distributions in these methods. Note that the charge distribution is exact in MIBPB-III, and the Green's function solution for charges is also exact in MIBPB-III. This finding may have substantial ramification for the reliability of the electrostatic force computed by finite difference based PB solvers. A detailed study of this issue is beyond the scope of this paper.
The electrostatic compatibility of the protein and heme in the cavity region is important to their binding affinity. Figure 7͑a͒ illustrates surface electrostatic mapping of cytochrome C551 computed by MIBPB-III at h = 0.25 Å. The cavity region is electronically positive except one site, which provides a favorable environment for the heme. The convergence studies of three methods are given in Figs. 7͑b͒-7͑d͒ , obtained by the difference of the potentials between mesh size h = 0.5 and h = 0.25 Å for each method. It is seen that MIBPB-III shows an excellent convergence at h = 0.5 Å, as there is little deviation in two potentials. MIBPB-II exhibits a good convergence. Its deviations are evenly distributed on the interface, indicating that its errors are not created from geometric singularities. However, large deviations at the scale of ±5 kcal/ mol/ e c are observed from the potentials computed by PBEQ, which will have an impact in the electrostatic steering effect of the heme binding process.
The differences of surface electrostatic potentials obtained under various conditions and that of MIBPB-III at h = 0.25 Å are plotted in Fig. 8 . It is seen that electrostatic potential obtained by MIBPB-III at h = 1.0 Å shows consid- erable deviations inside the cavity. The deviations obtained from MIBPB-II at h = 0.5 Å are relatively small and evenly distributed. While the deviations obtained from PBEQ are quite large, particularly for the coarse mesh h = 0.5 Å.
IV. CONCLUSION
This paper presents a novel Poisson-Boltzmann ͑PB͒ solver based on a Green's function formulation and the matched interface and boundary ͑MIB͒ method. Our earlier MIB based PB solver, MIBPB-II, has built in an advanced mathematical treatment of dielectric interfaces so that the subgrid information of the interface inside a mesh is accounted and flux continuity conditions at the solventmolecule interface are rigorously enforced. Moreover, the MIBPB-II maintains its second order accuracy for geometric singularities, including cusps and self-intersecting surfaces in the molecular surfaces, 41 without resorting to surface smoothing procedures. Consequently, the MIBPB-II is more accurate at a coarse mesh than traditional PB solvers at a fine mesh. Nevertheless, MIBPB-II suffers from an accuracy reduction if the mesh size is about half of the van der Waals radius because of the interference of grid points that carry the interface treatment and the grid points that carry the singular charges. The present work effectively overcomes this difficulty by developing a Green's function formalism for charge singularities. The essence is to split the solution into a linear combination of three components in which the singular charge source term is analytically resolved and leads to flux jump conditions at the interface for the PB equation without the singular charge term. The MIB method is then employed to solve the resulting PB equation and treat flux jump conditions from both the original interface and the singular charge contributions on an equal footing. This new PB solver, denoted as MIBPB-III, is extensively validated by benchmark tests, including Kirkwood's dielectric sphere, 67 molecular surfaces of 1, 2, and 18 atoms, and molecular surfaces of 24 proteins. Although molecular surfaces possess geometric singularities, the designed second order accuracy, i.e., numerical error reduces by a factor of 4 when the mesh is halved, is confirmed in the aforementioned tests. It is found that the MIBPB-III provides some of the most accurate solutions to the PBE, to our knowledge. At a mesh as coarse as 1.2 Å, MIBPB-III is able to deliver a similar level of accuracy as other established PB solvers, including PBEQ and APBS, at a fine mesh of 0.25 Å. As such, at the same accuracy, the MIBPB-III is about three times faster than the state of the art multigrid PB solver, the APBS. However, at the same mesh, the MIBPB-III normally requires more CPU time than PBEQ, APBS, and MIBPB-II. Since the Green's function solution to the singular charges is exact, the present treatment provides correct peak values for the electrostatic potential, which may be an advantage in the prediction of electrostatic forces for molecular dynamics. This aspect is under our investigation. 
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APPENDIX: KIRKWOOD'S SOLUTION
Kirkwood's dielectric sphere provides an excellent benchmark for testing Poisson-Boltzmann ͑PB͒ solvers in terms of accuracy, speed of convergence, and efficiency. In his paper, 67 Kirkwood provided very detailed physical analysis and solutions to the PB equation of a spherical molecule in solvent. Here is a brief summary of Kirkwood's results used in the present work.
The model is a spherical molecule with dielectric boundary ͑radius a͒ and ionic boundary ͑radius b͒ in solvent. 
͑A1͒
where r is the radial coordinate, ͓0,͔ is the polar angle from the z axis, and ͓0,2͒ is the azimuthal angle in the x-y plane with respect to the x axis. The solution of Eq. ͑A1͒ has the following expansions:
͑K mn r −n−1 + J mn r n ͒P n m ͑cos ͒e im , ͑A2͒
here P n m are the associated Legendre function of the first kind, and K mn and J mn are constants to be determined by boundary or interface conditions. 
͑A3͒
The potential − , as the solution to Eq. ͑A3͒, can be written as − = * + , ͑A4͒ where * is the Green's function
where N m is the number of charges in the spherical molecule, and q i and r i are the charge and position of the ith atom, respectively. The Green's function can be further expanded as 
