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Abstract
A bipartite graph G is known to be Pfaan if and only if it does not contain an even
subdivision H of K3;3 such that G−VH contains a 1-factor. However a general characterisation
of Pfaan graphs in terms of forbidden subgraphs is currently not known.
The 2-ear theorem of Lov2asz and Plummer is likely to play a crucial roˆle in such a char-
acterisation. The theorem asserts that every 1-extendible graph G has an ear decomposition
K2 =G0; G1; : : : ; Gt =G such that the 1-extendible graph Gi is obtained from the 1-extendible
graph Gi−1 by the adjunction of one or two ears. In this paper we 7rst show that we can restrict
the study of Pfaan graphs to 1-extendible graphs which have an ear decomposition with a
unique 2-ear adjunction. Motivated by that result we start a characterisation of Pfaan graphs
with an ear decomposition where the unique 2-ear adjunction is the 7nal adjunction, i.e., Gt
is obtained from Gt−1 by the adjunction of two ears. Such graphs are called ‘near bipartite’.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
The graphs considered in this paper are 7nite and have no loops or multiple edges.
They are also undirected and connected unless an indication to the contrary is given.
If v and w are vertices in a directed graph, then (v; w) denotes an edge joining v and
w and directed from v to w. If G is any graph, then we denote its vertex set by VG
and its edge set by EG. A 1-factor of G is a subset f of EG such that every vertex
has a unique edge of f incident on it.
Let G∗ be a directed graph with an even number of vertices, and let F be the set
{f1; f2; : : : ; fk} of 1-factors of G∗. For all i write
fi = {(ui1; wi1); (ui2; wi2); : : : ; (uin; win)}
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where uij; wij ∈VG∗ for all j. Associate with fi a plus sign if
ui1wi1ui2wi2 · · · uinwin
is an even permutation of
u11w11u12w12 · · · u1nw1n
and a minus sign otherwise. Thus the signs of the 1-factors are independent of the
order in which their edges have been written. They are dependent on the choice of
f1, but the resulting partition of F into two complementary subsets is not. If G is an
undirected graph, we say that G is a Pfa2an graph if there exists a directed graph G∗
with vertex set VG and edge set EG such that all the 1-factors of G∗ have the same
sign. We say that G∗ is a Pfa2an orientation for G. Pfaan orientations have been
used by Kasteleyn [4] to enumerate 1-factors in planar graphs. In fact his method can
be used precisely for those graphs that are Pfaan.
It is a tantalising problem to characterise Pfaan graphs in terms of forbidden sub-
graphs. Pfaan bipartite graphs have been so characterised by Little [6]. As a further
contribution to a general characterisation, the present paper represents an attempt to
strengthen this result.
Further progress may be possible because of a theorem of Lov2asz and Plummer [10,
Theorem 5:4:6] on ear decompositions of 1-extendible graphs. (See also [7].) In order
to describe this theorem, we need some more de7nitions.
A graph is 1-extendible if every edge has a 1-factor containing it. We identify paths
and circuits with their edge sets. If X is a path or circuit, then we denote by VX the
set of vertices of X . If P is a path and u; v∈VP, then we denote by P[u; v] the subpath
of P joining u to v. An ear is a path of odd cardinality. A circuit is alternating with
respect to two given 1-factors if it is included in their symmetric diKerence. A circuit
that is alternating with respect to a 1-factor f is also said to be f-alternating, or
consanguineous (with respect to f). A path P is f-alternating if every internal vertex
of P is incident with an edge of P ∩ f.
Now let H be a 1-extendible subgraph of a 1-extendible graph G. Let A be an
alternating circuit in G which includes EG-EH and meets EH . Then an AH -arc (or an
HA-arc) is a subpath of A ∩ EH of maximal length, and an A MH -arc (or an MHA-arc)
is a subpath of EG-EH , of maximal length, whose internal vertices are in VG-VH . If
there are n such A MH -arcs, and each is an ear, then we say that G is obtained from
H by an n-ear adjunction. An ear decomposition of G is a sequence G0; G1; : : : ; Gt
of 1-extendible subgraphs of G such that G0 is isomorphic to K2; Gt =G and, for
each i¿ 0; Gi is obtained from Gi−1 by an n-ear adjunction with n=1 or 2. The
2-ear theorem of Lov2asz and Plummer alluded to earlier asserts that every 1-extendible
graph has an ear decomposition. It can be stated as follows.
Theorem 1. Let f be a 1-factor in a 1-extendible graph G. Let H be a 1-extendible
proper subgraph of G such that EH = ∅ and f ∩ EH is a 1-factor of H . Then G
contains an f-alternating circuit A that admits just one or two A MH -arcs.
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In the special case where G is bipartite, it had already been shown that A may be
chosen to admit just one A MH -arc. In fact this result was implicit in [6], and was used
there to prove the following characterisation of Pfaan bipartite graphs.
Theorem 2. A bipartite graph G is non-Pfa2an if and only if G contains an even
subdivision J of K3;3 such that G–VJ has a 1-factor.
Here we need to explain the term “even subdivision”. An edge subdivision of a graph
G is de7ned as a graph obtained from G by replacing an edge joining vertices v and
w with a path P joining v and w such that VP ∩VG= {v; w}. The edge subdivision is
even if |VP| is even. A graph H is a subdivision of G if for some positive integer k
there exist graphs G0; G1; : : : ; Gk such that G0 =G; Gk =H and, for all i¿ 0; Gi is an
edge subdivision of Gi−1. If G1; G2; : : : ; Gk can be chosen so that in addition Gi is an
even edge subdivision of Gi−1 for all i¿ 0, then H is said to be an even subdivision
of G.
The idea behind the proof of Theorem 2 runs as follows. Clearly we may assume
that G is 1-extendible. If G contains J , then G is easily seen to be non-Pfaan.
Suppose on the other hand that G is non-Pfaan. We construct an ear decomposition
G0; G1; : : : ; Gt of G. Since G is bipartite, we may assume that, for each i¿ 0, Gi is
obtained from Gi−1 by the adjunction of a single ear. As G0 is Pfaan but G is not,
there exists a smallest positive integer j such that Gj is non-Pfaan. The graph Gj is
studied in detail and eventually shown to contain J .
Thus Theorem 1 provides a possible way to generalise this inductive argument. If
we drop the assumption that G is bipartite, then Gj is obtained from Gj−1 by the
adjunction of one or two ears. This observation is the reason why we think that the
2-ear theorem may play a fundamental roˆle in the characterisation of Pfaan graphs.
Since we can handle the case where G has an ear decomposition without a 2-ear
adjunction it could be a step towards a characterisation of Pfaan graphs to reduce
the study to graphs which have an ear decomposition with as few 2-ear adjunctions
as possible. In the second section of our paper we show that it suces to characterise
Pfaan graphs which have an ear decomposition with at most one 2-ear adjunction.
For that purpose the brick decomposition procedure of Edmonds et al. [2] will be
fundamental. Furthermore Little and Rendl [8] have shown that in order to characterise
Pfaan graphs it suces to characterise Pfaan bricks. This result together with a
theorem due to Carvalho, Lucchesi and Murty [1] about the minimum number of 2-ear
adjunctions in an ear decomposition provides the necessary tool in order to prove the
assertion above.
It is shown in [1] that the unique 2-ear adjunction may be made in the construction
of G2 or G3. However the study of Gj is more dicult if Gj−1 is not assumed to be
bipartite. Therefore it is not clear whether an ear decomposition with the unique 2-ear
adjunction near the beginning is the appropriate ear decomposition for the characteri-
sation of Pfaan graphs, since it destroys the bipartite property as soon as possible.
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More desirable would be an ear decomposition which destroys the bipartiteness as
late as possible. We have therefore chosen to study the case where the unique 2-ear
adjunction is made in the last step of the decomposition. The resulting graph is said to
be near bipartite, and our main theorem gives a characterisation of such graphs. (See
[1, Section 5].) Phrased diKerently, a 1-extendible non-bipartite graph is near bipartite
if there exist edges e1 and e2 such that G − {e1; e2} is 1-extendible and bipartite.
In this case we can assume Gj−1 to be bipartite and thus some ideas from [6] can
be generalised to that case. The characterisation of Pfaan near bipartite graphs can
naturally be divided into two cases. The easier case is considered in this paper. The
second case is more complicated and dealt with in another paper [3].
2. Reduction to graphs with a unique 2-ear adjunction in their ear decomposition
In this section we reduce the characterisation of Pfaan graphs in terms of forbidden
subgraphs to graphs that have an ear decomposition with at most one 2-ear adjunction.
Since a graph is bipartite if it has an ear decomposition with no 2-ear adjunction, after
this section we can restrict our study to graphs that have an ear decomposition with a
unique 2-ear adjunction.
We 7rst need to provide an account of the brick decomposition procedure of Ed-
monds et al. [2] A graph G is bicritical if G − {u; v} has a 1-factor for any pair of
vertices u and v. A brick is a 3-connected bicritical graph.
Suppose that G is a graph which is 1-extendible but not bicritical. Then (see [10,
Theorem 5:2:2(d)]) it has a maximal set S of vertices such that |S|¿ 2 and G− S has
exactly |S| odd components (components with an odd number of vertices). Let |S|= k,
and let H1; H2; : : : ; Hk be the odd components of G− S. For each i let Gi be the graph
obtained from G by contraction of the subgraph G−VHi. Let G0 be the bipartite graph
obtained from G by the successive contraction of Hi for each i. We call G0 the frame.
It is shown in [10, Theorem 5:2:6] that G0; G1; : : : ; Gk are 1-extendible. It is also clear
that, for any i, the graph obtained from G by the contraction of Hi is 1-extendible.
Now we discard G0 and any of G1; G2; : : : ; Gk that are isomorphic to K2, and we 7le
those of G1; G2; : : : ; Gk that are bicritical. The procedure is then repeated recursively
for the remaining graphs. Eventually a family of bicritical graphs is obtained.
A bicritical graph may be decomposed into bricks as follows. Let G be bicritical but
not a brick. It follows that the connectivity of G is 2. Hence there are vertices u; v such
that G − {u; v} is not connected. Let G′1; G′2; : : : ; G′l be the components of G − {u; v},
and for each i let Gi be the graph obtained from G[VG′i ∪{u; v}] by adjoining an edge
between u and v if they are not already adjacent. It is shown in [10, Lemma 5:2:8] that
Gi is bicritical. This procedure is repeated recursively until a list of bricks is obtained.
The brick decomposition procedure described above motivates the study of two op-
erations. Firstly, let v and w be vertices, of equal degree d, in graphs H and K ,
respectively. Let v1; v2; : : : ; vd be the neighbours of v and w1; w2; : : : ; wd those of w. Let
G be the graph obtained from (H − {v}) ∪ (K − {w}) by adjoining an edge between
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vi and wi for each i. Then we say that G is formed by splicing H and K at v and w
respectively. We call EG − (EH ∪ EK) the splice of G.
Secondly, let x and y be edges in graphs H and K , respectively. Let L be the graph
obtained from H and K by identifying x and y to form an edge e. Then graphs L and
L − {e} are said to be obtained from H and K by gluing H and K at x and y. The
brick decomposition procedure shows that any 1-extendible graph may be constructed
from bricks by gluing and splicing, where the graphs being glued and spliced each
have more than one edge.
The eKect of the operations of gluing and splicing on the Pfaan property has been
studied in [8], and the results are as follows. Splicing or gluing a non-Pfaan graph
to another graph yields a non-Pfaan graph. Gluing Pfaan graphs yields a Pfaan
graph. In regard to the splicing of 1-extendible Pfaan graphs, however, the situation
is a little more complicated. Let us de7ne a cut in a graph G to be a minimal set X
of edges such that G − X has more components than G. An example is a splice of
G. A cut X is called tight if |f ∩ X |=1 for every 1-factor f. It is shown in [8] that
if G is obtained by splicing 1-extendible Pfaan graphs, and the splice in G is tight,
then G is Pfaan. It is easily checked that, if the brick decomposition procedure is
reversed, then all splices are tight.
From the discussion in the previous paragraph, we see that in order to characterise
Pfaan graphs it suces to characterise Pfaan bricks.
Now we introduce a theorem, due to Carvalho et al. [1] concerning the smallest
number of 2-ear adjunctions in an ear decomposition. The cycle space, C(G), of a
graph G is the vector space spanned by the circuits of G, where the sum of vectors
is de7ned as their symmetric diKerence. The alternating space, A(G), of G is the
subspace of C(G) spanned by the alternating circuits. Note that the total number of
ears adjoined in the course of an ear decomposition of a 1-extendible graph G is
dimC(G), for if G is obtained from a subgraph H by an n-ear adjunction then
dimC(G)− dimC(H)= n:
On the other hand,
dimA(G)− dimA(H)¿ 1:
These results imply that a lower bound for the number of 2-ear adjunctions in an ear
decomposition is dimC(G) − dimA(G). The theorem of Carvalho et al. alluded to
earlier is that this lower bound can always be met.
Theorem 3. The minimum number of 2-ear adjunctions in an ear decomposition of a
1-extendible graph G is dimC(G)− dimA(G).
In the case of a bipartite graph, it has been shown that no 2-ear adjunctions are
necessary. It follows that if G is 1-extendible and bipartite, then A(G)=C(G). In
fact, if G0; G1; : : : ; Gt is an ear decomposition of a graph G, then G is bipartite if and
only if, for each i¿ 0, Gi is obtained from Gi−1 by the adjunction of a single ear.
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The value of dimC(G)−dimA(G) has been given by Lov2asz [9]. In the case where
G is a brick, this number is 2 if G is isomorphic to the Petersen graph and 1 if G is
any other brick. After noting that the Petersen graph is non-Pfaan, we can therefore
focus our attention on 1-extendible graphs G for which
dimC(G)− dimA(G)= 1:
By Theorem 3, there is an ear decomposition G0; G1; : : : ; Gt of G for which there is a
unique k ¿ 0 such that Gk is obtained from Gk−1 by a 2-ear adjunction.
3. Preliminary lemmas for the characterisation of Pfa!an near bipartite graphs
In the remaining sections of this paper we concentrate on the characterisation of
Pfaan near bipartite graphs. Lemma 3 will provide a natural case distinction for the
characterisation. In Section 4 the easier of the two cases arising is solved. The other
case is dealt with in [3].
Suppose that G is a non-Pfaan near bipartite 1-extendible graph with ear decom-
position G0; G1; : : : ; Gt so that t is the smallest integer j such that Gj is non-bipartite.
Since G0 is Pfaan and Gt is non-Pfaan, there exists a smallest integer j such that
Gj is non-Pfaan. Since Gt−1 is bipartite we can assume by Theorem 2 that j= t.
Kasteleyn [4] has shown that the 1-factors of a directed graph all have equal sign if
and only if all the alternating circuits are clockwise odd. (The clockwise parity of a
circuit of even length is the parity of the number of its edges that are directed in
agreement with a speci7ed sense.) Since Gt−1 is Pfaan, we may assume it to be
oriented so that each of its alternating circuits is clockwise odd. Now extend this ori-
entation to Gt . Since Gt is non-Pfaan, there must be alternating circuits A and B
in Gt of opposite clockwise parity. As Gt−1 is bipartite but Gt is not, Gt is obtained
from Gt−1 by a 2-ear adjunction. We show that A and B may be chosen so that each
traverses both ears and there are just one or two MAB-arcs. (See Lemma 3.) We then
proceed to consider the former case. A sucient condition for this case to arise is that
G[C∪D] be bipartite whenever C and D are alternating circuits that traverse both ears
and have the property that there are just two MCD-arcs. Hence in this paper we con7ne
our attention to graphs that satisfy this condition. For graphs that do not satisfy this
property see [3].
It is shown in [6] that K3;3 is non-Pfaan. It follows that no even subdivision of
K3;3 is Pfaan. Our 7rst lemma shows that a graph G is non-Pfaan if it has a circuit
X , of odd length, such that the graph obtained from G by contracting VX is an even
subdivision of K3;3. In general, let us say that a graph G is reducible to a graph H
if G has a circuit X , of odd length, such that H is obtained from G by contracting
VX . Thus any graph that is reducible to an even subdivision of K3;3 is non-Pfaan.
In fact, a graph G must be non-Pfaan if it has a subgraph H that is reducible to an
even subdivision of K3;3 and has the property that G − VH has a 1-factor.
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Now let G be a 1-extendible graph that can be obtained from a 1-extendible bipartite
graph by a 2-ear adjunction and suppose that G[C ∪ D] is bipartite whenever C and
D are alternating circuits that traverse both ears and have the property that there are
just two MCD-arcs. In this paper we shall show that G is non-Pfaan if and only if it
has a subgraph H , reducible to an even subdivision of K3;3, such that G − VH has a
1-factor.
A set S of alternating circuits in a directed graph G is called intractable if each
edge of G belongs to an even number of alternating circuits in S and an odd number
of the members of S are clockwise even. The former property implies that the latter is
independent of the orientation of G. It is shown in [5] that G is Pfaan if and only if
it has no intractable set of alternating circuits. In fact it suces to consider only sets
of alternating circuits that are consanguineous with respect to a 7xed 1-factor.
Lemma 1. Let G be a graph with a circuit X of odd length. Let H be the graph
obtained from G by contracting VX . If H is not Pfa2an; then neither is G.
Proof. Let v be the vertex VX in H , and let e0; e1; : : : ; el be the edges incident on it.
Since H is non-Pfaan, it has a 1-factor f such that there is an intractable set S of
f-alternating circuits. We must construct an intractable set in G.
Without loss of generality, let e0 ∈f. Let A be an f-alternating circuit in S, and
suppose that A contains edges e0 and ei for some i¿ 0. In G the edges e0 and ei are
incident on two vertices, x and y, respectively, of X . Let a be the edge of X that is
incident on y but not in g, where g is the unique 1-factor of G such that g− f ⊂ X .
Let X ′=X − {a}, and let A′=A ∪ X ′[x; y]. (In other words, A′ is the path in A of
even length joining x and y.) On the other hand, if e0 ∈ A then de7ne A′=A.
Let S = {S1; S2; : : : ; Sn}. Then the required intractable set of g-alternating circuits
in G is {S ′1; S ′2; : : : ; S ′n} where, for each i, S ′i is constructed from Si as described
above.
We shall also need the following two lemmas, which give properties concerning the
structure of the sum and union, respectively, of two consanguineous alternating circuits.
Lemma 2. Let A1; A2 be f-alternating circuits in a directed graph G with 1-factor
f. Then A1 and A2 are of opposite clockwise parity if and only if A1 + A2 includes
an odd number of clockwise even alternating circuits.
Proof. Let A1 =f+f1 and A2 =f+f2 for some 1-factors f1 and f2. Suppose that A1
and A2 are of opposite clockwise parity. Without loss of generality, let A1 be clockwise
odd and A2 be clockwise even. Then f has the same sign as f1 but the opposite sign
from f2. Hence f1 and f2 have opposite sign. Since A1 +A2 =f1 +f2, it follows that
A1 +A2 includes an odd number of clockwise even alternating circuits. Similarly if A1
and A2 have the same clockwise parity, then f1 and f2 have equal sign and A1 + A2
includes an even number of clockwise even alternating circuits.
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Lemma 3. Let f be a 1-factor in a 1-extendible directed graph G. Let A and B be
f-alternating circuits in G; of opposite clockwise parity; containing distinct indepen-
dent edges e1 and e2 such that e1 ∈ f and e2 ∈ f. Suppose that G − {e1} and
G − {e2} are not bipartite but that G − {e1; e2} is. Then A ∪ B includes alternating
circuits X and Y; of opposite clockwise parity and consanguineous with respect to
some 1-factor that contains neither e1 nor e2; such that there are just one or two
XY -arcs; each XY -arc contains e1 or e2 and their union contains both.
Proof. Let G0 =G[A∪ B]. Since A and B are f-alternating, they are f0-alternating in
G0, where f0 is the 1-factor f∩ (A∪B) in G0−{e1; e2}. Thus G0 is 1-extendible. Let
A0 =A and B0 =B.
For some i¿ 0, let Gi =G[Ai ∪ Bi] where, for some 1-factor fi of Gi − {e1; e2},
the circuits Ai and Bi are fi-alternating circuits in Gi, of opposite clockwise parity,
containing e1 and e2. Thus Gi is 1-extendible. By the 2-ear theorem applied to the
subgraph G[Ai], the graph Gi contains an fi-alternating circuit B′i such that there are
just one or two MAiB′i-arcs, and in the latter case there is no fi-alternating circuit B
∗
i
such that there is only one MAiB∗i -arc.
Case 1: Suppose 7rst that there is a unique MAiB′i-arc Pi. Let Pi join vertices ui and
vi. Since Ai and B′i are fi-alternating, Ai +B
′
i is an alternating circuit Ci and hence of
even length. The hypotheses on G show that Ci contains both e1 and e2 or neither, as
any circuit containing only one of e1 and e2 must be of odd length.
Subcase 1.1: Suppose that Ci contains e1 and e2. Then e1 ∈ B′i and e2 ∈ B′i . Let
Ai+1 =Ci and Bi+1 =Bi+B′i , so that Ai+1 and Bi+1 contain e1 and e2. Moreover Ai+1+
Bi+1 =Ci + Bi + B′i =Ai + Bi, and so Ai+1 and Bi+1 are of opposite clockwise parity.
Furthermore, since Ai+1 =Ai + B′i =fi + gi + B
′
i and Bi+1 =Bi + B
′
i =fi + hi + B
′
i for
some 1-factors gi and hi of G, we see that Ai+1 and Bi+1 are alternating with respect
to the 1-factor fi+1 =fi+B′i , which contains neither e1 nor e2. Note also that the edge
of Ai ∩ B′i incident on ui belongs to fi and therefore to neither Ai+1 nor Bi+1. Thus if
we de7ne Gi+1 =G[Ai+1 ∪ Bi+1] then |EGi+1|¡ |EGi|.
Subcase 1.2: Suppose that Ci contains neither e1 nor e2. If Ci is clockwise even,
then Ai and B′i are the required circuits X and Y , by Lemma 2. Suppose therefore
that Ci is clockwise odd. Let Ai+1 =B′i =Ai + Ci, Bi+1 =Bi and fi+1 =fi. Then Ai+1
and Bi+1 are fi+1-alternating and contain e1 and e2. Since Ci =Ai + Ai+1 and Ci is
clockwise odd, it follows from Lemma 2 that Ai and Ai+1 have the same clockwise
parity. Hence Ai+1 and Bi+1 are of opposite clockwise parity. Moreover the edge of
Ci−Pi incident on ui belongs to neither Ai+1 nor Bi+1, and so |EGi+1|¡ |EGi|, where
Gi+1 =G[Ai+1 ∪ Bi+1].
Case 2: Suppose there are two MAiB′i-arcs, Qi and Ri. Let q1 and q2 be the ends of
Qi, and let r1 and r2 be the ends of Ri. If there exists a path S, included in Ai, joining
q1 and q2 and passing through both r1 and r2, then S ∪ Qi is an fi-alternating circuit
which includes Qi but not Ri. This contradiction shows that each path included in Ai
and joining q1 and q2 must pass through exactly one of r1 and r2. We may therefore
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assume without loss of generality that
B′i =M [r1; q1] ∪ Qi ∪ N [q2; r2] ∪ Ri;
where M is the path included in Ai which joins q1 to q2 and passes through r1, and
N is the path Ai −M . Since Ai and Bi are fi-alternating, the circuits Qi ∪M , Qi ∪N ,
Ri ∪ M [r1; q1] ∪ N [q1; r2] and Ri ∪ M [r1; q2] ∪ N [q2; r2] are of odd length. Thus we
may assume without loss of generality that either e1 ∈M [r1; q1] and e2 ∈N [q2; r2] or
{e1; e2} ∩ B′i = ∅.
Once again, let Ci be the alternating circuit Ai + B′i . If Ci contains e1 and e2, then
the argument proceeds as in Subcase 1.1. In the remaining case we have {e1; e2} ⊆ B′i ,
and the argument proceeds as in Subcase 1.2.
By the 7niteness of G, there exists j such that Gj+1 is not de7ned. Then Aj and B′j
are the required circuits.
In the remainder of this section we let e1 and e2 be distinct independent edges in
a graph G such that neither G − {e1} nor G − {e2} is bipartite but G − {e1; e2} is
bipartite and 1-extendible. Let f be a 1-factor of G − {e1; e2}. We suppose that there
exists an f-alternating circuit A in G containing e1 and e2, and we let A′=A− {e1}.
Let e1 join vertices u1 and v1, and let e2 join vertices u2 and v2, where e2 ∈A′[u1; v2].
Lemma 4. Let C be an f-alternating circuit in G−{e1; e2}; and let a be an edge of
A′[v1; v2]∩C joining vertices u and v; where a∈A′[v2; u]. Let C′=C −{a}. Let b be
an edge of C′ joining vertices w and x; where b∈C′[v; x].
(a) If b∈A′[v1; v2]; then b∈A′[v2; w].
(b) If b∈A′[u1; u2]; then b∈A′[u2; w].
Proof. Let X be an MAC-arc joining vertices y and z. SinceA andC are bothf-alternating,
there must be an edge c∈f∩A∩C incident on y and an edge d∈f∩A∩C incident on
z. If e2 ∈A′[y; z] then the circuit X ∪A′[y; z] contains e2 but not e1, and is therefore of
odd length by the hypotheses on G. In this case exactly one of c and d is in A′[y; z].
Similarly if e2 ∈ A′[y; z] then either c and d are both in A′[y; z] or neither of them is.
The lemma follows by applying these observations sequentially to all the MAC-arcs.
4. A characterisation of Pfa!an near bipartite graphs I
In order to prepare for the proof of our 7rst theorem, we need the following rather
technical de7nition.
Let G be a graph with 1-factor f. Let A be an f-alternating path in G joining vertices
u and v. Let x0 and y0 be distinct vertices of VA, where x0 ∈VA[y0; v]. Suppose that
the edges of f incident on x0 and y0 belong to A[x0; v] and A[u; y0], respectively. Let
C1; C2; : : : ; Ck be f-alternating circuits with the following properties.
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(a) For each i there exists a unique ACi-arc. Let xi and yi be the ends of this arc,
where xi ∈VA[u; yi].
(b) We have x1 ∈VA[u; y0]− {y0}, y1 ∈VA[y0; v]− {y0} and yk ∈VA[x0; v]− {x0}.
(c) If k ¿ 1, then for each i¿ 2 we have xi ∈VA[yi−2; yi−1] − {yi−2; yi−1} and yi ∈
VA[yi−1; v]− {yi−1}.
Then the sequence
(C1; C2; : : : ; Ck)
is called a cascade of length k along A[y0; x0] from y0 to x0.
Theorem 4. Let G be a 1-extendible graph with 1-factor f. Let e1 and e2 be distinct
independent edges of EG−f such that neither G−{e1} nor G−{e2} is bipartite but
G−{e1; e2} is bipartite; Pfa2an and 1-extendible. Suppose there exist f-alternating
circuits A and B, both containing e1 and e2, such that there is a unique AB-arc and
A + B is clockwise even under a Pfa2an orientation of G − {e1; e2}. Then G has
a subgraph H , reducible to an even subdivision of K3;3, such that G − VH has a
1-factor.
Proof. Let e1 join vertices u1 and v1, and let A′=A − {e1}. Let e2 join vertices u2
and v2, where u2 ∈VA′[u1; v2]. Let x0 and y0 be the ends of the unique MAB-arc P.
Since {e1; e2} ⊂ A∩B, we may assume with no less generality that x0 ∈VA′[v1; v2] and
y0 ∈VA′[v2; x0]. Moreover the edge a of f incident on y0 is in A′[v2; y0] and the edge
of f incident on x0 is in A′[x0; v1]. We may assume A and B to have been chosen to
maximise |A′[v2; y0]|+ |A′[x0; v1]|. Let b be the edge of A′[x0; y0] incident on y0.
Claim 1. There is a cascade C along A′[y0; x0] from y0 to x0 such that distinct
elements of this cascade meet; if at all; only in A′[x0; y0].
Let K =G−{e1; e2}. Since K is 1-extendible, there is an f-alternating circuit C1 in
K containing a and b. Let C′1 =C1 − {a}.
Since A′[v2; y0] ∩ C1 = ∅ and A′[y0; v1] ∩ C1 = ∅, we may select a vertex
x1 ∈ (VA′[v2; y0]− {y0}) ∩ VC1
that minimises |C′1[x1; y0]| and a vertex
y1 ∈VA′[y0; v1] ∩ VC1
that minimises |C′1[x1; y1]|. We may assume that C1 has been chosen to minimise
|A′[y1; v1]|, and by Lemma 4 we may assume that A′[x1; y1] is an AC1-arc.
From Lemma 4 we see that y1 = x0. If y1 ∈VA′[y0; x0], then we repeat the argument.
Thus there must be an f-alternating circuit C2 in K containing both the edges of A
incident on y1. Let C′2 =C2−{a′}, where a′ is the edge of f incident on y1. We may
select a vertex
x2 ∈ (VA′[v2; y1]− {y1}) ∩ VC2
C.H.C. Little et al. / Discrete Mathematics 244 (2002) 279–297 289
to minimise |C′2[x2; y1]| and a vertex
y2 ∈VA′[y1; v1] ∩ VC2
to minimise |C′2[x2; y2]|. In fact it follows from the choice of C1 that x2 ∈VA′[y0; y1].
We may assume that C2 has been chosen to minimise |A′[y2; v1]|. By Lemma 4 we
may also suppose that A′[x2; y2] is an AC2-arc.
Suppose that
C′1[x1; y1] ∩ C′2[x2; y2] = ∅:
Let w be the vertex of VC′1[x1; y1] ∩ VC′2[x2; y2] that minimises |C′2[w; y2]|. Since the
circuit
C′1[w; y1] ∪ A′[y1; y2] ∪ C′2[y2; w]
contains neither e1 nor e2 and is therefore of even length, it follows that
C′1[x1; w] ∪ C′2[w; y2] ∪ A′[y2; x1]
is an f-alternating circuit containing a and b. Since y2 ∈VA′[y1; v1]−{y1}, the choice
of C1 is contradicted. We conclude that C′1[x1; y1] ∩ C′2[x2; y2]= ∅.
From Lemma 4 we see that y2 = x0. If y2 ∈VA′[y0; x0], then we repeat the argument
inductively. By the 7niteness of G, there exists k ¿ 0 such that yk ∈VA′[x0; v1]. Then
(C1; C2; : : : ; Ck) is the required cascade C along A′[y0; x0] from y0 to x0. The proof of
the claim is now complete.
For each i, let pi be the number of BCi-arcs included in P, and let qi be the number
of ACi-arcs. We may assume f, A, B and C chosen to minimise
k∑
i=1
(pi + qi): (1)
Since distinct elements of C meet, if at all, only in A′[x0; y0], it follows that
k−1⋃
i=1
(C′i [xi; yi] ∪ A′[yi; xi+1]) ∪ C′k [xk ; yk ]
is a path X joining x1 to yk . Traversed from x1 to yk , it meets a succession of ACi-arcs
and BCi-arcs. A trace of C is the sequence obtained from X by recording 0 for each
ACi-arc included in A′[x0; y0], 1 for each BCi-arc included in P and 2 for each ACi-arc
included in A′[u1; u2]. (This sequence is not uniquely determined unless A and B have
been speci7ed.) The next two claims show that, up to homeomorphism, the graph
G
[





is determined by a trace of C.
Claim 2. Suppose that for some i and j¿ i there are a BCi-arc included in P and
a BCj-arc included in P. Let the former arc join vertices u and v, where u∈VC′i [xi; v],
290 C.H.C. Little et al. / Discrete Mathematics 244 (2002) 279–297
and the latter arc vertices w and x, where w∈VC′j[xj; x]. Then x∈VP[w; y0],
u∈VP[x; y0] and v∈VP[u; y0].
By Lemma 4 we see that v∈VP[u; y0] and x∈VP[w; y0]. We must show that
u∈VP[x; y0]. Suppose therefore that w∈VP[v; y0]. We may suppose u, v, w, x to
have been chosen to minimise |P[v; w]|. It follows that the circuit
C′i [xi; v] ∪ P[v; w] ∪ C′j[w; yj] ∪ A′[yj; xi]
contradicts the choice of Ci. The claim has now been veri7ed.
The same argument can also be applied to ACi-arcs and ACj-arcs meeting A′[u1; u2].
In other words, suppose that for some i and j¿ i there are an ACi-arc meeting
A′[u1; u2] and an ACj-arc meeting A′[u1; u2]. Let the former arc join vertices u and
v, where u∈VC′i [xi; v], and the latter arc vertices w and x, where w∈VC′j[xj; x]. Then
x∈VA′[w; u2], u∈VA′[x; u2] and v∈VA′[u; u2].
Claim 3. Suppose that for some i there are two BCi-arcs included in P. Let one of
these arcs join vertices u and v, where u∈VC′i [xi; v], and let the other join vertices w
and x, where w∈VC′i [v; yi] and x∈VC′i [w; yi]. Then x∈VP[w; y0], u∈VP[x; y0] and
v∈VP[u; y0].
By Lemma 4 we have v∈VP[u; y0] and x∈VP[w; y0]. It remains to show that
u∈VP[x; y0]. Suppose therefore that w∈VP[v; y0]. We may suppose u; v; w; x to have
been chosen to minimise |P[v; w]|. It follows from Claim 2 that we may now construct
from C a new cascade C′ by replacing Ci with the circuit
C′i [xi; v] ∪ P[v; w] ∪ C′i [w; yi] ∪ A′[yi; xi]:
This result contradicts the minimality of (1), and thereby completes the proof of the
claim.
The same argument can be applied to ACi-arcs which meet A′[u1; u2]. In other words,
let us suppose that for some i there are two such ACi-arcs. Let one of these arcs join
vertices u and v, where u∈VC′i [xi; v], and let the other join vertices w and x, where
w∈VC′i [v; yi] and x∈VC′i [w; yi]. Then x∈VA′[w; u2], u∈VA′[x; u2] and v∈VA′[u; u2].
We now investigate the possible traces a cascade may have.
Claim 4. Any two consecutive digits in a trace of C are distinct.
Suppose that a trace of C contains consecutive ones. Then for some i there exist
a BCi-arc included in P and joining vertices u and v, where u∈VC′i [xi; v], and an-
other BCi-arc included in P and joining vertices w and x, where w∈VC′i [v; yi] and
x∈VC′i [w; yi], such that C′i [v; w] has no edges or internal vertices in common with the
graph G[A ∪ B]. By Claim 2 we have x∈VP[w; y0], u∈VP[x; y0] and v∈VP[u; y0].
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Moreover the edges of f incident on v and on w both belong to P[v; w]. Let
C =P[v; w] ∪ C′i [w; v];
f∗=f + C;
B∗ = B+ C
= A′[y0; u1] ∪ {e1} ∪ A′[v1; x0] ∪ P[x0; w] ∪ C′i [w; v] ∪ P[v; y0]
and
C∗i =Ci + C
=C′i [xi; u] ∪ P[u; x] ∪ C′i [x; yi] ∪ A′[yi; xi]:
We now obtain a new cascade from C by replacing Ci with C∗i . This result contradicts
the minimality of (1).
The argument is similar if a trace of C contains consecutive twos. Suppose therefore
that it contains consecutive zeros. Then for some i such that 1¡i¡k the circuit Ci
has a unique ACi-arc and no BCi-arc. The ACi-arc joins vertices xi and yi. Let
f∗=f + Ci;
A∗ = A+ Ci
= A′[v1; yi] ∪ C′i [yi; xi] ∪ A′[xi; u1] ∪ {e1}
and
C∗i =Ci−1 + Ci + Ci+1
=C′i−1[xi−1; yi−1] ∪ A′[yi−1; xi+1] ∪ C′i+1[xi+1; yi+1]
∪A′[yi+1; yi] ∪ C′i [yi; xi] ∪ A′[xi; xi−1]:
Then f∗; A∗; B and the cascade
(C1; C2; : : : ; Ci−2; C∗i ; Ci+2; Ci+3; : : : ; Ck)
contradict the minimality of (1). The proof of the claim is now complete.
Claim 5. A trace of C contains neither 01 nor 10.
We may assume without loss of generality that a trace of C contains 01. Then there
exists i¿ 1 such that C′i includes a path joining xi to a vertex x∈VP − {x0; y0} and
having no edges or internal vertices in common with the graph G[A ∪ B]. By Lemma
4 the edge of f incident on x belongs to P[x; y0]. Observe that the circuit
Y =C′i [xi; x] ∪ P[x; y0] ∪ A′[y0; xi]
is clockwise odd under a Pfaan orientation of K , for otherwise the choice of A and
B is contradicted by A and
B∗=A′[v1; xi] ∪ C′i [xi; x] ∪ P[x; y0] ∪ A′[y0; u1] ∪ {e1}
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since A′[x0; xi] ⊆ A ∩ B∗. Similarly the circuit
Z =C′i [xi; x] ∪ P[x; x0] ∪ A′[x0; xi]
is clockwise odd, as otherwise the choice of A and B is contradicted by B∗ and B
since P[x; y0] ⊆ B ∩ B∗. Thus of the three circuits Y , Z and
Y + Z =A+ B=P ∪ A′[x0; y0];
which have empty sum, only A+B is clockwise even, yet an even number of them are
clockwise even under a given orientation of G. This contradiction proves the claim.
By Claims 4 and 5 every second member of a trace of C must be 2. Having estab-
lished the existence of a cascade with this property, we may now drop the requirement
that A and B be chosen to maximise |A′[v2; y0]|+|A′[x0; v1]|. We obtain a reduced trace
of C by removing each 2 from a trace. We deal next with the case where a reduced
trace has three consecutive equal digits.
Claim 6. Suppose a trace of C contains 02020 or 12121. Then G has an even sub-
division H of K3;3 such that G − VH has a 1-factor.
Without loss of generality we may assume that a trace of C contains 02020. Then
for some i such that 26 i6 k−2 the circuit Ci has a unique ACi-arc meeting A′[u1; u2]
but it has no BCi-arc meeting P, and a similar statement holds for Ci+1. The required
subdivision of K3;3 is
G[A′[u1; y0] ∪ A′[x0; v1] ∪ {e1} ∪ P ∪ Ci ∪ Ci+1]:
We may henceforth assume that a reduced trace does not have three consecutive
equal digits.
A set S of digits in a reduced trace is said to be separated if no two elements of S
are consecutive. We now consider the case where a reduced trace has three separated
equal digits. We shall use ∗ to denote a non-empty subsequence of a trace of C.
Claim 7. Suppose a trace of C contains 12 ∗ 212 ∗ 21 or 02 ∗ 202 ∗ 20. Then G has
an even subdivision H of K3;3 such that G − VH has a 1-factor.
Without loss of generality we may suppose that a trace of C contains 02 ∗ 202 ∗ 20.
For some h such that 26 h6 k − 2 the path C′h includes a subpath joining xh to a
vertex x′h ∈VA′[u1; u2] and having no edges or internal vertices in common with the
graph G[A ∪ B]. Moreover for some i such that h¡ i¡k the path C′i−1 includes a
subpath joining yi−1 to a vertex y′i−1 ∈VA′[u1; x′h] and having no edges or internal
vertices in common with G[A ∪ B], and C′i includes a subpath joining xi to a vertex
x′i ∈VA′[u1; y′i−1] and having no edges or internal vertices in common with G[A ∪ B].
Furthermore, for some j such that i6 j¡k the path C′j includes a subpath joining yj
to a vertex y′j ∈VA′[u1; x′i ] and having no edges or internal vertices in common with
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G[A ∪ B]. The required subdivision of K3;3 is
G[A′[u1; y0] ∪ A′[xh; yj] ∪ A′[x0; v1] ∪ {e1} ∪ P ∪ C′h[xh; x′h]
∪C′i−1[yi−1; y′i−1] ∪ C′i [xi; x′i ] ∪ C′j[yj; y′j]]:
We may henceforth assume that a reduced trace does not have three separated equal
digits.
At this juncture we observe that there are only a 7nite number of possible traces
left to investigate, because any reduced trace of length at least 9 must contain three
consecutive zeros, three consecutive ones, three separated zeros or three separated ones.
It can be shown that in each case there is a set of f-alternating circuits with sum A+B.
If the clockwise parities of these circuits under a Pfaan orientation of K do not yield
a contradiction, then the fact that A+ B is clockwise even under a Pfaan orientation
of K implies, by Lemma 2, that exactly one of A and B is clockwise even. In this case
G must be non-Pfaan, as it cannot be oriented so that all the f-alternating circuits
are clockwise odd. In such graphs G we therefore search for a subgraph H , reducible
to an even subdivision of K3;3, such that G − VH has a 1-factor.
The next claim is proved by investigating the condition under which a contradiction
can be derived from the clockwise parities, under a Pfaan orientation of K , of a set
of f-alternating circuits with sum A+ B.
Claim 8. A reduced trace of C is of odd length.
Suppose that a reduced trace of C is of even length. First we construct a cascade D
along P from y0 to x0. If a reduced trace has no 1, then D consists only of the circuit
D1 =X ∪ A′[yk ; x0] ∪ P ∪ A′[y0; x1]:
Otherwise there exists a vertex z1 ∈VX ∩ VP. We may assume z1 chosen to minimise
|X [w1; z1]|, where w1 = x1. In this case we de7ne
D1 =X [w1; z1] ∪ P[z1; y0] ∪ A′[y0; w1]:
We also let w2 be the vertex of VX ∩ (VP[z1; z0] − {z0}) that minimises |P[w2; z0]|,
where z0 =y0.
If there exists a vertex z2 ∈ (VX [w2; yk ]−{w2})∩VP, then we repeat the argument.
Thus we may assume z2 chosen to minimise |X [w2; z2]|. We then de7ne
D2 =X [w2; z2] ∪ P[z2; w2]:
We also let w3 be the vertex of VX ∩ (VP[z2; z1]− {z1}) that minimises |P[w3; z1]|.
If there exists a vertex z3 ∈ (VX [w3; yk ]− {w3}) ∩ VP, then we repeat the argument
inductively. Thus there exists l¿ 0 such that
(VX [wl; yk ]− {wl}) ∩ VP= ∅:
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We de7ne
Dl=X [wl; yk ] ∪ A′[yk ; x0] ∪ P[x0; wl]:
The required cascade D is then (D1; D2; : : : ; Dl).
We observe that the number of ones in a trace of C is l− 1. Similarly the number







(For any i each member of a PDi-arc belongs to one circuit in C and two circuits in
D. The remaining elements of P belong to just one circuit in D and to no circuits
in C. Similar results hold for the edges of A′[x0; y0]. The remaining edges of X ∪
A′[y0; x1] ∪ A′[yk ; x0] belong to one circuit in each of C and D.) In addition, it is
easy to see that K may be oriented so that the circuits in C and D are directed. For
example, if {M;N} is a bipartition of K , we may orient the edges of f from M to
N and the remaining edges from N to M . Under this orientation the circuit A + B is
clockwise odd. As it is the only clockwise odd circuit in the set
S = {C1; C2; : : : ; Ck ; D1; D2; : : : ; Dl; A+ B}
and S has empty sum and odd cardinality, we now have a contradiction because under
a Pfaan orientation of K the circuit A+ B is the only clockwise even member of S.
This contradiction proves the claim.
In all the remaining cases we must 7nd a subgraph H of G, reducible to an even
subdivision of K3;3, such that G− VH has a 1-factor. We simplify the work by estab-
lishing two further claims which enable us to manipulate a trace of C.
Claim 9. Let G′ be a graph with a subgraph H ′, reducible to an even subdivision of
K3;3, such that G′ − VH ′ has a 1-factor. Suppose that G′ has a cascade C′ with a
trace whose ;rst element is 0 or 1. Let G have a cascade C with a trace consisting
of 2 followed by the trace of C′. Then G has a subgraph H , reducible to an even
subdivision of K3;3, such that G − VH has a 1-factor.
The path C′1 includes a subpath joining x1 to a vertex x
′
1 ∈VA′[u1; u2] and having
no edges or internal vertices in common with G[A ∪ B]. Contraction of the circuit
C′1[x1; x
′
1]∪A′[x′1; x1] yields the graph G′. Since G′ has a subgraph H ′, reducible to an
even subdivision of K3;3, such that G′ − VH ′ has a 1-factor, the claim follows.
A corresponding result holds if the last element of a trace of C′ is 0 or 1 and a
trace of C consists of that of C′ followed by 2. We may therefore assume that neither
the 7rst nor the last element of a trace of C is 2.
Claim 10. Suppose that the ;rst element of a trace of C is 0. Then C has another
trace obtained by replacing the ;rst 0 with 1.
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Note 7rst that the path C′1[x1; y1] has no edges or internal vertices in common with
G[A ∪ B]. Let
f∗=f + C1;
A∗ = A+ C1
= A′[u1; x1] ∪ C′1[x1; y1] ∪ A′[y1; v1] ∪ {e1}
and
B∗ = B+ C1
= P ∪ A′[y0; y1] ∪ C′1[y1; x1] ∪ A′[x1; u1] ∪ {e1} ∪ A′[v1; x0]:
The required trace is calculated by replacing A and B with the f∗-alternating circuits
A∗ and B∗, respectively.
A corresponding result holds if the 7rst element of a trace of C is 1. We also obtain
corresponding results for the last element of a trace of C.
Claim 11. A reduced trace of C has length 1.
Suppose 7rst that a reduced trace of C has length at least 5. By Claim 10 we may
assume that the 7rst and last digits are 0. By Claim 7 the third digit must therefore
be 1. However, by Claim 10 there is another reduced trace of C obtained by replacing
the 7rst and last digits with 1, in violation of Claim 7. The argument is similar if a
reduced trace of C has length 3, except that Claim 6 is used instead of Claim 7. Claim
11 now follows from Claim 8.
Thus C has a reduced trace of length 1. By symmetry and Claim 9, we may assume
that 0 is a trace of C. Then
G[A ∪ B ∪ C1 ∪ C2]
is the required subdivision of K3;3.
Theorem 5. Let G be a 1-extendible graph that can be obtained from a 1-extendible
bipartite graph K by a 2-ear adjunction. Suppose that G[C∪D] is bipartite whenever
C and D are alternating circuits that traverse both ears and have the property that
there are just two MCD-arcs. Then G is non-Pfa2an if and only if it has a subgraph
H , reducible to an even subdivision of K3;3, such that G − VH has a 1-factor.
Proof. We have already seen that if G has H as a subgraph then G is non-Pfaan. Sup-
pose therefore that G is non-Pfaan. Suppose also that G is formed from a 1-extendible
bipartite graph K by the adjunction of ears E1 and E2. If K is non-Pfaan, then K has
the required subgraph H by Theorem 2, and therefore so does G. We may suppose
therefore that K is Pfaan.
Suppose that G − E1 is 1-extendible. Since G − E1 is obtained from the bipartite
graph K by the adjunction of the single ear E2, it follows that G−E1 is also bipartite.
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Since G is obtained from G−E1 by the adjunction of a single ear, G is also bipartite.
Therefore G has the required subgraph by Theorem 2. The argument is similar if G−E2
is 1-extendible.
We may now assume that neither G − E1 nor G − E2 is 1-extendible. Let E1 join
vertices u1 and v1 and 7x a 1-factor f of K . Since K is 1-extendible, it has a path
P, joining u1 and v1, such that each vertex of VP − {u1} is incident with an edge of
P ∩ f. Thus P ∪ E1 is an alternating circuit in G − E2 if G − E2 is bipartite, and in
this case we reach the contradiction that G − E2 is 1-extendible. Hence G − E2 is not
bipartite. Similarly G − E1 is not bipartite.
Next, we may clearly assume without loss of generality that E1 and E2 both have
cardinality 1. Therefore we may let E1 = {e1} and E2 = {e2}. Thus e1 and e2 are distinct
edges of EG − f such that neither G − {e1} nor G − {e2} is bipartite and neither is
1-extendible, but G−{e1; e2} is bipartite and 1-extendible. As G is 1-extendible, there
must be an f-alternating circuit X containing e1. Since G − {e2} is not 1-extendible,
X must also contain e2. It follows that e1 and e2 are independent edges, as X is
f-alternating.
Since K is Pfaan we may assume given a Pfaan orientation of K . Extend this
orientation to G by orienting e1 and e2 arbitrarily. As G is not Pfaan, there must exist
a clockwise even alternating circuit A in G. Recalling that some 1-factor in G must
have its sign opposite to that of f, we 7nd that A may be chosen to be f-alternating.
Being clockwise even, it cannot be alternating in K , and therefore cannot be a circuit
of K . Thus A contains e1 or e2 and hence both. There must also be a clockwise odd
alternating circuit B containing e1 and e2 for otherwise a Pfaan orientation of G
could be realised by reorienting e1 or e2. We can also choose B to be f-alternating.
By Lemma 3 we 7nd that f, A and B may be chosen so that there are just one or
two AB-arcs, each containing e1 or e2 and their union containing both.
If there are two AB-arcs, then G[A ∪ B] is bipartite by hypothesis. However one
of these arcs must contain e1 and the other e2. Let A′=A − {e1}, and let e2 join
vertices u2 and v2, where e2 ∈A′[u1; v2]. If there exists an MAB-arc Q joining a vertex
x∈VA′[u1; u2] to a vertex y∈VA′[v1; v2]; then since G[A ∪ B] is bipartite we 7nd that
either
Q ∪ A′[y; x]
or
Q ∪ A′[x; u1] ∪ {e1} ∪ A′[v1; y]
is an f-alternating circuit containing just one member of {e1; e2}. From this contradic-
tion to the fact that neither G − {e1} nor G − {e2} is 1-extendible, together with the
knowledge that one AB-arc contains e1 and the other e2, we deduce that A+ B is the
union of two disjoint circuits.
By Lemma 2 one of these circuits is a clockwise even alternating circuit. It is
therefore possible to modify B so that there is only one AB-arc. Then A + B is a
clockwise even alternating circuit. We can now invoke Theorem 4 to draw the desired
conclusion.
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In order to complete the analysis of a 2-ear adjunction to a bipartite graph, it remains
to consider the case where there are two AB-arcs. This case is considerably more
complicated and dealt with in [3].
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