Abstract-This paper presents a control algorithm developed from the mammalian emotional processing network. A discrete event model was modified for application to a continuous time plant. It resulted in a system with a connected equilibrium set. To understand the dynamics, first integrals are identified and a proof of stability is given. [7] to develop an analytical understanding that can be used for modeling real systems and developing artificial ones.
I. INTRODUCTION
ncreased scientific attention is being drawn towards understanding the decision architecture of the Human Brain. Interest has been showed by neurophysiologists [1] , [2] , [3] , cognitive scientists [4] , [5] , artificial intelligence researchers [6] , [7] , and control engineers [2] , [3] , [5] , [7] to develop an analytical understanding that can be used for modeling real systems and developing artificial ones.
Till late, cognitive scientists considered emotions a weakness of the human individual [6] , as little voluntary control existed over emotions, and that the response was subjective to a vast number of factors. On the other hand, rational thought is considered to be objective and repetitive. Repetition suggests the existence of a well-defined mapping between inputs and outputs that shall be followed by the system and multiple instances would allow the decision system to identify this hidden relation.
However [1] and [8] bring forward the role emotions play in memory and learning. A single occurrence of an emotionally significant situation is remembered far more vividly and for a longer period than a task, which is repeated frequently. This highlights that the emotional processing was able to develop an effect that sustained sensory input was not able to achieve.
This article presents a descriptive and a mathematical model of the emotional processing in the brain, which is then modified to develop a feedback loop for a linear plant. Note that we are not developing an artificial emotional agent, we are simply picking up the basic system level features to evaluate if these can help control systems. The closed loop is unusual in that it possesses a connected equilibrium set as opposed to isolated equilibrium points. Then we present a method to prove asymptotic stability. We conclude with a discussion of the results and future work.
II. A COMPUTATIONAL MODEL OF THE LIMBIC SYSTEM

A. The Limbic System
The emotional processing setup inside the mammalian brain is called the limbic system. Note that all neuroscientists do not believe in the limbic theory. Some, including [1] believe that this theory needs a lot of work to refine it [9] . However for our engineering goals we shall use a simple model as discussed below.
The limbic system is closely associated with the functions of memory, emotional processing & emotional learning. The limbic system evolved further into the neocortex configuration [6] . This configuration allowed Homo sapiens to have an emotional life, including complicated combinations of often contradictory emotions. The size of the neocortex is considered proportional to the complexity and the breadth of the emotions the individual feels. This is due to the availability of more neuron connections, which allow the processing of multiple and more comprehensive responses to the same set of stimuli. The occurrence of these varied responses in higher animals marks them as intelligent and 'higher' than other animals that can only process the inputs to yield fewer and often single responses. E.g. when threatened a lower animal will flee, whereas higher ones might behave along different plans.
The primary components of the (human) limbic system are shown in Fig. 1 . The Amygdala and the Orbitofrontal Cortex are the main components involved in emotional processing. Amygdala is the lobe where the stimuli from the sensory lobes are mapped to emotional responses [8] . It has been experimentally verified that this lobe undergoes classical conditioning over the presented stimuli. Its output is further transmitted to Hypothalamus and other structures. The Amygdala receives three kinds of input signals: first, the sensory information from the sense organs; second, the internal significance of the stimuli, and third, the mode of operation for the being itself [8] . As can be seen these signals mix external and internal cues to deliver complete information and context. The Orbitofrontal Cortex (OFC) has been experimentally shown to possess an inhibitory role in the whole emotional processing network. The OFC tries to reduce the strength of earlier established connections, which are no longer suitable as the goal, or the context has changed. The OFC regulates the mapping of the stimuli to the emotional response occurring through the Amygdala. The Hippocampus is believed to provide the OFC with information about the current context. The OFC receives the same set of data as the Amygdala does, but it forms a sort of outer loop as it also receives the Amygdala states.
The Thalamus acts as a relay organ between the cortical and the other parts of the network. It is believed to alter the sensory data with some emotionally charged stimuli.
The Hypothalamus is situated below the Thalamus and operates on the endocrine system and the Pituitary gland. The Pituitary gland controls the hormonal secretion which enacts all the emotional processing through the organs.
B. A computational model
The above was a qualitative model of the limbic system. A computational model was proposed by Morén & Balkenius [8] , [10] , which provides a mathematical relationship between the components. The Morén-Balkenius Model can be summed up in Fig. 2 
In the above equations, , are constants representing the learning rates and are the same over various Amygdala-OFC loops, R o is called the internal reinforcer for the OFC.
The Primary Reward signal, Rew(also called the Emotional Signal ES) is an internally generated signal whose origin is still unclear, however it is understood that it defines the reward towards which the system works.
The updates for Amygdala are monotonic and the inhibition of Amygdala response is achieved by increasing the OFC gain through the Reinforcer R o which measures the surplus of the Amygdala response over the OFC response.
Note that this model lacks any dependence on time: each signal and update acts as if it lasts one clock pulse.
III. APPLICATION TO A LINEAR SYSTEM
The above model has been previously employed for a number of applications in control engineering and signal fusion tasks resulting in good performance [11] , [12] . The results reported were remarkable than those obtained by standard methods. However no attempts were made to convert the above difference model into a continuous time dynamical system represented by differential equations and to offer an explanation for the observed results. To this end, we consider the regulation problem of a scalar first order linear time-invariant system given by:
(2) where x 1 is the state, u is the control input and a>0. Using the limbic system model, we propose the following linear feedback rule which uses the model output MO for a single set of Amygdala and OFC (i.e. i=1 only) as the control input for the system. Hence we have: (4) Our choice is not arbitrary but it mixes external and internal signals to present a complete understanding of the situation. From a biological viewpoint, it can be said that the error (in the present case of regulation, the state x 1 is the error) is the motivation to respond, and the control input u is the response. These separate signals have been mixed to present a signal, which represents a combination of what needs to be done, and what can be done, in the current time.
The update rules are rewritten as relating rates, instead of differences, with the same functional form as the limbic system. For analytical simplicity, the max operator is ignored and the gains x 2 and x 3 obey:
If we redefine x 1 as x 1 2 , x 2 as (x 2 -x 3 ) then (2) to (6) can be written in a form which is far more amicable to analysis: subject to 0 1 ≥ x . Equation (7) is interesting in the fact that it holds in a halfspace and the bounding plane 0 1 = x (8) is the set of equilibrium points. Here x 1 represents the square of the system output; hence this form of equation provides us with a good practical understanding as well. Note that the expression within parenthesis in (7) cannot be zero without implying x 1 and x 3 are identical.
The above form is similar to the Volterra-Lotka model of interacting populations. Literature about the Volterra-Lotka (V-L) model abounds [13] - [15] . However the major difference is that the generic V-L model does not possess an equilibrium set. A particular version of V-L system that models the spread of an infectious disease in a population can be considered as a 2-variable analog to (7) and possesses a connected equilibrium set. Hence insight can be gained from studies of the V-L models and variants.
IV. EQUILIBRIUM SETS, INVARIANT SETS AND STABILITY
A. Few definitions
The occurrence of equilibrium sets in control engineering problems is unusual. However extensions of most concepts associated with isolated equilibrium points are available.
For the dynamical system represented by the following ordinary differential equation in x∈ R n :
we present the following definitions [15] . [16] with respect to a dynamical system if x(0)∈M implies x(t)∈M, for all t ∈ R. A set M is positively invariant with respect to a dynamical system if x(0)∈M implies x(t)∈M, ∀ t>0. Hence all equilibrium points and sets are invariant sets. However, we may have motion within the invariant sets (e.g. limit cycles) but not in equilibrium sets.
B. Stability in the presence of equilibrium sets
Lyapunov's direct method cannot be used to prove stability of equilibrium sets of a dynamical system, as either a parameter dependent Lyapunov function would be necessary for each point in the equilibrium set. This is due to the necessity of the Lyapunov function being positive definite in the region of interest.
LaSalle's Invariance Principle [17] can be used for proving asymptotic stability of dynamical systems with equilibrium sets. Note that LaSalle's result holds for a more general case of the occurrence of invariant sets, which include equilibrium sets and/or limit cycles.
LaSalle's theorem generalizes Lyapunov's theorem for invariant sets, but it also relaxes the need of the positive definiteness of the Lyapunov function V(x) and the negative A first integral can be considered a quantity that is conserved over the motion governed by (9) . A system that has a first integral on the whole R n is called a conservative system. A first integral is useful because it connects level curves and trajectories of the system. A trajectory will lie completely on a level surface of the first integral [18] . Hence each level curve of the first integral is a union of trajectories. Uniqueness of the solution assures that the union is disjoint. In fact, for systems in R 2 any trajectory is a first integral.
Our interest in first integrals is due to two reasons. Firstly, as they remain constant over time they can help us to find Lyapunov-like functions. The use of first integrals to prove Lyapunov stability is well-established [19] . However extensions to cases which require LaSalle's theorem require a second property: that a trajectory cannot cross a level curve of the first integral. This provides us with a method to identify surfaces, which can be used for constructing positively invariant sets.
Note that using a first integral for a Lyapunov-like function V(x) means that we are looking for a stricter condition (where the derivative 0
Lyapunov-like functions has always been based on intuition and experience. However if a method can be found to find first integrals, then this tradeoff for a stricter condition can help us. Reference [20] presents us with a method to identify first integrals for systems in R 3 , which we introduce below, after introducing the underlying theorem due to Frobenius: ,v) is a first integral which is common to both vector fields. Essentially this method finds out first integrals for the vector field q and using Frobenius' theorem it tries to find out a common integral. This method does not guarantee the existence of a first integral but will be able to identify a first integral if it exists.
The coefficients of (7) can be renamed as a,b,..g so that (7) can be rewritten as: 
Assume that Lx x = & is a linear vector field compatible with (11), where L =L ij is a 3x3 matrix of unknown constants. Following the steps for the above system, one encounters an over-determined set of 18 nonlinear simultaneous equations in the 9 unknowns L ij which is cumbersome for manual attempts, but can be solved using any computer algebra system. For further details the keen reader is referred to [21] . Finally one gets:
where
Note that this first integral is continuously differentiable in the domain.
VI. PROOF OF STABILITY
The identification of stable branch of the equilibrium set for (7) or (11) is undertaken through the LaSalle's theorem. As discussed earlier, Lyapunov's direct method is not applicable for such systems. One can also try Lyapunov's indirect method for the sake of completion (as the validity of this method in presence of non-isolated equilibria is unclear); but it also fails in our problem as zero eigenvalues are encountered.
We first present a method of identifying positively invariant compact sets based on the nature of the flow, and then we shall use these sets for the main proof.
A. Construction of positively invariant compact sets
On observing (11) , one notes that, as x 1 is a positive quantity throughout, the sign of the right-hand-side of the equations and hence the flow is identified by the planes:
The planes represented by (13)- (15) and x 1 =0 are the nullclines for system (11) . Henceforth, we shall refer to (13)-(15) as the nullcline planes, though the complete nullcline comprises of these planes and the x 1 =0 plane. Interestingly, these nullcline planes are independent of x 1 and depend on only the states that have been introduced by the feedback loop. Hence we need to look at only the x 2 -x 3 planes (i.e. x 1 = any positive constant surface). Our redeclaring variables while writing (7) has ensured that the planes (13) and (15) are parallel to one of the axes. Equation (13) defines the boundary between the regions where x 1 increases or decreases. Fig. 4 shows the three planes. Looking at the original equations (7), it is clear that (14) and (15) intersect on the x 2 axis. The exact positioning of the points depends on the user-defined values of w 1 and w 2 in (4). We can always choose the parameters to ensure that planes represented by (14) and (15) intersect on that side of (13) where
. The horizontal arrows in Fig. 4 represent the direction in which x 2 would move, and similarly the vertical arrows represent the direction for x 3 . Note that a different choice of parameters might result in other configurations of the arrows. However the analysis will be on similar lines as presented here. Now if we imagine planes perpendicular to the figure but along the arrows of the crosshair, then any trajectory starting from a point between the arrows will never intersect these planes, as the direction of the flow of the system is away from these planes. Now consider a trajectory starting from
where x lies to the left of the plane given by (13) It can be seen that if x Ω does not intersect any of the nullcline planes then it is a positively invariant set as the level curves of the first integral are disjoint, and the flow moves away from the surfaces of the planes along x 2 and x 3 directions. As x 1 is decreasing, and the first integral I(x) is continuous, it assures that this set is closed. Hence it is seen that such positively invariant sets are also compact. Cases where such a set cannot be developed are discussed later.
B. Main Proof
We shall prove that {x∈ R 3 : bx 2 -a 0} is the stable equilibrium set. Following is the outline of proof, which is broken up into cases:
1) Trajectory does not intersect nullcline planes: Find a set x Ω in non-negative x 1 half space of R 3 as shown above. utilize a union of sets constructed on the lines of x Ω to get a positively invariant compact set: the boundaries would still be aligned along the flow arrows and the first integral. The part of the original boundary of x Ω which now has the flow going across it shall be brought into the interior of the union. It can be shown that to develop a positively invariant set we will need a finite number of unions. This can be seen in Fig. 5 . The closed regions are the footprints of various x Ω sets on the x 1 =0 plane.
If we choose the last set to have the point of intersection of (13), (15) and x 1 =0 as one of its vertices, then the nature of the flow assures that these boundaries do not allow flow to cross them. So compactness is not at stake.
2) Trajectory intersects nullcline planes:
If the trajectory itself intersects the nullcline planes, then we can divide the trajectory into two parts: the trajectory from the starting point to the last intersection with the nullcline planes and the tail of the trajectory: the part of trajectory from the last intersection onwards. The tail of the trajectory can be analyzed by Case 1 listed above. The trajectory from the initial point to the last intersection shall lie on a continuous level curve and will be suitably bounded.
The possibility of the flow getting trapped in a closed path is unlikely as qualitatively there is little symmetry in the flow to make this possible.
VII. CONCLUSIONS
We discussed a control algorithm developed from the emotional processing network. From a control engineering outlook, we achieved a feedback loop in which the feedback gains were updated depending on the error. This control loop generates an equilibrium set. Intuitively it seems likely that a continuous equilibrium set would have a stronger and wider region of attraction than an isolated equilibrium point and that variation in parameters or the initial condition will have reduced effect on the performance. Further we show a method to develop Lyapunov-like functions and to use the nature of the flow to prove stability.
From a biological perspective, we developed a mathematical reasoning into the causes for the emotional network to be stable. A comparison with established adaptive control algorithms, which are also error-driven, is not presented. Some comparisons are reported in [10] , [11] ; however continuous time systems are not discussed.
Further developments of this algorithm can be focused on two lines: attempting higher order and MIMO systems and attempting several Amygdala and OFC loops.
Higher order plants would present a challenge in finding the first integrals, as the Frobenius method is fairly involved for the present case itself. Few cases of nonlinear plants were attempted, but the elegance of the method for choosing positively invariant sets was diminished.
Having multiple loops raises a more basic issue than the analytical complexity. A biological situation is more complex than an engineering problem, and multiple sensory signals need to be considered for an appropriate decision. However for engineering goals, we shall have to identify how each loop would be different from others: either have multiple measurements or have different weights for the same input to develop different emotional signals.
