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1. Introduction
Soit G un groupe de Lie agissant linéairement dans un espace vectoriel réel E et dans un
espace vectoriel réel ou complexe V . Une distribution G-covariante sur E à valeurs dans V est
une application linéaire continue de C∞c (E) dans V qui commute à l’action de G. Par exemple
si P est un polynôme G-covariant de E dans V , on associe à chaque distribution G-invariante θ
sur E une distribution G-covariante θP définie de la façon suivante. On écrit P =∑i pi ⊗ vi ,
où (v1, . . . , vn) est une base de V , et, pour f ∈ C∞c (E), on pose
〈θP,f 〉 =
∑
i
〈θ,pif 〉vi.
Cette définition ne dépend pas du choix de la base de V .
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3204 A. Bouaziz / Journal of Functional Analysis 257 (2009) 3203–3217Si G est compact et l’action de G dans E est colibre, A.I. Oksak [10] a montré que toute
distribution G-covariante T se factorise en somme finie T = θ1P1 + · · · + θkPk , où P1, . . . ,Pk
est une base de l’espace des polynômes G-covariants comme module sur l’anneau des polynômes
G-invariants sur E ; ce résultat a été étendu récemment par A. Saidi [11] au cas général de l’action
d’un groupe compact (sans l’hypothèse colibre).
Pour G = SL(2,R), P. Lavaud [5] a décrit les distributions G-covariantes sur sl(2,R) à valeurs
dans sl(2,R) dont le support est inclus dans le cône nilpotent. Il a montré en particulier, mais
avec une formulation différente, que de telles distributions se factorisent sous la forme θP , où P
est un polynôme G-covariant fixe et θ parcourt l’ensemble des distributions G-invariantes sur g
à support inclus dans le cône nilpotent.
Cet exemple constitue la motivation principale de ce travail. Nous nous proposons d’entre-
prendre l’étude des distributions G-covariantes sur une algèbre de Lie réductive g à valeurs dans
l’espace d’une représentation de dimension finie V du groupe adjoint G de g. Dans cette si-
tuation, on sait, d’après Kostant [4], qu’il existe un nombre fini de polynômes G-covariants de
g dans V tels que tout polynôme G-covariant P de g dans V se factorise de façon unique en
somme P = Q1P1 + · · · + QrPr , où les Qi sont des polynômes G-invariants. On se pose alors
la question suivante.
Est-ce que toute distribution G-covariante T sur g à valeurs dans V se factorise sous la forme
T = θ1P1 + · · · + θrPr , où les θi sont des distributions G-invariantes ?
Dans cet article, nous montrons une forme faible de cette décomposition (où les θi ne sont
pas forcément G-invariantes) pour les distributions G-covariantes sur g à valeurs dans g ; notre
démonstration s’inspire beaucoup des méthodes développées dans [3]. Nous montrons aussi le
même type de décomposition pour les fonctions lisses et analytiques, et nous étendons au cas
lisse la description de Dixmier des champs de vecteurs tangents aux orbites, répondant ainsi à
une question de Miranda et Zung [9].
2. Notations
Si H est un groupe agissant sur deux ensembles X et Y , une fonction f de X dans Y est dite
H -covariante (ou simplement covariante si aucune confusion n’est à craindre) si
f (h · x) = h · f (x) pour tous h ∈ H, x ∈ X;
de telles fonctions sont appelées aussi G-équivariantes dans la littérature. Lorsque Y est R ou C
avec l’action triviale de H , les fonctions H -covariantes sont les fonctions H -invariantes.
Soit g une algèbre de Lie réductive réelle et soit G son groupe adjoint. On note  le rang de g.
Si x ∈ g, soit gx (resp. Gx ) son centralisateur dans g (resp. G). On dit que x ∈ g est régulier si
dimgx = . On note r l’ensemble des éléments réguliers de g.
On fixe une forme bilinéaire symétrique non-dégénérée G-invariante κ sur g.
On note gC l’algèbre de Lie complexifiée de g, GC son groupe adjoint et rC l’ensemble de
ses éléments réguliers.
On fixe une représentation de dimension finie (π,V ) de GC (V espace vectoriel sur C). On
note encore π la différentielle de π . Les poids de V sont dans le réseau des racines ; en particulier
0 est un poids de V , on note r sa multiplicité. Si H est un sous-groupe de GC, on note V H
l’ensemble des points fixes de H dans V .
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note P(gC)GC l’algèbre des polynômes GC-invariants sur gC. D’après Kostant [4, théorème 9] :
K1. P(gC,V )GC est un P(gC)GC -module libre de rang r ,
K2. si P1, . . . ,Pr est une base de P(gC,V )GC formée d’éléments homogènes, alors pour tout
x ∈ rC, les vecteurs P1(x), . . . ,Pr(x) forment une base de VGxC .
Dans [4] l’algèbre de Lie est supposée semi-simple, mais l’extension de ces résultats au cas
réductif est évidente.
Remarque 2.1. Si V admet une forme réelle VR stable par π(G), on peut prendre les Pi de sorte
que Pi(g) ⊂ VR (voir annexe A).
Si U est un ouvert d’un espace vectoriel réel de dimension finie et si F est un espace de
Fréchet sur R ou sur C, on note E (U,F ) l’espace des fonctions de classe C∞ de U dans F ,
et Ec(U,F ) le sous espace de E (U,F ) formé des fonctions à support compact. Sauf mention
explicite du contraire, la notation E (U) désignera E (U,C). Si K est une partie compacte de U ,
on note EK(U,F ) le sous-espace de Ec(U,F ) formé des fonctions à support inclus dans K . Tous
ces espaces seront munis de leurs topologies naturelles.
3. Fonctions covariantes
D’après les propriétés K1 et K2 ci-dessus, tout polynôme P ∈ P(gC,V )GC s’écrit de façon
unique P = R1P1 + · · · + RrPr , avec R1, . . . ,Rr ∈ P(gC)GC . On se propose de montrer des
décompositions analogues dans différents espaces de fonctions.
3.1. Fonctions holomorphes covariantes
Si U est un ouvert de gC, on note H (U,V ) l’espace des fonctions holomrphes de U dans V ;
si V = C, on le note simplement H (U). Si de plus U est GC-invariant, on note H (U,V )GC le
sous-espace de H (U,V ) formé des fonctions GC-covariantes.
Proposition 3.1. Soient U un ouvert de gC et f ∈ H (U,V ). Alors les conditions suivantes sont
équivalentes :
(i) pour tout x ∈ U , on a f (x) ∈ VGxC ;
(ii) pour tout x ∈ U ∩ rC, on a f (x) ∈ VGxC ;
(iii) il existe des applications f1, . . . , fr ∈ H (U), uniquement déterminées, telles que f =
f1P1 + · · · + frPr .
Démonstration. Il est clair que (iii) ⇒ (i) ⇒ (ii). Supposons que f vérifie (ii). Si gC est abé-
lienne, les Pi sont des constantes et tout est trivial. On suppose donc que gC n’est pas abélienne.
D’après K2, il existe r fonctions f1, . . . , fr à valeurs complexes sur U ∩ rC, uniquement déter-
minées, telles que
f (x) = f1(x)P1(x) + · · · + fr(x)Pr(x) pour tout x ∈ U ∩ rC. (1)
3206 A. Bouaziz / Journal of Functional Analysis 257 (2009) 3203–3217Il est clair que les fi sont holomorphes. D’autre part, la codimension de U \ rC dans U est 3
[15, théorème 4.12]. Donc, d’après le théorème de Hartogs, les fi se prolongent en des fonctions
holomorphes sur U , qu’on note de la même façon. L’identité (1) est donc vraie pour tout x ∈ U
par densité de U ∩ rC dans U . 
Corollaire 3.2. Soient U un ouvert GC-invariant de gC et f ∈ H (U,V )GC . Alors il existe r
fonctions f1, . . . , fr ∈ H (U)GC , uniquement déterminées, telles que f = f1P1 + · · · + frPr .
Démonstration. La covariance implique que f (x) ∈ VGxC pour tout x ∈ U . Le théorème im-
plique alors l’existence des fi ∈ H (U) ; l’invariance des fi découle de leur unicité. 
Remarque 3.3. Ce corollaire est un cas particulier d’un résultat de G. Schwarz [12, proposi-
tion 6.8] obtenu par une autre méthode.
3.2. Fonctions analytiques réelles covariantes
Si U est un ouvert de g, on note A (U,V ) l’espace des fonctions analytiques de U dans V .
On note A (U) pour A (U,C).
On fixe une base q1, . . . , q de P(gC,gC)GC , en tant que P(gC)GC -module, formée d’élé-
ments homogènes et telle que qi(g) ⊂ g pour tout i = 1, . . . , . L’existence d’une telle base
découle de la remarque 2.1 ; on peut aussi la voir d’une autre façon : il est bien connu que
P(gC)GC admet un système générateur p1, . . . , p formé de polynômes homogènes réels sur g,
alors, si on identifie g à g∗ à l’aide de κ , les polynômes dp1, . . . , dp ont les propriétés requises.
Proposition 3.4. Soient U un ouvert de g et f ∈ A (U,V ). Alors les conditions suivantes sont
équivalentes :
(i) pour tout x ∈ U , on a f (x) ∈ VGx ;
(ii) pour tout x ∈ U ∩ r, on a f (x) ∈ VGx ;
(iii) il existe des applications f1, . . . , fr ∈ A (U), uniquement déterminées, telles que f =
f1P1 + · · · + frPr .
Démonstration. Il s’agit de montrer (ii) ⇒ (iii). Soit f˜ un prolongement holomorphe de f à
un voisinage ouvert U˜ de U dans gC. On peut supposer que chaque composante connexe de U˜
rencontre U . Il suffit alors de montrer que f˜ vérifie la condition (ii) de la proposition 3.1, car,
par restriction à U , la décomposition de f˜ fournit la décomposition de f .
Soit x ∈ U˜ ∩ rC. D’après [4, lemme 5], GxC est connexe, donc VG
x
C = V gxC . Comme les
vecteurs q1(x), . . . , q(x) engendrent gxC (sur C), il suffit de montrer que π(qi(x)) · f˜ (x) = 0
pour tout i = 1, . . . ,  et pour tout x ∈ U˜ ∩ rC.
La fonction gi :x → π(qi(x)) · f˜ (x) est holomorphe sur U˜ . Pour tout x ∈ g, on a VGx ⊂ V gx ,
donc d’après (ii) gi est nulle sur U ∩ r et donc nulle sur U . Il s’ensuit qu’elle est identiquement
nulle, car U rencontre toutes les composantes connexes de U˜ . 
Corollaire 3.5. Soient U un ouvert G-invariant de g et f ∈ A (U,V )G. Alors il existe r fonctions
f1, . . . , fr ∈ A (U)G, uniquement déterminées, telles que f = f1P1 + · · · + frPr .
Démonstration. Analogue à celle du corollaire 3.2 
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Proposition 3.6. Soient U un ouvert de g et f ∈ E (U,V ). Alors les conditions suivantes sont
équivalentes :
(i) pour tout x ∈ U , on a f (x) ∈ VGx ;
(ii) pour tout x ∈ U ∩ r, on a f (x) ∈ VGx ;
(iii) il existe des applications f1, . . . , fr ∈ E (U), uniquement déterminées, telles que f =
f1P1 + · · · + frPr .
Démonstration. Il s’agit de montrer (ii) ⇒ (iii). Soit x ∈ r. Il est clair que V gx = V gxC et que
VG
x
C ⊂ VGx ⊂ V gx , de plus, comme on l’a déjà signalé, VGxC = V gxC , donc VGx = V gx . Il en
découle que pour tout ouvert U de g, f ∈ E (U,V ) (resp. f ∈ A (U,V )) vérifie la propriété (ii)
(resp. la propriété (ii) de la proposition 3.4) si et seulement si
π
(
qi(x)
) · f (x) = 0 pour tout i = 1, . . . ,  et pour tout x ∈ U ∩ r. (2)
On peut évidemment remplacer dans (2) l’expression x ∈ U ∩ r par l’expression x ∈ U . Consi-
dérons les applications
E (U)r
ιU−→ E (U,V ) et E (U,V ) τU−→ E (U,V )
définies par ιU (f1, . . . , fr ) = f1P1 +· · ·+frPr et τU (f ) = (g1, . . . , g), avec gi(x) = π(qi(x)) ·
f (x). Tout revient donc à montrer que la suite suivante est exacte
0 → E (U)r ιU−→ E (U,V ) τU−→ E (U,V ). (3)
Notons E (resp. A ) le faisceau des germes de fonctions lisses (resp. analytiques) sur g à va-
leurs dans C. Ces notations sont cohérentes avec les précédentes, dans le sens où l’ensemble des
sections de E au dessus d’un ouvert U , qu’on note E (U), est bien l’ensemble des fonctions lisses
sur U ; on a aussi (E ⊗ V )(U) = E (U,V ). La même remarque vaut pour A (U) et A (U,V ).
D’après la proposition 3.4, on a l’analogue de (3) pour tout ouvert U ; d’où la suite exacte de
faisceaux
0 → A r ι−→ A ⊗ V τ−→ (A ⊗ V ), (4)
et, comme E est fidèlement plat sur A [6, chapitre VI, corollaire 1.12], en tensorisant par E , on
obtient la suite exacte
0 → E r ι−→ E ⊗ V τ−→ (E ⊗ V ).
Par un argument bien connu de partition de l’unité, on en déduit que la suite (3) est exacte. 
Corollaire 3.7. Soient U un ouvert G-invariant de g et f ∈ E (U,V )G. Alors il existe r fonctions
f1, . . . , fr ∈ E (U)G, uniquement déterminées, telles que f = f1P1 + · · · + frPr .
Remarque 3.8. On suppose que V admet une forme réelle VR stable par G et on choisit les Pi
de sorte que leur restriction à g soit à valeurs dans VR. Alors dans les énoncés 3.4, 3.5, 4.1 et 3.7,
si f est à valeurs dans VR, les fi sont à valeurs réelles.
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Dans [3, théorème 2.6], Dixmier montre, entre-autres, que, pour tout champ de vecteurs ana-
lytique X sur g tangent aux orbites de G, il existe un champ de vecteurs analytique Y sur g tel que
X(x) = [x,Y (x)] pour tout x ∈ g. On se propose d’étendre ce résultat aux champs de vecteurs
lisses (c’est une question posée par Miranda–Zung) et aux champs de vecteurs à décroissance
rapide.
4.1. Extension aux champs de vecteurs lisses
On conserve les notations de la section 3. Si U est un ouvert de g, on note A (U,g) l’espace
des fonctions analytiques sur U à valeurs dans g.
Proposition 4.1. Soient U un ouvert de g et X ∈ E (U,g). Alors les conditions suivantes sont
équivalentes :
(i) X annule les fonctions lisses localement invariantes sur U ;
(ii) pour tout x ∈ r ∩U , on a X(x) ∈ [x,g] ;
(iii) pour tout x ∈ U , on a X(x) ∈ [x,g] ;
(iv) il existe une application Y ∈ E (U,g) telle que X(x) = [x,Y (x)] pour tout x ∈ U .
Démonstration. Comme dans [3], les implications (iv) ⇒ (iii) ⇒ (ii) ⇒ (i) et (i) ⇒ (ii) sont
évidentes, il suffit donc de montrer que (ii) ⇒ (iv). La preuve est analogue à celle de la proposi-
tion 4.1. On note A (resp. E ) le faisceau des germes de fonctions analytiques (resp. lisses) sur
g à valeurs dans R. Si Ω est un ouvert de g et si Y ∈ A (Ω,g), on définit τ(Y ) ∈ A (Ω,g) par
τ(Y )(x) = [x,Y (x)], et δ(Y ) ∈ A (Ω,g) par
δ(Y )(x) = (κ(q1(x), Y (x)), . . . , κ(q(x),Y (x))),
de sorte que, pour x ∈ Ω ∩ r, on a Y(x) ∈ [x,g] si et seulement si δ(Y )(x) = 0, car [x,g] est
l’orthogonal de gx pour la forme κ et q1(x), . . . , q(x) est une base de gx .
Le théorème 2.6 de [3] affirme que, pour tout ouvert Ω de g, la suite
A (Ω,g) τ−→ A (Ω,g) δ−→ A (Ω)
est exacte, d’où une suite exacte de faisceaux
A ⊗ g τ−→ A ⊗ g δ−→ A ,
et en tensorisant par E , qui est fidèlement plat sur A , on obtient la suite exacte
E ⊗ g τ−→ E ⊗ g δ−→ E ;
le résultat en découle par une partition de l’unité. 
En multipliant par des fonctions plateaux, on obtient facilement le corollaire suivant.
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4.2. Extension aux champs de vecteurs à décroissance rapide
On note S (g,g) l’espace des fonctions f ∈ E (g,g) vérifiant
sup
x∈g
∣∣Df (x)∣∣< +∞
pour tout opérateur différentiel à coefficients polynomiaux D sur g.
Proposition 4.3. Soit X ∈ S (g,g). Alors les conditions suivantes sont équivalentes :
(i) X annule les fonctions lisses localement invariantes sur g ;
(ii) pour tout x ∈ r, on a X(x) ∈ [x,g] ;
(iii) pour tout x ∈ g, on a X(x) ∈ [x,g] ;
(iv) il existe Y ∈ S (g,g) tel que X(x) = [x,Y (x)] pour tout x ∈ g.
La démonstration de cette proposition repose sur un lemme de factorisation inspiré du
lemme 8.1.1 de [1]. On fixe une norme euclidienne ‖ · ‖ sur g et un réel 0 < a < 1. On note
B la boule unité fermée de g, K = {x ∈ g; a  ‖x‖2  1} et EK(g,g)0 l’espace des fonctions
f ∈ EK(g,g) vérifiant
f (x) ∈ [x,g] pour tout x ∈ r.
Lemme 4.4. Soit f ∈ EK(g,g)0. Il existe une nombre fini de fonctions f1, . . . , fk ∈ EK(g,g)0 et
des fonctions χ1, . . . , χk ∈ E[a,1](R,R) telles que f (x) = χ1(‖x‖2)f1(x)+ · · ·+χk(‖x‖2)fk(x)
pour tout x ∈ g.
Démonstration. La preuve étant semblable à celle de [1, lemme 8.1.1], nous nous contentons
d’indiquer le point où il y a une légère différence.
On note S la sphère unité de g, E (S,g) l’espace des fonctions C∞ de S dans g et E (S,g)0 le
sous-espace des f ∈ E (S,g) vérifiant
f (x) ∈ [x,g] pour tout x ∈ S ∩ r.
Il est clair que E (S,g)0 est un sous-espace fermé de l’espace de Fréchet E (S,g), c’est donc un
espace de Fréchet pour la topologie induite. Il en est de même de l’espace EK(g,g)0. Comme
dans la preuve du lemme 8.1.1 de [1], on voit que l’application
P :EK(g,g) → E[a,1]
(
R,E (S,g)
)
définie par P(ϕ)(t)(x) = ϕ(t 12 x) si t ∈ [a,1], et P(ϕ)(t)(x) = 0 si t /∈ [a,1], est un iso-
morphisme topologique. Et puisque r est un cône, P induit un isomorphisme topologique de
EK(g,g)0 sur E[a,1](R,E (S,g)0). Le reste de la preuve est en tout point identique à celui de [1,
lemme 8.1.1], à ceci près, E (S,g)0 remplace E (S). 
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proposition 4.1, qu’il suffit de montrer que (ii) ⇒ (iv). Soit X ∈ S (g,g) tel que X(x) ∈ [x,g]
pour tout x ∈ r. D’après [11, lemme 2.3], la fonction
X˜(x) =
{
X( x
(1−‖x‖2) 12
) si ‖x‖ < 1,
0 sinon
appartient à EB(g,g). Il est clair que X˜(x) ∈ [x,g] pour tout x ∈ r.
Soit χ ∈ Ec(g) à support dans B et égale à 1 sur la boule de centre 0 et de rayon a. D’après
le corollaire 4.2, il existe une fonction φ ∈ Ec(g,g) telle que [x,φ(x)] = X˜(x) pour tout x ∈ g ;
d’où [x,χ(x)φ(x)] = χ(x)X˜(x) pour tout x ∈ g.
La fonction (1 − χ)X˜ est à support dans K et vérifie la propriété (ii). Donc, d’après le
lemme 4.4, on peut écrire
(1 − χ)X˜ =
∑
1ik
(
χi ◦ ‖ · ‖2
) · fi,
avec fi ∈ EK(g,g)0. D’après le corollaire 4.2, pour chaque i, il existe une fonction gi ∈ Ec(g,g)
telle que [x,gi(x)] = fi(x) pour tout x ∈ g. On pose ψ =∑1ik(χi ◦ ‖ · ‖2) · gi . Alors ψ ∈
EK(g,g) et (1 − χ(x))X˜(x) = [x,ψ(x)] pour tout x ∈ g.
La fonction h = χφ +ψ appartient à C∞B (g,g) et vérifie X˜(x) = [x,h(x)] pour tout x ∈ g.
Pour tout x ∈ g, on pose
Y(x) = 1
(1 + ‖x‖2) 12
h
(
x
(1 + ‖x‖2) 12
)
.
Il découle alors de la démonstration de [11, lemme 2.3] que Y ∈ S (g,g). On a X(x) =
X˜( x
(1+‖x‖2) 12
) pour tout x ∈ g, il découle alors de la définition de Y que X(x) = [x,Y (x)] pour
tout x ∈ g.
5. Distributions covariantes
On note π∗ la représentation duale de π dans V ∗. Chaque fois qu’on a deux espaces vectoriels
en dualité, on note 〈·,·〉 le crochet de dualité.
Définition 5.1. Une distribution sur g à valeurs dans V est une application linéaire continue de
Ec(g) dans V . On note D ′(g,V ) l’espace de ces distributions.
L’espace D ′(g,V ) s’identifie naturellement au dual topologique de Ec(g,V ∗) : si T ∈
D ′(g,V ), on lui associe S ∈ Ec(g,V ∗)′, dual topologique de Ec(g,V ∗), définie par
〈S,f ⊗ λ〉 = 〈T (f ),λ〉, f ∈ Ec(g), λ ∈ V ∗.
Soient χ ∈ E (g,V ) et θ ∈ D ′(g). Si v1, . . . , vn est une base de V , on note χ1, . . . , χn les
coefficients de χ dans cette base, de sorte que
χ(x) = χ1(x)v1 + · · · + χn(x)vn, pour tout x ∈ g.
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par
〈θχ,f 〉 =
n∑
k=1
〈θ, f χk〉vk.
Cette distribution ne dépend pas du choix de la base de V .
Le groupe G opère dans D ′(g,V ) par
〈g · T ,f 〉 = π(g) · 〈T ,g−1 · f 〉, g ∈ G,T ∈ D′(g,V ), f ∈ Ec(g);
où g−1 · f désigne la fonction x → f (Ad(g) · x). Une distribution invariante par cette action
est appelée distribution G-covariante (ou simplement covariante si aucune confusion n’est à
craindre). On notera D ′(g,V )G le sous-espace de D ′(g,V ) formé des distributions covariantes.
Par exemple si χ ∈ E (g,V )G et si θ ∈ D ′(g)G, la distribution θχ appartient à D ′(g,V )G.
Remarque 5.2. On rappelle la base v1, . . . , vn de V et on note η1, . . . , ηn les fonctions constantes
sur g à valeurs respectives v1, . . . , vn. Toute distribution T ∈ D ′(g,V ) se décompose de façon
unique en somme T = T1η1 + · · · + Tnηn, avec Ti ∈ D ′(g). Si T est covariante, les distributions
Ti sont G-finies, et, réciproquement, toute distribution G-finie sur g apparaît comme coefficient
d’une distribution covariante.
Problème 1. Soit (P1, . . . ,Pk) une base de P(g,V )G comme P(g)G-module. Est-ce que tout
élément de D ′(g,V )G se factorise sous la forme
θ1P1 + · · · + θkPk, θi ∈ D ′(g)G?
Si V admet une forme réelle VR stable par G, il est clair comment on reformule le problème
pour les distributions covariantes à valeurs dans VR, en choisissant les Pi définis sur R.
En utilisant la méthode de descente de Harish-Chandra, on peut réduire le problème au cas
des distributions covariantes à support inclus dans le cône nilpotent. Mais je n’ai pas réussi à
obtenir la factorisation de ces dernières. La méthode présentée dans la suite donne, au moins
pour les distributions covariantes à valeurs dans g, une décomposition plus faible, et on verra
qu’elle fournit des résultats complets pour sl(2,R).
On rappelle la base (q1, . . . , q) de P(g,g)G formée de polynômes homogènes (voir para-
graphe 3.2), et on identifie g∗ à g à l’aide de κ . Dans la suite Ec(g) désigne l’espace des fonctions
réelles de classe C∞ à support compact sur g, et D ′(g) désigne son dual topologique.
Théorème 5.3. Soit T ∈ D ′(g,g)G. Il existe alors θ1, . . . , θ ∈ D ′(g) telles que T = θ1q1 +
· · · + θq.
Démonstration. Pour f ∈ Ec(g,g) et pour k = 1, . . . , , on note 〈f,qk〉 la fonction x →
κ(f (x), qk(x)) ; elle appartient à Ec(g).
On considère l’application ψ : Ec(g,g) → Ec(g) définie par
ψ(f ) = (〈f,q1〉, . . . , 〈f,q〉).
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D ′(g,g), du noyau de ψ . En effet, par une partition de l’unité on se ramène au cas des dis-
tributions à support compact ; dans cette situation, le résultat découle du fait que l’analogue de
l’application ψ de E (g,g) dans E (g) est à image fermée [14, chapitre VI, corollaire 1.5]. On
pourra trouver une démonstration détaillée dans [11, lemma 3.3].
On identifie le dual de Ec(g) à D ′(g), alors tψ(θ1, . . . , θ) = θ1q1 +· · ·+ θq. Il suffit donc
de montrer que T appartient à l’orthogonal du noyau de ψ .
Soit f ∈ ker(ψ). Pour tout x ∈ r, les vecteurs q1(x), . . . , q(x) forment une base de gGx = gx
et l’orthogonal pour κ de gx dans g est [x,g]. Donc, pour tout x ∈ r, f (x) ∈ [x,g]. Il découle
alors du corollaire 4.2 qu’il existe une fonction ϕ ∈ Ec(g) telle que f (x) = [x,ϕ(x)] pour tout
x ∈ g.
Si ξ est un élément de g, on note τ(ξ) le champ de vecteurs adjoint sur g qui lui est attaché,
c’est le champ de vecteurs défini par τ(ξ)(x) = [x, ξ ] pour tout x ∈ g. Il découle alors de la
covariance de T que
〈T , ad ξ ◦ h〉 = 〈T , τ(ξ) · h〉, pour tout h ∈ Ec(g,g). (5)
Soit ξ1, . . . , ξn une base de g. On note α1, . . . , αn sa base duale. Alors la fonction f s’écrit
f =∑ni=1 ad ξi ◦ (αiϕ). Donc, d’après (5),
〈T ,f 〉 =
n∑
i=1
〈
T , ad ξi ◦ (αiϕ)
〉
=
n∑
i=1
〈
T , τ(ξi) · (αiϕ)
〉
=
〈
T ,
n∑
i=1
(
τ(ξi) · αi
)
ϕ
〉
+
〈
T ,
n∑
i=1
αiτ (ξi) · ϕ
〉
.
On a
∑n
i=1(τ (ξi) · αi)(y) = tr ady pour tout y ∈ g, donc cette fonction est nulle car g est
réductive, et le champ de vecteurs
∑n
i=1 αiτ (ξi) est nul en chaque point, donc
∑n
i=1 αiτ (ξi) ·
ϕ = 0. D’où 〈T ,f 〉 = 0. 
On définit de façon évidente l’espace S ′(g,g)G des distributions tempérées covariantes.
Alors, en utilisant la proposition 4.3, on obtient comme ci-dessus :
Théorème 5.4. Soit T ∈ S ′(g,g)G. Il existe alors θ1, . . . , θ ∈ S ′(g) telles que T = θ1q1 +
· · · + θq.
Remarques 5.5. 1. Les distributions θi ne sont pas uniques et on voudrait les choisir invariantes.
Il est clair que chacune d’elles est invariante sur l’image (fermée) de l’application f → 〈f,qi〉,
et qu’elle n’est uniquement déterminée que sur cette image. Pour pouvoir les choisir invariantes,
il faudrait montrer que toute forme linéaire continue invariante sur l’image de ψ se prolonge en
une forme linéaire continue invariante sur Ec(g).
2. On pourrait déduire le théorème 5.3 du théorème de division de Malgrange [7, théorème 1],
mais cela ne change pas fondamentalement la preuve, puisque la vérification des hypothèses du
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tangents aux orbites et le calcul fait dans la preuve du théorème 5.3.
3. Le théorème de Dixmier [3, théorème 2.6] joue un rôle crucial dans la preuve des deux
théorèmes précédents. Pour les étendre aux distributions covariantes à valeurs dans n’importe
quelle représentation, il suffit de résoudre le problème suivant.
Problème 2. On reprend les notations du paragraphe 2 et on rappelle les générateurs q1, . . . , q
de P(gC,gC)GC introduits au début du paragraphe 3.2. Soit U un ouvert de gC qui soit une
variété de Stein, et soit f une fonction holomorphe de U dans V telle que f (x) appartient à la
somme des images des π(y), y ∈ gx
C
, pour tout x ∈ r ∩ U . Existe-t-il des fonctions g1, . . . , g
holomorphes de U dans V telles que
f (x) = π(q1(x)) · g1(x) + · · · + π(q(x)) · g(x), pour tout x ∈ U?
Ce problème a un analogue algébrique, qui pourrait servir pour appliquer le théorème de
division de Malgrange (voir [8, paragraphe 3]).
Problème 3. Soit P ∈ P(gC,V ) tel que P(x) appartient à la somme des images des π(y),
y ∈ gx
C
, pour tout x ∈ r. Existe-t-il des polynômes P1, . . . ,P ∈ P(gC,V ) tels que
P(x) = π(q1(x)) · P1(x) + · · · + π(q(x)) · P(x), pour tout x ∈ gC?
6. Cas de sl(2,R)
On se propose de montrer, dans ce paragraphe, que la méthode de la section précédente donne
une solution au problème 1 pour g = sl(2,R).
Les représentations irréductibles du groupe adjoint G de g ont pour différentielles les repré-
sentations irréductibles de dimension impaire de g. Si (π,V ) est une représentation irréductible
de G, l’espace P(g,V )G est un module libre de rang 1 sur P(g)G. On fixe un élément homo-
gène P de P(g,V )G tel que P(g,V )G = P(g)GP . Quoique la représentation contragrédiente
de π soit équivalente à π , nous préférons garder une distinction entre les deux ; on fixe alors un
élément homogène P ∗ de P(g,V ∗)G (de même degré que P ) tel que P(g,V ∗)G = P(g)GP ∗.
Pour les représentations de dimension impaire de sl(2,R), le problème 2 admet une réponse
positive. Ici la base q1, . . . , q est formée d’un seul élément, l’identité de g.
Proposition 6.1. Soit U un ouvert de gC qui soit une variété de Stein et soit f une fonction
holomorphe de U dans V ∗ telle que f (x) ∈ π∗(x)(V ∗) pour tout x ∈ rC ∩U . Alors il existe une
fonction holomorphe g de U dans V ∗ telle que f (x) = π∗(x) · g(x) pour tout x ∈ U .
Démonstration. On note E′ le fibré en droites au dessus de rC ∩ U dont la fibre E′x en chaque
point x ∈ rC ∩ U est égale à kerπ∗(x). Ce fibré admet une section globale, P ∗, qui ne s’annule
en aucun point de rC ∩ U , il est donc trivial. La suite de la preuve est identique à celle du
théorème 2.4 de [3]. 
Corollaire 6.2. Soit U un ouvert de g et soit f ∈ A (U,V ∗) telle que f (x) ∈ π∗(x)(V ∗) pour
tout x ∈ r ∩U . Alors il existe g ∈ A (U,V ∗) telle que f (x) = π∗(x) · g(x) pour tout x ∈ U .
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corollaire à partir de la proposition 6.1. 
Corollaire 6.3. Soit U un ouvert de g et soit f un élément de E (U,V ∗) (resp. Ec(U,V ∗)) tel
que f (x) ∈ π∗(x)(V ∗) pour tout x ∈ r ∩ U . Alors il existe g ∈ E (U,V ∗) (resp. g ∈ Ec(U,V ∗))
tel que f (x) = π∗(x) · g(x) pour tout x ∈ U .
Démonstration. Résulte du corollaire précédent par les mêmes arguments que la proposition 4.1
et le corollaire 4.2. 
On peut maintenant prouver le résultat principal de ce paragraphe.
Théorème 6.4. Soit T ∈ D ′(g,V )G. Alors il existe une distribution θ ∈ D ′(g)G telle que T = θP .
Démonstration. On procède comme dans la preuve du théorème 5.3. On considère l’application
ψ :Ec(g,V ∗) → Ec(g) définie par ψ(f )(x) = 〈f (x),P (x)〉. L’image de tψ coïncide avec l’or-
thogonal du noyau de ψ . Le corollaire 6.3 décrit les éléments du noyau de ψ . Un calcul analogue
à celui fait dans la preuve de la proposition 5.3 montre que T est nulle sur kerψ , elle est donc de
la forme SP avec S ∈ D ′(g).
Comme P(x) = 0 pour tout x ∈ r = g \ {0}, l’image de ψ contient D(g \ {0}). On note E
l’ensemble des distributions sur g nulles sur l’image de ψ ; c’est un sous-espace vectoriel de
D ′(g) stable par G et formé de distributions à support inclus dans {0}, donc tout élément de E
est G-fini.
La restriction de S à l’image de ψ est G-invariante. Donc pour tout ξ ∈ g, la distribution
τ(ξ) ·S est nulle sur l’image de ψ , elle appartient alors à E. L’ensemble des distributions τ(ξ) ·S,
ξ ∈ g, est un sous-espace vectoriel de dimension finie de E. Comme tout élément de E est G-fini,
il existe un sous-espace vectoriel de dimension finie G-stable E0 de E tel que τ(ξ) ·S ∈ E0 pour
tout ξ ∈ g.
L’application ξ → τ(ξ) · S de g dans E0 est clairement un 1-cocycle. Donc, d’après le lemme
de Whitehead, il existe η ∈ E0 tel que τ(ξ) · S = τ(ξ) · η pout tout ξ ∈ g. La distribution S − η
est alors g-invariante, et donc G-invariante car G est connexe. Et puisque η est nulle sur l’image
de ψ , on a tψ(S − η) = tψ(S) = T , donc T = (S − η)P . 
De la même façon, on obtient l’analogue pour les distributions tempérées.
Théorème 6.5. Soit T ∈ S ′(g,V )G. Il existe alors θ ∈ S ′(g)G telle que T = θP .
Remarques 6.6. 1. Dans [5, théorème 4.2], Lavaud donne une description des distributions
covariantes à support inclus dans le cône nilpotent N de g légèrement différente de la nôtre. Ce-
pendant, les arguments concernant l’image de ψ dans le preuve du théorème précédent montrent
que si le support de T est inclus dans N , alors le support de θ est aussi inclus dans N . A partir
de là, il n’est pas difficile de retrouver la formulation de Lavaud.
2. Si V est de dimension paire, la représentation de g s’intègre en une représentation de
SL(2,R), mais l’espace des polynômes covariants de g dans V (pour l’action de SL(2,R)) est
réduit à {0} ; il en est de même des différents espaces de fonctions et de distributions, comme on
le voit en regardant l’action du centre de SL(2,R). Signalons toutefois que Lavaud a montré que
dans ce cas il existe des distributions localement covariantes.
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Faute de référence, nous présentons ici la preuve de la remarque 2.1. On rappelle les notations :
g algèbre de Lie réductive, gC sa complexifiée, G (resp. GC) groupe adjoint de g (resp. gC),
(π,V ) une représentation complexe de dimension finie de GC.
On suppose que V admet une forme réelle VR stable par G. Alors P(gC,V )GC admet une
base, comme P(gC)GC -module, formée d’éléments homogènes P1, . . . ,Pr tels que Pi(g) ⊂ VR
pour tout i = 1, . . . , r .
On note σg (resp. σV ) la conjugaison de gC (resp. V ) par rapport à la forme réelle g (resp. VR).
Pour P ∈ P(gC,V ), on note σ(P ) l’élément de P(gC,V ) défini par
σ(P )(x) = σV · P(σg · x), pour tout x ∈ gC,
et pour Q ∈ P(gC), on note σ(Q) l’élément de P(gC) défini par
σ(Q)(x) = Q(σg · x), pour tout x ∈ gC.
Pour P ∈ P(gC,V ) (resp. P ∈ P(gC)), on a P(g) ⊂ VR (resp. P(g) ⊂ R) si et seulement si
σ(P ) = P ; on dira dans ce cas que P est défini sur R.
Il s’agit donc de montrer que P(gC,V ) admet une base formée d’éléments homogènes définis
sur R. On voit par récurrence qu’il suffit de montrer l’assertion suivante.
Pour tout entier d , si P(gC,V ) admet une base formée de polynômes homogènes dont tous
les éléments de degré < d sont définis sur R, alors il admet une base formée de polynômes
homogènes dont tous les éléments de degré  d sont définis sur R.
Soit (Q1, . . . ,Qr) une base de P(gC,V )GC formée d’éléments homogènes et telle que les Qi
de degré < d soient définis sur R. Quitte à réindexer les Qi , on peut supposer que Q1, . . . ,Qk
sont de degré d , Qk+1, . . . ,Qs sont de degré < d et Qs+1, . . . ,Qr sont de degré > d . Alors pour
tout j = 1, . . . , k, il existe des nombres complexes λ1j , . . . , λkj et des polynômes homogènes
R(k+1)j , . . . ,Rsj ∈ P(gC)GC tels que
σ(Qj ) =
k∑
i=1
λijQi +
s∑
n=k+1
RnjQn.
D’où
σ
(
σ(Qj )
)= σ
(
k∑
i=1
λijQi +
s∑
n=k+1
RnjQn
)
=
k∑
i=1
λij
(
σkm=1λmiQm +
s∑
n=k+1
RniQn
)
+
s∑
n=k+1
σ(Rnj )Qn
= σkm=1
(
k∑
λijλmi
)
Qm +
s∑ ( k∑
λijRni
)
Qn +
s∑
σ(Rnj )Qn.i=1 n=k+1 i=1 n=k+1
3216 A. Bouaziz / Journal of Functional Analysis 257 (2009) 3203–3217On note Λ la matrice carrée d’ordre k dont les coefficients sont les λij , M la matrice à (s − k)
lignes et k colonnes dont les coefficients sont les Rij et Ik la matrice identité de Mk(R). Il découle
alors du calcul précédent et de σ(σ (Qj )) = Qj que
ΛΛ = Ik et RΛ+ σ(R) = 0.
Il existe alors M = [μij ] ∈ GL(k,C) tel que Λ = MM−1 [13, chapitre X, proposition 3]. D’où
ΛM = M. (A.1)
On a
σ(RM) = σ(R)M = −RΛM = −RM,
d’où, en posant T = 12RM ,
RM + σ(T ) = T . (A.2)
On note Tij les coefficients de T , et, pour j = 1, . . . , k, on pose
Pj =
k∑
i=1
μijQi +
s∑
n=k+1
Tn,jQn.
Alors
σ(Pj ) =
k∑
i=1
μij
(
k∑
m=1
λmiQm +
s∑
n=k+1
RniQn
)
+
s∑
n=k+1
σ(Tnj )Qn
=
k∑
m=1
(
k∑
i=1
μijλmi
)
Qm +
s∑
n=k+1
[(
k∑
i=1
μijRni
)
+ σ(Tnj )
]
Qn.
Il découle alors de (A.1) et de (A.2) que σ(Pj ) = Pj pour tout 1  j  k. La famille
(P1, . . . ,Pk,Qk+1, . . . ,Qr) est donc formée de polynômes homogènes et tous ses éléments de
degré  d sont définis sur R. Il est clair qu’elle engendre le P(gC)GC -module P(gC,V )GC ; elle
est donc une base [2, §7, no. 10, corollaire 2].
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