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Background:  Since  Berger’s  ﬁrst  EEG  recordings  in  1929,  several  techniques,  initially  developed  for  inves-
tigating  periodic  processes,  have  been  applied  to  study  non-periodic  event-related  brain  state  dynamics.
New method:  We  provide  a theoretical  comparison  of  the two  approaches  and  present  a new  suite of  data-
driven  analytic  tools  for  the  speciﬁc  identiﬁcation  of  the brain  microstates  in  high-density  event-related
brain  potentials  (ERPs).  This suite  includes  four  different  analytic  methods.  We  validated  this  approach
through  a series  of theoretical  simulations  and  an  empirical  investigation  of  a  basic  visual  paradigm,  the
reversal  checkerboard  task.
Results:  Results  indicate  that the  present  suite  of data-intensive  analytic  techniques,  improves  the
spatiotemporal  information  one  can  garner  about  non-periodic  brain  microstates  from  high-density
electrical  neuroimaging  data.
Comparison  with existing  method(s):  Compared  to the existing  methods  (such  as  those  based  on  k-
clustering  methods),  the  current  micro-segmentation  approach  offers  several  advantages,  including  the
data-driven  (automatic)  detection  of non-periodic  quasi-stable  brain  states.ean square error methods
oot mean square
osine distance metric
ootstrapping
pen source
Conclusion:  This suite  of quantitative  methods  allows  the automatic  detection  of event-related  changes
in the  global  pattern  of brain  activity,  putatively  reﬂecting  changes  in  the  underlying  neural  locus  for
information  processing  in  the  brain,  and event-related  changes  in overall  brain  activation.  In addi-
tion,  within-subject  and between-subject  bootstrapping  procedures  provide  a  quantitative  means  of
investigating  how  robust  are  the  results  of  the micro-segmentation.
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1. Introduction
The rapid growth of large-scale, high-spatial resolution neu-
roimaging technology has advanced our understanding of the
neural underpinnings of various complex cognitive and social pro-
cesses. For instance, work in cognitive and social neuroscience has
identiﬁed the neural correlates of information processing opera-
tions, ranging from basic perceptual processing (e.g., checkerboard)
der the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/3.0/).
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o more complex cognitive (e.g., object or face recognition, deci-
ion making, action understanding, embodied cognition) and social
rocessing (e.g., pair bonding, love, empathy, cooperation). How-
ver, high-spatial resolution neuroimaging techniques, such as
unctional magnetic resonance imaging (fMRI), have been limited
n terms of the temporal information they provide in studies of
rain function. In addition, the cost of fMRI has placed constraints
n the statistical power of most studies, which in turn has compro-
ised the replicability of research ﬁndings (cf. Button et al., 2013;
acioppo et al., 2013a).
A key theoretical objective in neuroscience and medicine is not
nly to specify what brain areas are recruited during a behavioral
ask, but also to specify when and in what speciﬁc combinations
hey are activated (e.g., Cacioppo et al., 2013b; Crites et al., 1995;
ecety and Cacioppo, 2012; Ito et al., 2004; Ortigue et al., 2004,
005; Ortigue and Bianchi-Demicheli, 2008). By providing detailed
nformation about the relationship between neuronal activity (i.e.,
ost-synaptic dendritic potentials of a considerable number of
eurons that are activated in pattern that yield a dipolar ﬁeld)
nd the temporal resolution (millisecond by millisecond) of each
omponent information processing operation required for behav-
oral performance, high-density electroencephalographic (EEG)
ecordings and averaged EEG (event-related potentials, ERPs) have
rovided a useful additional tool in investigations of brain function.
hereas fMRI analyses are performed in source space, EEG/ERP
nalyses are performed in sensor space, with high-density sensor
ecordings producing more detailed information about changes in
rain activity measured across time and sensor space.
Since the ﬁrst EEG study by German neurologist Hans Berger
1929), numerous techniques have been developed for investi-
ating the brain state dynamics of periodic processes in the EEG,
ncluding standard waveform analyses, Fourier analysis, inde-
endent component analysis (ICA), principal component analysis
PCA), and k-means cluster analyses. Over the years, some have
rgued that measuring peaks and troughs was sufﬁcient to the
emporal processing of the brain, while others (e.g., Donchin and
efﬂey, 1978) argued, quite persuasively, that another approach,
uch as a statistical decomposition of the evoked brain states, was
ecessary. In the current work, we present a new method for iden-
ifying the underlying component structure of an ERP – speciﬁcally,
e present a new method for identifying non-periodic brain state
ynamics for the micro-segmentation and analysis of averaged
igh-density ERPs.
. Non-periodic brain microstates
Over the past three decades, efforts have been made to comple-
ent the traditional analyses of ERP peaks and troughs at speciﬁc
lectrode positions with more comprehensive analyses of time-
arying activity across the entire scalp. For instance, introduced
n the 1980s by Dietrich Lehmann, the brain microstate approach
Lehmann and Skrandies, 1980) is a method to identify stable con-
gurations of global electric brain activity (rather than signals
ollected from one electrode). Because this approach is extensively
sed and has been detailed previously in several review articles
nd scientiﬁc reports (Brunet et al., 2011; Decety and Cacioppo,
012; Michel et al., 1999, 2001; Murray et al., 2008; Pascual-Marqui
t al., 1995; Ortigue et al., 2004, 2005, 2009, 2010), here we provide
nly the essential details. With respect to ERP analyses, the brain
icrostate approach considers data in the spatial domain ﬁrst, and
hen in the temporal domain, providing a display of the constantly
hanging spatial distribution of the brain activity. The goal of the
rain microstate approach is to provide information about the brain
ctivity associated with the sequence of discrete (and putatively
on-periodic) information processing operations evoked by thence Methods 238 (2014) 11–34
presentation of a stimulus within the context or a particular exper-
imental task, with exogenous ERP components sensitive to the
characteristics of the stimulus and endogenous ERP components
sensitive to the stimulus in the context of the task. This sequence
of information processing is composed of a series of stable brain
activities, called brain microstates, each of which is characterized
by the performance of speciﬁc cognitive computations and a rela-
tively stable spatial distribution of brain activity. For instance, after
a visual presentation of a face, the sequence (also called syntax) of
various evoked brain microstates is thought to reﬂect the different
steps of face processing (cf. Pizzagalli et al., 2000, 2002; Lehmann
et al., 2005).
The successive occurrence of brain microstates does not imply
that their brain networks occur in a sequential way  (Pascual-
Marqui et al., 1995). The underlying mechanism by which the brain
enters a microstate with a given brain network may  be composed of
any number of sequential or parallel physiological sub-processes.
Investigators can address this issue in several ways. For instance,
lesion studies permit tests of the role of and relationship (e.g.,
dependence) between temporally activated neural regions; fMRI
can be used to investigate functional connectivity between regions
of activation; and experimental studies in which microstate seg-
mentation is applied to high-density EEG/ERP data can be used to
test contrasting hypotheses (brain models) to explain the chrono-
architecture of the observed microstates.
Common brain areas may  sustain different microstates, and the
same microstate may  be observed in two  different conditions (e.g.,
fear faces and sad faces). In the latter case, the intensity of the acti-
vation and/or the onset or the duration of this microstate, but not
its conﬁguration, may  signiﬁcantly vary between conditions. For
instance, one microstate may  occur earlier in one condition com-
pared with another condition, which may  provide valuable infor-
mation regarding the temporal dynamic of these two  conditions.
The notion underlying the brain microstate approach is that
each microstate refers to a time-limited information processing
operation. Consistent with this notion, a growing body of studies
shows that the presence of different brain microstates is associated
with distinct cognitive operations (Lehmann and Skrandies, 1980).
As such, the global pattern of brain electrical activity identiﬁed as
a microstate is characterized by its electrical maxima (positive and
negative), the orientation of its maxima (anterior, posterior), the
location of its maxima (left hemisphere, right hemisphere), and the
onset and duration of the conﬁguration (Lehmann and Skrandies,
1980, 1984). Each brain microstate may  remain signiﬁcantly stable
for a certain amount of time (e.g., for tens to hundreds of millisec-
onds), and then changes into another brain microstate that remains
stable again (e.g., Cacioppo et al., 2013a,b; Decety and Cacioppo,
2012; Ortigue et al., 2009, 2010). This approach suggests that
the global pattern of brain electrical activity is modeled as being
composed of a time sequence of decomposable brain microstates
(Lehmann and Skrandies, 1980; Pascual-Marqui et al., 1995).
In the previous literature, these brain microstates have typi-
cally been identiﬁed using data clustering techniques (e.g., k-means
cluster analysis) on the group-averaged ERPs of each experimen-
tal condition to identify the start, end, and nature of each brain
microstate. Given the group averaged ERP data set consists of N
discrete samples over n (e.g. 128 or 256) electrodes, the activity
across the n electrodes at each discrete sample can be expressed
as a topographic scalp potential map. In the classic approach to
microstate segmentation, the N topographic maps are segmented
by the k-means algorithm. The value of k deﬁnes the number of
discrete microstates that will be identiﬁed; k can range from 1 to
N, but in practice is usually limited to 1–20 for a time period of
500 ms  post-stimulus onset. First, k timeframes (where timeframe
refers to the electric potentials from all electrodes within a discrete
range of time in the ERP) are selected at random. These k selected
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imeframes serve as the initial template maps (where template map
efers to the topographic scalp potential map  that characterizes a
iven microstate) and are iteratively reﬁned over the course of the
lgorithm.
Next, the pair-wise spatial correlation between the topographic
ap  at each timeframe and the k current template maps is com-
uted. Each timeframe map  is then said to be a “member” of the
emplate map  to which it most strongly correlates. Following the
ssignment of timeframes to k groups, each of the k template maps
re re-deﬁned as the arithmetic average of its respective set of
ember timeframes. This process of assigning timeframe mem-
ership and re-computing each template map is repeated until
n iteration occurs in which no timeframe changes membership.
he k template maps that are computed in the ﬁnal iteration of
he algorithm are taken to be representative of the k distinct sta-
le microstates in the ERP. Because the quality of the clustering
erived by the k-means algorithm is strongly dependent on the ini-
ial random selection of template map  seeds, the whole k-means
egmentation process is often repeated many hundreds of times
nd the result that maximizes some quality metric is taken as the
est solution to the segmentation/clustering problem.
. Cluster analysis drawbacks
Several drawbacks to the cluster analysis approach to micro-
egmentation have been identiﬁed. First, the user must specify the
alue of k prior to analysis. However, the discrete computations
erformed by various brain regions need not map  into cognitive
perations in a one-to-one fashion, so the objective of perform-
ng this type of analysis is often to determine the value of k itself.
oreover, the a priori speciﬁcation of k by an investigator also
ay  introduce conﬁrmatory bias at the expense of replicability or
eneralizability. There are a number of techniques that have been
roposed in the literature for determining the “correct” value of
. The use of a cross-validation (CV) criterion, which is derived
y dividing the global explained variance by the degrees of free-
om, and the Krzanowski–Lai (KL) index1 have been advocated
Krzanowski and Lai, 1985; Brunet et al., 2011). By examining the
alues for these “quality” indices over a range of k values, a point
ay  be identiﬁable where only marginal improvement is achieved
y identifying k + 1 clusters/template maps. However, identifying
his inﬂection point in the KL and CV functions is non-trivial because
t can be difﬁcult to make a rigorous argument for the proposition
hat some value k is “good enough”.
Second, the k-means algorithm mathematically identiﬁes the
patial conﬁgurations that are sufﬁciently similar to belong to one
f the user-speciﬁed number of clusters. These conﬁgurations are
lustered regardless of where they occur across time. For this rea-
on, the same spatial conﬁguration can occur at different points in
ime, whereas the information processing operations evoked by a
timulus are thought to vary across time. When a given cluster is
epeated, it is typically treated as reﬂecting a distinct information
rocessing operation even though mathematically it represents a
epeating microstate.
Third, in each iteration of the k-means algorithm, each individ-
al timeframe (topographic map) is compared to the k available
emplate maps and is said to be a member of the template map
roup to which it most strongly correlates. This leads to a perhaps
ven more fundamental limitation of the k-means approach to seg-
entation. By deﬁnition, the k-means approach requires that every
imeframe belong to some characteristic microstate. Stable states of
rain activity may  not always instantaneously change from one to
1 Krzanowski–Lai index is a criterion for determining the number of groups in a
ata set using sum-of-squares clustering.nce Methods 238 (2014) 11–34 13
the next. Rather, “transition periods” between pairs of stable states
may occur. In transition periods the loci of brain activity migrates
from one set of brain regions to another and results in an observed
morphing of the topographic scalp potential maps that lie between
the temporal windows in which two  different stable microstates
are observed.
This issue is depicted in illustrated in Fig. 1, where a stable
microstate is observed from time 1–6, the transition from the ﬁrst
to the second stable microstates is observed from time 7–10, and
the second stable microstate is observed from time 11–16 (the end
of the recording period). The k-means approach necessitates that
these “transition timeframes” be assigned membership to a tem-
plate map  group (microstate) as the mathematic of the k-means
algorithm speciﬁes that every timeframe (i.e., conﬁguration) must
belong to exactly one template map  group. In the case illustrated
in Fig. 1, micro-segmentation using the k-means algorithm would
typically yield two  stable microstates, and each of the topographic
maps representing the brain activity during the transition period
would be assigned to one these microstates.
Note, however, that the transition timeframes should not belong
to a stable microstate, as by deﬁnition they are not stable but
instead they are part of a transition from one stable microstate
to the next. The k-means approach therefore may  be insufﬁcient
for identifying both stable and transition states. Combining transi-
tion timeframes with stable timeframes (i.e., microstates) degrades
the quality of the template maps for each true stable microstate,
as the averaging process used to compute their template maps
includes in the calculation timeframes that resemble components
of other (preceding and/or succeeding) microstates. The inclusion
of transition states in microstates is particularly problematic when
the onsets, durations, or offsets of the microstates are important
to determine, or when source localization algorithms are used to
investigate the underlying neural substrate for each microstate.
Finally, because the cluster analysis is performed on the over-
all ERP, no information is provided regarding how robust might
be the micro-segmentation, and the k-means solution is assumed
to accurately reﬂect the sequence of stimulus-evoked information
processing operations shown by each individual. For these rea-
sons, the basic k-means (as well as other clustering algorithm)
approaches tell us nothing about how the number of microstates
that are identiﬁed and the speciﬁc brain topographies associated
with these micro-segments across time can vary across analysis
runs and across participants.
The work that is presented here was initiated to address
these issues by using a suite of quantitative methods for micro-
segmentation. We  begin with a deﬁnition of the suite of the quan-
titative methods used to identify non-periodic brain microstates
and transition states. We  describe the quantitative implementation
of each method, and we evaluate this suite of quantitative meth-
ods for the identiﬁcation of non-periodic brain microstates through
a series of theoretical simulations and an experimental validation
study using a basic visual paradigm, the reversal checkerboard task.
4. Data-driven suite of computing tools for
micro-segmentation: material and methods
The present suite of high performance computing tools for
micro-segmentation includes the following four quantitative
methods: (1) a root mean square error (RMSE) metric for identi-
fying transitions across discrete event-related brain states – that
is, potential brain microstates; (2) a global ﬁeld power (GFP) for
identifying changes in the overall level of activation of the brain;
(3) a similarity metric based on cosine distance to determine
whether template maps for successive brain microstates differ in
conﬁguration of brain activity, global ﬁeld power, or a combination
14 S. Cacioppo et al. / Journal of Neuroscience Methods 238 (2014) 11–34
Fig. 1. Topographic maps and RMSE as a function of two hypothetical microstates in a poststimulus period. Time is depicted in arbitrary units along the abscissa, where the
spatial  conﬁgurations of brain activity across time (i.e., topographic maps) are displayed (1–16). The initial series of topographic maps (1–6) are the same; the ﬁnal series
of  topographic maps (11–16) are the same but differ from the preceding topographic maps; and the intervening topographic maps (7–10) representing a transition from
the  initial stable series to the ﬁnal stable series of topographic maps. RMSE is depicted along the ordinate, and the RMSE function derived from the application of the RMSE
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tive microstate. In the case of exogenous (stimulus driven) ERP
microstates this duration might be quite brief, whereas for endoge-
nous ERP microstates this duration may  be longer.2 The results oflgorithm, where parameter L is speciﬁed as 5 and the sampling period is 1. The R
econd microstate (maps 7–10), and Stable State #2 (11–16).
f the two; and (4) a bootstrapping procedure for assessing the
xtent to which the solutions identiﬁed in the micro-segmentation
re robust (reliable, generalizable) and for empirically deriving
dditional experimental hypotheses.
.1. Root mean square error (RMSE) function
To identify stable brain microstates as well as transition states
cross these discrete brain microstates, we used a modiﬁed
icrostate segmentation algorithm that we derived from the grad-
al transition detection algorithm proposed by Volkmer et al.
2004) for identifying video scene changes. The algorithm incor-
orates a root mean square error (RMSE) metric and a Conﬁdence
nterval (CI) based on baseline data to identify potential stable and
iscrete brain microstates.
In gradual transition detection theory, Volkmer et al. (2004),
tudying video streams, observe that a gradual transition from one
hot to another (such as a fade, wipe, or dissolve) can be automati-
ally identiﬁed by locating instances of maximal distance between
ach video frame and a number of prior and subsequent frames. In
he current adaptation of this theoretical approach, each discrete
imeframe in an ERP (topographic potential map) is represented as
 vector of n electrode readings, and the RMSE is used to compute
he distance between maps. As such, the proposed RMSE algorithm
dentiﬁes the onset of stable states of brain activity by locating max-
ma  in an inter-frame distance function applied to the N discrete
imeframes of the ERP.
RMSE is a frequently used measure of the differences between
alues predicted by a model or an estimator and the values actu-
lly observed. The differences between predicted and observed are
ermed residuals when the calculations are performed over the data
ample that was used for the estimation, and are called prediction
rrors when computed out of sample. The RSME serves to aggregate
he magnitude of the errors in predictions for various times into a
ingle measure of predictive power, or in our case, a quantiﬁcationlgorithm identiﬁes Stable State #1 (maps 1–6), the transition from the ﬁrst to the
of the distance between two  topographic maps. The RMSE function
is deﬁned as:
RMSE =
√∑n
i=1(xi − xˆi)
2
n
(1)
where n is the number of electrodes, xi is the voltage at electrode i
in the topographical map  x (the observed map  at time t), and xˆi is
the voltage at electrode i in the topographical map xˆ (the observed
map  at time t − L). Thus, Eq. (1) provides the RMSE between the
topographic maps of two timeframes, x and xˆ, each comprised of
n discrete electrode values, indexed by i, which runs from 1 to n
(typically, 128 or 256 electrodes).
The proposed algorithm takes as input n channels of ERPs, typi-
cally calculated across subjects and within conditions. The RMSE
values over the speciﬁed baseline interval (e.g., within the last
400 ms  of a jittered baseline) capture background noise levels and
permit construction of a Conﬁdence Interval (CI) around the mean
RMSE value over the baseline interval. Because the RMSE over
the baseline period is used as a measure of error variance in the
RMSE function, the baseline from which these ERPs are calculated
should be appropriately temporally jittered to avoid anticipatory
responses to the stimulus onset.
In addition, a lag parameter, L, is provided to set the distance
between topographical maps that are to be compared. L is the min-
imum duration for a putative microstate, which means the time
interval between topographical maps (i.e., map x and map xˆ)  that
are to be compared is equal to the minimum duration for a puta-2 The parameter, L, could be treated as a variable. As but one instance, Lexogenous
could be speciﬁed to represent the minimum duration speciﬁed for a microstate
that  occurs within 100 ms  of the stimulus presentation (exogenous components),
and Lendogenous could be speciﬁed to represent the minimum duration speciﬁed for
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n RMSE analysis is illustrated in Fig. 1, where the abscissa reﬂects
rbitrary units of time, the ordinate reﬂects hypothetical RMSE val-
es, L is speciﬁed to be 5 and the sampling period is 1. Point A
eﬂects the onset of the transition period from hypothetical stable
icrostate #1 to microstate #2, Point B (ﬁrst peak in the post-
timulus RMSE function that exceeds the speciﬁed CI (see Fig. 1)
onstitutes the start of the next putative event-related microstate,
hich extends either to the end of the recording epoch (as illus-
rated by Point C in Fig. 1) or until a signiﬁcant decline and another
igniﬁcant rise in RMSE, as illustrated below. The timing of each
icrostate is peak-to-trough, inclusive. For instance, the peak to
nd of trough interval (Interval B to C in Fig. 1) represents a stable
icrostate.
The case depicted in Fig. 1 is simpliﬁed to illustrate the con-
epts of transition states and event-related brain microstates. In
ractice, local maxima/minima may  represent noise rather than a
rue peak/trough. The RMSE algorithm in the micro-segmentation
uite, therefore, deﬁnes a peak as a local maximum in the post-
timulus RMSE function that meets two conditions: (a) this local
aximum exceeds the mean baseline (or, for all microstates fol-
owing the ﬁrst, exceeds the prior trough or the mean baseline,
hichever is larger) by the CI (e.g., 2.575 * SD for a 99% CI), and (b)
t is followed by a decrease in RMSE that exceeds this CI. Thus, a
ocal maximum in the post-stimulus RMSE that exceeds the CI but
s followed by a small (i.e., less than the CI) decrease before RMSE
ises again to reach a higher peak is disregarded as a peak. Con-
ersely, troughs in the post-stimulus RMSE function are deﬁned
s a local minimum that is: (a) preceded by a decrease in RMSE
rom the prior peak that exceeds the CI (e.g., 2.575 * SD for a 99%
I), and (b) is followed by an increase in the RMSE that exceeds this
I. For this reason, peak-to-trough intervals, inclusive, in the RMSE
unction represent discrete microstates.
Once the set of potential microstates has been speciﬁed, the
epresentative template map  for each is calculated by taking the
verage of the timeframes (i.e., topographic maps) that are iden-
iﬁed as being members of a given microstate. In the illustration
n Fig. 1, this would mean averaging the maps for times 1–6 to
erive the template map  for the ﬁrst hypothetical microstate and
veraging across the maps for times 11–16 to derive the template
ap  for the second microstate. Perusal of the conﬁgurations of
rain activity associated with each microstate and transition state
n Fig. 1 illustrates that the exclusion of the topographic maps
rom the transition state in the template maps for each microstate
hould improve the identiﬁcation of the onset and offsets of stable
rain microstates and, therefore, improve performance of source
ocalization algorithms used to investigate the underlying neural
orrelates for these microstates.
In sum, the RMSE analysis decomposes the ERP into a baseline
tate, transition states, and discrete event-related microstates. The
MSE micro-segmentation does not require the a priori speciﬁca-
ion of the number of event-related microstates, and it produces
iming information regarding the onset and duration of each
icrostate. As such, the RMSE algorithm improves hypothesis test-
ng over k-cluster analyses by eliminating a conﬁrmatory bias and
ncreasing the ways in which empirical evidence can disconﬁrm an
nvestigator’s a priori hypotheses. The RMSE analysis is only the
rst step in a series of analyses required for micro-segmentation,
owever. To illustrate why this is the case and the additional anal-
ses that have been implemented to identify distinct event-related
icrostates, we simulated a set of different ERP outcomes (see
 microstate that occurs more than 100 ms  after the stimulus (i.e., endogenous
omponents).nce Methods 238 (2014) 11–34 15
Section 5.1, below). We  describe these simulations after deﬁning
the remaining components of the micro-segmentation suite.
4.2. Global ﬁeld power function
Global ﬁeld power (GFP) is equivalent to the standard deviation
of the electrode voltages for a given timeframe (topographic map).
To identify changes in the overall level of activation of the brain,
we use the GFP function deﬁned as follows:
GFP =
√∑n
i=1(xi − x¯i)
2
n
(2)
where xi is the voltage at electrode i in the map  x, x¯ is the average
voltage of all electrodes of the map  x and n is the number of elec-
trodes in map  x. As was done for the RMSE values over the speciﬁed
baseline interval, a CI is calculated for the GFP values around the
mean GFP value over the same speciﬁed baseline interval. Mean-
ingful changes in GFP levels are then determined in the same way
as for RMSE.
4.3. n-dimensional cosine similarity metric
To determine whether the microstates identiﬁed in the RMSE
differ in the conﬁguration of brain activity, the global ﬁeld power,
or a combination of the two, we employ a multi-dimensional cosine
similarity metric based on the cosine distance between template
maps for successive event-related microstates. Each topographic
map  can be represented as a vector in n-dimensional sensor space
where n represents the number of electrodes, and the length of the
vector within a given dimension representing the ERP amplitude
recorded at the given electrode site in the topographic map.
Consider the simpliﬁed illustration in Fig. 2 where each topo-
graphic map  consists of the measurements at 2 electrode sites,
Electrode 1 and Electrode 2. For illustrative purposes, only a
limited range of positive values for Electrode 1 and Electrode 2 are
depicted; Fig. 2 therefore illustrates the upper right quadrant of
the 2-dimensional vector space for the brain activity recorded over
Electrodes 1 and 2. Each of the topographic maps (i.e., t1, t2, t3,
and t4) in this hypothetical microstate can be depicted as a vector
within this two-dimensional sensor space, and the template map
for the microstate (T) is the mean of these vectors.
In vector space, two  topographic or template maps that repre-
sent the exact same conﬁguration of brain activity will be perfectly
co-linear (regardless of GFP or magnitude) and therefore the angle
formed by the two  vectors will be 0◦. Conversely, two  vectors that
represent exactly opposite conﬁgurations of brain activity (i.e. the
positive values in one map  are negative in the other and vice versa),
again regardless of magnitude will point in opposite directions and
therefore form an angle of 180◦. Taking the cosine of the angle
formed by two vectors means that perfectly similar map  vectors
yield a value of 1 whereas perfectly dissimilar map  vectors yield a
value of −1.
We use a modiﬁed cosine distance as the metric to quantify the
difference between any given topographic map and/or template
maps (i.e., vectors in n-dimensional sensor space). For any given
pair of such vectors A and B, we deﬁne similarity as:
Similarity (A, B) = 1 − cos() = 1 − A · B∥∥A∥∥∥∥B∥∥ (3)
where  is the angle formed by vectors A and B, and ||. . .||  indicates
magnitude. The similarity values produced by this formula range
from 0 indicating exactly equal conﬁgurations of brain activity
(regardless of GFP), to 2 indicating exactly opposite conﬁgura-
tion, with in-between values indicating intermediate similarity or
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Fig. 2. Illustration of the constituent topographic maps (t1, t2, t3, t4) and the template
map  (T) for a microstate in the upper right quadrant of a two-dimensional sensor
space. Each topographic map  consists of the measurements at 2 electrode sites,
Electrode 1 and Electrode 2. Each of the topographic maps (i.e., t1, t2, t3, t4) in this
hypothetical microstate can be depicted as a vector within a two-dimensional sensor
space, and the template map  for the microstate (T) represents the mean of these vec-
tors. The standard deviation of the template maps for this microstate is determined
using Eqs. (3) and (4) (see text), and the 95% conﬁdence interval around template
map  T is depicted by the dashed lines around T. Given an appropriate baseline, the
ﬁrst microstate marks a change in conﬁguration. If the similarity between the tem-
plate map of the n + 1st microstate and the template map  of the nth microstate falls
within the conﬁdence interval for the nth microstate, then the n + 1st microstate
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randomly generated, and the mean (T) and standard deviation was
determined using Eq. (4). Monte Carlo simulations were performed
for two  n-dimensional sensor spaces (n: 64 or 128 sensor spaces  considered to be sufﬁciently similar to the nth microstate to that it is treated as
he same microstate, and the microstate segmentation is adjusted accordingly (see
ext).
issimilarity. The standard deviation for the metric speciﬁed in Eq.
3) for a given microstate is speciﬁed as:
D =
√∑m
i=1Similarity (ti, T)
2
m
(4)
here ti is the vector representation of each topographical map
n n-dimensional sensor space, T is the mean of the constituent
opographical maps within a given microstate, and m represents
he number of topographical maps that were averaged to generate
he template map  T for the microstate.
To determine whether the microstates identiﬁed in the RMSE
iffer in the conﬁguration of brain activity a conﬁdence inter-
al around each template map  T is constructed within the
-dimensional sensor space based on the differences in the angles
etween each template map  vector’s constituent topographic
aps, ti. We  specify a 95% conﬁdence interval as
I = 1.96 ∗
√∑m
i=1Similarity (ti, T)
2
m
(5)
In Fig. 2, the 95% conﬁdence interval around template map  T for
he constituent topographic maps t1, t2, t3, and t4 is illustrated by
he dashed lines around T. The obtained value for CI speciﬁes the
osine distance (representing the angles around T) within which a
ubsequent conﬁguration of brain activity across the n-dimensional
ensor space would be evaluated as equivalent to the microstate
epresented by template T. Speciﬁcally, the template map, T′, for
he successive event-related microstate would be compared to the
receding microstate, T, by calculating the cosine distance between
′ and T, as speciﬁed by Eq. (3). If this value falls outside the CI
round T, then the microstate T′ would be interpreted (with 95%
onﬁdence) as representing a signiﬁcantly different conﬁgurationnce Methods 238 (2014) 11–34
of brain activity – that is, a distinct microstate whether or not
GFP also changed between the two microstates. In this way, the n-
dimensional cosine distance metric makes it possible to determine
whether template maps for successive brain microstates differ in
conﬁguration of brain activity, global ﬁeld power, or a combination
of the two.
To summarize thus far, a template map  (T) is determined for
each microstate identiﬁed by the RMSE algorithm by averaging
across the constituent topographic maps. The template map  for
a given microstate is equivalent to the mean of the topographic
maps and can be represented in this n-dimensional sensor space.
In addition, each of the constituent topographic maps for a given
template map  can also be depicted in this n-dimensional sensor
space. The standard deviation of the similarity between each topo-
graphic map  and their associated template map  provides a measure
of the variability in the conﬁguration within a given microstate in
n-dimensional vector space. This measure of variability is useful
for two  reasons. First, a conﬁdence interval can be speciﬁed for
each microstate based on the similarity of the topographic map
vectors and the template map  vector, and the angle between T (the
mean n-dimensional vector for a microstate) and T′ (the mean vec-
tor for the T + 1st microstate) can be used to evaluate statistically
the likelihood that this succeeding microstate identiﬁed by RMSE
represents the same or a different conﬁguration of brain activity
across the n-dimensional sensor space, independent of GFP. Thus,
with the exception of the ﬁrst event-related microstate,3 the cosine
similarity metric makes it possible to evaluate quantitatively which
of the succeeding microstates identiﬁed by the RMSE algorithm
represent changes in the conﬁguration of the activity from the pre-
ceding event-related microstate across the sensor space (putatively
reﬂecting a change in neural locus of these scalp potentials) and
which represents a change in magnitude but not in the conﬁgura-
tion of brain activity (putatively reﬂecting a change in the overall
activation of a given neural locus rather than a change in the neural
locus of these scalp potentials). This is possible because the cosine
distance is a measure of difference in orientation of two or more
vectors (i.e. template or topographic maps) and does not consider
their magnitude.
Second, the baseline state in fMRI has been found to repre-
sent a default mode of brain activity, but this default baseline is
determined separately from the temporally jittered pre-stimulus
baselines used in event-related electrical (or functional) neu-
roimaging. The standard deviation metric provides a means of
determining the extent to which any baseline state represents
primarily noise or some underlying time-locked microstate. The
topographic maps observed during the baseline can be treated as
vectors t0i, and the template map  for the baseline can be treated as
vector T0. If the baseline is appropriately jittered (i.e., if the indi-
vidual topographic maps during baseline are not time-locked to
a stimulus), then the scalp potential maps should represent ran-
dom ﬂuctuations around zero, reﬂecting random error. If this is
the case, then the standard deviation of the vector angles formed
between the constituent topographical maps (t0is) and the baseline
template map  (T0) should be large. To determine the standard devi-
ation that would be expected by chance in an n-dimensional sensor
space, we performed a series of Monte Carlo simulations, each con-
sisting of 10,000 iterations in which a value for each sensor was3 For reasons delineated in the text and Fig. 3, the expected value for the CI for the
n-dimensional vector for a baseline state that truly represents only random noise is
so  large that the template maps for all event-related microstates should fall within
this CI.
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Fig. 3. Results of a series of Monte Carlo simulations to determine the standard deviation that would be expected if the measurements across the scalp reﬂected random
noise  (e.g., during an appropriate baseline period). Each panel represents the histogram for a simulation that consisted of 10,000 iterations in which the value for each sensor
in  n-dimensional sensor space (i.e., number of electrodes) was randomly generated across m topographical maps (i.e., the number of topographical maps that were averaged
t tanda
t s depi
r t resu
t
m
t
g
s
t
t
i
t
t
s
m
p
t
t
t
n
v
1
i
e
s
m
t
l
b
ro  generate the template map  T) that were used to calculate the mean (T) and the s
he  bottom panels depict results for a 128-dimensional sensor space. The left panel
esults for a segment consisting of 30 topographic maps, and the right panels depic
opographic maps) × three different numbers of topographical
aps (m:  3 topographic maps, reﬂecting a short microstate; 30
opographic maps, reﬂecting a long microstate; and 300 topo-
raphic maps, reﬂecting a baseline state), for a total of six
imulations of 10,000 iterations. The results are illustrated in Fig. 3.
In the Monte Carlo simulations, we found that with respect to
he number of topographic maps that go into a template map, in
he limit the SD for the cosine similarity metric approaches 1. This
s expected because if the topographic maps (ti) are evenly dis-
ributed around the sensor space, the average distance from the
emplate map  to each the topographic maps would be 1 and the
tandard deviation would be 1. Smaller numbers of topographic
aps imply greater sampling error, which means each (small) sam-
le of topographic maps will appear less random than they are, and
he histograms of standard deviations will be more distant from 1
han when the number of topographic maps is large. Note, too, that
he distribution of sample outcomes is more precise the greater the
umber of topographic maps that go into the calculation (see left
ersus right columns in Fig. 3) and for the number of sensors (64 vs.
28) that go into each topographic map  (see top vs. bottom rows
n Fig. 3). The difference between the latter is small as would be
xpected given the size of these sensor spaces.
The SDs that are observed in these Monte Carlo simulations
hould be much larger than the SD for a discrete event-related
icrostate, which is deﬁned in terms of a stable series of similaropographic maps. Because the conﬁdence interval for a base-
ine that represents random noise (e.g., appropriately jittered
aselines in ERP studies) would be so large as to include true event-
elated microstates, the cosine similarity metric is not applicable tord deviation. The top panels depict results for a 64-dimensional sensor space, and
ct results for a segment consisting of 3 topographic maps, the middle panels depict
lts for a segment consisting of 300 topographic maps.
determine whether the template map  for the ﬁrst microstate falls
within the CI for the preceding baseline. However, when the base-
line represents primarily background noise levels rather than a
speciﬁc, time locked microstate, the ﬁrst event-related microstate
identiﬁed by RMSE by deﬁnition represents a unique microstate,
and this is the case regardless of GFP.
False positives in the identiﬁcation of discrete microstates are
a possibility, especially as the time series for topographic maps
increases. For this reason, the default for RMSE analyses is a 99%
CI. However, neither the RMSE function nor the cosine similarity
metric is suited to detect such false positives. For this and other
issues in micro-segmentation, we turn to bootstrapping using high
performance computing.
4.4. Between-subjects and within-subjects bootstrapping
Typically, one assumes that the series of event-related
microstates evoked across trials or across participants is homo-
geneous. This assumption may  not be justiﬁed, however. We
therefore implemented a bootstrapping procedure to identify het-
erogeneities in the timing or number of microstates as well as
their representative template maps across analysis trials, runs,
or participants. Speciﬁcally, high performance computing permits
the application of a bootstrapping-segmentation process in which
the microstate segmentation routine is run on a large number
of bootstrapped ERPs. This bootstrapping procedure can be per-
formed either within-subjects or across groups of subjects. In the
case of within-subject bootstrapping, at each iteration a unique
ERP is “bootstrapped” by a process of random selection from the
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Fig. 4. Between-subjects bootstrapping. In a pre-processing step, the available EEG recordings are averaged to create a within-subject ERP for each condition and subject.
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sor space) with a sampling rate of 1000 Hz with “stimulus onset”
speciﬁed as time 0 and the simulated ERP ranging from −30 ms  to
+69 ms  (i.e., 100 one-millisecond bins). The baseline onset for RMSEhe  overall analysis is performed on the ERP averaged across all N subjects for each 
f  times on the ERP averaged across a random subset of the r subjects for each c
n  Eq. (6).
vailable trials in a given subject’s EEG recording for a given condi-
ion, with the selected trials then averaged to generate an ERP for
hat subject and condition. In between-subjects bootstrapping, a
re-processing step must be performed in which each subject’s EEG
ecordings for a given condition are reduced to a within-subject ERP
y averaging as depicted in Fig. 4. The rest of the between-subjects
ootstrapping procedure is the same as the within-subjects proce-
ure but instead of performing a random selection from the set of
ne subject’s available trials, the bootstrapped ERP is generated by
electing from the set of all subjects ERPs for the given condition.
n either case, a random sample of r (without replacement) of the
vailable N possibilities is used to generate the bootstrapped ERP.
Following each bootstrap ERP generation phase, the result-
ng ERP (either within- or between-subjects) is subjected to the
icrostate segmentation routine. These steps are repeated a large
umber of times (on the order of thousands to quadrillions). The
otal number of unique bootstrapped ERPs (i.e., possible unique
ombinations samples of size r from a population of size N) is given
y (N choose r),
N
r
)
= N!
r!(N − r)! (6)
For instance, if N = 50 participants in a study and r = 30 par-
icipants in each bootstrapped ERP, the total number of unique
ootstrapped ERPs that can be calculated across these 50 partic-
pants is 50!/(30!*20!) = 47, 129, 212, 246, 893. Bootstrapping can
e performed on a subset of perhaps several thousand of theseion. For between-subjects bootstrapping, the analysis is performed a large number
ion. The total possible combinations of r subjects can be quite large, as speciﬁed
more than 47 trillion combinations or, using high performance
computing, the entire population of bootstrapped ERPs could be
generated and analyzed.4 The results from each run are aggregated
to determine the distribution of solutions and the robustness of the
solution derived when performing the analysis on all N participants
(i.e., the grand average solution). A unimodal, leptokurtic distri-
bution of solutions for a given microstate cantered on the grand
average solution increases the conﬁdence in the overall solution,
whereas a multimodal, platykurtic distribution of solutions for a
microstate signals that the microstate lacks robustness (e.g., signif-
icant unidentiﬁed sources of variance or moderator variables are
operating). The replicability of a microstate and the performance of
source localization algorithms should be superior for robust than
nonrobust microstates.
5. Validation
5.1. Simulated data
All simulated ERPs were generated on a 128 electrode set (sen-4 The latter strategy has advantages such as using computational tools to empiri-
cally generate new hypotheses about possible sources of variance (e.g., an individual
difference) in the brain’s microstates.
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Fig. 5. Simulated ERPs depicting the null case in which only noise is present. Panel A: A potential of 0 V is assigned to every electrode across the entire recording bin,
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eepresenting the absence of any underlying signal in the simulated ERPs. Panel B: Si
s  superimposed on the simulated subject’s underlying signal. In this simulation, eac
f  all 50 simulated subjects’ individual ERPs.
nalyses is the onset of the simulated time series plus L, the spec-
ﬁed lag between the topographical map  × (the observed map  at
ime t), and the topographical map xˆ (see Eq. (1)). As a result, the
aseline onset in these simulations is −24 ms.  The 128 electrodes
ere partitioned into two non-overlapping sub-sets corresponding
o anterior and posterior electrode locations, henceforth referred
o as the anterior or posterior electrode set. The RMSE, GFP, and
osine similarity metric between successive microstates are used
o disambiguate the processes underlying the ERP. To inspect
he assumption of homogeneity and to identify false positives,
ootstrapping was performed 1000 times, and the results of the
icro-segmentation across these bootstraps were quantiﬁed.
nspection of the results of the bootstrapping (e.g., the percent of
ootstrapped runs that produced peaks or valleys within ±5% and
10% time window around the mean lag) was used to provide
 quantitative means of identifying robust micro-segmentation
olutions and assist in distinguishing robust microstates from false
ositives.
.1.1. Simulation set 1: same conﬁguration and same power
We begin with the case in which the global electrical brain activ-
ty (i.e., conﬁguration) and the GFP are the same across the ERP.
his case represents the null hypothesis, that is, the absence of an
vent-related microstate. These ERPs were generated by: (a) settinged subject 1’s ERP, where a uniformly distributed noise ﬁeld in the range of ±10 V
lated subject’s ERP represents only random noise. Panel C: The grandmean average
electrical potential at sensors in the anterior and posterior electrode
sets to 0 V, respectively, across all timeframes in the simulated
recording (i.e., no signal; see Fig. 5, Panel A), and (b) adding a value
in the range ±10 V from a uniformly distributed pseudorandom
set at each timeframe across the entire simulated recording and for
each sensor to introduce random noise (Fig. 5, Panel B). Fifty such
ERPs were generated, and the grand mean was calculated (Fig. 5,
Panel C).
The RMSE algorithm outlined above was  applied to the maps
from the 128 sensors across time, and a 99% CI was calculated based
on the brain activity during baseline. The RMSE analysis shows
no evidence for an event-related microstate (Fig. 6, Panel A), and
the bootstrapping results conﬁrmed the absence of any replicable
microstate solutions (Fig. 6, Panel B). Analyses of the GFP function
produced similar results. Thus, the algorithm accurately speciﬁed
that there was no change from baseline in the conﬁguration of
activation or in the overall level of brain activation.
5.1.2. Simulation set 2: different conﬁgurations and the same
powerWe next examined a simulated case in which the stimulus
evokes changes in global conﬁguration of electrical brain activity
but not in the GFP. The speciﬁc case illustrated in Fig. 7 represents
two event-related changes in the neural locus of the ERP, leading to
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Fig. 6. RMSE Microsegmentation results for Monte Carlo simulations depicting random noise. Panel A: Results of the RMSE microsegmentation routine applied to the
grandmean of all 50 simulated individual’s ERPs. No unique microstates are detected. Panel B: Summary of the results of 1000 bootstrap RMSE analyses to identify the onsets
and  offsets of the microstates. In each application of the bootstrap routine, 30 out of the available 50 simulated individual ERPs were selected at random, averaged together,
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mnd  the resulting ERP subjected to the RMSE segmentation algorithm. Temporal l
he  number of iterations to compute the percentage of bootstrap runs in which a 
icrostate onsets and offsets at levels that would be expected by chance.
wo distinct event-related microstates. The simulated ERP at each of
he 128 sensors was generated as speciﬁed in Fig. 7. The template
aps in each panel in Fig. 7 depict time time-averaged electrical
ctivity over the speciﬁed temporal window.
The RMSE algorithm was applied to the grand mean across all
ubjects, and a 99% CI was  calculated based on the brain activity
uring baseline (Fig. 8, Panel A). The RMSE analysis shows a stable
aseline state followed by the transition to the ﬁrst stable event-
elated microstate from 17 to 30 ms,  and transition to a second
table microstate from 38 to 69 ms  (i.e., the end of the recording
rial).
The cosine similarity metric provides an important test of
hether the 128-dimensional vector representing the template
ap  for the n + 1st microstate falls within or outside the conﬁ-
ence interval of the vector representing the template map  for
he nth microstate. The 95% CI for the vector for microstate 1
as ±.0004, and the cosine distance between the vectors for
icrostates 1 and 2 was 2.0, which means the second microstate
ell outside the 95% conﬁdence interval surrounding the vector
or the ﬁrst microstate, indicating (accurately) that the second
icrostate represented a sufﬁciently different conﬁguration to bens of peaks/valleys are accumulated over the 1000 iterations and normalized by
alley is identiﬁed at a speciﬁc sampling bin. Results indicate the identiﬁcation of
designated a separate microstate – indeed, the conﬁguration of
activity in microstate 2 was  precisely the opposite of that found in
microstate 1.
The between-subjects bootstrapping results for the RMSE anal-
ysis indicated a two  microstate solution in 99.8% of the runs and
a homogeneity across participants in the onsets and offsets for
the two  microstates identiﬁed in the overall analysis. For instance,
the distributions for the onset of microstate 1 (Fig. 8, Panel B,
1), offset for microstate 1 (Fig. 8, Panel B, 2), and onset for
microstate 2 (Fig. 8, Panel B, 3; the offset for microstate 2 was
the end of the recording interval in all cases) indicate robust micro-
segmentation results across subjects. These results correspond well
to the underlying signal embedded in noise in this simulation – an
initial microstate that extended from 14 to 30 ms  and a second dis-
tinct microstate that extended from 38 to 69 ms, plus random noise
unique to each subject. Finally, analyses of the GFP function (not
shown) indicated that there was an increase in GFP during the ﬁrst
transition period. In the transition between state1 and state2 there
was a large drop in GFP followed immediately by another large rise.
During each of the microstates, the GFP was high and stable with
small blips due to noise.
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Fig. 7. Simulated ERPs for Monte Carlo simulations depicting random noise and two distinct post-stimulus microstates that do not differ in global ﬁeld power. The template
maps  in each panel depict time-averaged electrical activity over the speciﬁed time window. Panel A: The underlying signal used to generate these simulated ERPs. From
−30  ms  to +10 ms,  a potential of 0 V is assigned to every electrode. In each sampling bin over the interval between 11 ms  and 13 ms post-stimulus a linear scaling of electrode
values increases all electrodes to ±40 V while at the same time a randomly selected set of 16 anterior and posterior electrodes are inverted in polarity. This period represents
the  transition from the baseline state to the ﬁrst microstate. The conﬁguration resulting in the 14 ms  sampling bin is propagated through time up to 30 ms  post-stimulus,
representing the ﬁrst stable and distinct microstate. In each sampling bin over the interval between 31 ms  and 37 ms  post-stimulus a randomly selected set of 8 anterior and
posterior electrodes are inverted in polarity in each sampling bin. This period represents the transition from the ﬁrst to the second microstate. The resulting conﬁguration
at  time bin 38, representing the second stable and distinct microstate, is then propagated through time until the end of the simulated ERP at 69 ms  post-stimulus. Panel B:
An  example of simulated subject 1’s ERP. A uniformly distributed noise ﬁeld in the range of ±10 V is superimposed on the underlying signal. The simulated ERP for each
s d a dif
t  indiv
5
p
w
a
m
i
t
w
s
i
s
d
b
m
t
mubject  is generated as described for Panel A with a different random noise ﬁeld an
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.1.3. Simulation set 3: same conﬁguration and the different
ower
In our third series of simulations, we examined the case in
hich the stimulus evokes a global conﬁguration of electrical brain
ctivity (i.e., a single microstate) that was expressed across the
icrostate at two distinct levels of GFP. The speciﬁc case illustrated
n Fig. 9 represents one event-related change in the neural locus of
he ERP that extended from 14 to 69 ms,  during which time there
as an increase in the amount of brain activation (i.e., GFP). The
imulated ERP at each of the 128 sensors was generated as speciﬁed
n Fig. 9.
The RMSE algorithm was applied to the grand mean across all
ubjects, and a 99% CI was calculated based on the brain activity
uring baseline (Fig. 10). The initial RMSE analysis shows a stable
aseline state followed by the transition to a stable event-related
icrostate from 17 to 30 ms  and a second from 36 to 69 ms  (i.e.,
he end of the recording trial). Importantly, the cosine similarity
etric indicated that the second microstate did not differ from theferent selection of anterior and posterior electrodes “ﬂipped” at each step through
idual ERPs.
ﬁrst. Speciﬁcally, the 95% CI for the template vector for microstate
1 was ±.0004, and the cosine distance between the template vec-
tors for microstates 1 and 2 was .00001, which means the second
microstate fell well within the 95% CI surrounding the vector for the
ﬁrst microstate, indicating (accurately) that the second microstate
represented the same microstate (Fig. 10, Panel A).
The between-subjects bootstrapping results for the RMSE anal-
ysis, which are summarized in the middle and bottom of Fig. 10,
indicated a two microstate solution in 100% of the 1000 runs.
The RMSE ﬁnal overall RMSE analysis indicated there was a sin-
gle microstate from 17 to 69 ms.  The distribution for the onset
of microstate 1 (Fig. 10, Panel B, 1) indicates that the onset
of the microstate identiﬁed in the overall analysis was  homoge-
neous across subjects. The offset of this microstate was  the end
of the recording interval in all cases, as well. These results again
correspond well to the underlying signal embedded in noise in
this simulation – an initial microstate that extended from 14 to
69 ms  that included an increase in GFP from 31 to 37 ms that was
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Fig. 8. RMSE microsegmentation results for Monte Carlo simulations depicting random noise and two distinct post-stimulus microstates that do not differ in global ﬁeld
power.  Panel A: Results of the RMSE microsegmentation routine applied to the grandmean of all 50 simulated individual’s ERPs. Microstate 1 is identiﬁed in the time window
ranging  from 17 ms  to 30 ms  post-stimulus and Microstate 2 in the time window ranging from 38 ms  post-stimulus and persists until the end of the ERP at 69 ms.  Panel
B:  Summary of the results of 1000 bootstrap RMSE analyses to identify the onsets and offsets of the microstates. In each application of the bootstrap routine, 30 out of the
available 50 simulated individual ERPs were selected at random, averaged together, and the resulting ERP subjected to the RMSE segmentation algorithm. Temporal locations
of  peaks/valleys are accumulated over the 1000 iterations and normalized by the number of iterations to compute the percentage of bootstrap runs in which a peak/valley
is  identiﬁed at a speciﬁc sampling bin. Panel C: Summary of the distribution of peaks/valleys found in bootstrap analysis within a ±5% time window around the microstate
onset  (or offset) identiﬁed in the overall microsegmentation analysis of the RMSE curve. The onset of microstate 1 is depicted in the left panel. The time-weighted mean of
peaks  in the overall analysis is 17.0 ms.  Bootstrap results indicate a microstate onset in 98.2% of the runs within the ±5% time window. No additional solutions were found
for  the ±10% window. The offset of microstate 1 is depicted in the middle panel. The time-weighted mean of valleys in the overall analysis is 29.7 ms  and 29.69 ms in the ±5%
and  ±10% time windows, respectively. Bootstrap results indicate a microstate offset in 94.7% and 95.2% of the runs within the ±5% and ±10% time windows, respectively.
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che  onset of microstate 2 is depicted in the right panel. The time-weighted mean o
n  100% of the runs within the ±5% time window. No additional solutions were fou
nterval, so the offset of microstate 2 is speciﬁed as the end of the recording interva
ot associated with a change in the global conﬁguration of brain
ctivity.
.1.4. Simulation set 4: different conﬁgurations and different
owerThe ﬁnal case we examined is when the stimulus evokes two
hanges in the conﬁguration of global electrical brain activity and
hanges in global ﬁeld power. This case represents event-related
hanges in the neural locus of the ERP, leading to two distinctks in the overall analysis is 37.59 ms. Bootstrap results indicate a microstate onset
r the ±10% window. Note: Microstate 2 was maintained throughout the recording
ch in this simulation is 69 ms.
event-related microstates, each of which is also associated with
a different GFP. The simulated ERP at each of the 128 sensors was
generated as speciﬁed in Fig. 11. The template maps in each panel
in Fig. 11 depict time time-averaged electrical activity over the
speciﬁed temporal window.The RMSE analysis, summarized in Fig. 12, shows a stable
baseline state followed by a transition to a stable event-related
microstate from 17 to 30 ms,  followed by a brief transition to a
second stable microstate that extended from 38 to 69 ms  (i.e., the
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Fig. 9. Simulated ERPs for Monte Carlo simulations depicting random noise and one post-stimulus microstate with variable global ﬁeld power. The template maps in each
panel  depict time-averaged electrical activity over the speciﬁed time window. Panel A: The underlying signal used to generate these simulated ERPs. From −30 ms to +10 ms,
a  potential of 0 V is assigned to every electrode. In each sampling bin over the interval between 11 ms  and 13 ms  post-stimulus a linear scaling of electrode values increases
all  electrodes to ±40 V while at the same time a randomly selected set of 16 anterior and posterior electrodes are inverted in polarity. This period represents the transition
from  the baseline state to the ﬁrst microstate. The conﬁguration resulting in the 14 ms  sampling bin is propagated through time up to 30 ms  post-stimulus. In each sampling
bin  over the interval between 31 ms  and 37 ms  post-stimulus a linear scaling of electrode values increases all electrodes to ±60 V. The resulting conﬁguration at time bin 38
is  then propagated through time until the end of the simulated ERP at 69 ms  post-stimulus. Panel B: An example of simulated subject 1’s ERP. A uniformly distributed noise
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ubjects’ individual ERPs.
nd of the recording trial). The cosine similarity analysis indicated
hat the 95% CI for the vector for microstate 1 was ±.0004, and the
osine distance between the vectors for microstates 1 and 2 was
.0; as in Simulation Set #2 (above), the second microstate rep-
esented a separate microstate, with the conﬁguration of activity
n microstate 2 precisely the opposite of that found in microstate
 even though the GFP differed for these microstates (see Fig. 11,
anel A).
The between-subjects bootstrapping results for the RMSE anal-
sis, which are summarized in Fig. 12 (Panels B and C), indicated
 two microstate solution in 99.4% runs. The distributions for the
nset of microstate 1 (Fig. 12, Panel B, 1), offset for microstate 1
Fig. 12, Panel B, 2), and onset for microstate 2 (Fig. 12, Panel
, 3; the offset for microstate 2 was the end of the recording
nterval in all cases) indicate that the onsets and offsets for the
wo microstates identiﬁed in the overall analysis are homogeneous
cross participants (see Fig. 12, Panel C, for summary statistics).In sum, the RMSE algorithm permits the identiﬁcation of event-
elated microstates. Note that the RMSE approach does not require
hat the number of microstates to be provided a priori, and it is
ble to identify “transition states” thereby excluding transitionfor each subject is generated as described for Panel A with a different random noise
through the transition phase. Panel C: The grandmean average of all 50 simulated
timeframes from sets of stable timeframes (the microstates them-
selves). In addition, the construction and application of a CI for
global ﬁeld power permits the detection of event-related changes
in the overall amount of brain activity, and the n-dimensional
cosine similarity metric makes it possible to test whether the vec-
tor representing the template map  for the n + 1st microstate falls
within or outside the conﬁdence interval for the vector represent-
ing the template map  for the nth microstate, providing information
about whether or not a putative microstate reﬂects a change in the
overall conﬁguration of brain activity from the preceding conﬁgu-
ration (i.e., a new microstate). As illustrated in these simulations,
this suite of analytic tools accurately differentiates among discrete
microstates and changes in GFP.
5.2. Experimental data
To further investigate the performance of this suite of comput-
ing tools for micro-segmentation, we conducted an empirical study
using a basic visual paradigm, the reversal checkerboard task, in
which the pattern reverses every 500 ms.  The checkerboard task is
common because there is considerable inter-subject reliability in
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Fig. 10. RMSE microsegmentation results for Monte Carlo simulations depicting random noise and one post-stimulus microstate with variable global ﬁeld power. Panel
A:  Results of the RMSE microsegmentation routine applied to the grandmean of all 50 simulated individual’s ERPs. One stable Microstate is identiﬁed with onset at 17 ms
post-stimulus and persists until the end of the ERP at 69 ms.  In the initial phase of the RMSE segmentation procedure a second microstate is identiﬁed with time window
36  ms  to 69 ms post-stimulus but in the ﬁnal result it is merged with the ﬁrst microstate as it fell within the conﬁdence interval of cosine distance of the ﬁrst microstate.
Panel  B: Summary of the results of 1000 bootstrap RMSE analyses to identify the onset and offset of the microstate. In each application of the bootstrap routine, 30 out of the
available 50 simulated individual ERPs were selected at random, averaged together, and the resulting ERP subjected to the RMSE segmentation algorithm. Temporal locations
of  peaks/valleys are accumulated over the 1000 iterations and normalized by the number of iterations to compute the percentage of bootstrap runs in which a peak/valley
is  identiﬁed at a speciﬁc sampling bin. Panel C: Summary of the distribution of peaks found in bootstrap analysis within a ±5% time window around the microstate onset
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ddentiﬁed in the overall microsegmentation analysis of the RMSE curve. The time
icrostate onset in 89.3% of the runs within the ±5% time window. No additional so
he  recording interval, so the offset of microstate 1 is speciﬁed as the end of the rec
erms of the visual ERP that it elicits. Speciﬁcally, a negative peak
ppears at a latency of about 70–95 ms,  a larger amplitude posi-
ive peak appears at about 100–120 ms,  a more variable negative
eak appears around 140–160 ms,  and a later, smoother positive
eak around 200 ms  (Lehmann and Skrandies, 1980; Luck and
appenman, 2012; Regan, 2009; Sutter, 2010; Slotnick et al., 1999;
i Russo et al., 2003, 2005; Emmerson-Hanover et al., 1994). As in
he simulation studies, the RMSE, GFP, and cosine distance between
uccessive microstates are used to disambiguate the processes
nderlying the ERP. As outlined above, these three analytic tools
o not provide a test of how robust are the results. For instance,ted mean of peaks in the overall analysis is 17.0 ms. Bootstrap results indicate a
s were found for the ±10% window. Note: Microstate 1 was  maintained throughout
 interval, which in this simulation is 69 ms.
individual differences in stimulus-evoked information processing
and false positives are not discernible using these three anal-
yses alone. To investigate the extent to which the microstates
are reliable and generalizable across the sample, we performed
between-subjects bootstrapping.
5.2.1. Experimental design and participants
Participants were 22 volunteers (8 females) with a mean age
of 23.18 (SD = 3.92) years. All were right-handed (Edinburgh Han-
dedness Inventory; Oldﬁeld, 1971), and had normal or corrected
to-normal visual acuity. None had any prior or current neurological
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Fig. 11. Simulated ERPs for Monte Carlo simulations depicting random noise and two distinct post-stimulus microstates that differ also in global ﬁeld power. The template
maps  in each panel depict time-averaged electrical activity over the speciﬁed time window. Panel A: The underlying signal used to generate these simulated ERPs. From
−30  ms  to +10 ms,  a potential of 0 V is assigned to every electrode. In each sampling bin over the interval between 11 ms  and 13 ms post-stimulus a linear scaling of
electrode values increases all electrodes to ±40 V while at the same time a randomly selected set of 16 anterior and posterior electrodes are inverted in polarity. This
period  represents the transition from the baseline state to the ﬁrst microstate. The conﬁguration resulting in the 14 ms sampling bin is propagated through time up to
30  ms  post-stimulus, representing the ﬁrst stable and distinct microstate. In each sampling bin over the interval between 31 ms  and 37 ms  post-stimulus a linear scaling of
electrode values increases all electrodes from ±40 V to ±60 V while at the same time a randomly selected set of 8 anterior and posterior electrodes are inverted in polarity
in  each sampling bin. This period represents the transition from the ﬁrst to the second microstate. The resulting conﬁguration at time bin 38, representing the second stable
and  distinct microstate, is then propagated through time until the end of the simulated ERP at 69 ms  post-stimulus. Panel B: An example of simulated subject 1’s ERP. A
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ith  a different random noise ﬁeld and a different selection of anterior and posterio
verage of all 50 simulated subjects’ individual ERPs.
r psychiatric impairment, as ascertained by a detailed anamnesis.
rior to participation, volunteers provided written informed con-
ent that had been approved by the Institutional Review Board of
he University of Chicago.
The experimental design was a 2 (Task instructions: pas-
ive viewing vs active visual search) × 2 (Counterbalanced Order)
etween-subjects factorial design. We  focus here on the data from
he passive viewing condition because this replicates the instruc-
ional condition in the checkerboard reversal task (Schneider et al.,
993). In this condition, participants were instructed to passively
iew the center of a reversing checkerboard..2.2. Procedure
Checkerboards had a spatial frequency of 1 cycle/deg, covered
.4 × 5.57◦ of visual angle and were reversed every 500 ms  (dura-
ion conﬁrmed by photocell measurements; E-prime Psychologyng signal. The simulated ERP for each subject is generated as described for Panel A
rodes “ﬂipped” at each step through the transition phases. Panel C: The grandmean
Software Tools Inc., Pittsburgh, USA). A red cross of 1◦ of visual angle
was placed in the top center of the monitor and the participants
were instructed to ﬁxate this cross throughout visual stimulation.
Stimuli were displayed in black and white on a monitor screen,
with refresh rate of 60 Hz. Visual stimuli were presented on a PC
computer using EGI-E-prime Psychology Software Tools Inc., Pitts-
burgh, USA under Windows XP, which provides control of display
durations and accurate recordings of reaction times. Participants
were comfortably seated 100 cm away from a PC computer screen
in which stimuli were presented centrally. The task consisted of
250 checkerboard reversals.5.2.3. EEG data collection
Continuous surface electroencephalogram (EEG) was recorded
from 128 AgAgCl carbon-ﬁber coated electrodes using an Elec-
tric Geodesic Sensor Net (GSN300; Electrical Geodesic, Inc., OR;
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Fig. 12. RMSE microsegmentation results for Monte Carlo simulations depicting random noise and two distinct post-stimulus microstates that differ also in global ﬁeld
power.  Panel A: Results of the RMSE microsegmentation routine applied to the grandmean of all 50 simulated individual’s ERPs. Microstate 1 is identiﬁed in the time window
ranging  from 17 ms  to 30 ms  post-stimulus and Microstate 2 in the time window ranging from 38 ms  post-stimulus and persists until the end of the ERP at 69 ms.  Panel
B:  Summary of the results of 1000 bootstrap RMSE analyses to identify the onsets and offsets of the microstates. In each application of the bootstrap routine, 30 out of the
available 50 simulated individual ERPs were selected at random, averaged together, and the resulting ERP subjected to the RMSE segmentation algorithm. Temporal locations
of  peaks/valleys are accumulated over the 1000 iterations and normalized by the number of iterations to compute the percentage of bootstrap runs in which a peak/valley
is  identiﬁed at a speciﬁc sampling bin. Panel C: Summary of the distribution of peaks/valleys found in bootstrap analysis within a ±5% time window around the microstate
onset  (or offset) identiﬁed in the overall microsegmentation analysis of the RMSE curve. The onset of microstate 1 is depicted in the left panel. The time-weighted mean of
peaks  in the overall analysis is 17.0 ms.  Bootstrap results indicate a microstate onset in 96.8% of the runs within the ±5% time window. No additional solutions were found for
the  ±10% window. The offset of microstate 1 is depicted in the middle panel. The time-weighted mean of valleys in the overall analysis is 29.6 ms.  Bootstrap results indicate
a  microstate offset in 100% of the runs within the ±5% time window. The onset of microstate 2 is depicted in the right panel. The time-weighted mean of peaks in the overall
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enalysis is 38.0 ms.  Bootstrap results indicate a microstate onset in 100% of the runs
ote: Microstate 2 was maintained throughout the recording interval, so the offset
s  69 ms.
ttp://www.egi.com/), where EEG electrodes are arrayed in a reg-
lar distribution across the head surface and the inter-sensor dis-
ance is approximately 3 cm.  The EEG was digitized at 250 Hz (cor-
esponding to a sample period of 4 ms), band-width of 0.01–200 Hz,
ith the vertex electrode (Cz) serving as an on-line recording ref-
rence. Impedances were kept below 100 k. Data logging were
ia NetStation 4.5. Data were collected in two sessions with brief
ntervening rest periods for the participant. As in previous visual-
voked potential (VEP) studies (e.g., Luck, 2014, pp. 244–245;n the ±5% time window. No additional solutions were found for the ±10% window.
crostate 2 is speciﬁed as the end of the recording interval, which in this simulation
Nunez and Srinivasan, 2006; Ortigue et al., 2004; Tunik et al., 2008),
the data were band pass ﬁltered between 1 and 30 Hz with a roll-off
slope of 12 dB/Octave.
5.2.4. ERP data pre-processing
Electrophysiological data were ﬁrst pre-processed at the indi-
vidual level. All trials were visually inspected for oculomotor
(saccades and blinks), muscles, and other artifacts. Channels with
corrupted signals were interpolated. Surviving epochs of EEG were
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Sig. 13. The event-related potential recorded over the left (O1; left panel) and righ
28  ms,  the N2 at 180 ms,  and the P2 at approximately 240 ms.
veraged for each participant to calculate the ERP. The ERP is
llustrated in Fig. 13 for the O1 and O2 recording sites. The ERP
orphology observed over the O1 and O2 sensor sites is similar
o that observed previously, with a negative peak around 96 ms,  a
arger positive peak around 128 ms,  a second negative peak around
80 ms,  and a smoother positive peak around 240 ms.
.2.5. ERP data reduction and analyses
The RMSE and the GFP micro-segmentation algorithms were
ext applied to the high-density ERP grand average recorded across
he scalp. The resulting RMSE and GFP functions and CIs for each
re depicted in Fig. 14. The lag, L, was speciﬁed as 8 ms,  a 99% CI was
sed to construct thresholds for the RMSE and GFP analyses, and
 95% CI was used for cosine metric analyses. The RMSE algorithm
dentiﬁed: (a) a stable baseline conﬁguration from the start of the
aseline (−152 ms)  to stimulus onset, (b) the ﬁrst discrete event-
elated microstate from 92 to 100 ms,  (c) the second microstate
rom 116 to 132 ms,  (d) the third microstate from 144 to 164 ms,  (e)
he fourth microstate from 180 to 208 ms,  and (f) a ﬁfth microstate
rom 224 to 436 ms.
A 128-dimensional cosine similarity metric analysis was  per-
ormed next to determine whether each successive microstate
epresented a signiﬁcant change from the preceding microstate
n the overall conﬁguration of electrical activity across the sen-
or space. The cosine distance between each contiguous pair of
icrostates fell outside the 95% CI for the earlier of the two
icrostates, indicating ﬁve discrete event-related microstates.
peciﬁcally, the cosine distance between microstates 1 and 2 was
.82, which fell well outside the 95% CI for microstate 1 of ±.011.
imilarly, the 95% CI and cosine distance between each of the suc-
eeding microstates was (i.e., microstates 2 and 3, microstates 3 and
, microstates 4 and 5) fell outside the 95% CI of the earlier of the two
icrostates (cosine distances = .114, 1.76, and 1.24, respectively;
Is = ±.003, ±.113, and ±.449, respectively).
The between-subjects bootstrapping results for the RMSE anal-
sis are summarized in Fig. 14 (Panels B and C). The analyses,
hich are summarized in Fig. 14, indicated more robust micro-
egmentation for early than late microstates, as would be expected.
peciﬁcally, in the ﬁrst 2 microstates the bootstrapping indicated right panel) occipital regions. As illustrated above, the N1 was at 96 ms,  the P1 at
98–100% homogeneity whereas in the last 2 microstates the
bootstrapping indicated homogeneity had dropped to 50–60%.
Interestingly, the bootstrapping also indicated that ﬁve microstates
were identiﬁed in only 26.8% of the runs. Although this was  the
modal solution, four microstates were identiﬁed in 20.3% of the
runs, six microstates were identiﬁed in 23.1% of the runs, and seven
microstates were identiﬁed in 14.4% of the runs. (The remaining
15.4% of the runs identiﬁed various numbers of microstates ranging
from two to ten.) Together, these results suggest that all partici-
pants may  not be showing the same microstate structure during
the reverse checkerboard task, and speciﬁcally that any such indi-
vidual differences in the neural responses to this task are especially
likely to be emerging after the second microstate (i.e., after 132 ms).
Inspection of the GFP function and CI (Fig. 15) indicates three dis-
tinct epochs during which time GFP changed. GFP increased from
basal levels beginning at 48 ms  post-stimulus, peaking at 96 ms,
falling to a trough at 108 ms,  increasing to a second peak at 128 ms,
falling to a trough at 188 ms,  rising to a third (but lower) peak
at 236 ms  where it remained fairly stable through the rest of the
recording period.
Between-subjects bootstrapping was  then performed to investi-
gate how robust were these changes in GFP across subjects. The GFP
analysis was performed on the same bootstrapped ERPs used in the
RMSE analyses. The results are displayed in Panel B of Fig. 15, and
the summary statistics are provided in Panel C and the caption of
Fig. 15. The results paralleled those for RMSE, with the overall anal-
ysis showing reasonably robust results with increasing variability
during the latter segments of the post-stimulus period.
5.2.6. Illustrative inverse solution
Although the current quantitative suite of tools focuses on the
identiﬁcation of discrete event-related brain microstates, it should
improve performance of source localization algorithms (see Dis-
cussion). To illustrate the potential value of such data, we used a
distributed linear inverse solution to estimate the sources in the
brain that gave rise to each of the microstates in the checkerboard
task. The inverse matrices applied here for illustrative purposes
were based on a low-resolution brain electromagnetic tomogra-
phy (LORETA) model of the unknown current density in the brain
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Fig. 14. RMSE Microsegmentation results for the Checkerboard Task. Panel A: Results of the RMSE microsegmentation routine applied to the grandmean of all 22
individual’s ERPs. Microstate 1 is identiﬁed in the time window ranging from 92 ms  to 100 ms post-stimulus, Microstate 2 in the time window ranging from 116 ms to 132 ms
post-stimulus, Microstate 3 in the time window ranging from 144 ms  to 164 ms  post-stimulus, Microstate 4 in the time window ranging from 180 ms  to 208 ms post-stimulus,
and  Microstate 5 from 224 ms post-stimulus and persists until the end of the ERP at 436 ms.  Panel B: Summary of the results of 1000 bootstrap RMSE analyses to identify
the  onsets and offsets of the microstates. In each application of the bootstrap routine, 11 out of the available 22 individual ERPs were selected at random, averaged together,
and  the resulting ERP subjected to the RMSE segmentation algorithm. Temporal locations of peaks/valleys are accumulated over the 1000 iterations and normalized by the
number of iterations to compute the percentage of bootstrap runs in which a peak/valley is identiﬁed at a speciﬁc sampling bin. Panel C: Summary of the distribution of
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(S. Cacioppo et al. / Journal of Neu
Pascual-Marqui, 1999; Pascual-Marqui et al., 1994). Since LORETA
elongs to the class of distributed inverse solutions, it is capable
f dealing with multiple simultaneously active sources of a priori
nknown location.
The applied version of LORETA was used with a lead ﬁeld
solution space) calculated on a realistic head model using SMAC
Spinelli et al., 2000) on an average brain model provided by the
ontreal Neurological Institute (MNI). Our head model included
005 solution points, selected from a 6 mm × 6 mm × 6 mm grid
qually distributed within the gray matter. Source estimations
ere rendered on the MNI/McGill average standard brain sup-
lied by Cartool. As an output, this approach provides current
ensity measures (in A/mm3) at each solution point. The results
f our micro-segmentaion deﬁned ﬁve event-related microstates
and corresponding template maps) during which intracranial
ources were estimated with the distributed source inverse solu-
ion (LORETA). Although LORETA provides one current source
ensity maximum for each microstate, it may  also, as a distributed
nverse solution, detect additional simultaneously active sources at
ther solution points. These distributed activations may  be more or
ess intense across microstates. (For this determination, refer to the
FP function for each microstate in Fig. 15.)
Source estimations for the event-related microstates are
epicted in Fig. 16. LORETA distributed source inverse estimation
f the active intracranial generators of event-related microstate
 (92–100 ms), and LORETA revealed a bilateral activation of the
ccipital cortex with a current source density maximum located
n the primary visual cortex (Talairach coordinates 3, −82, 13;
A17). The second event-related microstate (116–132 ms)  was
haracterized by neural locus just anterior to the prior microstate
ith a current source density maximum again located in the
econdary visual cortex, V2 (Talairach coordinates −3, −81, 18;
A18). The third microstate (144–164 ms)  was associated with a
ilateral activation in the parahippocampal gyrus (Talairach coor-
inates 27, −11, −15; BA 28), a region that has been found in fMRI
esearch to be activated by the checkerboard task (Rajimehr et al.,
011). In addition, visual inspection of the other brain activations
ound for microstate 3 revealed activation in the anterior cingu-
ate area, which is known to be involved in attention. LORETA
stimation of the active intracranial generators for event-related
icrostate 4 (180–208 ms)  showed bilateral activation in the pari-
tal lobe/precuneus (Talairach coordinates −15, −76, 47; BA7),
 brain region known to be involved in visuospatial processing
Cavanna and Trimble, 2006). Finally, event-related microstate 5
224–436 ms)  was characterized by activation of the dorsal anterior
ingulate (Talairach coordinates −3, 26, −7; BA32), an area involved
n attention, anticipation, and conﬂict monitoring (Weissman et al.,
005).
The ERP over the occipital sites showed a negative peak at
6 ms,  a positive peak at 128 ms,  a negative peak at approximately
80 ms,  and a positive peak at 240 ms  (see Fig. 13). The current
eaks/valleys found in bootstrap analysis within ±5% (red) and ±10% (blue) time windo
MSE  curve. Top Left Panel: Microstate 1 onset at t = 92 ms.  The time-weighted mean of
 peak in 97.9% of the runs within both the ±5% and ±10% time windows. Top Middle P
he  ±5% and ±10% windows is 100.08 ms.  Bootstrap results indicate a valley in 98.3% of t
 onset at t = 116 ms.  The time-weighted mean of peaks in both the ±5% and ±10% wind
he  ±5% and ±10% time windows. Middle Left Panel: Microstate 2 offset at t = 132 ms.  Th
ootstrap results indicate a valley in 100% of the runs within both the ±5% and ±10% time 
ean  of peaks in both the ±5% and ±10% windows is 142.3 ms.  Bootstrap results indicate
ight  Panel: Microstate 3 offset at t = 164 ms.  The time-weighted mean of valleys is 164.6
ndicate  a valley in 77.6% and 77.7% of the runs within the ±5% and ±10% time windows, r
ean  of peaks is 179.34 ms  and 179.41 ms  in the ±5% and ±10% windows, respectively. B
10%  time windows, respectively. Bottom Center Panel: Microstate 4 offset at t = 208 m
10% windows, respectively. Bootstrap results indicate a valley in 50.8% and 52.1% of th
icrostate 5 onset at t = 224 ms.  The time-weighted mean of valleys is 225.0 ms  and 228.3
n  44.4% and 53.4% of the runs within the ±5% and ±10% time windows, respectively. The 
For  interpretation of the references to color in this ﬁgure legend, the reader is referred tonce Methods 238 (2014) 11–34 29
micro-segmentation suite, which operates on conﬁgurations of
activation rather than on morphological peaks or troughs at speciﬁc
sensor regions, identiﬁed ﬁve event-related microstates during the
reversible checkerboard task (see Fig. 14). The early negative peak
over occipital regions found in the prior literature (and replicated
here) was identiﬁed in the present analysis as the ﬁrst event-
related microstate (and an increase in GFP) that extended from 92 to
100 ms.  The second microstate identiﬁed in this study was associ-
ated with a stable conﬁguration of brain activity from 116 to 132 ms
and corresponded to the ﬁrst positive component (the P1) reported
in the prior literature and observed in the current study. The third
event-related microstate was associated with a stable conﬁgura-
tion from 144 to 164 ms  and was not evident as a morphological
peak or trough in the ERP recorded over the occipital regions.
The fourth event-related microstate was  associated with a stable
conﬁguration from 180 to 208 ms  and corresponded to the second
negative component in the literature and observed here. Finally, a
less robust ﬁfth microstate was suggested based on a stable con-
ﬁguration from 224 to 436 ms  that corresponded to the smaller,
second positive peak observed over the occipital regions around
240 ms.
In sum, the estimated neural loci of microstates 1 and 2 were
maximal in regions of the visual cortex, and the loci of microstates
4 and 5 reﬂected anterior regions involved in visual attention, as
would be expected based on prior research. For instance, in a study
using fMRI and EEG, Di Russo et al. (2002) reported that the checker-
board task activated brain regions similar to those identiﬁed here
(Di Russo et al., 2002). Interestingly, the results for microstate 3
suggested that the parahippocampal region and anterior cingulate,
higher order components of the ventral visual pathway and atten-
tional system, respectively, were brieﬂy activated, consistent with
prior brain imaging work showing the activation of the parahip-
pocampal region to checkerboard stimulation (e.g., Rajimehr et al.,
2011). This microstate would not have been identiﬁed had the anal-
yses been limited to morphological features of the ERP over the
occipital regions. Together, these data illustrate the potential value
of the micro-segmentation analysis suite and effective source esti-
mation programs to investigate not only which regions are activated
by a task but also when these areas are activated.
6. General discussion
Microstates are conceptualized as a time-limited information
processing operation in the brain. The micro-segmentation suite
developed in this paper is designed to identify quasi-stable non-
periodic event-related microstates of the brain based on changes
in the pattern of global electrical activity as measured by high-
density EEG. An RMSE metric is ﬁrst applied to high-density ERP
data to identify the transitions across discrete event-related brain
states, and the GFP time series is analyzed to identify changes in
the overall level of activation of the brain. To determine whether
ws around the microstate onset (or offset) identiﬁed in the analysis of the overall
 peaks in both the ±5% and ±10% windows is 91.74 ms.  Bootstrap results indicate
anel: Microstate 1 offset at t = 100 ms. The time-weighted mean of valleys in both
he runs within both the ±5% and ±10% time windows. Top Right Panel: Microstate
ows is 115.9 ms.  Bootstrap results indicate a peak in 100% of the runs within both
e time-weighted mean of valleys in both the ±5% and ±10% windows is 130.8 ms.
windows. Middle Center Panel: Microstate 3 onset at t = 144 ms.  The time-weighted
 a peak in 99.9% of the runs within both the ±5% and ±10% time windows. Middle
2 ms  and 164.64 ms in the ±5% and ±10% windows, respectively. Bootstrap results
espectively. Bottom Left Panel: Microstate 4 onset at t = 180 ms. The time-weighted
ootstrap results indicate a peak in 77.4% and 77.8% of the runs within the ±5% and
s. The time-weighted mean of valleys is 208.23 ms and 208.66 ms  in the ±5% and
e runs within the ±5% and ±10% time windows, respectively. Bottom Right Panel:
7 ms in the ±5% and ±10% windows, respectively. Bootstrap results indicate a peak
end of the recording interval was uniformly identiﬁed as the offset of Microstate 5.
 the web  version of this article.)
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the transition states provide a means of investigating the effects of
experimental conditions on this information ﬂow. However, tran-
sition states are also affected by latency jitter6 so it would be
60 S. Cacioppo et al. / Journal of Neu
he microstates identiﬁed by the RMSE metric differ in the conﬁg-
ration of brain activity, the GFP, or a combination of the two, an
-dimensional cosine distance metric is used to determine whether
he template map  for a putative microstate differs from the tem-
late map  from the preceding microstate.5 Finally, a bootstrapping
rocedure is used to assess the extent to which the solutions identi-
ed in the micro-segmentation are robust (reliable, generalizable).
The transition between microstates need not be all or none, but
ather may  be incremental. For this reason, the micro-segmentation
nalysis suite has been developed to improve the speciﬁcation of
he conﬁguration, number, timing, and duration of event-related
icrostates by distinguishing among microstates, transition states,
nd changes in GFP. The resulting parameters each reﬂect unique
nformation about brain function, and each can be subjected to sta-
istical analysis to determine the effects of various within-subjects
nd between-subjects factors to investigate information processing
n the normal, waking human brain. Moreover, the current suite
f analytic tools improves hypothesis testing over prior micro-
egmentation techniques by eliminating the conﬁrmatory bias that
esults from an investigator specifying a priori how many event-
elated microstates should be observed, and by increasing the ways
n which empirical evidence can disconﬁrm an investigator’s a
riori hypotheses, improve replicability, and promote empirically
rounded hypothesis generation.
The results of the simulation studies conﬁrmed that the micro-
egmentation analysis suite correctly identiﬁed stable periods and
hanges in the overall pattern of brain activity independent of GFP.
n each simulation, we produced an event-related signal embedded
n considerable random noise at the level of the individual subject,
ith 50 unique subject-level ERPs produced by varying the random
oise in which the signal was embedded. The RMSE and GFP algo-
ithms were applied to the overall ERP, and our multidimensional
osine distance metric was used to determine when a putative suc-
eeding microstate was in fact part of the prior microstate. Finally,
ootstrapping was used to assess how robust (e.g., replicable) was
he identiﬁcation of each microstate. The nature of the simulated
vent-related signal varied across simulations, but in each case this
igh performance micro-segmentation suite accurately captured
he underlying signal in the simulation. For instance, if the location
f activation across the scalp changed but the overall activity did
ot change, the micro-segmentation suite correctly identiﬁed this
s a new microstate. On the other hand, if the location of activation
id not change but the overall activity did, the micro-segmentation
uite correctly identiﬁed this as a change in activity (power) but not
 change in microstate.
An empirical validation study was performed using the well-
tudied visual checkerboard task. We  replicated the standard visual
RP and demonstrated that the presence or absence of a mor-
hological peak (or trough) in an ERP over a region of interest is
eparable from the presence or absence of a microstate. Speciﬁcally,
s illustrated in the third microstate in the checkerboard task, an
vent-related microstate can occur in the absence of an ERP peak (or
rough) over a speciﬁc region of interest (e.g., the occipital cortices
n the case of the visual checkerboard task). This result, putatively
ttributable to the distal neural locus and dipole orientation of
his microstate, illustrates an important advantage of analyzing
hanges in the conﬁguration of activity over the entire high-density
ensor space. On the other hand, the ﬁrst, second, fourth, and ﬁfth
icrostates we identiﬁed in the reversible checkerboard task illus-rate the co-occurrence of event-related microstates and ERP peaks
nd troughs over a region of interest. In addition, the current anal-
sis provides information about the onset, offset, and duration of
5 The cosine standard deviation metric is used to determine whether the Template
ap  (e.g., baseline) reﬂects an underlying neural signal or noise.nce Methods 238 (2014) 11–34
these microstates; and the results of the bootstrapping step provide
information about the robustness of these parameters. For instance,
the bootstrapping results showed very high agreement across sub-
jects in onsets and offsets for the ﬁrst two  microstates and more
modest agreement across subjects for the last three microstates.
Such a result could reﬂect increased temporal jitter across sub-
jects for the later microstates, but the bootstrapping results also
showed that although the modal, median, and mean number of
microstates detected was  5.5, and 5.37, respectively, 20.3% of the
runs produced a four microstate solution and another 23.1% pro-
duced a six microstate solution. These results suggest that there
may  be individual differences in the measured patterns of electri-
cal activity evoked by the checkerboard task – especially following
the second microstate. For instance, the microstate structure for
these latter states may  differ if some participants devote more
cognitive resources to anticipating the next checkerboard reversal
than others. Although whether the individual differences found in
these latter microstates reﬂect differences in the neural processes
evoked by the checkerboard task, differences in the cognitive oper-
ations evoked by the task, and/or anatomical differences in dipole
orientations is beyond the scope of the present paper, but these
results illustrate the potential theoretical value of testing rather
than assuming homogeneity in microstate structures (or informa-
tion processing operations) across all subjects.
The current analytic approach makes it possible to investigate
possible neural organizations underlying baseline states even in
the absence of a clear morphological peak or trough. These empir-
ical ﬁndings, together with the results of the simulations, indicate
that the present analytic approach increases the spatiotemporal
information that one may  glean from high-density ERP data.
Finally, we focused here on the microstates because this has
been the focus previously in the literature. However, one of the
interesting observations to emerge from our analytic approach
is that there are transition states between the quasi-stable
microstates of the brain. These transition states may  be of consid-
erable interest, as well, as they putatively represent the transfer of
information between microstates. The transition states, therefore,
may  provide information about the nature and timing of this infor-
mation transfer through the brain. Second, according to continuous
ﬂow conceptions of human information processing dating back
more than three decades (e.g., Eriksen and Schultz, 1979), infor-
mation extracted early in the processing of a stimulus is consistent
with a range of possible responses, and each of these responses
receives initial activation. As information continues to accumu-
late, activation continues to accumulate in response channels that
remain viable. A given response is evoked when the activation of
its channel exceeds criterion. Importantly, continuous ﬂow mod-
els of information processing reject the notion that information
proceeds in a step-by-step fashion in which the computations per-
formed at any given step (or microstate) are completed before any
information is passed onto the next step (or microstate). Instead,
information processing is depicted as proceeding through a series
of computations in a semi-continuous fashion. It is conceivable thatIf the cartoon of microstates and transition states depicted in Fig. 1 were to
represent the average ERP within a condition for a single (simulated) subject, one can
imagine stacking a set of such cartoons while jittering the microstate onset latency
across (simulated) subjects. This would show that individual differences in the onset
latency of the same microstate across subjects manifest as a longer transition state
than actually shown by any individual (simulated) subject. Note, temporal jitter can
also operate across trials within an individual. Because temporal jitter is cumulative,
it  tends to be greater for later microstates than for early microstates. Therefore,
transition states tend to be longer for later than earlier microstates, all else constant.
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Fig. 15. GFP analysis for the Checkerboard Task. Panel A: Results of the GFP analysis routine applied to the grandmean of all 22 simulated individual’s ERPs. The table below
the  plot in Panel A indicates the temporal location of peaks/valleys identiﬁed by the GFP analysis routine. Panel B: Summary of the results of 1000 bootstrap GFP analyses to
identify the locations of peaks/valleys. In each application of the bootstrap routine, 11 out of the available 22 simulated individual ERPs were selected at random, averaged
together, and the resulting ERP subjected to the GFP segmentation algorithm. Temporal locations of peaks/valleys are accumulated over the 1000 iterations and normalized
by  the number of iterations to compute the percentage of bootstrap runs in which a peak/valley is identiﬁed at a speciﬁc sampling bin. Panel C: Summary of the distribution
of  peaks/valleys found in bootstrap analysis within ±5% (red) and ±10% (blue) time windows around the locations of a peak/valley identiﬁed in the analysis of the overall GFP
curve. Top Left Panel: GFP valley at t = 48 ms.  The time-weighted mean of valleys in both the ±5% and ±10% windows is 49.67 ms.  Bootstrap results indicate a valley in 30.1%
of  the runs within both the ±5% and ±10% time windows. Top Middle Panel: GFP peak at t = 96 ms.  The time-weighted mean of peaks in the ±5% and ±10% time windows
are  95.69 ms  and 95.68 ms,  respectively. Bootstrap results indicate a peak in GFP in 99.7% and 99.8% of the runs within the ±5% and ±10% windows, respectively. Top Right
Panel:  GFP valley at t = 108 ms.  The time-weighted mean of valleys in the ±5% and ±10% time windows are 106.93 ms  and 106.92 ms, respectively. Bootstrap results indicate
a  valley in GFP in 99.7% and 99.8% of the runs within the ±5% and ±10% windows, respectively. Bottom Left Panel: GFP peak at t = 128 ms.  The time-weighted mean of peaks
in  both the ±5% and ±10% windows is 127.14 ms.  Bootstrap results indicate a peak in 100% of the runs within both the ±5% and ±10% time windows. Bottom Middle Panel:
GFP  valley at t = 188 ms.  The time-weighted mean of valleys in the ±5% and ±10% time windows are 186.87 ms  and 189.43 ms,  respectively. Bootstrap results indicate a valley
in  GFP in 54.9% and 70.6% of the runs within the ±5% and ±10% windows, respectively. Bottom Right Panel: GFP peak at t = 236 ms.  The time-weighted mean of peaks in the
±5%  and ±10% time windows are 235.9 ms  and 234.46 ms,  respectively. Bootstrap results indicate a peak in GFP in 76.5% and 84.2% of the runs within the ±5% and ±10%
windows, respectively. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web  version of this article.)
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Fig. 16. Five distinct microstates identiﬁed in the checkerboard task. Top panel: Estimated source localization for these ﬁve event-related microstates during the reversible
checkerboard task. Middle panel: Timeline and template maps for the ﬁve event-related microstates during the reversible checkerboard task. Bottom panel: Mid-sagittal
brain  section of the estimated source localizations presented in the top panel. Microstate 1 (M1) emerged from 92 to 100 ms  with a current source density maximum of 3,
−82,  13 x y z Talairach coordinates (BA17, Right primary visual cortex). Microstate 2 (M2) occurred from 116 to 132 ms  with a current source density maximum of −3, −81,
18  x y z Talairach coordinates (BA18, Left secondary visual cortex, V2). Microstate 3 (M3) was  from 144 to 164 ms with a current source density maximum of 27, −11, −15
x  y z Talairach coordinates (Parahippocampal area). Microstate 4 (M4) emerged from 180 to 208 ms  with a current source density maximum of −15, −76, 47 x y z Talairach
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estimates using, for instance, fMRI, improvements in the inputs tooordinates (BA7, left parietal lobe, precuneus; BA7 is also known as somatosenso
ensity maximum of −3, 26, −7 x y z Talairach coordinates (BA 32; dorsal anterior c
mportant to attend to this source of variance for the analysis of
ransition states to be interpretable.
.1. Implications for source localization estimation
The accurate speciﬁcation of event-related microstates should
mprove estimates of source localization for several reasons.
irst, prior micro-segmentation procedures have characterized the
ntire event-related potential as a series of distinct microstates,
hereas the mathematical approach used here distinguishes
etween transition states and discrete event-related microstates.
stimates of source localization should beneﬁt from the distinction
etween stable microstates and transitions between successive
icrostates. An ancillary beneﬁt of this analysis is that onsets and
ffsets are provided for each event-related microstate and for each
ransition state.
Second, quantiﬁcation of these event-related microstates are
ased on brain activity measured across the scalp rather than at
 single point on the scalp. For instance, the identiﬁcation of the
hird microstate in our reversible checkerboard task made it possi-
le to identify potential anterior sources for a brain state that was
ot apparent in the ERPs recorded over occipital regions.
Third, by averaging across the stable brain maps recorded during
 given microstate, the template maps provide more reliable esti-
ates of the true conﬁguration of brain activity that was  elicited by
he task. By improving the input data for source localization esti-
ates, the output should also be better. The standard deviation of
he cosine metric for a baseline state or a microstate provides addi-
ional information about the internal consistency of the template
aps (conﬁgurations of activity across the sensor space). The addi-ive nature of temporal jitter implies that the standard deviation
f this cosine metric is likely to increase as one moves from early
o later microstates. The standard deviation of the cosine metric,ociation cortex). Finally, Microstate 5 (M5) was 224–436 ms with a current source
ate).
which can be thought of as an internal consistency measure, may
prove useful in determining whether a source localization algo-
rithm is likely to produce a valid estimate.
Fourth, GFP and the conﬁguration of brain activity recorded
across the scalp are not synonymous, and within-subjects and
between-subjects factors can have different effects on each. When
the conﬁguration of brain activity is unitized by dividing by the cor-
responding GFP across time, it becomes difﬁcult to discern what
the resulting metric means in terms of underlying neurobiology.
This is because by combining information about the global pattern
of brain activity and the global ﬁeld power, it becomes difﬁcult
to know whether an observed change is attributable to a change
in brain conﬁguration (suggesting a change in the neural locus), a
change in GFP (suggesting an change in the level of activation of the
brain, possibly from the same neural locus), or a combination of the
two. In the present micro-segmentation analysis, GFP and the RMSE
functions are treated as distinct metrics, with the former indexing
the level of brain activation and the latter indexing the global pat-
tern of brain activity apparent in high-density EEG. As illustrated
in the simulation studies and found in the empirical study, these
metrics, and the cosine distance between the template maps for
success microstates, distinguish between a change in neural locus
and a change in activation at a given locus.
Finally, the incorporation of a bootstrapping procedure makes
it possible to empirically test the assumption that the microstates
are homogeneous within or across participants. Greater conﬁdence
can be placed in the results of source localization estimates when
bootstrapping support the homogeneity assumption. Although it
is still be important to validate of any such source localizationsource localization algorithms should produce more accurate, reli-
able, and generalizable estimates. Bootstrapping procedures may
also prove useful for investigating the circumstances (e.g., runs
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r participants) that are associated with a robust outcome, which
ot only should lead to better source localization estimates but to
mpirically testable hypotheses about the processes or moderating
ariables responsible for the initially observed heterogeneity.
Note that if there is a local stability but changes elsewhere, then
he change in overall conﬁguration across the n-dimensional sensor
pace would emerge as a new microstate. If, for instance, infor-
ation is processed at two distinct neural loci at a given point in
ime (say, microstate 1) and there is a transition of the information
o two different neural loci for information processing, then this
ould be reﬂected as a new microstate (microstate 2) as long as
here was a corresponding change in the electrical activity across
he n-dimensional sensor space. However, if the information being
rocessed at the two distinct neural loci during microstate 1 is con-
inues to be processed by one of these two loci but the second
ocus is replaced by a new neural locus whose activity manifests
s a change in the n-dimensional sensor space, this would also
ppear as a new microstate (microstate 2′). That is, the analy-
es performed in this paper would not be sufﬁcient to investigate
ocal stability. However, it is a simple matter to adapt the analy-
es described in this paper to do so; this adapted procedure would
lso provide a means of distinguishing between microstate 2 and
icrostate 2′.
Typically, one would have a theoretical rationale for investigat-
ng the local stability of a particular sensor space. If this were the
ase, then the analyses described in this paper: (a) would be per-
ormed for the entire n-dimensional sensor space, and (b) would
e repeated for the constrained sensor space for which the pos-
ibility of local stability were of theoretical interest. For instance,
ne might ﬁrst perform the analysis of a visual ERP paper over 128-
ensor space and then limit the analysis to a reduced sensor-space
overing the visual cortices to investigate local stability within that
ensor region. Local stability within a particular sensor space would
e evidenced as the absence of any microstates (or the mainte-
ance of a given microstate – such as the continuous activation
f a single region of the visual cortex). If one had no theoretical
ationale for investigating local stability, exploratory data analyses
ould nevertheless be performed to investigate the possibility of
ocal stabilities. To do so, one would again begin with the analyses
or the entire n-dimensional sensor space. One could then repeat
he analyses for each constrained sensor space in which one wanted
o investigate local stability. Given the exploratory nature of the lat-
er approach, one would typically want to replicate (cross-validate)
he analyses in an independent sample.
. Conclusion
Analyses that are designed to investigate periodic brain pro-
esses (e.g., independent or principal component analysis; k-means
luster analysis) have been applied to study non-periodic event-
elated component processes. Analytic techniques that rely on the
ull time series have two limitations not encountered by the present
pproach to identifying non-periodic brain dynamics: (a) the
haracterization early components (segments) may  be inﬂuenced
y what happens in later segments of the time series, and (b) there
s no statistical evaluation of the segmentation. The former means
hat what is measured and gleaned in tasks limited to early compo-
ents – and the theories and predictions they produce – may  not be
eplicated by or generalize to studies that are thought to build on
ut extend these early operations to examine more complex (and
ater) information processing operations. Without a statistical eval-
ation of the segmentation, it is unclear whether the results are
obust. Whether or not the present micro-segmentation analysis
uite proves more informative in studies of information processing
n the brain than these time series analyses is an empirical question,nce Methods 238 (2014) 11–34 33
but it is encouraging that statistical evaluation of the segmenta-
tion is possible and the identiﬁcation of later microstates cannot
inﬂuence the identiﬁcation of earlier microstates.
There are several additional advantages of the current micro-
segmentation approach over prior methods for identifying
microstates such as those based on k-clustering methods. First, this
micro-segmentation approach does not require the a priori estima-
tion of the number of cluster maps that could best explain the entire
time period of interest after a stimulus onset. This feature allows
for data-driven microstate automatic detection rather than for any
potential “microstate cherry picking.” As noted by Brunet et al.’s
(2011): “Changing the number of clusters might change the results
at this level by proposing more or less map  differences across time
or between conditions” (p. 7). Second, the current approach does
not require the hand-picking of time periods of interest to perform
second-level statistical analyses (e.g., ﬁtting procedure in Cartool).
Third, the current approach uses a statistical approach to identify
the optimal number of cluster maps rather than a cross-validation
criterion derived by dividing the global explained variance by the
degrees of freedom, which depends on the number of electrodes).
Finally, the bootstrapping feature in the current approach per-
mits identiﬁcation of the most frequent stable microstates (and
transition states) in a sample of subjects or across trials within
subjects.
In sum, theoretical simulations and empirical data were pre-
sented for a new method for identifying brain state dynamics
based on the micro-segmentation and analysis of high-density
event-related brain potentials. The current approach applies a
suite of quantitative methods to distinguish between event-related
changes in the global pattern of brain activity, putatively reﬂecting
changes in the underlying neural locus for information processing
in the brain, and event-related changes in overall brain activation.
In addition, within-subject and between-subject bootstrapping
procedures provide a quantitative means of investigating how
robust are the results of the micro-segmentation. Tests performed
on synthetic data and on real ERP measurements showed that the
proposed suite of data-intensive analytic techniques, made pos-
sible by the use of high performance computing, provides new
and unique spatiotemporal information about event-related (non-
periodic) microstates.
Conﬂict of interest
The authors declare having no conﬂict of interest.
Acknowledgements
The authors gratefully thank Stephen Balogh and Aaron Ball
for their assistance in the empirical study. The authors have
no ﬁnancial interests. The micro-segmentation suite is an open
source Matlab toolbox that is available upon request at hpen@
uchicago.edu.
Appendix A. Supplementary data
Supplementary data associated with this article can be found,
in the online version, at http://dx.doi.org/10.1016/j.jneumeth.
2014.09.009.
ReferencesBerger H. Ueder das Elektroencephalogramm des Menschen. Arch Psychiatr Ner-
venkr 1929;87:527–70.
Button KS, Ioannidis JPA, Mokrysz C, Nosek BA, Flint J, Robinson ESJ, et al. Power
failure: why  small sample size undermines the reliability of neuroscience. Nat
Rev Neurosci 2013;14:365–76.
3 roscie
B
C
C
C
C
D
D
D
D
D
E
E
I
K
L
L
L
L
L
M
M
M4 S. Cacioppo et al. / Journal of Neu
runet D, Murray MM,  Michel CM.  Spatio-temporal analysis of multichannel EEG:
CARTOOL. Comput Intell Neurosci 2011;813870:1–15.
acioppo S, Frum C, Asp E, Weiss RM,  Lewis JW,  Cacioppo JT. A quantitative meta-
analysis of social rejection. Sci Rep 2013a;3:2027.
acioppo S, Bianchi-Demicheli F, Bischof P, Deziegler E, Michel CM,  Landis T.
Hemispheric specialization varies with EEG brain resting states and phase of
menstrual cycle. PLoS ONE 2013b;8:e63196.
avanna AE, Trimble MR.  The precuneus: a review of its functional anatomy and
behavioural correlates. Brain 2006;2006(129):564–83.
rites SL Jr, Cacioppo JT, Gardner WL,  Berntson GG. Bioelectrical echoes from
evaluative categorization: II. A late positive brain potential that varies as a func-
tion of attitude registration rather than attitude report. J Personal Soc Psychol
1995;68:997–1013.
ecety J, Cacioppo S. The speed of morality: a high-density electrical neuroimaging
study. J Neurophysiol 2012;108:3068–72.
i Russo F, Martínez A, Sereno MI,  Pitzalis S, Hillyard SA. Cortical sources of the early
components of the visual evoked potential. Hum Brain Mapp 2002;15:95–111.
i Russo F, Pitzalis S, Spitoni G, Aprile T, Patria F, Spinelli D, et al. Identiﬁcation of
the  neural sources of the pattern-reversal VEP. Neuroimage 2005;24:874–86.
i Russo F, Teder-Sälejärvi WA,  Hillyard SA. Steady-state VEP and attentional visual
processing. In: Zani A, Proverbio AM,  Posner MI,  editors. The cognitive electro-
physiology of mind and brain. San Diego: Academic Press; 2003. p. 259–74.
onchin E, Hefﬂey E. Multivariate analysis of event-related potential data: a tutorial
review. In: Otto D, editor. Multidisciplinary perspectives in event-related brain
potential research. Washington, D.C.: U.S. Government Printing Ofﬁce; 1978. p.
555–72.
mmerson-Hanover R, Shearer EE, Creel DJ, Dustman RE. Pattern reversal evoked
potentials: gender differences and age-related changes in amplitude and
latency. Electroencephalogr Clin Neurophysiol 1994;92:93–101.
riksen CW,  Schultz DW.  Information processing in visual search: a continuous
ﬂow conception and experimental results. Percept Psychophys 1979;25:249–
63.
to TA, Thompson E, Cacioppo JT. Tracking the timecourse of social perception: the
effects of racial cues on event-related brain potentials. Personal Soc Psychol Bull
2004;30:1267–80.
rzanowski W,  Lai YT. A criterion for determining the number of groups in a data
set using sum of squares clustering. Biometrics 1985;44:23–34.
ehmann D, Skrandies W.  Reference-free identiﬁcation of components of
checkerboard-evoked multichannel potential ﬁelds. Electroencephalogr Clin
Neurophysiol 1980;48:609–21.
ehmann D, Skrandies W.  Spatial analysis of evoked potentials in man  – a review.
Prog Neurobiol 1984;23:227–50.
ehmann D, Faber PL, Galderisi S, Herrmann WM,  Kinoshita T, Koukkou M,  et al.
EEG microstate duration and syntax in acute, medication-naive, ﬁrst-episode
schizophrenia: a multi-center study. Psychiatry Res 2005;138:141–56.
uck SJ. An introduction to the event-related potential technique. Cambridge, MA:
MIT  Press; 2014.
uck SJ, Kappenman ES. The Oxford handbook of event-related potential compo-
nents. New York, NY: Oxford University Press; 2012.
ichel CM, Seeck M, Landis T. Spatiotemporal dynamics of human cognition. News
Physiol Sci 1999;14:206–14.ichel CM,  Thut G, Morand S, Khateb A, Pegna AJ, Grave de Peralta R, et al.
Electric source imaging of human brain functions. Brain Res Rev 2001;36:
108–18.
urray MM,  Brunet D, Michel CM.  Topographic ERP analyses: a step-by-step tutorial
review. Brain Topogr 2008;20:249–64.nce Methods 238 (2014) 11–34
Oldﬁeld RC. The assessment and analysis of handedness: the Edinburgh inventory.
Neuropsychologia 1971;9:97–113.
Nunez PL, Srinivasan R. Electric ﬁelds of the brain: the neurophysics of EEG. New
York: Oxford University Press; 2006.
Ortigue S, Bianchi-Demicheli F. The chronoarchitecture of human sexual desire: a
high-density electrical mapping study. Neuroimage 2008;43:337–45.
Ortigue S, Michel CM, Murray MM,  Mohr C, Carbonnel S, Landis T. Electrical neu-
roimaging reveals early generator modulation to emotional words. Neuroimage
2004;21:1242–51.
Ortigue S, Sinigaglia C, Rizzolatti G, Grafton ST. Understanding actions of others:
the  electrodynamics of the left and right hemispheres. a high-density EEG neu-
roimaging study. PLoS ONE 2010;5:13.
Ortigue S, Thompson JC, Parasuraman R, Grafton ST. Spatio-temporal dynamics
of  human intention understanding in temporo-parietal cortex: a combined
EEG/fMRI repetition suppression paradigm. PLoS ONE 2009;4:10.
Ortigue S, Thut G, Landis T, Michel CM.  Time-resolved sex differences in language
lateralization. Brain 2005;128:E28, author reply E29.
Pascual-Marqui RD. Review of methods for solving the EEG inverse problem. Int J
Bioelectromagn 1999;1:75–86.
Pascual-Marqui RD, Michel CM,  Lehmann D. Low resolution electromagnetic tomo-
graphy: a new method for localizing electrical activity in the brain. Int J
Psychophysiol 1994;18:49–65.
Pascual-Marqui RD, Michel CM,  Lehmann D. Segmentation of brain electrical activ-
ity  into microstates: model estimation and validation. IEEE Trans Biomed Eng
1995;42:658–65.
Pizzagalli D, Lehmann D, Hendrick AM,  Regard M,  Pascual-Marqui RD, Davidson RJ.
Affective judgments of faces modulate early activity (approximately 160 ms)
within the fusiform gyri. Neuroimage 2002;16:663–77.
Pizzagalli D, Lehmann D, Koenig T, Regard M,  Pascual-Marqui RD. Face-elicited ERPs
and affective attitude: brain electric microstate and tomography analyses. Clin
Neurophysiol 2000;111:521–31.
Rajimehr R, Devaney KJ, Bilenko NY, Young JC, Tootell RBH. The ‘parahippocampal
place area’ responds preferentially to high spatial frequencies in humans and
monkeys. PLoS Biol 2011;9:e1000608.
Regan E. Some early uses of evoked brain responses in investigations of human visual
function. Vis Res 2009;49:882–97.
Schneider W,  Noll DC, Cohen JD. Functional topographic mapping of the cortical
ribbon in human vision with conventional MRI  scanners. Nature 1993;365:
150–3.
Slotnick SD, Klein SA, Carney T, Sutter E, Dastmalchi S. Using multi-stimulus VEP
source localization to obtain a retinotopic map of human primary visual cortex.
Clin Neurophysiol 1999;110:1793–800.
Spinelli L, Andino SG, Lantz G, Seeck M,  Michel CM. Electromagnetic inverse
solutions in anatomically constrained spherical head models. Brain Topogr
2000;13:115–25.
Sutter EE. Noninvasive testing methods: multifocal electrophysiology. Encyclopedia
of  the Eye, vol. 3. Oxford: Academy Press; 2010. p. 142–60.
Tunik E, Ortigue S, Adamovich SV, Grafton ST. Differential recruitment of anterior
intraparietal suclcus and superior parietal lobule during visually guided grasping
revealed by electrical neuroimaging. J Neurosci 2008;28:13615–20.
Volkmer T, Tahaghoghi SMM,  Williams HE. Gradual transition detection using aver-
age frame similarity. In: Conference on computer vision and pattern recognition
work; 2004.
Weissman DH, Gopalakrishnan A, Hazlett CJ, Woldorff M. Dorsal anterior cingulate
cortex resolves conﬂict from distracting stimuli by boosting attention toward
relevant events. Cereb Cortex 2005;15:229–37.
