We are given a capacitated communication network and several infinite sequences of source data each of which is available at some node in the network. A function of the source data is to be computed in the network and made available at a sink node that is also on the network. The schema to compute the function is given as a directed acyclic graph (DAG). We want to generate a computation and communication schedule in the network to maximize the rate of computation of the function for an arbitrary function (represented by DAG). We first analyze the complexity of finding the rate maximizing schedule for the general DAG. We show that finding an optimal schedule is equivalent to solving a packing linear program (LP). We then prove that finding the maximum rate is MAX SNP-hard (by analyzing this packing LP) even when the DAG has bounded degree, bounded edge weights and the network has three vertices. We then consider special cases arising in practical situations. First, a polynomial time algorithm for the network with two vertices is presented. This algorithm is a reduction to a version of a submodular function minimization problem. Next, for the general network we describe a restricted class of schedules and its equivalent packing LP. By relating this LP to minimum cost embedding problem, we present approximation algorithms for special classes of DAGs.
I. INTRODUCTION
C ONSIDER a classical network application, e.g., search, that requires assimilation of source data available at various servers to generate the desired output at a particular server, called the sink. Such an application requires the data to be transmitted over the network of communication links connecting the servers and computation of a function of this data. In-network computation enables the computation of partial functions of the data on intermediate servers; this may reduce the time (or cost, the number of transmissions) to get the final function value at the sink. This situation is also studied for other network applications like query processing on a network, and information processing in sensor network, e.g., [1] - [3] . Here we consider the problem of finding the communication and in-network computation schedule of a given arbitrary function of distributed data so as to maximize the rate of computation. We illustrate our problem with an example.
Example 1: Consider a network N shown in Fig. 1a with unit capacity of each edge. Each source vertex s i has an infinite sequence of one bit data {x i (k)} k≥0 . A sink vertex t wants to compute a function f t (k) of this data where the sequence of computations (G) is shown by Fig. 1b. Figs. 1c,d show two ways of computing f t on N . In Fig. 1c all intermediate functions are computed inside N and f t is received at 1 bit/second by t. In Fig. 1d only ω 5 is computed inside N and f t is computed at 0.5 bits/second. 1 Using both implementations 2 together, f t can be computed at 1.5 bits/second.
The following is a natural question to ask in this case. Given N and G which subset of the possible embeddings to compute f t should one use and how should the data transfer corresponding to these embeddings be scheduled over G so that f t is received at terminal t at the maximum possible rate.
A. Related Work
Computation of symmetric functions over multihop wireless sensor networks was introduced in [1] and studied in several follow-up works, e.g., [4] - [9] . More recently, [10] considered the computation of such symmetric functions over arbitrary wireline networks. The objective in the preceding works is, like in this paper, maximizing the computation rate. However, they restrict their attention to symmetric functions which allows them to perform the computation in an arbitrary order. Further, in [1] and [4] - [9] the communication network is a random multihop wireless network and the results are for the asymptotic regime in the number of sources, while [10] considers wireline networks and obtains an outer bound on the rate of computation. Steiner tree packing schemes that achieve rates that are close to this outer bound are obtained in [10] by showing the approximation factor to be logarithmic in the number of source nodes. Wireline networks are also considered in [11] . Another line of work, e.g., [12] , [13] , uses network coding techniques to maximize the rate of computation. We do not assume network coding in this paper.
Much of the preceding works are motivated by sensor network applications. Another recent area of interest has been in distributed computation schemes like MapReduce [14] and Dryad [15] . The approach to finding efficient algorithms for MapReduce of [3] , [16] , [17] has some similarities to efficient in-network computation that is of interest in this paper.
The closest to the work in this paper is that of [18] and [3] both of which are interested in maximizing the computation rate of general functions over capacitated networks. In [18] , the computation schema (G) for computing the function f is assumed to be a tree. Tree structured G allows the authors in [18] to obtain the optimum schedule via linear programs that preserve "functional flow conservation." In [3] G is assumed to be a DAG and the functional flow conservation concept of [18] is used in a linear program whose objective function is the rate of computation. However, the functional flow conservation of [3] forces two restrictions on the allowable computation schedules. Firstly, any function can be computed only once in N , and secondly, every edge of G is treated as a unique function flow. 3 These restrictions limit the class of allowable schedules which in turn makes the rate achieved by the linear program in [3] to be sub-optimal.
We conclude this subsection by observing that one way to compute the function f at terminal node t would be to collect the data from the sources at t. The G for this schema is a tree where all the source nodes are at the leaves and are connected to the root (acting as sink) directly. Thus an optimal schedule to collect the data at sink can be obtained by using the techniques of [18] which runs in polynomial time in the size of input graphs. This implies that the problem of optimal data collection at a single sink is easy to solve. Many coding techniques have been proposed for effectively collecting data in sensor networks, see for example, [19] . It is interesting to note that the 'reverse problem,' i.e., the problem of distribution of data from one source to multiple sinks has 3 The outgoing edges of vertex ω 5 in Fig. 1b are treated as different flows though they both represent the same function. been studied earlier, e.g., [20] under the name of fractional Steiner tree packing problem. This problem is proved to be MAX SNP-hard [20] . Techniques like distributed caching of data in the network for efficient distribution of data from a source to multiple sinks has been studied in the literature. See [21] and references therein.
B. Our Contributions
In this paper we consider the problem of finding optimal schedule when G is a general DAG. We formalize our system model in Section II. We define a routing-computing scheme (and the rate achieved by it) that computes f in a network (Section II-B). We observe that the rate of function computation, when G is a DAG, can be increased if the same sub-function is computed at multiple nodes in the network (see Example 3). Also, when G is a DAG, the same subfunction is used to generate multiple sub-functions in the network (see Example 1 where ω 5 is used to generate ω 6 and ω 7 ). Thus to compute a particular symbol of f, multiple copies of the same symbol of some sub-functions are present in the network. This makes the accounting of data symbols in routing-computing scheme significantly difficult than the case when G is a tree. We show that finding an optimal routingcomputing scheme is equivalent to finding the solution of a packing linear program of embeddings, which we call capacity achieving linear program (CALP) (Theorem 1 in Section II-C). Then we relate the complexity of finding the maximum rate schedule to that of finding the minimum cost embedding. Specifically, we prove that approximating CALP below a constant factor is NP-hard unless P=NP even when the degree of each vertex and weights on edges of G are bounded and N has just three vertices (Theorem 2 in Section III).
Since we cover the case when N has three or more vertices, it is of interest to solve CALP for the case when N has two vertices. In Section IV we present a polynomial time procedure to solve CALP on N with two vertices for an arbitrary DAG G. This proves the dichotomy of hardness of CALP. Since the general problem is hard, we consider special cases that may arise in practice and in Section V we present some approximation algorithms by resrtricting the class of schedules that may be used for the computations. 
An embedding E 1 of function f on N (d). Another embedding E 2 to computer f .
II. NOTATIONS AND PROBLEM DEFINITION
A communication network is represented by an undirected graph N = (V, E), where V = {u 1 , . . . , u n } is a set of network nodes and E is a set of communication links (see Fig. 2a for an example of N .) Each link has a nonnegative capacity associated with it. Let {s 1 , s 2 , . . . , s κ } ⊂ V be the set of κ source nodes with s i generating an infinite sequence of data values from the alphabet A i . The sink node t needs to compute function f :
The schema to compute f is given as a directed acyclic graph G = (Ω, Γ) where Ω is the set of nodes representing a computation of an intermediate (with respect to f ) function of the data and Γ is the set of edges denoting the communication of these functions. Let {ω 1 , ω 2 , . . . , ω κ } ⊂ Ω be the source nodes and ω p be the sink that receives f (·). See Fig. 2b for an example of G.
Let {x i (k)} k≥1 be the infinite sequence of data values at source s i . We assume that the entire sequence is available at s i all the time. Let f t (k) := f (x 1 (k), . . . , x κ (k)). Our interest in this paper is in the computation and communication schedule in N that will obtain f t (k) at sink node t at the maximum rate. The source nodes of G have in-degree zero while out-degree of sink node ω p is zero. All the other nodes in G have in-degree greater than zero and out-degree greater than zero. 4 The direction on the edges in G represents the direction of the data flow. Without loss of generality we assume that all the outgoing edges of a node represent the same intermediate function. Remark 1: Each outgoing edge of any vertex ω ∈ Ω carries the same function, the weights associated with all the outgoing edges of a given ω are the same.
A path in N is denoted by a sequence of distinct vertices σ = (u 1 , u 2 , . . . , u l ), such that (u i , u i+1 ) ∈ E ∀1 ≤ i ≤ l − 1. The nodes u 1 and u l are called the start node (start(σ)) 4 If the out-degree of all the nodes (except the sink node which has outdegree zero) is strictly one then the graph G is a tree structure. and the end node (end(σ)) of the path σ respectively. A path can be of zero length in which case σ = (u 1 ) is a single vertex and start and end nodes are the same. Σ is the set of all paths in N . For γ ∈ Γ let tail(γ) and head(γ) represent the head and the tail of the edge γ respectively. Let Φ ↑ (γ) and Φ ↓ (γ) denote, respectively, the immediate predecessors and successors of γ, i.e., Φ ↑ (γ) = {α ∈ Γ|head(α) = tail(γ)} and Φ ↓ (γ) = {α ∈ Γ|tail(α) = head(γ)}. For a function θ ∈ Θ, let Λ ↑ (θ) and Λ ↓ (θ) be the functions carried by the predecessor and successor edges of Γ θ .
A. Embedding Definition
Informally, an embedding of G on N gives a way of computing f on N as per the data flow given by G. Thus, an embedding of G on N can be seen as a function which maps an edge γ ∈ Γ to paths in N where the the function carried by γ is computed at the start node of the path and at the end node of the path it is used to generate its successor function. This is formalized in the following definition.
Definition 1 (Embedding): An embedding of G on N is a function E : Γ → P(Σ). 5 If E(γ l ) := {σ l 1 , . . . , σ l r } then the edge γ l is mapped to r paths such that the following properties are satisfied.
The properties of a valid embedding are a direct consequence of the structure of G which are explained in Appendix A of the supplementary material. Example 2: Consider N = (V, E) as shown in Fig. 2a . Assume that each source generates symbols from A = {0, 1} and the alphabet of function f is also A. A schema G to compute the function f is shown in Fig. 2b . Assume that all the intermediate functions are also from A, hence w(θ) = log(2) = 1 for all θ ∈ Θ. Two of the (multiple) possible embeddings are shown in the Fig. 2c and d . For the embedding shown in Fig. 2c ,
For the embedding shown in Fig. 2d ,
Observe that if an edge γ l is mapped to two paths, say σ l 1 and σ l 2 , then the same symbol of the function carried by it is generated twice; once by the vertex start(σ l 1 ) and once by vertex start(σ l 2 ). We denote the set of all the embeddings of G on N by E. As observed in Example 2, an edge in N can either carry zero or more function types in an embedding. Let r θ E (e) := ½{e ∈ σ l i |σ l i ∈ E(γ l ) and γ l ∈ Γ θ } be the indicator function of the transmission of function type θ over an edge e ∈ E. Then total number of times an edge is used in E is r E (e) := θ∈Θ r θ E (e)w(θ). Remark 2: An edge e in N can be a part of embedding of more than one edges of G all of which carry the same function θ. In this case we say that the edge e is used only once (observe r θ E (e)) since the edges carry the same function. The notion of an embedding of G on N to compute f is used in [3] and [18] . The key difference between these and this paper is that in the former, an edge in G is mapped to only one path in N . This is not a restriction when G is a tree, like in [18] . However, it does reduce the maximum rate when G is a DAG as demonstrated by the following example.
Example 3: We continue with Example 2 here. Observe that in E 2 (shown in Fig. 2d ) the function θ 5 is computed at two vertices x and y and used to compute θ 6 at x and θ 7 at y. The source s 2 sends the function θ 2 on s 2 x, s 2 y and s 3 sends θ 3 on s 3 x, s 3 y. If the capacity of links s 2 y and s 3 y are used completely the final function f can be computed at the rate of 1 bits per second using E 2 . As each edge in N is used only once, r E2 (e) = 1 ∀e ∈ E.
Note that after the usage of edges by E 2 residual capacities on the edges of N are: c(s 1 x) = 0.5, c(s 2 x) = 0.5, c(s 2 y) = 0, c(s 3 x) = 0.5, c(s 3 y) = 0, c(s 4 y) = 0.5, c(xz) = 1, c(yz) = 0.5 and c(zt) = 0.5. These residual capacities can be used by E 1 (shown in Fig. 2c ) to generate the function f at rate 0.5 bits/second. Note that for all the edges used by E 1 , r E1 (e) = 1 except for xz for which r E1 (xz) = 2. Using both the embeddings, the sink t can receive f at the rate of 1.5 bits/second.
B. Communication and Computation Model
We saw that an embedding of G on N specifies which function θ is generated at which vertex and transmitted over which edge in the network. However, this does not specify the exact schedule for computing each θ. Our task is to not only give an embedding but also give a full schedule. For this we define the notion of routing-computing scheme.
To define the scheme formally, we first mention the assumptions on the computation of functions and the allowed set of communication events in the network graph. Let X denote the vector [x 1 , . . . , x κ ], and its k−th realization be X(k) = [x 1 (k), . . . , x κ (k)]. The time is slotted and in each time slot an edge e = (u, v) ∈ E is said to be activated if some information is transferred from u to v. All the edges can be activated simultaneously in any time slot. If the capacity of an edge e is c(e) then at most c(e)T number of bits can be transferred over it in T time slots. We assume that any vertex u transmits all the bits of the k-th realization of function θ on the edge e as a single packet of w(θ) bits. Any u ∈ V at time slot τ may perform one of the following tasks exclusively.
1) Computation event: if there exists τ < τ such that the k-th realization of the predecessor functions of θ are received or generated by u then it can generate the k-th realization of θ. 2) Communication event: if there exists τ < τ such that the k-th realization of a function θ was either received or generated by u then it can transmit it over one of its outgoing edges, say (u, v). 3) Receive a function from an incoming edge or do nothing. We assume that any computation event in the network can happen instantaneously and the time is taken into consideration only for communication events (which is dictated by the capacity of network edges as mentioned above). Any routingcomputing scheme can be considered as a sequence of L events R l , 1 ≤ l ≤ L where each event is one of above mentioned tasks. It computes K symbols of f at the sink in time t by using K fixed block of source symbols indexed by 1, 2, . . . , K. The rate of computation of f by the routingcomputing scheme is then defined as K/t. At any time τ ≤ t, a node can have, a subset of the universe of data U = Θ × [1, K] , where an element (θ, k) ∈ U denotes the k-th symbol of the function θ. The sets U u,l , U u,l+1 ⊆ U represent the state of a node u before and after the l-th event R l respectively. In the case of a computation event the state of only u is changed, and for a communication event only the states of vertices u and v are changed. As seen in Example 2, a symbol of a function can be computed multiple times in the network and the scheme presented here takes this into account. Let m θ u,k be the number of times the k-th symbol of θ is used or transmitted by u in the overall scheme. We remind you that when G is a tree, each function symbol is computed only once in the network and the corresponding scheme is presented in [18] .
2) For each l < L + 1, one of the following holds. a) Computation event: In this event a node u computes a function θ(X(k)) using {η(X(k))|η ∈
Then the data-sets are updated as follows:
e be the number of times a function θ is transmitted over edge e ∈ N. Then the total link usage is given by: N e = θ∈Θ r θ e w(θ). The scheme uses an edge e ∈ E for N e /c(e) time slots to compute K symbols of f at the sink.
Definition 3: For a given network N , {c(e)|e ∈ E}, and a computation graph G, a rate λ is said to be (N ,
The supremum of (N , G)-achievable rates over all the routing-computing schemes is called the computing capacity for (N , G), and is denoted by C(N , G). 6 Example 3 presented in Section II-A shows that using multiple embeddings and sequencing them appropriately we can achieve a higher rate of function computation than by just using one embedding. Next we present a (packing) linear program for obtaining maximum rate of computation using a combination of different embeddings and show that this also achieves the computing capacity C(N , G).
C. Capacity Achieving LP (CALP)
Capacity Achieving Linear Program (CALP) Objective: Maximize R := E∈E x(E) subject to 1) Capacity constraints:
Theorem 1: For a given network N and computation DAG G, CALP achieves a rate R which is equal to the computing capacity (C(N , G)) for (N , G).
The proof of this theorem is presented in Appendix B of the supplementary material.
III. COMPLEXITY OF CALP
In this section we prove that solving CALP is MAX SNP-hard even when G has bounded degree and bounded edge weights. To do so, we first look at the dual of CALP. We observe that the separation oracle of the dual of CALP is the minimum cost embedding problem. Next we prove that if there is an α-approximation for CALP then there is an α-approximation algorithm for minimum cost embedding 6 A similar definition appears in [18] , however in their case G is a tree.
problem. Finally, we give a linear reduction from SIMPLE MAX CUT to the problem of finding minimum cost embedding. Because SIMPLE MAX CUT is a MAX SNP-hard problem, we get the following theorem.
Theorem 2: For a DAG G and arbitrary N solving CALP is MAX SNP-hard even when: (1) Each vertex of G (except for the sink) has bounded (O(1)) degree. (2) Every edge of G has bounded (O(1)) weight. (3) All the outgoing edges of a vertex of G have same weight. (4) The network graph N has only three vertices.
Proof Outline: We give the reduction in several steps. The outline of the proof is as follows.
1) We first consider the dual of CALP and its separation oracle which is a version of the problem of finding the minimum cost embedding. 2) We then prove that there is an α-approximation for CALP if and only if there is an α-approximation for the separation oracle of its dual. This implies that if minimum cost embedding problem is hard to approximate beyond some factor then finding the maximum rate of computation is also hard to approximate. 3) Next we prove MAX SNP-hardness of by reducing SIMPLE MAX CUT problem to minimum cost embedding. We use a series of gadgets to obtain the desired properties of the computation graph G.
A. Step 1 of the Proof
First we consider the dual of CALP which is presented below. Recall that E represents the set of all possible embeddings of G on N and r E (e) represents the number of times an edge e ∈ E is used by the embedding E.
Dual of CALP
Objective: Minimize C = e∈E c(e)y(e) subject to 1) Cost constraints:
Note that r E (e) can be computed given the embedding E. Given a vector {x(e)|e ∈ E} the total cost of an embedding can be defined as:
Observe that for any given solution of the dual of CALP, {y(e)|e ∈ E}, a cost constraint corresponding to an embedding E is C(E) ≥ 1. Let us now look at the separation oracle of the dual of CALP.
Definition 4 (Separation Oracle of Dual of CALP Instance): A network graph N , a computation DAG G, weight function {w(θ)|θ ∈ Θ} and a vector {y(e)|e ∈ E}. Output:
If C(E) ≥ 1 ∀E ∈ E, then output "yes" else output "no" and an embedding E such that C(E) < 1.
Note that to solve the above problem, it suffices to compute the minimum cost embedding of G on N . In the next section we prove the relation between CALP and the problem of finding minimum cost embedding of G on N .
B. Step 2 of the Proof
In this section we prove the equivalence between the the problem of solving CALP and the separation oracle of its dual, which is to find the minimum cost embedding. In the process we present a procedure to find a solution of CALP if we have an algorithm to solve minimum cost embedding problem. Specifically we prove the following theorem.
Theorem 3: There is a polynomial time α-approximation algorithm to solve CALP if and only if there is a polynomial time α-approximation algorithm for finding the minimum cost embedding of G on N . The proof of this theorem is presented in Appendix C of the supplementary material.
C. Step 3 of the Proof
In Section III-B we showed that solving CALP is equivalent to solving minimum cost embedding. In this section we reduce a known NP-complete problem, SIMPLE MAX CUT [22] , to the minimum cost embedding problem thus proving that solving CALP is NP-complete.
A SIMPLE MAX CUT problem is defined as follows: Given an unweighted graph H = (V H , E H ) and a number K, check whether there is a partition of V H into two sets V 1 and V 2 such that there are at least K edges between V 1 and V 2 . Moreover, it is known that if the input graph of SIMPLE MAX CUT problem is a cubic graph 7 then the problem is MAX SNP-hard [23] . We start with an instance of SIMPLE MAX CUT with cubic graph and prove the MAX SNP-hardness of minimum cost embedding problem.
Given an instance φ = {H, K} of SIMPLE MAX CUT where H is a cubic graph, we generate an instance of minimum cost embedding problem ψ = (G, S G , ω p , w; N , S N , t, y). Recall that N = (V, E) is the network graph with S N ⊂ V sources, t as the sink and y as the weight function on E. Similarly, G = (Ω, Γ) is a computation DAG with S G as sources, ω p as the sink and w as the weight function on Γ.
Theorem 4: For an instance φ of SIMPLE MAX CUT we construct an instance ψ of the minimum cost embedding such that φ has a cut of size at least K if and only if ψ has an optimal embedding of cost at most 28|E H | − K.
Proof: First we create an undirected network graph. We consider N to be a complete graph on three vertices with V = {S 1 , S 2 , t}. We set S N = {S 1 , S 2 } as the sources and t as the sink vertex. We set the weight y(e) = 1 ∀e ∈ E. Now we create the computation graph G from H using a series of gadgets each of which enables the desired properties on G as follows: We start with the gadget shown in Fig. 3 (a) for each edge (x, y) ∈ E H . This gadget is used to prove the MAX SNP-hardness of Multiterminal cut from SIMPLE MAX CUT in [24] . We direct readers to [24] for more details of this gadget. Note that each S ixy is connected to four vertices with edges of weight four. We create four vertices for each S ixy (one for each of its one outgoing edge) and connect one of its neighbor of S ixy to exactly one of these newly created vertices. We put the directions on the edges of Fig. 3 (a) such 7 A graph in which each vertex has exactly degree three is called cubic graph. that all the edges from S ixy are outgoing edges and ω p has all incoming edges. The resulting gadget is shown in Fig. 3(b) . It is easy to observe that Fig. 3(b) is just a redrawn directed version of Fig. 3 (a) with a separate vertex for each edge of S ixy . We denote the graph formed by replacing each edge of E H by the gadget of Fig. 3 (b) by I. Finally, we replace every vertex of I, with multiple outgoing edges, by the gadget shown in Fig. 4 .
We set all the vertices of type S * ixy as sources, i.e., Recall that the network graph generated from SIMPLE MAX CUT has only three vertices. We assume that each source vertex of type S * 1 * in G is generated at S 1 ∈ V. Similarly, each source of type S * 2 * is generated at S 2 . The sink vertex ω p ∈ Ω is mapped to t ∈ V. This completes the generation of an instance ψ from φ of SIMPLE MAX CUT.
Before we start proving Theorem 4, we prove some properties of the gadgets of Figs. 3, 4. We say that an edge of G is exposed in an embedding if its weight is considered while computing the cost of the embedding.
Lemma 2: In the minimum cost embedding of G on N , any edge of weight z is never exposed from the gadget of Fig. 4 
(b).
Lemma 3: If a 3way multiterminal cut (with terminals being S 1xy , S 2xy , ω p ) of the gadget shown in Fig. 3 (a) has weight W then there is an embedding of the gadget of Fig. 3 (b) (along with the Fig. 4(b) ) of cost W on N .
Using Lemma 3, we can borrow the following result from Lemma 4.1 of [24] for the 3-way cut of Fig. 3(a) . Refer to [24] for more details.
Lemma 4: There are embeddings of the gadget of Fig. 3 (b) (along with Fig. 4(b) ) on N with the following properties. Lemma 5: Given any embedding E with cost C(E) of G on N in which a vertex of G is mapped to multiple vertices of N we can obtain an embedding E in which no vertex of G is mapped to more than one vertex of N and has cost C(E ) ≤ C(E) in polynomial time.
Proofs of all these lemmas are presented in Appendix D of the supplementary material.
Proof of Forward Direction (Theorem 4):
We need to prove that if there is a SIMPLE MAX CUT of graph H of size at least K then there is an embedding of cost at most 28|E H |−K of G on N . Suppose there is a partition of V H into sets V 1 , V 2 such that the number of edges between them is at least K. Then we create an embedding of G on N as follows: Map all the vertices of V 1 (V 2 ) to S 1 (S 2 ). Thus for every edge gadget x, y are either mapped to S 1 or S 2 . If x, y both are mapped to different S i , i ∈ {1, 2} then map the intermediate vertices of this gadget according to the embedding of Lemma 4 point 1 and if they are mapped to the same vertex then use the embeddings given in point 3 of Lemma 4. Specifically, if x, y are in the same set in the SIMPLE MAX CUT then the gadget will contribute 28 to the cost of the embedding else it will contribute 27. As there are at least K edges across the cut, the total cost of the embedding of G on N is at most 28|E H | − K.
Proof of Backward Direction (Theorem 4): Now we need to prove that if there is a minimum cost embedding of cost less than 28|E H | − K then there is a cut of size at least K for H. From Lemma 5 we know that the minimum cost embedding maps every vertex of G to only one vertex of N . For each edge (x, y) ∈ E H we know from Lemma 4 (point 2) that the cost of the embedding from its gadget is ≥ 28 unless x, y (or y, x) are mapped to S 1 , S 2 (or S 2 , S 1 ) respectively. If the cost of the embedding is less than 28|E H | − K then there must be at least K edge gadgets in which x, y (or y, x) are mapped to S 1 , S 2 (or S 2 , S 1 ) respectively. To get a cut of H from this embedding we take vertices of V H which are mapped to S 1 to be in V 1 and the vertices which are mapped to S 2 to be in V 2 . The vertices of V H which are mapped to ω p are arbitrarily put in V 1 or V 2 . By our earlier arguments there are at least K edges between V 1 and V 2 thus giving a cut of size at least K.
We now show that the reduction presented in Theorem 4 is indeed a linear reduction thus proving the MAX SNPhardness of the minimum cost embedding problem [24] . We just showed that an instance φ of SIMPLE MAX CUT with optimal value opt(φ) can be converted into an instance ψ of minimum cost embedding problem in polynomial time such that opt(ψ) ≤ 28|E H | − opt(φ). Note that for any instance of
For any solution y of ψ with cost(y) = 28|E H | − K, by Lemma 5 we can obtain an embedding y in which every vertex of G is mapped to only one vertex of N and has cost at most 28|E H | − K. Let the cost of this new embedding be cost(y ) = 28|E H | − K where K ≥ K. By Theorem 4 we know that we can obtain a solution x of φ from y of weight at least K .
Equations (2), (3) prove that the reduction presented in Theorem 4 is a linear reduction. Authors in [23] showed that for SIMPLE MAX CUT no algorithm can achieve an approximation ratio of 0.997 unless P = NP. Combining with the linear reduction factors of Equations (2), (3) we get the following result.
Corollary 1: For a given DAG G and network graph N finding minimum cost embedding is MAX SNP-hard even when G has bounded out-degree, weights on its edges are bounded, and N has only three vertices. Moreover, it is hard to approximate above a factor of 0.0178 unless P = NP.
IV. THE CASE OF N WITH TWO VERTICES: A POLYNOMIAL TIME SOLUTION FOR CALP
In the preceding we have proved that finding minimum cost embedding is NP-hard even when there are only three vertices in N . In this section we present a polynomial time algorithm to find the minimum cost embedding when the network graph has only two vertices. By using the algorithm presented in this section and the technique of Theorem 3 we can obtain a rate maximizing schedule for an arbitrary computation graph on a two node network graph in polynomial time.
This case is important to analyze for at least two reasons. Firstly, the hardness result is for the case when there are three nodes and this essentially shows that the two-node case can be solved in polynoimal time. Secondly, since this algorithm can be used to construct efficient heuristics for the general case, the cases that are not covered in the next section.
For all the discussion in this section we assume that the network graph N has two vertices n 1 , n 2 connected via an edge of weight x(n 1 , n 2 ). The computation graph is assumed to be an arbitrary DAG G. There are κ sources in G = (Ω, Γ); out of which κ 1 are mapped to n 1 and others are mapped to n 2 . The sink vertex ω p of G is at node n 2 . There is a weight function {w(γ)|γ ∈ Γ} 9 associated with the edges of G. The problem is to find the embedding of G on N such that the cost of the embedding is minimized. Recall that cost of an embedding is defined by Equation (1).
To find the minimum cost embedding we first reduce our problem to an instance of 2-Cut which is defined as follows: Given a directed graph J = (V J , E J ) with weights on edges {g(i, j)|(i, j) ∈ E J } and two distinct vertices j 1 , j 2 ∈ V J , find two disjoint subsets J 1 , J 2 ⊂ V J such that j 1 ∈ J 1 , j 2 ∈ J 2 and the following optimal value is achieved.
For any set A ⊆ V J , δ(A) is defined as the sum of weights of all the outgoing edges from A. In other words,
We show that 2-Cut problem can be solved in polynomial time and then present an algorithm which converts the optimal solution of 2-Cut to the corresponding instance of minimum cost embedding of G on N .
Lemma 6: Given any directed graph J and its two distinct vertices j 1 , j 2 2-Cut can be solved in polynomial time.
Proof: Recall that the solution of opt(2-Cut(j 1 , j2) are two disjoint subsets J 1 , J 2 of V J such that j 1 ∈ J 1 and j 2 ∈ J 2 . Equation (4) can be written as opt(2-Cut(j 1 , j 2 )) = min J1∈VJ [δ(J 1 ) + min J2⊆VJ \J1 δ(J 2 )]. For a given J 1 we need to compute the right hand side of the above equation in polynomial time. To do so we modify the equation as follows: Let A be a subset of V J such that j 1 / ∈ A. Then we rewrite the equation as
The second term of the right hand side of above equation can be computed in polynomial time by computing the minimum cut of j 2 by considering the subsets from V J \ {A, j 1 , j 2 }. Thus for a given set A, right hand side of Equation (6) can be computed in polynomial time. Now we show that this is indeed a submodular function and thus the set A which minimizes the value can also found in polynomial time.
A function h on the subsets of a set U is submodular if for any two sets Y,
For any two subsets Y, Z ⊆ V J it is easy to observe that 9 Recall that the weight of an edge of G is associated with the sub-function it carries. Thus all outgoing edges of a vertex of G have same weight. h(B) . This proves that the right hand side of Equation (6) is a submodular function and opt(2-Cut(j 1 , j 2 )) can be obtained in polynomial time by using algorithm presented in [25] .
Given an instance ψ = (G, S G , ω p , w, N , S N , t, y) of minimum cost embedding we create an instance φ = (J, g, j 1 , j 2 ) of 2-Cut.
Theorem 5: The instance ψ of minimum cost embedding problem has the optimal embedding of cost C if an only if the corresponding instance φ of 2-Cut has the optimal cut of weight C.
Proof: We first construct the directed graph J for 2-Cut instance from G, N as follows: Replace each vertex of G, except for the sink vertex ω p , by the gadget shown in Fig. 5 . Add two vertices labeled j 1 , j 2 in this graph. Add outgoing edges from j 1 to all the "in" vertices pf the sources which are mapped to n 1 ∈ N with weight of ∞. Similarly add outgoing edges from j 2 to the remaining "in" vertices of the sources and the sink ω p (note that these vertices are mapped to n 2 ∈ N ) with weight ∞. We label the resulting directed graph by J for the 2-Cut instance with j 1 , j 2 being the two vertices for which opt(2-Cut(j 1 , j 2 )) has to be computed. Proof of Theorem 5 follows directly from the following two lemmas.
Lemma 7: If for the instance ψ there is an embedding E of cost C then there is a 2-Cut(j 1 , j 2 ) of weight C for the instance φ.
Proof: Before proving the lemma we recall a few notations and ideas about G and its embedding on N . Every vertex u of G computes a specific function θ and all its outgoing edges carry the same function. The set of all the successor functions of θ is represented by Λ ↓ (θ). An embedding of G on N gives us a mapping of vertices of G to that of N . It tells us on which vertices of N the function θ is computed. The network graph N for our instance ψ has only two vertices n 1 , n 2 . Thus any function is either computed at n 1 or n 2 or both. Also recall that the 2-Cut(j 1 , j 2 ) partitions the vertex set V J of J into three disjoint sets J 1 , J 2 , J 3 such that j 1 ∈ J 1 , j 2 ∈ J 2 . In all the discussion below we assume that vertex u ∈ Ω computes function θ. We compute the 2-Cut(j 1 , j 2 ) from the embedding E as follows:
1) Put j 1 (j 2 ) in J 1 (J 2 respectively).
2) If a source vertex ω i ∈ G is mapped to n 1 (n 2 ) then put ω in i in J 1 (J 2 respectively). Put the sink vertex ω p in J 2 .
3) If θ is computed at both n 1 , n 2 under embedding E then put u in , u out in J 3 . 4) If θ is computed at only one vertex, say n 1 (n 2 ) then put u in in J 1 (J 2 ). 5) If all the functions in Λ ↓ (θ) are computed only at n 1 (n 2 ) then put u out in J 1 (J 2 ). 6) If some of the functions of Λ ↓ (θ) are computed at n 1 and some are computed at n 2 then put u out in J 3 . It is easy to observe that this cut is a valid 2-Cut(j 1 , j 2 ). Now we compute the weight of the cut by computing δ(J 1 ), δ(J 2 ). First note that none of the ∞ weight edges of j 1 , j 2 are in the cut as corresponding sources and the sink are mapped to J 1 , J 2 . Similarly, any vertex u out is mapped in J 1 or J 2 if all its successor functions are computed there. Thus, no ∞ weight is in δ(J 1 ), δ(J 2 ) and the cut size is finite. Observe that the way J is constructed from G corresponding to all the outgoing edges of any vertex u there is only one edge (u in , u out ) ∈ E J of same weight. This edge is in the cut constructed above iff any of the corresponding edges are exposed in E (points 5, 6). Hence the weight of the cut constructed above is same as that of E. Lemma 8: If there is a 2-Cut(j 1 , j 2 ) for the instance φ of weight C then there is an embedding of G on N of cost ≤ C.
Proof: Recall that a 2-Cut(j 1 , j 2 ) partitions the elements of V J into three sets J 1 , J 2 , J 3 . We create an embedding from the cut as follows: If any vertex u in ∈ V J is in J 1 (J 2 ) then map u at n 1 (n 2 ) under embedding E. If u in is in J 3 then map u to both n 1 and n 2 . As the weight of the cut is finite, we know that all the sources of G which are connected to j 1 (or j 2 ) the corresponding "in" vertices are in J 1 (or J 2 ). This ensures that all the sources are mapped either to n 1 or n 2 under E. Similarly, the sink of G is in J 2 and thus mapped to n 2 under E. Observe that all the edges which are in δ(J 1 ) and δ(J 2 ) are exposed in the embedding E. Hence the cost of this embedding is same as that of the cut C. As the vertices in J 3 are mapped at both n 1 and n 2 , there will be some redundant computations in E. For example some vertex u might be computed at both nodes but all its successors are computed only at n 1 , thus making the computation at n 2 redundant. To get a valid embedding we need to remove such computations and removing (or pruning) such computations will only reduce the cost from C. As there are only two nodes in N checking for redundant computations for each vertex of G can be done in polynomial time, thus gives an embedding E of cost ≤ C.
Proof of Forward Direction (Theorem 5):
We need to prove that the minimum cost embedding has optimal embedding of cost C if the 2-Cut has optimal cut of weight C. Let E be an embedding obtained by applying the procedure on the optimal 2-Cut presented in the proof of Lemma 8 with cost C ≤ C. Let C < C. Then by Lemma 7 we can obtain a 2-Cut of φ of weight C . But this is a contradiction to the fact that φ has the optimal cut of weight C. Thus the embedding E obtained from the optimal cut of φ has cost C = C.
Proof of Backward Direction (Theorem 5): Now we need to prove that if there is an optimal embedding of cost C then φ has the optimal cut of weight C. By Lemma 7 we can obtain a 2-Cut for φ of weight C from the optimal embedding of ψ. This cut has to be the optimal cut else we can get an embedding of lesser cost than C by Lemma 8.
V. APPROXIMATION ALGORITHMS AND SPECIAL CASES
Since the general case is shown to be hard, we can consider several kinds of approximations for use in practical applications. Our interest is in developing algorithms with provable properties. Toward this, rather than allowing arbitrary embeddings, we first define and use a restricted class of embeddings (R-Embedding) to compute the functions. Then we discuss the packing linear program of R-Embeddings and the minimum cost embedding problem derived from its dual. We compare this minimum cost embedding problem (MinCost(C)) with another version of the minimum cost embedding problem (MinCost( )). We prove the relationship between two cost models in Theorem 6. The MinCost( ) model is connected to many known problems in the literature and we make these connections in Section V-A. Using the relationship between two cost models we present some approximate algorithms in Sections V-B and V-C. The algorithms in Section V-C are derived by the linear programming relaxation of QIP of minimum cost embedding problem.
We mention here that [3] also considers some restrictions on the embeddings; their objective is to determine the maximum computation rate subject to their restriction. Our objective is to obtain the schedule using an approximation algorithm with provable properties.
Definition 5 (R-Embedding): A restricted embedding (R-Embedding) of G on N is a function E : Γ → Σ which follows the following set of rules.
start(E (γ i )). Note that any intermediate function is computed only once in the network under R-Embedding. R-Embeddings are a special case of the embedding (defined in Definition 1) and let E be the set of all the R-Embeddings of G on N .
We can write a packing linear program, similar to CALP (presented in Section II-C), in which the embeddings are coming from the set E instead of the general set of embeddings E. Let us call this LP as R-CALP. We observe that the separation oracle of the dual of R-CALP also reduces to the problem of finding minimum cost R-Embedding problem where the cost of the R-Embedding is defined by Equation (1). Hence forth we refer the problem of finding the minimum cost R-Embedding by MinCost(C). It is easy to verify that Theorem 3 also holds in this case giving us the following corollary.
Corollary 2: There is a polynomial time α-approximation algorithm to solve R-CALP iff there is a polynomial time α-approximation algorithm for solving MinCost(C) of G on N .
While proving Theorem 2, we proved that minimum cost embedding problem is MAX SNP-hard by reducing it from SIMPLE MAX CUT problem. Recall that the instance of minimum cost embedding problem which we created has the optimal embedding in which one vertex of G is mapped to only one vertex of N . Thus the reduction presented there also proves that solving the minimum cost R-Embedding problem is MAX SNP-hard. In the rest of this section we present some approximation algorithms to solve MinCost(C) problem thus giving approximate solutions for R-CALP.
We first present a version of minimum cost embedding problem which has been studied in literature and relate it to the one presented in Equation (1) by Theorem 6. Using the result of Theorem 6 and the procedure described in the proof of Theorem 3 we give a couple of algorithms to find approximate solutions of R-CALP for special classes of computation graph.
A. A Version of Minimum Cost Embedding
A version of MinCost(C) has been studied in literature under various names like function computation [18] , [26] , operator placement [2] , [27] - [29] and module placement [30] - [33] .
The cost model of this literature differs from our cost model (MinCost(C)) in the following two ways-(1) in their cost model two outgoing edges of a vertex ω of G can have different weights and, (2) if an edge e ∈ E is used by multiple, say z, outgoing edges of a vertex ω of G in an embedding then while computing the cost of the embedding the weight x(e) is considered z times. In our cost model even if an edge e is used by multiple outgoing edges of a vertex of G, the weight x(e) is taken only once. We define their cost model more formally below.
Let Definition 6 (MinCost( )): Given a network graph N with weight function x on its edges, a computation graph G with weight function w on its edges find an R-Embedding opt( ) such that: opt( , G, N ) := arg min E ∈E (E ) 10 Note that the weights in this case are defined on the edges of G and outgoing edges of a vertex in G can have different weights. We omit G, N from the above expression when it is clear from the context and use opt( ) to represent the optimal embedding for MinCost( ). Observe that opt( ) has the following properties: (1) A vertex of G is mapped to only one vertex of N . This property is imposed because of the definition of R-Embedding. (2) Every edge γ of G is mapped to the shortest path between its mapped end points in N due to the nature of the cost defined in Equation (7) .
Example 4 below illustrates the difference between the two cost models and shows how our cost model is more natural when G is a DAG.
Example 4: We revisit Example 1 here. Recall that for the computation graph of Fig. 1b, w(γ) = 1∀γ ∈ Γ. Let x(e) = 1∀e ∈ E for the network shown in Fig. 1a . Then the cost of the embedding E 1 (shown in Fig. 1c ) according to Equation (1) is C(E 1 ) = 6 while the cost according to Equation (7) is (E 1 ) = 7. This difference is due to the fact that the cost incurred over link xz for the transmission of function θ 5 in E 1 is taken only once in account by Equation (1) while Equation (7) considers it twice. 11 In practice the function θ 5 is transmitted only once over xz in E 1 and rate computation in Example 1 does consider this.
Polynomial time algorithms to solve MinCost( ) problem when G is a tree are available in various literature, e.g., [2] , [18] , [30] . Authors in [33] gave polynomial time algorithm when G is k-tree while [26] proves that the MinCost( ) is MAX SNP-hard for general G. A polynomial time algorithm for a layered G is presented in [26] . MinCost( ) problem is also related to two well studied problems like Multiterminal cut and 0-extension problem. We explain the relation with these problems below.
a) Connection to multiterminal cut problem: MinCost( ) problem, when N is a complete graph of k terminals with weights x(e) = 1∀e ∈ E, is equivalent to a well known NPcomplete problem Multiterminal Cut [24] . The Multiterminal Cut problem is defined as follows: Given a graph G = (Ω, Γ) with weights w(γ) on its edges and a set of k of its vertices, divide the graph G into k parts such that there is only one terminal in each part and the sum of the weights of the edges across these parts is minimum. In other words, Multiterminal Cut problem asks for a R-Embedding E of G on a complete graph N = (V, E) with |V | = k and x(e) = 1∀e ∈ E such that cost (E) is minimum. Refer to [26] for the details of this reduction which proves that MinCost( ) problem is MAX SNP-hard even if the number of terminals k and the weights on the edges w(γ) are constant.
b) Connection to 0-extension problem: When the network graph N is a complete graph with k vertices but with arbitrary edge weights then the problem 0-extension can be seen as a special case of MinCost( ) problem. 0-extension problem was first introduced by [34] and is defined as follows: Given a graph G = (Ω, Γ) with non negative edge weights w(γ) on its edges and a metric d defined on a subset T ⊆ Ω, find an assignment E of every ω ∈ Ω on E(ω) ∈ T such that E(ω) = ω∀ω ∈ T and the cost (ω1,ω2)∈Γ w(ω 1 , ω 2 )d(E(ω 1 ), E(ω 2 )) is minimum. In other words, 0-extension problem asks for a R-Embedding E of G on a complete graph N = (V, E) with |V | = |T | and {x(e)|e ∈ E} where x(e) imposes a metric on V such that the cost (E) is minimum. The 0-extension problem is a well studied problem and we refer the readers to [35] for a detailed review of the results available in the literature. Authors in [35] proved that for every > 0, there is no polynomial time O((log p) 1/4− )approximate algorithm for 0-extension unless NP ⊆ DTIME(p poly(log p) ) where p is the number of vertices in G with the maximum degree of any vertex and the weight of an edges as poly(log p). This result also holds for MinCost( ) problem as 0-extension is a special case of it. Next we prove a relation between the MinCost( ) and MinCost(C) problems.
Theorem 6: Given a network graph N with weight function x on its edges and a computation graph G with weight function w on its edges the optimal solution of MinCost( ) problem gives a D-approximation of MinCost(C) problem where D is the maximum out-degree of any vertex in G.
Proof: Recall that the cost of a R-Embedding of G on N is computed by Equations (1), (7) in MinCost( ) (denoted by (E)) and MinCost(C) (denoted by C(E)) problem, respectively. Let us consider a computation graph G in which outgoing edges of any vertex are not more that D. As seen earlier weight of an edge e in N considered multiple times if it is used by multiple outgoing edges of a vertex of G in an embedding E while computing (E) but it is considered only once for computation of C(E). Thus, for any embedding E, C(E) ≤ (E). By the same argument if the maximum number of outgoing edges of any vertex of G is D then an edge e of N can be used at most D times by outgoing edges of any vertex. Thus the cost coming from mapping of outgoing edges of a vertex of G on any edge e of N in (E) could be at most D times the cost coming from e in C(E) which implies that (E) ≤ DC(E). Combining both the arguments we have,
Let E 1 and E 2 be the optimal solutions of MinCost( ) and MinCost(C) problem respectively. Then,
, where first and fourth inequalities are due to the definitions of E 1 , E 2 and second and third inequalities are due to Equation (8) .
. This proves the theorem.
This implies that an algorithm which gives an α-approximate solution for MinCost( ) problem also gives an αD-approximate solution for MinCost(C). Recall that by Theorem 3 there is an α-approximation algorithm for solving R-CALP iff there is an α-approximation algorithm for MinCost(C). Combining this fact with the hardness result for 0-extension in [35] we get the following result.
Corollary 3: Given an arbitrary network graph N and a computation graph G with p vertices and the maximum degree of a vertex and the maximum weight on an edge in G is poly(log p), for any > 0, there is no polynomial time approximation algorithm with approximation ratio of O(poly(log p)(log p) 1/4− ) for solving R-CALP unless NP ⊆ DTIME(p poly(log p) ). Now we present polynomial time approximation algorithms for special classes of computation graph G. 
B. When G is a Layered Graph
In this section we consider the case when G is a layered graph. An example of layered graph is shown in Fig. 6 . We assume that there are r layers and each layer has at most W vertices. We number layers from {1, . . . , r} and vertices of a layer l by {ω 1l , . . . , ω W l }. An edge {ω ai , ω bj } is present only if j = i + 1. We also assume that the sink vertex is present on the r-th layer. Note that this implies that the out-degree of any vertex in a layered graph is at most W. Commonly used layered computation graphs are butterfly structure of fast Fourier transform (FFT), correlation function and functions of Boolean data in Sum of Product (or Product of Sum) form.
A polynomial time algorithm is presented in [26] which solves MinCost( ) problem for a layered G and an arbitrary N . This algorithm takes O(rn 2W ) time where n is the number of vertices in N . Theorem 6 implies that this algorithm is a 2W -approximation algorithm for MinCost(C) problem. Recall that MinCost(C) problem is the separation oracle for the dual of R-CALP and by the method described in Theorem 3 we can solve the R-CALP by using MinCost(C) solution. This leads us to the following result.
Corollary 4: Given an arbitrary network graph N with non-negative capacities on its edges and a layered computation graph G with r layers and at most W vertices at each layer, there is a polynomial time W -approximation algorithm to solve R-CALP.
The complexity of the algorithm of Corollary 4 is exponential in the width of any layer thus the algorithm cannot be applied to layered graphs with unbounded width. We now present a procedure to get an O(F )-approximation of MinCost( ) problem for a G which has a spanning tree T such that any edge of T is a part of at most O(F ) fundamental cycles. A fundamental cycle is a cycle created by adding an edge from G to T . For every edge uv / ∈ T there is a unique such cycle created by the edges of T and uv.
Theorem 7: Given an arbitrary network N and a computation graph G with a spanning tree T such that any edge of T is a part of at most O(F ) fundamental cycles, there is a polynomial time O(F )-approximation algorithm to solve MinCost( ) problem.
Proof: Let T be the spanning tree of G such that any of its edge is a part of at most O(F ) fundamental cycles. Recall that polynomial time algorithms to find optimal solution for MinCost( ) when the computation graph is a tree are known in the literature [2] , [30] . Using these algorithms we can find the optimal solution of MinCost( ) for T on N . Let this optimal R-Embedding for T be opt(T ) with cost (T ). Note that the R-Embedding opt(T ) gives a mapping for each vertex of G on N . We create an R-Embedding X for G from opt(T ) as follows: Map an edge (u, v) ∈ G to the shortest path between its mapped end points in opt(T ). In this way the edges of G which are in T are mapped to the same paths as in opt(T ). It is easy to observe that it is a valid R-Embedding for G with cost (X ). Let the optimal solution of MinCost( ) problem for G on N be opt(G) with cost (opt(G)). It is easy to observe that the mapping of the edges of G which are in T under the R-Embedding opt(G) gives a valid R-Embedding of T on N . Thus, (T ) ≤ uv∈T uv (opt(G)) ≤ uv∈T uv (opt(G)) + uv / ∈T uv (opt(G)) ≤ (opt(G)). Also, by the definition of opt(G) and X we get (opt(G)) ≤ (X ).
The cost of X can be written as (X ) = uv∈T uv (X ) + uv /
∈T uv (X ) = (T ) + uv / ∈T uv (X ). Note that for each uv / ∈ T there is a path σ uv ∈ T . As an edge uv / ∈ T is mapped to the shortest distance between its mapped end points in X we get,
where the last inequality is due to the property of T . Finally we get, (X )
). This proves that the R-Embedding X is an O(F )-approximation of opt(G).
Using this algorithm with the procedure described in Theorem 3 we get the following result.
Corollary 5: Given an arbitrary network graph N with non-negative capacities on its edges and a computation graph G with a spanning tree whose any edge is a part of at most O(F ) fundamental cycles, there is a O(F D)-approximation algorithm to solve R-CALP where D is the maximum out-degree of any vertex in G.
An example of such a graph is the computation graph for fast Fourier transform (FFT). A FFT graph for κ input sources can be represented by a layered graph of r = log (κ) layers with W = κ vertices on each layer. Fig. 7a shows an FFT computation graph for 4 sources and its spanning tree is shown in Fig. 7b . It is easy to observe that in such a spanning tree of any FFT structure any edge is a part of at most O(log(κ)) fundamental cycles. This gives a O(log(κ))-approximation for R-CALP with k-point FFT computation graph.
C. QIP for MinCost( ) and Its LP Relaxation
In this section we present a quadratic integer program to solve MinCost( ) and its linear programming relaxation. A similar quadratic integer program for MinCost( ) has been presented in [36] . Then we show how the algorithms of [37] for 0-extension can be extended to get approximate algorithms for MinCost( ) which in turn gives an approximate algorithm for R-CALP. The quadratic integer program for MinCost( ) problem is shown below. It is easy to verify that the objective function is same as Equation (7) where d(u, v) is the shortest distance between vertices u, v in the network graph. Recall that in an R-Embedding a vertex of the computation graph is mapped to only one vertex in the network graph. Thus for each vertex α ∈ Ω, u ∈ V we define a binary variable x αu , which takes the value one if and only if α is mapped to u in the embedding which minimizes the objective function. The embedding constraints ensure that each vertex α is mapped only to one of the vertices in V. Likewise the source and sink constraints ensure that the sources and sink of G are mapped to the corresponding sources and sink in N .
Quadratic Integer Program for MinCost( ) [38]
Objective:min 
Note that the objective function of the above QIP is a quadratic function of the binary variables x αu . We relax this QIP into a linear program by using the concept of earthmover distance metric which is very similar to the relaxation presented for 0-extension problem in [39] . Recall that the shortest distance d(u, v) forces a metric on the vertex set V of the network graph and |V | = n. Given a metric (V, d) on a set V the earthmover distance extends the metric to the probability distributions over V. If any probability distribution a := {a 1 , . . . , a n } over V is seen as a i amount of dirt piled on i ∈ V then the earthmover distance betweenā and a distributionb := {b 1 , . . . , b n } is the minimum cost of moving the dirt from configurationā tob. The earthmover distance, d EM (a, b), between two distributions can be found by the foll owing flow problem.
In the flow problem above the variable f uv represents the amount of dirt to be moved from u to v while going from configurationā tob.
To get the LP relaxation for the QIP we first replace the binary constraints by 0 ≤ x au ≤ 1 for each α ∈ Ω, u ∈ V except for the sources and sink. Then we replace the term x αu x βv in the objective function by a variable y αuβv resulting in the following objective function.
Multiplying the R-Embedding constraint by x βv and x αu appropriately on both sides we get the new constraints for the variables y αuβv as-(1)
Let x α := {x α1 , . . . , x αn } be an n-dimensional vector where an element x αi corresponds to the variable x αi for i ∈ V. Along with the R-Embedding constraints x α for each α ∈ Ω can be seen as a probability distribution over the set of network vertices V and the variable y αuβv can be seen as the flow variables corresponding to flow problem to solve the earthmover distance between the configuration x α and x β for each (α, β) ∈ Γ. Thus, min 
Note that we are not writing the flow constraints y αuβv corresponding to x α , x β here but they are considered in computing d EM (x α , x β ) while solving this LP.
Let opt(LP ) and opt(QIP ) be the optimal objective function values of the LP relaxation and QIP for MinCost( ) respectively. Observe that any solution of the QIP for Min-Cost( ) is also a solution of this LP thus, opt(LP ) ≤ opt(QIP ). If we can find a polynomial time rounding procedure which rounds the solution corresponding to opt(LP ) to a QIP solution x such that objective function value sol(x) of x is: sol(x) ≤ αopt(QIP ). Then we have an α-approximation solution for the MinCost( ) problem.
Authors in [37] gave two randomized rounding algorithms for 0-extension problem where the LP relaxation is based on the semi-metric concept. First rounding procedure of [37] gives a O(log(|T |))-approximation for an arbitrary graph G = (Ω, Γ) where T ⊆ Ω on which the metric is given. Recall that the 0-extension problem can be seen as a special case of MinCost( ) problem with the network graph N = (V, E) as a complete graph on vertices of T with edges following the given metric and the computation graph as G. The semi-metric LP relaxation allows the mapping of vertices of G on an arbitrary metric containing the given metric. The semi-metric LP relaxation cannot be directly extended to MinCost( ) problem but the rounding algorithms of [37] work for our earthmover based LP relaxation. Thus an instance of MinCost( ) problem in which number of vertices in N are equal to the number of sources and sink (in other words, there are no intermediate nodes in N and |V | = |T |) the first rounding procedure of [37] will give an O(log(|V |))-approximation. In general for any MinCost( ) instance |V | > |T |. We applied the rounding procedure of [37] to a general instance of MinCost( ) and got an O(log(|V |))-approximation for that as well. Recall that the optimal solution of earthmover LP gives a |V | = n length vector x α = {x α1 , . . . , x αn } for each vertex α ∈ Ω.
The vector x α is a probability distribution over V, where an element x αu represents the probability with which vertex α of G can be mapped to u of N . Thus each element of it may have fractional value except for the sources and sink vectors which have integral values due to the corresponding constraints. Let x u := {0, . . . , 1, 0, . . . , 0} be the integral probability distribution over V in which the whole mass is concentrated on the vertex u ∈ V. For finding an integral solution corresponding to fractional solution obtained by LP, the rounding procedure first finds a subset of V which is closest to x α by finding the earthmover distance d EM (x α , x u )∀u ∈ V. Then parsing all the vertices of V from a random permutation of V it assigns a vertex α to a vertex u of V if it is close 12 to the subset found earlier for α. Carrying out the analysis along the lines of [37] we observe that this rounding procedure gives a solution x of QIP such that sol(x) ≤ O(log(n))opt(QIP ). Combining this with the results of Theorems 6, 3 we get the following result.
Corollary 6: Given an arbitrary network graph N with non-negative capacities on its edges and a computation graph G in which the out-degree of any vertex is at most D there is a polynomial time O(D log n)-approximation algorithm to solve R-CALP, where n is the number of vertices in N . In the second rounding procedure of [37] authors exploit the structural properties of the given graph G and give an O(1)-approximation when G is planar. A common example of a planar computation graph is of the correlation function. A correlation function over κ sources is defined as:
Observe that it can be represented as a planar layered graph. The second rounding procedure of [37] can also be applied to our earthmover LP. The analysis for this rounding procedure only depends on the structure of the graph G and not on the number of vertices of N thus the same analysis also works for our case also. This leads to the following result.
Corollary 7: Given an arbitrary network graph N with non-negative capacities on its edges and a planar computation graph G in which the out-degree of any vertex is at most D there is a polynomial time O(D)-approximation algorithm to solve R-CALP.
The approximation algorithms described in this section are summarized in Table I .
VI. CONCLUSION
In this paper we studied the problem of finding maximum rate schedule to compute a function f on a capacitated network N when the computation schema for f is given by a DAG, G. We proved that solving this problem is MAX SNP-hard for general DAG G.
We presented some polynomial time approximation algorithms for a restricted class of schedules. Algorithmic lower bounds have been obtained for many known NP-hard problems under the exponential running time assumption for algorithms for satisfiability (SAT) problem [40] . These assumptions are called Exponential Time Hypothesis (ETH) and Strong Exponential Time Hypothesis (SETH). SETH and ETH have led to tight lower bounds for several graph problems on bounded treewidth graphs (with running time being exponential in treewidth). It will be interesting to investigate the maximum rate problem under ETH and SETH. We provided some polynomial time approximation algorithms for minimum cost embedding problem here, but we did not investigate the parameterized complexity [41] of the problem. Possible parameters for the minimum cost embedding problem could be the treewidth of G, or the number of sources in G. Finding algorithms which are exponential only in the size of the fixed parameter but polynomial in the size of input can enhance the understanding of the minimum cost embedding problem and help us design better algorithms for a general class of G.
