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Abstract. We consider a triangular gap of side two in a 60◦ angle on the triangular lattice whose
sides are zig-zag lines. We study the interaction of the gap with the corner as the rest of the angle is
completely filled with lozenges. We show that the resulting correlation is governed by the product of the
distances between the gap and its five images in the sides of the angle. This provides a new aspect of the
parallel between the correlation of gaps in dimer packings and electrostatics developed by the first author
in previous work.
1. Introduction
In their paper [11] from 1963, Fisher and Stephenson have introduced the concept of
the correlation of two monomers in a sea of dimers, and based on their precise numerical
findings conjectured that this correlation is rotationally invariant in the scaling limit. In a
series of articles (see [3][4][5][9]), the first author has extended the problem of Fisher and
Stephenson to the situation when one is allowed to have any finite number of gaps, each
of an arbitrary size, and has shown that a close parallel to electrostatics emerges: As the
distances between the gaps approach infinity, their correlation is given by the exponential
of the electrostatic energy of a two dimensional system of charges that correspond to the
gaps in a natural way.
This parallel to electrostatics has been extended in [6] and [7], where it was shown
that the discrete field of the average tile orientations approaches, in the scaling limit, the
electric field.
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One particular aspect of this analogy is the behavior of the correlation of gaps near the
boundary of lattice regions, which turns out to be in close connection with the behavior
of charges near conductors. In [4] it was shown that the asymptotics of the correlation of
gaps on the triangular lattice near a constrained zig-zag boundary is given by a variant
of the method of images from electrostatics, in which the image charges have the same
signs as the original ones. The case of a free boundary was considered in [8], where it was
shown that the correlation of a single gap of size two with a free lattice line boundary on
the triangular lattice is given, in the scaling limit, precisely by the method of images from
electrostatics.
In this paper the analogy to the method of images is given more substance by estab-
lishing it in a more complex setting, in which the gap has not just one image (as it was
the case in [4] and [8]), but five. Indeed, we consider a triangular gap of size two in a
60◦ degree angular region on the triangular lattice whose sides are zig-zags. The gap has
two direct images in the two sides of the angular region, which generate further images
in the sides, to a total of five images of the original gap. The main result of this paper
(see Theorem 2.1) is that the asymptotics of the correlation of the gap with the corner of
the angular region, as the distances between the gap and the sides grow large, is given by
a numerical constant times the exponential of one sixth of the electrostatic energy of the
2D system of charges consisting of the gap viewed as a charge, together with its above five
images.
We note that, from the point of view of the literature on plane partitions and their
symmetry classes (see for instance [18], [1], [19] and [14]), parts (b) and (c) of Proposition
3.1 of this paper represent generalizations of the cyclically symmetric, self-complementary
case, first solved by Kuperberg in [14] (see [2] for a simple proof).
2. Statement of the main result and physical interpretation
Let n ≥ 2 and x ≥ 0 be integers. Consider the pentagonal region illustrated by
Figure 2.1, where the top side has length x, the southeastern side has length n − 4,
and the western and northeastern sides follow zig-zag lattice paths of lengths 2n− 4 and
2n, respectively. Denote the resulting region by Dn,x.
For positive integers R and v, we define Dn,x(R, v) to be the region obtained from Dn,x
by removing from it the up-pointing lattice triangle of side-length 2 positioned as indicated
in Figure 2.2.
Let D0n,x be the region obtained from Dn,x by removing the up-pointing unit triangles
that fit in its first and third “bumps” from the top along the northeastern side (Figure 2.4
illustrates the case n = 11, x = 1).
For x = 1 and fixed R and v, as n grows to infinity the gap is effectively in an infinite
angular region whose sides are zig-zag lattice paths meeting at a 60◦ angle. Define the
correlation ω(R, v) of the gap with the corner of this angle by
ωc(R, v) := lim
n→∞
M(Dn,1(R, v))
M(D0n,1)
, (2.1)
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Figure 2.1. D7,4. Figure 2.2. D7,2(4, 3).
Figure 2.3. D11,1(4, 5). Figure 2.4. D
0
11,1.
where, for a lattice regionD on the triangular lattice, M(D) denotes the number of lozenge
tilings of D (the subscript c indicates that the correlation feels the interaction with the
corner of the angle, as R and v are fixed). The particular denominator above was chosen
because it turns out to be a convenient normalizing factor (see for instance Lemma 5.1);
note that the seemingly simpler choice of removing the up-pointing unit triangles from the
top two bumps does not work, as the resulting region does not have any lozenge tilings. In
the special case R = 4, v = 5 and n = 11, the regions at the numerator and denominator
on the right hand side of (2.1) are shown in Figures 2.3 and 2.4, respectively.
The main result of this paper is the following.
Let us denote our triangular gap of side two inside the 60◦ angle by O1, and let ℓ1 and
ℓ2 be the straight lines supporting the zig-zag lattice paths that form the northeastern and
western sides of our 60◦ angular region, respectively (they are indicated by dashed lines
in Figure 2.5). Let O2 and O3 be the mirror images of O1 in ℓ1 and ℓ2, respectively. Let
O4 be the mirror image of O2 in ℓ2, and O5 the mirror image of O3 in ℓ1. Then the mirror
image of O4 in ℓ1 is the same as the mirror image of O5 in ℓ2; denote it by O6. (Note that
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Figure 2.5. The gap and its five images for R = 3, v = 4.
{O1, O2, O3, O4, O5} is the set of all images O1 would see if the sides of the angle were
mirrors.)
Theorem 2.1. As R and v approach infinity, we have
ωc(R, v) ∼ 4
81
R(3v −R)(3v − 2R)(R2 − 3Rv + 3v2)
∼ 1
1944
3
√ ∏
1≤i<j≤6
d(Oi, Oj), (2.2)
where d is the Euclidean distance.
Remark 1. In [5] the first author has shown that if O1, . . . , On are unions of collinear
triangles of side two (which can point up or down, but are of the same kind within each
Oi), then, for large separations between the Oi’s, the asymptotics of their correlation in
the bulk is given by
ω(O1, . . . , On) ∼ c
∏
1≤i<j≤n
d(Oi, Oj)
1
2
q(Oi) q(Oj), (2.3)
where q(O) denotes the charge of the gap O, defined to be the number of up-pointing
unit triangles in O minus the number of down-pointing unit triangles in O, and the multi-
plicative constant c depends only on the structure of the individual gaps, and not on their
relative position.
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Figure 3.1. E7,4(2, 5).
Note that, since our gap and its five images all have charge equal to 2, the asymptotics
(2.2) of the correlation of the gap in our 60◦ angle can be written as
1
1944
6
√ ∏
1≤i<j≤6
d(Oi, Oj)
1
2
q(Oi) q(Oj). (2.4)
Thus, using (2.3), one can rewrite the statement of Theorem 2.1 as
ωc(O1) ∼ c′ 6
√
ω(O1, . . . , O6), (2.5)
where c′ is some explicit numerical constant. Thus the correlation at the corner can be
expressed in terms of the correlation in the bulk of the gap with its images, much like in
the method of images of electrostatics, when the electric field created by a charge near
a conductor can be found by replacing the conductor with a suitable system of image
charges. This is the main point we make in this paper in terms of physical interpretation,
taking the electrostatic analogy developed in [4][5][6][7][8] one step further.
The case of triangular gaps of size two near a zig-zag boundary was seen in [4] to be
given by a formula analogous to (2.5), in which one takes the correlation of the collection
of gaps together with their mirror images, and extracts the square root from it. The case
of a single triangular gap of size two near an open lattice line boundary was treated in
[8], where it was shown that the correlation has asymptotics given by the square root
of the pair of gaps consisting of the original gap and its mirror image in the boundary.
Formula (2.5) adds to this small collection of known cases a new, more complex instance,
and clearly suggests a conjectural answer in a variety of similar circumstances.
3. Exact formulas for regions with one or two dents
The region Dn,x has n “bumps” along its northeastern side. Number them from 1 to
n starting from top. For any integers 1 ≤ i < j ≤ n, define En,x(i, j) to be the region
obtained from Dn,x by removing the up-pointing unit triangles at the ith and jth bumps;
in particular, En,1(1, 3) is the same as the region D
0
n,1 used for the normalizing factor in
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the definition (2.1) of the correlation of our triangular gap (Figure 3.1 illustrates the case
n = 7, x = 4, i = 2 and j = 5).
In order to determine the number of lozenge tilings of the regions En,x(i, j) (which will
be needed in our proof of Theorem 2.1), we need to consider the following two additional
families of regions.
For integers n ≥ 1, x ≥ 0 and 1 ≤ i ≤ n, let Fn,x(i) be the region described in
Figure 3.2, where the top side has length x, the southeastern side has length n − 2, the
western and northeastern sides follow zig-zag paths of lengths 2n− 2 and 2n, respectively,
and the up-pointing unit triangle at the ith bump from the top on the northeastern side
has been removed (note that F1,x(1) is the empty set).
Finally, for non-negative integers n and x, let Gn,x be the region defined by Figure 3.3,
where the top side has length x, the southeastern side has length n, and the western and
northeastern sides follow zig-zag paths of lengths 2n.
The number of lozenge tilings of these regions is given by the following result. Recall
that for non-negative integers k, the Pochhammer symbol (a)k is defined by
(a)k := a(a+ 1) · · · (a+ k − 1). (3.1)
We will also use the standard extension of the Pochhammer symbol to a negative integer
index, defined by
(a)−k :=
1
(a− k)(a− k + 1) · · · (a− 1) , (3.2)
where k is a positive integer.
Proposition 3.1. (a). For any non-negative integers n and x we have
M(Gn,x) =
1
2n
n∏
k=1
(2x+ 2k)k
(
x+ 2k + 12
)
k−1
(k)k
(
x+ k + 12
)
k−1
. (3.3)
(b). For any integers n ≥ 1 and x ≥ 0, we have for any i = 1, . . . , n that
M(Fn,x(i)) = M(Gn−2,x+3)
(x+ 1)i−1 (n− i+ 1)i−1 (2x+ 2n+ i)i−2(2x+ 2n)
(2n− i)i−1 (n+ x)i−1 (i− 1)! , (3.4)
where for m < 0 the region Gm,x is defined to be the empty set.
(c). For any integers n ≥ 2 and x ≥ 0, we have for any 1 ≤ i < j ≤ n that
M(En,x(i, j)) =
M(Fn−1,x(i))M(Fn,x(j))−M(Fn−1,x(j))M(Fn,x(i))
M(Gn−1,x)
. (3.5)
In the proof of the above result we make essential use of Kuo’s powerful graphical
condensation method (see [13]). For ease of reference, we state below the particular
instance of Kuo’s general results that we need for our proofs (which is Theorem 2.4 in
[13]).
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Figure 3.2. F5,3(2). Figure 3.3. G4,3.
Theorem 3.2 (Kuo). Let G = (V1, V2, E) be a plane bipartite graph in which |V1| =
|V2| + 1. Let vertices a, b, c and d appear cyclically on a face of G. If a, b, c ∈ V1 and
d ∈ V2, then
M(G− b)M(G−{a, c, d}) = M(G− a)M(G−{b, c, d})+M(G− c)M(G−{a, b, d}). (3.6)
Proof of Proposition 3.1. (a). This part follows directly from results in [2] and [16].
Indeed, it is readily seen that if the forced lozenges are removed from the region Cn,x
defined in [2, §4], then the remaining region is precisely Gn−1,x+1. Therefore
M(Gn,x) = M(Cn+1,x−1). (3.7)
Furthermore, by [2, (4.7)], we have that
M(Cn,x) = det
((
x+ i+ j
2j − i
))
0≤i,j≤n−1
. (3.8)
In turn, by [16, Theorem7], the determinant above evaluates as
det
((
x+ i+ j
2j − i
))
0≤i,j≤n−1
=
1
2n−1
n−1∏
k=1
(2x+ 2k + 2)k
(
x+ 2k + 32
)
k−1
(k)k
(
x+ k + 32
)
k−1
. (3.9)
Then (3.3) follows by (3.7)–(3.9).
(b). We prove this part by induction on n. For n = 1, the only choice for i is i = 1.
Since by definition F1,x(1) = ∅, we have M(F1,x(1)) = 1, which agrees with the right hand
side of (3.4), due to (3.2) and the convention in the statement, by which G−1,x+3 = ∅.
For n = 2, there are two choices for i, i = 1 and i = 2. For i = 1, the region on the left
in (3.4) is F2,x(1), in which all lozenges are forced; so the left hand side of (3.4) is 1. On
the other hand, the G region on the right hand side of (3.4) is empty in this case (thus
contributing a factor of 1), while the ratio on the right hand side of (3.4) also equals 1,
due to the definition (3.2). It is easy to check that for i = 2 both sides of (3.4) equal
x + 1: for the right hand side this is immediate, and for the left hand side it follows as
F2,x(2) has one forced lozenge, after the removal of which one is left with a hexagon having
side-lengths 1, 1, x, 1, 1, x (in cyclic order).
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Figure 3.4. The recurrence for the regions Fn,x(i).
The induction step is based on a convenient application of Kuo’s graphical condensation
stated in Theorem 3.2.
Suppose n ≥ 3, and assume that (3.4) holds for all values less than n. Let G be the
planar dual graph3 of the region obtained from Fn,x(i) by placing back the up-pointing
unit triangle that was removed from its ith bump. Choose the vertices a, b, c and d as
indicated in Figure 3.4, where b is the up-pointing unit triangle fitting in the ith bump
from the top (Figure 3.4 corresponds to the case n = 5, x = 2, i = 3). Then (3.6) states
that the product of the number of lozenge tilings of the two regions on top is equal to the
product of the number of lozenge tilings of the two regions in the middle, plus the product
3By the planar dual graph of a region on the triangular lattice we understand the graph whose vertices
are the unit triangles inside the region, and whose edges connect vertices corresponding to unit triangles
that share an edge.
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Figure 3.5. Reducing the E-regions to F -regions.
of the number of lozenge tilings of the two regions on the bottom. After removing the
lozenges forced by the unit triangles a, c and d, the leftover regions in all six instances are
F - or G-type regions. More precisely, we obtain
M(Fn,x(i))M(Gn−3,x+3) = M(Gn−2,x+3)M(Fn−1,x(i)) +M(Gn−1,x)M(Fn−2,x+3(i − 2)).
(3.10)
By the induction hypothesis, the two F -regions on the right hand side above have their
number of lozenge tilings given by (3.4). Using formula (3.3) for the number of tilings of
the G-regions, it is readily checked that the formula that results from (3.10) for M(Fn,x(i))
agrees with the one provided by (3.4). This completes the induction step, and hence the
proof of part (b).
(c). To prove this part we use again Kuo’s graphical condensation. Choose G to be the
planar dual graph of the region obtained from Fn,x(i) by placing back the up-pointing unit
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triangle that was removed from its ith bump when Fn,x(i) was defined at the beginning
of this section. Choose the vertices a, b, c and d as indicated in Figure 3.5, where a and b
are the up-pointing unit triangles in the ith and jth bumps from the top, respectively (in
Figure 3.5 we have n = 5, x = 2, i = 2 and j = 3).
Then (3.6) implies that the product of the number of lozenge tilings of the regions on
the bottom is equal to the product of the number of tilings of the regions on top, minus
the product of the number of tilings of the regions in the middle. After removing the
lozenges forced by the unit triangles c and d, all remaining regions turn out to be regions
of type F or G. More precisely, we obtain
M(Gn−1,x)M(En,x(i, j)) = M(Fn−1,x(i))M(Fn,x(j))−M(Fn−1,x(j))M(Fn,x(i)).
This proves (3.5). 
4. A limit formula for regions with two dents
In our proof of Theorem 2.1 we will use the following result, which gives the limit of the
ratio between the number of lozenge tilings of the regions En,1(i, j) and En,1(1, 3), when
i and j are fixed, and n tends to infinity (the seemingly more natural choice of En,1(1, 2)
in the denominator does not work, as M(En,1(1, 2)) = 0).
Proposition 4.1. For any fixed integers 1 ≤ i < j, we have
lim
n→∞
M(En,1(i, j))
M(En,1(1, 3))
=
ij(j − i)(i2 + ij + j2 − 2i− 2j − 1)
24
. (4.1)
Proof. One readily sees that, due to forced lozenges in Fn,x(1), one has M(Fn,x(1)) =
M(Gn−2,x+3). Therefore, (3.4) can be rewritten as
M(Fn,x(i))
M(Fn,x(1))
=
(x+ 1)i−1 (n− i+ 1)i−1 (2x+ 2n+ i)i−2(2x+ 2n)
(2n− i)i−1 (n+ x)i−1 (i− 1)! . (4.2)
Multiplying equation (3.5) by M(Gn−1,x) and then dividing it by M(Fn−1,x(1))M(Fn,x(1)),
we obtain
M(En,x(i, j))M(Gn−1,x)
M(Fn−1,x(1))M(Fn,x(1))
=
(x+ 1)i−1 (n− i)i−1 (2x+ 2n+ i− 2)i−2(2x+ 2n− 2)
(2n− i− 2)i−1 (n+ x− 1)i−1 (i − 1)!
× (x + 1)j−1 (n− j + 1)j−1 (2x+ 2n+ j)j−2(2x+ 2n)
(2n− j)j−1 (n+ x)j−1 (j − 1)!
− (x + 1)j−1 (n− j)j−1 (2x+ 2n+ j − 2)j−2(2x+ 2n− 2)
(2n− j − 2)j−1 (n+ x− 1)j−1 (j − 1)!
× (x + 1)i−1 (n− i+ 1)i−1 (2x+ 2n+ i)i−2(2x+ 2n)
(2n− i)i−1 (n+ x)i−1 (i − 1)! . (4.3)
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Expressing the Pochhammer symbols as ratios of factorials, the asymptotics of each factor
above follows from Stirling’s formula. Setting x = 1 in the result, and dividing by the
specialization i = 1, j = 3, one is led to formula (4.1). 
5. A double sum expression for ωc(R, v)
The following double sum expression for the correlation ωc(R, v) will be the starting
point for our proof of Theorem 2.1.
Lemma 5.1. For any positive integers R and v we have
ωc(R, v) =
R
24
∣∣∣∣∣
R∑
a=0
R∑
b=0
(−1)a+b (R+ a− 1)! (R+ b− 1)!
(2a)! (R − a)! (2b)! (R− b)! (b− a)
2(2v −R+ a)(2v −R+ b)
× {(2v −R+ a)2 + (2v −R+ a)(2v −R+ b) + (2v −R+ b)2
− 2(2v −R+ a)− 2(2v −R + b)− 1}
∣∣∣∣∣ .
(5.1)
Proof. In each lozenge tiling of Dn,1(R, v) one can see paths of unit rhombi connecting
southwest facing edges on its boundary (including the gap!) to northeast facing edges
on its boundary (see the top two illustrations in Figure 5.1). According to a well-known
bijection (see e.g. [10]), these paths of rhombi uniquely determine the tiling. In turn,
such families of paths of rhombi are readily seen to be in bijection with families of non-
intersecting lattice paths on Z2 taking unit steps north or east, and having fixed starting
and ending points. The latter, by an extension of the Gessel-Viennot-Lindstro¨m lattice
path theorem (see [15][12] for the original form, and [19] or [4] for the extension), can be
written as a determinant.
To be specific, let us label the starting points of the paths of rhombi starting with 1
and 2 for the two paths originating from the gap, and continuing with 3, 4, . . . , n from top
to bottom for the paths starting from the western boundary (these are indicated by solid
ellipses in the bottom left picture in Figure 5.1). Label the ending points of the paths of
rhombi from 1 to n, starting from the top (these are indicated by hollow ellipses in the
bottom left picture in Figure 5.1).
Let aij be the total number of paths of rhombi on the triangular lattice (with no hole
in it) from starting point i to ending point j, and set
A := ((aij)1≤i,j≤n). (5.3)
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A tiling of D8,1(4, 4). The corresponding lattice paths.
1
2
3
4
5
8
7
6
3
4
5
6
7
8
2
1
1
2
3
4
8
6
3
4
5
6
7
8
Numbering of rows and columns. E8,1(5, 7) corresponds to a cofactor.
Figure 5.1. Graphical Laplace expansion.
Then it follows by the above quoted results that
M(Dn,1(R, v)) = |detA| . (5.2)
Perform Laplace expansion in the above determinant along the first two rows (which recall
correspond to the starting points of the two paths of rhombi originating at the gap). We
obtain
detA =
∑
1≤a<b≤n
(−1)a+b detA{a,b}{1,2} detA[n]\{a,b}[n]\{1,2}, (5.3)
where [n] denotes the set {1, . . . , n}, and for I, J ⊂ [n], AJI stands for the minor of A
corresponding to rows I and columns J .
It is easy to see that the paths of rhombi starting at the starting points labeled 1 and 2
(i.e., starting from the gap) can only end at endpoints with labels in the range from 2v−R
12
to 2v. Therefore, for a or b outside this range, the matrix A
{a,b}
{1,2} has a zero column, and
hence its determinant is zero. Thus we can rewrite (5.3) as
detA =
∑
0≤a<b≤R
(−1)a+b detA{2v−R+a,2v−R+b}{1,2} detA[n]\{2v−R+a,2v−R+b}[n]\{1,2} . (5.4)
It follows from the Gessel-Viennot-Lindstro¨m result (the extension is not needed here)
that
detA
[n]\{a,b}
[n]\{1,2} = M(En,1(a, b)) (5.5)
(see the bottom right picture in Figure 5.1).
The entries of A are easily found, being given by binomial coefficients. In particular,
one has
detA
{a,b}
{1,2} = det


(
R+a−1
2a
) (
R+b−1
2b
)
(
R+a−1
2a−1
) (
R+b−1
2b−1
)


=
2R(b− a)(R + a− 1)! (R+ b − 1)!
(2a)! (R − a)! (2b)! (R− b)! . (5.6)
Using (5.2), (5.4), (5.5) and (5.6), we obtain that
M(Dn,1(R, v)) =
∣∣∣∣∣∣2R
∑
0≤a<b≤R
(−1)a+b(b− a) (R + a− 1)! (R+ b− 1)!
(2a)! (R − a)! (2b)! (R− b)! M(En,1(2v −R+ a, 2v −R+ b))
∣∣∣∣∣∣ .
(5.7)
Dividing the above equation by M(En,1(1, 3)), passing to the limit as n → ∞ and using
Proposition 4.1, it follows that
ωc(R, v) = lim
n→∞
M(Dn,1(R, v))
M(En,1(1, 3))
=
R
12
∣∣∣∣∣∣
∑
0≤a<b≤R
(−1)a+b (R + a− 1)! (R+ b− 1)!
(2a)! (R− a)! (2b)! (R− b)! (b− a)
2(2v −R+ a)(2v −R+ b)
× {(2v −R+ a)2 + (2v −R+ a)(2v −R+ b) + (2v −R+ b)2
− 2(2v −R + a)− 2(2v −R+ b)− 1}
∣∣∣∣∣ . (5.8)
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Note that the summand above becomes zero when a = b, and is invariant under swapping
a and b. This leads to (5.1). 
6. Reduction of the double sum to simple sums
Were it not for the factors
(b− a)2(2v −R+ a)(2v −R+ b)
× {(2v −R+ a)2 + (2v −R+ a)(2v −R + b) + (2v −R + b)2
− 2(2v −R+ a)− 2(2v −R + b)− 1} (6.1)
in the summand, the double sum in (5.1) would separate into a product of a simple sum
over a and a simple sum over b. This is easily overcome by expanding (6.1) into a sum of
monomials in a and b:
(b− a)2(2v −R + a)(2v −R+ b)
× {(2v −R+ a)2 + (2v −R+ a)(2v −R+ b) + (2v −R+ b)2
− 2(2v −R+ a)− 2(2v −R+ b)− 1} =:
∑
λ,µ
cλ,µa
λbµ,
(6.2)
where the expression on the right hand side is a certain concrete sum of 120 monomials,
which a computer algebra package can readily display; for completeness, we include it
here:
− a3b− 2a4b+ a5b+ 2a2b2 + 2a3b2 − a4b2 − ab3 + 2a2b3 − 2ab4 − a2b4 + ab5 + a3R
+ 2a4R− a5R− a2bR+ 4a3bR− 3a4bR− ab2R− 12a2b2R+ 4a3b2R + b3R+ 4ab3R
+ 4a2b3R+ 2b4R− 3ab4R− b5R− a2R2 − 6a3R2 + 4a4R2 + 2abR2 + 6a2bR2 + 2a3bR2
− b2R2 + 6ab2R2 − 12a2b2R2 − 6b3R2 + 2ab3R2 + 4b4R2 + 4a2R3 − 6a3R3 − 8abR3
+ 6a2bR3 + 4b2R3 + 6ab2R3 − 6b3R3 + 3a2R4 − 6abR4 + 3b2R4 − a3v − 2a4v + a5v
+ a2bv − 4a3bv + 3a4bv + ab2v + 12a2b2v − 4a3b2v − b3v − 4ab3v − 4a2b3v − 2b4v
+ b5v + 2a2Rv + 12a3Rv − 8a4Rv − 4abRv − 12a2bRv − 4a3bRv + 2b2Rv − 12ab2Rv
+ 24a2b2Rv + 12b3Rv − 4ab3Rv − 8b4Rv − 12a2R2v + 18a3R2v + 24abR2v − 18a2bR2v
− 12b2R2v − 18ab2R2v + 18b3R2v − 12a2R3v + 24abR3v − 12b2R3v − a2v2 − 6a3v2
+ 4a4v2 + 2abv2 + 6a2bv2 + 2a3bv2 − b2v2 + 6ab2v2 − 12a2b2v2 − 6b3v2 + 2ab3v2 + 4b4v2
+ 12a2Rv2 − 18a3Rv2 − 24abRv2 + 18a2bRv2 + 12b2Rv2 + 18ab2Rv2 − 18b3Rv2
+ 18a2R2v2 − 36abR2v2 + 18b2R2v2 − 4a2v3 + 6a3v3 + 8abv3 − 6a2bv3 − 4b2v3 − 6ab2v3
+ 6b3v3 − 12a2Rv3 + 24abRv3 − 12b2Rv3 + 3a2v4 − 6abv4 + 3b2v4 + 3ab4v. (6.3)
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Then we obtain from Lemma 5.1 that
ωc(R, v) =
1
24R
∣∣∣∣∣∣
R∑
a=0
R∑
b=0
(−1)a+b (R + a− 1)! (R+ b− 1)!
(2a)! (R− a)! (2b)! (R− b)!


∑
λ,µ
cλ,µa
λbµ


∣∣∣∣∣∣
=
1
24R
∣∣∣∣∣∣
∑
λ,µ
cλ,µ
(
R∑
a=0
(−1)a (R + a− 1)!
(2a)! (R − a)!a
λ
)(
R∑
b=0
(−1)b (R + b− 1)!
(2b)! (R− b)!b
µ
)∣∣∣∣∣∣ .
(6.4)
We can conveniently express the resulting sums in terms of hypergeometric functions4 and
their moments. Indeed, writing
(R + a− 1)!
(2a)! (R− a)! =
(−1)a
R
(−R)a (R)a
4a(1)a (1/2)a
,
we obtain
R∑
a=0
(−1)a (R + a− 1)!
(2a)! (R − a)! =
1
R
R∑
a=0
(−R)a (R)a
(1)a (1/2)a
(
1
4
)a
= 2F1
[−R, R
1/2
;
1
4
]
. (6.5)
For k a non-negative integer, define the kth moment of the above hypergeometric function
by
S(k)(R;x) :=
R∑
i=0
(−R)i (R)i
(1)i (1/2)i
xiik. (6.6)
Then from (6.4) we obtain the following result.
Proposition 6.1. We have
ωc(R, v) =
1
24R
∣∣∣∣∣∣
∑
λ,µ
cλ,µS
(λ)(R; 1/4)S(µ)(R; 1/4)
∣∣∣∣∣∣ , (6.7)
where the cλ,µ’s are given by (6.2), and the moments S
(k)(R;x) by (6.6). 
4The hypergeometric function of parameters a1, . . . , ap and b1, . . . , bq is defined by
pFq
[
a1, . . . , ap
b1, . . . , bq
; z
]
:=
∞∑
i=0
(a1)i · · · (ap)i
i! (b1)i · · · (bq)i
zi.
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7. Computation of the moments S(k)(R; 1/4)
As the largest exponent of a or b in (6.3) is 5, in order to evaluate the sum (6.7) we need
to find the moments S(k)(R; 1/4) for k = 0, 1, . . . , 5. These are provided by the following
result.
Lemma 7.1. For any non-negative integer R we have
S(0)(R; 1/4) = cos
(
Rπ
3
)
(7.1)
S(1)(R; 1/4) = − R√
3
sin
(
Rπ
3
)
(7.2)
S(2)(R; 1/4) = −R
2
3
cos
(
Rπ
3
)
− 2R
3
√
3
sin
(
Rπ
3
)
(7.3)
S(3)(R; 1/4) =
R(R2 − 2)
3
√
3
sin
(
Rπ
3
)
− 2R
2
3
cos
(
Rπ
3
)
(7.4)
S(4)(R; 1/4) =
R2(R2 − 12)
9
cos
(
Rπ
3
)
+
2R(6R2 − 5)
9
√
3
sin
(
Rπ
3
)
(7.5)
S(5)(R; 1/4) =
−R(3R4 − 120R2 + 74)
27
√
3
sin
(
Rπ
3
)
+
10R2(2R2 − 9)
27
cos
(
Rπ
3
)
(7.6)
Proof. Define the kth descending moments S〈k〉(R;x) by
S〈k〉(R;x) :=
R∑
i=0
(−R)i (R)i
(1)i (1/2)i
xii(i− 1) · · · (i − k + 1). (7.7)
It readily follows by differentiating S〈0〉(R;x) = 2F1
[−R, R
1/2
;x
]
k times that
S〈k〉(R;x) = xk
dk
dxk
2F1
[−R, R
1/2
;x
]
. (7.8)
On the other hand, by a well known formula (see e.g. [17]), we have the closed form
evaluation
2F1
[−R, R
1/2
;x
]
= cos(2R arcsin
√
x), (7.9)
which upon specializing x = 1/4 gives (7.1).
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Using (7.9), we obtain from (7.8), after simplifications, that
S〈1〉(R; 1/4) = − R√
3
sin
(
Rπ
3
)
(7.10)
S〈2〉(R; 1/4) = −R
2
3
cos
(
Rπ
3
)
+
R
3
√
3
sin
(
Rπ
3
)
(7.11)
S〈3〉(R; 1/4) =
R(R2 − 2)
3
√
3
sin
(
Rπ
3
)
+
R2
3
cos
(
Rπ
3
)
(7.12)
S〈4〉(R; 1/4) =
R2(R2 − 9)
9
cos
(
Rπ
3
)
− 2R(3R
2 − 7)
9
√
3
sin
(
Rπ
3
)
(7.13)
S〈5〉(R; 1/4) =
−R(3R4 − 75R2 + 152)
27
√
3
sin
(
Rπ
3
)
− 10R
2(R2 − 9)
27
cos
(
Rπ
3
)
(7.14)
Clearly, the moments S(1) and S〈1〉 are the same. The higher order moments (6.6) can be
easily expressed as linear combinations of the descending moments (7.7) using the relations
i2 = i(i− 1) + i
i3 = i(i− 1)(i− 2) + 3i(i− 1) + i
i4 = i(i− 1)(i− 2)(i− 3) + 6i(i− 1)(i− 2) + 7i(i− 1) + i
i5 = i(i−1)(i−2)(i−3)(i−4)+ 10i(i−1)(i−2)(i−3)+ 25i(i−1)(i−2)+ 15i(i−1) + i
The corresponding linear combinations of equalities (7.10)–(7.13) yield (7.2)–(7.6). 
8. Proof of Theorem 2.1
Here we put together the results from the previous sections to prove our main result.
Proof of Theorem 2.1. By Proposition 6.1, it suffices to evaluate the sum S on the right
hand side of (6.7), where cλ,µ is the coefficient of a
λbµ in (6.3). Thus S is a sum of 120
terms, each equal to a concrete monomial in R and v times the product of two moments
from the list (7.1)–(7.6). Using a computer algebra package such as Mathematica, this
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yields, by Proposition 6.1, that
S = − 2
27
R2(2R− 6v − 1)(4R− 6v − 1)[4R2 − 2R(6v + 1) + 4v(3v + 1)− 2]
+
2
27
cos
(
2Rπ
3
)
R(2R− 4v − 1)[6R2 − 3R(12v + 1) + 36v2 + 6v + 1]
−
√
3
81
sin
(
2Rπ
3
)
[24R4 − 24R3 − 2R2(216v2 + 12v − 5)− 2R(12v + 1)(36v2 + 6v − 1)
− 4v(3v + 1)(6v − 1)(6v + 1)]. (8.1)
For R a multiple of 3, this simplifies to
S = − 8
27
R2(R− 3v)(2R− 3v)(4R2 − 12Rv + 12v2 − 8R+ 16v + 3). (8.2)
When R is a multiple of 3 plus 1, (8.1) becomes
S = − 4
27
R(2R+ 1)(R− 3v − 1)(4R− 6v − 1)(2R2 − 6Rv + 6v2 −R− v), (8.3)
while for multiples of 3 minus 1 it is
S = − 4
27
R(2R− 1)(2R− 6v − 1)(2R− 3v − 1)(2R2 − 6Rv + 6v2 + 2R− v). (8.4)
By Proposition 6.1, this implies that the exact value of the correlation ωc(R, v) is
ωc(R, v) =


1
81R(R− 3v)(2R− 3v)(4R2 − 12Rv + 12v2 − 8R+ 16v + 3), R = 0 (mod 3)
1
162 (2R+ 1)(R− 3v − 1)(4R− 6v − 1)(2R2 − 6Rv + 6v2 −R− v), R = 1 (mod 3)
1
162 (2R− 1)(2R− 6v − 1)(2R− 3v − 1)(2R2 − 6Rv + 6v2 + 2R− v), R = 2 (mod3)
,
(8.5)
which proves the first asymptotic equality in (2.2).
In order to prove the second asymptotic equality, consider a rectangular coordinate
system in Figure 2.5 with origin at the intersection of the two dotted lines ℓ1 and ℓ2. It
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is readily verified that the coordinates of the midpoint of the basis of the original gap O1
are (3v − 2R,−v√3), while the coordinates of its mirror images in O2, . . . , O5 are
(3v −R,R
√
3− v
√
3), (2R− 3v,−v
√
3), (R − 3v,R
√
3− v
√
3), (R, 2v
√
3−R
√
3),
and (−R, 2v
√
3−R
√
3),
respectively. Therefore we have
d(O1, O2) = 2R
d(O1, O3) = 2(3v − 2R)
d(O1, O4) = d(O1, O5) = 2
√
3(R2 − 3Rv + 3v2)
d(O1, O6) = 2(3v −R),
which implies the second asymptotic equality in (2.2). 
9. Concluding remarks
We have analyzed the interaction of a gap with a 60◦ corner in a sea of dimers on the
hexagonal lattice, and obtained the exact expressions (8.5) for the resulting correlation.
The asymptotics of this correlation turns out to be given, up to a multiplicative constant,
by the sixth root of the joint correlation of the collection of six gaps consisting of the
original gap and its five mirror images in the sides of the 60◦ angle. This constitutes a
more complex situation in which electrostatic analogs apply in the context of correlations
of gaps in dimer systems (two related situations are treated in [4] and [8], but they concern
the interaction with an edge — as opposed to a corner — and give rise to a single image
for a gap).
We conclude this paper by pointing out the interesting feature that even before taking
asymptotics, the exact values of the correlation ωc(R, v) already present a high degree of
factorization. It would be interesting to understand why this is the case, as well as any
physical interpretation that this might have.
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