Thermal oxidation of silicon is described as a three-component thermodynamic local process involving silicon, silicon oxide, and oxygen molecules. A simplified system of model equations is used to demonstrate the evoluton of the Si-Si02 interface. For the one-dimensional case the equivalence with the model of Deal and Grove could be shown analytically. For that purpose effective interface coordinates have been introduced which establish the connection between the conventional concept of sharp interfaces and our "diffusive" interface, i.e., a transition region between pure silicon and pure silicon oxide.
Introduction
Thermal oxidation of silicon is one of the most important processing steps during the production of semiconductor devices. The historic development of the theoretical formalism for its description can be represented as a three-stage process. Based upon the fundamental work of Deal and Grove [1] , which appeared as early as 1965, one-dimensional simula tions of thermal oxidation process steps could be car ried out with remarkable success. One of the basic ideas of the method was the concept of a sharp inter face between the silicon and the oxide region. Oxide growth was supposed to occur solely along the direc tion of simulation. Because of these restrictions due to one-dimensionality, the physical development of the formalism was mainly on the side of reacton kinetics [2] [3] [4] ; stress effects, for instance, could not be taken into account properly.
With decreasing dimensions of the semiconductor devices the latter assumption became more and more invalid; lateral oxide growth and movement had to be taken into account, e.g., for the treatment of shaped surfaces [5] or for the familiar "bird's beak". So a generalization of the Deal-Grove concept to two di mensional simulations was necessary; an excellent representation can be found in the fundamental paper of Chin et al. [6] , Now that a two-dimensional formalism had been established, a variety of physical phenomena could Reprint requests to Dr. U. Weinert, Siemens AG, OttoHahn-Ring 6, W-8000 München 83. and had to be taken into account. The most important aspects were the incorporation of stress effects (see, for instance, the papers of Kao et al. [7, 8] ) and the viscousflow properties of the silicon oxide material [9] [10] [11] .
With the growing need of small structures and thin oxide layers, the interface between silicon and silicon oxide is becoming more and more important. Here we enter the last one of the three stages mentioned at the beginning of our discussion. Microscopic properties of the transition region between Si and S i02 have to be studied in detail [12] [13] [14] [15] [16] , and a proper formalism has to be made available for their incorporation. Not only on the microscopic level mentioned above, a higher resolution of the interface representa tion seems necessary, but also on a slightly enlarged scale where, due to roughness effects of the silicon surface, a certain "transition" layer has turned out to be a useful model concept [17] [18] [19] [20] . We note in passing that the difference between the two scales, i.e., the molecular scale of about 2 nm on the one hand and the roughness scale on the other hand, eventually de creases to less than a single order of magnitude. It turns out that our formalism can be easily adjusted to either scale by tuning a model parameter; more details can be found in Section 4.4.
The main reason for our own attempts to set up a simulation system for the thermal oxidation process of silicon was a certain lack of uniqueness and consis tence of what we shall call the sharp-interface model. Instead of separating the two materials silicon and silicon oxide from each other into different spatial regions, we consider it more natural to permit a con tinuously varying coexistence of both at any point 0932-0784 / 91 / 09 00 -967 $ 01.30/0. -Please order a reprint rather than making your own copy.
(this is what we call the "diffusive" oxidation regime). In essence, we have to describe the entire system under consideration as a thermodynamic mixture of (at least) three components: Silicon, silicon oxide, and oxygen. The macroscopic interface between silicon and silicon oxide should then appear automatically as a result of the basic set of "kinetic equations"; all of its properties should be derivable from the result as well.
The elaborate task to produce a simulation system like the one mentioned above, can be divided into two parts. For checking most of the basic concepts, a onedimensional version of the formalism seems much more adequate than the full two-dimensional appara tus. A one-dimensional treatment provides its results faster and in a more transparent way, and moreover, it should be compatible with the classical Deal-Grove model. Then, after satisfactory results of the simplified one-dimensional version, the extension to two dimen sions can be attacked with all the variety of particular problems due to the two-dimensionality; they have been mentioned above, as far as physical aspects are concerned. In correspondence to this subdivision of problems, we have projected a set of two papers. In the present work we shall start with presenting some pre liminary one-dimensional considerations.
In Sect. 2 we set up the theoretical frame for the following discussions. Then, in Sect. 3 a brief introduc tion is given into the particular model concepts for a derivation of expressions for the diffusion coefficient and for the oxidation rate. It should be emphasized that the formalism is not restricted to the models in troduced in Section 3; these have been utilized only in the sense of a lowest-order approximation.
The numerical studies discussed in Sect. 4 are the straight-forward attempt to solve the one-dimensional problem on an equally spaced space-time grid. As the main numerical problem without any doubt, can be found on the two-dimensional side of our formalism, we have not put very much effort into refining the one-dimensional technique. Moreover, the problem turned out to be exactly solvable by means of a simi larity solution, which is in good agreement with the numerical results of Section 4.
The basic shortcoming of the similarity solution discussed in Sect. 5 is its only asymptotic validity [21, 22] , However, in our particular application this range of validity is sufficiently large: Any initial condition is, considered from the physical point of view, rather arbitrary, and a solution for these short times cannot be of significance.
One of the most interesting results of the present paper is derived in Sect. 6, where it is shown that the similarity solution of Sect. 5 has as a consequence the same oxide growth formula as the one derived from the Deal-Grove model. This rather satisfying agree ment is an encouraging motivation for further twodimensional considerations [25] .
Definitions and Basic Equations
Consider a three-component mixture of oxygen 0 2, silicon Si of an initially crystalline structure, and sili con oxide S i02. The corresponding concentrations are the silicon concentration CSi(x, f), the silicon oxide concentration C0x(x, r), and the oxygen concentration C(x, t). By an additional index 0 we characterize refer ence values: CSi0 is the silicon concentration in the pure crystal, C0x0 is the oxide concentration in the pure-oxide region, and C0 is the oxygen concentration outside the Si S i0 2 system.
The one-dimensional space where this mixture de velops, is decomposed into three parts: 1. the range 0 < x < oo, initially filled by the silicon crystal. 2. the range -x0(f)< x< 0, filled up with oxide, and 3. the range x< -x0(f) which is of no concern for our considerations; from this range we only take the boundary condition that the oxygen concentration at the S i02-0 2 interface has the constant value C0.
The silicon material is treated as immobile, i.e., the only variations of its concentration CSi(x, r) are due to oxidation processes. Furthermore, the silicon as well as the silicon oxide are treated as incompressible sub stances. Hence, as the volume expansion during the oxidation process is assumed to be constant, we have the equation
the experimental value for a is 2.2. The equation of change for the silicon concentra tion can now be written as
with the reaction term R due to oxidation of silicon to silicon oxide. The same reaction term appears in the equation of change for the oxygen concentration: Any oxygen molecule in a certain volume of space can be lost either by diffusion or by reaction, i.e., oxidation. Hence, the equation for the oxygen concentration is
i.e., the diffusion equation with the diffusion coefficient D(x, t) and with the additional reaction term R. Studying the time dependence of the solution of this diffusion equation, we notice that there are two time scales. The short time scale is given by the time deriv ative in (3). On the large time scale, which is the inter esting scale in our context, we therefore assume that the solution of (3) has always reached its steady state. Hence, for our actual problem we are left with the steady-state equatioñ
Now we have two partial differential equations for the two unknown functions C(x, r) and CSi(x, t) (the oxide concentration C0x is eliminated by means of (1)); with proper initial and boundary conditions the system is complete and can be solved. As initial condition we consider a situation with no silicon eaten away by oxidation. We thus have a sharp S i -0 2 interface at x = 0, no silicon oxide whatsoever, and constant val ues of the silicon and oxygen concentrations, 
respectively. With increasing time, the oxide layer develops with its upper boundary at x = -x0(r), xo(r)>0. (Note that the x axis points downwards into the crystal.) Basically, the oxide is treated as an incompressible fluid. Every volume element has a velocity v0x (x, t), and the oxide concentration is actually determined by a continuity equation of the form öC0s 8 t,0x(X' ° C°x(X' 0 = jR(C' Csi' Q 8r J , (7) incompressibility relation, (1), and integrating over x from x0(r) to infinity and over r, we end up with 00
Here already one of the boundary conditions has been used: There is never any pure silicon to be found in the upper half space (with x < 0), i.e.,
CSi(x, r) = 0 for x < 0 .
Furthermore, there is no silicon oxide in the space above x0(r), i.e.
disregarding any diffusion flux of oxide particles. Sub stituting the right-hand side of (7) by the equation of change for the silicon concentration, (2), using the CQx (x, r) = 0 for x < -x0 (r).
In the same region, i.e., for x < -x0(r), the oxygen concentration is assumed to be constant,
There are another two remaining boundary condi tions to be added, both of them concerning the solu tion for large values of x. From the intuitive point of view both are trivial; however, they are essential for picking out the correct solution. The conditions can be written in the form and lim CSi (x, r) = CSi0 , lim C(x, t) = 0.
There is another way to derive (8); it demonstrates explicitely the initial condition involved (cf. (5)): At starting time there is no silicon oxide yet to be found, i.e., all the oxide is generated during the process under consideration. Then the total number of oxide par ticles at time t is
The same number of silicon atoms, however, has been consumed by oxidation. Hence, the right-hand side of (15) is equal to the number of silicon particles removed
from the initial state,
Equating the right-hand sides of (15) and (16), we once again arrive at (8) . Actually, (16) is a possible definition for the coordi nate x x of an "effective" interface between silicon and silicon oxide. It is the very same coordinate which a sharp interface would have to have in order to describe the same process kinetics as we are concerned with here.
In this section we have introduced the system of differential equations to be solved; such a solution, however, can only be attempted if the diffusion coeffi cient D(x,t) and the reaction (oxidation) term R(C, CSi, C0x) are known. In the next section some models for their determination will be discussed briefly.
Model Concepts

Diffusion Coefficient
From a kinetic theory point of view the diffusion coefficient can be derived from an equation of motion. In a lowest-order approximation this equation of motion for the oxygen molecules can be written in the form
t). (17) m ox
In this equation, kBT/m is the Boltzmann factor for the oxygen molecules. BSi and B0x are collision ele ments for the characterization of the collisions be tween the oxygen molecules on the one hand and the silicon atoms and oxide molecules, respectively, on the other hand, j(x, t) is the particle flux density of the oxygen, caused by the concentration gradient on the left-hand side.
Equation (17) is valid for gaseous materials of small densities, an assumption which is certainly not correct in our case of rather densely packed silicon atoms. Hardly any oxygen molecule will be able to penetrate even the outmost layers of the crystal. Only after some initial oxidation has taken place, some holes will have been created and a certain "diffusive" regime might have developed. Fhus for no oxide molecules present there will be supposedly no oxygen molecules pene trating the silicon material. As an ansatz we shall account for this idea by changing (17) to kBT e c m 6x
Cv:r Co Ax, t)
CSi(x, t) + B0x C0x(x, t) j(x, t).
This equation can be considered the simplest way to describe an infinite number of collisions between the oxygen molecules and the silicon atoms, i.e., to model the impossibility for an oxygen molecule to penetrate into pure silicon.
In the oxide material the diffusion coefficient is sup posed to be known. With Fick's law we then have j(x,t) = -D 0x^.
(
19) ox
Comparing with (17) or (18), we then obtain -= D0xB0xC0x0.
(20) m (Note that in the pure-oxide region we have CSi (x, t) = 0 and, hence the constant value
for the oxide concentration.) With the abbreviating notation B,; ß' = Br (22) the result of (17) can be written as Do, Qio -aD(x, t) (ß' CSi(x, t) + CQx (x, t)). (23) Finally, we define the normalized silicon concentration
CSi(x, t) r/(x, t) = and obtain D(x, t) = D0x with ß = a ß ' -l .
After this detailed discussion of the transition from (17) to (25) By construction, this formula has the desired prop erty: In the region with pure silicon with r] -1 the diffusion coefficient D(rj) vanishes; no oxygen mole cule can move in this region. On the other side, in the region with pure oxide with rj = 0 the diffusion coeffi cient has the oxide value D0x. It is interesting to note that (25) , while yielding the same oxide diffusivity, results in a nonvanishing diffusion coefficient in the pure-silicon region. Figure 1 shows the characteristic features of our simplified models in a comprehensive way.
For analytical purposes a last diffusion coefficient shall be given; it has, however, a purely hypothetical character: Both properties mentioned above, are satis- fied by the extremely simple formula
which will be used in a later part of this paper.
Reaction Term
For the determination of the reaction term we apply a rather crude model on the basis of a hypothetical one-stage process: Let k be the (constant) reaction rate for the oxidation
in lowest-order approximation we then write R(C,CSi,C 0x) = kC(x, t)rj(x, t).
It is important to note that the inverse process, i.e., the reduction has been neglected. A more detailed discus sion of this topic is necessary if the influence of the (tensorial) stress on the chemical reaction is to be studied. This aspect, however, shall be put aside for the moment. Our introduction of the reaction rate is different from the conventional treatment where a surface re action rate on the (sharp) S i-S i0 2 interface is used. The connection between both types of reaction rates will be established in Section 6.
Now we have supplied all model functions necessary for a numerical treatment of our problem. This will be our objective in the following sections.
Numerical Solution
Scaling
The basic equations for a solution of our problem are (2) and (4) 
Apart from the normalized silicon concentration rj (x, t), defined in (24), we have introduced here the normal ized oxygen concentration
and the normalized diffusion coefficient
The use of these dimensionless quantities exhibits a natural scaling for the variables x and t. Equation ( 
Eventually, we can derive matching conditions from requiring a continuous oxygen particle flux density, i.e., the quantity SiA A (rj) -o<; is supposed to be continuous on the whole range of interest. Finally, the spatial coordinate of the Si02-0 2 interface, i.e., the upper boundary of the oxide region can be read from (8); we obtain 
Discussion
Some results of the numerical calculations can be found in Figs. 2 a and 2 b. For a set of times the com puted profiles are presented for the (normalized) con centrations of oxygen (Fig. 2 a) and silicon (Fig  ure 2b) . The upper oxide boundary is indicated in Fig. 2 a by a dashed vertical line.
For our numerical demonstration we have used the model parameter ß -10, i.e., the hypothetical diffusion constant in the pure-silicon region is set to 1/11 of its oxide value. This is certainly not a physically realistic choice. However, for increasing values of ß all our statements remain valid; the only variation due to the increase of ß (and y) is a decrease of the width of the transition zone. Our figures indicate a transition width of about 1.5xref, going down to about 0.02 xref for ß = 1 0 5.
For the determination of the numerical values for our reference quantities xref and trcf, we need the reac tion rate k for the oxidation process (cf. (31)). After its connection with the surface reaction rate of Deal and Grove has been established (see Sect. 6.2, (83)), we are able to extract all physical numbers needed from a comparison between our results (in the normalized version) and applications of the Deal-Grove formula in the literature [23, 24] . The results are reference lengths varying with temperature T roughly between 500 nm (for T = 900 °C) and 50 nm (for T = 1100 °C). Correspondingly, the reference time £ref varies be tween 7 h and 90 sec, respectively.
The dependence of the numerical results on the par ticular type of model for the diffusion coefficient (see Sect. 3.1) is rather unsignificant; only the shape of the interface profile varies slightly due to changes of the model diffusivities (see Figs. 3 a and 3 b, Section 5). Therefore we have restricted ourselves to just present ing the case of (25) . This choice has the advantage of being compatible with the two-dimensional calcula tions to be discussed in a parallel paper [25] .
In Fig. 2 a the linear regime of the oxygen concen tration i t ) can be seen. It extends over the region where the silicon concentration ?/(<!;, t) is practically 0, i.e., over the pure-oxide region. Figure 2 b exhibits an important invariance property of the solution. After a small initial period an interface profile has evolved which moves along the £ axis with time-dependent velocity and invariant shape. This property gives rise to the considerations in the subsequent sections. The resulting thickness of the oxide layer is discussed in Sect. 6 in comparison with the results of the DealGrove model. In Sect. 5 an ordinary differential equa tion is derived, which allows the immediate deter mination of the invariant interface profile appearing in Figure 2 b.
The extension of the "diffusive" interface region can be estimated roughly by inspecting Figure 2 b. In our special case we have chosen for the parameter ß (cf. (25)) the value 10, which yields an interface range of about 1.5 (in units of xref). With increasing values of ß the width of the diffusive region decreases; by means of the choice ß = 1 0 5, for example, the width of the transition regime could be reduced to about 0.025. In connection with the values for xref given above, we realize that we are able to cover a vast variety of physical orders of magnitude. A more specific fit of the parameters ß or y, i.e., the choice of the particular physical scale, shall be left open for the time being. Earlier investigations (see, for instance, [26] and [13, 14] ) suggest an interface width of about 2.5-4 nm.
Similarity Solutions
The starting point for any discussion of similarity solutions is the basic assumption that there exists a set of similarity variables such that the number of inde pendent variables of the partial equation can be re duced. In our case the set (x, f) or (£, t), respectively, of independent variables is reduced by the assumption that there is a similarity variable ((£, t). With this variable we make the ansatz *(&T) = F (0 (45) and >M£,t ) = g(x)N(Q.
The first part of this ansatz, (45), can be partially justified by inspecting the shape of the function t): For £ ->oo, for example, the value of f/ becomes 1, no matter at what time it is considered. Therefore a time dependent factor like g(z) in (46) is not necessary in (45). The second part of our ansatz, (46), is more gen eral; actually, it means an ordinary separation of the variable ( from the time t. Empirically, the results of the numerical studies discussed in the previous section give rise to assuming that the function rj (£, r) is shiftinvariant with respect to the spatial coordinate. This means that at time ti the function rj(£, r j is the same as the function at time t 0 , shifted by a certain coordi nate difference , i.e., rj (£ -^, t 0). This empirical fact is taken into account by a second assumption, T) = f -f i f r ) .
As has been demonstrated, there is strong evidence for our special similarity ansatz; the final proof for its correctness, however, can only be supplied by verifica tion. We start with the silicon continuity equation (40). Inserting the functions F(£), N(Q, g(t), and ^(t), we obtain g( t) = dr as well as the ordinary differential equation dF -= N (Q F( Q. du (48) (49) Correspondingly, we obtain from the (stationary) dif fusion equation (41),
We have now constructed a system of ordinary differ ential equations for the determination of the functions F(0 and iV(£). It can be solved formally, as will be demonstrated in the following considerations.
To prepare the first integration step, we eliminate the reaction term on the right-hand sides of (49) and (50). Thus we obtain a single equation.
which can be integrated easily. Without any particular assumption about the function A (F) we note that the ( derivative of N(Q vanishes for large values of the argument. Hence, the constant of the first integration is fixed, and we have
Now we are able to eliminate the function N(Q. We combine (52) with the silicon continuity equation (49) and obtain
Figures 3 a and 3 b show the numerical solution of this differential equation for the model diffusion coeffi cients given in Sect. 3.1 with various parameters ß and y. In Sect. 4.4 we have discussed the case shown in Fig. 3a with ß = \0 . It is easily compared with the profiles appearing in Fig. 2 b and demonstrates the validity of our similarity solution. Obviously, the model described by (25) , i.e., with a finite diffusivity in the silicon region, yields solutions with a quality slightly different from the linear model, (30), and the model described by (28), i.e., with no diffusion in the pure-silicon region. Both Figs. 3 a and 3 b again ex hibit the dependence of the thickness of the transition regime on the choice of the parameters ß and y that has been mentioned already at the end of the previous section. For a general analytic discussion of the second inte gration step we proceed as follows: We exchange the roles of £ and F. Thus let £ be a function of F, i.e., £ = £(F). Then we define a function z(F) as (54) Using this function, we can rewrite (53) in the form
With A (F) given as suggested in the models discussed in Sect. 3, this equation can be integrated analytically.
For the most simplified model given by (30) we obtain, for instance,
Inserting this result on the left-hand side of (54), we end up with a differential equation whose integration constitutes the third integration step; we have to solve the equation
The integration of this equation is easy; we obtain two branches, c -c 0= ± V 2 log(VT).
At £ = £0 we have F = l . Moving along the positive direction of the £ axis means moving downward in the silicon material; we have to restrict the £ interval to -oo < £ < £0. Finally, we rewrite (58) in a more familiar form as
As mentioned above, the result is valid for negative arguments £. Thus (59) represents the profile of the "soft" interface between silicon and silicon oxide in a frame of reference moving with the (normalized) veloc ity g(z). From (49) we obtain
There is a certain freedom in the choice of £0. As only the product of iV(£) and g(r) has physical significance, there is in principle the possibility to choose one "con stant of integration" at wish. In later discussions we
This choice for N{0) is not restricted to any particular choice of the model for the diffusion coefficient. For our special example, (59) and (60), we then have
It is interesting to note that the function g(i) or the velocity v^t) has not yet entered our considerations explicitly. The similarity variable £ contains the refer ence coordinate ^. In view of subsequent discussions, we identify this reference coordinate with the effective interface coordinate (cf. (16)). At the same time, we have established the connection with the upper oxide boundary -. The entire process of determining the function g(x) is thus closely connected with satisfying the boundary conditions. As this is a problem of its own, its discussion will be given in the next section.
6. Oxide Growth
Rigorous Treatment
At the beginning of our discussions we assume that the transition regime, i.e., the thickness of the soft interface is small compared to the total oxide thick ness. It then seems a reasonable lowest-order approx imation to substitute our "diffusive" interface by a sharp one at a certain spatial coordinate. After the considerations of the previous sections, there appears a useful choice for such an interface coordinate: The reference coordinate ^(t). Talking about a sharp in terface means (cf. Sect. 2) to assume that there is no silicon in the interval and no silicon oxide at any £>£(t). Then, however, we obtain from (8) and (16):
Accordingly, the (normalized) oxide thickness then reads need the quantity N(0), which we now fix as
With the model concept of a sharp interface we are now at the basics of the Deal-Grove model; there we can find a way to evaluate the oxide growth. However, a more rigorous treatment should be possible on the basis of our previous considerations. Note, for in stance, that during the numerical studies in Sect. 4 there was no further information necessary to obtain the desired oxide growth. Here we are going to discuss the question how such a growth could be obtained on the basis of the similarity solution.
Suppose that we have calculated the functions F(£) and JV(0-Note that after F(Q has been found, the function N(Q can be read from the silicon continuity equation as 1 dF
The problem now is to determine the function ^ (t) such that the boundary conditions at the S i02-0 2 interface are satisfied. Thanks to the normalization of the function ij/, (34), we have at this boundary ij/ (-£0 (t), t) = 1. Hence,
The assumption that a similarity solution has any significance, is in accordance with the above assump tion of a small transition regime. Hence, we can take (63) serious and are thus left with a single differential equation for ^ (t):
With the function N(Q given, the problem is thus reduced to the integration of an ordinary nonlinear differential equation. Taking the time derivative on both sides of (67), we obtain
The derivative of iV(£) can be taken from (52):
For F(0<^ 1, i.e., for sufficiently large times, (69) yields the constant value 
(the initial condition for ö(x) was assumed to be <5(0) = 0). This result can be compared with the results of the Deal-Grove model which is discussed briefly in the next subsection.
Deal-Grove Model
The Deal-Grove model starts from the assumption that at the (sharp) S i-S i0 2 interface the particle flux is balanced, i.e., there are as many oxygen molecules moving in from above as are consumed by silicon oxidation. As the latter number is the same as the number of silicon atoms consumed by oxidation, we obtain Dr C,0 -CfxJQ, t) _ dxt " Csi0 dr xo(t) + *i(0
In our normalized notation this reads (again with N(0) = 1)
It should be mentioned that in the original version of the Deal-Grove model, the right-hand side of (76) is expressed in terms of a surface reaction rate ks for the silicon oxidation. The connection between this original version and (76) is established by the relation
the meaning of the equation is obvious after the fore going remarks. It is interesting to elaborate the relation between the surface reaction rate ks and the conventional (volume) reaction rate k introduced in (31). For that purpose we start from the definition of the effective S i02-Si inter face (cf. (16)),
Taking the time derivative of this equation and sub stituting the derivative of by the silicon continuity equation (32), we obtain C« dd f = kC0 j {ij/(x, t) rj(x, t)} dx .
We insert the similarity ansatz, (45) and (46) as well as (50), which enables us to evaluate the integral in (80):
Neglecting F(£ -^(t)) at £ = 0 (see the transition from (69) to (70)), we can substitute the integral in (81) by 1. Finally, we insert xref from (36) and compare the result with (78). Thus we obtain the relation (again with N(0)=1)
After this brief excursion we continue to discuss (76).
we rewrite (77) as
The simple solution of this differential equation is
which can be rewritten in form of (75), i.e., we have shown that the assumptions of the Deal-Grove model are essentially equivalent to assuming the existence of similarity solutions combined with the asymptotic condition contained in (70). The remark should be added that, as far as the constants N{0) and g(0) are concerned, the match between the similarity solution and the Deal-Grove model is even more general than demonstrated in this brief discussion. For a comparison of the numerical results shown in Sect. 4.4 with the Deal-Grove formula, we have to restrict ourselves to times x>x0, x0 being the time needed for the evolution of the invariant interface pro file. In this period of time, however, an initial oxide pad of thickness < 50 has been built up. According to the Deal-Grove model, we then have instead of (85) The time shift t 0 has to be picked empirically in such a way that at times x > x0 the interface profile is prac tically independent of the initial profile at i = 0. After this time x0 has been extracted from the result of the numerical calculations, the thickness <50 of the oxide layer has to be matched between the numerical results and the Deal-Grove formula. Figure 4 presents the comparison between the Deal-Grove formula, (86), with suitably adjusted parameters r 0 and <50 and the time dependent oxide thickness extracted from the numerical solution discussed in Section 4.
Concluding Remarks
In the foregoing sections we have developed a formalism which describes the thermal oxidation of silicon. In a natural way the free boundary of the oxide as well as the S i-S i0 2 interface evolve from the solu tion of the fundamental system of partial differential equations. It is understood that the basic physics underlying this system of equations is all but com plete; the models that have been used (see Sect. 3) are rather restricted and unsophisticated. However, they are sufficient for a discussion of the main features of our formalism. After the method has been established, a generalization to more realistic models should not be too difficult.
The concept of a "diffusive" S i-S i0 2 interface has been introduced, emphasizing in each step the close correspondence to the classical model of Deal and Grove. This connection could be established after defining the coordinates of an "effective interface" rep resenting the conventionally used sharp boundary be tween the silicon and the silicon oxide region. We have the strong feeling that this concept of a soft transition not only results in a more consistent and unique for malism from the mathematical point of view (note, for instance, that no a priori movement of the interface in any direction whatsoever has to be assumed!), but also allows an easier incorporation of more developed future model concepts within the interface region. While these conceptual advantages remain some what hidden in a one-dimensional treatment, they be come much more essential within the framework of a two-dimensional consideration.
The important tool for establishing the logical con nection between our results on the one hand and the Deal-Grove relation on the other hand turned out to be the similarity solution of our rather transparent set of partial differential equations. Reversely, this equiv alence between the similarity solution and the DealGrove technique exhibits the basic features of the latter formalism. For that reason we have dedicated a whole section to working out the similarity solution which could be shown to be even exactly solvable, inspite of the fact that such a solution might be of only academic interest in the context of realistic applica tions.
The next step towards the development of the for malism, which goes far beyond the scope of the DealGrove method, is the appropriate extension of our basic ideas to the two-dimensional case. Such a gener alization has been attacked successfully and is the object of a further paper [25] .
