Abstract-In a real world, emotion plays a significant role in rational actions in human communication. Given the potential and importance of emotions, in recent years, there has been growing interest in the study of emotions to improve the capabilities of current human-robot interaction. The emotion recognition from text modality is a necessary step to develop affective conversational interfaces. In this paper, we present an effective hybrid approach to improve the performance of emotion recognition from text by combining linguistic, pragmatic, and keyword spotting features.
I. INTRODUCTION
One of the interesting challenges in the community of human-computer interaction today is how to make computers be more human-like for intelligent user interfaces. In several experiments of Reeves and Nass [1] , they show that humans impose their interpersonal behavioral patterns onto their computers. Thus, the design of recent human-computer interfaces should reflect this observation in order to facilitate more natural and more human-like interaction.
Emotion, one of the user affect, has been recognized as one of the most important ways of people to communicate with each other. Given the importance and potential of the emotions, affective interfaces using the emotion ofthe human user are gradually more desirable in intelligent user interfaces such as human-robot interactions [2] . Not only is this a more natural way for people to interact, but also it would be believable and friendly in human-robot interaction. In order for such an affective user interface to make use of user emotions, the emotional state of the human user should be recognized or sensed in many ways from diverse modality such as facial expression, speech, and text. Among them, detecting the emotion within an utterance in text is essential and important as the first step in the realization of affective human-computer interfaces using natural language. Our research is confined to information within the utterance as textual modality because this modality is a significant and reliable input in recognizing emotions and the accessibility and efficiency is higher than those of the image and signal processing. Thus, this paper investigates the automatic recognition of emotions in human-robot interaction using the combination of several feature sets from a textual input.
The remainder of this paper is organized as follows: First, we describe related works and our emotion categories to recognize the emotions of human user in section 2 and 3. Next, we specify our feature extraction method to classify our emotional categories in section 4. Then, in section 5, we explain our experimental results in our application and show that the combination method of keyword spotting and statistical classification is effective by comparing the baseline models. Finally, this paper concludes with a discussion to develop an affective user interfaces and some proposals for future work.
II. RELATED WORKS
There are previous approaches for the emotion recognition using textual modality such as keyword spotting and feature-based statistical classification using machine learning methods. The approach of keyword spotting is the most popular and naive method for the emotion recognition [3] . People tend to use specific words to express their emotions in human-human communication because they have learned how some words are related to the corresponding emotions. Intuitively, the presence of obvious emotional keywords like "happy," "sad," and "enraged" may be easily classified into the corresponding emotional category. However, this method has serious problems in two respects. One is that the word-level information can not consider the contextual meaning in an utterance-level such as negation and idiom. It will likely detect an incorrect emotion on the utterance like "I have never been happy." The other is that this could not work out when no obvious keyword exists within the user utterance. For example, "When is the lecture finished?" can not be correctly classified into "bored" emotion using this method alone. The statistical classification is another famous approach which has been applied to the problem of emotion recognition [4] . This approach can reflect not only the emotional keywords as in the keyword spotting approach, but also useful features like n-gram and part-of-speech tag. However, the problem of feature selection is still left to improve the performance of emotion recognition.
In this paper, we investigate the effect of various feature sets for textual input and present a hybrid method combining the keyword spotting features to statistical classification for recognizing the emotions of user utterances.
III. EMOTIONAL CATEGORIES
In human-human communication, we can observe a lot of emotional states including "happy," "sad," "surprise," "fear," and so on. These categories of emotion help the conversational agent like the chatbot or intelligent robot to give more human-like responses based the emotional state of the user.
978-1 -4244-1635-6/07/$25.00 ©2007 IEEE. However, in task-oriented application like spoken dialog systems, it need the notion of application dependent emotions, and thus focuses on a simplified set of emotions such as negative, neutral and positive. For example, the detection of negative emotions can be used as a strategy to improve the quality of the service in call center application. Thus, the emotional categories are dependent on the corpus and application domain. In our work, we define the emotion set which is categorized in Table 1 . This is similar to the set used by Polzin [5] except "bored" emotion instead of "disgusted."
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In particular, neutral is used in the place that there is no emotion present in the utterance or that there is no emotion discernable.
IV. FEATURE EXTRACTION
The basic algorithm within emotion recognizers is very similar to text categorization and topic detection in natural language applications. Many of emotion recognition system use the feature-based statistical classification with combination of several features using appropriate machine learning methods. In this approach, all of the feature set may not be equally useful and important for emotion recognition, therefore creating the need for the reasonable feature extraction methods. The feature sets for textual modality have commonly included the linguistic and pragmatic features. In addition to these feature sets, we investigated the use of the keyword spotting features to improve the performance of emotion recognition in the following sections.
A. Linguistic Features
As a traditional linguistic feature, we extract n-grams up to length of n = 2 and use them as feature in a bag-of-words approach. In addition, we extract some lexical and syntactic features from the result ofpart-of-speech (POS) tagging such as last POS tag and last morpheme. However, we exclude the high-level linguistic information like phrase structure and dependency relation since they require more complex natural language processing like phrase chunking and parsing, and their results are less reliable than that of POS tagging on the colloquial style text.
B. Pragmatic Features
Since word-level features may not explicitly indicate deep information in the utterance-level, the pragmatic features are also important to automatically classify emotions as explicit utterance-level features.
The Dialog Act (DA) feature set as a typical pragmatic feature is helpful to classify emotions in user utterances because DA's can represent the current dialog state of a human-robot interaction and impose the utterance-level context in a dialog. There are multiple ways to define dialog act set which ranges from generic to specific. For this study, we define 7 tags used frequently based on the Dialog Act Markup in Several Layers (DAMSL) scheme [6] , and each user utterance is labeled with one dialog act where a few examples of the most frequent tags in the corpus are statement, yes-no-question, and open-question.
In addition, we use the domain feature set which indicates the user's topic of interest because the linguistic pattern and lexicon to express the emotion of the user may be domain-dependent.
C. Keyword Spotting Features Some studies show there are often-used lexicons for the expression of emotion and its intensity [7] . For detecting more obvious emotional keywords, they should be assigned the weight correlated to a particular emotional class. In this section, we introduce two weighting methods to the automatic extraction of the emotional keywords in the corpus.
Firstly, TF*IDF is commonly used in information retrieval for weighting content words. Term frequency (TF) is the simplest measure to weight each term in the utterances given emotion category. Inverse document frequency (IDF) concerns term occurrences across a collection of corpus, and means that the terms which rarely occur over a collection of corpus are valuable. Salton proposed to combine TF and IDF to weight terms, and showed that the product of them gave better performance [8] . We used the TF*IDF weighting for emotional recognition as in (1) (1)
Term frequency, tf1j, is the raw frequency of emotional keyword k, of a emotional class e,. Inverse term frequency is the logarithm of ni over N, N is the total number of emotional class in our data and ni is the number of emotional classes that contain term ki. The factors TF and IDF would contribute to improve the recall and the precision respectively.
Secondly, Lee and Narayanan [4] also suggested the emotional salience to automatically learn and spot "emotionally salient words" in order to improve the recognition of emotions. To extract emotional keywords in the utterances, they adopted the information-theoretic concept of "emotional salience." The emotional salience shown in (2) is the sum of the amount of information that a specific word contains about a given emotion category, and is defined as mutual information between a specific word (vn) and emotion class (ek) sal (vn ) =I (E; W = vj = 2>:P(ek vn )i(vn,,ek ) (2) The partial list of the emotional keywords using the salience and TF*IDF weighting schema in the corpus are given in Table 2 . Emotion here represents the one maximally associated with the given word.
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.f * idf(k,) Although the linguistic feature set imposes the keyword information with the bag-of-words, the keyword spotting feature is more indicative and reliable feature set than the pure bag-of-words to improve the classification of emotion.
To extract the keyword spotting features, we calculate the weight of the emotional keywords and predict the emotion class only using these weights. Then, we obtain n-best keyword list from more important ones to less important ones by weighting the emotional keywords within the user utterance. For example, in the utterance like "I am very sad," the most important keyword is "sad" and the second one is "very." Similar to the n-best keyword list, we use n-best emotion class of the current utterance only using the keyword weighting. We use them as the keyword spotting features by combining to the linguistic and pragmatic features which are summarized in Table 3 . 
A. Dialog Corpus
We constructed a dialog corpus for entertainment chatting in human-robot interaction which contains 2900 user utterances in 10 domains such as "sports," "love," "weather," "music," and so on. We used the chat corpus for entertainment because it contains relatively much more emotion-related utterances of the user rather than those in the goal-or task-oriented dialogs. To apply the statistical classification, the user utterances in the corpus were manually labeled as a set of emotional classes and a set of pragmatic features used as feature sets. The distribution of emotions within this corpus is given in Table 4 which shows that the emotion of "Neutral" occurred frequently. To accommodate this distribution for some of the experiments, we divided the data into two reduced emotional classes: "Neutral" and "Emotional." The "Emotional" class contains all other classes except the "Neutral" class. This configuration has a more reasonable distribution with 2122 (73.17%) neutral utterances and 778 (26.83%) emotional utterances. B.
Results Our experiments applied the maximum entropy (ME) classifier to the automatic classification of the emotion as the machine learning method. ME classifier have shown good performances in several natural language applications [9] . 10-fold cross validation was used to obtain the results reported in this section. We present our results of several experiments for the emotion recognition using different feature-set combinations. Table 5 shows the accuracy and error reduction rate of our emotion recognition system. The accuracy ofthe baseline system is 73.17% which represents the performance of the classification using the majority class. Since 73.17% of all user utterances are neutral, this is the accuracy that we can achieve without any information at all and by simply marking this class for every utterance. This experiment has three important results. First, the accuracy using the pragmatic feature sets of dialog act and domain was recorded to be approximately 83.62% with highly better performance comparing to the baseline. Second, we observed the classification accuracy of 84.24% when we used the features combined linguistic, pragmatic, and keyword spotting feature sets. This represents a 11.07% improvement over the baseline performance and a 0.62% improvement over the linguistic and pragmatic features together. Thus, this result shows that the keyword spotting features are helpful to predict the emotions of the user utterance. Finally, we had better results by choosing the emotional salience measure to the automatic extraction of the emotional keywords. The emotional salience method significantly outperforms the TF*IDF weighting in this application.
We also evaluated the binary classification with only "Neutral" and "Emotional" classes shown in Table 6 . The performance of the binary classification shows the similar patterns as the multi-class classification, but exhibits much higher accuracy than the multi-class performance. We also attempted the emotion-only testing to determine the ability of our approach to distinguish between only the emotional classes without the majority class of "Neutral." The distribution of the emotional classes for this experiment was: Afraid (18.64%), Angry (15.68%), Bored (7.97%), Happy (23.26%), Ironic (5.40%), Sad (20.311%), and Surprise (8.74%). We observed the best accuracy of 70.05% using only the linguistic features. The classification accuracy slightly decreases when combining with pragmatic features and keyword spotting features. We think that these features are not able to make the emotion-only testing helpful because of the data sparseness.
VI. CONCLUSION AND DISCUSSION
In this paper, we present an effective hybrid approach to classify the emotions of utterances into the pre-defined emotion categories. We explored a hybrid method combining the statistical feature-based classification and the keyword spotting approach to the automatic classification of the emotions of user for the affective user interfaces. Our work focused on the recognition of emotions in the natural language dialogs for entertainment by combing the linguistic, pragmatic, and keyword spotting features. All of them were proved to improve the performance of emotion recognizer. The observed results show that the improvements can be obtained using the keyword spotting features combined into the statistical classification method. In particular, we conclude that the binary classification of recognizing "Neutral" and "Emotional" classes can be significantly improved using the keyword spotting features. In addition, we think that the use of emotional salience is more useful than that of TF*IDF weighting for the automatic extraction of emotional keywords,
In future works, we will extend our approach to predict the user affects from multi modality including speech and facial expression. Then, we integrate the user's affective states into a conversational framework using the example-based dialog management [10] . VII 
