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The factorization and monotonicity
method for the defect in an open periodic
waveguide
Takashi FURUYA
Abstract
In this paper, we consider the inverse problem to reconstruct the
defect in an open periodic waveguide from scattering near field data.
Our first aim is to mention that there is a mistake in the factoriza-
tion method of Lechleiter [12]. By this we can not apply it to solve
this inverse problem. Our second aim is to give ways to understand
the defect from inside (Theorem 1.1) and outside (Theorem 1.2) by
combining the idea of the factorization method and the monotonicity
method.
1 Introduction
Let k > 0 be the wave number, and let R2+ := R × (0,∞) be the upper
half plane, and let W := R× (0, h) be the waveguide in R2+. We denote by
Γa := R × {a} for a > 0. Let n ∈ L∞(R2+) be real value, 2π-periodic with
respect to x1 (that is, n(x1 + 2π, x2) = n(x1, x2) for all x = (x1, x2) ∈ R2+),
and equal to one for x2 > h. We assume that there exists a constant
nmax > 0 and nmin > 0 such that nmin ≤ n ≤ nmax in R2+. Let q ∈ L∞(R2+)
be real value with the compact support in W . We denote by Q := suppq.
First of all we consider the following direct scattering problem: For fixed
y ∈ R2+ \W , determine the scattered field us ∈ H1loc(R2+) such that
∆us + k2(1 + q)nus = −k2qnui(·, y) in R2+, (1.1)
us = 0 on Γ0, (1.2)
where the incident field ui is given by ui(x, y) = Gn(x, y), where Gn is the
Dirichlet Green’s function in the upper half plane R2+ for ∆ + k
2n, that is,
Gn(x, y) := G(x, y) + u˜
s(x, y), (1.3)
where G(x, y) := Φk(x, y) − Φk(x, y∗) is the Dirichlet Green’s function for
∆ + k2, and y∗ = (y1,−y2) is the reflected point of y at R × {0}. Here,
Φk(x, y) is the fundamental solution to Helmholtz equation in R
2, that is,
Φk(x, y) :=
i
4
H
(1)
0 (k|x− y|), x 6= y. (1.4)
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u˜s is the scattered field of the unperturbed problem by the incident field
G(x, y), that is, u˜s vanishes for x2 = 0 and solves
∆u˜s + k2nu˜s = k2(1− n)G(·, y) in R2+. (1.5)
If we impose a suitable radiation condition introduced by Kirsch and Lech-
leiter [10], the unperturbed solution u˜s is uniquely determined. Later, we
will explain the exact definition of this radiation condition (see Definition
2.4). Furthermore, with the same radiation condition and an additional as-
sumption (see Assumption 2.7) the well-posedness of the problem (1.1)–(1.2)
was show in [1].
By the well-posedness of this perturbed scattering problem, we are able
to consider the inverse problem of determing the supprot of q from measured
scattered field us by the indcident field ui. Let M := {(x1,m) : a < x1 < b}
for a < b and m > h, and Q := suppq. With the scattered field us, we define
the near field operator N : L2(M)→ L2(M) by
Ng(x) :=
∫
M
us(x, y)g(y)ds(y), x ∈M. (1.6)
The inverse problem we consider in this paper is to determine support Q of
q from the scattered field us(x, y) for all x and y in M with one k > 0. In
other words, given the near field operator N , determine Q.
Our first aim is to mention that there is a mistake in the factroization
method introduced by Lechleiter (see Teorem 2.1 in [12]). By this we can
not apply it to solve the inverse problem we consider here. (For the details
we refer to sections 3 amd 4.)
In order to solve it, we use the idea of the monotonicity method. The
feature of this method is to understand the inclusion relation of an unknown
defect and an artificial domain by comparing the data operator with some
operator corresponding to an artificial one. For recent works of the mono-
tonicity method, we refer to [2, 3, 4, 5, 6, 7, 11].
Our second aim in this paper is to provide the following two theorems
by combining the idea of the factorization method and the monotonicity
method.
Theorem 1.1. Let B ⊂ R2 be a bounded open set. Let Assumption hold,
and assume that there exists qmin > 0 such that q ≥ qmin a.e. in Q. Then
for 0 < α < k2nminqmin,
B ⊂ Q ⇐⇒ αH∗BHB ≤fin ReN, (1.7)
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where the operator HB : L
2(M)→ L2(B) is given by
HBg(x) :=
∫
M
Gn(x, y)g(y)ds(y), x ∈ B, (1.8)
and the inequality on the right hand side in (1.7) denotes that ReN−αH∗BHB
has only finitely many negative eigenvalues, and the real part of an operator
A is self-adjoint operators given by Re(A) :=
1
2
(A+A∗).
Theorem 1.2. Let B ⊂ R2 be a bounded open set. Let Assumption hold, and
assume that there exists qmin > 0 and qmax > 0 such that qmin ≤ q ≤ qmax
a.e. in Q. Then for α > k2nmaxqmax,
Q ⊂ B ⇐⇒ ReN ≤fin αH∗BHB , (1.9)
We understand whether an artificial domain B is contained in Q or not
in Theorem 1.1, and B contain Q in Theorem 1.2, respectively. Then, by
preparing a lot of known domain B and for each B checking (1.7) or (1.9)
we can reconstruct the shape and location of unknown Q.
This paper is organized as follows. In Section 2, we recall a radiation
condition introduced in [10], and the well-posedness of the problem (1.1)–
(1.2). In Section 3, we mention the exact functional analytic theorem in
the factorization method (Theorem 2.15 in [8]), and mention where there
is a mistake in one of Lechleiter (Theorem 2.1 in [12]) by giving an coun-
terexapmle. In Section 4, we consider several factorization of the near field
operator N , and we mention that there is a difficulty to apply the factoriza-
tion method due to the mistake of Lechleiter. However, the properties of its
factroization discussed in Section 4 will be usefull when we show Theorems
1.1 and 1.2. By using them, we prove Theorems 1.1 and 1.2, respectively.
2 A radiation condition
In Section 2, we recall a radiation condition introduced in [10]. Let f ∈
L2(R2+) have the compact support in W . First, we consider the following
direct problem: Determine the scattered field u ∈ H1loc(R2+) such that
∆u+ k2nu = f in R2+, (2.1)
u = 0 on Γ0. (2.2)
(2.1) is understood in the variational sense, that is,∫
R2+
[∇u · ∇ϕ− k2nuϕ]dx = − ∫
W
fϕdx, (2.3)
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for all ϕ ∈ H1(R2+), with compact support. In such a problem, it is natural to
impose the upward propagating radiation condition, that is, u(·, h) ∈ L∞(R)
and
u(x) = 2
∫
Γh
u(y)
∂Φk(x, y)
∂y2
ds(y) = 0, x2 > h. (2.4)
However, even with this condition we can not expect the uniqueness of this
problem. (see Example 2.3 of [10].) In order to introduce a suitable radiation
condition, Kirsch and Lechleiter discussed limiting absorption solution of
this problem, that is, the limit of the solution uǫ of ∆uǫ + (k + iǫ)
2nuǫ = f
as ǫ → 0. For the details of an introduction of this radiation condition, we
refer to [9, 10].
Let us prepare for the exact definition of the radiation condition. We
denote by CR := (0, 2π)×(0, R) for R ∈ (0,∞]. The function u ∈ H1(CR) is
called α-quasi periodic if u(2π, x2) = e
2πiαu(0, x2). We denote by H
1
α(CR)
the subspace of the α-quasi periodic function in H1(CR), and H
1
α,loc(C∞) :=
{u ∈ H1loc(C∞) : u
∣∣
CR
∈ H1α(CR) for all R > 0}. Then, we consider the
following problem, which arises from taking the quasi-periodic Floquet Bloch
transform (see, e.g., [13].) in (2.1)–(2.2): For α ∈ [−1/2, 1/2], determine
uα ∈ H1α,loc(C∞) such that
∆uα + k
2nuα = fα in C∞. (2.5)
uα = 0 on (0, 2π) × {0}. (2.6)
Here, it is a natural to impose the Rayleigh expansion of the form
uα(x) =
∑
n∈Z
un(α)e
inx1+i
√
k2−(n+α)2(x2−h), x2 > h, (2.7)
where un(α) := (2π)
−1
∫ 2π
0 uα(x1, h)e
−inx1dx1 are the Fourier coefficients
of uα(·, h), and
√
k2 − (n+ α)2 = i√(n+ α)2 − k2 if n + α > k. But
even with this expansion the uniqueness of this problem fails for some α ∈
[−1/2, 1/2]. We call α exceptional values if there exists non-trivial solutions
uα ∈ H1α,loc(C∞) of (2.5)–(2.7). We set Ak := {α ∈ [−1/2, 1/2] : ∃l ∈
Z s.t. |α+ l| = k}, and make the following assumption:
Assumption 2.1. For every α ∈ Ak the solution of uα ∈ H1α,loc(C∞) of
(2.5)–(2.7) has to be zero.
The following properties of exceptional values was shown in [10].
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Lemma 2.2. Let Assumption 2.1 hold. Then, there exists only finitely
many exceptional values α ∈ [−1/2, 1/2]. Furthermore, if α is an exceptional
value, then so is −α. Therefore, the set of exceptional values can be described
by {αj : j ∈ J} where some J ⊂ Z is finite and α−j = −αj for j ∈ J . For
each exceptional value αj we define
Xj :=
{
φ ∈ H1αj ,loc(C∞) :
∆φ+ k2nφ = 0 in C∞, φ = 0 for x2 = 0,
φ satisfies the Rayleigh expansion (2.7)
}
Then, Xj are finite dimensional. We set mj = dimXj . Furthermore,
φ ∈ Xj is evanescent, that is, there exists c > 0 and δ > 0 such that
|φ(x)|, |∇φ(x)| ≤ ce−δ|x2| for all x ∈ C∞.
Next, we consider the following eigenvalue problem in Xj: Determine
d ∈ R and φ ∈ Xj such that
− i
∫
C∞
∂φ
∂x1
ψdx = dk
∫
C∞
nφψdx, (2.8)
for all ψ ∈ Xj . We denote by the eigenvalues dl,j and eigenfunction φl,j of
this problem, that is,
− i
∫
C∞
∂φl,j
∂x1
ψdx = dl,jk
∫
C∞
nφl,jψdx, (2.9)
for every l = 1, ...,mj and j ∈ J . We normalize the eigenfunction {φl,j : l =
1, ...,mj} such that
k
∫
C∞
nφl,jφl′,jdx = δl,l′ , (2.10)
for all l, l′. We will assume that the wave number k > 0 is regular in the
following sense.
Definition 2.3. k > 0 is regular if dl,j 6= 0 for all l = 1, ...mj and j ∈ J .
Now we are ready to define the radiation condition.
Definition 2.4. Let Assumptions 2.1 hold, and let k > 0 be regular in the
sense of Definition 2.3. We set
ψ±(x1) :=
1
2
[
1± 2
π
∫ x1/2
0
sint
t
dt
]
, x1 ∈ R. (2.11)
Then, u ∈ H1loc(R2+) satisfies the radiation condition if u satisfies the upward
propagating radiation condition (2.4), and has a decomposition in the form
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u = u(1) + u(2) where u(1)
∣∣
R×(0,R)
∈ H1(R × (0, R)) for all R > 0, and
u(2) ∈ L∞(R2+) has the following form
u(2)(x) = ψ+(x1)
∑
j∈J
∑
dl,j>0
al,jφl,j(x) + ψ
−(x1)
∑
j∈J
∑
dl,j<0
al,jφl,j(x) (2.12)
where some al,j ∈ C, and {dl,j , φl,j : l = 1, ...,mj} are normalized eigenvalues
and eigenfunctions of the problem (2.8).
Remark 2.5. It is obvious that we can replace ψ+ by any smooth functions
ψ˜± with ψ˜+(x1) = 1 + O(1/x1) as x1 → ∞ and ψ˜+(x1) = O(1/x1) as
x1 → −∞ and ddx1 ψ˜+(x1)→ 0 as |x1| → ∞ (and analogously for ψ−).
The following was shown in Theorems 2.2, 6.6, and 6.8 of [10].
Theorem 2.6. For every f ∈ L2(R2+) with the compact support in W ,
there exists a unique solution uk+iǫ ∈ H1(R2+) of the problem (2.1)–(2.2)
replacing k by k + iǫ. Furthermore, uk+iǫ converge as ǫ → +0 in H1loc(R2+)
to some u ∈ H1loc(R2+) which satisfy (2.1)–(2.2) and the radiation condition
in the sense of Definition 2.4. Furthermore, the solution u of this problem
is uniquely determined.
Furthermore, with the same radiation condition and the following addi-
tional assumption, the well-posedness of the perturbed scattering problem
of (2.1)–(2.2) was show in [1].
Assumption 2.7. Assume that every v ∈ H1(R2+) which satisfies
(i) v ∈ H1(R× (0, R)) for all R > 0,
(ii) ∆v + k2(1 + q)nv = 0 in R2+,
(iii) v vanishes for x2 = 0,
(iv) There exists φ ∈ L∞(Γh)∩H1/2(Γh) with v(x) = 2
∫
Γh
φ(y)∂Φk(x,y)∂y2 ds(y)
for x2 > h,
has to vanishes for x2 > 0.
From the viewpoint of the radiation condition in the sense of Definition
2.4, Assumption 2.7 means that if all propagative modes u(2) vanish, then
so does u(1). If q and n satisfy in addition that ∂2
(
(1 + q)n
) ≥ 0 in W ,
then v which satisfies (i)–(iv) vanishes. This is an example of n and q in
Assumption 1.1 and it was proved in Lemma 5.1 of [1]. However, it remains
open whether Assumption 1.1 is really necessary or not.
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Theorem 2.8. Let Assumption 2.7 hold and let f ∈ L2(R2+) such that
suppf = Q. Then, there exists a unique solution u ∈ H1loc(R2+) such that
∆u+ k2(1 + q)nu = −f in R2+, (2.13)
u = 0 on Γ0, (2.14)
and u satisfies the radiation condition in the sense of Definition 2.4.
By Theorem 2.8, the well-posedness of the perturbed scattering prob-
lem (1.1)–(1.2) with the radiation condition follows. Then, we are able to
consider the inverse problem of determing the supprot of q from measured
scattered field us by the indcident field ui(x, y) = Gn(x, y). In the following
sections we will discuss the inverse problem.
3 The factorization method
In Section 3, we mention the exact functional analytic theorem in the fac-
torization method, and that there is a mistake in the functional analytic
theorem introduced by Lechleiter [12]. The following functional analytic
theorem is given by the same argument in Theorem 2.15 of [8].
Theorem 3.1. Let X ⊂ U ⊂ X∗ be a Gelfand triple with a Hilbert space
U and a reflexive Banach space X such that the imbedding is dense. Fur-
thermore, let Y be a second Hilbert space and let F : Y → Y , G : X → Y ,
T : X∗ → X be linear bounded operators such that
F = GTG∗. (3.1)
We make the following assumptions:
(1) G is compact with dense range in Y .
(2) There exists t ∈ [0, 2π] such that Re(eitT ) has the form Re(eitT ) = C+
K with some compact operator K and some self-adjoint and positive
coercive operator C, i.e., there exists c > 0 such that
〈ϕ,Cϕ〉 ≥ c ‖ϕ‖2 for all ϕ ∈ X∗. (3.2)
(3) Im〈ϕ, Tϕ〉 > 0 for all ϕ ∈ Ran(G∗) with ϕ 6= 0.
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Then, the operator F# :=
∣∣Re(eitF )∣∣+ ImF is non-negative, and the ranges
of G : X → Y and F 1/2# : Y → Y coincide with each other, that is, we have
the following range identity;
Ran(G) = Ran(F
1/2
# ). (3.3)
Here, the real part and the imaginary part of an operator A are self-
adjoint operators given by
Re(A) =
A+A∗
2
and Im(A) =
A−A∗
2i
. (3.4)
Remark 3.2. Here, we will mention a mistake of Theorem 2.1 in [12]. It
was introduced in order to avoid that k2 is not a transmission eigenvalue
corresponding to the unknown medium. To realize it, we replaced the as-
sumptions (3) by ImT ≥ 0 and the injectivity of T . However, its condition
is not enough to obtain the range identity (3.3). The following matrixes are
its counterexample in which the strictly positivity of ImT is missing and the
range identity (3.3) fails.
(
1 0 0 0
0 1 0 0
)
0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0




1 0
0 1
0 0
0 0

 =
(
0 0
0 0
)
, (3.5)
Ran
(
1 0 0 0
0 1 0 0
)
6= Ran
(
0 0
0 0
)
. (3.6)
From this counterexample one can not expect the range identity without
Im > 0. Therefore, in the factorization method for inverse medium scat-
tering problem, we have to assume that k2 is not a transmission eigenvalue
corresponding to the unknown medium in order to have the strictly positiv-
ity of ImT . Furthermore, this error will lead to the difficulty to apply the
factorization method to the inverse problem we consider here.
4 A factorization of the near field operator
In Section 4, we discuss a factorization of the near field operator N . We
define the operator L : L2(Q)→ L2(M) by Lf := v∣∣
M
where v satisfies the
radiation condition in the sense of Definition 2.4 and
∆v + k2(1 + q)nv = −k2 nq√|nq|f, in R2+, (4.1)
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v = 0 on R× {0}. (4.2)
We define H : L2(M)→ L2(Q) by
Hg(x) :=
√
|n(x)q(x)|
∫
M
Gn(x, y)g(y)ds(y), x ∈ Q. (4.3)
Then, by these definition we have N = LH. In order to make a symmetricity
of the factorization of the near field operator N , we will show the following
symmetricity of the Green function Gn.
Lemma 4.1.
Gn(x, y) = Gn(y, x), x 6= y. (4.4)
Proof of Lemma 4.1. We take a small η > 0 such that B2η(x)∩B2η(y) =
∅ where Bǫ(z) ⊂ R2 is some open ball with center z and radius ǫ > 0. We
recall that Gn(z, y) = G(z, y)+ u˜
s(z, y) where G(z, y) = Φk(z, y)−Φk(z, y∗)
and u˜s(z, y) is a radiating solution of the problem (1.5) such that u˜s(z, y) = 0
for z2 = 0. In Introduction of [10] u˜
s is given by u˜s(z, y) = u(z, y) − χ(|z −
y|)G(z, y) where χ ∈ C∞(R+) satisfying χ(t) = 0 for 0 ≤ t ≤ η/2 and
χ(t) = 1 for t ≥ η, and u is a radiating solution such that u = 0 on R× {0}
and
∆u+ k2nu = f(·, y) in R2+, (4.5)
u = 0 on R× {0}, (4.6)
where
f(·, y) :=
[
k2
(
1−n)(1−χ(|·−y|))+∆χ(|·−y|)]G(·, y)+2∇χ(|·−y|)·∇G(·, y).
(4.7)
Then, we have Gn(z, y) = u(z, y) + (1− χ(|z − y|))G(z, y). By Theorem 2.6
we can take an solution uǫ ∈ H1(R2+) of the problem (4.5)–(4.6) replacing
k by (k + iǫ) satisfying uǫ converges as ǫ → +0 in H1loc(R2+) to u. We set
Gn,ǫ(z, y) := uǫ(z, y) + (1 − χ(|z − y|))G(z, y), and Gn,ǫ(z, y) converges as
ǫ→ +0 to G(z, y) pointwise for z ∈ R2+. By the simple calcuation, we have[
∆z+(k+iǫ)
2n(z)
]
Gn,ǫ(z, y) = −δ(z, y)+(2kǫi−ǫ2)n(z)
(
1−χ(|z−y|))G(z, y).
(4.8)
Let r > 0 be large enough such that x, y ∈ Br(0). By Green’s second
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theorem in Br(0) ∩ R2+ we have
−Gn,ǫ(y, x) + (2kǫi − ǫ2)
∫
B2η(y)
uǫ(z, x)n(z)(1 − χ(|z − y|))G(z, y)dz
+ Gn,ǫ(x, y) − (2kǫi − ǫ2)
∫
B2η(x)
uǫ(z, y)n(z)(1 − χ(|z − x|))G(z, x)dz
=
∫
Br(0)∩R2+
Gn,ǫ(z, x)
[
∆z + (k + iǫ)
2n(z)
]
Gn,ǫ(z, y)dz
−
∫
Br(0)∩R2+
Gn,ǫ(z, y)
[
∆z + (k + iǫ)
2n(z)
]
Gn,ǫ(z, x)dz
=
∫
∂Br(0)∩R2+
uǫ(z, x)
∂uǫ(z, y)
∂νz
− uǫ(z, y)∂uǫ(z, x)
∂νz
ds(z). (4.9)
Since uǫ ∈ H1(R2+), the right hand side of (4.9) converges as r →∞ to zero.
Then, as r→∞ in (4.9) we have
Gn,ǫ(x, y)−Gn,ǫ(y, x)
= (2kǫi − ǫ2)
∫
B2η(x)
uǫ(z, y)n(z)(1 − χ(|z − x|))G(z, x)dz
− (2kǫi − ǫ2)
∫
B2η(y)
uǫ(z, x)n(z)(1 − χ(|z − y|))G(z, y)dz (4.10)
Since uǫ converges as ǫ → +0 in H1loc(R2+) to u, the right hand side of
(4.10) converges to zero as ǫ→ +0. Therefore, we conclude that Gn(x, y) =
Gn(y, x) for x 6= y.
By the symmetricity of Gn,
〈Hg, f〉 =
∫
Q
{√|n(x)q(x)| ∫
M
Gn(x, y)g(y)ds(y)
}
f(x)dx
=
∫
M
g(y)
{∫
Q
√
|n(x)q(x)|Gn(x, y)f(x)ds(x)
}
ds(y)
=
∫
M
g(y)
{∫
Q
√
|n(x)q(x)|Gn(y, x)f(x)ds(x)
}
ds(y), (4.11)
which implies that
H∗f(x) =
∫
Q
√
|n(y)q(y)|Gn(x, y)f(y)ds(y), x ∈M. (4.12)
10
We define T : L2(Q) → L2(Q) by Tf := |nq|
k2nq
f −√|nq|w where w satisfies
the radiation condition and
∆w + k2nw = −
√
|nq|f, in R2+, (4.13)
v = 0 on R× {0}. (4.14)
We will show the following integral representation of w.
Lemma 4.2.
w(x) =
∫
Q
√
|n(y)q(y)|Gn(x, y)f(y)dy, x ∈ R2+. (4.15)
Proof of Lemma 4.2. Let wǫ ∈ H1loc(R2+) be a solution of the problem (4.13)–
(4.14) replacing k by (k+ iǫ) satisfying wǫ converges as ǫ→ +0 in H1loc(R2+)
to w. Let Gn,ǫ(y, x) be an approximation of the Green’s function Gn(y, x)
as same as in Lemma 4.1. Let r > 0 be large enough such that x ∈ Br(0).
By Green’s second theorem in Br(0) ∩ R2+ we have
−wǫ(x) + (2kǫi− ǫ2)
∫
B2η(x)
wǫ(y)n(y)(1− χ(|y − x|))G(y, x)dy
+
∫
Q
√
|n(y)q(y)|Gn,ǫ(y, x)f(y)dy
=
∫
Br(0)∩R2+
wǫ(y)
[
∆y + (k + iǫ)
2n(y)
]
Gn,ǫ(y, x)dy
−
∫
Br(0)∩R2+
Gn,ǫ(y, x)
[
∆y + (k + iǫ)
2n(y)
]
wǫ(y)dz
=
∫
∂Br(0)∩R2+
wǫ(y)
∂uǫ(y, x)
∂νy
− uǫ(y, x)∂wǫ(y)
∂νy
ds(y). (4.16)
Since uǫ, wǫ ∈ H1(R2+), the right hand side of (4.16) converges as r →∞ to
zero. Then, as r →∞ in (4.16) we have
wǫ(x) = (2kǫi− ǫ2)
∫
B2η(x)
wǫ(y)n(y)(1 − χ(|y − x|))G(y, x)dy
+
∫
Q
√
|n(y)q(y)|Gn,ǫ(y, x)f(y)dy (4.17)
The first term of right hand side in (4.17) converges to zero as ǫ→ +0, and
the second term converges to
∫
Q
√|n(y)q(y)|Gn(y, x)f(y)dy as ǫ→ +0. As
ǫ→ +0 in (4.17) and by the symmetricity of Gn (Lemma 4.1) we conclude
(4.15).
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Since w satisfies
∆w + k2(1 + q)nw = −k2 nq√|nq|
{ |nq|
k2nq
f −
√
|nq|w} in R2+
= −k2 nq√|nq|Tf, (4.18)
we have w
∣∣
M
= LTf . Therefore, by (4.12) and (4.15) we have H∗ = LT .
Then, we have the following symmetric factorization:
N = LT ∗L∗. (4.19)
We will show the following lemma corresponding to the assumptions in The-
orem 3.1.
Lemma 4.3. (a) L is compact with dense range in L2(M).
(b) If there exists the constant qmin > 0 such that qmin ≤ q a.e. in Q, then
ReT has the form ReT = C + K with some self-adjoint and positive
coercive operator C and some compact operator K on L2(Q).
(c) Im〈f, Tf〉 ≥ 0 for all f ∈ L2(Q).
(d) T is injective.
Proof of Lemma 4.3. (d) Let f ∈ L2(Q) and Tf = 0, i.e., |nq|
k2nq
f =√|nq|w where w satisfies (4.13)–(4.14). Then, ∆w + k2n(1 + q)w = 0. By
the uniquness, w = 0 in R2+ which implies that f = 0. Therefore T is
injective.
(b) Since n and q are bounded below (that is, n ≥ nmin > 0 and
q ≥ qmin > 0), T has the form T = C+K whereK is some compact operator
and C is some self-adjoint and positive coercive operator. Furthermore, from
the injectivity of T we obtain that T is bijective.
(a) By the trace theorem and v ∈ H1loc(R2+), Lf = v
∣∣
M
∈ H1/2(M),
which implies that L : L2(Q)→ L2(M) is compact.
By the bijectivity of T andH = T ∗L∗, it is sufficient to show the injectiv-
ity of H. Let g ∈ L2(M) and Hg(x) =√|n(x)q(x)| ∫M Gn(x, y)g(y)ds(y) =
0 for x ∈ Q. We set v(x) := ∫M Gn(x, y)g(y)ds(y). By the definition of v
we have
∆v + k2nv = 0, in R2+ \M, (4.20)
and since q are bounded below, v = 0 in Q. By unique continuation principle
we have v = 0 in R2+ \M . By the jump relation (see [14]) we have 0 =
∂v+
∂ν − ∂v−∂ν = g, which conclude that the operator H is injective.
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(c) For the proof of (c) we refer to Theorem 3.1 in [1]. By the definition
of T we have
Im〈f, Tf〉 = −Im
∫
Q
f
√
|nq|wdx = Im
∫
Q
w[∆ + k2n]wdx, (4.21)
where w is a radiating solution of the problem (4.13)–(4.14). We set ΩN :=
(−N,N)× (0, N s) where s > 0 is small enough and N > 0 is large enough.
By the same argument in Theorem 3.1 of [1] we have
Im〈f, Tf〉 = Im
∫
ΩN
w[∆ + k2n]wdx = Im
∫
ΩN
w∆wdx
≥
[
1
2π
∑
j∈J
∑
dl,j ,dl′,j>0
al,jal′,j
∫
Cφ(N)
φl,j
∂φl′,j
∂x1
dx
]
− Im
[
1
2π
∑
j∈J
∑
dl,j ,dl′,j<0
al,jal′,j
∫
Cφ(N)
φl,j
∂φl′,j
∂x1
dx
]
+ o(1), (4.22)
where where some al,j ∈ C, and {dl,j , φl,j : l = 1, ...,mj} are normalized
eigenvalues and eigenfunctions of the problem (2.8). By Lemmas 6.3 and
6.4 of [10], as N →∞ in (4.22) we have
Im〈f, Tf〉 ≥ k
2π
∑
j∈J
[ ∑
dl,j>0
|al,j |2dl,j −
∑
dl,j<0
|al,j|2dl,j
]
≥ 0, (4.23)
which concludes (c).
Remark 4.4. The strictly positivity of ImT is missing in Lemma 4.3 al-
though we have the injectivity of T . From the viewpoint of Section 3, the
assumption of transmission eigenvalue of Q can be expected when we apply
Theorem 3.1 to this case. However, even with its assumption the author of
this paper do not have the idea to show ImT > 0.
In order to show Theorems 1.1 and 1.2, we consider another factorization
of the near field operator N . We define T˜ : L2(Q) → L2(Q) by T˜ v :=
k2 nq|nq|g − k2 nq√|nq|v where v satisfies the radiation condition and
∆v + k2(1 + q)nv = −k2 nq√|nq|g, in R2+, (4.24)
v = 0 on R× {0}. (4.25)
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Then, by the definition of T and T˜ we can show that T˜ T = I and T T˜ = I,
which implies that T−1 = T˜ . Therefore, we have by L = H∗T−1
N = LT ∗L∗ = H∗T−1H = H∗T˜H = H∗QTˆHQ, (4.26)
where HQ : L
2(M)→ L2(Q) is defined by
HQg(x) :=
∫
M
Gn(x, y)g(y)ds(y), x ∈ Q, (4.27)
and Tˆ : L2(Q)→ L2(Q) is defined by Tˆ f = k2nqf+k2nqw where w satisfies
the radiation condition and
∆w + k2(1 + q)nw = −k2nqf, in R2+, (4.28)
w = 0 on R× {0}. (4.29)
We will show the following lemma.
Lemma 4.5. Let B and Q be a bounded open set in R2+.
(a) dim(Ran(H∗B)) =∞.
(b) If B ∩Q = ∅, then Ran(H∗B) ∩ Ran(H∗Q) = {0}.
Proof of Lemma 4.4. (a) By the same argument of the injectivity of H
in (a) of Lemma 4.3, we can show that HB is injective. Therefore, H
∗
B has
dense range.
(b) Let h ∈ Ran(H∗B) ∩ Ran(H∗Q). Then, there exists fB, fQ suct that
h = H∗BfB = H
∗
QfQ. We set
vB(x) :=
∫
B
Gn(x, y)fB(y)dy, x ∈ R2+ (4.30)
vQ(x) :=
∫
Q
Gn(x, y)fQ(y)dy, x ∈ R2+ (4.31)
then, vB and vQ satisfies ∆vB + k
2nvB = −fB, and ∆vQ + k2nvQ = −fQ,
respectivelty, and vB = vQ onM . By Rellich lemma and unique continuation
we have vB = vQ in R
2
+ \ (B ∩Q). Hence, we can define v ∈ H1loc(R2) by
v :=


vB = vQ in R
2
+ \ (B ∩Q)
vB in Q
vQ in B
(4.32)
and v is a radiating solution such that v = 0 for x2 = 0 and
∆v + k2nv = 0 in R2+. (4.33)
By the uniquness, we have v = 0 in R2, which implies that h = 0.
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In the following sections we will show Theorems 1.1 and 1.2 by using
properties of the factorization of the near field operator N .
5 Proof of Theorem 1.1
In Section 5, we will show Theorem 1.1. Let B ⊂ Q. We define K :
L2(Q) → L2(Q) by Kf := k2nqw where w is a radiating solution of the
problem (4.28)–(4.29). Since w
∣∣
Q
∈ H1(Q), K is a compact operator. Let
V be the sum of eigenspaces of ReK associated to eigenvalues less than
α − k2nminqmin. Since α − k2nminqmin < 0, then V is a finite dimensional
and for HQg ∈ V ⊥
〈ReNg, g〉 =
∫
Q
k2nq|HQg|2dx+ 〈(ReK)HQg,HQg〉
≥ k2nminqmin ‖HQg‖2 + (α− k2nminqmin) ‖HQg‖2
≥ α ‖HQg‖2 ≥ α ‖HBg‖2 (5.1)
Since for g ∈ L2(M)
HQg ∈ V ⊥ ⇐⇒ g ∈ (H∗QV )⊥, (5.2)
and dim(H∗QV ) ≤ dim(V ) <∞, we have by Lemma 3.1 of [] that αH∗BHB ≤fin
ReN .
Let now B 6⊂ Q and assume on the contrary αH∗BHB ≤fin ReN , that is,
by Lemma 3.1 of [3] there exists a finite dimensional subspace W in L2(M)
such that
〈(ReN − αH∗BHB)w,w〉 ≥ 0, (5.3)
for all w ∈ W⊥. Since B 6⊂ Q, we can take a small open domain B0 ⊂ B
such that B0 ∩Q = ∅, which implies that for all w ∈W⊥
α ‖HB0w‖2 ≤ α ‖HBw‖2
≤ 〈(ReN)w,w〉
= 〈(ReTˆ )HQw,HQw〉
≤
∥∥∥ReTˆ∥∥∥ ‖HQw‖2 . (5.4)
By (a) of Lemma 4.7 in [5], we have
Ran(H∗B0) 6⊆ Ran(H∗Q) +W = Ran(H∗Q, PW ), (5.5)
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where PW : L
2(M)→ L2(M) is the orthognal projection on W . Lemma 4.6
of [5] implies that for any C > 0 there exists a wc such that
‖HB0wc‖2 > C2
∥∥∥∥
(
HQ
PV
)
wc
∥∥∥∥
2
= C2(‖HQwc‖2 + ‖PWwc‖2). (5.6)
Hence, there exists a sequence (wm)m∈N ⊂ L2(S1) such that ‖HB0wm‖ → ∞
and ‖HQwm‖+‖PV wm‖ → 0 as m→∞. Setting w˜m := wm−PWwm ∈W⊥
we have as m→∞,
‖HB0w˜m‖ ≥ ‖HB0wm‖ − ‖HB0‖ ‖PWwm‖ → ∞, (5.7)
‖HQw˜m‖ ≤ ‖HQwm‖+ ‖HQ‖ ‖PWwm‖ → 0. (5.8)
This contradicts (5.4). Therefore, we have αH∗BHB 6≤fin ReN . Theorem 1.1
has been shown.
By the same argument in Theorem 1.1 we can show the following.
Corollary 5.1. Let B ⊂ R2 be a bounded open set. Let Assumption hold,
and assume that there exists qmax < 0 such that q ≤ qmax a.e. in Q. Then
for 0 < α < k2nmin|qmax|,
B ⊂ Q ⇐⇒ αH∗BHB ≤fin −ReN, (5.9)
6 Proof of Theorem 1.2
In Section 6, we will show Theorem 1.2. Let Q ⊂ B. Let V be the sum of
eigenspaces of ReK associated to eigenvalues more than α − k2nmaxqmax.
Since α−k2nmaxqmax > 0, then V is a finite dimensional and for HQg ∈ V ⊥
〈ReNg, g〉 =
∫
Q
k2nq|HQg|2dx+ 〈(ReK)HQg,HQg〉
≤ knmaxqmax ‖HQg‖2 + (α− k2nmaxqmax) ‖HQg‖2
≤ α ‖HQg‖2 ≤ α ‖HBg‖2 . (6.1)
Since for g ∈ L2(M)
HQg ∈ V ⊥ ⇐⇒ g ∈ (H∗QV )⊥, (6.2)
and dim(H∗QV ) ≤ dim(V ) <∞, we have by Lemma 3.1 of [] that ReN ≤fin
αH∗BHB.
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Let now Q 6⊂ B and assume on the contrary ReN ≤fin αH∗BHB, that is,
by Lemma 3.1 of [3] there exists a finite dimensional subspace W in L2(M)
such that
〈(αH∗BHB − ReN)w,w〉 ≥ 0, (6.3)
for all w ∈ W⊥. Since Q 6⊂ B, we can take a small open domain Q0 ⊂ Q
such that Q0∩B = ∅. Let V be the sum of eigenspaces of ReK associated to
eigenvalues less than −k2nminqmin/2. Then, V is a finite dimensional and
for g ∈ (H∗QV )⊥ ∩W⊥ = (H∗QV ∪W )⊥ we have
α ‖HBg‖2
≥ 〈(ReN)g, g〉
=
∫
Q
k2nq|HQg|2dx+ 〈(ReKˆ)HQg,HQg〉
≥ k2nminqmin ‖HQg‖2 − k2nminqmin/2 ‖HQg‖2 = k2nminqmin/2 ‖HQg‖2
≥ k2nminqmin/2 ‖HQ0g‖2 , (6.4)
and dim(H∗QV ∪W ) < ∞. By the same argument in Theorem 1.1, there
exists a sequence (gm)m∈N ⊂ (H∗QV ∪W )⊥ such that ‖HQ0wm‖ → ∞ and
‖HBgm‖ → 0 as m → ∞, which contradicts (6.4). Therefore, we have
ReN 6≤fin αH∗BHB. Theorem 1.2 has been shown.
By the same argument in Theorem 1.2 we can show the following.
Corollary 6.1. Let B ⊂ R2 be a bounded open set. Let Assumption hold,
and assume that there exists qmin < 0 and qmax < 0 such that qmin ≤ q ≤
qmax a.e. in Q. Then for α > k
2nmax|qmin|,
Q ⊂ B ⇐⇒ −ReN ≤fin αH∗BHB, (6.5)
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