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ON THE FRACTIONAL FISHER INFORMATION WITH
APPLICATIONS TO A HYPERBOLIC-PARABOLIC
SYSTEM OF CHEMOTAXIS
RAFAEL GRANERO-BELINCHO´N
Abstract. We introduce new lower bounds for the fractional Fisher in-
formation. Equipped with these bounds we study a hyperbolic-parabolic
model of chemotaxis and prove the global existence of solutions in cer-
tain dissipation regimes.
1. Introduction
In this note we study the following system of partial differential equations
(1)
{
∂tu = −µΛαu+ ∂x(uq),
∂tq = ∂xf(u),
for x ∈ T, t ≥ 0,
where T denotes the 1−dimensional torus, f is a smooth function, Λα =
(−∆)α/2 denotes the fractional Laplacian with 0 < α ≤ 2 (see Appendix A
for the expression as a singular integral and some properties) and µ ≥ 0 is
a fixed constant.
This system was proposed by Othmers & Stevens [55] (see also Levine,
Sleeman, Brian & Nilsen-Hamilton [38]) based on biological considerations as
a model of the formation of new blood vessels from pre-existing blood vessels
(in a process that is called tumor angiogenesis). In particular, in the previ-
ous system, u is the density of vascular endothelial cells and q = ∂x log(v)
where v is the concentration of the signal protein known as vascular en-
dothelial growth factor (VEGF). As f comes from the chemical kinetics of
the system, it is commonly referred as the kinetic function. The interested
reader can refer to Bellomo, Li, & Maini [4] for a detailed exposition on
tumor modelling. In the case where f(u) = u2/2, equation (1) also appears
as a viscous regularization of the dispersionless Majda-Biello model of the
interaction of barotropic and equatorial baroclinic Rossby waves [48]. An-
other related model is the magnetohydrodynamic-Burgers system proposed
by Fleischer & Diamond [26] (see also Jin, Wang & Xiong [35] and the
references therein).
We address the existence of solutions and their qualitative properties in
the case 0 < α < 2. In particular, among other results, we prove the global
existence of weak solutions for f(u) = ur/r, 1 ≤ r ≤ 2 and α > 2− r. This
topic is mathematically challenging due to the hyperbolic character of the
equation for q. Indeed, at least formally, the velocity q is one derivative less
regular than u. So, the term ∂x(uq) is two derivatives less regular than u.
This suggests that the diffusion given by the Laplacian (α = 2) is somehow
critical.
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The main tool to achieve the results is a set of new inequalities for the
generalized Fisher information (see [59] for a similar functional)
(2) Iα =
∫
T
(−∆)α/2uΓ(u)dx,
where Γ is a smooth increasing function. This functional is a generalization
of the classical Fisher information (also known as Linnik functional)
(3) I2 =
∫
T
−∆u log(u)dx,
introduced in Fisher [25] (see also Linnik [47], McKean [49], Toscani [57, 58],
Villani [60]). The Fisher information appears commonly as the rate at which
the Shannon’s entropy1 [54] (or, equivalently, the Boltzmann’s H function)
(4) S =
∫
T
u log(u)dx,
is dissipated by diffusive semigroups as, for instance, the semigroup gener-
ated by the linear heat equation.
Motivation. Our motivation is two-fold. On the one hand, our motivation
comes from the mathematical modelling of cancer angiogenesis. On the
other hand, we find the new functional inequalities involving the fractional
Fisher information that are interesting by themselves.
Mathematical biology. The classical Keller-Segel model of chemotaxis reads
(5)
{
∂tu = ∆u− χ∇ · (u∇Φ(v)) + F (u),
τ∂tv = ν∆v +G(u, v),
for given functions Φ, F,G. Here u is the cell density and v denotes again
the chemical concentration. The sign of χ in (5) plays an important role:
sgn(χ) indicates whether we have attraction effects (sgn(χ) = 1) or repulsive
effects (sgn(χ) = −1). This model was originally proposed by Keller &
Segel [37] (see also Patlak [52]) as a model of aggregation of the slime mold
Dictyostelium discoideum. There is a huge literature on the mathematical
study of the numerous versions of (5). The interested reader can refer to the
works by Blanchet, Carlen & Carrillo [7], Blanchet, Carrillo & Masmoudi
[8], Calvez & Carrillo [17], Dolbeault & Perthame [22] and the references
therein. The applications of the system (5) are wide. For instance, the
model
(6)
{
∂tu = ∆u− χ∇ · (u∇v) + ru(1− u),
τ∂tv = ν∆v − v + u,
is related with the three-component urokinase plasminogen invasion mode
(see the works Hillen, Painter & Winkler [33]). Let us remark that equation
(6) is equivalent to (5) if Φ(v) = v, F (u) = ru(1 − u) and G(u, v) = u− v.
For a mathematical analysis of the previous model, the interested reader
can check the works by, Tello & Winkler [56], Burczak & Granero-Belincho´n
[12, 14, 13] and the references therein.
1To be completely precise, the original Shannon’s entropy is −S and not S itself.
3Another example arises when we take into consideration the fact that
cancer cells can also move according to the gradients of the stiff tissue (hap-
totaxis), we arrive to the coupled chemotaxis-haptotaxis model
(7)

∂tu = ∆u− χ∇ · (u∇Φ(v)) − ξ∇ · (u∇Ψ(w)) + F (u),
τ∂tv = ν∆v +G(u, v),
∂tw = H(u, v, w).
.
Here u, v, w represents cell density, enzyme concentration and tissue density,
respectively.
For a more complete discussion on these models, the interested reader
can check the extensive surveys by Hillen & Painter [32] and Bellomo, Bel-
louquid, Tao & Winkler [3] and Blanchet [6].
Also, it has been suggested by experiments and observation that the feed-
ing strategies of some species should be modelled using Le´vy processes. For
instance one can refer to the works by Raichlen, Wood, Gordon, Mabulla,
Marlowe & Pontzer [53] (see also the introduction in [13, Section 2]). Thus,
a model with a fractional laplacian instead of a laplacian arises from appli-
cations:
(8)
{
∂tu = −(−∆)α/2u− χ∇ · (u∇Φ(v)) + F (u),
τ∂tv = −ν(−∆)β/2v +G(u, v),
.
Once (8) is considered, there are two limiting cases that are of particular
importance. The first one is when the diffusion of the chemical, v, is much
faster than the movement of the cells. Mathematically, this implies the
limit τ → 0 and corresponds to the, so called, parabolic-elliptic Keller-Segel
system
(9)
{
∂tu = −(−∆)α/2u− χ∇ · (u∇Φ(v)) + F (u),
0 = −(−∆)β/2v +G(u, v),
.
Equation (9) also appears related with the formation of large-scale struc-
ture in the primordial universe (see Ascasibar, Granero-Belincho´n & Moreno
[1]) or semiconductor devices (Granero-Belincho´n [28]).
The interested reader in the mathematical study on models akin to (8)
and (9) can read the papers by Escudero [23], Li, Rodrigo & Zhang [41],
Bournaveas & Calvez [10], Burczak & Granero [11, 12], Granero-Belincho´n
& Orive [30], Biler & Wu [5] and Wu & Zheng [63].
The second limit case arises when the diffusion of the chemical is neg-
ligible. In that case we have ν → 0 and we recover the following hybrid
PDE-ODE system
(10)
{
∂tu = −µ(−∆)α/2u− χ∇ · (u∇Φ(v)) + F (u),
τ∂tv = G(u, v),
.
Notice that for the particular choice of τ = 1, χ = −1, F = 0, Φ(v) =
log(v), G(u, v) = (f(u) + λ)v for certain smooth, non-decreasing function
f : R+ → R and λ ∈ R, we have that (10) is equivalent to (1) (recall that
the new variable is q = ∇ log(v)).
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Functional inequalities. For many parabolic equations, the Shannon’s en-
tropy (4) (or close variants) is dissipated with a rate proportional to the
Fisher information (2). For instance, for the fractional heat equation one
has the following equality
d
dt
S(t) = −Iα.
The Shannon’s entropy plays an important role in the Patlak-Keller-Segel
equation (9) (see Dolbeault & Perthame [22] and Blanchet, Dolbeault &
Perthame [9]). Actually, for (9) with β = 2, G = u− 〈u〉, Φ = v and F = 0,
we have the equality
d
dt
S(t) = −Iα +
∫
(u− 〈u〉)u.
Examples of other equations with similar entropy-entropy production equal-
ities are
• nonlinear reaction-diffusion systems modeling reversible chemical re-
actions (see for instance Mielke, Haskovec & Markowich [51]) as
∂tu = ∆u+ v
2 − u
∂tv = ∆v − (v2 − u).
• a one dimensional model of the two-dimensional Surface Quasi-Geostrophic
equation involving the Hilbert transform H
∂tu = −∂x(uHu)
(see Castro & Co´rdoba [19], Carrillo, Ferreira & Precioso [18] Ca-
farelli & Va´zquez [16], Bae & Granero-Belincho´n [2]).
• a model for the slope of the interface in two-phase flow in porous
media
∂tu = −∂x
(
Hu
1 + u2
)
,
(see Granero-Belincho´n, Navarro, & Ortega [29]).
Consequently, lower bounds for the Fisher information allow to obtain par-
abolic gain of regularity of the type LptW
s,q
x and, together with Poincare´ or
Sobolev inequalities can be used to obtain explicit rates of convergence to
equilibrium.
Prior results on the parabolic-hyperbolic system. To the best of our
knowledge, the only results on (1) that are available in the literature study
the case where the diffusion is local (α = 2).
Among these, the one dimensional case has received lots of attention in
the recent years. In particular, Fan & Zhao [24], Li & Zhao [42], Mei, Peng
& Wang [50], Li, Pan & Zhao [40], Jun, Jixiong, Huijiang & Changjiang [36]
Li & Wang [45] and Zhang & Zhu [64] studied the system (1) when α = 2
and f(u) = u under different boundary conditions. Notably, they proved the
global existence of classical solution and the asymptotic behavior for large
times. Jin, Li & Wang [34] and Li, Li & Wang [43] studied the existence and
stability of traveling waves. Wang & Hillen studied the existence of shock
solutions [61].
5The one dimensional case with α = 2 and a general f(u) was studied by
Zhang, Tan & Sun [65] and Li & Wang [46].
The proofs in the one dimensional case take advantage of the dissipative
character of the system, namely, that
−
∫ t
0
∫
Ω
log(u)∂2xudxds <∞.
This dissipation is enough to guarantee global bounds u ∈ LptLqx that, con-
versely, implies a global bound ∂tq ∈ L2tL2x. In the fractional case, the
dissipation is weaker and the analogous bound for ∂tq is
∂tq ∈ L2tHα/2−1x .
In high dimensions the results are more sparse. In that regard, Wang,
Xiang & Yu [62] study the global well-posedness for small initial data of a
viscosity regularization of a high-dimensional version of (1), Li, Li & Zhao
[39] studied the local existence, blow-up criteria and global existence of
small data for the system (1) in 2 and 3 dimensions. Furthermore, they also
proved the decay of certain Sobolev norms for small data. A global existence
result regarding the multidimensional alter ego of (1) in Besov spaces can
be found in Hau [31]. The global existence of solution for small initial data
was address also by Li, Pan & Zhao [44].
In the forthcoming paper [27], we address the well-posedness of (1) in two
spatial dimension when f(u) = u2/2.
Plan of the paper. The plan of the paper is as follows. In section 2 we
state our results. In section 3 we present some of the notation and the
functional spaces. In section 4 we prove our results for the fractional Fisher
information. In section 5 we prove the local existence of smooth solutions
for (1), while in section 6 we prove the dissipative character of the system.
In section 7 we prove the global existence of solution when α = 2. In section
8 we establish the global existence of weak solution for (1). In Appendix A
we obtain the explicit expression of the fractional Laplacian as a singular
integral and some properties. Finally, in Appendix B we write some auxiliary
inequalities regarding fractional Sobolev spaces.
2. Results and discussion
Results regarding the fractional Fisher information. In this section
we establish some lower bounds for the fractional Fisher information in-
equalities. These inequalities are generalizations of those in Bae & Granero-
Belincho´n [2] and Burczak, Granero-Belincho´n & Luli [15], Li & Zhao [42,
equations 1.7, 2.20] and Li, Pan & Zhao [40, equation 1.12]. For the sake of
generality, we consider the case where the spatial domain is either Ωd = Rd
or Ωd = Td.
In what follows we assume that
Γ(z) : R+ → R
is a fixed, C1, increasing function such that
(11) Γ′(z) ≥ c
z
≥ 0,
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where c is a fixed constant. For instance, an example of such a function Γ
would be Γ(z) = log(z) for z > 0.
Lemma 1. Let d ≥ 1, 0 ≤ u be a smooth, given function and 0 < α < 2,
0 < δ < α/2 be two fixed constants. Then,
(12)
‖u‖2
H˙α/2(Ωd)
≤ C(α, d,Γ)‖u‖L∞(Ωd)
∫
Ωd
Λαu(x)Γ(u(x))dx, Ωd = Rd,Td,
(13) ‖u‖2
W˙α/2−δ,1(Td)
≤ C(α, d, δ,Γ)‖u‖L1(Td)
∫
Td
Λαu(x)Γ(u(x))dx.
Remark 1. In the local case α = 2, (13) holds with δ = 0.
In the one-dimensional case we can obtain a sharper result:
Lemma 2. Let d = 1and 1 < α ≤ 2 be a fixed constant. Given 0 ≤ u a
smooth function, we have that
(14) ‖u‖2−
2
1+α
H˙α/2(R)
≤ C(α,Γ)‖u‖1−
2
1+α
L1(R)
∫
R
Λαu(x)Γ(u(x))dx,
(15) ‖u‖2−
2
1+α
H˙α/2(T)
≤ C(α,Γ)‖u‖1−
2
1+α
L1(T)
(∫
T
Λαu(x)Γ(u(x))dx + ‖u‖L1(T)
)
.
Results regarding equation (1). We start this section with the definition
of admissible kinetic function f :
Definition 1. A kinetic function
f(y) : (−1,∞)→ R+
is admissible if
• f(y) ∈W 4,∞(−1,∞),
• f ′(y) > 0 if y > 0,
• for y ∈ [a, b] ⊂ [0,∞), there exist γba, γ˜ba <∞ such that
(16) 0 ≤ γba ≤
y
f ′(y)
≤ γ˜ba, ∀ y ∈ [a, b].
Sometimes we require the admissible kinetic function f (see Definition 1)
to satisfy the uniform bound
(17) C1 ≤ f ′(y) ∀ y ≥ 0,
for suitable constant C1.
Our first result establishes the local existence for the one-dimensional
problem (1) for µ ≥ 0, 0 ≤ α ≤ 2 and a general admissible kinetic function.
Let us emphasize that the proof of this result does not use the regularizing
effect from the viscosity. In other words, the result holds true in the inviscid
case µ = 0.
Theorem 1. Let (u0, q0) ∈ H3(T)×H3(T) be the initial data and f be an
admissible kinetic function in terms of Definition 1. Assume that u0 ≥ 0,
〈q0〉 = 0, 0 ≤ α ≤ 2, µ ≥ 0. Then there exist 0 < T ∗ = T ∗(u0, q0, α, f) ≤ ∞
and a unique classical solution (u(t), q(t)) to problem (1) verifying
u ∈ L∞(0, T ∗;H3(T)) ∩ L2(0, T ∗; H˙3+α/2(T)),
7q ∈ L∞(0, T ∗;H2+α/2(T)),
and the following inequality
sup
0≤t≤T ∗
‖u(t)‖2H3 + 2µ
∫ T ∗
0
‖u(s)‖2
H˙3+α/2
ds
≤ 2
(
‖u0‖2H3 + γ˜
(∥∥∂3xq0∥∥2L2 + ‖q0‖2L2)),
where γ˜ = γ˜
2max{u0}
0 is given by (16). If u0 verifies the stricter condition
(18) 0 < u0,
then the solution verifies
u ∈ L∞(0, T ∗;H3(T)) ∩ L2(0, T ∗; H˙3+α/2(T)),
q ∈ L∞(0, T ∗;H3(T)),
and the following inequality
sup
0≤t≤T ∗
(
‖u(t)‖2H3 + γ ‖q‖2H3
)
+ 2µ
∫ T ∗
0
‖u(s)‖2
H˙3+α/2
ds
≤ 2
(
‖u0‖2H3 + γ˜
(∥∥∂3xq0∥∥2L2 + ‖q0‖2L2)),
where γ = γ
2max{u0}
min{u0}/2
and γ˜ = γ˜
2max{u0}
min{u0}/2
are given by (16).
Here, the sign of u0 plays the role of a stability condition in the same spirit
as in Coutand & Shkoller [21] and Cheng, Granero-Belincho´n & Shkoller [20].
In that regard, it helps us to avoid derivative loss.
Before proceeding with the global in time results, we collect some global
bounds showing the dissipative character of the system. We define
(19) Θ(s) =
∫ s
1
∫ ξ
1
f ′(χ)
χ
dχdξ.
Then,
Theorem 2. Let (u0, q0) be the initial data satisfying the hypothesis in The-
orem 1 and consider 0 < α ≤ 2 and µ > 0. Assume that f is an admissible
kinetic function in terms of Definition 1 satisfying either
(1) the bound (17) or
(2) f(y) = yr/r, for 1 < r ≤ 2.
Then, the solution (u(t), q(t)) verifies
(20) ‖Θ(u(t))‖L1 +
1
2
‖q(t)‖2L2 + µ
∫ t
0
∫
T
(−∆)α/2uΘ′(u)dxds
≤ ‖Θ(u0)‖L1 +
1
2
‖q0‖2L2 .
Furthermore, there exists C0(α, u0, q0) such that,
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• if f verifies the bound (17), the function u gain the following regu-
larity∫ t
0
‖u(s)‖2
W˙α/2−δ,1
ds ≤ CδC0, ∀ 0 < δ < α/2, 0 < α < 2,
∫ t
0
‖u(s)‖2−
2
1+α
H˙α/2
ds ≤ C0, 1 < α ≤ 2,
and ∫ t
0
‖u(s)‖2
W˙ 1,1
ds ≤ C0, if α = 2,
• if f(y) = yr/r, 1 < r < 2, the function u gain the following regularity∫ t
0
‖u(s)‖2r
W˙α/2r−δ,r
ds ≤ CδC0, ∀ 0 < δ < α/2r, 0 < α < 2,
• if f(y) = y2/2, the function u gain the following regularity∫ t
0
‖u(s)‖2
H˙α/2
ds ≤ C0, ∀ 0 < α < 2,
Now we proceed with the global in time results. Our first global result
regards the hyperviscous case α = 2:
Proposition 1. Let (u0, q0) ∈ H3(T) ×H3(T) be the initial data and f be
an admissible kinetic function in terms of Definition 1 satisfying either
(1) the bounds (17) and
‖f ′′‖C2 ≤ C2,
for suitable constant 0 < C2 or
(2) f(y) = yr/r, for 1 < r ≤ 2.
Assume that 0 ≤ u0, 〈q0〉 = 0, α = 2 and µ > 0. Then there exist a unique
classical solution (u(t), q(t)) to problem (1) verifying
u ∈ L∞(0, T ;H3(T)) ∩ L2(0, T ;H4(T)),
q ∈ L∞(0, T ;H3(T)),
for every 0 < T <∞.
We introduce our definition of global weak solution:
Definition 2. (u, q) ∈ L∞(0, T ;L1)×L∞(0, T ;L2) is a global weak solution
to (1) if for all T > 0, φ,ψ ∈ D([−1, T )× T) we have∫ T
0
∫
T
−∂tφu+ µu(−∆)α/2φ+ uq∂xφdxds+
∫
T
u0φ(0)dx = 0,
∫ T
0
∫
T
−∂tψq + f(u)∂xψdxds +
∫
T
q0ψ(0)dx = 0.
Equipped with Theorem 1 we can prove the global existence of weak
solutions for (1) when f(u) = ur/r, 1 ≤ r ≤ 2:
9Theorem 3. Let (u0, q0) ∈ L2(T) × L2(T) be the initial data and f(y) =
yr/r, 1 ≤ r ≤ 2 be the kinetic function. Assume that 0 ≤ u0, 〈q0〉 = 0,
2− r < α ≤ 2 and µ > 0. Then there exist at least one global weak solution
(in the sense of Definition 2) (u(t), q(t)) to problem (1) verifying
u ∈ L∞(0,∞;Lr(T)),
q ∈ L∞(0,∞;L2(T)).
Furthermore, the solution u gains the following regularity
• for r = 1,
u ∈ L2(0,∞;Wα/2−δ,1(T)), 0 < δ ≪ 1,
• for 1 < r < 2,
u ∈ L2r(0,∞;Wα/2r−δ,r(T)), 0 < δ ≪ 1,
• for r = 2,
u ∈ L2(0,∞;Hα/2(T)).
3. Preliminaries
Notation. Given f ∈ L1(Td), we denote
〈f〉 = 1|Td|
∫
Td
f(x)dx.
We write M0 and c for constant that may change from line to line but only
depends on u0(x), q0(x) and the kinetic function f(x). We write P for a
generic polynomial that may change from line to line and whose coefficients
depends only on u0(x), q0(x) and f(x). We consider Hǫ the periodic heat
kernel at time t = ǫ.
Functional spaces. We writeHs(Td) for the usual L2-based periodic Sobolev
spaces:
Hs(Td) =
{
u ∈ L2(Td) s.t. (1 + |ξ|s)uˆ ∈ l2
}
,
with norm
‖u‖2Hs = ‖u‖2L2 + ‖u‖2H˙s , ‖u‖H˙s = ‖Λsu‖L2 .
The fractional Lp-based Sobolev-Slobodeckij spaces, W s,p(Td), are defined
as
W s,p =
{
u ∈ Lp(Td), ∂⌊s⌋x u ∈ Lp(Td),
|∂⌊s⌋x u(x)− ∂⌊s⌋x u(y)|
|x− y| dp+(s−⌊s⌋)
∈ Lp(Td × Td)
}
,
with norm
‖u‖pW s,p = ‖u‖pLp + ‖u‖pW˙ s,p ,
where
‖u‖p
W˙ s,p
= ‖∂⌊s⌋x u‖pLp +
∫
Td
∫
Td
|∂⌊s⌋x u(x)− ∂⌊s⌋x u(y)|p
|x− y|d+(s−⌊s⌋)p dxdy.
In the case of functions defined on Rd we have definitions with straight-
forward modifications.
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4. Proof of Lemmas 1 and 2
4.1. Proof of Lemma 1. We write the proof in the case Ω = Rd, 0 < α < 2,
being the case Ω = Td and the case α = 2 analogous. Changing variables,
we have that
I =
∫
Rd
Λαu(x)Γ(u(x))dx
=
∫
Rd
P.V.
∫
Rd
u(x)− u(y)
|x− y|d+α Γ(u(x))dydx
= −
∫
Rd
P.V.
∫
Rd
u(x)− u(y)
|x− y|d+α Γ(u(y))dydx.
Therefore, since Γ is non-decreasing,
I =
∫
Rd
P.V.
∫
Rd
u(x)− u(y)
|x− y|d+α (Γ(u(x))− Γ(u(y))) dydx ≥ 0,
and, using
Γ(u(x))− Γ(u(y)) =
∫ 1
0
d
ds
Γ(su(x) + (1− s)u(y))ds,
and (11), we compute
I = C(α, d)
∫
Rd
P.V.
∫
Rd
∫ 1
0
|u(x)− u(y)|2
|x− y|d+α Γ
′(su(x) + (1− s)u(y))dsdydx
≥ C(α, d,Γ)‖u‖L∞
∫
Rd
P.V.
∫
Rd
∫ 1
0
|u(x)− u(y)|2
|x− y|d+α dydx
≥ C(α, d,Γ)‖u‖L∞ ‖Λ
α/2u‖2L2 .
Then, we obtain (12). For the periodic case, after symmetrizing, we have
that
I = cα,d
∑
k∈Zd
∫
Td
P.V.
∫
Td
u(x)− u(y)
|x− y − 2πk|d+αΓ(u(x))dydx
≥ cα,d
∫
Td
P.V.
∫
Td
u(x)− u(y)
|x− y|d+α (Γ(u(x)) − Γ(u(y))) dydx.
We have
‖u‖W˙α/2−δ,1 =
∫
Td
∫
Td
|u(x)− u(y)|
|x− y|d+α2−δ dxdy
=
∫
Td
∫
Td
∫ 1
0
[ |u(x)− u(y)|
|x− y|d+α2−δ
|x− y|− d2+δ
|x− y|− d2+δ
×Γ
′(su(x) + (1− s)u(y))1/2
Γ′(su(x) + (1− s)u(y))1/2
]
dsdxdy
≤ I0.51 I0.52 ,
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I1 =
∫
Td
∫
Td
∫ 1
0
(u(x) − u(y))2
|x− y|d+α Γ
′(su(x) + (1− s)u(y))dsdxdy
=
∫
Td
P.V.
∫
Td
u(x)− u(y)
|x− y|d+α (Γ(u(x)) − γ(u(y)))dydx.
I2 =
∫
Td
∫
Td
∫ 1
0
1
Γ′(su(x) + (1− s)u(y))|x− y|d−2δ dsdxdy.
Using (11), this latter integral is similar to the Riesz potential. Due to the
positivity of u, we have
I2 ≤ 1
c
∫
Td
∫
Td
∫ 1
0
su(x) + (1− s)u(y)
|x− y|d−2δ dsdxdy
=
1
c
∫
Td
1
|y|d−2δ dy‖u‖L1 .
Consequently, we get (13).
4.2. Proof of Lemma 2. Using Lemma 1 and (51), we have that
‖u‖2−
2
1+α
H˙α/2(R)
≤ C2(α,Γ)‖u‖
1− 2
1+α
L1(R)
∫
R
Λαu(x)Γ(u(x))dx.
For the periodic case we have (52)
‖u‖2
H˙α/2(T)
≤ C(α,Γ)‖u‖1−
2
1+α
L1(T)
(
‖u‖
2
1+α
H˙α/2(T)
+ ‖u‖
2
1+α
L1
)∫
T
Λαu(x)Γ(u(x))dx.
To simplify notation we define
I =
∫
T
Λαu(x)Γ(u(x))dx,
so
‖u‖2
H˙α/2(T)
≤ C(α,Γ)‖u‖1−
2
1+α
L1(T)
(
‖u‖H˙α/2(T) + ‖u‖L1(T)
) 2
1+α
I.
Using
(‖u‖H˙α/2(T) + ‖u‖L1(T))2 ≤ 2(‖u‖2H˙α/2(T) + ‖u‖2L1(T)),
we obtain
Q2 ≤ C(α,Γ)‖u‖1−
2
1+α
L1(T)
Q
2
1+α I + 2‖u‖2L1(T),
where
Q = ‖u‖H˙α/2(T) + ‖u‖L1(T).
Finally, we estimate
Q2 ≤ C(α,Γ)‖u‖1−
2
1+α
L1(T)
Q
2
1+α I + 2‖u‖2−
2
1+α
L1(T)
Q
2
1+α ,
so
‖u‖2−
2
1+α
H˙α/2(T)
≤ Q2− 21+α ≤ C(α,Γ)‖u‖1−
2
1+α
L1(T)
(
I + ‖u‖L1(T)
)
.
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5. Proof of Theorem 1: Local existence of strong solutions
As the construction of suitable regularized problems is not an issue, we
focus on the energy estimates.
Recalling (16), we define the following energy functional
(21) E(t) = max
0≤s≤t
{‖u(s)‖2H3 + γ‖q(s)‖2H3}+ µ ∫ t
0
‖u(s)‖2
H˙3+α/2
ds.
Our goal is to obtain an inequality of the type
(22) E(t) ≤M0 +
√
tQ(E(t)),
for certain constantM0 =M0(u0, q0, f) and polynomial Q. The coefficients
inQ depends only on u0, q0 and f . An inequality as (22) implies the existence
of T ∗ = T ∗(u0, q0, f) such that E(t) ≤ 2M0.
Let us assume first that u0 satisfies (18). Once this case has been estab-
lished, in the last step we will recover the case where u0 is non-negative.
Step 1: Bootstrap assumptions; We assume that (u, q) is a solution
verifying
(23) E(t) < 3M0,
(24) min
x
u(t) >
1
4
min
x
u0 > 0.
(25) max
x
u(t) < 4max
x
u0.
In order we conclude the proof, we will need to prove that stricter bounds
hold.
Step 2: Positivity and mass conservation; Given a positive initial
data, u0 > 0, we have that m(t) = minx u(x, t) solves
d
dt
m(t) ≥ m(t)∂xq(xt, t),
where xt ∈ T is such that
min
x
u(x, t) = u(xt, t),
(see Burczak & Granero-Belinchon [12] for a proof). Thus,
min
x
u(x, t) ≥ min
x
u0(x)e
∫ t
0
∂xq(xs,s)ds > 0
and, consequently,
(26) ‖u(t)‖L1 = ‖u0‖L1 .
With the same approach,
max
x
u(x, t) ≤ max
x
u0(x)e
∫ t
0 ∂xq(xs,s)ds.
In particular, notice that we can find T 1 = T 1(u0, q0) such that
min
x,t
u(x, t) ≥ min
x
u0(x)e
−3cM0T 1 >
1
2
min
x
u0 > 0,(27)
max
x,t
u(x, t) ≤ max
x
u0(x)e
3cM0T 1 < 2max
x
u0,(28)
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if
T ≤ T 1.
Thus, the second bootstrap assumptions (24) and (25) hold true. As we
are interested in local existence, from this point onwards, we are going to
restrict ourselves to t ∈ [0, T 1].
Notice also that
(29) 〈q(t)〉 = 〈q0〉.
Step 3: Estimates for u; After an integration by parts, we have
d
dt
‖u‖2L2 = −2µ
∫
T
|Λα/2u|2dx− 2
∫
T
uq
∂tq
f ′(u)
dx.
Using ∫
T
u
f ′(u)
q∂tqdx =
1
2
d
dt
∫
T
u
f ′(u)
q2dx− 1
2
∫
T
∂t
(
u
f ′(u)
)
q2dx,
we obtain
d
dt
(
‖u‖2L2 +
∥∥∥∥√ uf ′(u)q
∥∥∥∥2
L2
)
+ 2µ
∫
T
|Λα/2u|2dx =
∫
T
∂t
(
u
f ′(u)
)
q2dx.
We have∫ t
0
∫
T
∂tu
(
1
f ′(u)
− f
′′(u)
(f ′(u))2
)
q2dxds ≤ tc max
0≤s≤t
‖∂tu(s)‖2L2‖q(s)‖2L4 ,
thus, recalling (16),
‖u(t)‖2L2 + γ ‖q‖2L2 + 2µ
∫ t
0
‖u(s)‖2
H˙α/2
ds ≤ ‖u0‖2L2 +
∥∥∥∥√ u0f ′(u0)q0
∥∥∥∥2
L2
+ tP(E(t)).(30)
Step 4: Estimates for ∂3xu; We compute
1
2
d
dt
‖u‖2
H˙3
+ µ‖u‖2
H˙3+α/2
=
∫
T
∂4x(uq)∂
3
xudx.
Integrating by parts, we have that
I =
∫
T
∂4x(uq)∂
3
xudx
= −
∫
T
∂3x(uq)∂
4
xudx
= −
∫
T
(
∂3xuq + u∂
3
xq + 3∂xu∂
2
xq + 3∂xq∂
2
xu
)
∂4xudx
≤ c‖u‖H˙3
(‖u‖H˙3‖∂xq‖L∞ + ‖u‖W˙ 2,4‖q‖W˙ 2,4 + ‖q‖H˙3‖∂xu‖L∞)
−
∫
T
u∂3xq∂
4
xudx.(31)
In the remainder we have to find an energy term. We compute
∂4xu =
∂t∂
3
xq − f ′′′′(∂xu)4 − 6f ′′′(∂xu)2∂2xu− f ′′[3(∂2xu)2 + 4∂3xu∂xu]
f ′(u)
,
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so, by Sobolev embedding,
J = −
∫
T
u∂3xq∂
4
xudx
≤ −
∫
T
u∂3xq
(
∂3x∂tq
f ′(u)
dx
)
+ c‖q‖H˙3‖u‖2H˙3
(
1 + ‖u‖2
H˙3
)
≤ −1
2
d
dt
∫
T
(∂3xq)
2 u
f ′(u)
dx+ c‖q‖H˙3
[
‖q‖H˙3‖∂tu‖L∞ + ‖u‖2H˙3
(
1 + ‖u‖2
H˙3
)]
.
Integrating in time and using (16), we conclude
‖u(t)‖2
H˙3
+ γ ‖q‖2
H˙3
+ 2µ
∫ t
0
‖u(s)‖2
H˙3+α/2
ds ≤ ‖u0‖2H˙3 +
∥∥∥∥√ u0f ′(u0)∂3xq0
∥∥∥∥2
L2
+ tP(E(t)).(32)
Step 5: Uniform time T ∗; Collecting (30) and (32), we obtain
‖u(t)‖2H3 + γ ‖q‖2H3 + 2µ
∫ t
0
‖u(s)‖2
H˙3+α/2
ds ≤ ‖u0‖2H3 +
∥∥∥∥√ u0f ′(u0)∂3xq0
∥∥∥∥2
L2
+
∥∥∥∥√ u0f ′(u0)q0
∥∥∥∥2
L2
+ tQ(E(t)),(33)
and, equivalently,
E(t) ≤M0 + tQ(E(t)).
This polynomial inequality implies the existence of 0 < T 2 = T 2(M0,Q)
such that
E(t) ≤ 2M0, ∀t ≤ T 2,
(see Coutand & Shkoller [21] or Cheng, Granero-Belinchon & Shkoller [20]
for the details). We chose
T ∗ = min{T 1, T 2},
where T 1 was defined in (27).
Step 6: Uniqueness; The uniqueness follows a standard approach. As-
sume that there exists two solutions (u1, q1) and (u2, q2) with finite energy
for the same initial data (u0, q0). Define u¯ = u1 − u2, q¯ = q1 − q2 and
f¯ = f(u1)− f(u2). We have that
∂tq¯ − f¯∂xu2 = f ′(u1)∂xu¯,
d
dt
‖u¯‖2L2 + 2µ‖u¯‖2H˙α/2 = −2
∫
T
(u¯q1 − u2q¯)∂xu¯dx
=
∫
T
u¯2∂xq1dx− 2
∫
T
u2
f ′(u1)
q¯
(
∂tq¯ − f¯∂xu2
)
dx.
We compute
d
dt
(‖u¯‖2L2 + γ‖q¯‖2L2)+ 2µ‖u¯‖2H˙α/2 ≤ ‖u¯‖2L2‖∂xq1‖L∞ + ‖q¯‖2L2
∥∥∥∥∂t( u2f ′(u1)
)∥∥∥∥
L∞
+ ‖q¯‖L2‖u¯‖L2
∥∥∥∥∂xu2u2f ′(u1)
∥∥∥∥
L∞
.
Using Gronwall’s inequality, we conclude the uniqueness.
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Step 7: Non-negative u0; In the previous steps we have proved that if
u0 > 0, then there exists a unique local solution (u, q) such that
u ∈ L∞t H3x ∩ L2tH3+α/2x , q ∈ L∞t H3x,
where the bound q ∈ L∞t H3x depends on min{u0}. To recover the case with
non-negative u0, i.e. where u0 may vanish in some region, we consider the
new initial data uǫ0 = ǫ+ u0, where 0 < ǫ≪ 1. For this new initial data we
can construct a unique local solution following the previous steps 1-6. Then
we have an approximate solution verifying
‖uǫ(t)‖2H3 + 2µ
∫ t
0
‖uǫ(s)‖2
H˙3+α/2
ds ≤ 2 + 2‖u0‖2H3 + 2
∥∥∥∥√ ǫ+ u0f ′(ǫ+ u0)∂3xq0
∥∥∥∥2
L2
+
∥∥∥∥√ ǫ+ u0f ′(ǫ+ u0)q0
∥∥∥∥2
L2
,(34)
To pass to the limit, we use that q satisfy
q(x, t) = q0(x) +
∫ t
0
f ′(u(x, s))∂xu(x, s)ds,
so
max
0≤t≤T ∗
‖q(t)‖2+α/2 ≤ ‖q0‖2+α/2 + Cf
√
T ∗
√∫ T ∗
0
‖uǫ(s)‖23+α/2ds.
Thus, using (34) and the properties of f (see Definition 1), we conclude
q ∈ L∞t H2+α/2x ,
uniformly in ǫ.
6. Proof of Theorem 2: Global bounds
Step 1: Admissible f satisfying f ′ ≥ C1; Define the functional
F [u, q] =
∫
T
Θ(u)dx+
1
2
∫
T
q2dx,
where Θ was defined in (19). Notice that
Θ′(s) =
∫ s
1
f ′(χ)
χ
dχ,
which implies that Θ′(s) ≥ 0 if s ≥ 1 and Θ′(s) ≤ 0 if 0 < s ≤ 1. We also
have
Θ(1) = 0,Θ′(1) = 0,
Θ′′(s) =
f ′(s)
s
≥ 0,
which means that Θ ≥ 0. Thus, the functional F is bounded below:
0 ≤ F [u, q].
Then we have that
d
dt
F [u, q] =
∫
T
∂tuΘ
′(u)dx+
∫
T
q∂tqdx
= −
∫
T
ΛαuΘ′(u)dx+
∫
T
(−uΘ′′(u) + f ′(u)) q∂xudx,
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so
(35) F [u, q] +
∫ t
0
∫
T
ΛαuΘ′(u)dx ≤ F [u0, q0].
As a consequence of this dissipation effect, the conservation of mass (26)
and Lemmas 1 and 2, we have the global bounds∫ t
0
‖u‖2
W˙α/2−δ,1
ds ≤ C(α, δ)‖u0‖L1
∫ t
0
∫
T
ΛαuΘ′(u)dxds
≤ C(α, δ)‖u0‖L1F [u0, q0],
and, in case α > 1,∫ t
0
‖u‖2−
2
1+α
H˙α/2
ds ≤ C(α)‖u0‖
1− 2
1+α
L1
(∫ t
0
∫
T
ΛαuΘ′(u)dxds + t‖u0‖L1
)
≤ C(α)‖u0‖
1− 2
1+α
L1
(F [u0, q0] + t‖u0‖L1) .
Notice that if the dimension is higher than 1, d ≥ 2, the dissipative
character of the system remains unchanged and the proof for the cases with
higher dimensions follow straightforwardly.
Step 2: f(y) = yr/r, 1 < r ≤ 2; Notice that for f(y) = yr/r we
can not apply the argument in Step 1. The reason is that the degeneracy
of f ′(y) = yr−1 is an obstacle for (11). Consequently, we can not invoke
Lemmas 1 and 2 as they are stated. Instead, we notice that in this case we
have
Θ(u) =
∫ u
1
1
r − 1ξ
r−1− 1
r − 1dξ =
ur
r(r − 1) −
u
r − 1 −
(
1
r(r − 1) −
1
r − 1
)
.
Thus, computing the evolution of F and using the conservation of mass, we
obtain
(36)
‖u(t)‖rLr
r(r − 1) +
‖q(t)‖2L2
2
+
µ
r − 1
∫ t
0
∫
T
Λαuur−1dxds ≤ ‖u0‖
r
Lr
r(r − 1) +
‖q0‖2L2
2
.
Now, in the case 1 < r < 2, we invoke Lemma 4 (with s = r − 1) to obtain
the lower bound
0 ≤
∫
T
Λαuur−1dx,
that implies the uniform-in-time estimates
u ∈ L∞t Lrx ∩ L2rt Wα/2r−,rx , q ∈ L∞t L2x.
In the case r = 2, (36) reduces to
(37) ‖u(t)‖2L2 + ‖q(t)‖2L2 + 2µ
∫ t
0
‖u(s)‖2
H˙α/2
ds ≤ ‖u0‖2L2 + ‖q0‖2L2 ,
that implies the uniform-in-time estimates
u ∈ L∞t L2x ∩ L2tHα/2x , q ∈ L∞t L2x.
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7. Proof of Proposition 1: Global existence of strong
solutions
Fix 0 < T < ∞ an arbitrary parameter and choose µ = 1 wlog. Due to
Theorem 2, the solution (u, q) verifies∫ T
0
‖u(s)‖2L∞ds ≤
∫ T
0
‖u(s)‖2W 1,1ds ≤M0,
max
0≤t≤T
‖q(t)‖2L2 ≤M0.
Then we can refine the previous energy estimates and obtain that
d
dt
‖u‖2L2 + ‖u‖2H˙1 ≤ ‖u‖2L∞‖q‖2L2 ,
so, integrating,
max
0≤t≤T
‖u(t)‖2L2 +
∫ T
0
‖u(s)‖2
H˙1
ds ≤M0.
We also have
d
dt
‖u‖2
H˙1
+ 2‖u‖2
H˙2
=
∫
T
(∂xu)
2∂xqdx− 2
∫
T
u∂xq∂
2
xudx
≤ c‖u‖L∞‖q‖H˙1‖u‖H˙2 .
where we have used the inequality
(38) ‖g‖2
W˙ 1,4
≤ 3‖g‖L∞‖g‖H˙2 .
We have that
d
dt
‖q‖2
H˙1
≤ 2‖f ′(u)∂2xu+ f ′′(u)(∂xu)2‖L2‖q‖H˙1
≤ 2‖u‖H˙2(f ′(0) + 4C2‖u‖L∞)‖q‖H˙1 ,
where we have used
f ′(u) ≤ f ′(0) + C2u
Then,
d
dt
(
‖u‖2
H˙1
+ ‖q‖2
H˙1
)
+ ‖u‖2
H˙2
≤ c(‖u‖L∞ + 1)‖q‖H˙1‖u‖H˙2
≤ c(‖u‖L∞ + 1)2‖q‖2H˙1 ,
and, using Gronwall’s inequality
max
0≤t≤T
‖u(t)‖2
H˙1
+ ‖q(t)‖2
H˙1
≤M0e
∫ T
0 c(‖u(s)‖L∞+1)
2ds ≤M0eM0(T+1),∫ T
0
‖u(s)‖2
H˙2
ds ≤M0eM0(T+1).
In the same way
d
dt
‖q‖2
H˙2
≤ c (‖f ′(u)∂3xu‖L2 + ‖f ′′′(u)(∂xu)3‖L2 + ‖f ′′(u)∂xu∂2xu‖L2) ‖q‖H˙2
≤ c ((1 + ‖u‖L∞)‖∂3xu‖L2 + ‖∂xu‖3L6 + ‖∂xu∂2xu‖L2) ‖q‖H˙2 .
By using Ho¨lder’s inequality and Gagliardo-Nirenberg interpolation inequal-
ities, we have that
‖∂xu‖6L6 ≤ c‖∂xu‖6H˙1/3 ≤ c‖∂xu‖5L2‖∂3xu‖L2 ,
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‖∂xu∂2xu‖2L2 ≤ ‖∂xu‖2L6‖∂2xu‖2L3
≤ c‖∂xu‖5/3L2 ‖∂3xu‖
2/3
L2
‖∂2xu‖5/3L2
≤ c‖∂xu‖2L2‖∂3xu‖L2‖∂2xu‖L2 ,
and
(39)
d
dt
‖q‖2
H˙2
≤ ‖∂3xu‖2L2 + c‖u‖10H˙1 + c
(
‖q‖2
H˙2
+ ‖∂2xu‖L2
)
.
At this point, to obtain the appropriate bound for ‖u‖2H2 is an easy compu-
tation:
(40)
d
dt
‖u‖2
H˙2
+ 2‖u‖2
H˙3
≤ c‖u‖H˙3
(‖u‖H˙2‖q‖L∞
+‖q‖H˙2‖u‖L∞ + ‖u‖W˙ 1,4‖q‖W˙ 1,4
)
.
Adding together (39) and (40) and using (38) and Gronwall’s inequality, we
obtain the bound
max
0≤t≤T
‖u(t)‖2
H˙2
+ ‖q(t)‖2
H˙2
+
∫ T
0
‖u(s)‖2
H˙3
ds ≤ C(T,M0),
The L∞t H
3
x estimates can be obtained with the same ideas and the proof
follows.
8. Proof of Theorem 3: Global existence of weak solutions
Fix 0 < T < ∞ and arbitrary parameter. We consider the approximate
problems
(41)
{
∂tu
ǫ = −µΛαu+ ∂x(uǫqǫ) + ǫ∂2xuǫ,
∂tq
ǫ = ∂xf(u
ǫ) + ǫ∂2xq
ǫ,
with initial data
uǫ(0) = ǫ+Hǫ ∗ u0, qǫ(0) = Hǫ ∗ q0.
With the same ideas as in Theorem 1, we obtain the global existence of
the approximate solution (uǫ, qǫ).
Step 1: f(y) = y2/2; Using Theorem 2 we have the following global
ǫ-uniform bounds
uǫ ∈ L∞t L2x ∩ L2tHα/2x ,
∂tu
ǫ ∈ L2tH−2x ,
qǫ ∈ L∞t L2x.
Recalling that 0 < T < ∞ and using the embedding L∞ →֒ L2, we can
apply the classical Aubin-Lions Lemma with
X0 = H
α/2, X = L2, X1 = H
−2,
so
X0 ⊂⊂ X →֒ X1,
and conclude that
Y = {v s.t. v ∈ L2(0, T ;X0) ∩ ∂tv ∈ L2(0, T ;X1)}
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is compactly embedded into L2(0, T ;L2). Thus, we have the following con-
vergences
(42) uǫ → u in L2tL2x, uǫ ⇀ u in L2tHα/2x , qǫ ⇀ q ∈ L2tL2x.
Step 2: f(y) = yr/r, 1 < r < 2; As before, using Theorem 2 we have
the following global ǫ-uniform bounds
uǫ ∈ L∞t Lrx ∩ L2rt Wα/2r−,rx ,
∂tu
ǫ ∈ L2tH−2x ,
qǫ ∈ L∞t L2x.
Using Rellich Theorem we have
Wα/2r−,r ⊂⊂ L2
provided that
1
2
>
1
r
− α
2r
,
or, equivalently,
α > 2− r.
Using Aubin-Lions with
X0 =W
α/2r−δ,r( for 0 < δ ≪ 1 small enough), X = L2,X1 = H−2
we obtain the convergences
(43) uǫ → u in L2rt L2x, qǫ ⇀ q ∈ L2tL2x.
Step 3: f(y) = y; Recalling Theorem 2 we have the following global
ǫ-uniform bounds
uǫ ∈ L∞t L1x ∩ L2tWα/2−,1x ,
∂tu
ǫ ∈ L2tH−2x ,
qǫ ∈ L∞t L2x.
Using Rellich Theorem we have
Wα/2−,1 ⊂⊂ L2
provided that
α > 1.
Using Aubin-Lions with
X0 =W
α/2−δ,1( for 0 < δ ≪ 1 small enough), X = L2,X1 = H−2
we obtain the convergences
(44) uǫ → u in L2tL2x, qǫ ⇀ q ∈ L2tL2x.
Step 4: Passing to the limit; Equipped with (42),(43), (44) and the
properties of the mollifiers, we can pass to the limit in the linear terms.
Thus, we only have to pass to the limit in the nonlinear terms:
Iǫ1 =
∫ T
0
∫
T
uǫqǫ∂xφdxds,
Iǫ2 =
∫ T
0
∫
T
f(uǫ)∂xφdxds.
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We compute
Iǫ1 −
∫ T
0
∫
T
uqǫ∂xφdxds ≤ Cφ
∫ T
0
‖uǫ − u‖L2‖qǫ‖L2 ,
so, using the weak convergence qǫ ⇀ q in L2tL
2
x, we have
Iǫ1 →
∫ T
0
∫
T
uq∂xφdxds.
The case where f(u) = u can be handled easily due to its linearity. Thus,
let’s focus on the case where the kinetic function is given by f(u) = ur/r,
1 < r < 2. We compute
Iǫ2 −
∫ T
0
∫
T
f(u)∂xψdxds =
∫ T
0
∫
T
∫ 1
0
(λuǫ + (1− λ)u)r−1(uǫ − u)∂xψdλdxds
≤ Cψ
∫ T
0
‖(uǫ + u)r−1‖Lr/(r−1)‖uǫ − u‖Lrds
≤ Cψ
∫ T
0
(‖uǫ‖r−1Lr + ‖u‖r−1Lr )‖uǫ − u‖Lrds
≤ Cψ
√
T
√∫ T
0
‖uǫ − u‖2
L2
ds,
where we have used the ǫ−uniform boundedness of uǫ in L∞t Lrx. In the final
case r = 2, we have that
Iǫ2 −
∫ T
0
∫
T
u2/2∂xψdxds =
∫ T
0
∫
T
(uǫ + u)(uǫ − u)∂xψdxds
≤ Cψ
∫ T
0
‖uǫ + u‖L2‖uǫ − u‖L2ds
≤ Cψ
√
T
√∫ T
0
‖uǫ − u‖2
L2
ds.
Thus,
Iǫ2 →
∫ T
0
∫
T
f(u)∂xψdxds.
Appendix A. Fractional Laplacian
Recalling our convention for the Fourier transform:
gˆ(ξ) =
1
(2π)d/2
∫
Rd
g(x)e−ix·ξdx,
we write Λα = (−∆)α2 , i.e.
(45) Λ̂αu(ξ) = |ξ|αuˆ(ξ).
In this section we are going to obtain the formulation of the fractional
Laplacian as the following singular integral
(46) Λαu = 2C
∫
Rd
u(x)− u(y)
|x− y|d+α dy,
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where
C =
(∫
Rd
4 sin2
(
x1
2
)
|x|d+α dx
)−1
.
In the case of periodic functions, we have the following equivalent repre-
sentation
Λαu(x) = 2C
( ∑
k∈Zd,k 6=0
∫
Td
u(x)− u(x− η)dη
|η + 2kπ|d+α
+ P.V.
∫
Td
u(x)− u(x− η)dη
|η|d+α
)
.(47)
This result is well-known, however, the method that we are going to use has
the advantage of being luddite in the sense of not requiring any advanced
analysis tools, just basic calculus. The main idea is to use the equivalence
of norms between Hs and W s,2:
Proposition 2. Fix 0 < s < 1 and let u be a function in the Schwartz class.
Then the following equality holds
(48) ‖u‖2
H˙s(Rd)
= C‖u‖2
W˙ s,2
for an explicit constant C = C(s, d).
Proof. We compute
‖u‖2
W˙ s,2
=
∫
Rd
∫
Rd
|u(x) − u(y)|2
|x− y|d+2s dydx
=
∫
Rd
∫
Rd
|u(x+ y)− u(y)|2
|x|d+2s dydx
=
∫
Rd
∫
Rd
|eiξ·x − 1|2|uˆ(ξ)|2
|x|d+2s dξdx
=
∫
Rd
 1
|ξ|2s
∫
Rd
4 sin2
(
ξ·x
2
)
|x|d+2s dx
 |ξ|2s|uˆ(ξ)|2dξ,
due to properties of the Fourier transform.
Due to Plancherel Theorem, the equality (48) now reduces to whether
I(ξ) =
1
|ξ|2s
∫
Rd
4 sin2
(
ξ·x
2
)
|x|d+2s dx
is constant (and then I = c−1) or not. Notice that, by changing variables,
I(λξ) =
1
|ξ|2s
∫
Rd
4 sin2
(
ξ·λx
2
)
|λx|d+2s dx = I(ξ).
Thus, it is enough to consider ξ such that |ξ| = 1 and
I(ξ) =
∫
Rd
4 sin2
(
ξ·x
2
)
|x|d+2s dx.
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Then, when d = 1, it is clear that I(ξ) = I(1). When d = 2, using polar
coordinates, we have that ξ = (cos(ω), sin(ω)) and
I(ω) =
∫ ∞
0
∫ π
−π
4 sin2
(
r cos(ω−θ)
2
)
r1+2s
dθdr.
Thus, changing variables, we have that
I(ω) = I(0), i.e. I(ξ) = I(e1).
The case where d = 3 follows with the same ideas. As a consequence, we
have proved that
‖u‖2
W˙ s,2
=
(∫
Rd
4 sin2
(
x1
2
)
|x|d+2s dx
)∫
Rd
|ξ|2s|uˆ(ξ)|2dξ =
(∫
Rd
4 sin2
(
x1
2
)
|x|d+2s dx
)
‖u‖2
H˙s
.
Equivalently, we have proved
C‖u‖2
W˙ s,2
= ‖u‖2
H˙s
where
C =
(∫
Rd
4 sin2
(
x1
2
)
|x|d+2s dx
)−1
.

The previous computation serves as a bridge between the multiplier def-
inition of Λα on the Fourier space and certain integral expression involving
a singular kernel on the physical space. Then we have the following result
Proposition 3. Fix 0 < s < 1 and let u be a function in the Schwartz class.
Then the following equalities holds
‖u‖2
H˙s(Rd)
=
∫
Rd
Λ2suudx,(49)
‖u‖2
W˙ s,2
= 2
∫
Rd
∫
Rd
u(x)− u(y)
|x− y|d+2s dy u(x)dx.(50)
Thus ∫
Rd
Λαuudx = 2C
∫
Rd
∫
Rd
u(x)− u(y)
|x− y|d+α dy u(x)dx,
where
C =
(∫
Rd
4 sin2
(
x1
2
)
|x|d+α dx
)−1
.
Furthermore, the operators
Tu =
∫
Rd
u(x)− u(y)
|x− y|d+α dy,Λ
αu
are self-adjoint.
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Proof. Equation (49) is just an easy application of Plancherel Theorem. In
the same way, we can obtain the self-adjointness of the fractional Laplacian.
To prove equation (50), we compute as follows
J =
∫
Rd
∫
Rd
u(x)− u(y)
|x− y|d+2s u(x)dydx
= −
∫
Rd
∫
Rd
u(x)− u(y)
|x− y|d+2s u(y)dydx
=
1
2
∫
Rd
∫
Rd
|u(x)− u(y)|2
|x− y|d+2s dydx
=
1
2
‖u‖2
W˙ s,2
.
To see that Tu is self-adjoint, we perform a change of variables,∫
Rd
Tu v dx =
∫
Rd
∫
Rd
u(x)− u(y)
|x− y|d+2s v(x)dydx
= −
∫
Rd
∫
Rd
u(x)− u(y)
|x− y|d+2s v(y)dydx
=
1
2
∫
Rd
∫
Rd
(u(x)− u(y))(v(x) − v(y))
|x− y|d+2s dydx
=
∫
Rd
Tv u dx,
and the result follows. 
Once the previous Proposition has been established, we fix v a function
in the Schwartz class and consider
K =
∫
Rd
Λα(u+ v)(u+ v)dx− 2C
∫
Rd
T (u+ v)(u + v)dx.
Due to the previous Proposition, we have that
K = 0.
Then, we compute
K =
∫
Rd
(Λαu+ Λαv)(u+ v)dx− 2C
∫
Rd
(Tu+ Tv)(u+ v)dx
=
∫
Rd
Λαuv +Λαvudx− 2C
∫
Rd
Tuv + Tvudx
= 2
∫
Rd
Λαuv − 4C
∫
Rd
Tuvdx.
In particular, we have proved the equality (46). To obtain (47), we decom-
pose Rd and use a change of variables.
Appendix B. Fractional Sobolev inequalities
We need an interpolation inequality:
Lemma 3 ([28]). Fix 1 < α ≤ 2. Then, the following inequalities hold
(51) ‖u‖L∞(R) ≤ C(α)‖u‖
2
1+α
H˙α/2(R)
‖u‖1−
2
1+α
L1(R)
,
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(52) ‖u− 〈u〉‖L∞(T) ≤ C(α)‖u‖
2
1+α
H˙α/2(T)
‖u‖1−
2
1+α
L1(T)
.
Finally, we collect another inequality
Lemma 4 ([13]). Let 0 ≤ u ∈ L1+s(T), s ≤ 1, be a given function and
0 < α < 2, 0 < δ < α/(2 + 2s) two fixed constants. Then,
0 ≤
∫
T
Λαu(x)us(x)dx.
Moreover,
‖u‖2+2s
W˙α/(2+2s)−δ,1+s
≤ C(α, s, δ)‖u‖1+s
L1+s
∫
T
Λαu(x)us(x)dx.
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