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Abstract
This thesis explores the turbulence of ecosystems, and the ecology of turbulence. Ecosystems and turbulent
fluids are both highly non-equilibrium and exhibit spatio-temporal complexity during the course of their
evolution. It might seem that they are too complicated to extract universal properties, even if there are any.
Surprisingly, it turns out that each of them can shed light on the other, enabling them both to be solved.
In particular, the techniques used to explore ecosystem dynamics turn out to be exactly what is needed to
solve the problem of the laminar-turbulent transition in pipes.
Accordingly, this thesis is organized into two parts. Part I discusses what governs the rate of evolution
and what are the consequences of the interplay between ecology and evolution at different scales. Three
different aspects of these underlying questions are included in this part:
(1) We first study the phenomenon of anomalous population dynamics known as “rapid evolution”, in
which a fast evolutionary time scale emerges from intense ecological interactions between species. Specific
examples are rotifer-algae and bacteria-phage, where the ecosystem is composed of a predator and its prey.
However, a sub-population of mutant prey arises from strong environmental pressure, and the trade-off be-
tween selection from reproduction and predation is manifested in the patterns of eco-evolutionary dynamics.
We discuss how to solve such system with inherent stochasticity by a generic and systematic analytical
approach in the spirit of statistical mechanics, using a stochastic individual-level model. We show that this
method can naturally capture the universal behavior of the stochastic dynamics from demographic noise
without any additional and more biologically detailed assumptions.
(2) Second, we address the question of the role of selection in evolution and its relationship with pheno-
typic fluctuations. Phenotypic fluctuations have been conjectured to be beneficial characteristics to protect
against fluctuating selection from environmental changes. But it is not well-understood how phenotypic
fluctuations shape the evolutionary trajectories of organisms. We address these questions in the context of
directed evolution experiments on bacterial chemotactic phenotypes. Our stochastic modeling and experi-
ments on the evolution of chemotactic fronts suggest that the strength of selection can determine whether
or not phenotypic fluctuations grow or shrink during successive rounds of selection and growth.
ii
(3) The third aspect of the first part focuses on the paradox of coexistent stability in microbial ecosystems
that display especially intricate evolutionary phenomena. We propose that horizontal gene transfer, an
important evolutionary driving force, is also the driving force that can stabilize microbe-virus ecosystems.
The particular biological system for our model is that of the marine cyanobacteria Prochlorococcus spp.,
one of the most abundant organisms on the planet, and its phage predator. Phylogenetic analysis reveals
compelling evidence for horizontal gene transfer of photosynthesis genes between the bacteria and phage.
We test our hypothesis by building a spatially-extended stochastic individual-level model and show that the
presence of viral-mediated horizontal gene transfer can induce collective coevolution and ecosystem stability,
leading to a large pan-genome, an accelerated evolutionary timescale, and the emergence of ecotypes that
are adapted to the stratified levels of light transmission as a function of ocean depth.
The goal of Part II is to understand the nature of the transition to turbulence in fluids, which has been
a puzzle for more than a century. The novelty of our approach is that we consider transitional turbulence
as a non-equilibrium phase transition. Accordingly we attempt to approach this problem by looking for an
appropriate long-wavelength effective theory. We report evidence of candidate long-wavelength collective
modes in direct numerical simulations of the Navier-Stokes equations in a pipe geometry, where we un-
cover unexpected spatio-temporal patterns reminiscent of ecological predator-prey dynamics. This finding
allows us to construct a minimal Landau theory for transitional turbulence, which resembles a stochastic
predator-prey model. This in turn can be mapped into the generic universality class of directed percolation.
Stochastic simulations of this spatial-extended individual-level predator-prey model are able to recapitulate
the experimentally observed super-exponential dependence of the lifetime of turbulent regions on Reynolds
number near the onset of turbulence. We argue that these remarkable scaling phenomena reflect the pres-
ence of finite-size effects as the correlation length becomes of order the pipe diameter, leading to a universal
finite-size scaling distribution for the velocity fluctuations.
iii
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Chapter 1
Introduction
This thesis will explore the turbulence of ecosystems, and the ecology of turbulence. Why should we study
turbulence, and what does it have in common with ecology? Turbulence describes the unsteady, fluctuating
and unpredictable state of fluids that is prevalent in our daily life; it remains one of the most difficult
unsolved problems in physics. Ecosystems are composed of various species and organisms that are coupled
by complex interactions and interact with their surrounding fluctuating environment, on scales ranging from
microbial communities (e.g. in the human body) to forests and oceans that are constantly driven by energy
flows and nutrient cycles. Turbulence and ecosystems both consist of a large number of degrees of freedom,
and are highly nonlinear, stochastic and far from equilibrium. Nevertheless, they both exhibit robust scaling
laws in many situations. Ecosystems and turbulence are most widely studied in their steady state, well-
developed and stable. However, in the last few years, attention has focused on the transitions exhibited by
both systems. Fluids are laminar at slow speed (we will define this statement later), but turbulent at high
speed [1, 2, 3, 4, 5]. Ecosystems can undergo transitions also, e.g. from flourishing vegetation to desert as an
external parameter such as rain fall is varied [6]. Thus, there are immense consequences in both turbulence
and ecosystems once they are undergoing phase transitions. In both well-developed and transitional states,
turbulence and ecosystems have a wide range of spatial and time scales, leading to universality and scaling
laws. Thus we expect that these phenomena can be described by minimal models despite their detailed
complexity. An additional question arose unexpectedly during this work: Can the study of ecosystems tell
us something about turbulence, or vice versa? Remarkably, I show in this thesis that the answer is yes! There
is a precise and exact mapping between certain ecological transitions and the laminar-turbulence transition.
This thesis summarizes various topics that help to address these questions. The first part of this thesis
starts with the question: what determines the rate of evolution, under various environmental influences?
This is explored by studying predator-prey ecosystems, where the organisms are coupled together through
multiscale spatial-temporal interactions, driven far from equilibrium by energy input (e.g. from the sun).
Intense interactions in space and time can provide strong selection stress to the ecosystems, driving the
system far away from equilibrium. As a result, we can imagine a picture of successive and rapid fixation of
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mutant traits. In fact, these systems can develop surprising rapid complex dynamics and also rich patterns in
space, in traits and in phase shifts associated with population cycles, where stochasticity plays an important
role. Also, the fluctuations in these ecosystems can be characterized by universal scaling in their dynamical
power spectra.
These phenomena share similarities with turbulence, a highly non-equilibrium fluid state, characterized
by remarkable cascades that arise from an energy flow caused by different length scales. In this sense, an
ecosystem can be said to be turbulent.
The second part of this thesis discusses a century-long problem: what is the nature of the onset of
turbulence in fluids? Since we seek to understand the universal features that are exhibited in a range of
systems, we approach the problem from the aspect of the statistical mechanics of phase transitions. This is
different from most studies in the field of fluid dynamics, which focus on nonlinear dynamics and large-scale
numerical computation. Remarkably, we found that fluids near the laminar-turbulent transition exhibit a
sort of two-fluid model behavior, in which there is coexistence of a coherent state and turbulent fluctuations.
More surprisingly, the dynamics of these two fluid modes show characteristics of oscillations in predator-
prey ecosystems. This unexpected finding shows the value of studying transitional turbulence as a problem
of non-equilibrium phase transitions, from which we can extract universal behavior from the underlying
complicated dynamics.
Figure 1.1: Rapid evolution.
Part I of this thesis will approach the question of the rate of evolution from three different perspectives.
An ecosystem is usually conceived of as a macroscopic ensemble of organisms, with hierarchical trophic
levels and foodwebs that are coupled by complex interactions. Yet we may first start by dissecting it into
smaller-scaled subsystems in which we consider only relevant interactions between individuals. Arguably
the most important relationship is predator-prey interaction. The basic features of the simplest predator-
prey system are well-studied by both analytic models and numerical simulations, describing such features
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as the persistent global population oscillations in time, the spatial distributions locally of populations, with
characteristic phase shifts, and robust power spectra of fluctuations.
It turns out that these population oscillations can only be properly described if the discrete nature of
individuals is taken into account. Individuals within a population are created and die by integer amounts.
The discreteness is not only important near extinction, where population sizes are small, but even for large
populations due to a resonant amplification. This discrete nature of the predator-prey population dynamics
leads to an economical description, using quantum field theory. From this path integral approach, we can
explore the connection to the universal behavior near phase transitions in statistical physics.
Therefore the predator-prey model can serve as a basic tool to guide our understanding of more compli-
cated ecosystems. In this sense, the predator-prey model for ecosystems is like the Ising model for magnetism,
which is a benchmark for understanding phase transitions in condensed matter physics.
Just as the Ising model cannot explain most magnetic phenomena in condensed matter world, real ecosys-
tems surely have much richer biological features than the simplest predator-prey model, due to complexity
arising from the various types of multiscale interactions. For example, if the mutation can occur fast enough
and thus introduce beneficial or novel species (such as prey that are more adept at avoiding predators), these
new species may become well-represented in the ecosystem under intense selection from the surrounding en-
vironment (such as ferocious predators or severe nutrient limitation) [7, 8]. If these changes occur within
the same order of timescale as an organism’s lifetime, then the evolutionary time scale becomes comparable
with the ecological time scale. The result is that environment can change the structure of the ecosystem
though evolution. Moreover, the new species may introduce innovation, which can, for example, build up
new interactions with other organisms or create new metabolic substrates, thereby in turns affecting the
environment or the evolutionary pathways. When this process creates new niches in the ecosystem, it is
referred to as niche construction [9]. These feedbacks between ecosystems and evolution are generally called
“rapid evolution”. Chapter 3 and Chapter 4 address the consequences of rapid evolution for a minimal
scenario for rapid evolution, where only one mutant prey is considered in a well-mixed predator-prey ecosys-
tem. In this simplest example, the strong pressure from predation induces the rise of mutant prey, leading
to dramatic changes in population dynamics of the whole ecosystem.
A main theme in this thesis is the intrinsic stochasticity in natural systems. Since the number of
individuals or particles are quantized, population changes during interactions are inherently fluctuating
in a discrete manner like shot noise, even in well-mixed systems. Fluctuations due to discreteness are
referred to as intrinsic noise, and are important drivers of spatial and temporal structure in ecosystems.
In respect to modeling, intrinsic stochasticity in individual-level models can lead to qualitative differences
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from conventional deterministic, population models, such as persistent oscillations in population (so-called
“quasicycles”) and a long-tail scaling in their noise spectrum [10, 11]. This is addressed in Chapter 4 and is
the underlying spirit of this thesis.
The trajectories of evolution are shaped by various factors through the selection process. In nature,
selection acts on traits or phenotypes of organisms [12]. Phenotypes are determined by the associated
genotypes, and the heterogeneity and diversity in phenotypes are attributed to either genetic variations or
isogenic fluctuations. The isogenic fluctuations, also called phenotypic fluctuations, arise from different levels
of gene expression, which can also reflect environmental fluctuations. Therefore, the relationship between
phenotypes and genotypes, and how each adapts to environments and how they are coupled to mutations,
along with their response to various sources of selection stress, are the building blocks for basic evolutionary
processes and are key to understanding rapid evolution and evolvability of organisms, as described in Chapter
5.
The importance of evolvability and phenotypic plasticity or adaptability has been increasing due to the
impact of global climate change [13]. Nevertheless, the complex nature of them complicates studies from
extracting reliable causal relationships between each factor. Theoretical models usually require too many
assumptions to be tested or proved by real experiments. For example, it has been long hypothesized that
organisms can benefit from large phenotypic fluctuations [14]. The idea is that they obtain variety that
can sustain populations in changing environments. On the other hand, phenoypic fluctuations can also be
detrimental, by destabilizing a well-adapted state of organisms to their environment, leading to a trade-off
between evolvability and robustness of evolution. One way to quantify these subtleties is to use techniques
of directed evolution. This means, to apply repeated selection on phenotypes or genotypes and observe the
population changes, from which we can quantify how the evolutionary trajectory of the ecosystem adapts
and develops under these types of selection. However, the dynamics of phenotypes and genotypes is usually
difficult to trace in practice.
The second topic for Part I describes collaborative work on a recent directed evolution experiment using
a microbial chemotaxis setup, where it is possible to trace phenotypic dynamics under directed evolution
[15]. Since chemotaxis is the motility behavior of bacteria as a response to environmental changes, the
spatio-temporal patterns developed by microbial colonies reflect the underlying heterogeneity in phenotype
composition. Therefore selection in real space, which is straightforward to apply and trace, reflects selection
in chemotactic phenotype space. Subsequent mutations with faster and more flexible motility emerge rapidly
during the course of repeated selection [15]. Phenotypic fluctuations are observed to decrease as well as the
width of the traveling front that presumably reflects the distribution of phenotypes. To understand these
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results, Chapter 6 studies a conceptual model that is able to explain and predict the general trends exhibited
in directed evolution experiments as a function of selection. In addition, a stochastic individual-level model
is built to consider the effect of environments by including realistic physical variables for chemotaxis systems.
Interesting, the results predict multiple trends in the evolution of phenotypes. The scope of this chapter
is to explore theoretical frameworks including physical factors that are comparable to real experiments and
thus provide predictions for further experimental studies.
Another main theme in this thesis is the non-equilibrium nature of ecosystems and turbulence. Predator-
prey ecosystems are in general non-equilibrium and break detailed balance. However, studies of the predator-
prey model usually focus on the coexistence of predator and prey with a static parametric fixed point. For
example, the literature of rapid evolution mainly study how the system changes from one fixed point to
another when subjected to mutations or environmental perturbations [7, 6]. In fact, evolution is an on-going
process, and ecosystems are open systems subjected to energy flux and species flux with a constant rate.
Therefore the fixed point should in general be dynamical, especially when speaking of rapid evolution. Species
flux from rapid evolution corresponds to gain or loss of species due to mutation, migration or extinction. As
we discussed in the previous paragraphs, in rapid evolution the evolution of prey can constantly induce the
evolution of their surrounding predator and then vice versa, leading to coevolution of prey and predator.
Coevolution in the context of ecology usually refers to an arms race with antagonistic competition between
prey defense and predator aggressiveness [16, 17].
An example where such rapid evolution has entered the public consciousness is antibiotic resistance,
which recently has been documented to be emerging rapidly as a result of overtreatment for bacterial
infections. Besides mutation, another mechanism that can drive coevolution is horizontal gene transfer
(HGT) [18, 19, 20]. HGT is the process of swapping of genetic materials between organisms or species
without lineage relations, such as from one bacterial individual to another or even to another species. HGT
is prevalent and can play a significant role in evolution, because it provides novel genes to organisms, thereby
potentially accelerating the rate of evolution and increasing diversity.
This brings out the third aspect of Part I: collective coevolution. Collective behaviors are common in
nature, such as animal swarms, microbial biofilms, cellular differentiation and quorum sensing in microbes,
etc. At the scale of genomes, collective effects such as epistasis are important in evolution. One remarkable
example that shows a specific and remarkable consequence of collective effects in evolution is the marine
cyanobacteria Prochlorococcus spp. [21], as introduced in Chapter 7. Cyanobacteria are able to live by pro-
cessing sunlight. Indeed, chloroplants in plants evolved from an ancient endosymbiosis with cyanobacteria.
The first clue to the collective nature of its evolution was that its phage predator contains photosystem
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genes. Phylogenetic studies show strong evidence that these genes have been transferred back and forth
from bacteria and viruses. Specifically, the genes are transferred via viral infection, and both bacteria and
viruses benefit from transferred genes that increase their ability to reproduce. My work, presented in Chap-
ter 8, analyses the dynamics of this ecosystem and shows that such processes are collective, because both
directions of transfer are required to form a stable ecosystem to evolve. Therefore, this is an example of a
stable coexistence emerging from antagonism between individuals, mediated by horizontal gene transfer.
Part II of this thesis concerns the emergence of turbulence, one of the most intriguing collective non-
equilibrium phenomena in physics, which we will introduce in Chapter 9. Turbulence is a phenomenon
that involves an extremely high numbers of degrees of freedom. To understand most physical phenomena,
we do not need to consider the microscopic structure of the system beyond some level. Any model with
large scales or coarse-grained levels is an effective theory. Effective theories are important for understanding
physical phenomena, not only because most of the time we cannot quantify the microscopic details at all,
but also because these microscopic details are usually not required to understand the macroscopic behavior
[22, 23]. Starting from an effective theory that considers reasonable scales, we then keep modifying the
model to develop other effective theories at different levels for other physical phenomena. For example,
the Ising model is an effective mathematical description for ferromagnetism that neglects the underlying
electronic structure. Despite its simplicity, it is not exactly solvable above two dimensions, and even in
two dimensions, the external magnetic field must be set to zero. To understand its properties near a phase
transition, a Landau theory describing long-wavelength fluctuations of the order parameter, with the same
symmetry and dimensionality as the Ising model is used as the next-level effective theory regardless of all
other microscopic details of real systems. Based on Landau theory, further analysis such as renormalization
group can be applied to calculate critical exponents and then map out the phase diagram and scaling
functions [23]. Remarkably, the calculated critical behavior is exact even though multiple levels of coarse-
grain approximations have been made.
The power of effective theory explains the notion of universality, and one should be able to follow the
same paradigm for phase transitions in non-equilibrium systems such as turbulence. In fluid dynamics,
the Navier-Stokes equations are the most well-known starting point and have been applied to many fluid
phenomena. However, it is not possible or desirable to understand the laminar-turbulent transition by
exactly solving the Navier-Stokes equations. Instead, if it is valid to consider this as a statistical mechanical
phase transition, we should seek the corresponding Landau theory. Finding the appropriate long-wavelength
modes of the Navier-Stokes equations that enter into a Landau theory is difficult, and we approached this by
performing directed numerical simulations (DNS). From our DNS on pipe flow, it turns out that there are
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two collective modes dominating the flow near the laminar-turbulent transition. Therefore the corresponding
Landau theory becomes a two-fluid model [24]. More surprisingly, the dynamics of these two modes has
the same characteristics as a predator-prey ecosystem. From this identification, it is possible to show that
the underlying universality class of the laminar-turbulent transition is directed percolation. Chapter 10
describes these studies.
In non-equilibrium phase transitions, directed percolation (DP) plays the role of a basic model system
[25], like the Ising model does in magnetism. It is a minimal model that describes the permeability of flow in
porous media; depending on the connectedness of pores, there exists a threshold above which the flow always
permeates through the system (the wet phase) and below which the flow always terminates in the middle (the
dry phase). Such transition is characterized by the existence of an absorbing state, a state that once entered
cannot be left. My work strongly suggests that the transition to turbulence is in the same universality class
as the extinction-coexistence transition in ecosystems, and is in the universality class of directed percolation.
Chapter 11 summarizes several investigations I performed to study the universal statistics of fluctuations
near the DP transition. This work may enable future experimental probes to quantify how DP is manifested
in real flows near the laminar-turbulent transition.
This high level summary of my thesis shows the close connections between statistical mechanics, turbu-
lence and evolving ecosystems. Now we turn to a more detailed description of the specific projects described
in the thesis.
1.1 Emergence of rapid evolution from demographic
stochasticity under strong selection in well-mixed ecological
systems
The high-level question addressed in this part is how evolutionary timescales interact with ecological timescales.
Without mutations, a typical predator-prey ecosystem exhibits characteristic features such as persistent syn-
chronized oscillations and a pi/2 phase difference between the time-dependent prey and predator populations.
When rapid evolution occurs, genetic variation in a population can arise so fast as to modify ecosystem dy-
namics [7, 8]. Such phenomena have been observed in natural predator-prey systems, and characterized in
the laboratory where they were first noticed by their unusual phase relationships in population dynamics,
specifically a pi phase shift between predator and prey (evolutionary cycles) [26] and even undetectable prey
oscillations compared to those of the predator (cryptic cycles) [27, 28, 29].
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The unusual dynamics turns out to arise from the presence of a new mutant type that has emerged
from strong predation pressure, and can be understood by an intuitive illustration. The wild type prey
competes with a mutant type of prey that is better defended against the predator (or of low nutritional
value to the predator). The defense is usually accomplished at a cost: there is a metabolic compromise
in terms of reduction in production (or a negative “selection coefficient”). The trade-off between selection
from predation and selection on growth determines the degree of phase anomaly in dynamics. Earlier work
attempted to codify this intuition in systems of ordinary differential equations, which required a number of
extraneous assumptions in order to reproduce the rapid evolution phenomena [26, 29]. We wanted to model
these phenomena without requiring such extraneous assumptions, that are difficult to justify empirically, or
fit mathematically. Thus we built a generic individual-level stochastic model of interacting populations that
includes a sub-population of lower predation rate and growth rate. Using a master equation formalism, and
by mapping to a coherent state path integral solved by a system-size expansion, we showed that evolutionary
and cryptic quasicycles can emerge generically from the combination of intrinsic demographic fluctuations
and clonal mutations alone, without additional biological mechanisms [30]. The phase diagram of the phase
difference in dynamics was calculated as a function of both selection from predation rate and selection on
growth rate. This is a simple example of rapid evolution that shows the interplay between ecology and
evolution, where strong selection in ecological interactions can accelerate evolutionary timescales.
1.2 Emergence of rapid evolution under strong selection in
spatial-extended systems
The overarching goal of this part is to explore how selection influences adaptation of organisms and the
evolution of their phenotypic fluctuations, taking the example of chemotaxis in E. coli. at scales ranging
from the genomic, up through the signaling pathways at the cellular level, ultimately affecting the cells’
motility and the behavior of a growing colony. First, we review the detailed experiments that capture the
directed evolution of an initially clonal population of E. coli. undergoing chemotactically-driven expansion
through agar gel [15]. Repeated sampling of the cells at the outer limits of the colony and re-initialization of
colony growth results in an evolution of phenotype and genotype. In these experiments, strong bottleneck
selection is repeatedly applied over bacteria population, and the nutrient gradient in the environment biases
the individuals’ motion, whose population changes locally and in turns increases the background gradient.
As a result, the population collectively develops a traveling front, which creates a sharp gradient in nutrient
and simultaneously behaves as a selection force that leaves the bacteria behind the front to become nutrient-
8
limited.
In order to interpret the experiments and to isolate the effects of experimentally-related factors such as
strength of bottleneck selection, mother-daughter correlation and environmental changes, we construct two
types of stochastic individual level models for directed evolution. The first model is purely conceptual and has
the lowest level of description, where a single representative phenotype and genotype are considered, and all
other details including chemotaxis sensing and updating mechanisms, growth rate dependence (or “fitness
landscape”) and environmental changes are not explicitly represented but abstracted away into selection
strength. Individuals’ phenotype and genotype values fluctuate between lineages based on the genotype-
phenotype mapping (or epigenetic inheritance) and adapt to selection over repeated rounds. One important
feature in this abstract model is the existence of a physical threshold for phenotype and genotype. The
main result is that strong selection strength can lead to increase in phenotype variation while weak selection
strength can cause reduction in phenotype variation. The reason is that individuals with large phenotype
variation are more likely to be selected when their phenotype values are not yet constrained by the physical
threshold, but when they evolve near the threshold, phenotype values are degraded due to fluctuations from
large variation. This simulation experiment shows that arguments that large phenotype fluctuations under
strong selection are a “survival strategy” or “bet-hedging strategy” are overly simplified. One needs to
consider the combined effects from selection strength and physical threshold, and the results depend upon
their interplay. Another suggestion from our simulation observations is that strong selection may increase
evolvability by speeding up evolution before reaching threshold.
The second model I constructed is meant to predict the evolution of specific chemotactic phenotypes for
bacteria including run speed and tumble frequency, in order to provide insight into the factors contributing
to the main qualitative trends observed experimentally. Thus more realistic environmental influences such
as chemotaxis processes, gel structure, spatially-dependent growth rate and selection are considered. In
addition, the simulations are able in principle to make predictions about how the adaptation behavior is
affected by the strength of the selection and the properties of the medium through which the cells diffuse.
Because of the complexity of the phase diagram of this model and the difficulty in establishing a sharp result,
this work is not described in the thesis. This project is another example of rapid evolution where individuals
adapt to the changing environment.
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1.3 Coevolution and stability of marine cyanobacteria
A key question in evolution is to understand the timescale and evolutionary trajectory of the microbial
communities that influence the development of the Earth’s environment and the biosphere. Here, I focus on
the interplay between bacteria and their viruses (often called bacteriophage, or simply phage). In particular,
what accounts for the stability, co-evolution and diversity of microbial and viral ecosystems, even though
predation and large viral burst size could generically drive such systems to extinction? This part presents
a mechanism showing that antagonistic predator-prey dynamics can lead to an emergent mutualistic state,
through the interplay between horizontal gene transfer, predation and coevolution. A remarkable example
of this collective state, with great significance for the functioning of the planet’s global carbon cycle is
the world’s most abundant organism marine cyanobacteria Prochlorococcus spp. and its phages [21]. The
hallmark of this collective is that both the cyanobacteria and their phage carry and utilize photosystem II
genes, which molecular phylogeny show have been horizontally transferred multiple times between host and
phage.
I developed a stochastic, spatially-extended individual-level model of this ecosystem, which I have studied
by Monte Carlo simulation. An interesting scenario arises: the photosystem genes evolve more rapidly in
the virosphere than in the bacterial pan-genome, and thus bacterial evolution can be accelerated by its
interaction with viruses through horizontal gene transfer, albeit at the cost of predation. On the other
hand, phage can benefit from the bacterial low mutation rate, and acquire evolved photosynthesis genes
that prevent degradation of virus fitness. This positive gene flux through two-way horizontal gene transfer
leads to stability, diversity, range expansion and niche stratification of the bacteria-phage ecosystem, and
generates a huge pan-genome for the bacteria. This mechanism shows that non-equilibrium spatio-temporal
antagonistic interactions between organisms, on scales ranging from genomes to the environment, can drive
the emergence of collective stability in predator-prey ecosystems.
1.4 Ecological collapse and the emergence of traveling waves at
the onset of shear turbulence
Turbulent flows are complex, stochastic, and unpredictable in detail, but transition at lower velocities to a
laminar flow, which is simple, deterministic and predictable. This transition is controlled by the dimensionless
parameter known as the Reynolds number, named after Osborne Reynolds whose original observation of
intermittent “flashes” of turbulence[31] describes the transition from laminar to turbulent states.
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Today, Reynolds’ flashes are known as puffs [32], and their behavior has been characterized very precisely
through a series of physical and numerical experiments performed during the last decade or so [33, 34, 35, 36]
(for a recent review, see [37]) culminating in the tour de force observation of a super-exponential functional
dependence of the lifetime τ of puffs as a function of Re [38]: ln ln τ ∝ Re. For Reynolds numbers based
upon pipe diameter D of around 2300, turbulence is sustained longer than the ability to observe its lifetime
in finite systems, and the puffs become unstable through a new dynamical processes in which the leading
edge breaks away and nucleates the formation of a new puff some distance downstream [39, 40, 41, 42]. The
puff-splitting occurs on a characteristic time that decays super-exponentially with increasing Re. Super-
exponential scaling behavior near the transition to turbulence has also been reported in plane channel flow
[43, 44] and Taylor-Couette flow [45].
The theoretical account of these phenomena has focused primarily on the existence and interactions
between nonlinear solutions of the Navier-Stokes equations, particularly periodic orbits [46, 47], traveling
waves [48, 3, 49, 50, 51] and the dynamics of long-lived chaotic transients [52]. An alternative line of inquiry
has been to characterize the statistical properties of transitional turbulence through ad hoc model equations.
These have been motivated either by perceptive analogies to excitable media [53] or by phase transition
universality arguments that begin with the notion that the laminar state is an absorbing one [54], and show
quantitatively how super-exponential decay results from the generic universality class for non-equilibrium
absorbing processes [55]: directed percolation (DP) [56]. Both approaches reflect an important aspect of the
dynamics, namely that a certain minimum level of energy is required to sustain turbulent puffs [57], leading
to a further connection with extreme value statistics [58].
It is the statistical behavior near the transition which concerns us here: how do the various spatial-
temporal modes that are excited give rise to such remarkable lifetime statistics? What is the universality
class of this transition, in terms of its fluctuation characteristics? Are there simplified effective descriptions
that bridge the gap between the underlying fluid dynamics and the large-scale statistical properties? And
how do these emerge from the underlying Navier-Stokes equations that govern all hydrodynamic phenomena?
Thus, we sought evidence for dynamical modes of the Navier-Stokes equations which exhibited an in-
terplay between large-scale fluctuations and small-scale dynamics that would be captured by an effective
statistical field theory description.
Here we report direct numerical simulations of transitional pipe flow, showing that a zonal flow emerges
at large scales, activated by anisotropic turbulent fluctuations; in turn, the zonal flow suppresses the small-
scale turbulence leading to stochastic predator-prey dynamics. We show that this “ecological” model of
transitional turbulence, which is asymptotically equivalent to DP at the transition [59], reproduces the
11
lifetime statistics and phenomenology of pipe flow experiments. Our work demonstrates that a fluid on the
edge of turbulence exhibits the same transitional scaling behavior as a predator-prey ecosystem on the edge
of extinction, and establishes a precise connection with the DP universality class. Finally, we discovered
that the super-exponential scaling law with Reynolds number observed in pipe flow has a subtle origin in
the interplay between finite-size effects, turbulent fluctuations and extreme value statistics.
1.5 Collaborations
All the work in this thesis was performed in collaboration with my advisor. In addition, the work on chemo-
taxis was a collaboration with experimentalists Prof. Seppe Kuehn, David Fraebel and Harry Mickalide.
The work on cyanobacteria was in collaboration with Dr. Tim Rogers of Bath University, England. The
work on turbulence was in collaboration with Tsung-Lin Hsieh, who primarily worked on direct numerical
simulations of the Navier-Stokes equations, while I was responsible for the other aspects of the project. The
early stages grew out of the thesis work of Maksim Sipos, who kindly provided one of the directed percolation
codes I used. We especially appreciated collaborating with Prof. Bjo¨rn Hof and Dr. Gregoire Lemoult on
the finite-size effects of directed percolation.
1.6 Publications
The work in this thesis has already led to three publications (one on rapid evolution, two on turbulence),
a draft nearly ready for submission (on chemotaxis), and most likely another two papers (one on finite-size
scaling near the laminar-turbulent transition, one or two on cyanobacteria-phage interactions). Specifically
these are:
• Hong-Yan Shih and Nigel Goldenfeld, Path-integral calculation for the emergence of rapid evolution
from demographic stochasticity. Phys Rev. E 90, 050702(R) (2014).
• Hong-Yan Shih, Tsung-Lin Hsieh and Nigel Goldenfeld, Ecological collapse and the emergence of
traveling waves at the onset of shear turbulence. Nature Physics 12, 245 (2016).
• Nigel Goldenfeld and Hong-Yan Shih. Turbulence as a problem in non-equilibrium statistical mechan-
ics. J. Stat. Phys. 167, 575-594 (2017).
• David Fraebel, Hong-Yan Shih, Harry Mickalide, Nigel Goldenfeld, Seppe Kuehn. Evolution of pheno-
typic fluctuations in the presence of constraints. (manuscript in preparation)
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Chapter 2
Models for predator-prey ecosystems
2.1 Predator-prey dynamics
The basic structure of ecological systems is the trophic relationship between species. The most common
direct trophic relation is the predator-prey interaction, wherein a predator (e.g. lynx) hunts prey (e.g.
hare) to get energy for growth. Predator-prey interactions can be expected to lead to cyclical population
dynamics: The prey population decreases due to predation, and then the predator will be lacking in food
and its population will decrease as well. As long as the predation pressure is low enough, the prey can
grow back and are hunted by the predator again, and a new cycle begins. The successive dynamics forms
oscillating cycles, where in each cycle the population of predator bounces back after the prey resumes the
overall growth and before the prey population starts to decline due to excessive numbers of the predator.
Therefore the predator dynamics lags the prey within a half cycle of the prey, and thus the phase delay is
naively anticipated to be roughly a quarter period. Such population dynamics with a pi/2 phase shift has
been well-documented, for example in the famous data for population of lynx and hare [60], as shown in Fig.
2.1. At laboratory scales, experiments on predator-prey ecosystems such as rotifer-algae [26, 29, 62] and
Figure 2.1: Predator-prey dynamics of lynx-hare ecosystem. Figure is redrawn from [60], where the
original data are in [61].
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Figure 2.2: Predator-prey dynamics from Lotka-Volterra model with infinite carrying capacity.
(a) An example when the fixed point is a center. The solutions can be unphysical with infinitesimal pop-
ulation density, which in real world would imply extinction. (b) Phase portrait of solutions with different
initial conditions, showing that there is no unified long-time behavior due to the presence of an integral of
the motion.
phage-bacteria [27, 28] also exhibit the same characteristics. The pervasiveness of predator-prey dynamics
serves itself as a model system upon which we can study more complicated ecosystems.
In this chapter we will review some basic types of mathematical models that are widely used to describe
predator-prey ecosystems. In general there are two categories: deterministic population-level based model
and stochastic individual-level based models.
2.2 Deterministic models for predator-prey dynamics
2.2.1 Lokta-Volterra model with infinite carrying capacity
The conventional model for predator-prey population dynamics is the set of Lotka-Volterra equations [63, 64],
which is a pair of coupled ordinary differential equations for the time-dependence of the spatially averaged
densities of the prey u and the predator v. Originally, the Lotka-Volterra equations modeled only the basic
processes of birth of the prey, predation and death of predator, leading to:
du
dt
= bu− puv ,
dv
dt
= puv − λv , (2.1)
where b is the prey reproduction rate, λ is the predation rate and d is the predator death rate. In these
equations, predation only occurs if a predator encounters a prey, an event that is proportional to the density
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of both predator and prey. The fixed points of Eq. (2.1) are
(u∗, v∗) = (
λ
p
,
b
p
) , (0, 0). (2.2)
The Eq. (2.1) can be solved by separation of variables, and the identity established
d(b lnu− pu+ λ ln v − pv)/dt = 0. (2.3)
This shows that the dynamics is constrained by a conserved quantity that depends on the initial values of
u and v, even though the other parameters in the equation are unchanged. The non-zero fixed point in
such a case is called a center. The trajectory in the phase portrait is characterized by a closed orbit that
depends on initial conditions, as shown in Fig. 2.2, and therefore the dynamics of u and v sustains cycles.
The counterclockwise circular trajectory in the phase portrait indicates an approximate phase lag pi/2 of the
predator behind the prey. However, these solutions do not describe popuolation cycles, for several reasons.
For example, the dynamics do not have a long-term global attractor. This is unphysical, as can be seen
in the next section, because of structural instability: the case with large carrying capacity, Ku = ∞, is
qualitatively different from Ku → 0. A physically correct representation of population cycles should have
amplitudes that are independent of initial conditions, i.e. limit cycle solutions, as emphasized by May [65].
2.2.2 Lotka-Volterra model with finite carrying capacity
Without the presence of the predator, the Eqs. (2.1) give unphysical, exponential growth of the prey. To
limit the population, one way is to require logistic growth of prey, wherein the growth ceases once the prey
population has reached a limiting value Ku. This leads to the equations often known as the Lotka-Volterra
equations, even though the history of their development in the present form is somewhat obscure: I was
unable to find these equations with the crucially finite carrying capacity term in the standard references to
which these equations are attributed [66, 63, 67, 68, 69] (Section 7 Eq. (B) of [68] comes close but then sets
the carrying capacity to infinity). We will write the equations as:
du
dt
= bu(1− u
Ku
)− puv ,
dv
dt
= puv − dv , (2.4)
where Ku represents the carrying capacity of the prey and can be interpreted as a death rate proportional
to prey density, due to crowdedness or competition for nutrient. The trivial fixed points are (u∗, v∗) =
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(Ku, 0), (0, 0). In addition, there is a non-trivial coexistence solution
(u∗, v∗) = (u0, v0). (2.5)
Figure 2.3: Predator-prey dynamics from Volterra model. (a) An example of the fixed point being
a stable focus into which the solutions converge. (b) Phase portrait shows that trajectory of the solutions
spiraling into the fixed point.
Linear stability analysis shows that the coexistence solution of the Volterra equations is a focus; the
corresponding eigenvalues are complex, and nearby trajectories in phase portrait will spiral into it. The
resultant dynamics also shows a roughly pi/2 phase shift between the predator and the prey but converges
to a steady state, which is apparently in disagreement with the real observations (Fig. 2.3).
2.2.3 Satiation model
To recover undamped, persistent oscillations, it is conventional to include additional nonlinearity into the
Lotka-Volterra equations. A popular choice for that is to modify the predation interaction to include satia-
tion. The basic idea is that when the prey population vastly outnumber the predators, every predator has no
difficulty in finding a prey and so there is a fixed decline of the prey population per unit time, independent of
the prey population, but dependent only on the number of predators. This can be captured by the so-called
Holling type II functional response, in which the predation term has been modified as shown below:
du
dt
= bu(1− u
Ku
)− p uv
Ks + u
,
dv
dt
= p
uv
Ks + u
− dv. (2.6)
17
Figure 2.4: Predator-prey dynamics from the satiation model. (a) An example shows a solution
whose fixed point is a limit cycle, and thus the dynamics sustains persistent oscillations, with a phase shift
pi/2 in the predator behind the prey. (b) The trajectory in phase portrait is attracted to the limit cycle.
Trajectories in blue and orange show two different initial conditions.
Here the additional constant, Ks, in predation is called the half-satiation constant. This model is also
referred to as the Rosenzweig–MacArthur predator-prey model [70]. The coexistence fixed point of the
satiation model can be a limit cycle (i.e. a dynamical attractor) depending on the parameter values, with
non-negative real part in complex eigenvalues, so that the solutions of Eq. (2.6) reproduce persistent,
undamped oscillations with a pi/2 phase shift, as shown in Fig. 2.5. However, as with other deterministic
models, the dynamics is smoothly oscillating and is nothing like the very fluctuating experimental data. In
addition, the satiation model can be very sensitive to parameter values, especially in describing coexisting
state implying that the satiation model is not robust.
Finally, all deterministic differential equation models allow infinitesimally small values for population
densities. However, this is a physical impossibility, because in practice an ecosystem would eventually
undergo a fluctuation-generated extinction event, as exemplified in Fig. 2.5, when the population size gets
to be a small integer number of individuals.
2.3 Stochastic individual-level model
Deterministic models are called population level models, because they focus on population densities. In
reality, population dynamics arises from individual processes which stochastically change the number of
individuals by integer amount. This implies the need for another approach that includes individual behavior
instead of over-averaging it in a mean-field sense. The failure of population-level models to recapitulate
population cycles, without adding extra assumptions such as functional response, prompts us to look at a
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different level of description.
In addition, strong demographic fluctuations degrade the utility of population-level modeling, rendering
it problematic to assess the appropriate scales for ecological modeling [71, 72, 73, 74, 19, 75] and even
influencing community assembly on evolutionary time scales. For example, observations of noisy periodicity
in time series [60], slowly-decaying correlations [76] and spatiotemporal patterns [77] clearly reflect the
stochastic nature of populations [78] and their spatial organization. Moreover, even the simplest predator-
prey systems exhibit complex spatial structure. This can arise through a variety of pattern formation
processes [79, 80, 81, 82, 83] that include recent results on deterministic [84, 85] and fluctuation-induced
Turing instabilites [86, 10, 77], traveling waves [87, 83, 59] and even analogies to the processes of phase
separation in binary alloys [88]. In short, collective and stochastic many-body phenomena are ubiquitous in
biology, and perhaps nowhere more so than in ecology.
A major conceptual advance was the development of individual-level models, which used statistical
mechanics to capture demographic stochasticity and derive population-level dynamics from a microscopic
description of organismal interactions for both well-mixed [89, 90, 91] and spatially-extended predator-prey
ecosystems [92, 93, 86, 10]. This advance takes explicit account of the discrete nature of individuals in a
population, and uses a system-size expansion [94] of the master equation to show how demographic noise
acts as a driver of number fluctuations: in a sense, the shot noise persistently drives decaying population
fluctuations, whose overall effect is to produce noisy but periodic population dynamics and spatial patterns.
A natural way to formulate these phenomena, especially in a spatially-extended context, is to adapt the
annihilation and creation operators of field theory to this classical context [95, 96, 97, 98] (for a review and
history, see Ref. ([99])), and thence to derive a path-integral formulation that is especially convenient for
calculation[86, 10, 100]. With such techniques, it has been shown, for example that the extinction transition
of the predator-prey system can be mapped into Reggeon field theory[59] and thus is in the universality class
of directed percolation, which is ubiquitous for non-equilibrium systems with absorbing states [101, 55].
The path-integral formalism applied to an ecological example will be represented later in this chapter. For
the moment we introduce commonly used expansion methods to the master equation for the predator-prey
model.
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2.3.1 Master equation scheme for individual-level model
The individual-level model starts with these processes:
Degradation: A
dA−−→ ∅, B dB−−→ ∅,
Predation: A+B
p/V−−→ A+A,
Prey reproduction: B
b−→ B +B,
Prey carrying capacity: B +B
c/V−−→ B,
(Competitive exclusion) (2.7)
where the processes are defined in a well-mixed patch of volume V .
The master equation is the time evolution of the probability of the system being at the state l at time t:
∂P (l, t)
∂t
=
∑
l′ 6=l
T (l|l′)P (l′, t)−
∑
l′ 6=l
T (l′|n)P (l, t), (2.8)
where T (l|l′) is the transition rate from state l′ to state l. For Eq. (2.7), by denoting the state of the system
by the number configuration {nA, nB}, the corresponding master equation is
∂P ({nA, nB}, t)
∂t
= {(EA − 1)T (nA − 1, nB |nA, nB)
+ (EB − 1)T (nA, nB − 1|nA, nB)
+ (E−1A EB − 1)T (nA + 1, nB − 1|nA, nB)
+ (E−1B − 1)T (nA, nB + 1|nA, nB)}P ({nA, nB}, t) (2.9)
where the step operators are defined as:
E±i f({ni}) = f({ni ± 1}), (2.10)
and here i = A,B. Specifically, the transition rates for Eq. (2.7) are
T (nA − 1, nB |nA, nB) = dANA,
T (nA, nB − 1|nA, nB) = dBNB + c
V
NB(NB − 1),
T (nA + 1, nB − 1|nA, nB) = p
V
NANB ,
T (nA, nB + 1|nA, nB) = bNB . (2.11)
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2.3.2 van Kampen system size expansion
To solve the master equation, we use expansion techniques. The first is called the Kramers-Moyal expansion
[102, 103], and works by expanding the step operators by
E±i =
∞∑
ν=0
(±1)ν
ν!
(
∂
∂ni
)ν
. (2.12)
By taking the first two terms of the expansion, we obtain a Fokker-Planck equation
∂P
∂t
= −
∑
i
∂
∂ni
(AiP ) + 1
2
∑
i,j
∂2
∂ni∂nj
(BijP ). (2.13)
Note that here the integer variables ni have been treated as real variables, valid when ni  1. The
corresponding Langevin equation in Ito’s sense is
dn
dt
= An + η (2.14)
with 〈ηi(t)ηj(t′)〉 = Bij . However, individual processes are discrete, and thus the derivatives do not make
sense for discontinuous transitional rates. A natural way to handle this is to recall that similar problems arise
in quantum field theory, and the solution is to map the master equation into the path integral formalism,
which we will discuss later.
Another reasonable approach is to write the above equations by treating number variables as densities
and considering their incremental changes, leading to A and B being functions of the densities n/V .
Van Kampen proposed a systematic expansion in a small parameter 1/
√
Ω, usually called the system
size expansion or Ω expansion, to specifically quantify the dynamics of small fluctuations around the mean
fields [94, 104]. Unlike the typical Kramers-Moyal expansion with no specific and controllable expansion
parameter, in the system size expansion, Ω is an extensive quantity such as the volume of the system or
total number of particles, and therefore the solutions converge to mean fields under the limit Ω→∞. The
zeroth order result of the stochastic theory is the standard set of Lotka-Volterra equations, now seen to be
a mean field theory solution. Here we take Ω as some correlation volume, V , in which the dynamics is well-
mixed, and the number of species i is expanded around the overall mean-field density, φi, with perturbation
of order of
√
V :
ni(t) = V φi(t) +
√
V ξi(t) +O(1) +O(1/
√
V ) + ... , (2.15)
where ξi in the first expansion term can be interpreted as the linear fluctuations in the density of i. We may
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change variables and then rewrite the master equation as
P (n(t)) ≡ Π(ξ(t)), (2.16)
which satisfies
∂P
∂t
=
∂Π
∂t
−
√
V
∑
i
dφi
dt
∂Π
∂ξi
. (2.17)
The raising and lowering operators for ni are expanded as operators for ξi as well:
E±i = 1±
1√
V
∂
∂ξi
+
1
2V
∂2
∂ξ2i
+ ... (2.18)
The master equation in Eq. (4.2) can be rewritten in terms of ξ using the above expansion, and the
terms of order 1/
√
V collected. To O(√V ) we find:
dφA(t)
dt
= pφAφB − dAφA,
dφB(t)
dt
= bφB(1− 1
κ
φB)− pφAφB − dBφB , (2.19)
where κ = bc represents the carrying capacity. Comparing the coefficients of the next order O(V 0) gives
∂Π(ξ, t)
∂t
= −
∑
i,j
Aij
∂
∂ξi
ξjΠ +
1
2
∑
i,j
Bij
∂2
∂ξi∂ξj
Π , (2.20)
where
A11 = −dA + pφB , A12 = pφA
A21 = −pφB , A22 = b− dB − pφA − cφ2B . (2.21)
B11 = dAφA + pφAφB ,
B12 = B21 = −pφAφB ,
B22 = bφB + dBφB + pφAφB + cφ
2
B . (2.22)
Eq. (2.20) is the differential equation for the probability of the first order correction ξ to the mean-field
equation. This equation is a linear Fokker-Planck equation, i.e. the matrix A and B only depend on the
mean-field φi(t) but not the stochastic variables ξi. The corresponding Langevin equations from Ito’s formula
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are
dξ(t)
dt
= Aξ(t) + γ(t) , (2.23)
where γ(t) is a white noise satisfying
〈γi(t)γj(t′)〉 = Bijδ(t− t′) . (2.24)
Note that in the van Kampen expansion, the Langevin equation at successive orders of
√
V has an
additive noise, but that is because of the linearization step in the expansion. The coefficient of the noise
is the field value from the previous order in
√
V . If we had stayed in the Kramers-Moyal expansion, the
expansion/linearization step is not taken and the Langevin equation is explicitly with multiplicative noise.
The Langevin equations describe the dynamics of demographic noise. Since the matrices A and B only
depend on the mean-field φi(t), the Langevin equations in Eq. (2.23) are linear, but the white noise γ is not
additive. Thus the solutions for ξ contributed by the linear terms are expected to decay exponentially and
converge to mean-field densities φ. However, the white noise plays an important role: whenever it can cancel
out the contribution of the eigenvalues of A, the dynamics of ξ will be driven away from convergent mean-
field densities, i.e. white noise can select the frequency in the deterministic equations. This is interpreted as
a resonant effect induced by demographic stochasticity through shot noise with the resonant frequency near
the slowest decaying mode in the mean-field solutions [89].
2.3.3 Power spectrum and quasicycles
As described above, the power spectrum of demographic noise is expected to have a resonant frequency
corresponding to the deterministic eigenvalue. The power spectrum Pij(ω) can be calculated by taking the
Fourier transform of the Langevin equations:
−iωξ = Aξ + γ(ω) , 〈γi(ω)γj(−ω)〉 = Bij , (2.25)
and thus
Pij(ω) = 〈ξ˜i(ω)ξ˜j(−ω)〉 , (2.26)
23
Figure 2.5: Quasicycles from stochastic individual-level predator-prey model. (a) Persistent
oscillations due to demographic noise, with pi/2 phase shift. (b) Phase portrait shows that whenever the
trajectory is drawn to the fixed point in the middle, it is driven out by demographic noise.
whose Fourier transform gives the auto-correlation function. Specifically,
P11(ω) =
α+ βω2
(ω2 − Ω2)2 + Γ2ω2 . (2.27)
The form in Eq. (2.27) indicates a resonant spectrum . The peak of the power spectrum represents a charac-
teristic frequency of population oscillations from the demographic noise; such cycles are termed quasicycles.
Quasicycles are induced by intrinsic noise due to demographic stochasticity. Contrary to deterministic mod-
els such as the satiation model, no additional mechanism is required to reproduce oscillations in population.
The phenomenon of quasicycles has been previously discussed in the literature, some of which had
attempted to calculate the spectrum of the oscillations [105, 106, 107, 108, 109, 110, 111, 112, 113]. Never-
theless, the calculations were not generally systematic.
As large ω, the asymptotic form of the spectrum of quasicycles has a long tail with ω−2 scaling. In
contrast, stochastic oscillations can also come from a dynamical system with limit cycles perturbed by
extrinsic noise. In this case, the stochastic limit cycles have a shorter tail with ω−4 scaling [10]. This
quantitative difference in power spectrum means that fluctuations due to quasicycles have a shorter time
scale, and this can be used to distinguish them in real data [10, 76]. In [76], stochastic simulations of
“hybrid” individual-level model were performed to test different types of cyclic dynamics. Specifically,
through linear stability analysis on the deterministic satiation model in Eq. (2.6), the stable fixed points
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and their corresponding eigenvalues can be calculated in terms of parameters. There are three types of
fixed points: stable node, stable focus and limit cycles. In the stochastic simulations of this study, the
rates of individual processes were adopted from the reaction forms in the deterministic satiation model, and
the parameter values were chosen to let the corresponding deterministic fixed point to be each type. The
resultant three types of stochastic dynamics are shown in Fig. 2.6. In particular, quasicycles with a stable
focus as the deterministic fixed point show an approximately ω−2 tail in the noise spectrum, while the noise
spectrum of limit cycles displays a shorter tail of an approximately ω−4 slope (as shown in the middle colum
in Fig. 2.6) [76].
Figure 2.6: Comparison of different types of cyclic dynamics for predator-prey systems. The
data were generated from “hybrid” stochastic simulations of individual-level model in [76]. Three cases
were investigated: The parameters were chosen to make the underlying deterministic fixed point to be
one of stable node (top row), stable focus (middle row) and limit cycles (bottom row). Time series of
population of each type were shown in the left column. (Middle column) Noise spectrum of quasicycles with
a stable focus as the deterministic fixed point shows an approximately ω−2 scaling, while the noise spectrum
of limit cycles displays a steeper tail of an approximately ω−4 scaling. (Right column) Phase portrait
of trajectories of each type of dynamics is displayed: For stable node type, random fluctuations without
substantial routes, indicating no characteristic cycling behavior; for quasicycles, trajectories fluctuate around,
reflecting composition of cycling with a wide range of characteristic period; for limit cycles, trajectories form
persistent loops with a main characteristic period and small fluctuations coming from a short range of other
periods. Figures are taken from [76].
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2.3.4 Validity of well-mixed condition
In Section 2.3.2, the system size expansion method introduced the volume V and 1/
√
V as the small pa-
rameter. When V → ∞ the demographic fluctuations average out and the mean field results are obtained.
However, the physical meaning of V remains ambiguous. In a large spatially-extended system, the spatial-
temporal dynamics should still be observable, because the fluctuations from distant positions would be
uncorrelated and therefore the average of demographic fluctuations might not cancel each other. This im-
plies that the meaning of the volume used in the well-mixed system size expansion should relate to the
characteristic length of the system, e.g. the correlation length. For instance, if individuals are separated
by a distance longer than the correlation length, their behaviors are not correlated and therefore their
contributions to the fluctuations will not be suppressed under averaging. The correlation length and the
characteristic volume size may be estimated by the parameters of the system [10]. The average time for
individuals to diffuse in d dimension in a patch with size V ∼ Ld is t ∼ L2/D where D is coarse-grained
diffusion coefficient. To regard the patch is well-mixed, the time to have a significant reaction with rate R
has to be longer than the diffusive time, i.e. L2/D < 1/R. Thus the size of a well-mixed patch is about
V ∼ (D/R)d/2. Beyond the well-mixed patch, individual behaviors do depend on space, e.g. an individual
is hardly affected by another that is distant, and simulations readily exhibit propagating fronts and other
spatially-coherent structures [114]. Calculations with consideration of individual diffusion have been done
by system size expansion method and bosonic path integral formalism [93, 10, 100], where the results show
quasipatterns emerging from demographic stochasticity.
2.3.5 Urn model
An important feature of ecosystem models is the carrying capacity. An alternative way to model this is
through a constraint, known as the Urn model. The Urn model is another individual level model, which
considers conservation of total individual number N . That is, a new individual can only be created when
there is a vacancy E in the system, and a vacancy is regained when any individual is removed. The Urn model
version for the predator-prey system was shown in [115, 89]. The individual reactions of a predator-prey
system in the Urn model are
Degradation: A
d′A−−→ E, B d
′
B−−→ E,
Predation: A+B
p′−→ A+A,
Prey reproduction: B + E
b′−→ B +B. (2.28)
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Note that there is no need to include the competitive exclusion term B + B → B in Eq. (2.7), because we
have the constraint that
∑
iAi +
∑
iBi +
∑
iEi = N . Following the technique of master equation and the
calculation in Section 2.3.2, the corresponding mean-field equations are
dφA(t)
dt
= 2p′φAφB − d′AφA,
dφB(t)
dt
= 2b′φB(1− φA − φB)− 2p′φAφB − d′BφB , (2.29)
which after rearrangement have the same form as Eq. (2.19). Since the Urn model has a constraint on the
total number of individuals, its individual-level simulations are in general cheaper.
2.4 Conclusion
In this chapter, we have seen that the modeling of predator-prey interactions is unexpectedly subtle. Mean-
field interactions cannot capture the population cycles, which arise due to the effects of demographic stochas-
ticity. Mathematically this is reflected in the presence of multiplicative noise in the governing Langevin
equations. The ecological significance is that one does not need to over-model the system to obtain cycles
if the proper level of description (the individual level) is used. This means that efforts to fit experimental
data need not be so constrained as at present, when satiation effects cannot be fitted independently from
the period of population cycles. These considerations apply to spatial variations also, and lead to observable
consequences such as stochastic Turing patterns.
The techniques and perspectives introduced here will be used later in this thesis. First we will examine
the anomalous population cycles observed when mutations introduce a sub-population into a predator-prey
system. Second we will use these techniques to describe interactions in turbulent fluids, which numerical
simulations have shown an unexpected predator-prey character. To include space in the description is
simplified using quantum field theory techniques to handle the integer-value fields. this leads to a functional
integral formulation which can be used to determine the universality class of ecological transitions.
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Chapter 3
Anomalous population dynamics
arising from rapid evolution
From the previous chapter we have seen that predator-prey ecosystems exhibit characteristic stochastic
oscillations arising from demographic stochasticity with pi/2 phase shift, which can be explained from their
population dynamics, supported by recorded data. Thence one would naturally expect to observe these
features when one conducts experiments on ecosystems composed of prey and predator such as bacteria
and their phage. Surprisingly, experimentalists found that it is not always the case; population dynamics
characterized by atypical phase relationships have been reported in different predator-prey ecosystems. For
example, as shown in Fig. 3.1 (a), the population dynamics between prey (algae) and predator (rotifer) is out
of phase (i.e. with pi phase difference). In another case shown in Fig. 3.2 (a), at first algae and rotifer showed
typical predator-prey oscillations with pi/2 phase difference, but at some point the prey algae population
became constant while the predator rotifer population still oscillated, but with a longer period. It was then
realized that the anomalous phase relationship reflected the presence of an additional sub-population of prey
which arose from mutation, and this mutant strain was impacting the interactions in the ecosystem. Such
phenomena are referred to as rapid evolution, even though this term is somewhat misleading: mutation rates
are not accelerated by predation pressure, but the infiltration of the mutant strain into the population is
accelerated, ultimately providing a mechanism for strain diversification.
3.1 Interaction and timescale between ecology and evolution
Evolution is usually thought of as an on-going process involving the combination of genetic variation and
selection. Conventionally, the evolutionary time scale is assumed to be much longer than the life time of an
individual in the population. This assumption makes sense, since the general impression about evolution is
that it has to take millions of years for a “fitter trait” to appear from random mutation, to be selected and
to become fixed in the population. Therefore, evolution could hardly matter for ecological events, which
come from the interactions between individuals of a system within their life time. However, how exactly the
evolutionary process occurs and acts on ecological systems is unknown, and it is not inconceivable to think
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that on-going evolution and ecological processes could in principle couple to each other. For this to happen,
the evolution time scale must be comparable to the ecological time scale; an example where such rapid
evolution has entered the public consciousness is antibiotic resistance, which recently has been documented
to be emerging rapidly as a result of the treatment for bacterial infections. In general, rapid evolution can
manifest in various changes in traits. The selectable traits are usually referred as phenotypes, whose change
sometimes can also reflect genotypic variations [8]. Rapid phenotypic evolution has been reported in many
natural ecosystems, of which the evolutionary rate can be extremely high when encountering environmental
stress [8].
Figure 3.1: Comparison of normal predator-prey dynamics and evolutionary dynamics. (a)
Evolutionary cycles appear between multiple algae clones (prey, in green) with rotifer (predator, in red). (b)
Dyanmics of single algae and rotifer shows typical predator-prey cycles. (c) Evolutionary cycles for E. coli.
(green) and its phage (red). (d) Evolutionary cycles for bacterial prey (green) and ciliate predator (red).
Figures are taken from [7]. Original data in (a)(b) are from [26], data in (c) are from [116] and data in are
from [117].
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3.2 Experiments on rapid evolution in predator-prey ecosystems
Figure 3.2: Cryptic cycles in predator-prey dynamics. (a) Cryptic cycles appear between multiple
algae clones (prey, in green) with rotifer (predator, in red). (b) Normal cycles appear first in the dynamics
between E. coli. (green) and its phage (red), and then cryptic cycles emerge. Figures are taken from [29];
original data in (b) are from [28].
The classical literature on predator-prey systems [118] assumes that evolution occurs on such long time
scales that it can be neglected, but it is not obvious that this is always valid [119].
It has been observed that rapid response to strong selection among genetically distinct strains can occur
under intense ecological interactions and cause dramatically changes in predator-prey ecosystems in only a
few generations [27, 28, 120, 26, 29, 121, 122, 123, 7]. In these examples, anomalous population dynamics
appears, potentially as a result of rapid evolution [27, 28, 120, 26, 29, 121, 122, 123, 7]. In such anomalous
dynamics, the typical pi/2 phase shift between predator and prey is absent; instead, the dynamics of prey
and predator population can be out of phase, i.e. with a phase shift of pi/2. The dynamics in these cases is
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termed “evolutionary cycles” and has been reported in different predator-prey systems such as rotifer and
algae[120, 26], Bdellovibrio bacteriovorus and E. coli [116] and ciliate and bacteria [117]. It was also found
that the dynamics is accompanied by long oscillation periods in the population [26]. More surprisingly, it
was also reported that sometimes prey populations remain almost constant while the predator population
oscillates. This occurs in rotifer-algae system [29] and phage-E. coli. systems [27, 28, 124]. This phenomenon
is termed “cryptic cycles”.
This anomalous dynamics is attributed to emergent sub-populations in the ecosystems. For example, in
the chemostat experiments of the phage-bacteria system studied by Bohannan and Lenski, cryptic cycles
occurred once a mutant type of phage-resistant or “inedible” bacteria appeared [27, 28, 124]. It was then
postulated that the anomalous phase relationship is a result of dramatic changes in the population structure
due to rapid evolution [27, 28, 124, 26, 29]. A similar explanation was also proposed for the rotifer-algae
system, where the mutant algae prey is defended against rotifer predator by having low food value or less
palatable morphology [26, 29]. The structure change in the population also implies coexistence of both the
wild-type and mutant prey; in other words, there should exist some types of trade-offs that prevents the
defended mutant prey from overwhelming the ecosystem [27, 28, 124, 26, 29].
3.2.1 Why “rapid” “evolution”?
Why exactly is this dynamics with anomalous phase relationship called “rapid evolution”? Conventionally,
ecologists regard this dynamics to be (1)“evolutionary” because the unusual phase relationship is caused
by prey sub-populations emerging from a mutation and (2)“rapid” because the dynamics can spread this
mutant into a wild-type population on similar time scales as ecological influences. In other words, the
mutant prey emerges quickly and coexists with the wild-type prey, and their dynamics is synchronized with
the predation.
3.3 Deterministic models in rapid evolution experiments
Such phenomena have been modeled with deterministic differential equations containing empirical satiation
as expressed by the Holling type II response function with various hypothesis on the mechanism of species
interactions. For example, models include sub-population structures of palatable and defended prey straits
with ratio-dependent rates [27], density-dependent or switching predation [125, 120, 126, 26, 127, 29, 121, 62]
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3.3.1 Chemostat model
In a basic chemostat model for rapid evolution, densities of nutrient N , defended algae C1, wild-type algae
C2 and rotifer predator B obey the following equations [120, 126, 26, 128, 127, 121, 62, 129]:
dN
dt
= δ(NI −N)−
2∑
i=1
Fc(N,Ci, pi),
dCi
dt
= αFc(N,Ci, pi)− Fb(Ci, B, pi)− δ,
dB
dt
= β
2∑
i=1
Fb(Ci, B, pi)− δ, (3.1)
where i = 1, 2, pi is palatability by the predator with p1 < p2, δ is the chemostat dilution rate, NI is
the maximum nutrient concentration, Fc and Fb are saturation function forms for prey’s consumption of
nutrient and predation respectively with conversion rate α and β. Specifically, the predation response Fb
is monotonically increasing with pi. As a tradeoff, Fc is set to be a function that saturates slower when
pi has lower value, which gives a smaller effective growth rate for algae Ci as a cost. The dimension of
such a complicated chemostat model can be reduced by eliminating the nutrient equation after applying an
Urn-model-like assumption that the sum of all species density is constant, leading to an effective growth
rate, ri, for the algae species i [121, 29, 62, 130]. Through linear stability analysis on the resultant equations,
the relative angle of eigenvectors were investigated for anomalous phase difference in evolutionary cycles and
cryptic cycles [121, 29, 62, 130]. The model predicts that when defense of the defended prey is strong (i.e.
p1  p2), as the effective growth cost (i.e. r1/r2) decreases, the dynamics transits from evolutionary cycles
to cryptic cycles [125, 131, 29, 121, 62, 130].
3.3.2 Quantitative trait evolution model
Another type of model for rapid evolution is adapted from a quantitative trait evolution model [132]. In this
type of model, traits have continuous values that increase with the derivative of fitness of the corresponding
trait value at current time. This is interpreted as reflecting phenotypic plasticity or genetic evolution. The
prey and predator fitness function forms are given by the reaction functions in the predator-prey model
(e.g. satiation model) [125, 16, 133, 129, 134, 135, 136, 137, 8, 138]. The coefficients in the interaction
terms in the predator-prey model also depend on the trait values at that time. Therefore, by coupling the
differential equations of average trait values of prey and predator to the equations of population dynamics
in the predator-prey model, the overall dynamics in this type of model is interpreted as feedback between
evolution and ecology. The anomalous phase relationship due to rapid adaptation has also been investigated
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in these trait evolution models [133, 134, 135, 137, 8, 138].
However, the role of demographic stochasticity, the statistical characteristics and the coherent structures
of the systems in rapid evolution are still unknown. In the next chapter, we will use techniques from Chapter
2 to treat the rapid evolution problems stochastically at the individual level.
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Chapter 4
Emergence of rapid evolution from
demographic stochasticity
The purpose of this chapter is to propose and analyze a minimal model for rapid evolution that includes
the effects of demographic stochasticity. Using tools from statistical mechanics, demographic stochasticity
has been successfully captured using individual-level models (ILM) in a variety of situations that range
from simple well-mixed predator-prey interactions [89, 90, 91] to spatially-extended systems that can exhibit
quasi-Turing patterns [59, 92, 86, 93, 10, 100]. Here we propose an ILM for rapid evolution that we solve
analytically by techniques of master equation described in Section 2.3, followed by a volume expansion [94] to
derive the effective Langevin equation for demographic fluctuations. Accompanied by Gillespie simulation
[139] for the model, we show that this simple stochastic model can predict rapid evolution phenomena
in well-mixed systems, yielding phase diagrams that are similar to those of more complex deterministic
models and in qualitative agreement with available data. Thus key aspects of rapid evolution can be
minimally modeled by subpopulation dynamics driven simply by intrinsic demographic stochasticity. We
also show a statistical approach by mapping the model into a coherent-state path integral representation
[95, 96, 97, 98, 140] (for a review and history, see Ref. ([99])). We will find that the solutions can recover the
semi-quantitatively experimental observations with both oscillations and fluctuations, and that the statistical
calculation intrinsically includes the deterministic dynamics and the dynamics of the internal demographic
fluctuations. It is very important that the internal noise contributing to the undamped fluctuating dynamics
is not an additive noise, as is often assumed to be the case in a typical Langevin equation. Demographic
stochasticity leads to persistent population cycles called quasicycles. We will see that there is no need to
invoke additional dynamical processes, such as predator satiation, to account for the existence of persistent
cycles. Our model can serve as a starting point for analyzing spatial distributions and large fluctuations
such as extinction.
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4.1 Individual-level model for rapid evolution
To model this quantitatively, consider a model for a system composed of nutrients for the prey (N), the
vulnerable (wild-type) prey (W), the so-called ‘defended’ (mutant) prey (D), and the predator (P). The
basic individual processes for them are regrowth of nutrients, reproduction of prey, predation by predator,
death and migration to the nearest site for all individuals:
∅i
b−→ Ni, NiRi
cR
V−−→ RiRi, RiPi
pR
V−−→ PiPi,
Si
dS−−→ ∅i, Si νS−−→〈ij〉 Sj (4.1)
where ∅i denotes the empty state at site i, R = W,D is the prey index, Si represents species S = N,W,D,P
at site i, and V is an effective coarse-grained or correlation volume in which there is no significant population
spatial variation. In ecology, V is called the patch size, and it acts as a control on the amplitude of
demographic fluctuations. Because V is larger than the mean volume per organism, we will make analytical
progress by using an expansion in inverse powers of V . The defended prey experiences a smaller predation
rate than the wild-type prey, i.e. pD < pW , and also has a smaller reproduction rate or larger degeneration
rate due to the metabolic cost for defense, i.e. cW > cD or dW < dD. For the nutrients, νN and dN are set
to zero. The corresponding master equation that defines the time evolution of the probability distribution
of population states is
dP ({nSi})
dt
=
∑
{nSi}
{
b(E−1Ni − 1)(nmaxNi − nNi)
+
∑
S
dS(ESi − 1)nSi +
∑
R
[cR
V
(ENiE
−1
Ri
− 1)nNinRi
+
pR
V
(ERiE
−1
Pi
− 1)nRinPi
]}
P ({nSi}), (4.2)
where {· · · } denotes the set over all sites and species, the prey index R = W,D, and the step operators E±Si
are defined as E±Sif({nSi}) = f({nSi ± 1}).
4.1.1 Van Kampen’s system size expansion
Following van Kampen system size expansion described in Section 2.3.2 [104], the number of species i is
expanded around the overall mean-field density, φi, collecting terms in perturbation theory at different order
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of 1/
√
V . Specifically, the resultant mean-field equations are
dφN (t)
dt
= b (φN,max − φN )− cWφNφW − cDφNφD,
dφW (t)
dt
= cWφNφW − pWφDφP − dWφW ,
dφD(t)
dt
= cMφNφD − pDφDφP − dDφD,
dφP (t)
dt
= pWφWφP − pDφDφP − dPφP . (4.3)
Comparing the coefficients of the next order O(V 0) gives the Fokker-Planck equation in Eq. (2.20),
∂Π(ξ, t)
∂t
= −
∑
i,j
Aij
∂
∂ξi
ξjΠ +
1
2
∑
i,j
Bij
∂2
∂ξi∂ξj
Π ,
where coefficient matrices A and B as
A11 = −b− cWφW − cDφD , A12 = −cWφN , A13 = −cWφN , A14 = A41 = 0 ,
A21 = cWφW , A22 = cWφN − dW − pWφP , A23 = A32 = 0 , A24 = −pWφW ,
A31 = cDφD, A33 = cDφN − dD − pDφP , A34 = −pDφD ,
A42 = pWφP , A43 = pDφP , A44 = pWφW + pDφD − dP . (4.4)
B11 = b(φN,max − φN ) + cWφNφW + cDφNφD , B12 = B21 = −cWφNφW ,
B13 = B31 = −cDφNφD , B14 = B41 = B23 = B32 = 0 ,
B22 = cWφNφW + pWφWφP + dWφW , B24 = B42 = −pWφWφP ,
B33 = cDφNφD + pDφDφP + dDφD , B34 = B43 = −pDφDφP ,
B44 = pWφWφP + pDφDφP + dPφP . (4.5)
4.1.2 Spatial extension
To complete the specification of the model, we need to include particle diffusion, for which the Doi for-
malism [95] is especially convenient. The resulting spatially-extended model represents a non-perturbative
formulation of the model and can be used to study spatial patterns and large demographic fluctuations that
are important near the ecosystem extinction transition, where the predator population vanishes [59, 141].
The procedure is to write Eq. (4.2) as a second-quantized Hamiltonian and then express the generating
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functional for probabilities and correlations as a path integral [96, 97, 140, 99]. Since the systems in the
rotifer-algae experiments are well-mixed, the diffusion terms are neglected in the following calculation and
simulation.
4.2 Path integral formalism for rapid evolution
Following the standard procedure, we introduce the probability state vector in the Fock space constructed
by different occupation number states
|ψ〉 =
∑
{nSi}
P ({nSi})|{nSi}〉, (4.6)
so that the master equation becomes a Liouville equation
∂t|ψ〉 = −Hˆ|ψ〉, (4.7)
with the Liouvillian Hˆ =
∑
i Hˆi
Hˆi = b
(
1− aˆ†Ni
)(
nmaxNi − aˆ†Ni aˆNi
)
+
∑
R
[cR
V
(
aˆ†Ni aˆNi aˆ
†
RaˆRi
− aˆNi aˆ†2Ri aˆRi
)
+
pR
V
(
aˆ†Ri aˆRi aˆ
†
Pi
aˆPi − aˆRi aˆ†2Pi aˆPi
)]
+
∑
S
[
dS
(
aˆ†Si aˆSi − aˆSi
)
+ νS
∑
j∈N.N.
(
aˆ†Si − aˆ
†
Sj
)
aˆSi
]
(4.8)
where aˆ†Si and aˆSi are bosonic raising and lowering number operator for species S at site i. Eq. (4.7) and
(4.8) are exact and naturally allow the representation of the many-body path integral formalism.
By using the coherent-state representation, the Hamiltonian can be mapped onto the basis of coherent
states and becomes a function of α∗S and αS which are the left and right eigenstates of aˆ
†
S and aˆS respectively
for species S = N,W,D,P . Since in general multiple individuals can occupy the same site in spatial extended
systems, aˆ†S and aˆS are considered to follow the bosonic commutation relation. The effective Lagrangian
density in the path integral becomes
L =
∑
i
[
α∗S
(
∂t − νS∇2
)
αS +H ({α∗S }, {αS })
]
(4.9)
where νN ≡ 0.
To study the fluctuations about the mean-field densities, it is convenient to map the system from field
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variables onto the physical variables by applying the canonical Cole-Hopf transformation [59]
α∗S = e
ρ˜S , αS = ρSe
−ρ˜S (4.10)
where ρS are the population variables for species S and ρ˜i are analogous to fluctuation variables. The
Hamiltonian density under the transformation is obtained as
H = b
(
1− dρ˜N ) (nN,max − ρN ) + cR
V
(
1− eρ˜R−ρ˜N )
+
pR
V
(
1− eρ˜P−ρ˜R)+ dRρR (1− e−ρ˜R)
+ dP ρP
(
1− e−ρ˜P ) . (4.11)
Further we apply the ansatz [93]
ρ˜S → ρ˜S√
V
, ρS = V φS +
√
V ξS , (4.12)
where 〈ρ˜S〉 are the mean-field population density variables and the deviations around them, φS , are of order
1/
√
V . The patch size V becomes the system size in the well-mixed case. This expansion will lead to a
lowest order of fluctuations in Gaussian form. After applying the expansion in Eq. (4.12), the Lagrangian
density in Eq. (4.9) can be separated into different orders of
√
V
L =
√
V L(1) + L(2) + ... (4.13)
Here
L(1) =
∑
S
ρ˜S∂tφS + bφN ρ˜N +
∑
R
[− νRρ˜R∇2φR
+ cRφNφR (ρ˜N − ρ˜R) + pRφRφP (ρ˜R − ρ˜P )
+ dRφRρ˜R
]
+ dPφP ρ˜P − νP ρ˜P∇2φP . (4.14)
The stationary solution from δL1δρ˜S = 0 gives the mean-field dynamics:
∂tφN = b (φN,max − φN )− cRφNφR, (4.15)
∂tφR = νR∇2φR + cRφNφR − pRφRφP − dRφR, (4.16)
∂tφP = νP∇2φP +
∑
R
pRφRφP − dPφP . (4.17)
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The Lagrangian density in the next order is
L(2) = ρ˜T∂tξ − ρ˜TA[{φS}]ξ − 1
2
ρ˜TB[{φS}]ξ, (4.18)
where ξ = (ξN , ξW , ξD, ξP ) and ρ˜ = (ρ˜N , ρ˜W , ρ˜D, ρ˜P ) are the fluctuation field vectors, and
ANN = −b−
∑
R
cRφR, ANR = −ARN = −cRφN ,
ANP = APN = AWD = AνR = 0,
ARR = −νRk2 + cRφR − pRφP − dR,
ARP = −APR = −pRφR, APP = −νP k2 + pRφR − dP , (4.19)
BNN = b(φ
max
N − φN ) +
∑
R
cRφNφR,
BNR = BRN = −cRφNφR,
BNP = BPN = BWD = BDW = 0,
BRR = νRφRk
2 + cRφNφR + pRφRφP + dRφR,
BRP = BPR = −pRφRφP ,
BPP = νPφP k
2 +
∑
R
pRφRφP + dPφP , (4.20)
where R = W,D. The non-diffusive parts of this result agree with the calculation in Eq. (4.4) and (4.5).
Following the Martin-Siggia-Rose response function formalism [142, 143, 144], the next order L(2) gen-
erates a Langevin equation capturing the dynamics with Gaussian fluctuations. However, it is important
to emphasize that the Gaussian noise here is intrinsic because these fluctuations originate from the demo-
graphic stochasticity of the population at each time step. The outcome is quasicycles induced by a resonant
amplification of intrinsic fluctuations [89], which leads to a slowly-decaying tail in the power spectrum that
is distinct from the behavior of limit cycles with additive noise [10]. In our calculation, the noise depends
on the mean field values because of the linearization step performed as part of the van Kampen volume
expansion [94]. However, we emphasize that this is the signature of multiplicative noise within the van
Kampen framework. If we had chosen to perform a Kramers-Moyal expansion [102, 103] instead, the noise
would have been manifestly multiplicative, and linearization to obtain a systematic calculational procedure
would have arrived at the van Kampen expansion results presented here.
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Eq. (4.18) is equivalent to the Langevin equations as a function of wavenumber k and time:
dξ
dt
= Aξ + γ,
〈γS(k, t)γS′(k′, t′)〉 = BSS′(2pi)dδ(k − k′)δ(t− t′). (4.21)
In contrast to deterministic models [120, 26, 29, 121, 122, 123, 27, 7, 126, 127, 133, 134, 129, 134], the
dynamics depends not only on the Jacobian A[{φS}] from the mean-field equation but also on the covariance
matrix B[{φS}]. Since BRR′ [{φS}] in Eq. (4.21) is governed by the macroscopic densities, the white noise γ
that determines the dynamics of fluctuations is effectively non-additive. As mentioned previously, such white
noise can select the frequency in the deterministic equations, resulting in periodic and strongly fluctuating
population dynamics and spatial patterns as a resonant effect induced by demographic noise [89].
4.3 Predictions
4.3.1 Power spectrum and phase difference spectrum for evolutionary cycles
and cryptic cycles
By using the form of power spectrum in Section 2.3.2, i.e.
Pij(ω) = 〈ξ˜i(ω)ξ˜j(−ω)〉 ,
the phase difference between the fluctuation fields is defined as
θij(ω) = tan
−1 Im[Pij(ω)]
Re[Pij(ω)]
. (4.22)
For example,
PWW (ω) =
β6ω
6 + β4ω
4 + β2ω
2 + β0
ω8 + α6ω6 + α4ω4 + α2ω2 + α0
, (4.23)
and the phase difference between total prey and the predator, θ(W+D)P , can be calculated from
P(W+D)P (ω) = 〈(ξ˜W (ω) + ξ˜D(ω))ξ˜P (−ω)〉 = PWP (ω) + PDP (ω) . (4.24)
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Figure 4.1: Stochastic simulations for (a) evolutionary cycles emerging from normal cycles due
to random mutation and (b) cryptic cycles. Phase portraits of the steady states of (c) normal cycles
and (d) evolutionary cycles from the stochastic simulations show that the phase differences between predator
and the total prey population are roughly pi/2 and pi, respectively, while for (e) cryptic cycles there is no
obvious phase relationship. (f)-(h) Power spectrum of the wild-type prey (thick curve) and phase difference
spectrum (thin curve) from analytic calculations based on ILM. The estimated phase differences are −0.55pi
and 0.905pi for (f) normal cycles and (g) evolutionary cycles, and for (h) cryptic cycles the predicted phase
difference between the wild-type prey and the defended prey is approximately 0.874pi. The parameter values
are (a) V = 1000, cW = 0.3, pW = 0.6, cD/cW = 0.8, pD/pW = 0.01, dD/dW = 1, φN,max = 1, and b = 0.1
and (b) V = 380, cW = 60, pW = 0.92, cD/cW = 0.95, pD/pW = 0.001, dD/dW = 7.5, φN,max = 16, and
b = 0.1.
41
Then the spectrum of phase difference between the predator and the total prey can be calculated, which has
the form of
θ(W+D)P (ω) =
ρ5ω
5 + ρ3ω
3 + ρ1ω
ρ6ω6 + ρ4ω4 + ρ2ω2 + ρ0
. (4.25)
The results of analytic calculations and simulations based on Eq. (4.1) are shown in Fig. 4.1. We use
the Gillespie algorithm [139] for stochastic simulations and introduce random mutation from the wild-type
prey to the defended prey. The mutation is added purely to seed a new sub-population to see the dramatic
impact of the fixed sub-population after mutations, but plays no significant role in the subsequent dynamics;
thus mutations are neglected in our analytical calculations below. The subsequent anomalous dynamics due
to the presence of this sub-population is conventionally called evolution in the ecological literature, because
the presence of the additional strain emerges from mutation, and we are interested in following the frequency
in the population of the mutant strain. We tried to simulate the experimental results of the rotifer-algae
chemostat, where the control parameters are the nutrient concentration in flow media, φmaxN , and the dilution
rate, b. The natural degradation rates of the wild-type prey and predator are assumed to be much slower
than the dilution rate, and therefore b ≈ dP ≈ dW < dD (the defended prey is less healthy). In Fig. 4.1(a),
at first there are only the wild-type prey and the predator in the system, and the dynamics exhibits normal
cycles where the predator lags behind the prey by pi/2. When predation pressure is high, around t ∼ 400, a
mutation has given rise to a defended prey population that subsequently adapts to dominate the population
and cause additional delay in growth of the wild-type prey and the predator, leading to evolutionary cycles
with a pi phase shift between the total prey and the predator. Fig. 4.1(b) shows an example of cryptic
cycles, where the defended prey has a similar reproduction rate as that of the wild-type prey, i.e. cD ∼ cW ,
and the defended prey can advance the wild-type prey by nearly pi and thus the total prey population is
suppressed. The quasicycle calculations in Fig. 4.1(f)-(h) for the power spectrum and the phase spectrum
well predict the simulation results in Fig. 4.1(c)-(e). Besides the expected randomness in the dynamics from
the stochastic simulation, Fig. 1(a) and (b) also show similar asymmetric profiles and the longer period after
the subpopulation emerges, as in the experimental data in [120, 26, 29, 121, 122, 123, 7].
The phase diagram is usually studied by linear stability analysis of the mean field equations. To reduce
the dimension of parameter space, variables are rescaled to be dimensionless: t¯ ≡ bt, d¯S ≡ dS/b, φ¯S ≡
/φmaxN , c¯S ≡ cSφmaxN /b and p¯S ≡ pSφmaxN /b.
However, this rescaling is rather subtle in stochastic calculations. For example, matrices A and B from
Eq. (4.21) scale with 1/φmaxN as mean-fields φS , but γ in Eq. (4.21) rescales with 1/
√
φmaxN , resulting in
ξS
φS
∼ 1√
φmaxN
ξ¯S
φ¯S
(4.26)
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Figure 4.2: Phase diagrams for evolutionary cycles (EC) and cryptic cycles (CC). Phase diagram
is calculated from ILM with respect to the ratio of the prey reproduction rate (cD/cW ), the ratio of the
predation rate (pD/pW ), the maximum nutrient concentration (φ
max
N ) and the dilution rate (b). The gradient-
colorful region corresponds to the coexistence of all species, and in the other regions the rapid evolution is
not stable, with corresponding letters indicating the coexistence of only certain species. The coexistence
states are decided by the mean-field densities and their ratio to the fluctuations; when fluctuations are larger
than mean-field solutions, the dynamics is under high risk of extinction. The color legend represents the
predicted phase difference between the wild-type prey and the defended prey (θWD) for rapid evolution, in
units of pi. The contours are the estimated amplitude ratios of wild-type prey to predator, indicating the
tendency to be cryptic cycles. In the gray region near transition, the two types of prey start to decouple,
leading to degenerate peaks in power spectra, and thus the phase is not well-defined. Except for the axis
specified in each diagram, the parameters in the calculations are V = 300, cW = 1, pW = 1, cD/cW = 0.8,
pD/pW = 0.01, dD/dW = 3.5, φ
max
N = 16, and b = 0.6. The predicted phase diagram is consistent with
stochastic simulation.
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where ξ¯S are the rescaled demographic noise fields. Therefore, for two stochastic individual-level models
with the same mean-field limit after rescaling, demographic fluctuations are more important in the model
with smaller nutrient carrying capacity V φmaxN . Thus neglecting fluctuations as in the conventional rescaling
for mean-field equations can potentially cause unphysical predictions for the phase diagram. To avoid this
situation, we examine the stability of solutions by comparing the amplitude of the lowest order population
fluctuations with their mean fields.
Fig. 4.2 shows the calculated phase diagrams of ILM in Eq. (4.1). In Fig. 4.2(a), due to the cost for
defense, the defended prey have inferior reproduction rate (cD < cW ) or are unhealthier than the wild-type
prey (dD > dW ), leading to evolutionary cycles (EC). When the cost of reproduction is low, cryptic cycles
(CC) can occur, where θWD ≈ pi. If cD is moderate, it is possible to have a correspondingly high death
rate, and thus the fluctuations of prey are suppressed relative to the wild-type prey, causing the dynamics
to be cryptic. In Fig. 4.2(b), under high φmaxN , the defended prey are more likely to grow and dominate the
system, which causes the wild-type prey to experience a greater phase lag than the defended prey, and the
dynamics tends towards a completely cryptic cycle. In Fig. 4.2(c), if pD is low, then higher cD can lead to
more phase delay and thus gives cryptic cycles. When pD increases, the predator has greater food resource
available from the defended prey, yielding a larger population, which then consumes more of the wild-type
prey; this in turn reduces the wild-type prey population and leads to the dominance of the defended prey. In
such a situation, the wild-type prey experiences a greater phase delay (nearly pi) behind the defended prey,
but the wild-type prey population is too small to cancel out the fluctuations of the defended prey population,
and thus the dynamics cannot be characterized as cryptic. Our result in Fig. 4.2(c) predicts a similar but
slightly different phase diagram to Fig. 3 in [29]; the region where all species coexist as predicted by the
stochastic model is smaller than the deterministic solutions, because of extinction fluctuations near phase
boundaries. In Fig. 4.2(d), under small b, i.e. slow supplement of the nutrient and low reduction rate from
dilution, although both subpopulations of the prey have low reproduction, the wild-type prey population
decreases more due to predation while the defended prey has a greater chance to compete for nutrient; thus
the system is more likely to show cryptic cycles.
4.3.2 Comparison between analytic calculation and stochastic simulation
We have computed the power spectra, and compared the results with the stochastic simulation. The power
spectrum for species S is calculated analytically by SS(ω) = PSS(ω) = 〈ξ˜S(ω)ξ˜S(−ω)〉, and from Gillespie
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Figure 4.3: Examples of comparison between analytic calculation and stochastic simulation of
noise spectrum in different types of cycles. Analytic calculation (red curve) and stochastic simulation
(blue dots) of power spectrum of population fluctuations of predator for (a) normal cycles, (b) evolutionary
cycles and (c) cryptic cycles in individual level model. The parameters in calculations and simulations are
(a) V = 2000, b = 0.1, cW = 0.3, pW = 0.6, φ
max
N = 1, (b) V = 1600, b = 0.6, cW = 1, pW = 1, φ
max
N = 5,
cD/cW = 1.6, pD/pW = 0.001, rD/rW = 3.5 and (c) V = 1600, b = 0.1, cW = 60, pW = 0.92, φ
max
N = 16,
cD/cW = 0.95, pD/pW = 0.001, rD/rW = 7.5.
stochastic simulations of the ILM, using the formula
SS(ω) =
1
T
〈ξ˜′S(ωm)ξ˜′S(−ωm)〉, (4.27)
where T is the duration of total N samplings with discrete time tn = (n − 1)∆t and the discrete Fourier
transform of ξ is defined as
ξ˜′(ωm) =
N∑
n=1
ξ(tn)e
iωmtn∆t
=
T
N
N∑
n=1
ξ(tn)e
i2pi(m−1)(n−1)/N . (4.28)
The peaks and magnitudes of the power spectra of calculation and simulation have good agreement when
the Gaussian approximation is valid. There are slight deviations when either the wild-type prey or preda-
tor has a small population size. In such a case, the dynamics of fluctuations is dominated by the species
with smaller population, leading to a skewed and leptokurtic distribution of population fluctuations. Such
suppressed fluctuation distribution can explain the deviation of the power spectra of simulation data from
the analytic calculation when there is large discrepancy in population sizes between species. Fig. 4.3 shows
examples of comparison between analytic calculation and stochastic simulation for normal cycles, evolution-
ary cycles and cryptic cycles. When population sizes are similar for each species and are not small, analytic
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Figure 4.4: The logarithm scale of comparison of power spectrum between analytic calculation
and stochastic simulation. Data are same as in Fig 4.3(b). The tail with ω−2 scaling, indicated by
a reference dotted line with slope of −2, is the signature of quasicycles and is predicted by the analytic
calculation based on individual level model.
calculation based on Gaussian fluctuations provides good quantitative prediction of characteristic frequency
and the shape of power spectrum. Fig. 4.4 shows the ω−2 scaling in power spectrum as the signature of
quasicycles is also captured by analytic calculation. For cryptic cycles where the oscillations of predator
population are relatively larger and the prey population size is usually smaller, the Gaussian approximation
is expected to have less quantitative agreement and underestimate the amplitude of fluctuations as shown
in Fig. 4.3(c).
4.4 Physical explanation of anomalous predator-prey dynamics
The physical explanation for the anomalous population cycles arises from the interplay between the mutant
defended strain, the wild type strain and the predator, and was briefly suggested in [26]. We can understand
these anomalous cycles by following the illustrative steps similar to the normal case. In contrast to the
pi/2 phase shift of the conventional predator-prey model, evolutionary cycles with a pi phase shift can arise
because of the existence of a mutant prey population that can defend itself from the predator but which
incurs a metabolic cost. The defended prey compete with the wild type for nutrients and thus delay the
regrowth of the wild-type prey.
Specifically for evolutionary cycles as shown in Fig. 4.5:
1. Under high predation pressure, the population of the wild-type prey (blue) decreases, while the de-
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Figure 4.5: Illustration of evolutionary cycles in rapid evolution.
fended prey (black) can survive and dominate, consuming most nutrients in the system. The wild-type
prey remains at a low level population for a long time, causing the decrease of the predator population
(red).
2. Once the predation pressure reduces enough, the healthier wild-type prey can start to grow back and
outcompete the defended prey for nutrients.
3. Wild-type prey dominate in the population, and subsequently the predator population will resume.
4. Predation pressure increases again, causing decrease in wild-type prey and regrowth of defended prey;
another persistent cycle continues.
The additional defended prey sub-population compete for nutrients and delay the regrowth of the wild-type
prey, leading to a phase lag of the wild-type prey behind the defended prey. This phase lag is naively about
pi/2 because the wild-type prey can grow back before the population of the defended prey go to the minimum
level. Therefore, the predator is delayed by a phase of pi behind the total prey (green) where overall the
defended prey dominate.
For cryptic cycles, as shown in Fig. 4.6:
1. If the defended prey (black) have very effective defense without much metabolic cost, they can dominate
longer and cause more delay of the regrowth of the wild-type prey (blue). Predator (red) decreases
due to suppression of wild-type prey.
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Figure 4.6: Illustration of cryptic cycles in rapid evolution.
2. Wild-type prey can regrow only after defended prey decreases and under low predation pressure, leading
to substantial phase delay in the wild-type prey behind the defended prey.
If the wild-prey lag the defended prey by pi, their fluctuations offset each other, and thus the dynamics of the
total prey population (green) appears in aggregate to be suppressed, leading to the phenomenon of cryptic
cycles. cycle.
4.5 Conclusion
Our results show that rapid evolution strongly renormalizes the ecosystem time scale, and the prediction of
the coexistence region can help estimate the risk of extinction and the impact of the rate of environmental
changes (for example, the dilution rate and nutrient concentration in the rotifer-algae system). Our model
can also be used to study spatial-extended situations in natural ecosystems or laboratory experiments that
are not in a well-mixed chemostat.
In summary, we have shown clearly that a generic stochastic individual-level model can yield rapid
evolution phenomena, and that anomalous dynamics can arise without special assumptions or fine tuning,
in sharp contrast to existing results in the ecology literature based on deterministic models. We expect this
description to be especially useful to study the transition to rapid evolution from normal cycles since before
the transition the mutant prey population has low relative abundance and is thus likely to exhibit strong
effects of demographic stochasticity and spatiotemporal fluctuations.
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Chapter 5
Evolution of phenotypic fluctuations
5.1 Introduction
During the first half of the twentieth century, Wallace and Darwin’s theory of natural selection was combined
with Mendeleian genetics in the “Modern Synthesis” to form a gene-centric description of evolution, known as
population genetics. Population genetics concerns itself with the frequency of alleles, and the way in which
their frequencies change under differential reproductive fitness arising from the traits encoded by genes.
The genetic variance in a population arises, in this approach, through point mutations, although today
we know that there are many other mechanisms of genome plasticity that need to be considered. In the
Wallace-Darwin theory of natural selection, the variations which are selected by the environment are today
understood as reflecting genetic variations. Indeed, in 1930, Fisher formulated a calculation from which he
stated an assertion that the evolutionary rate is proportional to the genetic variance [145]. Although the
assertion, known as Fisher’s fundamental theorem of natural selection, has been discussed and reexamined
since then especially in the context of population genetics, it does not represent a fully general and satisfying
account of evolution. One fundamental problem about Fisher’s fundamental theorem is the neglect of the
role of phenotypic fluctuations. Especially, phenotypic fluctuations are pervasive, and can be important to
various scenarios in evolution [146, 147, 14]. In this chapter, we discuss the interplay between phenotypic
and genotypic fluctuations, posing the questions explored in the following chapter using a combination of
experiment and theoretical modeling.
5.2 Phenotypic fluctuations
Evolution can be said to be the process of selection from heterogeneous phenotypes in a population, so that
the ones with greater reproductive success will endure for future generations. Heterogeneity and diversity
in phenotypes can be manifested in different ways: for example, in metabolic functions, or organismal
morphology that may be better adapted to environments by different degrees. Phenotypic fluctuations
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can be classified as stemming either from genetic variations or isogenic fluctuations. Genetic variations can
arise from point mutations or other genome rearrangements. Isogenic fluctuations from a clonal genotype are
usually thought of as mainly due to stochasticity in gene expression during translation and transcription; but
they can also be generated through epigenetic dynamics, different stages of cell physiology or differentiation,
etc [146, 147, 14]. At the cellular level, phenotype fluctuations are referred to as cell-to-cell individuality.
Needless to say, all these factors can reflect the influence from interactions with the cell’s environments.
Those phenotypes displaying advantageous or more competitive features, such as higher birth rate or lower
degradation rate, will endure in an ecosystem during selection, after long times. One common interpretation
for the ubiquity of phenotypic fluctuations is that they provide more flexibility to adapt to environmental
changes. The time scale to acquire new traits from mutations and other mechanisms, such as genome
rearrangements, are many generations if one is concerned with a global population of an organism such as
E. coli. On the other hand, phenotypic fluctuations can confer immediate tolerance to a local population
against current environmental changes, while still providing flexibility to alter back or change further within
a relatively shorter period. The ability to change the phenotype without requiring changes to the genotype
is a fast, reversible and locally effective mechanism that gives an advantage to a population to survive
in a spatially and temporally fluctuating environment. Such a phenomenon is sometimes referred as the
“bet-hedging strategy” [148, 14, 149, 150].
However, more subtleties need to be considered in order to make this commonly accepted argument more
than a just-so story. While selecting out particular phenotypes, selection also has the effect of selecting
different genotypes that preferentially manifest the favored phenotype. Moreover, in order to benefit from
the selective advantages in the long term, the selected phenotypes of individuals need to remain in the
population for many generations. That is, selection on genotypes through selecting phenotypes is important
to ensure the long-term adaptation of the population and thereby build robustness against environmental
changes in future. An obviously crucial factor is the nature of the selection, which comes in various forms,
characterized not only by its frequency but also by its strength. How the influence from different types of
selection is passed on to genotypes from phenotypes also requires elucidation. This entails discussion of the
relationship between phenotype and genotype, or the so-called genotype-phenotype mapping.
5.2.1 Genotype-phenotype mapping
The genotype-phenotype mapping is a probability density function that relates the phenotype of an organism
with a given genotype [151]. In general the mapping between genotype and phenotype is a multi-dimensional
function that reflects the underlining complex biological features, such as gene regulatory and metabolic
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networks. The genotype-phenotype map will in general evolve: a cell’s environment exerts a selection
pressure on its phenotype, and thus may also influence the genotype-phenotype mapping. Here we are
interested in the relevant question of how selection of the phenotype leads to evolution and further selection
of the genotype, and what governs the rate of this process
The complete answer to this question lies in more subtleties. In particular, it is worth noticing that pheno-
typic variation or phenotypic fluctuations should be distinguished from phenotype variability or phenotypic
placiticity. Phenotypic variation simply states the variance of the phenotype configuration in the population,
whereas phenotypic variability ascribes the propensity to acquire different phenotypes [152, 153, 154, 12].
Similarly, genetic variation is not the same as genetic variability, which represents evolvability. Thus pheno-
typic variability is closely related to evolvability [152, 153, 154, 12].
Therefore, a more refined version of our question to understand evolution is this: How does selection
on phenotype couple to genetic variation and thereafter affect phenotypic variability and evolvability? How
do interactions between individuals feedback into environmental selection? The fact that phenotypic fluc-
tuations are selected by the environment, and also feedback onto the environmental dynamics means that
the eventual selection of genotypes is influenced by the evolutionary trajectory of the phenotype. In par-
ticular, the multiple levels of feedback between phenotype and genotype, and phenotype and environment
means the rate of evolution can be determined by the genotype-phenotype map, which itself evolved. If this
were not complicated enough, there is an additional layer of complexity and controversy that needs to be
addressed, namely the question of whether the organism senses its environment and preferentially presents
certain mutations that are adaptive to the environment. This controversial and unsettled topic is known as
stress-induced mutagenesis [155, 156].
Specifically, it has been a long-standing debate on whether mutations are purely random events or are
induced by selection stress. The Luria-Delbruck experiment on resistance of E. coli. to phage has implied
the former [157], by showing that the probability density for the size of phage-resistant mutant populations
has fat tails, rather than the more narrowly peaked distribution which would be expected in a stress-induced
mutagenesis scenario. However, since then further studies of the molecular biology, at the population level
have shown evidence that genotype variations can be a rapid response to environmental stress [155, 156]. In
other words, the relationship between genotype and phenotype can probably shed light on the interactions
between genetic variations and selection stress.
With the development of whole genome sequencing, the relationship between phenotypic fluctuations
and genetic variations can be studied quantitatively. Nevertheless, to address the above nuances that are
important for evolutionary questions, straightforward and systematical approaches with controllable selection
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are required to dissect the intertwined dynamics between phenotypic fluctuations and genotypic variations.
5.3 Directed evolution
One strategy to cope with such complexity in quantitative detail is the technique of directed evolution.
Directed evolution describes the process whereby the same selection repeatedly acts on phenotypes or geno-
types. The resultant serial changes in the ecosystem reflect the trace of the adaptive response of phenotypes
and genotypes to the corresponding selection. Therefore, directed evolution serves as a tool to straightfor-
wardly study how the evolutionary trajectory of the ecosystem is shaped by selection.
Directed evolution has been utilized to study how exactly evolution would process [158, 159, 153, 160,
154, 12]. In particular, artificial experiments of directed evolution were performed designed to explore the
dynamics of phenotypic fluctuations, where founder strain E. coli. cells were embedded with a fluorescent
gene sequence which was engineered to have random deleterious mutations that impacted the fluorescence
intensity. [161]. In the directed evolution experiment, the following process was repeated. Individuals with
the top 0.2% highest level of fluorescence intensity were selected out, and then the population was amplified
to the original size. After the same selection and amplification were applied to the population for few times,
a few cells, of which each has a presumably distinct genotype, were randomly chosen, clonally amplified to
tested the distribution of phenotypic fluctuations of each clonal strain. It was found that after repeated
selection, two types of mutant strains coexist: one type with a high mean value of fluorescence expression
level but a narrow distribution range, and another type, with a smaller mean value but a broad distribution.
The authors concluded that strong selection may give a preference to large phenotypic variance, which
they attributed to transcriptional fluctuations [161]. This experiment gave a different result than an earlier
one which used a much less stringent selection on the population, finding that the mean increased but the
phenotypic variance decreased. Apparently, with weak selection, there is no special advantage to access the
large fluctuations of the tail of the phenotypic distribution.
5.4 Individual adapting to chemical environments: Chemotaxis
The fluorescence experiments yielded interesting but surprisingly contradictory results. We decided to study
a richer system where there is an explicit connection to the environment, so that genotype, phenotype and
environmental variables could all be probed. We worked with the experimentalists David Fraebel and Seppe
Kuehn to use the well understood phenomenon of chemotaxis as a directed evolution system.
In the chemotaxis experiments, we study quantitative traits whose heterogeneity reflects distinct geno-
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types under evolution on laboratory time scales. Microbe systems in general, with trackable and manipu-
latable traits are ideal candidates for this type of study. At the cellular level, one way to change behavior
in response to environmental variations is to change motility. Changing motion based on environmental
gradients is called taxis; it is crucial to the survival and adaptation for organisms, not only for microbes
but also for eukaryotes such as slime molds [162, 163]. Chemotaxis based on sensing gradients of chemicals
such as nutrients or toxins is an important mechanism for cellular aggregates, influencing phenomena such
as wound repair, immune response, embryo and organ development, biofilm formation and tumor metastasis
[163].
Bacterial chemotaxis systems have a wide range of sensitivity to chemical signals [149, 164]. When an
extracellular chemical molecule diffuses into a bacterial cell, it combines with the corresponding sensory
receptor on the cell membrane, initiating reactions between different types of proteins that drive the chemo-
tactic machinery [165, 162, 146, 166]. The chemotactic proteins are regulated by the bacterial chemotaxis
network, which is one of the best studied biochemical networks, and is found to be optimized and robust
for bacteria and archaea [149]. In addition, the copy numbers of chemotactic molecules and proteins are of
order 100-1000 in the cell, which will lead to substantial demographic noise in gene expression, and thus sig-
nificant variation in phenotypes [146, 14, 149]. For all these reasons, bacterial chemotaxis and its adaptation
to environmental stimuli is an excellent system to study phenotypic evolution and the genotype-phenotype
map.
5.4.1 Collective migration emerging from bacterial chemotaxis
Bacterial chemotaxis was discovered in the 1880s by Engelmann and Pfeffer [167, 168, 169, 165, 170], but the
first systematical experiments were performed by Adler in 1966 who modified Pfeffer’s capillary experiments
to investigate the response of the migration of motile E. coli. with respect to attractant [171, 172]. In Adler’s
experiments, the capillary was sealed with agar containing chemoattractant at the end (Fig. 5.1(a)), which
created a diffusive gradient of chemoattractant. Cells were found to follow the gradient and accumulated
to form a traveling front toward the chemoattractant [171, 172, 173, 174], as shown in Fig. 5.1(b). Similar
experiments were tested with chemorepellent, where cells turned out to escape away [174, 169].
To ensure sufficient nutrient supply to cells for observation, Adler also performed experiments in a
different assay on plates of semiliquid agarose gel, a porous medium filled with uniform nutrient substrate
as chemoattractant [171, 174]. One advantage of the agar-plate assay is that the evolving growth pattern
directly reflects an observable chemotaxis response. By consuming nutrient, cells create a spatial gradient
of nutrient in the environment, based on which they execute chemotaxis. At the population level, the cell
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Figure 5.1: Capillary and agar-plate experiments for bacteria chemotaxis. (a) Sketch of a capillary
experiment: Bacteria cells initially inoculated at the left end swim toward the right end along an increasing
gradient of agar concentration. (b) A snapshot of the capillary experiment: Cells formed a high-density
traveling front (white part in the center of the capillary) toward the right end. (c) A snapshot of an agar-
plate experiment: Cells initially inoculated at the center of a plate of semiliquid gel filled with subtrate
formed an outwardly traveling front (white ring) with a high-density population. Figure (a) is taken from
[172], and (b) and (c) are taken from [171].
colony is observed to expand outward isotropically with a constant migration speed, forming a circular
shape with a high-density ring at the outer limits of the colony [171]. Depending on the composition of agar,
different strains might develope several fronts or different patterns [171, 172, 173, 165]. Further experiments
by Berg and Brown [175] and other studies [162] identified through tracking individuals that E. coli. cells
have two swimming modes controlled by the configuration of the cells’ flagella: in the “run” mode, motors
on flagella rotate counterclockwise, and flagella form into a bundle that propells the cell to move forward; in
the “tumble” mode, motors rotate clockwise, and flagella fly apart, making the cell reorient randomly. The
change in direction is a broad distribution with a mode around 60 degrees [175, 169, 165, 170, 162].
The run duration was found to follow an exponential-like distribution [175, 148], and for many years it
was believed that bacterial chemotaxis follows a random walk. However, recently studies indicated power-
law scaling in the distribution of run duration [176, 177], implying that the motion might be a Le´vy flight.
This has a nice interpretation because a Le´vy flight is known to be a type of optimal search strategy [178].
When a cell senses a positive gradient of chemoattractant, the cell prolongs its running in the same
direction, resulting in a biased random walk [175, 170, 162], while the cell ignores a negative gradient of
chemoattractant [170]. An illustration is shown in Fig. 5.2. It is very interesting to note that the bacteria
respond to the change of the logarithm of the chemoattractant concentration [179]. Like many other biological
organisms, they obey Weber’s law that describes sensory response [179, 180, 181, 182, 149].
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Figure 5.2: Run and tumble mode in bacterial motion. (a) Without chemoattractant gradient,
consecutive run and tumble segments constitude a random-walk-like motion of a single cell. (b) When
encountering a gradient of chemoattractant, the cell biases its motion be reducing the frequency of tumbling.
Figure is taken from [162].
A later experiment performed by Wolfe and Berg studied how the individual’s running and tumbling leads
to group motility [183]. Using the agar-plate technique, the authors compared the growth pattern between
the wild type and other strains which always run or tumble with no chemotactic response. Interestingly,
cells of these non-chemotactic strains tend to spend most of the time getting trapped or idling in the gel,
and a smaller migration speed was observed. It was also found that the migration speed of the strains that
both run and tumble freely increases if they tumble more, implying that cells which reorient frequently can
move more efficiently through the gel.
5.5 Keller-Segel model for bacterial chemotaxis
In this section, we present an overview of the population level modeling of chemotaxis. Chemotaxis is
intrinsically a multiscale phenomenon, and to fully describe the evolution of chemotaxis will requires us to
use multiple levels of description. The population level approach to chemotaxis was developed by Keller
and Segel in 1971. It is a mean-field model composed of deterministic equations for the spatial-temporal
density of cells and a chemoattractant [184, 185]. The goal is to capture cells’ dynamics as a balance
between chemotaxis, which tries to direct the cells up a concentration gradient, and diffusion, which tends
to isotropize the motion. The cells’ motion is subjected to a chemotactic flux that is assumed to be the
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product of cell density n(x, t) and a coarse-grained drift velocity v(x, t), i.e.
Jchemotaxis(x, t) = n(x, t)v(x, t). (5.1)
The drift velocity v(x, t) is assumed to depend on the gradient of the chemoattractant concentration, C(x, t),
in the form
v = χ(C)∇C, (5.2)
where χ(C) is a function that corresponds to the sensitivity of a cell to chemoattractant. Usually it is
interpreted as the degree of binding between chemotactic receptors of cells and chemotactic ligands, and the
commonly used form involves the derivative of Michaelis-Menten kinetics of binding, and the result is
χ(C) ∝ KC
(KC + C)2
, (5.3)
where KC is the half-saturation constant that represents the limitation of response [186, 187]. In their
original paper, Keller and Segel adopted Weber’s law with logarithmic response in drift velocity, for which
the derived χ(C) is the derivative of logarithmic response [179]:
χ(C) ∝ 1
C
. (5.4)
The continuity equation for the cell density is
∂n
∂t
+∇ · (Jdiffusion + Jchemotaxis) = 0, (5.5)
with
Jdiffusion = −Dn(C)∇n, (5.6)
where Dn(C) is the effective diffusion coefficient. Thus the motion is a competition between the anisotropic
driving from chemotaxis and the isotropic driving from diffusion: chemotaxis causes cells to move along
the gradient of environment, and diffusion randomizes the direction of cell motion. The minimal form
for the dynamics of C(x, t) includes diffusion with coefficient DC and basic reactions: (1) cells release
chemoattractant with a rate h, and (2) the activity of chemoattractant spontaneously decays with a rate k.
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The corresponding Keller-Segel equations become:
∂n
∂t
= ∇ · [Dn(C)∇n]−∇ · [nχ(C)∇n] , (5.7)
∂C
∂t
= DC∇2C + hn− kC. (5.8)
The Keller-Segel model captures some of the main characteristics of chemotaxis. For example, analysis
and numerical results from simulating the model in one dimension show that the cell density distribution
moves in space with time as a traveling front, which is consistent with experimental observations described in
the previous section. In a circular geometry the population migrates outwards with the radius R(t) varying
linearly in time, rather than the square root of time, as would be the case for pure diffusion.
Despite its success, the Keller-Segel model is for the macroscopic behavior of mean cell density and does
not capture the individual run and tumble events. Therefore it is hard to know how the individual behavior
and cell-to-cell variation depend on selection and environmental changes. In particular, large fluctuations
in tumbling frequency and adaptation time were reported in experiments [148, 176, 149]. Presumably this
reflects stochastic gene expression, as evidenced by the relatively small number of chemotactic proteins in
each cell [176, 149]. As a result there has been a long-standing interest in individual-level modeling [188, 189]
of chemotaxis. For example, there have been studies on chemotaxis with hybrid models that incorporate
transitional kernels meant to capture individual run and tumble events and including the dynamics of
signaling pathways at microscopic scale. These models can be coarse-grained to reproduce the Keller-Segel
model [190, 191, 192]. In our own work, we have used all of these levels of description, as well as an abstract
representation of the directed evolution process.
Figure 5.3: Example of solution of Keller-Segel model. Figure is taken from [193].
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Chapter 6
Emergence of rapid evolution of
phenotypic fluctuations in directed
evolution
The overarching goal of this project is to explore how a population bottleneck causes adaptation of chemo-
taxis in E. coli, at scales ranging from the genomic, up through the signaling pathways at the cellular level,
ultimately affecting the cells motility and the behavior of a growing colony. In this project, detailed ex-
periments performed by our collaborators capture the directed evolution of an initially clonal population of
E. coli that undergoes chemotactically-driven expansion through agar gel. Repeated sampling of the cells
at the outer limits of the colony and re-initialization of colony growth results in an evolution of phenotype
and genotype. We then propose a conceptual model of directed evolution where the biological details are
abstracted, and only one coarse-grained effect of phenotypes is present and subjected to selection. The
simulations are able to make prediction of the phenotypic variance in population as a function of selection
round.
6.1 Experiment on directed evolution of cell-to-cell individuality
in bacterial chemotaxis
We now describe an experiment designed to investigate the relationship between phenotypic variation and
selection. The experiment was performed on chemotactic bacteria [15], and grew out of earlier work on
chemotactic migration on agar gel in [171, 183]. The advantage of adopting the agarose gel assay for
phenotypic variation is that the spatial structure directly reflects phenotypic change and thus is easy to
observe and measure.
Initially clonal cells of a single E. coli. strain were inoculated on an agar gel plate, which is a porous
medium with nutrient substrate as the chemoattractant. Similar to [171, 183], the colony developed a
circular, outward traveling front. After a certain period of time, a portion of the front population was
selected to be inoculated on a new gel plate. Moreover, since cells depleted nutrient behind the front, one
would expect that such feedback from cells to the environment will act as a further selective force on cells
and presumably will select individuals that are more adept to chemotaxis, either with larger run speed or
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Figure 6.1: Evolving migration in directed evolution experiment on bacterial chemotaxis. (a)
Selection process (from left to right): Clonal cells were initially inoculated at the center of a low viscosity
agar plate. Cells consume nutrient and grow their colony, forming a high-density ring propagating outwards.
After every 12 hours, a fraction of cells in the front population is sampled to re-inoculated on another
new plate to initiate the next round and same selectin processes are repeated. (b) Snapshots of colonies of
sucessive rounds show apparent increase in colony growth after repeated selection. (c) The migration speed
is measured by the change of the radius of colony with time, which is constant in each round and increases
after each selection. The migration speed increases by twofold after 10 rounds and then saturates, and the
trend is reproducible. Figures are taken from [15].
more frequent tumbling rate. By repeating sampling of the cells at the edge after the same period for many
times and re-initializing colony growth, cells grew into a larger and larger colony (Fig. 6.1(a)), indicating a
higher front propagation speed (Fig. 6.1(b)-(d)).
In order to understand the evolutionary mechanism of the faster migration front, the evolution of chemo-
tactic phenotypes was studied in quantitative detail in another well-mixed environment, without bias from
the gel. By single cell tracking individuals in a liquid chamber, trait statistics of individuals sampled from
the population after every five selection rounds were measured. At the same time, a portion of each sampled
population was sequenced to determine the corresponding genotypes. In a separate liquid chamber, each
sampled population replicated for many generations, without any mutation found in its descendants. There-
fore the statistics gathered in liquid for each sampled population reflects a truthful amplification with the
same composition of the population sampled from the gel experiments. For each sampled population, every
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Figure 6.2: Evolution of phenotypes in directed evolution experiment on bacterial chemotaxis.
(a) The chemotacitc phenotypes were measured in a well-mixed liquid. Cells move freely without chemotaxis,
displaying approximately random walks. Run and tumble intervals of each individual were recorded. (b)
Comparison of the cumulative distribution of run intervals, τr, collected from cells sampled from rounds 5,
10, 15 and 20. The distributions have a roughly exponential tail, indicating a random-walk-like behavior of
cells in the well-mixed liquid. The slope of the tail indicates the mean run interval in each round, which
increases after selection. (c) The probability density of individual run speed, |vr|, evolves with selection
round. The average run speed increases, and the distribution becomes more left-skewed and weights more
at high speed after selection. The distribution is found to be narrower after selection, which reflects the
decrease in variance of run speed. Figures are taken from [15].
five selection rounds, the statistics of motility traits including run speed, run duration and tumble duration,
etc, was measured.
The results can be summarized as below. A significant increase in run speed and decrease in run duration
as a function of selection round were observed. The result indicates that under selection, cells evolved to
run faster and tumble more frequently, which is consistent with the expectation. Interesting, cell-to-cell
variances in both run speed and run duration decrease, sometimes referred to as a decrease in cell-to-cell
individuality. An interpretation would be that under selection cells, evolve to be more specialized at more
beneficial traits.
6.2 Abstract model of directed evolution of phenotypic
fluctuations
The common interpretation for the utility of phenotypic variation is that it may increase survival probability
under environmental changes, by providing variation every generation as opposed to genetic mutation which
occurs less frequently. Whether populations are shaped more by phenotypic variation or genotypic variation
depends on the degree of phenotypic variation and on the strength and types of environmental selection.
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Previous experimental studies on directed evolution have shown that strong selection on the phenotype
of GFP fluorescence of E. coli. can increase phenotypic variation [161], while in the directed evolution
experiments on cell size of E. coli. a smaller decrease of variation in strong selection than in weak selection
has been reported [194]. Thus, the observed reduction in cell-to-cell variation in our experiments was a
surprise. Was this reduction a special feature of the chemotaxis setup, or could it be understood from general
principles? To address this, we describe below a simulation model that abstracts away the mechanistic details
of our particular experiment. We asked how the process of iterated selection, whereby cells from the tail
of a phenotypic distribution are propagated to the next round, alters cell-to-cell variation. Our goal with
the simulation was to predict how the evolution of cell-to-cell variation depends on the strength of selection.
We also attempted to analyze these phenomena from a more realistic individual-level model, but the results
were complex and hard to interpret. Thus they are not presented here.
6.3 Genotype-phenotype map
The genotype-phenotype mapping determines the phenotype of an organism with a given genotype. In
general the mapping between genotype and phenotype is a multi-dimensional function that is governed by
the underlying complex biological features, such as gene regulatory and metabolic networks. The genotype-
phenotype map can in general evolve: a cell’s environment exerts a selection pressure on its phenotype,
and thus may also influence genotype-phenotype mapping. How phenotype selection is coupled to genetic
variation is an important question, whose answer illuminates fundamental questions such as the evolutionary
rate and the evolvability of organisms. Therefore, we seek a framework that includes these factors and
captures their dynamics during evolution. In real directed evolution experiments, the evolutionary dynamics
of a specific phenotype or genotype is generally difficult to trace. Traceable physical quantities, such as the
distance moved by a cell, its growth rate and cell size, are represented in a multi-dimensional phenotype space
that interacts with a multi-dimensional genotype space. For simplicity, we present a theoretical dynamical
model for adaptation of a single effective phenotype and its associated genotype thought of as a projection of
a multi-dimensional phenotype/genotype evolving under selection. The idea is related to previous population
genetics models [158], but instead of assuming continuous selection due to an assumed fitness landscape,
we specify selection through a population bottleneck that is decoupled from the rate of growth. We use
this model to calculate the evolution of phenotypic variations under selection. The model is necessarily
stochastic in order to capture the dynamics of fluctuations. We do not specify any explicit mechanism for
genotype-phenotype mapping or how its function form changes during evolution. Instead, phenotypes are
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random numbers generated from a gaussian mapping function whose mean is identified with the genotype,
and whose variance reflects fluctuation in the expression of the genotype. The mean and variance change in
evolutionary processes such as point mutations.
The abstract model captures key features of a model from a lower-level of discription that would be fulling
realistic. Here we focus on experimentally-relevant factors in this abstract model that include strength of
bottleneck selection, mother-daughter correlation and environmental changes. The mother-daughter correla-
tion (or epigenetic inheritance) describes the degree of gene expression level that is passed on to descendants,
and determines how preserved a phenotype is in subsequent generations. Environmental changes provide
selection stress that affects the gene expression and may induce genetic variations. We focus on the effect of
the strength of bottleneck selection and assume that the mother-daughter correlation does not evolve. We
further assume that the environmentally related elements (including chemotaxis processes) are not explicitly
represented but are captured in the process of selection.
6.4 Simulation algorithm for abstract model of directed
evolution
In our abstract model, each individual i is represented by a random phenotype value χ(i) which is determined
by the individual’s genotype g. χ(i) is generated from a normal distribution P˜ (χ) whose mean is µχ(g) and
whose variance is s2χ(g). We assume that the phenotype does not change within the individual’s life cycle.
Mutation occurs when the individual reproduces a new individual whose genotype g′ is distinct from g and
whose phenotype follows another normal distribution with distinct mean µχ(g
′) and distinct variance s2χ(g
′).
In our abstract model of directed evolution the phenotypic trait χ is not explicitly stipulated. Instead, our
abstract model is intended to explore the dynamics of phenotypic evolution under generic assumptions about
how traits are passed between generations and respond to mutations.
Within a clonal population derived from of a single genotype g, the phenotypes of each new generation
are generated based on a bivariate gaussian distribution P(χ(i), χ(i′)) with correlation coefficient ρ which
captures the fact that daughter cells have phenotypes χ(i
′) which correlate with those of their mothers’
phenotypes χ(i). Phenotypic correlations between generations in clonal populations can arise from protein
copy number fluctuations or non-genetic changes in gene expression [195, 196]. For an individual i′, which
results from fission of individual i, its phenotype χ(i
′) follows the conditional distribution of the variable
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χ(i
′), given a known value of χ(i) [197]:
P(χ(i′)|χ(i)) ∼ N (µχ(g) + ρ(χ(i) − µχ(g)), (1− ρ2)s2χ(g)), (6.1)
where N (µ, σ2) is a normal distribution with mean µ variance σ2. Under evolution with mutation rate ν,
the mean and variance of P˜ (χ) change correspondingly, because a mutation affects the distribution of a
particular trait.
We calculate this dynamics, along with the procedure for directed evolution through selection, as follows:
1. Ns individuals from a single genotype g = g0 are generated from P˜χ(µχ(g0), σχ(g0)) = N (µχ(g0), s2χ(g0)),
as illustrated in Fig. 6.3(A). These Ns clonal individuals are defined as the founder strain, which by
construction is a population with a distribution of different phenotypes in it.
2. Each individual with phenotype χ(i) creates a new individual with phenotype χ(i
′). The new individual
mutates to a new genotype g = g1 6= g0 with a rate ν:
(a) If it mutates, χ(i
′) is generated from P˜ (µχ(g1), sχ(g1)) = N (µχ(g1), s2χ(g1)), where µχ(g1) and
sχ(g1) are generated from N (µχ(g0), η2µχ) and N (sχ(g0), η2sχ) respectively. The variances of mu-
tation in µχ and sχ are assumed to be constant for all genotypes.
(b) If the new individual does not mutate, χ(i
′) updates based on Eq. (6.1).
We neglect the degradation of individuals, and thus the population doubles after one generation. Each
individual in the doubled population generates a new individual in the next generation following step
2a or 2b with g equal to its current genotype. We assume that the mother-daughter correlation does
not mutate. After m generations, selection is applied to the whole population with Nf = Ns × 2m
individuals. An example of the relationship between different phenotypes in reproduction process is
shown in Fig. 6.3(B) and (C).
3. To apply selection, Nr individuals with the largest χ values are chosen from the population. The
selection fraction Nr/Nf is defined to be the selection strength. Ns individuals are further randomly
selected from the Nr individuals to be the seed population for the next round. Nr is analogous to the
outer edge population sampled with a pipette in the experiments, and Ns represents the individuals
that are used to inoculate in the new plate. In experiments, Nf ∼ 1010, Nr ∼ 108 and Ns ∼ 106.
4. In the new round, step (2) and (3) are repeated for the Ns individuals from the previous round.
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5. The phenotypic variance in Ns individuals at the end of each round is measured by amplifying the
population to Nl = Ns × 2l individuals by repeating step 2b without mutations. This mimics the
experimental process of single cell tracking in liquid media, where populations are amplified by growth
in well-mixed liquid conditions and presumably mutations can be neglected.
The parameters in the simulations are: Ns = 20,m = 8, l = 8, µχ(g0) = 40, sχ(g0) = 8, χc = 100, ηµχ =
5, ηµχ = 5, ηsχ = 2, ηχc = 5, with ν = 0.2 and 0.5 respectively. Simulations were run over 40 rounds, and χ,
µχ and sχ are binned with size 1, 10 and 1 respectively. The parameters were chosen so that the convergence
of values of χ in Nl individuals can be reached in the last 10 rounds in order to compare with the evolving
trend in the experiments. The selection process is described in Fig. 6.3(D).
These simulations do not directly stipulate how the phenotypic fluctuations within a given genotype
sχ(g) evolve – e.g. these can increase or decrease relative to the parent genotype g. This is intended to avoid
any bias on phenotypic fluctuations with respect to the evolving mean trait values. For example, we do
not explicitly stipulate that sχ(g) decreases as µχ(g) increases. However this could occur in more realistic
situations where traits are constrained by trade-offs. For example, there is usually a cost for a trait to
deviate very far from the mean, especially when the mean trait values are already very large or deviate from
some optimized value for that environment. Second, traits such as run speed cannot physically evolve to
infinitely large values and thus should be bounded by a threshold χc. The threshold on phenotype represents
a limitation of the corresponding cellular machinery, and therefore it fluctuates between cells in general. In
our simulations we include thresholds on χ and µχ, and the upper thresholds for both are set to be random
numbers generated from N (χc, η2χc). We assumed that the evolutionary timescale of the machinery is much
longer than that of mutations and set µχc to be a constant value. Since we perform directed evolution on
the largest phenotype values, the lower threshold is insignificant. Therefore the value of the phenotype χ
for a particular genotype g is distributed with a truncated normal distribution with a random upper bound.
The phenotypic variance in Ns individuals at the end of each round is measured by amplifying the
population to Nl = Ns×2l individuals by repeating step 2b without mutations. This mimics the experimental
process of single cell tracking in liquid media, where mutations can be neglected. The phenotypic fluctuation
(or the cell-to-cell variation), σχ, is defined as the variance of χ in the Nl individuals. Fig. 6.4(C)(D) shows
the evolution of the distribution of χ of the Nl individuals for different rounds in one simulation experiment,
and the standard deviation of χ values of Nl individuals at the end of each round is plotted in Fig. 6.4(E).
We expect that one of the relevant control parameters is the selection strength Nr/Nf . Now we present
some intuitive arguments that try to predict the behavior as a function of selection strength. Without
any physically-determined threshold on phenotype χ, individuals who evolve higher µχ and larger sχ are
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Figure 6.3: Scheme of the abstract model. The illustration of procedures (see text for definition
of notations): (A) Initially the founder strain with Ns individuals whose phenotype χ
(i) are drawn from
N (µχ(g = g0), s2χ(g = g0)) is generated. (B) The Ns individuals reproduce new individuals in the first
round with a mutation rate. For example, for one of the initial Ns individuals with the founder genotype
g0 (circle) and a certain phenotype (χ
(1), in blue color), its daughter may have the same genotype but
different phenotype (χ(2), in green color) if it does not mutate. If the daughter mutates, the daughter is
assigned a new genotype (triangle) with µχ(g1) from N (µχ(g0), η2µχ) and sχ(g1) from N (sχ(g0), η2sχ), and
its phenotype χ(3) is drawn from N (µχ(g1), s2χ(g1)) (in red color). All genotype and phenotype values
are truncated by a random upper bound χc chosen from N (χc, η2χc). After m generations, the population
becomes Nf = Ns × 2m. (C) Table of phenotypes (χi) and their corresponding genotypes and phenotype
distributions, for individuals in (b). Individuals with the same genotype can have different phenotypes due
to phenotypic fluctuations (first row). After m generations of the process shown in (B), the population
becomes Nf = Ns × 2m. (D) The top Nr individuals are selected from Nf individuals, and Ns individuals
are randomly sampled from Nr individuals to start the second round. In the next round, Ns individuals
repeat reproduction steps in (A) until the population reaches Nf again. At the end of each round, the
selected Ns individuals reproduce for l generations without mutations. These Nl = Ns × 2l individuals are
the population of each round in “liquid media”.
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expected to preferentially populate the right-most tail of the population trait distribution, and so will have
a higher probability of being selected. However, if the distribution is cut off by a threshold χc, and when the
phenotype value χ approaches the threshold, individuals with larger sχ will no longer provide a higher trait
value. Instead these individuals will have higher weighting at smaller χ values compared with individuals
that have the same µχ but a smaller sχ. As a result, once χc has been reached, individuals with smaller
sχ will be selected if the selection strength is not too low. On the other hand, if the selection strength is
high, the phenotype value χ of the selected Ns individuals are confined to be near χc no matter what the sχ
values of their genotype are. The Nl individuals generated from these Ns will contain genotypes with a wide
range of sχ, and thus the overall variance in the measured χ in Nl individuals will increase. In addition, the
mutation rate ν determines how rapidly the phenotype distribution will reach its threshold. The higher the
mutation rate the shorter the time required to saturate to phenotype threshold eventually. However, a high
mutation rate also drives phenotype values away from the threshold afterwards, which leads to smaller mean
and larger variance in phenotype. A similar conjecture about the way phenotypic variation might evolve as
a function of selection strength was made in [14, 160].
The simulation results are consistent with our prediction. Fig. 6.4(A) shows an example of the evolution
of the distribution of phenotype value χ under low selection strength. Before the distribution tail reaches
the threshold χc, the distribution becomes wider in successive rounds of evolution. Once the distribution
tail starts to be cut off by χc, the distribution becomes more left-skewed and eventually becomes narrower.
Such distribution dynamics is reflected in the measured standard deviation σχ, which increases in the first
few rounds and then decreases in the later rounds, as shown in Fig. 6.4(B). Fig. 6.4(C) and (D) shows the
comparison of the effect of low and high selection strength on evolution of σχ and the average phenotype
value over population, 〈χ〉. If the selection strength is high, the phenotype distribution evolves faster towards
larger χ values, and thus cell-to-cell variation increases faster as well. Contrary to the case with low selection
strength, σχ decreases once the distribution tail reaches the threshold but soon increases again. Fig. 6.4(E)
shows that the overall standard deviation at the final round with evolved strains is larger (smaller) than the
founder strain if the selection strength is strong (weak). We also observed that if the traits are not bounded
by a threshold, i.e. χc →∞, the traits evolve without bound in the simulations, and there is no saturation
of trait value after repeated rounds of selection, and there is no decline in the variance in the population.
In conclusion, through the simulations of this minimal abstract model for directed evolution, we have
shown that an upper bound of phenotype due to biophysical constraints can lead to finite-time saturation of
the evolving phenotype, and to the decrease of phenotypic variation or cell-to-cell variation under temperate
selection and with rare mutations. In the case with strong selection and frequent mutations, the decrease of
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cell-to-cell variation is not a necessary consequence of directed evolution procedure. Under strong selection,
genotypes with larger variance in gene expression stand out as long as they are not constrained by the
physical thresholds yet, and the average genotype and phenotype values increase faster (Fig. 6.4(D)). In this
sense, strong selection can be regarded as increasing the evolvability. In other words, whether phenotypic
variation is advantageous or unfavorable depends on the selection strength and trait limitation.
The reduction in phenotypic variation could also be interpreted as stabilizing selection due to canalization
[198], but the mechanism there is different from ours because there is no explicit threshold present. Moreover,
even if the attractor assumed in these categories of argument is viewed as the outcome of a physical threshold,
it is not clear how the different effects of weak or strong selection would be predicted in this way of viewing
the system.
In directed evolution experiments of bacterial chemotaxis, the selection is coupled to the environment:
the nutrient gradient caused by consumption by the heterogeneous cell density also applies spatio-temporal
selection on population, and there are different types of nutrient. To further understand how the evolutionary
dynamics of cellular traits (such as chemotaxis behavior and growth rate) adapt to environmental variations,
we need to include space-dependent features.
6.5 Conclusion
From our simulations on the abstract model, we found that the phenotypic fluctuations can both decrease or
increase in directed evolution, depending on the strength of selection. This is interesting and even surprising,
because one might have expected that “purifying selection” would be operative. In purifying selection,
as usually adopted in conventional population genetics with a Mount Fuji fitness landscape, phenotypic
fluctuations should always decrease because selection removes mutations that are less than optimal, causing
convergence to the fitness peak. However, our abstract model predicts that the form of selection can
influence the evolutionary result in opposite ways. This is testable in chemotaxis experiments, for example by
enlarging the sample range Nr or even selecting away from the outermost part of the expanding population.
The predictive ability of this simple, abstract model for directed evolution can help guide more detailed
simulations that capture more of the realism of run-and-tumble, in future theoretical and experimental
works.
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Figure 6.4: Simulations of the abstract model (continue from previous page): (A) The distribution of χ
of Nl individuals at different rounds under weak selection (e.g. Nr/Nf = 1/2): when the distribution P (χ)
is away from χc, individuals with larger sχ are selected, and the overall variance in χ increases. When the
tail of distribution P (χ) starts to reach χc (after round 5), P (χ) becomes tilted, the variance in χ decreases
eventually. (B) P (χ) under strong selection (e.g. Nr/Nf = 1/2
m): P (χ) evolves and hits χc faster, and
variance in χ first increases (before round 3) and then decreases (round 10). Since individuals with smaller
sχ are not particularly selected under strong selection, P (χ) eventually relaxes to a wilder shape due to
random mutations (round 40). (C)(D) The overall standard deviation and mean of χ measured from (A)
and (B) and are averaged over 20 replica. (E) The overall variance in χ as a function of selection strength.
The red dashed line represents the standard deviation of χ for the founder strain. Parameters in the above
simulations: Ns = 20,m = 8, l = 8, µχ(0) = 40, sχ(0) = 8, χc = 100, ηµχ = 5, ηµχ = 5, ηsχ = 2, ηχc = 5, and
χ, µχ and sχ are binned with size 1, 10 and 1. In (A)-(D) the mutation rate ν = 0.2.
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Chapter 7
Coevolution and marine cyanobacteria
7.1 The “coexistence paradox” in microbe-phage ecosystems
One of the fundamental challenges in understanding microbe-phage communities is the problem of stability:
How can such highly diverse systems stay stable? In a nutshell, the problem can easily be posed as follows.
Phages are viruses that are parasitic on bacteria, infecting and duplicating inside bacteria cells. After phages
duplicate inside cells, the new phages lyse the cell membrane and are released. The number of replicated
phage is known as the burst size, and it is typically of order one hundred. Although phages can follow the
lysogenic pathway, integrating their genome into the host cell to form a prophage, they can be switched into
the lytic state by stress response to UV, starvation and other environmental cues. Lysogeny introduces a
time delay into the lytic cycle but does not fundamentally remove the stability problem [199].
One proposed solution for the puzzle is to consider spatial heterogeneity, which dilutes the virulence of
phage. By including space, phages resulting from lysis will first infect the neighboring bacteria, leading to a
longer survival time for bacteria to recover their population. However the basic instability of the coexistence
state does not fundamentally change.
Lysogeny has been interpreted as a non-selfish strategy by phage to promote long-term stability and
coexistence in the community [200, 199]. After all, as a parasite whose life wholly depends on its host, a
virus should never adopt a strategy to eliminate completely its host bacteria. Both ideas of including space
(especially two-dimensional ones) and mild virulence have been tested in Lokta-Volterra type models, and
the stability range is found to be less limited [200, 199].
Another point of view is to consider the problem from a more evolutionary perspective, not just within
the framework of Lotka-Volterra or reaction-diffusion models. For example, what is the impact of coexistence
in microbe-phage communities on their evolutionary trajectories, and what drives the evolution of microbe-
phage ecosystems? More specifically, if the coexistence of microbes and phages is ubiquitous, then is there
a benefit to microbes (hosts) of viruses (parasites) after all? Is it too simplistic to assign their biological
roles based solely on population dynamics, without looking more deeply at other aspects of microbe-phage
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interactions, such as the consequences of infection on the genomic level, or other ecological interactions? The
answers to these questions should relate to the intricate relationships between microbes and phages, which
then brings out the importance of the interplay between ecological interactions and evolution. Microbes also
possess many other evolutionary features that make their ecosystems specially intriguing and also display
useful information to understand their underlining interactions between ecology and evolution. Fortunately,
in the last decade or so, the advent of culture-free sequence-based methods for exploring microbial ecosystems
has meant that a detailed study of gene flow can be undertaken in large and important ecosystems, such
as oceans, soil and the human gut. In this and following chapters, we will see that marine ecosystems
are especially well-suited to framing these questions explicitly, with a hope of being able to make testable
hypothesis about ecosystem stability mechanisms.
7.2 Coevolution and horizontal gene transfer
A pitfall of conventional models for microbe-phage ecosystems is that they oversimplify the interactions
between them. Phages are usually regarded as the parasite of bacteria and thus become viewed purely as
a predator. The traditional approach to study predator-prey systems is the Lotka-Volterra model, where
the only interaction between predator and prey population density is predation in an activation-inhibition
form. However, the relationship between bacteria and phage is much more complicated. For example, the
coevolutionary arms race between antibiotics and pathogenic resistance is well-documented [201, 202]. In
microbe-phage ecosystems, genes that encode and regulate the proteins for the conformation of receptors
on bacterial cell surface and sequences of phage tail fibers can both continuously mutate after each other,
indicating coevolution from microbe-phage interactions [203].
Horizontal gene transfer (HGT) has in the last decade been increasingly realized as a powerful driv-
ing force for accelerating evolution. HGT describes genetic materials being transferred between unrelated
organisms from different lineages or species, and is especially common in microbes. Recently it has been
documented to appear even between microbes and animals [204]. In contrast to vertical evolution, where
new genes arise from genome arrangement such as genetic recombination and point mutation from ancestors,
HGT provides a shortcut to introduce innovation. HGT was discovered in 1950s [205, 206], but had not been
seriously studied for its evolutionary impact until the recent decade [18, 19, 20, 207]. By virtue of being
a shortcut to innovation, HGT accelerates evolutionary processes. In particular, HGT has been proposed
to be the main cause for the fast emergence of the canonical genetic code [208, 209], and is responsible in
part for rapid evolution of antibotic resistance [210, 211]. The diversity of microbial genomes has also been
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attributed to HGT [212, 211, 213].
There are three main types of HGT: transduction, conjugation and transformation. Conjugation is the
process by which genetic materials are transferred between cells through direct contact. Transformation
describes the process by which genes are taken by microbes directly from the environment. In transduction,
genetic materials are transferred from one microbial cell to another by viruses following infection; this is
the main pathway of HGT between microbes and phages that will concern us in this chapter, and will be
elaborated later.
Figure 7.1: Sketch of three main collective pathways of horizontal gene transfer. Transduction,
considered extensively in this thesis is a viral-mediated pathway, and requires detailed modeling in order to
properly account for cyanobacteria-cyanophage interactions. Conjugation requires the bacteria to be in close
contact so that plasmids, circular segments of DNA, can pass between the two bacteria. The bacteria are
held in position by pili. In transformation, free environmental DNA is absorbed and utilized by a bacterium.
This mechanism can be collective in the sense that the DNA source ins typically lysed bacterial cells. Figure
courtesy of Nicholas Chia and Nigel Goldenfeld.
7.3 Marine cyanobacteria as a system of collective evolution
To study a concrete bacteria-phage ecosystem, we are going to focus on perhaps the most well-studied
example, that of Prochlorococcus spp. and its phages. We will see that the special features in bacteria-
phage ecosystems suggest an alternative solution to the “coexistence problem”, one in which we exploit not
only the conventional population dynamics but also the multiscale interplay between ecology and evolution.
Therefore, it leads one to reshape the questions for modeling bacteria-phage ecosystems to: How does the
multiscale complexity of interactions between bacteria, phages and their genomes influence the evolution,
dynamics and stability of their communities? We will see that a model of the collective interactions provides
a natural unified description of the features of Prochlorococcus spp. system that would otherwise have to be
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explained on-by-one as special cases. We now detail these unusual aspects of this system.
Figure 7.2: Niche stratification of two ecotypes of Prochlorococcus. Partitioning of the high-light
adapted ecotype (HL) and low-light adapted ecotype (LL) which are distributed at different depth of the
ocean. Figure is taken from [21].
Prochlorococcus is the most abundant photosynthetic organism on the planet with a total population
estimated to be about 1027 cells [21]. It fixes the same amount of carbon as all the global croplands. Its
genome is highly streamlined with only 1700 genes in 1.65 Mbp [21], which is one of the smallest known.
For comparison, E. coli. has a genome with 4.6 Mbp and 4377 genes depending on the strain. With such
a small genome, Prochlorococcus has a small body size that permits increased photosynthesis efficiency,
thus allowing it to be free-living in low-nutrient regions of ocean with a dilute density of 106 cells/mL [21].
Remarkably, Prochlorococcus does not possess any special defense mechanism against phage attack, such as
CRISPR, restriction modification or prophages. It seems that their principle means of defense against phage
is modification of cell surface molecules that prevent phage attachment. These molecules are expressed from
genes that have been rapidly modified through mutations and horizontal gene transfer with other bacteria
phyla. These genes reside in genomic islands and constitute the majority of the genetic diversity [21].
Genomic islands indicating horizontal gene transfer: Many genes of the flexible genome are found
to cluster in the microbes’ chromosomes into a region called a genomic island (GI). Genomic islands usually
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contain atypical gene sequence compositions and are flanked by special elements such as insertion sequences,
and thus are thought to originate from HGT events, and are regarded as prima facie evidence of HGT. Genes
contained within genomic islands that encode specific functions such as antibiotic resistance or metabolisms
then provide information about the selection pressure during evolution. In Prochlorococcus spp., the genomic
islands contain genes associated with the cell surface protein, and have been selected through competition
with phage.
Pan-genome and diversity: Indeed, this diversity has made it difficult to apply the biological species
concept to microbes. Without going into this complex issue in great depth, in this thesis we will use the
16S rRNA 97% similarity to define operational taxonomic units (OTUs), which we will call “species” for
convenience. It is known that bacteria-phage communities are highly diverse. Unlike eukaryotic organisms,
bacteria and archaea strains of the same species only share partially the same genes in their genomes. The
whole set of genes of the strains from the same microbial species is called a pan-genome. A pan-genome
is composed of a core genome and a flexible genome. The core genome contains genes that are present in
all strains of the species, and are presumably responsible for the crucial functions, such as translation and
replication. The flexible genome is an assembly of genes that differentiate strains such as certain antibiotic
resistance genes and metabolic genes. The size of the flexible genome is a measure of the diversity of the
pan-genome of a microbial species. The high diversity of pan-genome seemly makes it more difficult to
reach stability in microbe-phage communities. With constant gain and lost of genes, the pan-genome of
Prochlorococcus is still growing today; the estimated size of its pan-genome is huge, with more than 84,000
genes, which is four times larger than the size of the human genome [21].
Ecotypes: Diversity is also manifested in the wide distribution of habitats where different niches have been
occupied by Prochlorococcus in order to adapt to different light intensity and wavelength for photosynthesis.
In particular, on the large scale Prochlorococcus exhibits niche stratification with two distinct subgroups:
(1) the low-light (LL) adapted ecotype, utilizing shorter wavelength and lower intensity of light occupies
the bottom of the euphotic zone; (2) the high-light (HL) adapted ecotype that can live under high intensity
light and absorbs longer wavelength is more abundant at the top layers near the surface [21].
Evidence for HGT: Detailed phylogenetic analysis has shown that the high-light adapted ecotype evolved
from the low-light adapted ecotype [21]. The specific adaptations, in terms of the evolution of the present
day light-harvesting complex of Prochlorococcus from its roots in Synechococcus about 150 million years
ago have been described in [214]. In particular, Prochlorococcus uses a chlorophyl light-harvesting complex
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where Synechococcus uses one based upon Phycobilisomes. These adaptations permit Prochlorococcus to
exploit variations with depth of sea water absorption spectra, facilitating its expansion from the ancestral
range. There is good evidence that this range expansion was facilitated through viral-mediated HGT. We
now outline the evidence for this and the way in which viruses benefit from using and even improving their
host’s photosystem genes.
Figure 7.3: Phylogenetic tree of photosystem II gene psbA sequences of cyanobacteria and
cyanophages. Four clusters with phage origins that are labeled in red and black color indicate four HGT
events. Figure is taken from [215].
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Cyanophages: Phages of Prochlorococcus, termed cyanophages, are lytic double-stranded DNA tailed
phages in T4, T7 and lambdoid groups. However, they contain only partial core genes of these groups, the
rest of their payload being Photosystem I and II genes that encode core reaction-center proteins used in
photosynthesis [215, 213]. In short, this phylogenetic evidence suggests that cyanophages could have assisted
niche stratification of Prochlorococcus ecotypes by evolving and distributing high-light-inducible genes that
protect the photosynthetic apparatus from sunlight damage and thus can sustain the fitness of cells near the
sea surface [216, 217].
One way to decipher the interactions between cyanobacteria and cyanophage is to study the evolutionary
trajectories of their shared genes. From phylogenetic analysis of photosystem I and II genes, it appears that
these genes had been horizontally transferred first from cyanobacteria to cyanophages and back and forth
at least four times [215]. For example, Fig. 7.3 shows the phylogenic tree of sequences of the photosystem
II gene psbA that is shared between cyanobacteria and cyanophages. If the gene sequences in cyanobacteria
and cyanophage were unrelated evolutionarily, they would be located at separate branches of the phylo-
genetic tree. On the contrary, the analysis showed that they are intertwined together in the phylogenic
tree, indicating that the gene had a canonical signature of HGT, in this case between cyanobacteria and
cyanophages.
Figure 7.4: Dependence of cyanophage fitness on hosts’ photosynthesis activity and ability. (a)
Copy number of phage DNA, which may be interpreted as related to phage fitness, as a function of time
after infection showing the dependence on light intensity. The figure shows that in high light conditions,
phage DNA is more abundant, suggesting an increased burst size under such conditions. (b) Cyanophage
fitness increases with host-specific growth rate, implying that better photosynthesis performance at best
leads to higher phage fitness, presumably between there is more dioxynucleotide triphosphate available to
synthesize phage DNA. Figures are taken from [217] and [218] respectively.
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Viral utilization of photosynthesis genes: The next specific question is: what is the significance of
HGT of the photosystem genes between cyanobacteria and cyanophages, and what are its evolutionary
consequences? Experiments showed that both photosystem II genes and high-light-induced genes that were
encoded by cyanophages were found to be expressed inside cultured Prochlorococcus after infection. This
leads to the speculation that these phage genes are utilized to maintain the hosts’ photosynthesis capacity
during infection [218, 217]. The delay time to lysis (latent time) was also found to become longer when
photosystem II genes were expressed [217, 215], suggesting that during infection , the host lifetime is extended
by the phage genes, allowing for more replication of phage. At the same time, the resulting copy number
of cyanophages increased with host specific growth rate, indicating a positive correlation between phage
fitness and the host cell physiology and cell cycle conditions [218, 217], as shown in Fig. 7.4. These data
presumably reflect the fact that it is problematic to manufacture enough DNA for the desired number of
viruses unless the cellular machinery is available for DNA synthesis. In other words, these experimental
results imply that cyanophages benefit in terms of their reproductive fitness when they provide genes to
maintain the metabolic function of their hosts.
Summary: In the previous section we have outlined the current understanding of how horizontally-
transferred photosystem genes between cyanobacteria and phage coevolve and can produce benefits for
both participants. Following the discoveries of HGT evidence in cyanobacteria and cyanophages, Sullivan et
al. made the following speculative statement [215]:
“Therefore, mounting evidence indicates that host-like genes acquired by phages undergo
a period of diversification in phage genomes and serve as a genetic reservoir for
their hosts. Thus, a complex picture of overlapping phage and host gene pools emerges, where
genetic exchange across these pools leads to evolutionary change for host and phage.
Fully understanding the mechanisms of microbial and phage coevolution clearly requires an
improvement in our ability to quantify horizontal gene transfer at the whole and partial
gene level and in our ability to accurately estimate the relative fluxes into and out of these pools.”
(Sullivan et al. 2006)
That is, microbe-phage interactions, even though apparently mediated antagonistically, resulting in the
death of bacteria, can create a global reservoir of genes, which benefits both microbes and phages.
If such an idea is indeed possible to be realized, we should be able to extend our understanding of the
process to a fully dynamical description, i.e. to recapitulate similar phenomena in an explicit model. The
goal of the model should be to describe specifically how horizontal gene transfer occurs in microbe-phage
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ecosystems, leading to a mutualistic coevolution despite the antagonistic predator-prey interaction. Is there
a tradeoff between individual sacrifice of bacteria to predation, thus allowing a collective benefit to the whole
community? How does the coexisting state evolve spatially from the low-light initial strain of Synechococcus?
These questions are considered in the next chapter.
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Chapter 8
Stochastic individual-level model for
cyanobacteria-cyanophage
In this chapter, we present a detailed model for a collective, coevolving state of coexisting cyanobacteria
and their phage. We make a deliberately over-simplified model of Prochlorococcus to focus on a minimal
description of collective mechanism for stability. We will see that many of the idiosyncratic features of the
Prochlorococcus system emerge naturally from our individual level, minimal model. This suggests that such
features would be shared by other ecosystems in which our proposed mechanisms are operative.
Figure 8.1: Sketch of collective coevolution through HGT. (1) Phages first gain genes from bacteria
through HGT in terms of generalized transduction. (2) Compared with bacteria replication, phages have
higher mutation rate. As a consequence, phages develop larger heterogeneity in their genomes and become
a gene pool for bacteria through further HGT. (3) Through HGT from phages to bacteria, bacteria keep
beneficial genes following streamlining, and become a beneficial pool for viruses through further HGT.
Our proposed scenario can be sketched in outline as follows (please refer to the cartoon in Fig. 8.1).
Consider a phenotype that is assumed to be controlled by a single gene. Here, the green plus sign represents
“beneficial genes” for encoding more efficient metabolic functions than those of the wild type, and red minus
sign corresponds to the otherwise “inferior genes”. We present the argument in three steps.
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1. When HGT occurs, genes originally from the bacteriosphere are transferred to viruses.
2. Viruses have a higher mutation rate than bacteria and thus generate novel genes in virosphere. In
actuality this step takes place in the cellular environment following infection, but we will discuss as if
the mutations occurred within the virosphere. Bacteria acquire these new genes through subsequent
HGT from viruses.
3. Since bacteria are under selection pressure to do genome streamlining, the size of their genome remains
small, which results in strong selection among strains. Consequently, inferior genes will be filtered out
(purifying selection), and the bacteriosphere gradually becomes a pool of beneficial genes relative to
the wild type. Thus HGT provides viruses with better genes than before.
In essence, this hypothesis is based on two key points: First, bacteria and phages have distinct evolutionary
time scales that make them adept at different situations. Second, two-way HGT compensates for the
downside of their evolutionary time scales, through which bacteria and phages benefit from each other. We
will explain this in detail below. The consequence is a collective, emergent mutualistic coevolution in the
community, despite the cost of individual bacterial sacrifice.
Next we present a sequence of models with different interactions and assumptions to understand quali-
tative features of phase diagram. These models are caricatures of the following cyanobacteria-phage inter-
actions: (1) predation and evolution of barrier to predation (gBP); (2) HGT dynamics: generalized trans-
duction; (3) phenotypic effect of photosynthesis genes on both bacteria and phage (gPS); (4) consequences
of small genome size and deleterious mutations; (5) cyanobacteria and phage in a photon gradient.
8.1 Coevolution of barrier to predation stabilizes bacteria-phage
community
In this model, bacteria (B) are assumed to possess a gene that governs the phenotype of defense against
the infection by phages (V), and the virulence of phage infection is represented by a phenotype that is
determined solely by a phage gene. Of course this is only a crude representation of the complex set of genes
and regulatory networks that control phenotypes such as cell surface receptors. Nevertheless our intent is
to understand the dynamical interplay between the varied selection pressures acting on the bacteria and the
phage. For this purpose, a minimal model is adequate.
The bacterial defense phenotype is quantified by a variable named “bacterial infection barrier”, where
the value corresponds to the threshold of being infected. The value of the bacterial infection barrier is meant
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to mimic the way in which cell surface receptor chemistry is modified by the cell to prevent phage infection
Similarly, the variable corresponding to the phage phenotype of virulence, termed “viral infection barrier”,
is set to be the threshold of a successful infection. This is a simplification of the specific gene sequence that
codes for the phage tail that attaches to the bacterial receptors. In general, the virulence of viral infection
is related to the phages adsorption properties, such as the diffusivity of phage particles on the bacterial cell
membrane before they attach to the receptors. This is also correlated with the density of receptors on the
bacterial cell membrane. Virulence is also considered to be related to the delay (or latent time) of lysis after
a phage particle attaches to a receptor. Phages with longer delay of lysis are considered to be less virulent.
We must emphasize that the genes that control the bacterial infection barrier and the genes that determine
the viral infection barrier are distinct and express different proteins. Nevertheless, to first convey the main
idea we simplify the model by assuming that the bacterial infection barrier and the viral infection barrier are
controlled by the same gene that can be expressed by both the bacteria and the phage. We model the gene
controlling the barrier to infection by its phenotype, whose value is assumed to be a positive real number gi,
which we will call the allele below. Thus Bi would be a bacterium whose gene value is gi, and Vj would be
a virus whose gene value is gi. The gi and gj evolve in time due to the coevolutionary dynamics described
below. The competition between bacteria Bi and virus Vj is controlled by the difference gi − gj , which
governs the predation rate in the stochastic individual level model of Section 8.1.2. Under this assumption,
a bacterial cell and a phage with the allele of infection barrier value i and a phage with the allele of infection
barrier value j can be represented as Bi and Vj respectively. Therefore, a successful infection results from the
comparison between the values of the infection barrier of bacteria and phages. The physical interpretation
is that when the tail of a phage attaches a receptor on the surface of a bacterium and the value of the
phage infection barrier is higher than the value of the bacterial infection barrier, i.e. i < j, then with some
probability, described in detail below, the phage can successfully insert its genome into the cell. With this
scheme, next we study several models under different situations.
8.1.1 Model 1-1: without evolution
We start by considering a minimal model for a system composed of bacteria with certain initial allele gi ∈ R
and phages with a single initial allele gj > gi. There is no evolution of the bacteria or phage,and we simply
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consider their well-mixed ecological interactions as follows:
Bacterial reproduction: Bi
b−→ Bi +Bi ,
Bacterial competition: Bi +Bi
c−→ Bi ,
Bacterial/Viral degradation: Bi
dB−−→ ∅ , Vj dV−−→ ∅ ,
Viral reproduction: Bi + Vj
p−→ (m+ 1)Vj , (8.1)
where b is the bacteria birth rate, c is the competition rate between individual bacteria, which determines
bacterial carrying capacity, in the mean-field population description. dB and dV are the respective death
rates, p is the infection/predation rate and m is the phage burst size.
The population level mean-field equations are:
dB
dt
= bB − cB2 − dB − pBV (8.2)
dV
dt
= mpBV − dVV, (8.3)
and the mean-field fixed point for coexistence is
B∗ =
dV
mp
, (8.4)
V ∗ =
b− dB − cB∗
p
. (8.5)
The phage population would increase quickly due to large burst size, leading to significant decrease of bac-
teria population. In this case, demographic noise can easily drive the extinction of bacteria, and then phage
too. In this sense, although in mean-field theory, the population level model is stable, the individual level
model does not exhibit stable coexistence, and undergoes a transition to extinction (Fig. 8.2).
8.1.2 Model 1-2: with coevolution of infection barrier gene
A second important point is that the fixed points of the mean-field population level equation are static.
In fact, ecosystems are generally maintained out of equilibrium by energy flux, mutation, co-evolution and
HGT, etc. The “steady states” are dynamical, or non-equilibrium steady states that violate detailed balance.
Therefore frameworks that consider only static fixed point are in some sense not capturing an important and
intrinsic aspect of real ecosystems. Now we will demonstrate that coevolution leads to a non-equilibrium
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Figure 8.2: ILM simulations of model without evolution of infection barrier gene. (Left) Mean
gene value for infection barrier for bacteria (blue) and viruses (red) over time. (Right) Bacteria population
is driven to extinction due to viral burst size. Allele of bacterial and viral infection barrier are constant
gBi (t) = g
B(t = 0) = 0.1 and gVi (t) = g
V (t = 0) = 0.5. Viral burst size m = 5, bacterial reproduce rate
b = 0.2, bacterial and viral degradation rate dB = dV = 0.05 and predation rate p = 1.
steady state that has stable coexistence, even though the static, non-evolving system is unstable.
The individual-level model of the previous section is generalized to include mutations of bacteria and
phages with arbitrary allele gi, gj ∈ R. Thus the governing reactions become:
Bacterial reproduction: Bi
b µB−−−→ Bi +Bi ,
Bacterial competition: Bi +Bj
c−→ Bi ,
Bacterial/Viral degradation: Bi
dB−−→ ∅ , Vi dV−−→ ∅ ,
Viral reproduction: Bi + Vj
pij µV−−−−→
m+1∑
l=1
Vkl , (8.6)
where µB and µV are the mutation rate for bacteria and phages and pij the infection rate that depends on
alleles gi, gj . We take for simplicity pij ∝ (gj−gi) When one new bacteria or phage individual is reproduced,
its infection barrier gene changes by a normally-distributed amount if mutation occurs. We assume that the
rates of birth, competition, death and phage burst size are the same among all bacteria/phage alleles. The
predation rate pij in general is a function of the bacterium allele gi and phage allele gj , and the newborn
phages can have different allele gk from the mother phage.
In the literature of co-evolution, several types of interaction kernel between predator and prey have
been proposed, describing different biological hypotheses with corresponding different results [16]. The most
common assumption for the interaction kernel is the “lock-and-key” mechanism, where a predator allele
interacts with a limited range of prey allele [16]. Ideally the predation event only occurs if the predator
allele precisely matches that of its target prey. In practice, such extreme host-range specificity is rare, and
this delta function interaction is modeled as a Gaussian, or even as a “top hat” function as we do here.
In this model, a co-evolutionary arms race in the infection barrier of bacteria and phage is observed (Fig.
8.3). A bacterium that mutates to a larger value of gi survives until a virus evolves with a value of gj that
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Figure 8.3: ILM simulations of model with coevolution of infection barrier gene. (Left) Mean gene
value for infection barrier for bacteria (blue) and viruses (red) are evolving over time, showing coevolutionary
arms race. (Right) Bacterial and viral population both can sustain through mutation and purifying selection.
Initial condition and parameters are same as Fig. 8.2, with bacterial and viral mutation rate for infection
barrier µB = µV = 0.05, where fluctuations in gene value are Gaussian noise with standard deviation σ = 0.1
can match gi. Then the arms race begins another cycle. Mutation ensures a persistent coexisting state by
continually providing more competitive genes to both bacteria and phage separately, leaving the bacteria
and the phage with the largest infection barrier surviving in the system. The flux of new alleles sustains the
system by creating a dynamic steady state of coexistence.
This picture of a coevolutionary arms race changes if there is a significant disparity in mutation rate. Since
the mutation rate of phages is in general higher than that of bacteria, we may anticipate that overwhelmingly
strong phage alleles arising from rapid mutation will force the bacteria to extinction, as found in simulation
(Fig. 8.4). Thus the coevolutionary dynamics only stabilizes the system in a certain range of parameters
or time scales, that we have not systematically explored. Nevertheless, the general trend is clearly seen in
simulations, but it turns out that the stability can be restored by considering collective effects.
As in the first model with evolution, the large burst size of phage leads to a huge imbalance between
the bacteria and phage population numbers. However, this can be alleviated by introducing intraspecies
mutations to both bacteria and phages. Similarly, if there is an additional asymmetry due to the higher
mutation rate of phages compared to bacteria, the arms race is weighted more on the side of phage. Therefore,
Figure 8.4: ILM simulations of model with coevolution of infection barrier gene with unequal
mutation rate. (Left) Mean gene value for infection barrier for bacteria (blue) and viruses (red) are evolving
over time, where viral mutation rate is faster than bacterial mutation rate. (Right) Bacterial population
is driven to extinction due to intense predation by fast mutating viruses. Initial condition and parameters
are same as Fig. 8.2, with bacterial and viral mutation rate for infection barrier µB = 0.05 and µV = 0.5
respectively.
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to understand the observed robustness of bacteria-phage systems, we consider an alternative mechanism that
uses a collective effect to restore the balance. This mechanism exploits HGT to introduce an interspecies
flux of genes, thus stabilizing the system.
To illustrate this effect, we are going to consider next a toy model that is not biologically realistic,
but which nevertheless demonstrates the stabilizing influence of HGT. We emphasize that the model is not
realistic because we have used a single gene to represent both the bacterial defence phenotype and the viral
attack phenotype. In reality they are controlled by different genes. The second level of unrealism is that we
will now look at the consequences of horizontal transfer of this gene between virus and bacteria, even though
there is no reason to believe that there is a two-way transfer of the genes involved in the coevolutionary arms
race. Later we will use this toy model in a situation where it is justified, namely the transfer of photosystem
I and II genes between bacteria and phages, as observed in the Prochlorococcus-phage system.
8.2 Model 2: Toy model for the stabilizing role of HGT
To include HGT between bacteria and phages in the above minimal model, we need to go into detail about
the mechanism of on generalized transduction, which we will model in a coarse-grained way. Generalized
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Figure 8.5: Illustration of generalized transduction.
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transduction involves the following steps, as shown in Fig. 8.5. When a phage that has gene yj infects a
bacterial cell carrying gene xi, the phage inserts its gene into the cell. Once the infection is successful, the
machinery of the host cell with gene xi is hijacked by the phage gene yj and thus produces new phages with
phage gene yj . A phage that has gene yj , and through an assembly error is carrying a bacterial gene xi,
which we refer as a “zombie phage”, attaches to another bacterium cell with gene xi′ , and inserts bacterial
gene xi into the cell. If the infection is successful, the machinery of the host cell with gene xi′ is hijacked
by the genes from the zombie phage, and the bacterial gene xi from the another bacterium homologously
recombines into the bacterium’s genome. Since the cell’s machinery is hijacked, only genes from the phage
are expressed, but in this case, phage genes are absent. Only the bacteria genes carried by the zombie
phage are expressed. Thus, the zombie phage will not initiate lysis and kill the host cell, as other genes
from normal phages do. The bacterial gene xi will be duplicated by the hijacked machinery and carried to
descendants when the cell replicates. On the other hand, if the phage with tail gene yj fails to insert the
bacterial gene xi it carries into the cell, the phage will not be able to survive and the cell remains alive and
functions normally. The effective consequence is that the new bacterial cell now carries the genes from the
previous bacteria host. This is the way in which viral-mediated HGT works.
In reality, HGT is mediated through the infection process, and a variety of genes can be transferred
through generalized transduction. We first focus on HGT of the gene for infection barrier. As mentioned
before, we assume that for the moment the gene for bacterial infection barrier and the gene for phage infection
barrier are compatible, and thus the alleles can be directly exchanged through generalized transduction in
the model. The individual-level model including generalized transduction is modified to:
Bacterial reproduction: Bi
b µB−−−→ Bi +Bi ,
Bacterial competition: Bi +Bj
c−→ Bi ,
Bacterial/Viral degradation: Bi
dB−−→ ∅ , Vi dV−−→ ∅ ,
HGT from bacteria to phages: Bi + Vj
pij µV−−−−→
m+1−mh∑
l=1
Vkl +mhVi ,
HGT from phages to bacteria: Bi + Vj
pij hB−−−−→ Bj , (8.7)
where mh is the number of newborn phages that carry the gene from Bi and fail to infect other bacteria.
In general mh is stochastic; in our simulation, mh is determined by the horizontal gene transfer rate from
bacteria to viruses. We set that each newborn phage among the total burst size adopts the host’s gene value
at a rate hV. We generally set hV = hB. These phages are regarded as “zombie phages”. Here, since the
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Figure 8.6: ILM simulations of model with coevolution and horizontal transfer of infection
barrier gene. (Left) Mean gene value for infection barrier for bacteria (blue) and viruses (red) shows
coevolutionary arms race again, even though viral mutation rate is faster than bacterial mutation rate.
(Right) Bacterial and viral population coexist due to HGT. Initial condition and parameters are same as
Fig. 8.2, with bacterial and viral mutation rate for infection barrier µB = 0.05 and µV = 0.5 respectively
and HGT rate hB = hV = 1.
infection barrier gene of bacteria and the infection barrier gene of phages are assumed to be compatible, they
are basically the same variable, so when HGT occurs the bacterium Bi and the phage Vj just exchange their
gene value with each other, and with this assumption there is no differentiation between normal and zombie
phages. Instead, the effect of individual zombie phages is converted into an average rate hB of “failed”
infection for all phage individuals.
When simulated, we found that the bacteria constantly obtain new gene alleles from the phages, whose
mutation rate is higher, and thus a coexisting, fluctuating population of bacteria and phage emerges, and is
apparently robust over a long time (Fig. 8.6).
8.3 Model 3: Phenotypic effect of photosynthesis genes on both
bacteria and phage
In order to complete a description of the self-sustained nature of collective coevolution, we now consider the
effect of HGT on fitness. The appropriate genes are those responsible for photosynthesis, which are known
to exist and be used in both cyanobacteria and cyanophages. We again focus on a photosynthesis phenotype
that is assumed to be governed by a single type of genotype, and a bacterial/phage individual with the allele
of photosynthesis gene value i is denoted as Bi/Vi. In particular, the gene affects the bacterial reproduction
efficiency which is modeled as a function of the value of the bacterial cell’s photosynthesis gene allele. The
same gene controls the phage reproduction, i.e. phage burst size, which is also a function of the value of the
phage’s photosynthesis gene allele. Thus both the bacteria and the phage can benefit from the evolution of
the photosynthesis gene.
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8.3.1 Model 3-1: Coevolution of photosynthesis genes without HGT
To specifically see the effect of HGT, we start from a model with coevolution but without HGT, in a form
similar to Model 1 in Section 8.1.2 for the infection barrier in Eq. (8.6):
Bacterial reproduction: Bi
bi µB−−−→ Bi +Bi ,
Bacterial competition: Bi +Bj
c−→ Bi ,
Bacterial/Viral degradation: Bi
dB−−→ ∅ , Vi dV−−→ ∅ ,
Viral reproduction: Bi + Vj
p µV−−−→
(mj+1)∑
l=1
Vkl , (8.8)
where both the bacterial reproduction rate bi and the phage burst size mj depend on the bacterial/phage
individual’s allele gi, gj respectively. Here we assume that the infection rate is independent of photosynthesis
alleles.
Similar to the situation in Section 8.1.2, in the case where the phage mutation rate is much higher than
that of bacteria, i.e. µV  µB, phages evolve to larger burst size with a speed faster than the evolution
in bacterial birth rate, leading to asymmetry in reproduction number again. Thus we observe unstable co-
existence leading to extinction of the ecosystem (Fig. 8.7), as in the earlier unrealistic toy model in (Fig. 8.3).
Figure 8.7: ILM simulations of model with coevolution but without HGT of photothynthesis
gene. (Left) Viral gene (red) evolves faster due to higher viral mutate rate, while bacterial gene (blue) evolves
slowly. (Right) This leads to quickly increased viral burst size and thus viral population (red), easily driving
bacteria population (blue) to extinction, similar as Fig. 8.4. Initial condition and parameters are same as
Fig. 8.2, and the photosynthesis gene values for bacteria and viruses are gBPS(t = 0) = g
V
PS(t = 0) = 0.
Bacterial birth rate is set to be linear to photosynthesis gene value, bi = b0 + λbgi, where b0 = 0.2 and
λb = 1. Viral burst size is set to be a hyperbolic tangent function and is bounded by a maximum burst
size mmax = 10. Bacterial and viral mutation rate for photosynthesis gene are µB = 0.05 and µV = 0.5
respectively.
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8.3.2 Model 3-2: Coevolution of photosynthesis genes with HGT
Now we switch on the effects of HGT. The modified individual-level model including generalized transduction
as HGT of the photosynthesis gene is:
Bacterial reproduction: Bi
bi µB−−−→ Bi +Bi ,
Bacterial competition: Bi +Bj
c−→ Bi ,
Bacterial/Viral degradation: Bi
dB−−→ ∅ , Vi dV−−→ ∅ ,
HGT from bacteria to phages: Bi + Vj
p µV−−−→
mj+1−mh∑
l=1
Vkl +mhVi ,
HGT from phages to bacteria: Bi + Vj
pij hB−−−−→ Bj . (8.9)
Here HGT rates are defined in the same way as in Section 8.2. As expected, similar to Section 8.2, HGT
ensures a persistent coexisting state by continually replenishing competitive photosynthesis genes between
bacteria and phage, as shown in Fig. 8.8.
Figure 8.8: ILM simulations of model with coevolution and HGT of photothynthesis gene. HGT
rates are hB = hV = 1. (Left) Through HGT, bacteria obtain new genes created by phages that have high
mutation rate, and their gene values improve together in the course of evolution. (Right) In a range of
parameter values the bacterial population can be sustained indefinitely.
8.4 Model 4: HGT as a mechanism to avoid mutational
meltdown due to deleterious mutations
Up to now, we have seen how the bacteria benefit from HGT and the higher mutation rate of viruses. How-
ever, this does not provide a benefit to the viruses. We will now identify the way in which viruses also benefit
from the HGT. To do that we need to consider the distribution of fitness of the mutations. For well-adapted
species, most mutations are either neutral or deleterious. If mutations are deleterious on average, as shown
in Fig. 8.9, the population size will decrease due to degradation in fitness. For a large population, such effect
might be infinitesimal. For a small population, however, even under the same mutation rate, the decrease
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in population due to deleterious mutations will cause demographic stochasticity to become increasingly im-
portant. As a result, degradation in the average fitness of a small population leads to further decline in
population. It can be imagined that the accumulation of deleterious genes from mutations will lead to a
cascade of successive degradation in average fitness, shrinking the population size, and eventually leading to
extinction. This scenario is known as “mutational meltdown” [219].
Figure 8.9: Effect of deleterious mutations. (Left) Distribution of changes in gene of new generations
when mutations are negatively biased. (Right) Illustration of Muller’s ratchet (figure is taken from [220]).
Figure 8.10: Effect of deleterious mutations in ILM stimulations. In deleterious mutation, the new
gene value has Gaussian fluctuation with negative mean value. The mean values for mutational fluctuations
for bacteria and viruses are set to be −0.2 and −1 respectively, indicating that viral mutation tend to
deteriorate more. The other parameter values are set to be same as Fig. 8.8. (a)-(d) Without HGT: (a)(b)
Deleterious mutations drive phage population to extinction, since new genes generated by phages are biased
to negative values as shown in (d). (e)-(h) With HGT, genes transferred from phage to bacteria (black in
(g)) and genes transferred from bacteria to phages (black in (h)) are preserved more at high values, and thus
both population can avoid collapse from deleterious mutations as shown in (e)(f).
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The effect of deleterious mutations is usually regarded to be small for marine microbes since the popu-
lation size is large globally. However, in a range expansion front,the population size is relatively small, and
hence demographic fluctuations are significantly large there, making deleterious mutations more harmful to
the evolutionary rate. In particular, since phages have higher mutation rate, these effects are presumably
stronger on phages which provide the main drive of generating new genes. Therefore it is natural and appro-
priate to consider the role of deleterious mutations in the evolutionary dynamics of the Prochlorococcus-phage
system.
As one might suppose again, the asymmetry in offspring’s fitness caused by deleterious mutations would
be mitigated by bacteria through HGT. The degradation rate in phage mutations should be proportional to
the phage mutation rate and the degree of biased changes in descendants. Bacteria with slower or negligible
mutation rate behave like a filter; once detrimental genes are transferred to bacteria, cells with lower fitness
will not be competitive and will not survive before they get better genes from the intrinsic genetic drift
of bacteria. Thus the overall influence of deleterious mutations mainly depends on the balance between
parameters of phage mutation and HGT.
To take deleterious mutations into account, the changes of gene value of new generation are modeled by
normally-distributed fluctuations of which the mean value is negative. Fig. 8.10(a)-(d) show an example of
simulations without HGT, where the deleterious mutations quickly drive the phage population to extinction.
The situation is different when HGT is allowed. In this case, when inferior genes created by phage due
to deleterious mutations are transferred to bacteria, they will suffer purifying selection, and only beneficial
genes will be retained in bacteria, to be later transferred back to phage. In this case with HGT, the slow
evolution of the bacteria saves the virosphere from deteriorating. The result is that bacteria and phage can
coexist, as shown in Fig. 8.10(e)-(h).
Evidence has showed that spatially-extended evolutionary trajectories for Prochlorococcus, where the
high-light adapted ecotype had evolved from the low-light adapted ecotype. During the evolving process,
the low-light adapted ecotype had to gradually adapt to a gradient of environmental changes in order to
spread its population, forming a traveling front towards lower depth in ocean.
8.5 Why is this a collective state?
We emphasize that, from the above demonstration of models, the emergence of the collective state is essential
to coexistence in bacteria-phage ecosystems. This can be better perceived by presenting how many of the
transferred genes from HGT (black in Fig. 8.10 (g) and (h)) are present in the population. We may consider
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the fraction of viruses with beneficial photosynthesis gene (VG/V ) as the order parameter. This is a function
of HGT rate normalized by the phage mutation rate µV. As shown in Fig. 8.11, there are in general three
regimes in the phase diagram:
1. When the HGT rate is not high enough, beneficial genes cannot be supplied to bacteria and phages in
time before they degrade further down.
2. At intermediate HGT rate, beneficial effects by new genes from HGT are able to beat the detrimental
effect from deleterious mutations; the flux of beneficial gene and flux of harmful genes strike a balance
and form a collective steady state that sustains the ecosystem. In nature there exist limitations in
the physical properties such as fitness (bacterial growth rate and phage burst size) which cannot be
infinitely large. Once individuals reach the optimal phenotypes, better genes cannot contribute more
beneficial effect, and thus the overall effect from deleterious mutations and HGT becomes more neutral
as the HGT rate keeps increasing.
3. However, if the HGT rate is too high, all phage and bacterial individuals quickly obtain beneficial
genes. Once individuals reach the optimal phenotypes, better genes cannot contribute more beneficial
effects, but deleterious genes generated by phages are still frequently swapped to bacteria and start to
degrade the average fitness. The consequence is that at some point the accumulating deleterious genes
can overwhelm the gene pool of the population and cause collapse of the collective coexistence state.
The coexistence state, despite deleterious mutations, manifests the essence of collective behavior in
bacteria-phage ecosystems. In order for coexistence to be robust, HGT in both directions is required. In
Fig. 8.12, horizontal transferred genes (in black) are the main contribution to the best photosynthesis genes.
Figure 8.11: Sketch of phase diagram showing collectiveness: An illustration of Model 4 with HGT
and deleterious mutations.
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HGT in both directions is required to maintain the collective state. When both hV and hB are comparable
and non-zero, the collective state is stable, and the burst-size grows with time. When either one direction of
HGT is forbidden, i.e. hB = 0 or hV = 0, the deleterious effect returns. The result is that phage population
is driven to extinction again, leading to collapse of coexistence (Fig. 8.12).
Figure 8.12: Collective behavior stabilizes the coexistence state. When one of HGT directions is
turned off (green arrow), deleterious mutations can be fatal to phage again and cause phage population (red)
to extinction.
8.6 Emergence of niche stratification
After examining the essential physical properties of a minimal well-mixed model for a collectively stabilized
coexisting state of bacteria and virues, we now turn to considering the effects of spatial variations. One
remarkable aspect of Prochlorococcus spp. is niche stratification of ecotypes. To test our model, we ex-
tend the simulations to a spatially-extended version but keep all features in the above sections unchanged.
The simulations were performed in a two-dimensional system where horizontal and vertical axis represent
transversely-spanned sea layers and sea depth l, and bacteria and phage individuals can diffuse randomly.
A monotonically decreasing photon density as a function of depth is assigned to mimic the gradient of light
intensity under the sea. Since cells near sea level (l = 0) are exposed more to high light intensity, we assume
that the bacterial death rate is proportional to the light intensity. A threshold in photosynthesis gene value
gc is designated; bacteria with gi < gc belongs to the low-light adapted ecotype and otherwise the high-light
adapted one. The simulations start with bacteria and phage individuals distributed at the sea floor with
assigned photosynthesis gene value g0 < gc and raw death rate dB(l0) both of which can change when mu-
tation occurs. The parameters were particularly chosen to sustain a marginal coexistence of bacteria and
phages.
A qualitative description of simulation results is as follows. If there is no HGT, even with coevolution,
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Figure 8.13: Spatially-extended simulations displays niche stratification. Light intensity is set to
mimic the real distribution in Fig. 7.2. Initially only low-light (LL) adapted bacteria (yellow) and viruses
(red) habitat at the bottom of the system. (a) Individuals diffuse freely, but death rate is set to be linearly
decreasing with height to mimic the cost due to excess of sunlight. Therefore LL bacteria are forbidden to
migrate to the top unless they obtain an improved gene. When HGT is allowed, LL bacteria acquired new
gene values from viruses that mutate rapidly, evolving into high-light (HL) adapted bacteria (blue) that can
survive near the water surface as shown in (b) that indicates niche stratification. Example of visualization
of simulation is shown in (c).
it takes a relatively long time for bacteria to diffuse and move to a higher place and evolve the high-light
adapted ecotype with higher photosynthesis gene values. Sometimes the population may go to extinction
due to the large demographic noise as phage mutation rate is set to be higher than bacteria. On the other
hand, if HGT is allowed, bacteria migrate with phage and adapt to a higher sea level in a relatively rapid
time scale. Clusters of bacteria individuals form traveling fronts towards sea level and eventually evolve to
the high-light adapted ecotype (Fig. 8.13).
8.7 Discussion
The scheme developed in this chapter should be applicable to a variety of bacteria-phage ecosystems, and
not just the Prochlorococcus system. We expect that the scheme would explicitly be relevant wherever there
is strong selection pressure coupled to spatial gradients. In general, it implies that host genes preserved in
phages may be a signature of the selection pressure exerted by the environment for microbes to tolerant to
nutrient insufficiency, salt or high temperature [216]. In fact, the genes encoding enzymes that are especially
important for microbe sulfur metabolism in deep oceans were found in the deep-sea phage genomes along
with their diversity and abundance; it is tempting to speculate that this may be a result of HGT of these
chemothythesis genes [221]. Recently a phage of one of the smallest and the most abundant marine bacteria,
the SAR116 clade, was found to carry genes that may augment its host’s metabolism under severe conditions
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[222].
A similar situation may arise in eukaryotes: certain type of cyanobacteria, which are usually regarded as
parasites of algae, form a biofilm on rocks to supply nutrient or water for the algae layer. This prevents an
excess of sunlight and evaporation for the underlying cyanobacteria, implying that they help each to adapt
to extreme environments [223, 224]. Accordingly, genes that encode proteins for metabolism in extreme
environments were found to be horizontally transferred from bacteria and archaea to algae, presumably
helping algae to adapt and evolve [225]. Thus the microbe-algae ecosystem is potentially another example
of a collective, mutualistic coevolution.
8.8 Conclusion
In this chapter we developed a minimal model to include horizontal gene transfer as a collective mechanism
for stability in Prochlorococcus-phage ecosystem. Collective mutualism can emerge even though it is mediated
through antagonistic predator-prey interaction between bacteria and phages. From simulation of a series
of models, we have shown that bacteria, which have a slow mutation rate compared to that of phage, can
benefit from the phage’s high mutation rate through horizontal gene transfer, despite the cost of predation.
Horizontal gene transfer works as a collective mechanism for stability. On the other hand, phage with fast
mutation rate compared to bacteria will deteriorate by detrimental mutations, but they can benefit from the
low mutation rate from bacteria, and in the case of cyanophage of Prochlorococcus, acquire evolved photosyn-
thesis genes that prevent degradation of phage fitness and maintain the host’s photosynthesis metabolism.
Through spatial-extended simulations, we also show that horizontal gene transfer can accelerate the
evolutionary rate to develop different ecotypes of Prochlorococcus, leading to increased diversity in both
bacteria and phage, range expansion and niche stratification.
Horizontal gene transfer is a driving force to push species away from the current state or static fixed
points, along with other mechanisms such as coevolution, mutations and external energy flow. It also plays
the role of a collective mechanism for stabilizing ecosystems by providing compensation or benefits from
others. However, horizontal gene transfer is not necessarily the only mechanism for stabilizing ecosystems.
Nevertheless, horizontal gene transfer in the evolutionary trajectory of marine microbes is an excellent
example to show the interplay between ecology and evolution through multiscale interactions in time and
space, from the genome to the macroscopic ecosystem.
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Part II
Transition to Turbulence in Fluids
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Chapter 9
Introduction to Transitional
Turbulence
9.1 Introduction to turbulence
Phenomenologically, fluids can be described by two distinct states: steady, streamlined laminar flow and
fluctuating, whirling turbulent flow. The onset of turbulence can be triggered by disturbances, and faster
flows or less viscous fluids are easier to turn into turbulent states. In general, the steadiness of flows can be
characterized by the Reynolds number, Re, a macroscopic dimensionless ratio of the inertia and dissipation.
Specifically, the Reynolds number is defined as
Re = UL/ν, (9.1)
where U is the characteristic velocity scale of the fluid, L is the characteristic length scale and ν is the
kinematic viscosity of the fluid (defined as the (shear viscosity)/(density)). Re goes up when U and L
increases and goes down when ν decreases. Flows are laminar for small Re and become turbulent at large
Re.
Figure 9.1: Mean velocity profile of laminar flow and turbulence in pipe flow. The side view of
the velocity field shows the flat profile for turbulence due to the drag it creates, while laminar flow has a
parabolic shape. Figure is taken from [226].
Laminar and turbulent states are quantitatively different. One difference is their velocity profile as a
function of the distance from the wall. In a pipe, at low Re the Navier-Stokes equation can be solved exactly
and the solution is v = (vx(y), 0, 0), where x is the streamwise direction, y and z are orthogonal to x and
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are sometimes called spanwise, and the function
vx(y) = (R
2 − y2)∆p/4µL, (9.2)
where pipe radius is R, ∆p is pressure difference across pipe length L and µ is the shear viscosity. The
velocity profile thus has a parabolic shape for laminar flow. On the other hand, for high Re where the flow
is turbulent, the velocity is strongly fluctuating, and the mean velocity profile vx(y) has the form sketched
in Fig. 9.1. The irregular fluctuations create a large drag force that resists fluid motion, leading to a wide
spread of velocity profile. For a laminar flow the drag force is proportional to velocity, while the drag for a
turbulent flow is proportional to the square of the velocity.
9.1.1 Energy spectrum
Another distinction lies in their statistical properties. The statistical properties of turbulence are manifested
in the production of coherent structures during energy dissipation. These are emergent, self-organized regions
of high vorticity, that are heuristically described as “eddies”. The phenomenology was proposed conceptually
by Richardson [227], who described turbulence as a self-similar cascade process: Unstable eddies break into
smaller and smaller sizes gradually through a Hamiltonian process, until the size reaches the scale of molecular
viscosity where energy finally dissipates.
Figure 9.2: Sketch of energy spectrum of turbulence. L is the length scale of the driving force, and ηk
is the Kolmogorov scale that represents the scale where viscous dissipation dominates. Between the two scale
is the inertial range, where energy spectrum scales with a power-law form, as first predicted by Kolmogorov
[228].
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Richardson’s cascade picture was quantified, and the energy spectrum predicted by Kolmogorov [228],
as illustrated in Fig. 9.2. The argument is as follows. For an eddy of size r and a characteristic velocity ur,
the energy input rate, , can be represented as
 ∼ u
2
r
tr
∼ u
3
r
r
, (9.3)
where tr ∼ r/ur is the time for the eddy to transfer energy to another one with a smaller size without viscous
dissipation. The Reynolds number becomes
Re(r) =
urr
ν
=
(r)1/3
ν
=
1/3r4/3
ν
. (9.4)
The Kolmogorov scale, ηk, defined as the length scale below which dissipation dominates, is when Re is
sufficiently small, e.g. Re(r) = 1, leading to
ηk =
(
ν3

)1/4
. (9.5)
Therefore Re can be rewritten as
Re(r) =
(
r
ηk
)4/3
. (9.6)
In the energy spectrum, the range for self-similar cascade is determined by the macroscopic length scale of
the driving force L and the microscopic Kolmogorov scale ηk. From Eq. (9.6), the range in log scale is
L
ηk
= Re3/4, (9.7)
and for 2pi/L < k < 2pi/ηk, k is said to be in the inertial range. Within the inertial range, the energy
spectrum, E(k), was derived by Kolmogorov through dimensional analysis, and the assumption that there
is complete similarity in the limit of small viscosity or Re → ∞ [229, 23]. Specifically, E(k) is defined as
the turbulent kinetic energy per unit mass and per wavenumber range, and so is dimensionally of the same
form as [ur]
2[r]. From Eq. (9.3) and Eq. (9.5), the dimension of E(k) can be represented in the Kolmogorov
scale ηk as
[E(k)] = [(r)2/3r] = [2/3η
5/3
k ] =
[
ν2/η2k
]
. (9.8)
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Therefore the scaling form becomes
E(k) =
ν2
ηk
F (kηk) = 
2/3η
5/3
k F (kηk), (9.9)
where F (kηk) is a scaling function that we assume is universal in the inertial range. Eq. (9.9) implies that
the turbulent energy has a universal spectrum that only depends on the energy dissipation rate  and the
kinematic viscosity ν. This result is known as Kolmogorov’s first similarity hypothesis [228].
In the limit Re→∞, i.e. ν → 0 or ηk → 0, the energy spectrum E(k), which is expected to be non-zero
and finite, is required to be independent of ηk, if we assume complete similarity [229, 23]. Therefore, in this
limit, F (x) should have a functional form that can cancel out the dependence of ηk in Eq. (9.9). That is,
lim
x→0
F (x) = x−5/3, (9.10)
so that
lim
Re→∞
E(k) = 2/3η
5/3
k (kηk)
−5/3
= 2/3k−5/3. (9.11)
This result is known as Kolmogorov’s second similarity hypothesis [228]. It makes stronger assumptions
than the first similarity hypothesis. The scaling form in Eq. (9.11), known as the Kolmogorov spectrum
[228], is regarded as a signature of the cascade in turbulence, and it has been observed in various turbulent
systems [230].
It is important to note that, based on Eq. (9.7), the number of degrees of freedom in a three dimensional
turbulent box is (L/ηk)
3 = Re9/4, which becomes extremely large when Re  1 in the turbulent state.
Therefore, the problem of turbulence is a high degree of freedom phenomenon, and this is why it is so hard
to simulate it, even on modern supercomputers.
9.1.2 Navier-Stokes equations
The Navier-Stokes equations generally describe the continuous dynamics of an incompressible fluid derived
from Newton’s law of motion [231]. Specifically, the equations for fluid velocity u(x, t)are
∂u
∂t
+ (u · ∇)u = −1
ρ
∇P + ν∇2u+ 1
ρ
f , (9.12)
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with the incompressibility condition for velocity
∇ · u = 0, (9.13)
where ρ is the fluid density, P is the pressure acting on the fluid, ν is the kinetic viscosity and f is the
external driving force that can be stochastic. The Navier-Stokes equations have been found to be valid in
all fluid systems, from laminar to turbulent flows [231, 232]. Due to the wide applicability, a simulation by
numerically solving the Navier-Stokes equations, called direct numerical simulations (DNS), is regarded as
a “first principle” approach in fluid dynamics. Other simulation methods are used in engineering to try and
get round the fundamental limitation imposed by the Re9/4 scaling of the size of the computational problem.
These approaches are unsystematic reductions in the number of degrees of freedom and are not used in this
thesis.
Below we briefly introduce some of the common geometries used to explore turbulence in experiments.
9.1.3 Pipe flow and channel flow
Pipe flow is one of the most common systems used to study turbulence and is central to this part of this
thesis. It is especially important because turbulence creates much more frictional drag than laminar flow,
making transport of oil and other fluids through pipelines expensive and energy intensive [233]. Turbulence
in blood vessels are also known to cause aneurysms, near the laminar-turbulent transition [234]. As we will
see later, in this regime, alternating regions of laminar and turbulent flow coexist, causing great stress on
the blood vessel walls.
A horizontal pipe flow is driven by pressure drop at the ends of the pipe, and the Reynolds number is
defined as Re = UD/ν, where D is the pipe diameter. The laminar flow in pipe geometry is called Hagen-
Poiseuille flow or Poiseuille flow. In a pipe, Hagen-Poiseuille flow has a parabolic shape of velocity field,
as we saw in Eq. (9.2), while turbulent flow has flat velocity profile (Fig. 9.1). As we will see, even when
Re increases, a certain strength of disturbance is required to create turbulence in pipe flow, and the fluid
undergoes a series of complicated stages during transition [31, 2, 4], as we will discuss in detail later in this
chapter.
The plane version of pipe flow where the fluid in confined within a rectangular container with open ends
is called channel flow or plane Poiseuille flow. Channel flow also undergoes a similar transition as pipe flow
with different pattern structures due to the symmetry of the system [43, 44, 235]; we will describe it further
in Chapter 10.
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9.1.4 Taylor-Couette flow
Figure 9.3: Sketch of Taylor-Couette flow. (a) Fluid is confined between the inner and outer cylinders
that rotate oppositely. When the inner cylinder rotates, various patterns such as Taylor rolls/vortices emerge.
(b) Cross section view of the shear on fluid due to cylinder rotation. Figures are taken from [236].
Figure 9.4: Spiral turbulence in Taylor-Couette flow. When both inner and outer cylinders rotate,
fluid develops rich turbulent patterns. Figures are taken from [237], which were adapted from [238].
Couette flow is the name for a flow that is sheared by two moving walls. When the boundary walls
are parallel planes, it is referred to as plane Couette flow, and the transition from the laminar to turbulent
state occurs when the wall speed increases [239, 240, 241, 242, 243, 244]. Another commonly studied case
is the flow confined between two concentric rotating cylinders, called Taylor-Couette flow, as shown in
Fig. 9.3. Taylor-Couette flow has a rich set of instabilities and ordered states. In Taylor-Couette flow, the
characteristic velocity and length scale are determined by the angular velocity, the radius of the cylinders and
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the aspect ratio. When the inner cylinder rotates, with the outer cylinder static or rotating, as the rotating
speed increases, laminar flow undergoes linear instabilities into a sequence of structures such as Taylor
vortices and spiral turbulence (Fig. 9.4) [245, 246, 238, 237, 236, 247]. In contrast, when the inner cylinder
is static or rotates slowly, the flow is linearly stable at low outer cylinder speed; at large outer cylinder speed,
with a sufficiently large external disturbance, the flow transitions to turbulence with fluctuating patterns
[45, 237, 236, 247]. Recent advances in studies of transitional turbulence in Taylor-Couette flow will be
discussed in Chapter 10.
Figure 9.5: Sketch of Rayleigh-Be´nard convection. Mushroom-shaped thermal plumes emerge from
the cold top and hot bottom boundaries. When turbulence arises, plumes spread rapidly, and a large-scale
circulation spontaneously emerges. Figure is taken from [248].
9.1.5 Rayleigh-Be´nard convection
Rayleigh-Be´nard convection is a fluid in a box heated from below, in a gravitation field. The flow is driven by
the buoyancy force due to the temperature difference; thermal plumes are generated from the top and bottom
boundaries and drift vertically and dissipate, as shown in Fig. 9.5. Turbulence can occur as the temperature
gradient increases, and a large-scale circulation can arise in the fluid [249, 248, 250, 251, 252, 253], due to
many-body interaction between the plumes. When the aspect ratio is large, so that the horizontal extent
is much larger than the height, a zonal flow develops that suppresses the plumes, and as we will discuss in
Chapter 10, leads to predator-prey oscillations [254, 255].
9.2 History of transitional turbulence in pipe flows
The first systematic study of the laminar-turbulent transition was performed by Reynolds in 1883 in pipe
flows. By inserting a jet of dye into the flow, Reynolds discovered that as Re increases to around 2000, a
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flow that was initially in the laminar state starts to appear intermittent patches, which he named “flashes”.
Figure 9.6: Sketches of Reynolds’ pipe-flow experiment (left) and his dye observations that show the rise of
“flashes” from the laminar state when Re increases from (a) to (c) (right) from [31].
Further experiments on hot wires revealed a more detailed phase diagram [32, 39], confirmed by later
experiments in long water pipes [32, 39, 41, 42] and by direct numerical simulations (DNS) on the Navier-
Stokes equation [40]. The transitions have the following dependence as Re increases from around 1500 to
2200 or so:
1. Under a disturbance, Reynolds’ flashes, known today as metastable “puffs”, occur in an intermittent
way, first forming from the laminar flow and then decaying after a lifetime τd.
2. When Re ∼ 2040, the puffs become unstable through a new dynamical process in which the leading
edge breaks away and nucleates the formation of a new puff some distance downstream. This is called
“puff splitting”.
3. As Re increases to around 2300, turbulence is sustained for so long that it is virtually impossible to
observe its decay in finite systems. Intermittent and splitting puffs can, at higher Re, develop into so-
called “turbulent slugs” which grow when traveling downstream. For Re > 2500, slugs can uniformly
expand along laminar flows.
The question of whether there is a unique onset of turbulence is not at all clear, as this transition range
is broad. Furthermore, it is not clear how to even define such a sharp onset, givven the complex, spatially
heterogeneous nature of transitional phenomena.
Another difficulty that makes it difficult to define a unique transition point is that there are sub-critical
and hysteretic phenomena. In order to excite turbulence in the above experiments, a finite amplitude
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Figure 9.7: Sketch of phase diagram in pipe flow.
Figure 9.8: Turbulent puff splittings in pipe flow simulations. At Re=2250, time increases from
bottom to top, and the flow is to the right. Red and blue color represent positive and negative streamwise
vorticity the reflects turbulent density. Figure is taken from [41].
perturbation is required to trigger the turbulence [32]. With very careful experiments, it was found that
under infinitesimal perturbations, pipe flow can remain laminar at least up to Re ∼ 105 in experiments [256]
and up to Re ∼ 107 in numerical simulations [257]. Theoretical studies on transitional turbulence in pipe
flow have been devoted to searching theories from various aspects that can explain the problem of linear
stability, but today there is still no satisfactory theory.
Experimental research on the spatiotemporal intermittency regime has mostly focused on identifying
special unstable, localized or traveling wave flow configurations that can be the basis of a description in the
language of deterministic dynamical theory [46, 50, 48, 51, 47, 3, 37, 49]. Although this large body of work
has been impressively developed during the past decade, explanatory power for the main statistical features
of the laminar-turbulent transition has been lacking. Indeed, it is the statistical features which are most
striking, and thus the focus of this thesis research.
Fluctuations and their statistical properties during transition had not been addressed much until the
experiments by Bottin et al. late 1990s [241, 242]. In their experimental studies of transitional plane Couette
flow, they measured the turbulent decay time and observed an exponential decay of its complementary
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Figure 9.9: Space-time plot shows turbulent puff splittings in pipe flow simulations. Red and blue
color represent positive and negative streamwise vorticity the reflects turbulent density. (a) At Re=2300,
a puff splits around t=1000, followed by multiple splitting events later. (b) At Re=4500, the initial puff
becomes unstable more rapidly. Splitting is not clear, and the puff soon expands into a growing cluster.
Figures are taken from [41].
Figure 9.10: Experiments in hot-wire anemometers. Measurements of the centerline velocity as a
function of time for pipes of varying length. These data show (a) a puff splitting at Re = 2495 and (b) an
expanding slug at Re = 8230 [42].
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Figure 9.11: Experiments in thin pipes of water flow. (a) Sketch of experimental setup. The flow is
driven by gravity, and initially a puff is created by the disturbance. The outflow will bend more if the puff
remains to the end (red), due to turbulent drag, or will be smoother if the puff has decayed by the time it
would have reached the outflow (yellow). The outflow angle is measured at the end. Image is taken from
[258].
cumulative distribution. Since the inverse of the slope of an exponential distribution can be interpreted as
the decay rate, they proposed that measuring the slope of the distribution can be a better estimation of
mean lifetime [241].
The tasks of obtaining the statistics of turbulent puff lifetimes, and further determining the critical Re,
are very challenging in pipe flow, because the puff lifetime rapidly grows near the transition region, and so
it becomes more and more unlikely to observe the puff making the transition back to laminar flow in a pipe
with finite length.
For this reason, pipes whose length is much larger than their diameter are required. In order to perform
experiments in extremely thin pipes to measure puff lifetimes that are long in dimensionless units of D/U ,
Hof et al. developed a method to determine the fluid state inside thin pipes [35]. The scheme is as follows
and illustrated in Fig. 9.11: The flow of water in a pipe is driven by gravity, and a turbulent puff is created
by a disturbance. If the puff does not decay when the fluid reaches the end of the pipe, the outflow will
be slower and so bend downward due to turbulent drag (red trajectory in Fig. 9.11). If the puff becomes
laminarized, the angle of the outflow trajectory will be smaller (yellow trajectory in Fig. 9.12). By observing
the angle, i.e. whether the puff lives or decays, and knowing the speed of advection U , the probability of
decay in the time LD/U , where L is the distance between the disturbance injection point and the outflow,
can be measured. To do this requires multiple repetitions and a highly stable apparatus. In particular, the
viscosity of water is temperature dependent, and this then affects the Reynolds number, potentially. Thus
temperature control was one of the many novel aspects of the tour de force experiment by Hof’s group.
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Following Bottin et al.’s idea, the complementary cumulative distribution of puff lifetime, or the survival
probability of turbulent puffs, was fitted by
P (t) = e−(t−t0)/τd , (9.14)
where τd is defined as the mean lifetime and a timescale t0  τd is interpreted as a delay time for the initial
formation of a turbulent state [35]. Due to such an exponential-like tail in the survival probability, decay of
turbulent states is interpreted as memoryless processes [258].
Hof et al.’s results turned out to be surprising and disagreed with previous studies by Bottin et al. and
others. Hof et al. found that the mean lifetime τd from both experiments and DNS in pipe flow has an
exponential dependence on Re over three decades of lifetime with the form
ln τ ∝ Re. (9.15)
This result is surprising because of two reasons. First, as mentioned previously, the field of transitional
turbulence had been influenced by dynamical system theory and had been regarded as instability of chaotic
dynamics in low dimensions which predicts that the time to be attracted by the fixed point should diverge
as a power law near a critical value of the control parameter. For example, it could be τd ∼ ( − c)−σ,
where σ is a positive exponent,  is the control parameter and c is a critical value, above which a state
with different order in dynamics arises. This expectation had been supported by an earlier experiment in
pipe flow measured at Re between 1580 and 1740, and Rec was estimated to be 1750 ± 10 [259]. Second,
as there is no critical Re in Eq. (9.15), Hof et al. made the interpretation that turbulence in pipe flow is
just a transient state whose decay time is always finite for any finite Re. In other words, turbulence is a
long-lived metastable state and not a true phase transition. This conclusion is not only contradictory to the
known phase diagram, but also disagrees with the fact that the functional form of the scaling of the friction
factor measured in pipe flow experiments [260] has the behavior expected using Komogorov’s theory for the
spectrum of fully-developed turbulence [261, 262], for Re above several thousand. This interpretation of this
result, obtained using non-equilibrium critical scaling ideas from statistical mechanics is that turbulence is
a phenomenon distinct from laminar flow.
Further experiments by Hof et al. managed to measure the lifetime up to a range of of 8 decades in time,
and found that τd actually scales super-exponentially with a specific “double exponential” form [258, 41, 263],
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Figure 9.12: Superexponential scaling of mean lifetime in pipe flow. (a) The decay rate 1/τd of the
survival probability in Eq. (9.14) plotted in semi-log scale decreases faster than exponential, indicating that
the mean lifetime τ increases faster than exponential with increasing Re. (b) Plot of double-log of τd shows
that the mean lifetime scales super-exponentially with ln ln τ ∝ Re. Figures are taken from [258].
Figure 9.13: Superexponential scaling of mean lifetime and mean splitting time in pipe flow.
Both time scales grows/decays faster than an exponential form. Figure is taken from [41]. The putative
critical Re is given by the intersection of the two super-exponential curves. The solid lines are fits to functions
of the form τ/τ0 = exp(exp(A+BRe)).
i.e.
ln ln τ ∝ Re. (9.16)
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as shown in Fig. 9.12. In later work, Avila et al. calculated the probability of non-splitting, 1 − P (t), by
identifying the time before a single puff splits in both pipe flow experiments and DNS [41]. The inverse
of the decay slope in 1 − P (t) is defined as the mean splitting time, and this too was found to follow the
super-exponential scaling. By plotting together the measured mean lifetime and mean splitting time, Avila
et al. suggested that the critical Re can be regarded as the intersection of the two scaling curves (Fig. 9.13).
The reasoning is that above this point, there will always be some turbulence in the pipe at long times, if
the pipe is long enough; below this point the long time state of the pipe would be laminar, since all puffs
generated by noise would have died away, in the limit of vanishing noise. The goal of the program of research
which includes the work completed in this thesis is to understand and if possible, derive from first principles,
the strange and contradicting phenomena uncovered by the Hof experiments. As we will see, we can make
some definite progress towards this goal, but of course open questions remain.
9.3 Models for transitions to turbulence
9.3.1 Supercritical and subcritical bifurcation from Landau equation
The theoretical description of the transition to turbulence has presented a challenge for many decades. The
difficulty in studying the transition in pipe flow from the Navier-Stokes equations is that the laminar state
is linearly stable.
As it is very hard to develop a theory for nonlinear perturbations, Landau proposed a heuristic argument
to investigate the onset of instability by considering nonlinear terms in the linear perturbation [264, 265]
v1 = v− vlaminar, (9.17)
where vlaminar is the laminar velocity. The argument starts with the stability of one mode for v1 and considers
only the time dynamics of the mode. The dynamics is assumed to be separable into two timescales. One
is long and associated with the envelope of the mode. The other is short and associated with a finite
wavenumber instability that is postulated as the transition. Neglecting the spatial structure for simplicity,
we can write that the change in amplitude is of the form
v1 = A(t)e
−Ωt = A(t)eiγt−ωt. (9.18)
During the onset of an unstable mode, the linear growth rate γ ∼ (Re − Rec)  ω, and thus significant
dynamics occurs after averaging over a time scale of 2pi/γ since oscillations from ω are negligible. Similarly,
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from analyticity, only even terms of |A|2 are important. With the next lowest term, the dynamical equation
of |A|2 is
d|A|2
dt
= γ|A|2 − α|A|4, (9.19)
where the “ ” indicates time averaging over the fast mode. To avoid a nontrivial solution becoming
unstable, the coefficient of the nonlinear term, α, has to be positive. The nontrivial solution then becomes
|A| ∝
√
Re− Rec, (9.20)
and |A| undergoes a continuous change from the laminar state (|A| = 0) to a non-trivial state (|A| > 0) when
Re increases as shown in Fig. 9.14. This behavior has been reported in a variety of experimental geometries,
including inner cylinder rotating Taylor-Couette flow [237, 236, 247] and Rayleigh-Be´nard convection [249,
250, 251]. This type of bifurcation is called supercritical in the language of nonlinear dynamics, and is
analogous to a second-order phase transition in a mean-field sense.
To get a different type of transition, higher order nonlinear terms must be considered. The simplest
modification is:
d|A|2
dt
= γA2 − α|A|4 − β|A|6, (9.21)
where α < 0 and β > 0. The non-trivial solution |A| > 0 turns out to be discontinuous from |A| = 0 when Re
increases as shown in Fig. 9.14. In the range Re′c < Re < Rec, coexistence of two stable solutions indicates
that a finite perturbation can drive the system from the laminar state to the non-trivial one. This case is an
example of a subcritical bifurcation, and the coexistence of two stable phases is reminiscent of the notion of
a first-order or discontinuous phase transition, and has been reported in pipe flow [2], channel flow [43, 44],
outer cylinder rotating Taylor-Couette flow [237, 236, 247] and plane Couette flow [240, 241, 242, 244]. In
principle, when Re increases, more and more modes contribute to the dynamics. Neverthess, the picture
of subcritical bifurcation is considered to be the underlying explanation for why pipe flow may become
turbulent at finite Re Rec and has become central to studies of transitional turbulence in pipe flow.
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Figure 9.14: Supercritical and subcritical bifurcation in Landau equation. (a) In supercitical bi-
furcation, amplitude increases continuously when control parameter Reincreases, while (b) amplitude jumps
discontinuously in subcritical bifurcation. Figures are taken from [265].
9.3.2 Pomeau’s directed percolation picture for transitional turbulence in
pipe flows
In Pomeau’s conceptually important paper of 1986 [54], he used Landau’s subcritical bifurcation picture for
the laminar-turbulent transitions in pipe flow, but including diffusion of turbulent energy in the amplitude
equation. Pomeau described the transition in terms of the propagation of the interface between laminar
and turbulent states. He pointed out that turbulent fluctuations at the front may not be ignored and
intuitively depicted their effect as a microscopic “contamination” process, where a turbulent region can
excite its laminar neighborhood or decay spontaneously if its energy is below the excitation threshold.
Relating this intermittent process to directed percolation (as described below), he proposed that critical
power-law scaling should be able to be observed in experiments. Pomeau’s conjecture has brought into the
research field of turbulence an important insight, regarding transitions to turbulence as critical phenomena
in statistical mechanics, whereas previous studies mainly focused on deterministic differential equations and
low-dimensional dynamical system models.
However, Pomeau’s argument may seemingly lead to a contradiction: If the laminar-turbulent transition
can be described as a subcritical bifurcation, which is like a first-order phase transition, and has been
supported by experiments [2, 43, 44, 240, 241, 242, 244, 237, 236, 247] how could it also belong to the
directed percolation universality class, whose transition is second-order?
To answer this subtle point, we need to consider more carefully what is an appropriate order parameter
for the laminar-turbulent transition. It is not the amplitude A, as is assumed in the Landau picture. It
is worth commenting that discontinuities arise in other examples of continuous transitions, perhaps most
famously in the Kosterlitz-Thouless transition of two-dimensional superfluids where the superfluid density
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jumps discontinuously at the transition.
9.3.3 Introduction to directed percolation
Directed percolation (DP) is a dynamical model first introduced for the process of fluids spreading through a
porous media [266]. DP is a type of discrete contact process on a lattice that describes movement and split-
ting/merging of nearby particles, biased by gravity and thus directed downwards as time evolves. Therefore
the vertical direction plays the role of time direction. In nature, how far a fluid can penetrate a porous
medium is determined by its compactness. In DP models, the permeability is conceptually described by the
connectivity between neighboring sites with an overall spreading rate. This rate is denoted by the so-called
percolation probability p, and the density on each site is either 1 if it is occupied or 0 otherwise. In bond
directed percolation, at time t the bonds between nearest sites are turned on with probability p, and for an
active site i with occupancy xi(t) ≡ 1, the occupancy of its neighbors at the next time, xj(t+ 1), becomes 1
if the bond between i and j is turned on. The order parameter ρ(t) is defined as the density of active sites,
and the state of a DP configuration is said to be active if ρ > 0 as t → ∞ or inactive if ρ = 0. An empty
lattice in the inactive phase is also termed an absorbing state, a state that once you enter can never be
escaped from. The final state depends on the percolating probability p: When p is below the critical value
pc, configurations always go to the absorbing state within finite time. As p approaches pc, the cluster of
active sites branches out, and the time it takes for the trajectories to terminate becomes longer and longer.
Around p ∼ pc, the active sites form a spatiotemporal intermittent pattern. By intermittency, what is usually
meant is a bursty pattern of fluctuations in either space, time or both. Intermittency can be described using
Liapunov exponents, multifractals, or other techniques, but such quantitative refinements are not added in
the present discussion. Spatio-temporal intermittency is characterized by correlation lengths in time and
spatial directions, and the order parameter ρ exhibiting power-law scaling forms near the transition:
ξ‖ ∼ |p− pc|ν‖ , (9.22)
ξ⊥ ∼ |p− pc|ν⊥ , (9.23)
ρstationary ≡ lim
t→∞ ρ(t) ∼ (p− pc)
β , (9.24)
where ν‖, ν⊥ and β are critical exponents that only depend on dimension. Here ξ‖ is the correlation length
in the time-like direction, and ξ⊥ is the correlation length in the space-like directions. When p > pc, the
cluster size grows, and the trajectories become unlimited. At this stage, eventually a non-zero fraction of
the lattice sites become occupied, and the configuration is at an active state with non-zero of ρstationary.
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Figure 9.15: An example of directed percolation configuration in 1 + 1 dimension. All lattice sites
are active (red) in the initial configuration. Arrows are permeable bonds that are randomly assigned between
sites with percolating probability p. The allowed paths are shown with solid arrows. In this case the sites
in the final configuration are all empty, so the system is in an absorbing state, such as with p < pc.
Figure 9.16: An illustration of the configurations and phase diagram for directed percolation:
An example of (1+1)-dimensional DP with a single active seed as the initial condition. When the percolating
probability p is below the critical value pc, trajectories always terminate within finite time. Around pc, active
sites form a spatiotemporal intermittent cluster, and trajectories become unlimited. The cluster spreads and
eventually fills a non-zero fraction of the lattice when p > pc. The figure is taken from [25].
DP is a non-equilibrium process and breaks detailed balance. It is widely believed to be the generic
universality class for non-equilibrium critical dynamical systems with absorbing states [55, 267]. The field
theory corresponding to the universality class of DP is Reggeon field theory, a model for hadron scattering
and decay that was developed phenomenologically in the 1970’s [55]. Reggeon field theory has a non-
Hermitian Hamiltonian, because it involves decay processes. Despite its original purpose of describing
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natural percolating phenomena, and its conjectured wide applicability to non-equilibrium processes with
absorbing states in various models, it was not convincingly observed in real life or realized in experiments
until only a decade ago, using an ingenious setup containing two different types of fluctuating liquid crystal
domains [268]. We will discuss recent progress in identifying natural examples of DP in Section 10.10.
9.3.4 Coupled map lattices
Around the same period of time as Pomeau’s work, much attention was devoted to another theoretical model
called coupled map lattices (CMLs), which exhibit spatiotemporal intermittency and chaotic properties.
CMLs were introduced by Kaneko in 1983 to construct a phenomenological, dynamical system model that
shows low-dimensional spatiotemporal chaos [269]. In CMLs, the discrete time evolution of each lattice site
update is based on the coupling with its neighbors through a specified nonlinear mapping function such as
the logistic map. A one-dimensional CML with diffusive coupling type has the general form [270]:
xn+1i = (1− )f(xni ) +

2
[
f(xni+1 + f(x
n
i−1)
]
, (9.25)
where xni is a continuous field on lattice site i at discrete time step n, 0 <  < 1 is the coupling strength and
f is a nonlinear mapping function.
The spatiotemporal intermittency in CMLs was early on recognized as being analogous to turbulence
[269, 270, 52]. The time for a CML to converge to the steady state was found to scale faster with system
size than exponential (denoted as supertransient in chaos); the intermittent state was also conjectured be
analogous to the long-lived turbulent state near transition, even though in CMLs the scaling is with respect
to the system size [52, 271], not Re. These early results have stimulated recent studies that apply CMLs to
model transitional turbulence [242, 241], and also the search for DP universality in CMLs with absorbing
state [272]. However, discrepancies were found as to whether the transition in CMLs is discontinuous or
continuous, and the critical exponents in CMLs seemingly disagreed with those in DP [272, 273]. In fact,
in contrast to DP, CMLs are purely deterministic, and the spatiotemporal patterns they generate strongly
rely on the specific mapping rule and the random initial condition [273]. It is now clear that the origin of
the discrepancy about whether or not the transition in CML is first or second order depends on the system
size. For large system, it is a continuous transition [274].
Another issue in the above models is that there is no clear way to connect them to fluid equations such
as the Navier-Stokes equations, which show transitions from laminar to turbulent states in their numerical
solutions. Even though spatiotemporal intermittency is exhibited in some of the above models, DP had not
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Figure 9.17: Spatiotemporal intermittency from coupled map lattice models. Simulations are
generated by a logistic map function in Eq. (9.25) with different coupling strength and mapping cycles.
Images are taken from [270].
been found in experiments or simulations of fluid systems until the last year, as we will see. Hence further
theoretical studies that connect simple CMLs to the underlying physics are needed.
9.3.5 Unstable exact solutions of the Navier-Stokes equations
Another theoretical attempt to understand transitions to turbulence, using the picture of low-dimensional
chaos and dynamical systems, is to search for unstable exact solutions of Navier-Stokes equations, using
numerical simulation. This approach focuses on looking for a finite number of dynamical modes, and
projects their dynamics on phase space. The instability of these modes from their interactions in the phase
space has been interpreted as a signature of the transition to turbulence. These modes have been proposed
and visualized in numerical simulations of confined flows, such as periodic orbits, streamwise vortices and
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streaks, traveling waves and edge states [46, 50, 48, 51, 47, 3, 37, 49]. Nevertheless, turbulence is usually
not confined in small spaces, and in general contains a high number of degrees of freedom. Thus a large
number of these solutions would be required to fully capture transitional flows, and this poses an operational
difficulty that has not yet been overcome. In this thesis, I take the perspective that the most appropriate way
to capture the statistics of transitional turbulence is to use an approach rooted in non-equilibrium statistical
mechanics and phase transition theory. Thus to serve the needs of studying non-equilibrium phase transition
and critical phenomena, different approaches in the style of statistical mechanics would be preferred.
9.3.6 Extreme value statistics
Since the mean decay rate, τd, from the statistics of fluctuating turbulence exhibits super-exponential scaling
in at least two different transitional turbulent systems (pipe flow [258, 41] and Taylor-Couette flow [45]), it
seems that it might result from a generic, statistical property of turbulence. An interpretation that puts aside
all detailed interactions and structures of specific fluid systems, and regards puff decay from the view point
of rare events was proposed by Goldenfeld et al. [58]. The hypothesis is that turbulence decays if the energy
at every place in a puff falls below some sustaining threshold that is Re-dependent. Numerical experiments
clearly show the existence of this sort of threshold in pipe flow [56]. Therefore, when the largest energy of the
coarse grained patches in the system fails to reach the threshold, the turbulent flow becomes laminarized. In
this argument, one may imagine a turbulent fluid as a set of coarse-grained patches whose energy fluctuates
with time. The probability for the maximum energy to fluctuate below the threshold should be related to
an extremal distribution of the largest value, a problem well-studied in the mathematical literature. For
independent identically distributed (i.i.d.) random variables whose distribution decays exponentially or
faster, the distribution of their mean value is normal according to the central limit theorem. By contrast,
the distribution of their largest or smallest value obeys the first type out of three of the Fisher-Tippett
distributions [275]. Specifically, the cumulative form of the so-called Type I Fisher-Tippett distribution, or
sometimes known as the Gumbel distribution [276, 277], for the maximum value xmax is
p˜(x) = exp
(
−e−(x−µ)/β
)
, (9.26)
where µ represents the location and β sets the scale. In the context of turbulence, both parameters would
depend on Re. Eq. (9.26) thus represents the decay probability for turbulence as a function of decay
threshold x which presumably decreases with Re. Suppose that p˜ is the decay probability over a correlated
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time interval τ0 outside which events are independent; then the probability that a fluid sustains its turbulence
after time duration t from t0 is given by
P (t) = (1− p˜)(t−t0)/τ0 . (9.27)
This leads to a survival probability, with an exponential tail of the form in Eq. 9.14, with
lnP (t) = − t− t0
τd
=
t− t0
τ0
ln(1− p˜), (9.28)
τd =
τ0
ln(1− p˜) . (9.29)
From Eq. (9.26), and performing a Taylor expansion of µ and β with respect to Re then leads to a super-
exponential dependence of τd on Re with the form [58]:
τ = τ0 exp {exp (a Re + b+ higher orders)} . (9.30)
Another way to see how extreme value statistics may enter the distribution of turbulence lifetimes is to note
that the lifetime is the time that the last turbulent patch becomes laminarized, i.e. the longest over several
independent patches. In the directed percolation picture, this can be interpreted as the longest percolation
trajectory in the time direction.
There are some caveats to consider when applying this argument of extreme value statistics to transitional
turbulence. Near the transition, turbulent patches are more and more correlated if there really is a continuous
phase transition, and the assumption of independent and identically distributed variables may not be valid.
Nevertheless, it has been found that in isotropic percolation, this correlation does not affect the super-
exponential scaling on the size distribution of percolation clusters [278]. The issue will be elaborated more
in Chapter 11.
9.4 Theoretical models for transitional turbulence in pipe flows
9.4.1 DP transition in the pipe geometry
A quantitative test of Pomeau’s analogy between DP and the laminar-turbulent transition in pipe flow
was demonstrated by Sipos and Goldenfeld [56]. The idea is that if transitional pipe flow belongs to the
DP universality class, then near the transition, the DP process as a minimal model would be expected to
show the same critical behavior as measured in Hof et al.’s experiments, regardless of the specific details
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in a real pipe flow. The authors performed simulations of bond directed percolation in a pipe geometry of
3+1 dimension, where an occupied (or active/wet) lattice site is the analogy of a coarse-grained region of
turbulence and an empty (or inactive/dry) site represents a laminar region. The percolating probability p
plays the role of the Reynolds number, and in the critical region it is expected that (p− pc) ∝ (Re− Rec).
The initial condition was set to be a cluster of occupied sites to mimic a puff initiated in a pipe flow, and the
dynamics of this active cluster was simulated in the puff’s moving frame. In fact, an active cluster is more
like a coarse-grained expression of a puff and thus it is not necessary to have the same structure as a real
puff. Each lattice site updates based on the rule in Section 9.3.3. By analogy to pipe flow, for example, an
active site contaminating its neighbors with a probability p is like a fluctuating turbulent patch randomly
transmitting energy to nearby laminar regions. As lattice sites update, the internal structure of the active
cluster may become patchy and fluctuating. This should not be a concern for studying universality, not only
because the order parameter is a global quantity–the system is in the active state as long as any site remains
active, but also the critical behavior is defined by the statistics of fluctuations over ensembles. Examples of
simulation realizations are shown in Fig. 9.18. The simulation can reproduce the phase diagram observed in
pipe flow experiments: When p < pc, all lattice sites will eventually become empty, meaning that the initial
turbulent puff decays and the flow becomes laminarized. As p increases, the active cluster branches out,
showing similar spatiotemporal intermittency like splitting puffs. When p > pc, the active cluster expands
like a slug spreading in a pipe, and finally all lattice sites are occupied. In the critical region, when the
correlation length is larger than the pipe diameter, the universality class crosses over to 1+1 DP.
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Figure 9.18: Comparison of phase diagram of pipe flow and directed percolation. The figure is
taken from [56].
As already stressed, the system stays active until the last occupied site becomes inactive. Hence the
length of the longest percolation trajectory spanned in the space-time domain is the lifetime of an initial
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active cluster. To measure the characteristic lifetime τd, the same steps as in Hof et al. ’s experiments were
performed to calculate the survival probability over a large number of simulation realizations at different
p. It turns out that τ in DP simulations also exhibits a super-exponential scaling versus p. Moreover, for
p > pc, the propagating velocity of the percolation front, defined as G = ξ⊥/ξ‖ ∼ (p − pc)ν‖−ν⊥ is found
to scale as (p − pc)γ , where γ ∼ 0.58 is close to the theoretical value for 3+1 DP and agrees with early
experimental observations in pipe flows [279, 280]. These are the first results that support the conjecture
that the laminar-turbulent transition in pipe flow is in the DP universality class in a quantitative, as well
as a qualitative way.
Despite these successes, open questions remained. Splitting events were not quantified in this work, and
the finite size effect on the statistics of mean puff lifetime was not specifically investigated. The connection
of DP to the underlying hydrodynamics equations was also left open. Addressing this question is the main
goal of Part II of this thesis.
9.4.2 Barkley’s Excitable media model
One of the interesting aspects of the transition to turbulence problem is the diversity of approaches and
methodologies that have been applied to tackle this challenging problem. In particular, there is the issue of
what type of theory is deemed to be an explanation of the empirical facts, and this forces us to consider the
distinction between “model” and “theory”. Actually this question arose earlier in phase transition physics,
when the development of the renormalization group forced researchers in high-energy physics to realize that
the standard description of so-called fundamental interactions is an effective field theory model (with over
20 adjustable parameters) [281, 282].
In the case of turbulence, one would like a description that as much as possible can be seen to connect to
the underlying Navier-Stokes equations, and at the same time makes clear and useful predictions about the
phenomenology. A less ambitious goal is to take as input some of the empirical findings, and write down ad
hoc mathematical models that reproduce some other aspect of the observations.
Such models can frequently be constructed by analogy, and can be iteratively improved with input from
experiment. This sort of model has, arguably, a different goal and level of explanatory power than a full
theory. The latter is able to make widely generalizable predictions beyond the initial system analyzed, using
a perspective that is constructive and leads to new testable predictions. In a sense, theory is extrapolation,
while modeling is interpolation.
Excitable media are models of reaction-diffusion processes that describe the propagation of fields that
can be locally increased (e.g. excited by a stimulus or through interactions) and subsequently decrease after
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a transient time, such as neuron dynamics, wildfire and traveling waves in embryo development [53, 283, 2].
For example, a typical description of neuron dynamics is illustrated in Fig. 9.19 An excitable field (e.g. a
cell membrane voltage) is excited if its increment at the beginning is above a threshold; otherwise it decays
back to the rest state. Then the excitable field in the excited state is relaxed through inhibition, and will
eventually reach the rest state, forming a transient peak (e.g. an action potential). A typical model for
excitable media is the FitzHugh-Nagumo model, whose form without spatial dependence is:
dV
dt
= V − V
3
3
−W + I, (9.31)
dW
dt
= a(V + bW + c), (9.32)
where V represents the excitable field and W is the recovery field that inhibits V . As shown in Fig. 9.19, V
is driven by the nonlinearity and converges back to the stable fixed point or the recovery state.
Figure 9.19: Examples of excitable media. (Left) A typical illustration for an excitable medium that
can be described by FitzHugh-Nagumo model in Eq. (9.31). An action potential (red) can be created in the
excited state if the initial condition of the excited field reaches above the threshold, or the field is unexcited
(green) and decays to the rest state (blue). The action then falls and returns to the rest state. (Right) The
phase portrait with nullclines W = 0 (red line) and V = 0 (blue line) and the trajectories (black lines) of
an excited state and an unexcited states from different initial conditions corresponding to the left figure.
Images are taken from [283].
The transient growth of V , and the required threshold for excitation are reminiscent of the dynamics
of metastable puffs in experiments [284, 42] and the subcritical bifurcation picture. By analogy, Barkley
proposed equations for an excitable field q that represents turbulent intensity, and that is coupled to a
recovery field u which corresponds to the streamwise centerline velocity in pipe flow:
(∂t + U∂x)q = q
(
u+ r − 1− (r + δ)(q − 1)2)+ ∂xxq,
(∂t + U∂x)u = 1(1− u)− 2uq − ∂xu, (9.33)
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where q is a measure of turbulent intensity and u is the streamwise centerline velocity that converts energy
to turbulence. Also r is the main control parameter that represents the Reynolds number, 1 is the rate for
streamwise flow to relax back to laminar flow, 2 describes the rate of energy conversion from the streamwise
flow to turbulent fluctuations and U is the mean flow velocity that advects the flows downstream. The
dynamics of q and u are shown in Fig. 9.20. At small r, the equations have a linearly stable fixed point
(q = 0, u = 1), so after being excited the turbulence field returns back to the recovery state (see Fig. 9.20(a)).
This describes a metastable puff that eventually relaminarizes (Fig. 9.20(c)). By increasing r, the equations
exhibit an additional nonlinearly stable fixed point (q > 0, u > 0) (Fig. 9.20(b)), by which turbulence can
develop into a slug (Fig. 9.20(d)).
In order to recapitulate the detailed structure observed in experiments, the model needs to somehow
represent turbulence itself, and this is done by introducing a local CML rule with spatio-temporal intermit-
tency for discrete updating of q(x, t), now represented by qni for the turbulent intensity at site i and time
n:
qn+1i = F
[
qni + d
(
qni−1 − 2qni + qni+1
)
, R, uni
]
un+1i = u
n
i + 1(1− uni )− 2uni qni − c(uni − uni−1). (9.34)
Here F is a complicated mapping function determined by a rescaled Reynolds number R and three other
parameters, and c describes the downstream advection of the streamwise flow. The specific mapping function
chosen is shown in Fig. 9.21(b). By changing parameters in the mapping function, the CML rule can lead
to transient dynamics for metastable puffs, persistent splitting puffs or slugs. Thorough descriptions of
Barkley’s model can be found in [53, 283, 2].
By construction, the refractory state of a nerve means that Barkley’s model represents the fact that two
puffs cannot be too close to coexist [283], as found in experimental observations [285]. The mean lifetime
and splitting time measured from the survival probability in simulations of Barkley’s model also showed
super-exponential scaling as a function of r [283]. Moreover, the turbulent fraction in simulation scales as
Ft ∼ (r− rc)β , where β agrees with the critical exponent for (1+1)-dimensional DP. Thus, Barkley’s model
is, by construction, in the DP universality class because it has an absorbing state and a chaotic dynamics
that represent stochastic non-equilibrium dynamics.
Barkley’s model is specifically constructed from empirical observations and makes no explicit connection
to the equations of fluid dynamics, along with earlier ad hoc but well-motivated CMLs. Barkley’s model is
also specific for pipe flows where it is limited to centerline flow, and does not explain transitional phenomena
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Figure 9.20: Barkley’s excitable media model for transitional pipe flows: (a) Eq. (9.34) has one
linearly stable fixed point in phase plane when Re -like control parameter r = 0.7, corresponding to a
metastable puff in (c). (b) An additional nonlinearly stable fixed point appears when r = 1, corresponding
to a sustained slug in (d) [283].
Figure 9.21: Discrete version of Barkley’s excitable media model: (a) An example shows that the
turbulent field q for a puff has “transient chaotic dynamics” based on the control parameter R. R is the
rescaled r to be comparable with the real Re value. (b) The chosen CML rule f(q) for discrete updating of
Eq. (9.34) enables puff splitting in the model [53].
in other types of turbulent flows.
9.5 Laminar-turbulent transitions in other fluid systems
The onset to turbulent modes and spatio-temporal intermittency in other fluid systems have been studied.
Specifically, super-exponential scaling in mean lifetime was also found in laminar-turbulent transitions in
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channel flow [44] and Taylor-Couette flow [45], suggesting that the super-exponential behavior is generic and
that these transitional turbulent systems are in the same universality class (presumably DP).
To this end, after decades of long-winding investigations, studies have now shown some convincing signs
connecting the laminar-turbulent transition to DP universality class, but the route to a basic understanding
to resolve confusions and nuances has just began. Interestingly, after our work and later experimental
observations, even Pomeau later suggested that the laminar-turbulent transition might still be outside of
the DP universality class [286]. Thus, at the time of writing, this field is in a state of flux, with a growing
acceptance of the importance of directed percolation and statistical physics in transitional turbulence [287].
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Chapter 10
Ecological model of transitional
turbulence
10.1 Introduction
In this chapter, we will present a theory for the laminar-turbulent transition that approaches the problem
from the perspective of statistical mechanics. We will begin by reminding the reader about the standard
textbook approach to this topic based on Landau theory. It is important to be explicit about the logic
because even in condensed matter physics, it is not possible to go from the most microscopic formulation
of the problem to the detailed calculation of critical exponents and phase diagram. This is understood and
now accepted in condensed matter physics. In fluid dynamics, however, the gold standard of calculation is to
proceed directly from the Navier-Stokes equations, and so the phase transition approach based on symmetry,
phenomenology and renormalization group arguments might seem incomplete. We will try to explain why
this is not the case, and in particular, we will use direct numerical simulation (DNS) of the Navier-Stokes
equations to avoid having to make unsystematic approximations that are sometimes necessary in strongly-
interacting condensed matter problems where there is no small parameter in which to do perturbation
theory. The phase transition problem indeed is generally one without a small parameter, and this is the case
in the laminar-turbulent transition also. Sometimes it is thought that the distance from the critical point
((T − Tc)/Tc or (Re− Rec)/Rec, where T and Re denote temperature and Reynolds number and c denotes
the critical value) serves as a small parameter, but it turns out that it gets scaled away and enters into an
effective coupling constant that diverges near the phase transition (see Chapter 7 of [23]).
10.2 Landau theory for laminar-turbulent transition
A statistical mechanics framework that has been widely adopted in order to describe phase transitions
was developed by Landau in 1937 [22]. Landau theory was developed to understand phase transitions in
magnetization, superconductivity, superfluidity, etc. Landau theory is now understood to be a mean-field
description that regards a transition between thermodynamic phases as manifested in the change in the order
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parameter. The sudden changes in the order parameter near the transition control the thermodynamics and
correlations of the system. The order parameter is identified as the coarse-grained value of a physical variable
of interest and depends on control parameters such as temperature, Reynolds number and space. In a Landau
theory for a physical system, the free energy is assumed to be analytically expanded to symmetry-allowed
powers of the order parameters. For example, a Landau theory for a uniform magnetic system is represented
by an appropriate free energy written in terms of the average magnetization. As long as the symmetry and
dimensionality are consistent with the physical system of interest, a Landau theory and its renormalization
group extension can provide essentially exact predictions for universal physical characteristics near the
transition. It is remarkable that an approximate model can give a precise description; this is the power of
renormalization group. Therefore a Landau theory is an effective theory for phase transitions, and it is the
phenomenon of universality near criticality that is responsible for the general effectiveness of Landau theory.
However, although Landau theory is meant to explain phase transitions, it can break down exactly when
systems are near criticality. Near a phase transition, the growing correlation length means that fluctuations
on a wide range of scales are correlated, and hence the mean-field description is no longer valid there. It
requires the extension using renormalization group (RG) methods, which exploits scale invariance, to obtain
a quantitative description of the phenomena and study the obtain universality class. Nevertheless, Landau
theory still recapitulates the qualitative features of phase transitions and serves as the first-step in the
protocol to identify the potentially relevant physics.
The most counter-intuitve aspect of Landau theory is that it seems like you get something from nothing.
A naive perspective would suggest that one starts with a Hamiltonian for a physical problem and somehow
calculate the thermodynamics by evaluating the partition function. In Landau’s approach to phase transi-
tions (and RG extension), it is neither necessary nor desirable to derive the coarse-grained effective theory
from a microscopic description, because any such derivation would need a small parameter and would thus
only have limited validity due to the analytical approximations made. A familiar example of this situation
is that even though the Navier-Stokes equations can be derived from Boltzmann’s kinetic equations for
gases, such a derivation would imply that the Navier-Stokes equation is only valid for dilute gases. In fact,
the Navier-Stokes equations are an excellent description for dense liquids as well, and can be obtained by
perfectly satisfactory phenomenological and symmetry arguments. The derivation from Boltzmann’s kinetic
theory is inherently limited by the regime of validity of the kinetic theory—low density—and this leads to
an unnecessarily restrictive derivation of the equations of fluid dynamics. Returning to phase transitions,
the reason why an analytical derivation of the coarse-grained theory is unnecessary is that even if the co-
efficients of the terms could be computed in the order parameter expansion of the Landau theory, they do
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not come into the exponents or scaling functions anyway, and thus they do not affect the critical behavior.
In the case of the transition to turbulence, the strategy then is to construct an effective theory that is valid
near the transition. This effective theory would be an exact representation of the critical behavior of the
laminar-turbulent transition, and as is often the case, could potentially be mapped into one of the canonical
representatives of a known universality class. That universality class turns out to be directed percolation
(DP).
10.3 Collective modes in the Navier-Stokes equations
In order to build an effective theory for the transitional turbulence problem, we need to identify the
symmetry-allowed collective and long-wavelength modes. Constructing such modes from analytical methods
is difficult. To avoid approximations which can be non-systematic and are hard to justify systematically, we
applied direct numerical simulation (DNS) of the Navier-Stokes equations in a pipe to identify the important
collective modes. As elaborated in the rest of this chapter, from simulations we found that at the onset of
turbulence there are two important modes: a large-scale flow mode and small-scale turbulent fluctuations,
and their interplay exhibits interesting dynamics [24] that echoes the perspective of statistical mechanics
described described above. From these numerical discoveries, we proposed a physical interpretation of the
interplay between these collective modes, which has been tested in simulations too. Based on this numerical
evidence, we thence write down the corresponding minimal stochastic model in the spirit of the Landau
theory of phase transitions [24, 288]. Furthermore, our findings suggest a heuristic derivation, from which
we can motivate how such a minimal model can be related to the Navier-Stokes equations.
10.4 Direct numerical simulations of the Navier-Stokes equations
We performed direct numerical simulations (DNS) of the Navier-Stokes equations in a pipe, using the open-
source code “Openpipeflow” [289, 290]. The equations were solved using a pseudo-spectral method in cylin-
drical coordinates [289, 290]. The pseudo-spectral method is a numerical scheme that aims to efficiently
solve differential equations containing both local terms and non-local spatial derivatives. The basic idea
is to calculate spatial non-local derivatives in Fourier space where they are local; this especially simplifies
linear terms such as the incompressibility condition, ∇ · u = 0, and the viscous term, ν∇2u. The price
is that non-linear derivative terms in space will result in many non-local terms that make calculation very
expensive. This comment applies to the advective term, (u ·∇)u, which is complicated in k-space, but much
simpler to calculate in real space. Thus we calculate this term in real space and then transform back to
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Figure 10.1: Velocity field configuration of the zonal flow and its time evolution. Snapshots of
the zonal flow mode ~u in cross section view taken from directed numerical simulations of the Navier-Stokes
equations. The color bar indicates the value of uz. The direction and the size of arrows show the direction
and the relative magnitude of local uθ(r) compared with the maximum uθ at that time. Note that both
the direction and the magnitude of the zonal flow are changing with time; especially, the direction of uθ(r)
reverses over time through (a) to (d), indicating oscillation behavior of the zonal flow. Time is shown in the
unit R/U .
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Fourier space to calculate the next time step of the field u(r, t) In Openpipeflow, with the symmetry of the
pipe geometry, θ and z components are decomposed in Fourier space, and the radial direction is represented
in Chebyshev polynomial basis [290, 291], has the advantage that it focuses grid points near the pipe walls
where there are rapidly varying boundary layers that mush be resolved.
In our simulations, there are 60 grid points in the radial (r) direction, 32 Fourier modes in the azimuthal
(θ) direction and 128 modes in the axial (z) direction. Such a model is of course a reduced description
of reality, but the main features can be well captured, with a slight renormalization of the Re needed to
compare with experiment [289]. For the accuracy required in our study, we used 32 modes in the azimuthal
direction, typical of most studies in the literature, although we note that useful, semi-quantitative results
have been obtained with as few as 2 modes [289]. The spatial resolutions were chosen such that the resolvable
power spectra span over six orders of magnitude. The pipe length L is 20 times its radius R, with periodic
boundary conditions in the z direction [289]. With this resolution, the transition to turbulence occurs in
a range of Re numbers between 2200 and 3000, and moves to smaller Re at still higher resolution. We
report here measurements at Re = 2600, slightly above the transition [41]. The mass flux and Re = 2600
were held constant in time [289]. The laminar flow is the Hagen–Poiseuille flow, which was independent
of time as the mass flux was held constant [289]. Because we were interested in transitional behavior,
we applied a decomposition of different modes by first substracting the laminar part (in pipe flow known
as the Hagen–Poiseuille flow), denoted the time-dependent velocity deviation by u(z, θ, r) = (uz, uθ, ur)
[292, 40, 293, 43, 44]. We specifically looked for large-scale modes that would indicate some form of collective
behavior, as well as small-scale modes that would be representative of turbulent dynamics that would be
representative of turbulent dynamics. In particular, we found a type of large-scale mode with characteristic
dynamics. This mode is defined as u = (uz, uθ, ur), where the bar denotes average over z and θ. Interestingly,
this mode is purely azimuthal, i.e. ur = 0. In Fourier space, this mode is given by ~˜u(k = 0,m = 0, r), where
k is the axial wavenumber and m is the azimuthal wavenumber, r is the real space radial coordinate and the
tilde denotes Fourier transform in the θ and z directions only.
The flow configuration for this mode is shown in Fig. 10.1, and consists of a series of azimuthally
symmetric modes with direction reversals as a function of radius r. We refer to this as the zonal flow
(ZF) after the reminiscence of the large-scale jet flow in the atmosphere. Such banded shear flows are of
special significance in plasma physics, astrophysical and geophysical flows, owing to their role in regulating
turbulence [294]. In our simulation, the purely azimuthal component of the zonal flow, denoted by uθ(r)
is spatially uniform in z. It is crucial to emphasize that the lack of a radial component means that it is
not driven by pressure gradients, in contrast to the mean flow. Thus it can only exist due to nonlinear
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Figure 10.2: Sketch of the zonal flow and turbulent fluctuations. The zonal flow (green) is the
composition of layers of the azimuthal flows with alternating directions that change with time as well as
their magnitude. The turbulence mode is the remaining part with smaller scales of fluctuations whose overall
propagation is longitudinal.
interactions with other modes such as turbulent fluctuations. In this sense, it is a collective mode emerging
from self-organized fluid behavior and hence shall have special significance for transitional turbulence [24].
10.5 Observation of predator-prey dynamics in the
Navier-Stokes equations
Apart from the zonal flow, turbulence was represented by short-wavelength modes, whose energy is ET (t) ≡
1
2
∑
|k|≥1,|m|≥1
∫ |~˜u(k,m, r)|2 dV . We found that turbulence and the zonal flow exhibit remarkable features
in their energy dynamics. Shown in Fig. 10.3 (a) is a time series for the energy EZF (t) of the zonal flow,
compared with the energy ET (t) of the turbulent energy. The curves display clear persistent oscillatory
behavior, modulated by long-wavelength stochasticity. The phase portrait in Fig. 10.3 (b) shows a circular-
like trajectory, indicating an approximate pi/2 phase shift between turbulence energy and the zonal flow
energy. We have calculated the phase shift between the turbulence and zonal flows, by using θ (ω) =
tan−1
(
Im[C˜(ω)]/Re[C˜(ω)]
)
, where C˜(ω) is the Fourier transform of the correlation function between the
turbulence and the zonal flow in time series in Fig. 10.3 (a). The resultant phase difference is shifted to be
positive and plotted in In Fig. 10.3 (c), where the turbulent energy leads the zonal flow energy by ∼ pi/2.
This suggests that these oscillations can be interpreted as a time-series resulting from activator-inhibitor
dynamics, such as occurs in a predator-prey ecosystem [24].
10.5.1 What drives the zonal flow?
Why does such predator-prey dynamics exist in turbulence? And how can such a purely azimuthal long-
wavelength mode emerge from and be sustained in randomly fluctuating turbulence anyway? The answer
is rooted in the predator-prey-like dynamics between the zonal flow energy and turbulence energy. As
described in previous chapters, predator-prey ecosystems are characterized by the following behavior: the
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Figure 10.3: Predator-prey oscillations in transitional turbulent pipe flow. (a) Energy vs. time for the
zonal flow (orange) and turbulent modes (green). (b) Phase portrait of the zonal flow and turbulent modes
as a function of time, with color indicating the earliest time in dark blue progressing to the latest time in
light green. (c) Phase shift between the turbulent and zonal flow modes as a function of frequency, showing
that the turbulence leads the zonal flow by pi/2 consistent with predator-prey dynamics. The phase shift
θ (ω) = tan−1
(
Im[C˜(ω)]/Re[C˜(ω)]
)
and is shifted to be positive, where C˜(ω) is the Fourier transform of
the correlation function between the turbulence and the zonal flow in (a). The red line corresponds to the
dominant frequency in the power spectrum. The phase shift near small ω is scatter due to the finite time
duration of the time series. Figures are taken from [24].
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“prey” mode activates the “predator” mode, which then grows in abundance. At the same time, the growing
predator mode begins to inhibit the prey mode. The inhibition of the prey mode starves the predator mode,
and it too becomes inhibited. The inhibition of the predator mode allows the prey mode to re-activate,
and the population cycle begins again. We thence look for similar activation-inhibition couplings in pipe
flow. The simplest way for such an azimuthal shear flow to couple to turbulent fluctuations is through
the Reynolds stress τ : however, a uniform Reynolds stress cannot drive a shear flow, so the first symmetry-
allowed possibility is the radial gradient of the Reynolds stress [294], as expressed in the Reynolds momentum
equation. Specifically, the dynamics of the zonal flow velocity field obeys
∂tuθ(r) ∝ −∂r〈v˜rv˜θ〉, (10.1)
Thus, to probe the dynamics that govern the emergence of the zonal flow, we have calculated the time-
averaged radial gradient of the instantaneous Reynolds stress, τ ≡ u′θ · u′r, where ~u′(z, θ, r) ≡ ~u − ~u, and
show in Fig. 10.4 (b) the 4.5-time-unit-running-mean time series of −∂tuθ and the radial gradient ∂rτ . Both
quantities have been averaged over 0 ≤ z ≤ L, 0 ≤ θ ≤ 2pi and R0 ≤ r < R, where R0 = 0.641R, and the
resulting time series are clearly highly correlated [24].
Fig. 10.4 shows the evidence of the high correlation between the turbulent fluctuations and the zonal flow:
The radial shear of mean Reynolds stress and the temporal changes in the azimuthal component of the zonal
flow keep in pace with each other in both space and time. This implies that the rise and fall of the zonal
flow and turbulence are strongly tied to each other. The mean Reynolds stress in radial direction represents
the radial anisotropy; the former is zero when the overall fluctuations is isotropic in radial direction.
This is consistent with the phenomenological explanation for the predator-prey-like dynamics in the
energy of the zonal flow and turbulent fluctuations: When the zonal flow is originally seeded from turbulence,
probably from some singular instability, energy from the anisotropic fluctuations of turbulence is transferred
to the zonal flow. Since the zonal flow is isotropic in the radial direction, the mode shears the turbulence
and thus has the effect of reducing the anisotropy of the turbulent fluctuations. From Eq. 10.1 and our
measurements, the decrease in anisotropy of turbulent fluctuations reduces the source of the azimuthal
velocity which will decline as well. Once the zonal flow has diminished, the turbulence is no longer sheared
so strongly and so is less suppressed than before. As a result the energy in the turbulent modes increases,
and the flow become anisotropic again, which fuels the zonal flow and leads to another cycle of their interplay
[24]. In summary, the zonal flow is generated by turbulence but also regulates turbulence.
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Figure 10.4: (a) Snapshot of the Reynolds stress gradient and zonal flow time-derivative as functions of r.
(b) Reynolds stress gradient and zonal flow time derivative as functions of time. The evident proportionality
shows that zonal flow dynamics is driven by the radial gradient of the Reynolds stress. Figures are taken
from [24].
132
Figure 10.5: Cutaway view of DNS for pipe flow near the transition to turbulence. Zonal flow
(green), isosurfaces of Reynolds stress (blue and orange) and streamlines (red) are shown. Their definition
is described in Section 10.4 and 10.5 of this chapter. Figure is taken from [24].
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10.6 Lotka-Volterra equations in transitional turbulence
Combining our numerical results with general considerations from phase transition theory [23] would sug-
gest that the emergence of a long-wavelength zonal flow collective mode would dominate the non-equilibrium
transition of pipe flow from the laminar to the turbulent state, through the predator-prey interaction with
the small scale velocity fluctuations. Such a “two fluid” effective field description of transitional turbulence
implies that stochastic predator-prey populations should undergo spatiotemporal fluctuations whose func-
tional form matches precisely the observations for the lifetime and splitting time of turbulent puffs in a pipe,
close to the laminar-turbulent transition. In this section, we will delve into this in great detail.
10.6.1 Stochastic predator-prey model for transitional turbulence
These considerations are significant for the interactions between turbulence and zonal flows, as stochasticity,
in effect, arises due to the microscopic interactions between localized unstable modes of the fluid flow. The
predator-prey nature of the interactions shows that turbulence is the prey, whereas the zonal flow is the
predator. In order to construct a Landau theory for the laminar-turbulence transition, it is necessary to
write down all possible interactions between the turbulence and the zonal flow. These are summarized in
Fig. (10.6), and displayed in the language of stochastic predator-prey processes.
The narrative of the activation-inhibition interplay between the zonal flow and turbulent fluctuations
parallels that which occurs in predator-prey ecosystems. A predator-prey ecosystem is typically modeled at
mean-field level by the Lotka-Volterra equations [69, 64, 295] for the population of predator A and prey B:
A˙ = pAB − dAA (10.2)
B˙ = bB(1−B/κ)− pAB − dBB, (10.3)
where time derivative is denoted by a dot, p is predation rate, dA and dB are predator and prey death rate
respectively, b is prey birth rate and κ is the carrying capacity. As described in Chapter 2, the prey carrying
capacity represents the maximum amount of prey that the ecosystem nutrient supply can support. If κ is
taken to infinity, the equations simplify somewhat, but exhibit unphysical behavior. Specifically there is a
constant of the motion and the trajectories in the (A,B) phase space are cycles that form a center, whose
radius depends on initial conditions. These cycles are sometimes confused with limit cycles but there is a big
difference. Limit cycles are attractors for a wide range of llimited conditions, whereas the center orbits are
structurally unstable and the solution changes depending on the initial conditions. In fact, the real reason
for population cycles in Lotka-Volterra equation is demographic stochasticity, as explained in Chapter 2.
134
Figure 10.6: Effective theory for interactions between small-scale turbulence and large-scale zonal flow. The
allowed interactions between turbulence modes (prey B, wiggly lines) and zonal flow (predator A, straight
lines) are shown, together with their interpretation as processes describing birth, death and predatory
activity. An allowed process at the lowest order corresponds to the conversion between prey and predator
with rate m, something that does not have a direct realization in most biological systems. The symbol E
denotes the third trophic level in the ecosystem of turbulence, namely the food that sustains the prey, which
in the fluid dynamics picture is simply the laminar flow state itself. The symbols above the arrows denote
rate constants. The definition of predator-prey processes is described in the text. In the right column the
predation process with rate p′ is not included in our model since it only renormalizes the predation coefficient
in the prey equation in Eq. (10.3).
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Thus the genuine origin of population cycles requires analysis beyond mean-field theory.
Remarkably, stochastic simulations of this predator-prey model, in a 2D strip intended to represent the 3D
pipe geometry of the original turbulence experiments, reproduce the main features of the laminar-turbulence
transition as we describe below. In this case, the control parameter turns out to be the birth rate b of the
prey, and this is the analogue of Re [24]. We will now demonstrate three main claims:
1. First of all the phase diagram is reproduced as a function of the birth rate b of the prey, which plays
the role of Re. In particular there is a phase where no prey survive; then at higher b, a phase where
the prey and predator co-exist, but localized regions of prey decay; then at still higher values of b, a
region where localized regions of prey split, so that the dynamics exhibits the strong intermittency in
space and time seen in the turbulence simulations and experiments.
2. Furthermore, it is found that there is a super-exponential variation of decay and splitting lifetimes on
the prey lifetime b [24].
3. In addition to recapitulating the phenomenology of the laminar-turbulence transition in pipes, the
stochastic predator-prey model Eq. (10.4) can be mapped exactly into Reggeon field theory [59, 100] and
this field theory itself has long been known to be in the DP universality class [101, 55]. As mentioned
in the previous chapter, (1+1)-dimensional DP simulation displays super-exponential scaling in the
longest percolation path. Does the predator-prey ecosystem, whose dynamics is shown in transitional
pipe flow simulations, also have the same characteristic time scaling like pipe flow and DP?
To test this idea, we have performed simulations of a spatially-extended stochastic predator-prey ecosys-
tem, in a quasi-one-dimensional geometry to mimic the pipe environment. The specific system has three
trophic levels: nutrient (E), Prey (B) and Predator (A), which correspond in the fluid system to laminar
flow, turbulence and zonal flow respectively. The interactions between individual representatives of these
levels are given by the following rate equations
Ai
dA−−→ Ei, Bi dB−−→ Ei, Ai +Bj p−−→〈ij〉 Ai +Aj ,
Bi + Ej
b−−→
〈ij〉
Bi +Bj , Bi
m−→ Ai,
Ai + Ej
D−−→
〈ij〉
Ei +Aj , Bi + Ej
D−−→
〈ij〉
Ei +Bj . (10.4)
where dA and dB are the death rates of A and B, p is the predation rate, b is the prey birth rate due to
consumption of nutrient, 〈ij〉 denotes hopping to nearest neighbor sites, D is the nearest-neighbor hopping
rate, and m is the point mutation rate from prey to predator, which models the induction of the zonal flow
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Figure 10.7: Finite-size effect in directed percolation. Visualization of (3+1)-dimensional directed
percolation simulation in a pipe geometry: When |p− pc|  1, radial correlation length is finite; as p ∼ pc,
radial correlation length becomes comparable to pipe diameter, resulting (1+1)-dimensional DP dynamics.
Figures are taken from [56].
from the turbulence degrees of freedom.
We are primarily interested in long-wavelength properties of the system, at least in the vicinity of the
turbulence transition, where we expect the transverse correlation length to be larger than the pipe diameter,
implying that the behavior is in fact quasi-one-dimensional. The crossover phenomena associated with this
have been discussed previously [56], and thus our quasi-one-dimensional model should be appropriate and
quantitatively correct near the transition.
We will return to the dimensional crossover between (3+1)- and (1+1)-dimensional DP when we discuss
our analysis of finite size scaling later in Chapter 11, as there is a remarkable subtlety which we discovered
near the end of this thesis work.
10.6.2 Stochastic simulations of predator-prey dynamics.
The specific system has three trophic levels: nutrient (E), Prey (B) and Predator (A), which correspond
in the fluid system to laminar flow, turbulence and zonal flow respectively. Such a system can be naively
modeled by the Lotka-Volterra ordinary differential equations [69, 64, 295] which in the case of ecosystems
with finite resources becomes Eq. (10.3). However, as stated in Chapter 2, Eq. (10.3) do not permit
long-time persistent oscillatory solutions, unless additional biological details such as functional response are
included. In fact, it is necessary to include the dynamics of individual birth-death events, and when this
is done correctly, it is found that the number fluctuations drive the population oscillations [89] through
resonant amplification. Thus, we use a stochastic model at the outset.
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Figure 10.8: Stochastic predator-prey model reproduces similar space-time plot of the transitional pipe
turbulence. To compare with the experiments [38], predator-prey dynamics are performed in two-dimensional
pipe geometry as described in the text. World line of clusters of prey splitting to form predator-prey traveling
waves. The color measures the local density of prey, corresponding to intensity of turbulence in pipe flow.
In the simulation, the dimensionless parameters are D = 0.1, b = 0.1, p = 0.2, dA = 0.01, dB = 0.01 and
m = 0.001. In the model simulated, diffusion is isotropic, not biased as would be the case corresponding
to a mean flow, where the clusters will accumulate at large times with a well-defined separation set by the
depletion zone of nutrient behind each predator-prey traveling wave.
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The interactions between individual representatives of these levels are given by Eq. 10.4. We simulated
these equations on a 401 × 11 lattice in two dimensions, intended to emulate the pipe geometry. Lattice
sites were only allowed to be occupied by one of E, A or B. The predator (A) and prey (B) are additionally
allowed to diffuse via random walk on the lattice with diffusion coefficient 0.1 in units of the square of the
lattice spacing divided by the time step (set equal to unity). The initial conditions for the simulations were a
random population of prey and predator, occupying with probability 4/5 and 1/5 respectively on the lattice
sites between x ∈ [−15, 15] and y ∈ [−5, 5] where x labels the direction along the axis of the ecosystem
(pipe) and y labels the transverse direction. The predator-prey dynamics in Eq. 10.4 was implemented by
the following algorithm: at each time step, a site i is randomly chosen, a random number s, is generated from
the uniform distribution between zero and one. The behavior on the site is decided by the random number:
(1) if s < 1/6 and the site i is occupied by any individual, and if a randomly chosen neighbor site is empty,
then that individual diffuses to the random neighboring site with rate µ = 0.01 (i.e. this reaction happens if
another uniformly distributed random number is less than 1− expµ); (2) if 1/6 ≤ s < 1/3 and the site i is
occupied by a prey individual, and if a randomly chosen neighbor site, j, is empty, then one prey individual
is born on the site j with rate b; (3) if 1/3 ≤ s < 1/2 and the site i is occupied by a predator individual, and
if a randomly chosen neighbor site, j, is occupied by a prey individual, then the prey individual is replaced
by a new-born predator individual with rate p; (4) if 1/2 ≤ s < 2/3 and the site i is occupied by a predator
individual, that predator individual dies with rate dA; (5) if 2/3 ≤ s < 5/6 and the site i is occupied by a
prey individual, that prey individual dies with rate dB ; (6) if 5/6 ≤ s < 1 and the site i is occupied by a
prey individual, then the prey individual is replaced by a predator individual with rate m. Then within the
same time step, the above processes are repeated 401× 11 times so that on average one reaction takes place
at each lattice site in the system.
In our simulation, the control parameter is the prey birth rate b. When b is small enough, the population
is metastable, and cannot sustain itself: all individuals, both predator and prey, eventually die within a finite
lifetime τd(b). As b increases, the lifetime of the population increases rapidly: in particular the prey lifetime
increases rapidly with b. At large enough values of b, the decay of the initial population is not observed, but
instead the initially localized population proliferates, spreading outwards and spontaneously splitting into
multiple clusters. An example of space-time plot of clusters of prey in simulations is shown in Fig. 10.8.
The splitting of trajectories indicates the formation of predator-prey traveling waves. The color measures
the local density of prey, corresponding to intensity of turbulence in pipe flow. The clusters will accumulate
at large times with a well-defined separation set by the depletion zone of nutrient behind each predator-prey
traveling wave.
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To quantify these observations, we have measured both the lifetime of population clusters in the metastable
region and their splitting time using a procedure directly following that of the turbulence experiments and
simulations [41], and described below in details. We comment that both timescales involve implicitly mea-
surements of quantities that exceed a given threshold, and thus it is natural that the results are found to
conform to extreme value statistics [58, 56].
10.6.3 Measurement of decay and splitting lifetimes.
We measured both the lifetime of population clusters in the metastable region and their splitting time using a
procedure directly following that of the turbulence experiments and simulations [41]. To this end, we monitor
the coarse-grained prey population density n˜B(i) =
∑j=J
j=−J
∑l=H/2
l=−H/2 nB(i + j, l)/(H + 1)/(2J + 1) − 0.25,
where H is the height of the system (11 lattice units) and J = 3. The lifetime of prey clusters is defined as
the time it takes for the last prey individual to die. The cluster splitting time is defined as the first time
that the distance between the edges of two coarse-grained prey clusters exceed 25 unit sites. We comment
that both timescales involve implicitly measurements of quantities that exceed a given threshold, and thus
it might be natural that the results are found to conform to extreme value statistics [58, 56]. We will discuss
more about this point in the next chapter.
In Figure 10.9 we show the phenomenology of the dynamics of initial clusters of prey, corresponding
to the predator-prey analogue for the experiments in pipe flow which followed the dynamics of an initial
puff of turbulence injected into the flow [38]. Depending upon the prey birth rate, the cluster decays either
homogeneously or by splitting, precisely mimicking the behavior of turbulent puffs as a function of Reynolds
number. Figure 10.9 (A) and (B) show that the decay has an exponential-like tail. Figure 10.9 (C) and (D)
show that the survival probability is a sigmoidal curve, whose inverse lifetime as a function of prey birth
rate is plotted in a log scale in Figure 10.9 (E). If the lifetime were an exponential function, this curve would
be a straight line with negative slope. The downward curvature is a manifestation of super-exponential
behavior. These figures indicate a remarkable similarity to the corresponding plots obtained for transitional
pipe turbulence in both experiments [38] and direct numerical simulations [41], and demonstrate conclusively
that experimental observations are well captured by an effective two-fluid model of pipe flow turbulence with
predator-prey interactions between the zonal flow and the small scale turbulence.
In Fig. 10.10 is shown the semi-log plot of lifetime for both decay and splitting as a function of prey birth
rate, the upward curvature indicative of super-exponential behavior. The inset to Fig. 10.10 shows a double
exponential plot of puff lifetime and splitting time vs. prey birth rate, the straight line being the fit to the
functional form indicated in the caption. These figures indicate a remarkable similarity to the corresponding
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Figure 10.9: Stochastic predator-prey model reproduces the phenomenology of transitional pipe turbulence.
Decay lifetime, τd, and splitting time, τs, of clusters of prey are memoryless processes and obey super-
exponential statistics as a function of prey birth rate. To compare with the experiments [38], predator-prey
dynamics are performed in two-dimensional pipe geometry as described in the text. The dimensionless
parameters in the simulation are D = 0.01, p = 0.1, dA = 0.015, dB = 0.025 and m = 0.001. (A) Log
survival probability of prey cluster vs. time during homogeneous decay to extinction. Here the characteristic
time scale that is estimated by τ0 ∼ 200. (B) Log survival probability of prey cluster vs. time during decay
to splitting. (C) Survival probability of prey cluster as a function of prey birth rate during homogeneous
decay to extinction. (D) Survival probability of prey cluster as a function of prey birth rate during decay to
splitting. (E) Log inverse lifetime of prey cluster, as a function of prey birth rate during homogeneous decay
to extinction (left curve, τd) and during decay to splitting (right curve, τs). The dashed curve is given by
τ0/τ
d = 1/ exp(exp(46.539b−0.731)), and the solid curve is given by τ0/τs = 1/ exp(exp(−31.148b−3.141)).
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Figure 10.10: Log decay lifetime of prey cluster and splitting time as a function of prey birth rate. The
upward curvature signifies super-exponential behavior. The parameters are D = 0.01, p = 0.1, dA = 0.015,
dB = 0.025 and m = 0.001. Inset: Double log lifetime vs prey birth rate, showing the fit to the following
functional forms: the dashed curve is given by τd/τ0 = exp(exp(46.539b − 0.731)), and the solid curve is
given by τs/τ0 = exp(exp(−31.148b− 3.141)).
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plots obtained for transitional pipe turbulence in both experiments [38] and direct numerical simulations
[41], and demonstrate conclusively that experimental observations are well captured by an effective two-fluid
model of pipe flow turbulence with predator-prey interactions between the zonal flow and the small scale
turbulence.
10.7 Universality class of the laminar-turbulence transition in
pipes
The two-fluid predator-prey model expressed by Eq. (10.4) exhibits a rich phase diagram that captures the
main features observed in transitional turbulence in pipes. The transition to puff-splitting can be identified
with a change of stability of the spatially-uniform mean-field predator-prey coexistence point, where a stable
node becomes a stable focus or spiral with increasing birth rate. In the language of predator-prey systems,
this corresponds to the breakdown of spatially homogeneous prey domains into periodic traveling wave states.
The phase diagram is sketched in Figure 10.12, along with the corresponding phase diagram for transitional
pipe turbulence as determined by experiment. The phenomenology of the predator-prey system mirrors that
of turbulent pipe flow.
In order to determine the universality class of the non-equilibrium phase transition from laminar to
turbulent flow, we use the two-fluid predator-prey mode in Eq. (10.4). Near the transition to prey extinction,
the prey population is very small and no predator can survive, and thus Eq. (10.4) simplify to
Bi
dB−−→ Ei,
Bi + Ej
b−−→
〈ij〉
Bi +Bj ,
Bi + Ej
D−−→
〈ij〉
Ei +Bj ,
Bi +Bj
c−−→
〈ij〉
Bi + Ej . (10.5)
If we think of Bi as representing the site i being occupied and Ei as representing the site i being empty,
then these equations have the diagramatic representation the asme as for DP, as shown in Fig. 10.11. These
equations are exactly those of the reaction-diffusion model for directed percolation [296], as illustrated in
Fig. 10.11.
A more detailed and systematic way to reach this conclusion is to represent Eq. 10.4 exactly in path
integral form [95, 96, 97, 98, 99, 296], as described in Chapter 4. The resulting action simplifies near the
transition to that of Reggeon field theory [59, 100], which has been shown to be in the universality class of
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Figure 10.11: Basic rules for directed percolation. Horizontal axis is space, and i is lattice index. The
basic rules of directed percolation imply that on a space-time lattice, the updating of the configuration of
the lattice from time t to time t + 1 can be represented as arising from four fundamental processes, shown
here. Each rule can be represented as each process in Eq. (10.5) from predator-prey system near predator
extinction.
directed percolation [101, 55]. Numerical simulations of 3+1 directed percolation in a pipe geometry have
reproduced the statistics and behavior of turbulent puffs and slugs in pipe flow [56, 297], and a detailed
comparison between theory and experiment has been presented [298]. Specifically, the reaction Hamiltonian
that corresponds to Eq. (10.4) can be represented in Fock space as:
Hreaction = −Σ
[
d(1− αˆ†i )αˆi + b(βˆ†i − 1)βˆ†i βˆi + p(αˆ†i − βˆ†i )αˆ†i αˆiβˆi
]
, (10.6)
where αˆ†i and αˆi are bosonic raising and lowering number operator for predator at site i and βˆ
†
i and βˆi are
number operators for prey respectively. The reaction Hamiltonian can be mapped onto the basis of coherent
states in terms of α∗ and α, which are the left and right eigenstate of αˆ† and αˆ, and β∗ and β, which are
left and right eigenstate of βˆ† and βˆ. With diffusion terms, the corresponding coherent state path integral
representation becomes:
Sreaction =
∫
ddx
∫
dt
[
α∗
(
∂
∂t
−DA∇2
)
α+ β∗
(
∂
∂t
−DB∇2
)
β +Hreaction(α
∗, α, β∗, β)
]
.(10.7)
Near the transition to extinction of predator, by changing the fields to fluctuations respect to the fixed point
(α = 0, β = κ), after change of variables, the action becomes [59, 100]:
Sreaction =
∫
ddx
∫
dt
[
ψ˜
(
∂
∂t
+DA(λ1 −∇2)
)
ψ − λ2ψ˜(ψ˜ − ψ)ψ + λ3ψ˜2ψ2
]
, (10.8)
where ψ˜, ψ are the fields after change of variables. Eq. (10.8) is in the same form as Reggeon field theory
which is also known to be in DP universality class [101, 55, 267]. The super-exponential behavior of DP
might seem to contradict the expectation based upon the known critical behavior which is usually manifested
in power-law scalings. This turns out to be subtle and will be discussed in Chapter 11.
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Figure 10.12: Schematic phase diagram for transitional pipe turbulence as a function of Reynolds number
compared with the phase diagram for predator-prey dynamics as a function of prey birth rate. Above each
phase is shown a typical flow or predator-prey configuration, indicating the similarity between the turbulent
pipe and ecosystem dynamics.
10.7.1 Lotka-Volterra equations in transitional turbulence
An outline of how to derive the predator-prey equations in pipe transitional turbulence is as follows, modeled
after efforts to obtain such equations heuristically in tokamak physics [294]. We start by sketching the form
of an equation describing the time variation of the energy of turbulent modes, due to local instabilities and
the likely interaction with the zonal flow. The basic premise is that there is a primary instability generating
turbulence at small scales, probably arising from the interaction of localized unstable modes such as periodic
orbits. The energy of turbulent fluctuations E at the relevant wavenumber or range of wavenumbers will
have three main contributions to dE/dt. The first is the primary linear instability of the form ∝ E. The
second term will be of higher order, describing eddy interactions through some sort of non-local scattering
kernel or triad processes. We will make the usual ansatz that near a phase transition, it is permissible to
replace the non-local kernel by local terms describing eddy damping, of the form ∝ −E2. Finally, from
the numerics we know that turbulent fluctuations are suppressed by interaction with the zonal flow. What
should be the form of this interaction? The zonal flow is a collective shear mode; the azimuthal velocity
component uθ experiences shear in the radial direction r, and will be denoted by Ω ≡ ∂〈uθ(r)〉/∂r. Here
θ is the azimuthal direction, and uθ(r) represents the purely azimuthal component of the zonal flow that
is spatially uniform in the longitudinal direction, indicating it it not driven by pressure gradients in pipe
flows. The damping should occur through interaction between the Reynolds stress and Ω, but should be
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independent of the direction of the shear. Thus, the most generic coupling between the turbulence and Ω
should be proportional to both E and U ≡ Ω2.
These considerations suggest that
dE
dt
= γ0E − α1E2 − α2EU (10.9)
where γ0, α1 and α2 are constants.
Next we sketch an outline of how one can obtain a description of the zonal flow equation of motion. The
starting point in the Reynolds momentum balance equation, which we will write in the approximate form
for the zonal flow velocity field:
∂uθ(r)
∂t
= −∂〈v˜rv˜θ〉
∂r
− µ〈uθ(r)〉 (10.10)
where µ is some damping coefficient, the tilde denotes fluctuation component and 〈v˜rv˜θ〉 is the Reynolds
stress in the azimuthal direction. In Eq. 10.10, we have omitted terms that are in principle present from
the Reynolds equation, but either vanish due to the azimuthal average or are small compared to the terms
retained. We do not have a fully systematic derivation of this equation. However, we have measured the
right and left hand terms of this equation in the DNS and the results show that these terms do indeed track
one another [24], as shown in Section 10.5. Taking the radial derivative of Eq. 10.10 leads to
∂tΩ = −∂2r 〈v˜rv˜θ〉 − µΩ (10.11)
This equation is not closed of course, but we can make progress with scaling arguments. We conjecture
that 〈v˜rv˜θ〉 is quadratic in velocity fluctuations and therefore should be proportional to E. Note that the
term 〈v˜rv˜θ〉 vanishes by symmetry in an isotropic flow, but is non-zero when the turbulent fluctuations are
anisotropic and coupled to the zonal flow which provides a local directionality to the velocity fluctuations.
This suggests that −∂2r 〈v˜rv˜θ〉 ∝ +Ω + O(Ω2) where it is important to note that the + sign means that the
Reynolds stress anisotropy is exciting the zonal flow, and not damping it, corresponding to the DNS results.
Putting these scaling arguments together and multiplying through by Ω suggests that
∂tU = α3EU − 2µU (10.12)
where α3 is another phenomenological constant. The equation argued for above is basically a scalar equation,
but a full understanding of the interaction of mean flows or zonal flows with turbulence anisotropy requires
a detailed consideration of the full tensor Reynolds equation, the spatial variation of the eigenvectors of the
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Figure 10.13: Comparison between turbulence-zonal flow mean-field equation and Lotka-
Volterra equations for the prey-predator system.
Figure 10.14: Instability in Lokta-Voterra model as a splitting mechanism. Sketch of phase portrait
of Eq. (10.3) as a function of prey birth rate b.
stress tensor etc. The heuristic derivation described here can be checked by direct numerical computations,
in principle, and we hope to do this in the future. The immediate consequence of Eq. (10.9) and Eq. (10.12)
is that they have the form of the mean field Lotka-Volterra equations Eq. (10.3), and thus would be expected
to predict (at the mean field level) the existence of predator-prey oscillations.
Unfortunately, as explained in Chapter 2 before, the mean field Lotka-Volterra equations do not predict
population oscillations at all, and an individual-level model that includes carrying capacity is the most
satisfying solution as the way we demonstrated in Section 10.6.3.
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Figure 10.15: Example of coexistence solution and its linear stablity analysis in the Lokta-
Volterra equations. The plot shows the coexistence fixed point of Eq. (10.3) with A∗ > 0 (predator, red
line) and B∗ > 0 (prey, green line), as functions of prey birth rate b. In this case, at b = b(1)c = 0.15, the
stable fixed point changes from extinction (A∗ = 0, B∗ = 0) to coexistence (A∗ > 0, B∗ > 0). The function
f3 in Eq. (10.13) (dashed blue line, rescaled by multiplying with 0.1) shows a sign change from positive
to negative, indicating that the eigenvalues corresponding to the stable coexistence fixed point change from
real to imaginary values across b = b
(2)
c = 0.26. The real part of the eigenvalues s is also shown (dotted
orange line). The values of the parameters are p = 1, κ = 1 and dA = dB = 0.4.
10.8 Splitting mechanism from the Lokta-Volterra equations
In general, it is the case that zonal flows are driven by statistical anisotropy in turbulence, but are themselves
an isotropizing influence on the turbulence through their coupling to the Reynolds stress [299, 300, 301]. The
general way to investigate the pattern of predator-prey dynamics is to consider spatially-extended systems
where stochasticity locally drives instabilities, leading to fluctuation-induced Turing patterns or traveling
waves if there are appropriate sources of nonlinearity [86, 302]. Here we will show the linear stability
analysis of the Lotka-Volterra equation, Eq. (10.3). We argue that in order to have instability in the partial
differential equations of predator-prey systems, there needs to be an instability in the ordinary differential
equations as well. Therefore, we have a heuristic way to see how splitting may arise from the mean-field
equations in Eq. (10.3). We solve for the steady states by setting the time derivatives equal to zero and
seek coexistence fixed points where A∗ > 0, B∗ > 0. There are other fixed points, such as total extinction
(A∗ = 0, B∗ = 0), but they are not our present interest. We find a transition in the fixed points of Eq.
(10.3) occurs at b = b
(1)
c where the fixed point changes from the extinction solution (A∗ = 0, B∗ = 0) to the
coexistence solution (A∗ > 0, B∗ > 0). The linear stability analysis with respect to the coexistence fixed
point leads to eigenvalues in the form of
s = f1 ± f2
√
f3, (10.13)
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Figure 10.16: Predator-prey oscillations in thermal convection. The left panel shows that in the
2-dimensional Rayleigh Be´nard convection simulations, from (a) to (f) the decrease of the transverse zonal
flow (predator) along the top and bottom is followed by the rise of the vertical turbulent plumes (prey), and
thence the zonal flow arises again. The dynamics of the energy of the zonal flow (Ex) and turbulent plumes
(Ez) is shown in the right panel, where the zonal flow energy is behind the turbulent plume energy by pi/2.
Figures are taken from [254].
where f1, f2 and f3 are real functions of parameters in Eq. (10.3). It turns out that there is a second
transition at b = b
(2)
c > b
(1)
c . For b
(1)
c < b < b
(2)
c the eigenvalues s are real and for b > b
(2)
c the eigenvalues s
become complex (i.e. f3 < 0). The complex eigenvalues indicate that the stable fixed point is a stable focus:
trajectories spiral into the fixed point on the phase portrait. Fig. 10.15 shows an example of the coexistence
fixed point and the corresponding eigenvalues.
10.9 Predator-prey dynamics in other turbulent systems
The most obvious prediction of our theory is that transitional turbulence involves predator-prey dynamics.
Interestingly, there is experimental and numerical support for this idea in other transitional flows. We briefly
describe these phenomena in this section.
10.9.1 Predator-prey dynamics in thermal convection
The interplay between zonal flow suppression of turbulence and turbulence initiation of zonal flow has been
reported in thermal convection in a variety of geometries by Goluskin et al. [254, 255]. In two-dimensional
numerical simulations of Rayleigh Be´rnard convection, vertical heat transport due to temperature differ-
ence between the top and bottom boundaries creates heat transport [254]. For small enough temperature
difference, small-scale thermal plumes generated from the top and bottom boundaries drift vertically and
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Figure 10.17: Predator-prey oscillations in turbulent plasma. (a) A cross-section view of tokamak.
(b) Predator-prey dynamics of the radial electronic field |Er| (red, predator) that shears the zonal flow and
the plasma density fluctuations (green, prey). (c) Phase portrait of trajectory indicates a pi/2 phase delay of
|Er| behind density fluctuations. Figure (a) is taken from [303], and figure (b) and (c) are taken from [304].
dissipate. As heat transport becomes large, described by an increased temperature difference, plumes driven
by buoyancy force become turbulent, and a large-scale zonal flow emerges from shearing at the top and
bottom boundaries traveling rightward and leftward respectively in the transverse direction. The plumes
transfer energy to the zonal flow and are drifted away, and the flow exhibits “sustained shearing convection”
[254, 255]. When viscous dissipation is reduced, characterized by a small Prandtl number, the plumes become
more turbulent and their nonlinear interactions with the zonal flow becomes strong. This leads to dramatic
oscillations between turbulent plumes and the zonal flow, forming “bursting shearing convection” where the
zonal flow energy and plume energy show predator-prey oscillations, as shown in Fig. 10.16 [254, 255]. Just
as with the zonal flow in pipe flow, in this case, the zonal flow is orthogonal to the heat transport and thus
is not driven by the buoyancy force that generates the normal convection [254, 255].
10.9.2 Predator-prey in turbulent plasma
Predator-prey behavior in turbulent systems was first proposed in magnetohydrodynamics by Diamond and
collaborators [294, 305, 303] many years ago in the context of the interaction between drift-wave turbulence
and zonal flows in tokomaks.
To enhance nuclear fusion, particles need to be highly confined under reactions. In magnetic confinement
fusion plasma in a tokamak (toroidal chamber with axial magnetic field), plasma flows are induced and
confined by magnetic fields along the toroidal direction and have drift transport along the center of the
toroid. Small-scale fluctuating drift waves nonlinearly generate poloidal Er × B mesoscopic flows, called
zonal flows [303]. Zonal flows cause radial shears and thus damp drift waves. The decline of turbulent drift
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waves will suppress the driving force behind the zonal flows, which then makes the turbulent drift waves
regain their amplitude. Zonal flows also dissipate due to damping effect [303]. At the transition from low
confinement mode to high confinement mode (L-H transition), zonal flows are found to steadily coexist with
turbulent drift waves [304, 306]. The growth and decay process between turbulent drift waves and zonal flows
provides a self-regulating picture of predator-prey dynamics: zonal flows behave as the predator, growing by
consuming turbulent drift waves (which are analogous to the prey) and decreasing after turbulent drift waves
decline. Experiments measure the time-dependent density fluctuations of turbulent plasma drift waves and
the radial electric field Er that contributes zonal flows. The magnitudes of radial electric potential and the
envelope modulation of turbulent densities are found to have predator-prey dynamics as shown in Fig. 10.17
[304, 306].
Theoretical models [294, 307] originally proposed the idea of predator-prey interactions to explain the
self-regulating coexistence of turbulent drift waves and zonal flows at the L-H transition. Diamond et al.
[307] heuristically proposed a set of Lotka-Volterra equations derived from complicated nonlinear magneto-
hydrodynamics mechanisms with various uncontrolled but physically well-motivated approximations. Other
models consider modified forms of the commonly adopted Lotka-Volterra equations by phenomenologically
including magnetohydrodynamics effects in terms of predator satiation as described in Chapter 2. In these
deterministic models, the fluctuating randomness in dynamics shown in experiments is not explained. Also,
an anomalous pi phase shift has been found in experiments when the equilibrium shear flows plays an ad-
ditional role intermediate between turbulent drift waves and zonal flows [306], and this phenomenon would
arise from predator-prey dynamics analogous to that of rapid evolution driven by demographic stochasticity.
10.9.3 Predator-prey dynamics in electroconvection
Another magnetohydrodynamics system that exhibits transitional turbulence was reported by Bardo´czi et
al. in table-top electroconvection [300]. The experiment was implemented in a thin layer ionic fluid on top of
randomly oriented magnets applied with a electric field. Initially the random E×B force induced localized
vortices, and gradually the flow developed a large-scale zonal flow in the azimuthal direction (Fig. 10.18 (a)).
The energy of the zonal flow and the turbulent fluctuations were found to display predator-prey dynamics
(Fig. 10.18 (b)). The turbulent Reynolds stress and the radial shear were also measured and shown to evolve
together (Fig. 10.18 (b)).
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Figure 10.18: Zonal flow and Predator-prey dynamics in the electroconvection experiment. (a)
Sketch of the experimental setup. Ionic fluid placed above randomly-oriented magnets is driven by an
electric field. (b) Snapshots at sequential time show the emergence of the zonal flow. (c) The dynamics of
the zonal flow energy and the turbulence energy shows predator-prey oscillations with a pi/2 phase shift of
the zonal flow behind turbulence, indicating that the zonal flow behaves as the “predator” of turbulence.
Radial gradient of Reynolds stress and the shear fluctuations are also in accordance with this interpretation.
Figures are taken from [300].
10.10 Directed percolation in other turbulent systems
The predator-prey dynamics uncovered here at the onset of turbulence is in the universality class of directed
percolation (DP). Predator-prey dynamics requires interactions between long-wavelength zonal flows and
small scale turbulence. Wherever these fluids can co-exit, the conditions are appropriate for transitional
behavior in the DP universality class. In the section, we briefly review those experimental geometries other
than pipe where zonal flow/turbulence can arise, and where there is evidence for the DP universality class.
10.10.1 DP in Taylor-Couette flow
Recently, Lemoult et al. performed an experiment in quenched Couette flow with large aspect ratio that
was designed to observe critical dynamics at much smaller Re than in pipe flow [308]. The experiment was
performed in a Taylor-Couette flow with static inner cylinder and rotating outer cylinder. Taylor-Couette
systems have a rich phase diagram as a function of the inner and outer cylinder rotation rate. The most
relevant phase for the purposes of this work is the state where the inner cylinder is stationary and only
the outer cylinder rotates. In this situation the laminar solid body flow, known as Couette flow, is linearly
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Figure 10.19: Directed percolation in turbulent Taylor-Couette flow. (a) Experimental apparautus
with ultra-narrow large aspect ratio Taylor-Couette flow. (b) Turbulent patches extend and branch when the
outer cylinder rotates, forming DP-like trajectories. (c) Time evolution of turbulent patches show transitional
patterns like DP when Re changes. At Re & Rec, (d) scaling of the measured turbulent fraction in (c) as
a function of Re is comparable with DP scaling, and (e) the distribution of the laminar length interval can
be fitted with 1+1 DP prediction. (f) Data collapse of the dynamical scaling of turbulent fraction indicates
the DP universality class. Figures are taken from [308].
stable, analogous to the Hagen-Poiseuille flow in pipes. In this geometry, then, Taylor vortices (spanwise
vortex rolls)are suppressed, and a zonal flow can develop in the plane defined by the cylinder axis and the
radial direction. The experimental setup has extremely large aspect ratio with ultra-narrow gap between the
inner and out cylinder, effectively making the fluid into a quasi-one dimensional long band flow (Fig. 10.19
(a)). To measure the transitional behavior, the experiment started with fully-developed turbulence at high
Re which was later reduced down to near Rec to quench the turbulence. This protocol prevents hysteresis
associated with the subcritical bifurcation to turbulence. The flow forms vertical turbulent patches that
extend between the top and bottom of the cylinders and may branch. The recorded flow pattern at different
times were stacked together to recover the whole configuration, which displays percolation-like trajectories
as shown in Fig. 10.19 (b). For comparison, we show a similar graph made with our strip geometry
predator-prey system.
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The turbulent fraction and the distribution of laminar length intervals at Re & Rec were found to scale
as power-laws with (1+1)-dimensional DP critical exponents as in Fig. 10.19 (d) and (e). In addition,
the dynamical scaling of turbulent fraction was found to agree with DP scaling and even exhibits data
collapse when fitted with the known DP universal scaling function (Fig. 10.19 (f)). The authors also found
consistency with direct numerical simulations [308].
This experiment on Taylor-Couette flow and another recent experiment on channel flow which we intro-
duce below are the first realization of DP in “natural systems”. Previously DP had been documented only
in laboratory systems specially designed to mimic the DP dynamics in an analogue form [268, 309].
10.10.2 DP in channel flow
Another recent experiment on transitional turbulence was presented by Sano and Tamai in channel flow
[235]. As shown in Fig. 10.20, the authors observed transitions to turbulence when Re becomes larger than
an estimated Rec = 830. When Re increases, the flow forms localized turbulent spots, that are the analogy
of puffs in pipe flow, traveling downstream. At Re < Rec, turbulent spots decay eventually. When Re > Rec,
turbulent spots split and extend, and the flow develops patterns with spatiotemporal intermittency. As Re
becomes larger, the turbulent cluster spreads and sustains (Fig. 10.20 (b)). The scaling of turbulent fraction
and the distribution of laminar length intervals were found to be fitted to 2+1 DP scaling within some range
(Fig. 10.20 (c) and (d)). The universal scaling function of the cumulative distribution of laminar length
intervals exhibits data collapse, which is a sign of universality [235]. Concerns have been raised (B. Hof et al.,
private communication) that (1) it seems that it is possible to get turbulence below the value of Rec reported
in this experiment (down to Re∼ 750); (2) the scaling ranges in turbulent fraction and laminar intervals seem
to be relatively short, which is probably due to (1). Nevertheless, the universal scaling function appears to
span two decades of scaling, so it is possible that the correct universal scaling function can be obtained in
terms of (Re−Rec)/Rec, despite the fact that Rec is not accurately placed. The cause of the elevated value
of Rec is likely to be the injection method.
10.10.3 DP in the Navier-Stokes equations
Given the remarkable claim that the Navier-Stokes equations can exhibit behavior characteristic of inter-
acting particles on a lattice, it is important to have a direct observation from DNS. To this end, a shear
plane flow with slip-free boundaries was specifically designed to reach a huge system size in order to search
for DP scaling [287]. The calculation was a mode truncated shear flow with slip-free boundary condition,
known as Waleffe flow. The simulation showed a longer range of (1+1)-dimensional DP scaling compared
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with [308] and universal data collapse in the large system domain [287]. Moreover, they showed that in a
small system size the scaling is broken, and the transition becomes discontinuous, as reported in an earlier
smaller simulation study on plane Couette flow [310]. The authors also separately performed a simulation
on a coupled map lattice model and found that at small system sizes, a continuous DP transition appears
artifactually to exhibit a discontinuous transition.
Figure 10.20: Directed percolation in channel flow. (a) Experimental setup for channel flow. The flow
is disturbed constantly at the origin x = 0. (b) Time evolution (left to right) of normalized density of flow
configuration at small to large Re (top to bottom row). When Re is small (top row, Re=798), the flow
develps into separated spots which propagate but eventually decay; when Re > Rec = 830 (middle row,
Re=842), spots split and extend, and the flow becomes turbulent and displays spatiotemporal intermittency.
At larger Re (bottom row, Re=1005), the turbulent state always sustains. (c) Scaling of the measured
turbulent fraction as a function of Re at different position x. The inset shows log-log plot fitted with the
(2+1)-dimensional DP exponent. (d) Distribution of laminar length intervals at different Re and fitted with
the (2+1)-dimensional DP exponent. (e) The universal scaling function of the cumulative distribution of
the laminar length interval show data collapse that indicates DP universality class. Figures are taken from
[235].
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10.11 Discussion
10.11.1 “Turbulence” in decaying puffs
Our work on pipe flow, and the above studies in various transitional turbulence systems, show evidence of
predator-prey dynamics from the activation-inhibition interactions between an emergent large-scale zonal
flow and small-scale turbulent fluctuations. In these systems, the onset of the coexisting laminar and
turbulent flows corresponds to the coexistence between prey and predator. This occurs when the predation
rate or prey birth rate are large enough to prevent extinction. Since the transition in predator-prey belongs
to the DP universality class through a mathematical mapping to Reggeon theory, the laminar-turbulent
transition will also be, in general, in the DP universality class, which supports Pomeau’s original conjecture
on the pipe flow transition first observed in Reynolds’ 1883 experiments.
Nevertheless, there is still a debate about whether the DP transition, with such simple structure, can
apply to metastable puffs. Especially, Pomeau himself recently suggested an alternative to his original
insight; he speculated that the transitions observed in experiments might not be described by DP, because
the flow there is not unstable enough to be classified as turbulence, and hence might just bifurcate from
laminar flow into a stable, non-turbulent wave state [286]. If true, this would imply that since fully-developed
turbulence definitely occurs as Re→∞, the transitions to metastable puffs and spatiotemporal intermittency
at relatively low Re would not be the real phase transition to turbulence. It would also mean that another
transition or crossover could occur as Re→∞, perhaps with fully-developed turbulence.
A recent experiment in pipe flow provided an interesting clue that might clarify this debate. Cerbus
et al. have measured the friction factor and energy spectra of metastable puffs and slugs in pipe flow
[311]. Interestingly, it was found that the energy spectrum can be collapsed following Kolmogorov’s first
similarity hypothesis [228] even with Re ∼ 800, onto the same universal scaling curve associated with
high Re turbulence. Moreover, the friction factor is always a composition of laminar and turbulent sector
contributions [311]. This implies that the transitional turbulence discussed in this thesis is statistically the
same as fully-developed turbulence [311].
10.11.2 Zonal flows, mean flows and self-sustaining cycles: What’s the
difference?
Even though the zonal flow is a large-scale long-wavelength mode, it is distinct from the mean flow. As
described earlier in this chapter, the zonal flow is an emergent mode in the azimuthal direction and is
not generated by pressure. In contrast, the mean flow is driven by pressure and propagates longitudinally.
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Other studies have paid attention to longitudinal modes such as the mean flow, since they are contributed
by pressure driving and thus have dominant magnitude. Indeed, a Kelvin-Helmoholtz instability near the
wall is responsible for feeding energy into the turbulent puffs in pipe flow [312].
Another activation-inhibition type of model is the self-sustaining cycle [313, 312]. The self-sustaining
cycle also considers nonlinear interactions between streamwise vortices, streaks and fluctuations [313, 312].
The model has been regarded as an explanation for the traveling wave found in simulations of pipe flow
[314]. One question may arise: Since the interactions between turbulence and longitudinal modes have
larger magnitude than the interaction between turbulence and the zonal flow, should the former dominate
the transitional behavior at the onset of turbulence?
One loophole is that this argument has an implicit assumption that small perturbations always behave
regularly. However, even if a perturbation is small, it can lead to significant changes when it is a singular
perturbation. We claim that the emergence of the zonal flow and its interactions with turbulence give rise
to the singularities associated mathematically with the phase transition of predator-prey dynamics and the
accompanying divergences of DP, even though other dynamical modes contribute more to the total energy.
This is analogous to the situation in condensed matter systems, such as superconductors, where the
singular part of the heat capacity is due to electron-electron interaction, and may be a very small fraction
of the total heat capacity arising from phonon and electron contributions [315].
10.12 Further experimental predictions
The theoretical work described in this thesis makes a number of predictions in addition to detailed critical
behavior. in particular, our work associates the transition with the emergence in the transitional region of
zonal flows that interact with the nascent small-scale turbulence. These are observable in some systems, and
have specific consequences, which we briefly outline here.
10.12.1 Rotating pipe flow
One special configuration that might be a candidate to test the effect of zonal flow is a rotating pipe. By
rotating the pipe flow, turbulent fluctuations should be forced to be more aligned due to the centrifugal
force. Therefore the “predation pressure” from the zonal flow on turbulence may be more intense. The
effect can also depend on the condition of the flow. Rotation can initiate perturbations on laminar flow.
Once the turbulent fluctuations appear, they can be suppressed more by the rotating shear. The net effect
is that we would expect the transitional Re would be increased due to this effect. Indeed experiments on
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axially-rotating pipes [316] are consistent with this prediction. A recent study on pipe flow designed with
boundary perturbations that inhibit turbulence generation, which has similar effect as the zonal flow, also
showed relaminarization effect on turbulence [317].
Another interesting setup is the annular pipe flow, where fluid flows between two uniaxial pipes with
tunable radius ratio [318, 319]. With additional shear from boundaries, the effect of the zonal flow is expected
to be enhanced.
10.12.2 Zonal flow in channel flow
As mentioned previously, the turbulent spots observed in channel flow [43, 44, 235] and plane Couette flow
[244] are the analogy of puffs in pipe flow. This naturally leads us to ask whether and how to observe the
corresponding zonal flow in these systems. In particular, an experiment in channel flow studied by Lemoult
et al. [43, 44] reported large-scale flows around turbulent spots, whose span-wise and wall-normal component
may be a candidate of the zonal flow. Since the plane setup is not as symmetric as a pipe, zonal flows in
plane flows will have components in streamwise direction, and the associated Landau theory will be more
complicated than the one outlined here for pipe flow.
10.13 Conclusion
In summary, we used DNS to identify the important collective modes at the onset of turbulence—the
predator-prey modes—and then wrote down the simplest minimal stochastic model to account for these
observations. This model predicts without using the Navier-Stokes equations the puff lifetime and splitting
behavior observed in experiment. This approach is a precise parallel to that used in the conventional
theory of phase transitions, where one builds a Landau theory, a coarse-grained (or effective) theory, using
symmetry principles (see Fig. 10.21). This intermediate level description can then be used as a starting point
for renormalization group analysis to compute the critical behavior. In this case, however, the statistical
description arises from non-equilibrium statistical mechanics, as the predator-prey equations do not obey
detailed balance.
We have shown that directed percolation arises in transitional turbulence due to the appearance of
collective modes near criticality, whose fluctuations exhibit the characteristics of stochastic predator-prey
dynamics near the collapse of an ecosystem from its coexistent state. Signs of directed percolation in recent
experimental and numerical studies in various geometries support our results. We also showed that both
turbulence and predator-prey ecosystem criticality manifest super-exponential scaling laws that are probably
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Figure 10.21: Summary of the logic of modeling the laminar-turbulent phase transition. Com-
pared with the corresponding steps for the conventional ferromagnetic transition of an Ising model.
related to extreme value statistics, and such generic scaling may reflect an unprecedented connection between
transitions involving absorbing states, predator-prey extinction, directed percolation and extreme value
statistics. Our approach is thus a precise parallel to the way in which phase transitions are understood in
condensed matter physics, and shows that concepts of universality and effective theories are applicable to
the laminar-turbulence transition.
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Figure 10.22: Reynolds’ original apparatus on the display in Manchester University.
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Chapter 11
Universal finite size scaling in
transitional turbulence and directed
percolation
11.1 Overview
Experiments on transitional turbulence in pipe flow have been interpreted as revealing that turbulence is
a transient metastable state since the measured mean lifetime of turbulence puffs does not diverge asymp-
totically at a critical Reynolds number [35]. Instead, exquisitely sensitive measurements reveal that the
lifetime scales with Reynolds number in a super-exponential way that is reminiscent of extreme value statis-
tics [258, 41]. On the other hand, simulations and experiments in Taylor-Couette flow [308] and channel
flow [235] exhibit directed percolation type scaling phenomena near a well-defined transition. Theoretically,
this universality class arises from the interplay between small-scale turbulence and a large-scale collective
zonal flow, which exhibit predator-prey behavior [24]. Nevertheless, it still remains a paradox as to why
asymptotically divergent behavior is not observed, even though phase transition properties such as directed
percolation are present in turbulence. Using directed percolation as a model system, we investigate the
relation between power law critical behavior and extreme value statistics, and show that the paradox may
be resolved by considering crossover from the directed percolation critical fixed point to the Fisher-Tippett-
Gumbel fixed point, describing extreme value statistics arising from finite-size effects. Nevertheless, another
contradiction emerges in this argument: the condition of identical and independently distributed random
variables, a necessary but not sufficient condition for the applicability of standard extreme value statistics
corresponding to Fisher-Tippett-Gumbel fixed point breaks down near the DP critical point, because the
spatial correlation length must become of order the pipe radius, and the transverse fluctuations will become
highly correlated, not independent. What happens to the statistics in this case? It turns out that in the
limit where the correlation length saturates the system size, there is a crossover to a strongly correlated
fixed point, for which a variety of exact and asymptotic results are known. Remarkably, the distribution of
the sum of correlated random variables is captured by a universal finite-size scaling function or generalized
extreme value statistics, originally identified by Bramwell, Holdsworth and Pinton (BHP) in the context of
the fluctuations in the 2D XY model, in the spin wave approximation [320].
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We will show that our simulations of 1+1 dimensional DP show clear evidence for the presence of the BHP
distribution, and point to a picture of the decay of turbulence proceeding through nucleation phenomena in
the strongly-correlated regime.
We also verify these phenomena in stochastic individual-level simulations of the minimal predator-prey
ecosystem, which recapitulate the scaling behavior of the pipe flow laminar-turbulence transition and predicts
the directed percolation universality class [24]. We discuss how our argument can be testified in experiments
and apply similar considerations to a broader class of transitional turbulent systems.
The discovery of the universal finite-size scaling regime in our models of turbulence, DP and even
predator-prey dynamics, prompts us to revisit the argument originally made for the explanation of the
super-exponential behavior in pipe flow as being a manifestation of the Fisher-Tippett-Gumbel extreme
value universality class [58]. Revising that argument to take into account the strongly-correlated BHP fixed
point turns out to not change anything essential about the result, but puts it on a logically consistent basis.
In summary, this work explains how it is that power-law and super-exponential behavior can coexist in the
same datasets.
11.2 Is turbulence a long-lived metastable state?
It has been a long-stand debate about whether the turbulent state is transient or not, based on the mea-
surements of its lifetime near transition. It has been reported in pipe flow experiments and direct numerical
simulations that the mean lifetime of turbulent puffs scales as an exponential function of Re [35]; later refine-
ments of the experimental technique, and the extension to the puff-splitting regime showed that decay and
splitting timescales could be well-described by a super-exponential function of Re [258, 41] (although other
functional forms such as stretched exponential could not be ruled out). In other words, the data taken at
face value indicate that the lifetime never diverges asymptotically as a particular critical Reynolds number
is approached, as would be the case in typical phase transition phenomena. Therefore turbulence could be
argued to be a long-lived metastable state [35], with a pragmatic critical Re identified as the crossing of the
decay and splitting lifetime curves.
On the other hand, a different point of view regards turbulence as a non-equilibrium phase transition
problem. This aspect is consistent with Pomeau’s suggestion [54], followed by further model studies showing
quantitatively that the laminar-turbulence transition in pipes is similar to directed percolation (DP), the
well-known universality class of non-equilibrium systems with an absorbing state [53, 56]. An analytic
approach to deriving this mapping was attempted by using numerical simulations to identify the important
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modes of turbulence near the transition; the simplified Landau-style description thus obtained exhibited
activation/inhibition behavior analogous to that in a predator-prey ecosystem, which is known to be in
the DP universality class [24, 288]. At the same time, DP scaling behavior was reported for Taylor-Couette
flows [308] and channel flows [235]. Thus, at varying levels of precision and resolution, there is good evidence
that the laminar-turbulence transition in several geometries is a non-equilibrium phase transition in the DP
universality class.
A third perspective is that the super-exponential scaling of the puff decay and splitting lifetimes arises
from the Fisher-Tippett distribution [275] (sometimes known as the Gumbel distribution [276, 277]), describ-
ing extreme value statistics. It is sometimes known as the Fisher-Tippett-Gumbel distribution, or Gumbel
distribution for short. Extreme value statistics enters into the problem as a reflection of a threshold for
energy fluctuations, which when exceeded, causes the turbulent puff to decay [58]. In the context of DP,
extreme value statistics arises because the extinction of turbulence corresponds to the lifetime of the longest
percolation path.
Nevertheless, it still remains a paradox as to why asymptotically divergent behavior is apparently miss-
ing from the decay and splitting timescale variation with Reynolds number, while other phase transition
properties characteristic of a sharp DP transition are exhibited in turbulence data.
The goal of this chapter is to resolve this paradox, by showing how both extreme value statistics and
conventional dynamic critical scaling can be exhibited at the same time in directed percolation, predator-prey
models, and experiments on turbulent systems.
11.3 Extreme value statistics
Let us briefly recall some basic results from the statistics of extreme values.
Suppose N independent, identically-distributed (i.i.d.) random numbers, {x1, x2, ..., xi, ..., xN} are gen-
erated from some commonly encountered distribution, such as the normal distribution, which decays faster
than exponential at infinity. The probability density of the largest random number, xmax, follows the
Fisher-Tippet Type I (or so-called Gumbel) distribution:
P (xmax) =
1
β
e−(x−µ)/βe−e
−(x−µ)/β
, (11.1)
where µ and β are parameters, often referred to as the location and scale respectively, that can be calculated
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in terms of the means and standard deviations of the xi. The cumulative distribution is simply
G(y) = Prob(xmax < y) =
∫ y
−∞
P (xmax)dxmax = e
−e−(y−µ)/β . (11.2)
which has an exponential-like tail at large x. Therefore, the cumulative distribution can be approximately
presented as
G(y) ∼ 1− e−y/ζ , (11.3)
where ζ will be referred to as the correlation scale.
11.4 Survival probability and extreme value statistics in DP
In DP when the percolating probability p < pc, the percolation clusters terminate within a finite time. For
example, in (1 + 1)-dimensional bond DP, the percolation path is in the t−direction (defined as the parallel
direction), and the longest path is analogous to the largest random number above. Therefore, the statistics
of the longest path/decay time in DP, td, is expected to follow the Fisher-Tippet distribution. Then the
probability that the longest percolation path survives at time t is the complementary cumulative distribution
function of Eq. (11.2):
P (td > t) = 1− P (td < t) = 1− e−e−(t−µd)/βd , (11.4)
which also has an exponential-like tail. It is important to emphasize that in reaching this conclusion, we
assumed that different percolation trees, descending down from an initial random configuration of sites, were
independent.
The survival probability in turbulence measurements is usually fitted by an exponential form:
P (td > t) ≡ e−(t−t0)/τd , (11.5)
where τd is defined as the decay rate or the so-called mean lifetime. Fig. 11.1 shows the comparison for
i.i.d. random variables satisfying the Fisher-Tippett distribution between the exact form of the survival
probability in Eq. (11.4) and an assumed exponential form Eq. (11.5). Apart from a small region near the
origin, the exponential decay fits extremely well, and is for practical purposes indistinguishable from the
actual super-exponential behavior plotted. The key point is that, if the actual lifetime statistics were indeed
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Figure 11.1: Survival probability as the extreme value distribution. (a) Comparison between the
complementary cumulative distribution for the maximum value given by the Fisher-Tippett distribution in
Eq. (11.4) and the exponential form. The two functions are similar at the tail. (b) The survival probability
of a single puff in the pipe flow experiments. Note the plateau at small time is reminiscent of the extreme
value distribution in (a). Figure (b) is taken from [308].
governed by DP, and thus followed Eq. (11.4), the data would be interpreted as being a simple exponential
decay Eq. (11.5) characteristic of a memoryless process [258, 41].
11.5 Non-splitting probability and extreme value statistics in DP
To explain how extreme value statistics enter into the description of the puff-splitting regime, we need to
identify a quantity whose properties are analogous to independent random numbers and which reflect the
physical aspects of splitting. When p > pc, DP clusters are dense, with fluctuations that can be thought of as
holes. Near pc, these fluctuations are correlated, and the hole dimensions scale with the correlation lengths
ξ‖ and ξ⊥ respectively in the space-like and time-like directions. If we make a particle-hole transformation
on the DP clusters, we obtain the inverse picture, in which the DP clusters are the spatial background on
which is superimposed a dilute gas of holes, which we will regard as independent, at least as long as the
correlation lengths are smaller than the mean distance between the clusters, a condition that will be valid
not too close to pc, but for p > pc.
Splitting events in transitional pipe flows are defined to have occurred only when the split puff has
attained a certain threshold distance from the original puff, so that the two are considered independent.
Splitting events in DP clusters are similarly defined by two branches being considered to have attained a
certain threshold distance from each other, which means that the size of the hole bounded by those two
branches should on average be larger than the threshold.
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Figure 11.2: Bond directed percolation in 1 + 1 dimension, with time running horizontally. The width
Lx = 100 and p = 0.67 (i.e. p > pc). The holes occur on a range of length scales, but are well-defined with
the main cluster splitting events and subsequent merging of clusters occurring around the largest holes. The
small holes correspond to very short-lived puff-splitting and re-merging and do not fulfill the requirement
that the puffs separate beyond a certain threshold distance.
In DP (and also in turbulence in fact), holes are formed by two processes: first a branching and secondly
a subsequent merging event between two cluster branches, i.e. one cluster divides outwards and the two
branches percolate inward to coagulate. Since the right branch of a merging event is also the left branch of
another splitting event on its right side, the average time it takes (i.e. the average length in time direction) for
one cluster to split into two branches is roughly the same as the time for two branches to merge. Therefore,
the splitting time tsplit is roughly half the size of the holes in the time-like direction, `t. In DP the size of
holes fluctuate in time and space, with a power law probability distribution near the critical point. Small
holes correspond to puff-splitting events that very quickly anneal and reform. Only large holes correspond
to puffs that split and separate far enough that they can be considered independent puffs, as shown in
Fig. (11.2). Thus, for a puff-splitting event that exceeds the threshold by which the event is defined, the
corresponding hole must also be above a certain threshold. Conversely, the probability that the maximum
hole size in the time-like direction `max does not exceed a critical threshold `c is analogous to the probability
that a splitting event has not yet occurred (in the context of turbulent pipe flows). In other words, the
survival probability Ps(t) measured in experiments/numerical simulations [41] that a puff has not yet split
up to time t is equal to the probability that the time-like dimension of the largest holes is greater than t.
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Figure 11.3: Bond directed percolation in 1+1 dimensions. Measurements of the decay time τd and splitting
time τs versus percolation probability p for various transverse system sizes L. The fitted curves are of the
form exp[exp(ap+ b) + c].
This is just one minus the cumulative probability distribution for the largest holes:
P (`max > t) = 1− e−e−(t−µs)/βs (11.6)
where µs and βs are the location and scale of the extreme value distribution for the splitting events. Again,
this probability is found to resemble a pure exponential in the experimental measurements, and thus we
measured the splitting rate for the exponential decay function, in the same way as the decay rate in the
decay case. The summary of these results from simulations of (1+1)-dimensional bond DP is shown in Fig.
(11.3), where the decay time and splitting time exhibit super-exponential behavior, for a range of system
sizes.
11.6 Finite-size effect in the scaling of decay rate
With this figure, we have shown how DP recapitulates the main stylized facts of decaying and splitting
in the laminar-turbulence transition, as they were known until very recently. Nevertheless, when p ∼ pc,
DP clusters will survive for a long time and probably will not have decayed when our simulations reach
their maximum time, even though if they could be run indefinitely, the system would eventually go to the
absorbing state as t→∞. In addition, the assumption that we can apply extreme value statistics in previous
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sections cannot generally be true, because the stochastic process of DP has a natural correlation length in
the transverse (space-like) direction. Far from the critical region, this correlation length would be expected
to be a few lattice sites or so. However, near the critical point, the transverse correlation length ξ⊥ diverges,
and thus the sites become highly correlated. As a result, there is a reduction in the number of effective
degrees of freedom, represented by Lx/ξ⊥, where Lx is the system size. When p → pc, Lx/ξ⊥ → 0 and
the clusters become correlated. In this limit, the extreme value theorem does not apply, and the lifetime
is not well captured by extreme value statistics. Moreover, since clusters become more correlated due to
finite size effects, we expect that pc = pc(Lx) is a decreasing function of Lx, and for finite system size
pc(Lx) > p
∞
c ≡ pc(Lx →∞), and the critical scaling regime will be obscured, due to finite-size effects.
11.6.1 Scaling of decay rate in different system size
With these considerations, to test the validity of extreme value statistics in the lifetime statistics near the
DP transition, we performed (1+1)-dimensional DP simulations in large system sizes (up to 104 sites in
the x-direction) for very long times. Unless otherwise stated below, we allowed all simulations to run until
extinction occurred. The statistics of lifetimes was recorded, and the decay rate τd as a function of control
parameter p was calculated by fitting the survival probability with Eq. (11.5). The simulation results for
system sizes Lx = 10000, 1000, 100 are shown in Fig. 11.4, Fig. 11.5 and Fig. 11.6 respectively.
We found that for the largest system sizes (Lx = 10000 and 1000), τd diverges in a form that is very
well-captured as a power-law form (Fig. 11.4 (a)), when plotted in several different ways. This stands in
contrast to what we observed at smaller system size (Lx = 100, Fig. 11.6 (a)). To check if the scaling
behavior shows critical scaling like DP, τd was replotted by rescaling with the (1+1)-dimensional DP critical
exponent ν‖, as shown in the inset in Fig. 11.4 (a), Fig. 11.5 (a) and Fig. 11.6 (a). For τd in Lx = 10000
and 1000, the data show good agreement with DP scaling, remarkably even down to small p. However, for
Lx = 100, the power-law scaling only fits better below p
∞
c , while τd scales more like a super-exponential
near and even above p∞c . We note that since the system is finite, the effective pc depends on Lx and so it is
possible for p > p∞c .
11.6.2 Survival probability in different system size
How is this behavior related to the assumed underlying extreme value statistics in lifetime statistics, discussed
above? As mentioned earlier, extreme value statistics should break down as the correlation length ξ⊥ ≥ Lx.
Therefore, the larger is the system, the smaller is the range of p that shows the violation of the i.i.d. condition
for the applicability of extreme value statistics. To see this explicitly, we zoom in near pc, as shown in Fig.
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11.4 (b) and Fig. 11.5 (b); it can be seen that τd asymptotically fits super-exponential form when p → pc,
and deviates from the power-law functional form that is seen for smaller p.
We specifically checked the distribution of lifetimes in different system sizes at different p. The distri-
butions of lifetime P (td) in the case where p is well away from pc, e.g. p = 0.58 are shown in Fig. 11.4 (c)
and Fig. 11.5 (c), and the corresponding complementary cumulative distributions (survival probabilities),
Ps(td), are plotted in log scale in the inset respectively. As expected, the functional form of extreme value
statistics agrees with the data. However, Fig. 11.4 (d), Fig. 11.5 (d) and 11.6 (d) show that at large p the
numerical data significantly deviate from the super-exponential scaling in Eq. (11.1) and Eq. (11.2), and the
functional form of extreme value statistics poorly fit the data.
It was the decade-long evidence for super-exponential scaling in the experimental observations of decay
rate that seemed reminiscent of extreme value statistics [58]. So it is paradoxical that the extreme value
statistics only correctly describe the probability distribution of lifetimes when the decay rate shows power-law
critical scaling at intermediate p, yet fails when the decay rate display super-exponential scaling as p→ pc!
The argument of ref. [58] attributes the super-exponential scaling in the decay-rate to a super-exponential
distribution in the probability distribution of lifetimes. Yet, the data show that the super-exponential scaling
of the decay rate occurs near the critical point where the Fisher-Tippett-Gumbel distribution does not apply,
and our measurements confirm that it does not apply there. This is the paradox that we address in the
following sections. Specifically, we need to examine carefully how the universal Fisher-Tippett-Gumbel
distribution can break down. We’ll see first that there are two important, related considerations. First, near
the critical point, the number of effective degrees of freedom is not infinite or large, but is of order unity.
Second, this arises because the degrees of freedom become strongly correlated.
169
Figure 11.4: (1+1)-dimensional directed percolation with Lx=10000. (a) The decay rate τd as
a function of the percolation probability p. The inset plot shows the rescaled τd with the DP critical
exponent ν‖ follows a straight line, indicating that τd has the power-law critical scaling of DP. The red
arrow corresponds to the theoretical p∞c ≈ 0.6447 at infinite system size. (b) However, the zoom-in of green
area in (a) shows that very near pc, τd does not diverge, and it can be fitted with a super-exponential
function. (c) The distribution of lifetime td from DP simulations (blue dots) when p is far away from pc
(p = 0.58), which can be fitted by using Eq. (11.4) (orange). The inset shows the complementary cumulative
distribution in log scale, which is interpreted as survival probability Ps. (d) When p ∼ pc (p = 0.6447),
percolation clusters are correlated, and the data do not agree with the extreme value function. (e)(f) Same
data as in (c)(d) but with a modified fitting with the finite-size extreme value statistics by using Eq. (11.10).
The fitted parameters are N ≈ 1200 and ζ = 34.8 in (e) and N = 1.18 and ζ = 1.25 × 107 in (f), which is
consistent with the prediction. See description in Section 11.6.
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Figure 11.5: (1+1)-dimensional directed percolation with Lx=1000. The description is same as Fig.
11.4. The fitted parameters are N ≈ 120 and ζ = 34.6 in (e) and N = 1.24 and ζ = 2.41× 105 in (f).
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Figure 11.6: (1+1)-dimensional directed percolation with Lx=100. Contrary to Fig. 11.4 and Fig.
11.5, finite-size effect is strong for Lx = 100, and the decay rate τd shows a longer range of super-exponential
scaling. The fitted parameters are N ≈ 14 and ζ = 33.4 in (d) and N = 1.24 and ζ = 6.69× 103 in (e).
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11.6.3 Finite-size extreme value statistics
The form of extreme value statistics that we have been using up to now is actually the asymptotic form in
the case of an infinite number of random variables. Let us see how this can be seen heuristically. We consider
N independent and identically distributed random variable, {x1, x2, ...,N }, whose parent distribution decays
at least as fast as an exponential distribution, and for which the exponentially rare events are of interests.
Each variable has a cumulative distribution given approximately by
Prob(xi < y) = F (y) ∼
(
1− e−y/ζ
)
, (11.7)
where ζ is a scale that is related to the correlation length. Now, when we consider the composite random
variable xmax, which is the largest among {xi}, the cumulative distribution is just
FmaxN (y) = F (y)
N =
(
1− e−y/ζ
)N
=
(
1− e
−y/ζ+lnN
N
)N
. (11.8)
By changing the variable z = ζ(lnN + y), in the limit of large N , using Crame´r’s method [277],
lim
N→∞
FmaxN (y) = lim
N→∞
FmaxN (z) = e−e
−z
, (11.9)
which is the form of the Type I Fisher-Tippett-Gumbel distribution in Eq. (11.2). In the context of lifetime
statistics, the survival probability is the complementary cumulative distribution,
Ps(td > t) = 1− FmaxN (t) = 1−
(
1− e
−t/ζ+lnN
N
)N
, (11.10)
which we will refer as finite-size extreme value statistics, because we do not take the limit n → ∞ in this
expression.
When p → pc, Lx/ξ⊥ ∼ 1, DP percolation paths are correlated, and thus the effective number of
independent and identically distributed random variables, N ∼ Lx/ξ⊥, is generally small. This is why our
previous fitting with Eq. (11.4) does not work appropriately. Instead, we tested our DP data with Eq. (11.10)
and its derivative by fitting N and ζ, as shown in Fig. 11.4 (e)(f) and Fig. 11.5 (e)(f). It turns out that this
finite-size extreme value statistics can capture the lifetime distribution even at p → pc where the standard
extreme value statistics fails, and the fitted value of N is consistently of order unity close to pc (Fig. 11.4
(f) and Fig. 11.5 (f)).
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11.7 Origin of super-exponential scaling very close to transition
From the above DP simulation experiments, we confirmed that the Fisher-Tippett-Gumbel extreme value
distribution with super-exponential form for the survival probability is valid away from pc, but near pc the
functional form is modified to the finite-size extreme value distribution in Eq. (11.10). However, the problem
still remains: What causes the super-exponential scaling when p→ pc?
To answer this question means that we need to calculate the functional form of decay rate τd. One
method that we tried in order to derive the scaling form of the decay rate τd was by equating Eq. (11.5) and
Eq. (11.10), taking the logarithm and expanding in the exponential terms. However, this is not satisfactory,
because the coefficient ζ and N are unknown functions of p and should generally be related to τd itself.
Moreover, it is not systematic.
Another way to derive τd is one that we already mentioned. It is based not on DP, but on the finding
that there is an energy threshold, below which a puff cannot support itself, and thus goes into the laminar
absorbing state [36]. This naturally relates to extreme value statistics [58], because the probability for decay
of a puff is related to the probability that the total energy in a finite region of a puff is below some threshold,
that is in general dependent on Re, as we have introduced in Section 9.3.6. However, this argument as
written also uses the Fisher-Tippett-Gumbel extreme value distribution which should not be valid when
p ∼ pc due to correlations.
If all this were not enough, the dilemma seems especially acute when considering the lifetime measure-
ments in pipe flow experiments [321], because it is not clear where the finite-size effect is imposed on the
puffs in a long pipe. The pipe length is certainly much longer than the spatial extent of a puff, so if we
think of a puff as being much longer than its diameter, effectively described by 1 + 1 dimensional DP, the
domain size Lx is much greater than the puff extent and should not be limiting the correlation length in the
x direction until very close to the critical Re. This perspective assumes a particular relationship between
turbulence and DP: we can discretize a puff into pixels or voxels (in three dimensions), and associate with
each voxel a value 0 or 1 depending respectively on whether or not the turbulent kinetic energy is below
or above the relaminarization threshold. This mapping associates a configuration of a turbulent puff with
a configuration at that time of the DP cluster. The appropriate scale for the discretization is not unique
of course, but should be larger than the Kolmogorov scale where viscous dissipation sets in, and of course
smaller than the integral scale, i.e. the pipe diameter. Thus, to summarize, a pixel/voxel in DP is associated
with a region of turbulence.
An alternative perspective that can be useful in some situations is to consider that the coarse-graining
size for the DP pixels/voxels is simply one puff. In fact, this is essentially what Lemoult et al. used when
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they mapped configurations of the turbulent patches in the Couette apparatus into space-time patterns that
resembled DP clusters [308]. However, this is not appropriate for trying to understand the relationship
between DP and turbulence lifetimes, because we want to understand the lifetime statistics and internal
dynamics of a puff.
11.7.1 Spontaneous collapse of turbulence as a nucleation phenomenon
Fluctuations play crucial roles in turbulent flows, that constantly removing and dissipating energy. Near
the transition, long-lived turbulent states are more susceptible to fluctuations. The turbulent state needs to
maintain enough energy to sustain itself [289], otherwise it will decay to the laminar state, as we discussed
in Section 9.3.6. Fig. 11.7 (a) shows an example of the turbulent kinetic energy of a turbulent puffs in DNS
for pipe flow. At the tipping point of the decay, the flow suddenly has a substantial drop in energy within
a relatively short duration, no matter how long it has lasted previously or what Re is. The abrupt collapse
implies that some large fluctuations happen to push the system over some energy barrier, leading to the
metastable turbulent state spontaneously decaying to laminar flow. Such a catastrophe can be thought of
as nucleation, where the process of laminarization can be the analogy of the nucleation of laminar regions,
except that in the present context, we are not dealing with fluctuations around an equilibrium state, but
about a non-equilibrium steady state. Similar nucleation phenomenon were also noticed by Pomeau [54] and
Manneville [322].
Similarly, in our 1 + 1 dimensional DP simulation at p < pc, the time series of the occupation fraction,
defined as the fraction of sites at time t that are occupied, also show this nucleation-like phenomenon. In
Fig. 11.7 (b), regardless of whether p is near or far from pc, random fluctuations suddenly lead the whole
cluster into the absorbing state.
The characteristics of these dangerous fluctuations should determine the spontaneous decay probability,
using the argument presented in Section 9.3.6.
11.7.2 Finite-size effect in pipe flow
We now discuss how it could be that finite-size effects arise in the transitional pipe turbulence experiments
[38, 41]. When Re increases, turbulent fluctuations start to aggregate and form into turbulent puffs. In
particular, the characteristic time scale is in units of D/U , where D is the pipe diameter and U is the
characteristic velocity scale. Thus, in order to measure lifetime statistics in pipe flow experiments, the
diameter of the pipe was especially designed to be as small as possible, in order that the greatest range
of timescales could be present in the experiment. In this situation, as the Re approaches Rec, the radial
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Figure 11.7: Abrupt collapse of turbulence and directed percolation. (a) Time series of energy from
3+1 dimensional directed numerical simulation in pipe flow at different Re. (b) Time series of occupation
fraction in 1+1 dimensional directed percolation with Lx=100 at different percolation probability p. Figure
(a) courtesy of Bjo¨rn Hof (private communication).
correlation length of the puffs will become comparable to the diameter, while the finite-size effect in the
transverse correlation length may not be apparent. As explicitly shown in the DP simulations in [56],
this behavior of the correlation lengths means that the scaling laws will exhibit dimensional crossover, from
(3+1)-dimensional DP when p is away from pc, to (1+1)-dimensional DP at p ∼ pc where the radial direction
is highly correlated. In other words, transitional pipe turbulence is affected by finite size effect in both radial
and longitudinal directions, and the experimentally observed lifetime statistics may already be affected by
the finite-size effect in the radial direction even before the lifetime diverges.
11.7.3 Universal finite-size scaling of fluctuations near criticality
How does the finite-size effect influence the dangerous fluctuations that cause turbulent state to collapse? To
answer this question, we appeal to a remarkable universality discovered twenty years ago for the distribution
of fluctuations near the critical transition in finite-size systems. Bramwell, Holdsworth and Pinton (BHP)
unexpectedly found that the fluctuations in the power to confine turbulence between two counter-rotating
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Figure 11.8: Universal finite-size scaling of fluctuation distribution. Data collapse of distribution
of power fluctuations in confined turbulent flow between rotating plates at different frequencies (thin lines)
and distribution of magnetic fluctuations in 2D XY model at low temperature with different system size in
simulation (discrete data). Q(X) denotes probability density function for variable X, rescaled by mean X
and standard deviation σX . Figure is taken from [320].
plates have a universal function form that is shared by the distribution of instantaneous magnetic fluctuations
in the finite-size two-dimensional XY model (in the spin wave approximation) in the low temperature regime
near criticality [320]. In Fig. 11.8, we show the rescaled probability density (shifted by the mean and scaled
by the standard deviation) for both the turbulent power fluctuations and the 2D XY model. The data are
statistically indistinguishable, and form a distribution now known as the BHP distribution. A similar data
collapse form was also found in turbulent power fluctuations in other closed flow systems [323], in Burgers
turbulence [324] and in liquid crystal orientation fluctuations near the Free´dericksz transition.
We wanted to see if a similar phenomenon occurred near the critical point of DP. In Fig. 11.9 (c) and (d)
is shown the probability density for the 1+1 dimensional DP occupation density for p = 0.66, slightly above
the infinite system pc, on a system whose spatial extent is Lx = 100. The distribution is clearly very close
to the BHP distribution shown in Fig. 11.9 (a) and (b), indicating that the correlation length in the spatial
direction has attained the system size. The presence of the universal finite-size scaling BHP distribution in
DP near criticality suggests that a similar phenomenon would happen for the turbulent energy fluctuations.
11.7.4 Generalized extreme value statistics for sum of correlated variables
It is important to note that the BHP distribution describes the sum of a set of random variables, for
example the spin contributions to the magnetization in the XY model case, and does not explicitly involve
any maximum or minimum functions to have been taken.
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Figure 11.9: Universal finite-size scaling of fluctuation distribution, distribution of DP occupa-
tion density and distribution of turbulent energy. (a)(b) Comparison of standard Gumbel distribution
(blue dash), generalized Gumbel distribution with parameter a = 1.57 (black dot dash) and BHP distri-
bution (red) in linear scale and log scale respectively. The generalized Gumbel distribution as not been
described in the text but is a heuristic approximation to the BHP distribution, namely plotting the Gumbel
distribution raised to the power of a. (c)(d) Distribution of occupation fraction in 1+1 dimensional directed
percolation with Lx=100 and p = 0.66 shown in linear scale and log scale respectively. Figure (a)(b) are
taken from [325]
Remarkably, despite this fact, the functional form of the BHP universal finite-size scaling fluctuation
distribution is very close to the extreme value distribution [326, 327, 325] for i.i.d. random variables. Thus,
even though it applies to for non-identical and correlated random variables, and does not explicitly involve
any max/min functions, the BHP distribution is close to the extreme value distribution [326, 327, 325].
The fundamental reasons for this are partially understood. The statement was proved by linking the
extreme value of random variables to their sum. Following the description in Section 11.6, if we take
N random variables which are independent and identically distributed and order them into {x˜i} where
x˜1 ≥ x˜2 ≥ ... ≥ x˜N , a new set of variables describes the sequential difference can be defined as {x˜1 −
x˜2, x˜2 − x˜3, ..., x˜N}. Apparently the maximum value xmax is the sum of the gap list, and the distribution
of the maximum value is automatically equivalent to the distribution of the sum of the gaps, even though
the the gap variables are not identical and independently distributed. This relation was extended to a more
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general case and it was found that even for arbitrary non-identical and dependent variables, their sum also
is described by a generalized distribution of the maximum value xmax [326, 327, 325]. Moreover, this form is
asymptotically similar as the standard extreme value distribution. This sheds light on the origin of universal
distribution of fluctuation in critical physical systems where fluctuations are highly correlated.
11.7.5 The energy threshold for transitional turbulence in pipe flow, revisited
We now review again the argument for the super-exponential scaling of the decay rate τd, presented in
Section 9.3.6 and originally given in [58]. The decay rate τd is defined by the inverse slope of the tail of the
survival probability:
Ps(td > t) ∼ e−(t−t0)/τd , (11.11)
where td is the decay time or lifetime of turbulent puffs measured in experiments. As introduced in Section
9.3.6, the survival probability for a puff to be sustained after a period of time t− t0 can be calculated from
the spontaneous decay probability within in a correlated time window τ0, denoted by p˜. Specifically,
Ps(td > t) = (1− p˜)(t−t0)/τ0 . (11.12)
Therefore, the decay rate is
τd ∼ τ0 1− ln(1− p˜) ∼
τ0
p˜
. (11.13)
In the original argument of [58], the probability for a turbulent puff to spontaneous decay is assumed to be
proportional to the probability that the maximum energy of a set of pixels/voxels i in a puff fails to attain a
Reynolds number dependent threshold, i.e. Emax = max({Ei}) < y, where the energy threshold y depends
on Re.
This argument neglects any possible laminar-turbulent phase transition but represents a general scenario
for turbulence decay. The spontaneous decay probability p˜ can be represented by
p˜ = Prob(Emax < y) = e
−e−(y−µy)/βy , (11.14)
according to Eq. (11.2). Changing the variable by z = (y − µy)/βy, z is now the rescaled energy threshold
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above which turbulence can be sustained, and thus z should be a decreasing function of Re i.e.
z = z0 + z1(Re− Re∗) +O(Re2) + ..., (11.15)
where Re∗ is an expansion point, typically around 2000 and z1 < 0. Therefore Eq. (11.13) becomes
τd ∼ τ0 exp
(
eaRe+b+O(Re
2)
)
, (11.16)
where a = −z1 and b = z0−z1Re∗. Note that in this argument, we are entitled to perform a Taylor expansion
because we assumed there to be no non-analytic critical behavior at the Reynolds number Re∗.
This argument may break down if there is an actual transition, and the turbulent energy at each site
becomes highly correlated. Thus the above argument, based on the standard extremal distribution, is not
generally valid. Instead, we modify the above argument according to the generalized extreme statistics in
Section 11.7.4. The idea is that the total energy over the space, Etot =
∑
iEi, which is the sum of correlated
variables, determines the spontaneous decay of turbulent state within a particular time window. In fact,
when Etot is less than the energy threshold y, the turbulence undergoes relaminarization. Fortunately,
from Section 11.7.4, the distribution of the sum of correlated variables is the BHP distribution which has
asymptotically similar form as the standard extremal distribution. Thus the spontaneous decay probability
within a time window in Eq. (11.14) is well-approximated by
p˜ = Prob(Etot < y) ∼ e−e−(y−µy)/βy , (11.17)
and the similarity of the functional form means that by following similar calculations as above when we
neglected correlations, the same conclusion will be obtained for super-exponential scaling of the decay rate
as a function of Re, as in Eq. (11.16).
11.8 Critical behavior at the predator-prey extinction transition
In previous chapters, we showed that the decay and splitting lifetimes derived from the survival probability
of a predator-prey model near extinction replicated the extreme value statistics super-exponential scaling
observed in transitional pipe turbulence [24]. We can re-analyze these data and extract the critical point
and exponents, using the same procedure as for DP explained above.
The simulations were executed on a quasi-one dimensional strip with periodic boundary conditions in
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Figure 11.10: Power-law scaling in simulations of a predator-prey ecosystem in a two-dimensional strip, with
finite size effect. (a) mean lifetime rescaled by the 1 + 1 dimensional DP exponent (red) and the 2 + 1
dimensional DP exponent (blue) versus prey birth rate. The red line is fitted for 0.038 ≤ b ≤ 0.048, and the
blue line is fitted for b < 0.038. (b) Similar to (a), but for the mean splitting time. The red line is fitted for
0.056 ≤ b ≤ 0.064, and the blue line is fitted for b > 0.064.
the y-direction, with Lx = 400 and Ly = 11. Thus, we expect to see finite-size scaling crossover effects
from ξy < Ly to ξy Ly when the control parameter, prey birth rate b, approaches the critical value bc. Fig.
11.10 (a) shows that when b < bc, ξy < Ly the mean lifetime scales with b as a power law, with the 2 + 1
dimensional DP exponent, and when b bc the mean lifetime scales with the 1 + 1 dimensional DP exponent.
The extrapolations of the two scaling functions converge to the estimated bc in infinite system. Similar
results are shown for the mean splitting time in Fig. 11.10 (b).
11.9 Conclusion
In conclusion, our results show that from lifetime and splitting statistics, it is possible to observe both super-
exponential scaling and standard critical point power-law scaling. The super-exponential scaling does not
seem to have a vertical asymptote at which the timescales diverge, unlike the critical point power-law scaling.
The reason for the two apparently contrasting behaviors stems from crossover transition due to finite-size
effects.
We have shown in analytic calculations and numerical simulations that the survival probability and non-
splitting probability both follow the extreme value statistics functional form rather than the pure exponential
form. The different functional forms are virtually indistinguishable. Near criticality the extreme value scaling
breaks down due to finite-size effects, shown here in DP simulations, but these effects can be represented
by the finite-size extension of the extreme value functions. Another corollary is that the decay and splitting
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are, strictly speaking, not memoryless processes at all.
In addition, we argued that the statistics of the maximum hole size/empty sites for DP at p > pc
corresponds to the splitting time statistics in transitional pipe flows and predator-prey systems, and we
expect that the same super-exponential and power law scaling for the statistics of empty sites would also be
exhibited in the Taylor-Couette experiment in [308].
The reason why the decay time and splitting time exhibit super-exponential variation with the control
parameter is another story. In DP, when ξ⊥  Lx, system is a set of weakly interacting clusters, and the
lifetime statistics is determined by the longest path, with scale set by ξ‖. When ξ⊥ ∼ Lx, the fluctuations
of the system are highly correlated and controlled by finite-size fluctuations. These surprisingly obey a
universal finite-size scaling distribution (the BHP distribution), that happens to be close to the standard
extreme value distribution. Computing the decay time dependence on p in DP or Re in turbulence will
give a functional form that is obtained from an integral of the universal distribution function. In pipe flow
experiments and simulation, we proposed that the finite-size constraint on the turbulent fluctuations arises
from the radial correlation length to being comparable to the pipe diameter, an assumption that can be
tested.
From these considerations, it seems that the super-exponential behavior of the puff decay/splitting times
as a function of Re now has an explanation, consistent with the mapping between transitional turbulence,
predator-prey dynamics and directed percolation.
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Chapter 12
Conclusion
This thesis has tried to answer two sets of questions in evolutionary ecology and fluid mechanics. The first
part concerns the interplay between evolutionary dynamics and ecological structure, as manifested in three
different biological situations. The second part concerns the transition to turbulence in fluid dynamics, a
problem that has remained unsolved for over 130 years. Surprisingly, the solution turned out to involve
aspects of the biological physics uncovered in the first part of this thesis. The turbulence work probably
represents the most important contribution of this thesis.
In Part I, the main question is what determines the rate of evolution, and how is it affected by the
interplay between ecology and evolution? When the interactions between ecology and evolution are strong
enough, such that the evolutionary timescale is comparable to the ecological timescale, there are qualitative
changes in the structure of the ecosystem. New species can be induced as a response to environmental
changes and create new links or forms of interaction to other species. This can result in significant changes
in population dynamics and spatio-temporal patterns, and sometimes make the ecosystem more “turbulent”.
The changes in the ecosystem can also feedback to the environment and thus enhance the interplay between
the ecology and evolution. We refer to this kind of scenarios as “rapid evolution”, and Part I addresses three
aspects of it, using stochastic individual-level models.
12.1 Anomalous population dynamics in rapid evolution
The first aspect focuses on the change in population dynamics due to rapid evolution. Anomalous phase
relationships are a signature of phenotypic evolution and perhaps the underlying genetic variations, as a
quick response to the intense environmental stress such as voracious predation. Similar to the inertial range
in turbulent energy cascade, the nature of demographic stochasticity is manifested in the robust wide range
of power-law scaling in the noise spectrum, reflecting a composition of different small timescales contributing
to the fluctuating population dynamics. These effects are especially important near phase transitions such
as extinction. The phase relationship characterized by a certain period is thus a function of frequency. Using
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analytic and simulation calculations of a generic simple model that represents the trade-off between selection
on reproduction and the metabolic cost of predator defense, we have shown that rapid evolution strongly
renormalizes the timescale of the ecosystem. In such cases, sub-populations of prey can arise from mutations,
and the characteristic anomaly in phase relationship in dynamics can emerge from demographic stochasticity.
Our prediction of the coexistence region can help estimate the risk of extinction due to fluctuations and the
impact of the rate of environmental changes, such as the dilution rate and nutrient concentration in a rotifer-
algae system. The generic stochastic individual-level model can recapitulate rapid evolution phenomena, and
shows that anomalous dynamics can arise without special assumptions or fine tuning, in sharp contrast to
existing results in the ecology literature based on deterministic models. We expect the transition to rapid
evolution from the normal cycles can be captured even better by considering spatiotemporal fluctuations,
since before the transition the mutant prey have extremely low population numbers, and are highly localized.
The study of the potentially interesting spatio-temporal patterns forming in rapid evolution is a topic for
future work.
12.2 Phenotypic fluctuations in directed evolution
The second example of rapid evolution covered by this thesis includes multiple mutants and also spatio-
temporal structures. The question addressed is how phenotypic fluctuations respond and adapt to selection
processes, thus influencing how the evolutionary trajectory is shaped by the environment. This is motivated
by collaborative experimental work on directed evolution of bacterial chemotaxis, where detailed measure-
ments showed that phenotypic fluctuations can decrease under repeated selection. Again we approach this
problem with an individual-level model, but in an abstract representation, where the multi-dimensional bi-
ological traits and genotype-phenotype mapping are projected to be one dimensional. We arrived at this
simplified representation after realizing that the results of a more realistic individual-level model could be
understood by abstracting the problem to one with a smaller number of degrees of freedom. Surprisingly,
our simulations have shown that phenotypic fluctuations do not always decrease with round of selection.
This is contrary to what would be expected by “purifying selection” in the context of conventional evolution
theories such as population genetics, where selection on a Mount Fuji fitness landscape forces convergence to
the optimal fitness. Nevertheless, our prediction shows that the form of selection can be significant not only
in its direction and frequency but also its strength; phenotypic fluctuations can increase rather than decrease
when there is strong selection. This prediction will be tested in chemotaxis experiments, where selection
strength can be tuned through changing the selection range. Due to the simplicity of the abstract model,
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more experiment-related features such as multiple traits and mother-daughter correlation can be included
separately to determine the effect of any specific factor. Therefore the oversimplified abstract model can
serve as a prototype that may help to predict interesting phenomena in future evolution experiments.
12.3 Collective coevolution of cyanobacteria and cyanophages
mediated by horizontal gene transfer
The third aspect of Part I considers the richest and most complex problem, one which incorporates multiple
mutations, spatio-temporal patterns, coevolution and horizontal gene transfer into predator-prey ecosys-
tems. In this project we considered the stability of microbial-phage ecosystems by exploring the role of
different evolutionary dynamics coupled to spatially-varying selection pressure. Such a situation arises in
the case of the marine cyanobacteria Prochlorococcus whose phage predator, cyanophages, also were found
to carry photosynthesis genes. Phylogenetic study also showed evidence of horizontal gene transfer between
Prochlorococcus and cyanophages. To understand the role horizontal gene transfer plays in the coevolu-
tion of cyanobacteria and cyanophages, we developed a minimal individual-level model with horizontal gene
transfer. From detailed analysis of simulations in a series of models, we discovered that collective mutualism
can emerge even though it is mediated through antagonistic predator-prey interaction between bacteria and
phages. We have shown that bacteria, which have a slow mutation rate compared to that of phage, can
benefit, through horizontal gene transfer, from the phage high mutation rate which acts as a generator of
new genes. Moreover, the slow bacterial mutation rate acts as a filter that preserves only beneficial genes,
which when horizontally transferred back to the phage can insulate them from accumulation of deleteri-
ous mutations. Thus, through horizontal gene transfer, a collective state formed by bacteria and phages
emerges. Through spatial-extended simulations, we also showed that other rich evolutionary characteristics
of Prochlorococcus, such as range expansion and niche stratification, can arise from our over-simplified model.
We also estimate the phase diagram as a function of horizontal gene transfer rate, showing that the collec-
tive state only exists when the horizontal gene transfer rate is neither too small nor too large. We propose
that this type of mechanism can appear in other spatially-stratified systems, where genes that benefit the
evolution of both host and parasite could be present.
185
12.4 Statistical mechanics of the laminar-turbulent transition
Part II was devoted to understanding the nature of the laminar-turbulent transition in pipe flow. The novel
aspect was that we considered it to be a non-equilibrium phase transition problem, and as a result made
predictions for the universality class governing the critical behavior. Some aspects of these predictions have
been confirmed experimentally already, and others can in principle be tested in the future. This thesis
work begins with experiments on transitional turbulence in pipe flow, which seem to show that turbulence
is a transient metastable state. The measured mean lifetime and splitting of turbulence puffs does not
diverge asymptotically at a critical Reynolds number, as would have been expected if there was a sharp
transition. Yet measurements reveal that the lifetime scales with Reynolds number in a super-exponential
way reminiscent of extreme value statistics. We performed direct numerical simulations to identify the
important collective modes at the onset of turbulence. We found that a large-scale zonal flow and small-
scale turbulent fluctuations interact antagonistically, essentially like predator and prey in an ecosystem. This
finding allowed us to write down the simplest minimal stochastic model to account for these observations,
a Landau theory for the laminar-turbulent transition. This model predicts, without using the Navier-Stokes
equations, the puff lifetime and splitting behavior observed in experiment. This approach is a precise
parallel to that used in the conventional theory of phase transitions, where one builds a Landau theory, a
coarse-grained (or effective) theory from symmetry grounds. In our work, the Landau theory was developed
from turbulent-mean flow interactions exposed by the numerical simulations, rather than being guessed by
symmetry.
This universality class of the laminar-turbulent transition is determined by the interplay between the
small-scale turbulence and large-scale collective zonal flow that exhibit predator-prey behavior. This predator-
prey model can be mapped into Reggeon field theory and thence to directed percolation. Thus, the theory
predicts that the dynamical interplay between zonal flow and turbulence leads to directed percolation critical
phenomena. Why, then, is asymptotically divergent behavior not observed in the pipe flow experiments?
Using directed percolation and a stochastic individual level model of predator-prey dynamics related to
transitional turbulence, we investigated the relation between extreme value statistics and power law criti-
cal behavior, and showed that the paradox is resolved by considering correlated fluctuations near criticality.
Surprisingly, critical fluctuations obey a universal finite-size scaling distribution (the BHP distribution), that
happens to be close to the standard extreme value distribution from which the unusual super-exponential
form of turbulence decay rate can be derived. To this end, it seems that the super-exponential behavior
of the puff decay/splitting times as a function of Re now has an explanation, consistent with the mapping
between transitional turbulence, predator-prey dynamics and directed percolation.
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In experimental work, simulations and experiments in Taylor-Couette and channel flow were shown to
exhibit directed percolation type scaling phenomena near a well-defined transition. It will be interesting to
see if the super-exponential scaling phenomena can also be recapitulated in these experiments, confirming
the connections that we have theoretically predicted in this thesis. This field has many fascinating and
complex questions remaining open, and will be the subject of future and ongoing work.
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