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Abstract
We consider the initial-boundary value problem in a bounded domain with moving boundaries and nonhomogeneous boundary
conditions for the coupled system of equations of Korteweg–de Vries (KdV)-type modelling strong interactions between internal
solitary waves. Finite domains of wave propagation changing in time arise naturally in certain practical situations when the equations
are used as a model for waves and a numerical scheme is needed. We prove a global existence and uniqueness for strong solutions
for the coupled system of equations of KdV-type as well as the exponential decay of small solutions in asymptotically cylindrical
domains. Finally, we present a numerical scheme based on semi-implicit ﬁnite differences and we give some examples to show the
numerical effect of the moving boundaries for this kind of systems.
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1. Introduction
In this paper we study an initial-boundary value problem for a coupled system of two equations of Korteweg–deVries
(KdV)-type in a bounded domain with moving boundaries and nonhomogeneous boundary conditions. The original
coupled system of KdV equations which we are interested here was derived in [16] as a model to describe the strong
interaction of weakly nonlinear long wave modes propagating in a density stratiﬁed ﬂuid. This is described by the
following equations:
ut + uxxx + a3vxxx + upux + a1vpvx + a2(upv)x = 0,
b1vt + vxxx + b2a3uxxx + vpvx + b2a2upux + b2a1(uvp)x = 0,
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where u= u(x, t), v = v(x, t) are real-valued functions of the variables x ∈ R and t > 0, and a1, a2, a3, b1, b2 are real
constants with b1 > 0 and b2 > 0. The power p is an integer larger than or equal to 1 (p = 1 in [16]). This system has
the structure of a pair of KdV equations coupled through both dispersive and nonlinear effects. Mathematical results
for this coupled system of KdV equations with initial condition
u(x, 0) = u0(x), v(x, 0) = v0(x), x ∈ R
were given in [5]. They proved that the system is globally well-posed in Hs(R) × Hs(R) for s1, provided that
|a3|√b2 < 1. This result was improved by Ash et al. [1]. They proved that it is globally well-posed inL2(R)×L2(R), if
p=1, provided that |a3|√b2 < 1. In 2004, Linares and Panthee [24] using the Bourgain spaces have shown that the same
coupled system is well-posed inHm(R)×Hm(R)withm− 34 . This system has been intensively studied on the entire
real line by several authors, see [3,4,13,20,31] and the references therein. Well-posedness of initial-boundary value
problems for the coupled system for the KdV equations with constant coefﬁcients in cylindrical domains (i.e., two ﬁxed
boundaries) was studied in various functional classes and for various types of boundary conditions, by many authors
(see, for instance, [3,4,13,28] and references therein). Other types of coupled systems of KdV equations modelling
two- or three-layer ﬂuids were studied in [26,32].
Finite domains for this kind of equations arise naturally in certain circumstances when the system is used as a model
for waves and a numerical scheme is needed (see [7] for the case of a KdV equation). Moreover, in real circumstances,
a domain of wave propagation changes in time and the mathematical analysis of such a problem is consequently
interesting, Doronin and Larkin studied in [14] a scalar KdV equation in domains with moving boundaries. Thus,
one of the motivations to continue this study for the coupled system of KdV equations is the possible applications
of the numerical point of view. For instance, it can be of interest to study the behavior of the trajectory of a family
of solitons efﬁciently followed by using a domain with moving boundaries. In this sense, an alternative can be the
use of adaptive meshes studied by Saucez et al. [29] and the references therein. Another motivation could be the
physical applications modelling, for instance, the effect of a wave-maker in a wave-tank. This kind of a wave-maker
motivation was considered, in a mathematical point of view by Bona et al. [6] and references therein, taking into
account a nonhomogeneous boundary-value problem for the KdV equation in a quarter plane. It was also considered
in a physical and modelling point of view the derivation of a solitary wave solution using a piston-type wave-maker in
Katell [17].
In our case, the aim of this work is to establish the well-posedness of the system with moving boundaries as
well as the exponential decay of small solutions in asymptotically cylindrical domains accompanied by numerical
results. The most common way to treat this kind of a problem is to transform a domain with moving boundaries into
a cylindrical one. After the transformation of the domain, we obtain a system of KdV equations with coefﬁcients
depending on the space and time variables. Then, we study the existence, uniqueness and stability for this new prob-
lem and we give some numerical examples. For this, we consider a semi-implicit ﬁnite difference scheme based on
unconditionally stable schemes similar to the one described in [10,30] for the KdV and the KdV–Kawahara equa-
tions. Our method is different from the one presented in [16,15] where the authors used Fourier transform for the
x-variable. The advantage of our method is that it is better adapted to our nonperiodic boundary conditions, and to
the treatment of the system with variable coefﬁcients in the cylindrical domain given by the problem with moving
boundaries.
This paper is organized as follows: In Section 2 we formulate the problem and we give the main results of the
paper. In Section 3 we transform the moving boundary domain into the cylindrical one with homogeneous boundary
conditions. In Section 4 we study the regularized problem using the Faedo–Galerkin method with a special basis and
we prove the existence of global solutions for this regularization. For that, we obtain a priori estimates, independent of
the parameter of regularization, which allow us to pass to the limit to obtain the desired solution. In Section 5 we prove
the uniqueness of the solutions using the weight estimates. In Section 6 we prove the asymptotic stability in domains
asymptotically close to the cylindrical one using the weight estimates. In Section 7 we present a numerical scheme
based on semi-implicit ﬁnite differences to solve the coupled system with moving boundaries into the cylindrical one,
and ﬁnally, in Section 8 we give an example comparing the numerical solution in a ﬁxed domain and the numerical
solution in a domain with moving boundaries. The calculation of the transformation using a linear change of variable
is detailed in the Appendix.
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2. Initial value problem and well-possedness result
We consider the following coupled system of equations of KdV type:
u + u + a3v + uu + a1vv + a2(uv) = 0,  ∈ D, 0, (2.1)
b1v + v + b2a3u + vv + b2a2uu + b2a1(uv) = 0, (2.2)
u(, 0) = u0(),  ∈ D0, (2.3)
v(, 0) = v0(),  ∈ D0, (2.4)
where u = u(, ), v = v(, ) are real-valued functions of the variables  and ; a1, a2, a3, b1, b2 are real constants
with b1 > 0, b2 > 0. Let D be time moving interval, D = { ∈ R : ()< < ()} and QT denote bounded domain
with moving boundaries, QT = {(, ) ∈ R2 :  ∈ D and  ∈ (0, T ), T > 0}. Problem (2.1)–(2.4) has the following
boundary conditions:
u((), ) = 1(), u((), ) = 2(), u((), ) = 3(), (2.5)
v((), ) = 1(), v((), ) = 2(), v((), ) = 3() (2.6)
with (), (),1(),2(),3(),1(),2(),3() ∈ C2([0,∞[) and there exist constants c1, c2 such that
0<c1() − ()c2 <∞, ∀0.
Moreover, to obtain regular solutions we impose the following compatibility conditions: (0) ≡ 0 and (0) ≡ 0
1(0) = u0(0) = u′′0(0), 2(0) = u0(0), 3(0) = u′0(0), (2.7)
1(0) = v0(0) = v′′0 (0), 2(0) = v0(0), 3(0) = v′0(0). (2.8)
In Sections 3–5 the following result of existence and uniqueness will be proved:
Theorem 2.1 (Existence and Uniqueness). Let |a3|√b2 < 1. Let (u0, v0) ∈ H 3(D0) × H 3(D0) and compatibility
condition (2.7)–(2.8) hold. Then for all ﬁnite T > 0 there exists a unique strong solution to problem (2.1)–(2.6) such
that
(u, v) ∈ [L∞(0, T : H 3(D))]2,
(u, v) ∈ [L∞(0, T : L2(D))]2 ∩ [L2(0, T : H 1(D))]2.
Remark 2.1. Conditions 1(0)=u′′0(0) of (2.7), and also (2.8) seem like a technical one. It appears because we were
looking for a quite regular solution of the KdV coupled system approximating it by solutions of the KS-type equations
(see [21]). However, if one is to obtain weaker solutions, the restriction above can be omitted.
3. Transform the moving boundary
In this section, the method we employ to obtain the existence of solutions for problem (2.1)–(2.6) consists in
transforming the domain with moving boundaries into cylindrical one. This technique that transforms the equations
from moving boundary to ﬁxing boundary has been used by several authors; see, for instance, Doronin and Larkin [14],
Clark et al. [9], Límaco et al. [22], Límaco and Medeiros [23], Medeiros et al. [27] and the reference therein. For this,
we use the change of variables
x = − ()
() − () , t =  and p() =
1
() − () . (3.1)
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Then, we have the following nonhomogeneous coupled system of KdV equations type (see Appendix):
(t)wt + wxxx + a3zxxx + 	(t)wwx + a1	(t)zzx + a2	(t)wxz + a2	(t)wzx
+ F 1(x, t)wx + F 2(x, t)zx + F 3(x, t)w + F 4(x, t)z = F 5(x, t), (3.2)
b1(t)zt + b2a3wxxx + zxxx + b2a2	(t)wwx + 	(t)zzx + b2a1	(t)wxz
+ b2a1	(t)wzx + G1(x, t)wx + G2(x, t)zx + G3(x, t)w + G4(x, t)z
= G5(x, t) (3.3)
such that
(t) = p−3(t) ≡ ((t) − (t))3, 	(t) = p−2(t) ≡ ((t) − (t))2,
F i(x, t) = F˜ i(x, t)p−3(t) ≡ F˜ i(x, t)(t), i = 1, 2, 3, 4,
F 5(x, t) = F˜ 5(x, t)p−3(t) ≡ −F˜ 5(x, t)(t),
Gi(x, t) = G˜i(x, t)p−3(t) ≡ G˜i(x, t)(t), i = 1, 2, 3, 4,
G5(x, t) = G˜5(x, t)p−3(t) ≡ −G˜5(x, t)(t),
where F˜ i and G˜i with i = 1, . . . , 5 are a set of functions which depends only on the boundary data j and j with
j = 1, 2, 3 (see Appendix). The initial data are given by
w(x, 0) = w0(x) = u0((0 − 0x + 0)) − 1(0)
+ [2(1(0) − 2(0)) + (0)]x + [2(0) − 1(0) − (0)]x2, (3.4)
z(x, 0) = z0(x) = v0((0 − 0x + 0)) − 1(0)
+ [2(1(0) − 2(0)) + (0)]x + [2(0) − 1(0) − (0)]x2 (3.5)
and we have additionally the homogeneous boundary conditions
w(0, t) = w(1, t) = wx(1, t) = 0, t ∈ (0, T ), (3.6)
z(0, t) = z(1, t) = zx(1, t) = 0, t ∈ (0, T ). (3.7)
4. Existence of solutions
In this section, later to transform thedomainwithmovingboundaries into cylindrical one,weapply theFaedo–Galerkin
method in the transformed mixed problem. We study the regularized problem with a spacial basis and we prove the
existence of global solutions for this regularization. This regularization procedure is classical adding a dissipative term
of fourth order for a KdV type equation (see [25]). In our case, we consider a basis and a regularization very close to
the one used in [21]. Let ε > 0. For the unknown functions wε(x, t) and zε(x, t) we consider the following regularized
problem:
(t)wεt + wεxxx + a3zεxxx + 	(t)wεwεx + a1	(t)zεzεx + a2	(t)wεxzε + a2	(t)wεzεx
+ εwεxxxx + F 1(x, t)wεx + F 2(x, t)zεx + F 3(x, t)wε + F 4(x, t)zε = F 5(x, t), (4.1)
b1(t)z
ε
t + b2a3wεxxx + zεxxx + b2a2	(t)wεwεx + 	(t)zεzεx + b2a1	(t)wεxzε + b2a1	(t)wεzεx
+ εzεxxxx + G1(x, t)wεx + G2(x, t)zεx + G3(x, t)wε + G4(x, t)zε = G5(x, t) (4.2)
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with (x, t) ∈ Q = (0, 1) × (0, T ) and
wε(x, 0) = w0(x), zε(x, 0) = z0(x), x ∈ (0, 1), (4.3)
wε(0, t) = εwεxx(0, t) = wε(1, t) = wεx(1, t) + εwεxx(1, t) = 0, (4.4)
zε(0, t) = εzεxx(0, t) = zε(1, t) = zεx(1, t) + εzεxx(1, t) = 0. (4.5)
We suppose w0 ∈ H 4(0, 1) and z0 ∈ H 4(0, 1). Let {g
(x)}
∈N and {h
(x)}
∈N the Hilbertian bases of L2(0, 1)
solutions of the eigenvalue problem
ε4xg
(x) = g
(x), ε4xh
(x) = h
(x), (4.6)
g
(0) = g
(1) = εg′′
 (0) = g′
(1) + εg′′
 (1) = 0, 
 ∈ N, (4.7)
h
(0) = h
(1) = εh′′
(0) = h′
(1) + εh′′
(1) = 0, 
 ∈ N. (4.8)
We construct approximations
wε,N(x, t) =
N∑

=1
q
,N (t)g
(x), z
ε,N (x, t) =
N∑

=1
s
,N (t)h
(x), (4.9)
where q
,N (t) and s
,N (t) are solutions for the nonlinear system of ordinary differential equations
(t)〈wε,Nt , g
〉 + 〈wε,Nxxx, g
〉 + a3〈zε,Nxxx, g
〉 + 	(t)〈wε,Nwε,Nx , g
〉
+ a1	(t)〈zε,Nzε,Nx , g
〉 + a2	(t)〈wε,Nx zε,N , g
〉 + a2	(t)〈wε,Nzε,Nx , g
〉
+ ε〈wε,Nxxxx, g
〉 + 〈F 1(x, t)wε,Nx , g
〉 + 〈F 2(x, t)zε,Nx , g
〉
+ 〈F 3(x, t)wε,N , g
〉 + 〈F 4(x, t)zε,N , g
〉 = 〈F 5(x, t), g
〉, (4.10)
b1(t)〈zε,Nt , h
〉 + b2a3〈wε,Nxxx, h
〉 + 〈zε,Nxxx, h
〉 + b2a2	(t)〈wε,Nwε,Nx , h
〉
+ 	(t)〈zε,Nzε,Nx , h
〉 + b2a1	(t)〈wε,Nx zε,N , h
〉 + b2a1	(t)〈wε,Nzε,Nx , h
〉
+ ε〈zε,Nxxxx, h
〉 + 〈G1(x, t)wε,Nx , h
〉 + 〈G2(x, t)zε,Nx , h
〉
+ 〈G3(x, t)wε,N , h
〉 + 〈G4(x, t)zε,N , h
〉 = 〈G5(x, t), h
〉, (4.11)
for 
= 1, . . . , N and subject to initial data
q
,N (0) = 〈w0, g
〉, s
,N (0) = 〈z0, h
〉, (4.12)
such that 〈·, ·〉 ≡ 〈·, ·〉L2(0,1)×L2(0,1). Due to orthonormality of {g
}
∈N and {h
}
∈N in L2(0, 1), the coupled system
(4.10) and (4.11) can be written in the normal form. According to the standard existence theory for ordinary differential
equations, a unique solution exists on some time-interval.
Remark 4.1. From the nonlinear multipliers we are able to pass to the limits in the linear term of (4.10)–(4.11). The
nonlinear terms need a careful analysis. For that, we will need to use the Lions–Aubin compactness theorem (see
[2,25]), as we will see in the next subsections.
4.1. First estimates. The limit as N → ∞
We are going to obtain a priori estimates for approximations (4.9), depending on T > 0 and ε > 0, to show that wε,N
and zε,N are globally deﬁned. Passing to the limit as N → ∞, we prove the global existence of regularized solution
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wε and zε. Setting g
 =wε,N and h
 = zε,N in (4.10), (4.11); multiplying (4.10) by b2 and integrating by parts we have
b2
2
(t)
d
dt
‖wε,N‖2
L2(0,1) + b2ε‖wε,Nxx ‖2L2(0,1) +
b2
2
([wε,Nx (0, t)]2 + [wε,Nx (1, t)]2)
− b2a3〈zε,Nxx , wε,Nx 〉 + b2a1	(t)〈zε,Nzε,Nx , wε,N 〉 − b2a2	(t)〈wε,Nzε,N ,wε,Nx 〉
− b2
2
〈F 1x (x, t), [wε,N ]2〉 + b2〈F 2(x, t)zε,Nx , wε,N 〉 + b2〈F 3(x, t), [wε,N ]2〉
+ b2〈F 4(x, t)zε,N ,wε,N 〉 = b2〈F 5(x, t), wε,N 〉, (4.13)
b1
2
(t)
d
dt
‖zε,N‖2
L2(0,1) + ε‖zε,Nxx ‖2L2(0,1) +
1
2
([zε,Nx (0, t)]2 + [zε,Nx (1, t)]2)
− b2a3〈wε,Nxx , zε,Nx 〉 + b2a2	(t)〈wε,Nwε,Nx , zε,N 〉 − b2a1	(t)〈wε,Nzε,N , zε,Nx 〉
+ 〈G1(x, t)wε,Nx , zε,N 〉 −
1
2
〈G2x(x, t), [zε,N ]2〉 + 〈G3(x, t)wε,N , zε,N 〉
+ 〈G4(x, t), [zε,N ]2〉 = 〈G5(x, t), zε,N 〉. (4.14)
Adding (4.13) with (4.14) and using Young’s inequality, we have
b2
2
(t)
d
dt
‖wε,N‖2
L2(0,1) +
b1
2
(t)
d
dt
‖zε,N‖2
L2(0,1) + b2ε‖wε,Nxx ‖2L2(0,1) + ε‖zε,Nxx ‖2L2(0,1)
+ 1 − |a3|
√
b2
2
(b2[wε,Nx (0, t)]2 + b2[wε,Nx (1, t)]2 + [zε,Nx (0, t)]2 + [zε,Nx (1, t)]2)
 b2
2
sup
x∈(0,1)
|F 1x (x, t)|‖wε,N‖2L2(0,1) +
1
2
sup
x∈(0,1)
|G2x(x, t)|‖zε,N‖2L2(0,1)
+ b2 sup
x∈(0,1)
|F 3(x, t)|‖wε,N‖2
L2(0,1) +
b2
2
sup
x∈(0,1)
|F 4(x, t)|[‖zε,N‖2
L2(0,1) + ‖wε,N‖2L2(0,1)]
− b2〈F 2(x, t)zε,Nx , wε,N 〉 − 〈G1(x, t)wε,Nx , zε,N 〉
+ 1
2
sup
x∈(0,1)
|G3(x, t)|[‖wε,N‖2
L2(0,1) + ‖zε,N‖2L2(0,1)] + sup
x∈(0,1)
|G4(x, t)|‖zε,N‖2
L2(0,1)
+ b2
2
‖wε,N‖2
L2(0,1) +
1
2
‖zε,N‖2
L2(0,1) +
b2
2
‖F 5‖2
L2(0,1) +
1
2
‖G5‖2
L2(0,1). (4.15)
Integrating (4.15) in t ∈ (0, T ), using the above estimate and performing straightforward calculations we have
b2
2
‖wε,N‖2
L2(0,1) +
b1
2
‖zε,N‖2
L2(0,1) + b2ε
∫ t
0
‖wε,Nxx ‖2L2(0,1) ds + ε
∫ t
0
‖zε,Nxx ‖2L2(0,1) ds
+ 1 − |a3|
√
b2
2
∫ t
0
(
b2[wε,Nx (0, s)]2 + b2[wε,Nx (1, s)]2 + [zε,Nx (0, s)]2 + [zε,Nx (1, s)]2
)
ds
K
(
b2
2
‖wε,N0 ‖2L2(0,1) +
b1
2
‖zε,N0 ‖2L2(0,1) +
∫ t
0
‖F 5‖2
L2(0,1) ds +
∫ t
0
‖G5‖2
L2(0,1) ds
)
, (4.16)
where the positive constant K depends on T > 0, inf(0,T )(t), supQ |F 3|, supQ |F 4|, supQ |G3|, supQ |G4|, supQ |F 1x |,
supQ |G2x | and does not depend on ε > 0. Hence, using that |a3|
√
b2 < 1 we have
(wε,N , zε,N ) is bounded in L∞(0, T : L2(0, 1))2 ↪→ L2(0, T : L2(0, 1))2, (4.17)
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√
ε(wε,Nxx , z
ε,N
xx ) is bounded in L2(0, T : L2(0, 1))2. (4.18)
Setting g
 = wε,Nxxxx and h
 = zε,Nxxxx in (4.10), (4.11), multiplying (4.10) by b2 and integrating by parts, we have
b2
2
(t)
d
dt
‖wε,Nxx ‖2L2(0,1) + ε
b2
2
(t)
d
dt
[wε,Nxx (1, t)]2 + b2〈wε,Nxxx, wε,Nxxxx〉 + b2a3〈zε,Nxxx, wε,Nxxxx〉
+ b2	(t)〈wε,Nwε,Nx ,wε,Nxxxx〉 + b2a1	(t)〈zε,Nzε,Nx , wε,Nxxxx〉
+ b2a2	(t)〈wε,Nx zε,N ,wε,Nxxxx〉b2a2	(t)〈wε,Nzε,Nx , wε,Nxxxx〉 + εb2‖wε,Nxxxx‖2L2(0,1)
+ b2〈F 1(x, t)wε,Nx , wε,Nxxxx〉 + b2〈F 2(x, t)zε,Nx , wε,Nxxxx〉 + b2〈F 3(x, t)wε,N ,wε,Nxxxx〉
+ b2〈F 4(x, t)zε,N ,wε,Nxxxx〉 = b2〈F 5(x, t), wε,Nxxxx〉, (4.19)
b1
2
(t)
d
dt
‖zε,Nxx ‖2L2(0,1) + ε
b1
2
(t)
d
dt
[zε,Nxx (1, t)]2 + b2a3〈wε,Nxxx, zε,Nxxxx〉 + 〈zε,Nxxx, zε,Nxxxx〉
+ b2a2	(t)〈wε,Nwε,Nx , zε,Nxxxx〉 + 	(t)〈zε,Nzε,Nx , zε,Nxxxx〉
+ b2a1	(t)〈wε,Nx zε,N , zε,Nxxxx〉 + b2a1	(t)〈wε,Nzε,Nx , zε,Nxxxx〉 + ε‖zε,Nxxxx‖2L2(0,1)
+ 〈G1(x, t)wε,Nx , zε,Nxxxx〉 + 〈G2(x, t)zε,Nx , zε,Nxxxx〉 + 〈G3(x, t)wε,N , zε,Nxxxx〉
+ 〈G4(x, t)zε,N , zε,Nxxxx〉 = 〈G5(x, t), zε,Nxxxx〉. (4.20)
Adding (4.19) with (4.20) and using the Ehrling and Young inequalities (cf. [33]) we have
b2
2
(t)
d
dt
‖wε,Nxx ‖2L2(0,1) +
b1
2
(t)
d
dt
‖zε,Nxx ‖2L2(0,1)
+ ε b2
2
(t)
d
dt
[
wε,Nxx (1, t)
]2 + ε b1
2
(t)
d
dt
[
zε,Nxx (1, t)
]2
+ εb2‖wε,Nxxxx‖2L2(0,1) + ε‖zε,Nxxxx‖2L2(0,1)
ε1b2‖wε,Nxxxx‖2L2(0,1) +
b2
4ε1
[ε2‖wε,Nxxxx‖2L2(0,1) + c(ε2)‖wε,N‖2L2(0,1)]
+ ε3‖zε,Nxxxx‖2L2(0,1) +
1
4ε3
[ε4‖zε,Nxxxx‖2L2(0,1) + c(ε4)‖zε,N‖2L2(0,1)]
+ ε5b2|a3|‖wε,Nxxxx‖2L2(0,1) +
b2|a3|
4ε5
[ε6‖zε,Nxxxx‖2L2(0,1) + c(ε6)‖zε,N‖2L2(0,1)]
+ ε7b2|a3|‖zε,Nxxxx‖2L2(0,1) +
b2|a3|
4ε7
[ε8‖wε,Nxxxx‖2L2(0,1) + c(ε8)‖wε,N‖2L2(0,1)]
+ ε9b2	(t)‖wε,Nxxxx‖2L2(0,1) + c(ε9)b2	(t)‖wε,N‖2L2(0,1)‖wε,Nxx ‖2L2(0,1)
+ ε10	(t)‖zε,Nxxxx‖2L2(0,1) + c(ε10)	(t)‖zε,N‖2L2(0,1)‖zε,Nxx ‖2L2(0,1)
+ ε11b2|a1|	(t)‖wε,Nxxxx‖2L2(0,1) + c(ε11)b2|a1|	(t)‖zε,N‖2L2(0,1)‖zε,Nxx ‖2L2(0,1)
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+ ε12b2|a2|	(t)‖zε,Nxxxx‖2L2(0,1) + c(ε12)b2|a2|	(t)‖wε,N‖2L2(0,1)‖wε,Nxx ‖2L2(0,1)
+ ε13b2|a2|	(t)‖wε,Nxxxx‖2L2(0,1) + c(ε13)b2|a2|	(t)‖zε,N‖2L2(0,1)‖wε,Nxx ‖2L2(0,1)
× ε14b2|a1|	(t)‖zε,Nxxxx‖2L2(0,1) + c(ε14)b2|a1|	(t)‖zε,N‖2L2(0,1)‖wε,Nxx ‖2L2(0,1)
+ ε15b2|a2|	(t)‖wε,Nxxxx‖2L2(0,1) + c(ε15)b2|a2|	(t)‖wε,N‖2L2(0,1)‖zε,Nxx ‖2L2(0,1)
+ ε16b2|a1|	(t)‖zε,Nxxxx‖2L2(0,1) + c(ε16)b2|a1|	(t)‖wε,N‖2L2(0,1)‖zε,Nxx ‖2L2(0,1)
+ k˜1‖wε,Nxxxx‖2L2(0,1) + k˜2‖zε,Nxxxx‖2L2(0,1) + k˜3‖wε,Nxx ‖2L2(0,1) + k˜4‖zε,Nxx ‖2L2(0,1)
+ k˜5‖wε,N‖2L2(0,1) + k˜6‖zε,N‖2L2(0,1) +
1
2
‖F 5‖2
L2(0,1) +
1
2
‖G5‖2
L2(0,1) (4.21)
such that
k˜1 = ε17b2 + ε19b2 + ε21b2 + ε23b2 + 12 , k˜2 = ε18 + ε20 + ε22 + ε24 +
1
2
,
k˜3 = c(ε17)b2 sup
Q
|F 1|2 + c(ε20) sup
Q
|G1|2, k˜4 = c(ε18) sup
Q
|G2|2 + c(ε19)b2 sup
Q
|F 2|2,
k˜5 = c(ε21)b2 sup
Q
|F 3|2 + c(ε24) sup
Q
|G3|2, k˜6 = c(ε22) sup
Q
|G4|2 + c(ε23)b2 sup
Q
|F 4|2.
Integrating (4.21) in t ∈ (0, T ), choosing sufﬁciently small appropriate εi (for i = 1, 2 . . . , 24), using (4.16) and
performing straightforward calculations, we conclude by Gronwall’s inequality that
b2
2
‖wε,Nxx ‖2L2(0,1) +
b1
2
‖zε,Nxx ‖2L2(0,1) + ε
∫ t
0
(b2‖wε,Nxxxx‖2L2(0,1) + ‖zε,Nxxxx‖2L2(0,1)) ds
+ ε b2
2
[
wε,Nxx (1, t)
]2 + ε b1
2
[
zε,Nxx (1, t)
]2
K1
2
{
b2‖wε,N0 ‖2H 2(0,1) + b1‖zε,N0 ‖2H 2(0,1) +
∫ t
0
(‖F 5‖2
L2(0,1) + ‖G5‖2L2(0,1) ds)
}
,
where K1 depends on K given in (4.16) and on ε > 0. Hence, we have
(wε,Nxx , z
ε,N
xx ) is bounded in L∞(0, T : L2(0, 1))2 ↪→ L2(0, T : L2(0, 1))2, (4.22)
(wε,Nxxxx, z
ε,N
xxxx) is bounded in L2(0, T : L2(0, 1))2. (4.23)
From (4.17) and (4.22) we obtain
(wε,N , zε,N ) is bounded in L∞(0, T : L2(0, 1))2 ↪→ L2(0, T : H 2(0, 1))2 ↪→ L2(0, T : H 1(0, 1))2. (4.24)
Differentiating (4.10) and (4.11) with respect to t > 0, replacing g
 = wε,Nt and h
 = zε,Nt , multiplying (4.10) by b2
and using (4.4), (4.5) we have
b2
2
(t)
d
dt
‖wε,Nt ‖2L2(0,1) + b2′(t)‖wε,Nt ‖2L2(0,1) + b2ε‖wε,Nxxt ‖2L2(0,1)
+ b2
2
[wε,Nxt (0, t)]2 +
b2
2
[wε,Nxt (1, t)]2 − b2a3〈zε,Nxxt , wε,Nxt 〉
+ b2	′(t)〈wε,Nwε,Nx ,wε,Nt 〉 + b2	(t)〈[wε,Nt ]2, wε,Nx 〉
+ b2	(t)〈wε,Nwε,Nt , wε,Nxt 〉 + b2a1	′(t)〈zε,Nzε,Nx , wε,Nt 〉
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+ b2a1	(t)〈zε,Nt zε,Nx , wε,Nt 〉 + b2a1	(t)〈zε,Nzε,Nxt , wε,Nt 〉
+ b2a2	′(t)〈wε,Nx zε,N ,wε,Nt 〉 + b2a2	(t)〈wε,Nxt , zε,Nwε,Nt 〉
+ b2a2	(t)〈wε,Nx zε,Nt , wε,Nt 〉 + b2a2	′(t)〈wε,Nzε,Nx , wε,Nt 〉
+ b2a2	(t)〈zε,Nx , [wε,Nt ]2〉 + b2a2	(t)〈zε,Nxt , wε,Nwε,Nt 〉
+ b2〈F 1t (x, t), wε,Nx wε,Nt 〉 + b2〈F 1(x, t)wε,Nt , wε,Nxt 〉
+ b2〈F 2t (x, t), zε,Nx wε,Nt 〉 + b2〈F 2(x, t)wε,Nt , zε,Nxt 〉
+ b2〈F 3t (x, t), wε,Nwε,Nt 〉 + b2〈F 3(x, t), [wε,Nt ]2〉
+ b2〈F 4t (x, t)zε,N ,wε,Nt 〉 + b2〈F 4(x, t)zε,Nt , wε,Nt 〉
= b2〈F 5t (x, t), wε,Nt 〉, (4.25)
and the equivalent identity for zε,Nt and z
ε,N
xxt in terms of Gi and Git , with i = 1, . . . , 5. On the other hand, replacing
(4.10) and (4.11) by g
 = wε,Nt and h
 = zε,Nt , multiplying (4.10) by b2, performing similar calculations as above
equations and setting t = 0 we obtain
‖wε,Nt (x, 0)‖2L2(0,1) + ‖zε,Nt (x, 0)‖2L2(0,1)
K2(‖wε,N0 (x, 0)‖2H 4(0,1)∩H 10 (0,1) + ‖z
ε,N
0 (x, 0)‖2H 4(0,1)∩H 10 (0,1)
+ ‖F 5(x, 0)‖2
L2(0,1) + ‖G5(x, 0)‖2L2(0,1)). (4.26)
Thus, adding (4.25) with the equivalent identity for zε,N , integrating in t ∈ (0, T ) and using Gronwall’s inequality and
the estimate (4.26), we have
b2
2
‖wε,Nt ‖2L2(0,1) +
b1
2
‖zε,Nt ‖2L2(0,1) + ε
∫ t
0
(b2‖wε,Nxxt ‖2L2(0,1) + ‖zε,Nxxt ‖2L2(0,1)) ds
+ 1 − |a3|
√
b2
2
(b2[wε,Nxt (0, t)]2 + b2[wε,Nxt (1, t)]2 + [zε,Nxt (0, t)]2 + [zε,Nxt (1, t)]2)
K3
{
‖wε,N0 ‖2H 4(0,1)∩H 10 (0,1) + ‖z
ε,N
0 ‖2H 4(0,1)∩H 10 (0,1)
+‖F 5(x, 0)‖2
L2(0,1) + ‖G5(x, 0)‖2L2(0,1) +
∫ t
0
(‖F 5t ‖2L2(0,1) + ‖G5t ‖2L2(0,1)) ds
}
,
where the positive constantK3 depends on T > 0,K > 0, ‖wε,N0 ‖H 4(0,1)∩H 10 (0,1), ‖z
ε,N
0 ‖H 4(0,1)∩H 10 (0,1),K1 > 0,K2 > 0
and ε. Hence
(w
ε,N
t , z
ε,N
t ) is bounded in L∞(0, T : L2(0, 1))2 ↪→ L2(0, T : L2(0, 1))2, (4.27)
(w
ε,N
xxt , z
ε,N
xxt ) is bounded in L2(0, T : L2(0, 1))2. (4.28)
Therefore, from (4.24) and (4.27), there are weak∗ convergent subsequences, still denoted by wε,Nj def= wε,N and
zε,Nj
def= zε,N such that
(wε,N , zε,N )
∗
⇀(wε,wε) weakly star in L∞(0, T : H 2(0, 1))2, (4.29)
(w
ε,N
t , z
ε,N
t )
∗
⇀(wεt , z
ε
t ) weakly star in L∞(0, T : L2(0, 1))2 (4.30)
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and from (4.18), (4.28)
√
ε(wε,Nxx , w
ε,N
xx ) ⇀
√
ε(wεxx, z
ε
xx) weakly in L2(0, T : L2(0, 1))2,
(w
ε,N
xxt , z
ε,N
xxt ) ⇀ (w
ε
xxt , z
ε
xxt ) weakly in L2(0, T : L2(0, 1))2.
Differentiating (4.10) and (4.11) in t-variable we have (wε,Ntt , zε,Ntt ) ∈ L2(0, T : H−2(0, 1))2, which together with
(4.22), (4.27)–(4.28) and (4.29)–(4.30) ensure that the approximations wε,N(x, t), zε,N (x, t) can be extended to entire
Q=(0, T )×(0, 1)with arbitrary ﬁnite T > 0. Moreover, usingH 1(0, 1) c↪→L2(0, 1) ↪→ H−2(0, 1) and Lions–Aubin’s
compactness Theorem (cf. [25]) we justify the passage to the limit as N → ∞ in (4.10) and (4.11). This proves the
existence of a regularized solutions wε(x, t) and zε(x, t).
4.2. Second estimates. The limit as ε → 0
Now we want to obtain uniform in ε > 0 estimates for regularized solutions wε(x, t) and zε(x, t). For this, we use a
classical argument of Kato [18] about the gain of regularity which consist to use weighted estimate (see also [5,11,12]).
In our case we choose the weight ex used ﬁrst by Larkin in [21], in order to obtain the correct estimates. Let us consider
ε ∈ (0, (1 − |a3|√b2)/2) and |a3|√b2 < 1. Setting g
 = exwε and h
 = exzε in (4.1) and (4.2), multiplying by b2 and
integrating by parts we have
b2
2
(t)
d
dt
〈ex, [wε]2〉 − b2
2
〈ex, [wε]2〉
+ 3
2
b2〈ex, [wεx]2〉 +
b2
2
[wεx(0, t)]2 −
b2
2
e[wεx(1, t)]2 + b2a3〈ex, wεzεx〉
+ b2a3〈ex, wεxzεx〉 − b2a3〈ex, wεxzεxx〉
− b2
3
	(t)〈ex, [wε]3〉 − b2
2
a1	(t)〈exwε, [zε]2〉 − b22 a1	(t)〈e
xwεx, [zε]2〉
+ b2a2	(t)〈zεexwε,wεx〉 + b2a2	(t)〈wεexwε, zεx〉
+ b2
2
ε〈ex, [wε]2〉 − 2b2ε〈ex, [wεx]2〉 + b2ε〈ex, [wεxx]2〉 + b2e[wεx(1, t)]2
+ b2εe[wεx(1, t)]2 − b2ε[wεx(0, t)]2
+ b2〈F 1(x, t)exwε,wεx〉 + b2〈F 2(x, t)exwε, zεx〉
+ b2〈F 3(x, t)ex, [wε]2〉 + b2〈F 4(x, t)zεex, wε〉
= b2〈exF 5(x, t), wε〉 (4.31)
and the equivalent equation for zε in terms of Gi with i = 1, . . . , 5. Adding (4.31) with the equivalent equation for zε
we obtain
b2
2
(t)
d
dt
〈ex, [wε]2〉 + b1
2
(t)
d
dt
〈ex, [zε]2〉 + b2
2
(ε − 1)〈ex, [wε]2〉
+ 1
2
(ε − 1)〈ex, [zε]2〉 + 3
2
b2〈ex, [wεx]2〉 +
3
2
〈ex, [zεx]2〉
+ b2
(
1
2
− ε
)
[wεx(0, t)]2 +
(
1
2
− ε
)
[zεx(0, t)]2 + b2e
(
1
2
+ ε
)
[wεx(1, t)]2 + e
(
1
2
+ ε
)
[zεx(1, t)]2
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− b2a3〈ex, wεzε〉 + 3b2a3〈ex, wεxzεx〉 + b2a3wεx(0, t)zεx(0, t) − b2a3ewεx(1, t)zεx(1, t)
− b2
3
	(t)〈ex, [wε]3〉 − b2
2
a1	(t)〈exwε, [zε]2〉 − b22 a1	(t)〈e
xwεx, [zε]2〉
− b2
2
a2	(t)〈exzε, [wε]2〉 − b22 a2	(t)〈e
xzεx, [wε]2〉 −
1
3
	(t)〈ex, [zε]3〉
+ b2a2	(t)〈zεexwε,wεx〉 + b2a2	(t)〈ex[wε]2, zεx〉 + b2a1	(t)〈ex[zε]2, wεx〉
+ b2a1	(t)〈wεexzε, zεx〉 − 2b2ε〈ex, [wεx]2〉
+ b2ε〈ex, [wεxx]2〉 − 2ε〈ex, [zεx]2〉 + ε〈ex, [zεxx]2〉
+ b2〈F 1(x, t)ex, wεwεx〉 + 〈G2(x, t)ex, zεzεx〉
+ b2〈F 2(x, t)ex, wεzεx〉 + 〈G1(x, t)ex, zεwεx〉
+ b2〈F 3(x, t)ex, [wε]2〉 + 〈G4(x, t)ex, [zε]2〉 + 〈[b2F 4(x, t) + G3(x, t)]ex, wεzε〉
 b2
2
e[‖F 5‖2
L2(0,1) + ‖wε‖2L2(0,1)] +
1
2
e[‖G5‖2
L2(0,1) + ‖zε‖2L2(0,1)]. (4.32)
On the other hand, exploiting Ehrling’s and Young’s inequalities with arbitrary ε1 > 0 and ε2 > 0, we estimate
|b2a3wεx(0, t)zεx(0, t)|
b2
2
|a3|
√
b2[wεx(0, t)]2 +
1
2
|a3|
√
b2[zεx(0, t)]2,∣∣∣∣−b22 a1	(t)〈exwε, [zε]2〉
∣∣∣∣  b22 |a1||	(t)| maxx∈[0,1] |wε|〈ex, [zε]2〉,∣∣∣∣−b22 a1	(t)〈exwεx, [zε]2〉
∣∣∣∣  b22 |a1||	(t)| maxx∈[0,1] |zε|[ε2〈ex, [wεx]2〉 + c(ε2)〈ex, [wε]2〉],∣∣∣∣−b23 	(t)〈ex, [wε]3〉
∣∣∣∣ ε1〈ex, [wεx]2〉 + c(ε1)[‖wε0‖4L2(0,1) + ‖F 5‖4L2(0,1)]
and the other terms for zε are estimated in a similar way. Therefore, choosing appropriate εi and taking into account
(4.32) we obtain
b2
2
(t)
d
dt
〈ex, [wε]2〉 + b1
2
(t)
d
dt
〈ex, [zε]2〉 + b2ε〈ex, [wεxx]2〉 + ε〈ex, [zεxx]2〉
+ b2[(1 − |a3|
√
b2)/2 − ε][wεx(0, t)]2 + [(1 − |a3|
√
b2)/2 − ε][zεx(0, t)]2
+ b2
2
e[(1 − |a3|
√
b2) + 2ε][wεx(1, t)]2 +
1
2
e[(1 − |a3|
√
b2) + 2ε][zεx(1, t)]2
+ 3
2
b2(1 − |a3|
√
b2)〈ex, [wεx]2〉 +
3
2
(1 − |a3|
√
b2)〈ex, [zεx]2〉
 b2
2
[(1 + |a3|
√
b2) − ε]〈ex, [wε]2〉 + 12 [(1 + |a3|
√
b2) − ε]〈ex, [zε]2〉
+ m˜1〈ex, [wεx]2〉 + m˜2〈ex, [zεx]2〉 + m˜3〈ex, [wε]2〉 + m˜4〈ex, [zε]2〉
+ c(ε1)[‖wε0‖4L2(0,1) + ‖F 5‖4L2(0,1)] + c(ε3)[‖zε0‖4L2(0,1) + ‖G5‖4L2(0,1)]
+ b2
2
e[‖F 5‖2
L2(0,1) + ‖wε‖2L2(0,1)] +
1
2
e[‖G5‖2
L2(0,1) + ‖zε‖2L2(0,1)] (4.33)
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with
m˜1 = 2b2ε + ε1 + b22 |a1||	(t)| maxx∈[0,1] |z
ε|ε2 + b22 |a2||	(t)| maxx∈[0,1] |z
ε|ε5
+ b2
2
|a1||	(t)| max
x∈[0,1] |z
ε|ε7 + b2 sup
x∈(0,1)
|F 1|ε9 + sup
x∈(0,1)
|G1|ε11,
m˜2 = 2ε + ε3 + b22 |a2||	(t)| maxx∈[0,1] |w
ε|ε4 + b22 |a2||	(t)| maxx∈[0,1] |w
ε|ε6
+ b2
2
|a1||	(t)| max
x∈[0,1] |w
ε|ε8 + b2 sup
x∈(0,1)
|F 2|ε10 + sup
x∈(0,1)
|G2|ε12,
m˜3 = b22 |a2||	(t)| maxx∈[0,1] |z
ε| + b2
2
|a1||	(t)| max
x∈[0,1] |z
ε|c(ε2) + b22 |a2||	(t)| maxx∈[0,1] |z
ε|c(ε5)
+ b2
2
|a2||	(t)| max
x∈[0,1] |w
ε|c(ε6) + b2 sup
x∈(0,1)
|F 1|c(ε9) + b2 sup
x∈(0,1)
|F 2|c(ε10)
+ b2 sup
x∈(0,1)
|F 3| + b2 sup
x∈(0,1)
|F 4|c(ε13) + sup
x∈(0,1)
|G3|c(ε14),
m˜4 = b22 |a1||	(t)| maxx∈[0,1] |w
ε| + b2
2
|a2||	(t)| max
x∈[0,1] |w
ε|c(ε4) + +b22 |a1||	(t)| maxx∈[0,1] |z
ε|c(ε7)
+ b2
2
|a1||	(t)| max
x∈[0,1] |w
ε|c(ε8) + sup
x∈(0,1)
|G1|c(ε11) + sup
x∈(0,1)
|G2|c(ε12)〈ex, [zε]2〉
+ sup
x∈(0,1)
|G4| + b2 sup
x∈(0,1)
|F 4|ε13 + sup
x∈(0,1)
|G3|ε14.
Integrating (4.33) in t ∈ (0, T ), performing straightforward calculations and using the Gronwall inequality we have
b2
2
‖wε‖2
L2(0,1) +
b1
2
‖zε‖2
L2(0,1) + b2ε
∫ t
0
ex[wεxx]2 ds + ε
∫ t
0
ex[zεxx]2 ds
+ (1 − |a3|
√
b2)
∫ t
0
ex[wεx]2 ds + (1 − |a3|
√
b2)
∫ t
0
ex[zεx]2 ds
+ b2
[
(1 − |a3|√b2)
2
− ε
] ∫ t
0
[wεx(0, s)]2 ds +
[
(1 − |a3|√b2)
2
− ε
] ∫ t
0
[zεx(0, s)]2 ds
+ b2
2
[(1 − |a3|
√
b2) + 2ε]
∫ t
0
ex[wεx(1, s)]2 ds +
1
2
[(1 − |a3|
√
b2) + 2ε]
∫ t
0
ex[zεx(1, s)]2 ds
c
[
b2
2
‖wε0‖2L2(0,1) +
b1
2
‖zε0‖2L2(0,1) + ‖F 5‖2L2(0,T :L2(0,1)) + ‖G5‖2L2(0,T :L2(0,1))
]
(4.34)
such that c does not depend on ε > 0.
Remark 4.2. We observe that (4.34) requires only wε0 ∈ L2(0, 1) and zε0 ∈ L2(0, 1).
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In a similar way as above, we have that, from (4.34), there are weak and weak∗ convergent subsequences, still
denoted by wεj def= wε and zεj def= zε such that for ε → 0
(wε, zε)
∗
⇀(w, z) weakly star in L∞(0, T : H 10 (0, 1))2, (4.35)
(wεx, z
ε
x) ⇀ (wx, zx) weakly in L2(0, T : L2(0, 1))2, (4.36)
√
ε(wεxx, w
ε
xx) ⇀ (0, 0) weakly in L2(0, T : L2(0, 1))2. (4.37)
On the other hand, differentiating (4.1) and (4.2) in t-variable, multiplying (4.1) by b2exwεt and (4.2) by exzεt , integrating
by parts some terms we have
b2
2
(t)
d
dt
〈ex, [wεt ]2〉 + b2′(t)〈ex, [wεt ]2〉
− b2
2
〈ex, [wεt ]2〉 +
3
2
b2〈ex, [wεxt ]2〉 +
b2
2
[wεxt (0, t)]2 −
b2
2
e[wεxt (1, t)]2
+ b2a3〈ex, wεt zεxt 〉 + b2a3〈ex, wεxt zεxt 〉 − b2a3〈ex, wεxt zεxxt 〉
+ b2
2
〈(	(t)[wε]2)xt , exwεt 〉 +
b2
2
a1〈(	(t)[zε]2)xt , exwεt 〉
+ b2a2	′(t)〈wεxzε, exwεt 〉 + b2a2	(t)〈wεxt zε, exwεt 〉
+ b2a2	(t)〈wεxzεt , exwεt 〉 + b2a2	′(t)〈wεzεx, exwεt 〉
+ b2a2	(t)〈wεt zεx, exwεt 〉 + b2a2	(t)〈wεzεxt , exwεt 〉
+ b2
2
ε〈ex, [wεt ]2〉 − 2b2ε〈ex, [wεxt ]2〉 + b2ε〈ex, [wεxxt ]2〉
+ eb2ε[wεxt (1, t)]2 − b2ε[wεxt (0, t)]2 + eb2[wεxt (1, t)]2
+ b2〈F 1t (x, t)wεx, exwεt 〉 + b2〈F 1(x, t)wεxt , exwεt 〉
+ b2〈F 2t (x, t)zεx, exwεt 〉 + b2〈F 2(x, t)zεxt , exwεt 〉
+ b2〈F 3t (x, t)wε, exwεt 〉 + b2〈F 3(x, t)ex, [wεt ]2〉
+ b2〈F 4t (x, t)zε, exwεt 〉 + b2〈F 4(x, t)zεt , exwεt 〉
= b2〈F 5t (x, t), exwεt 〉 (4.38)
and the equivalent identity for zεt in terms of Gi and Git with i = 1, . . . , 5. On the other hand, multiplying (4.1) by b2,
setting t = 0 in (4.1) and (4.2), respectively, and adding, we obtain
b2‖wεt (x, 0)‖L2(0,1) + b2‖zεt (x, 0)‖L2(0,1)
c1(‖wε0‖H 3(0,1)∩H 10 (0,1) + ‖z
ε
0‖H 3(0,1)∩H 10 (0,1) + ε‖w
ε
0‖H 4(0,1) + ε‖zε0‖H 4(0,1))
+ c2(‖F 5(x, 0)‖L2(0,1) + ‖G5(x, 0)‖L2(0,1)). (4.39)
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Adding (4.38) and the equivalent equations for zεt , integrating in t ∈ (0, T ), using (4.39), performing straightforward
calculations and applying the Gronwall inequality we obtain
b2
2
‖wεt ‖2L2(0,1) +
b1
2
‖zεt ‖2L2(0,1) + b2ε
∫ t
0
ex[wεxxs]2 ds + ε
∫ t
0
ex[zεxxs]2 ds
+ 3
2
b2(1 − |a3|
√
b2)
∫ t
0
ex[wεxs]2 ds +
3
2
(1 − |a3|
√
b2)
∫ t
0
ex[zεxs]2 ds
+ b2
(
(1 − |a3|√b2)
2
− ε
)∫ t
0
([wεxs(0, s)]2 + e[wεxs(1, s)]2)ds
+
(
(1 − |a3|√b2)
2
− ε
)∫ t
0
([zεxs(0, s)]2 + e[zεxs(1, s)]2) ds
c3(‖wε0‖2H 3(0,1)∩H 10 (0,1) + ‖z
ε
0‖2H 3(0,1)∩H 10 (0,1) + ε‖w
ε
0‖2H 4(0,1) + ε‖zε0‖2H 4(0,1))
+ c4(‖F 5t (x, 0)‖2L2(0,T :L2(0,1)) + ‖G5t (x, 0)‖2L2(0,T :L2(0,1))). (4.40)
In a similar way as above, we have that, from (4.34), there are weak∗ convergent subsequences, still denoted by
wεj
def= wε and zεj def= zε such that for ε → 0
(wεt , z
ε
t )
∗
⇀(wt, zt ) weakly star in L∞(0, T : L2(0, 1))2, (4.41)
(wεt , z
ε
t ) ⇀ (wt , zt ) weakly in L2(0, T : H 10 (0, 1))2. (4.42)
Moreover, from (4.35), (4.41) and using imbedding theorem (cf., [19]), we obtain
(wε, zε) → (w, z) strongly in C(Q). (4.43)
Multiplying (4.1) and (4.2) by b2w ∈ L2(0, T : H 2(0, 1) ∩ H 10 (0, 1)) and z ∈ L2(0, T : H 2(0, 1) ∩ H 10 (0, 1)),
respectively, with wx(0, t) = zx(0, t) = 0, and setting the limit as ε → 0 taking into account (4.35)–(4.37) and
(4.41)–(4.43), we obtain
b2(t)〈wt,w〉 + b2	(t)〈wwx,w〉 + b2a1	(t)〈zzx, w〉
+ b2a2	(t)〈wxz,w〉 + b2a2	(t)〈wzx,w〉 + b2〈wx,wxx〉 + b2a3〈zx, wxx〉,
b2〈F 1(x, t)wx + F 2(x, t)zx + F 3(x, t)w + F 4(x, t)z, w〉 = b2〈F 5, w〉,
b1(t)〈zt , z〉 + b2a2	(t)〈wwx, z〉 + 	(t)〈zzx, z〉
+ b2a1	(t)〈wxz, z〉 + b2a1	(t)〈wzx, z〉 + 〈zx, zxx〉 + b2a3〈wx, zxx〉,
× 〈G1(x, t)wx + G2(x, t)zx + G3(x, t)w + G4(x, t)z, z〉 = b2〈G5, z〉.
Boundary conditions w(0, t) = z(0, t) = w(1, t) = z(1, t) = 0 clearly hold, and the boundary condition wx(1, t) = 0
and zx(1, t) = 0 holds in a weak sense. Hence, we have obtained a regular solution (3.2), (3.3) and (3.4)–(3.7) under
the additional conditions w0 ∈ H 4(0, 1) and z0 ∈ H 4(0, 1). On the other hand, passing to the limit in (4.40) as ε → 0,
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we have
b2
2
‖wt‖2L2(0,1) +
b1
2
‖zt‖2L2(0,1)
+ 3
2
b2(1 − |a3|
√
b2)
∫ t
0
ex[wxs]2 ds + 32 (1 − |a3|
√
b2)
∫ t
0
ex[zxs]2 ds
+ b2 (1 − |a3|
√
b2)
2
∫ t
0
[wxs(0, s)]2 ds + b2e (1 − |a3|
√
b2)
2
∫ t
0
[wxs(1, s)]2 ds
+ (1 − |a3|
√
b2)
2
∫ t
0
[zxs(0, s)]2 ds + e (1 − |a3|
√
b2)
2
∫ t
0
[zxs(1, s)]2 ds
c3(‖w0‖2H 3(0,1)∩H 10 (0,1) + ‖z0‖
2
H 3(0,1)∩H 10 (0,1)
)
+ c4(‖F 5t (x, 0)‖2L2(0,T :L2(0,1)) + ‖G5t (x, 0)‖2L2(0,T :L2(0,1))).
In this way, approximating initial dataw0 ∈ H 3(0, 1)∩H 10 (0, 1) and z0 ∈ H 3(0, 1)∩H 10 (0, 1)withw′′0(0)=w′0(1)=0,
z′′0(0)= z′0(1)= 0, by functions w0x ∈ H 4(0, 1)∩H 10 (0, 1) and z0x ∈ H 4(0, 1)∩H 10 (0, 1) with w′′0x(0)=w′0x(1)= 0,
z′′0x(0) = z′0x(1) = 0, we obtain the derived solution for w0(x) and z0(x) deﬁned by (3.4) and (3.5). This proves the
existence part of Theorem 2.1.
5. Uniqueness
Assume that (w, z) and (w′, z′) are two solutions of (3.2) and (3.3) in L∞(0, T : H 3(D)) × L∞(0, T : H 3(D))
with the same initial data (w0, z0). By Eqs. (3.2) and (3.3) wt , zt , w′t , z′t ∈ L∞(0, T : L2(D)) ∩ L2(0, T : H 1(D)),
so the integrations below are justiﬁed. Therefore, the differences (w − w′) and (z − z′) satisfy
(t)(w − w′)t + (w − w′)xxx + a3(z − z′)xxx + 	(t)(wwx − w′w′x) + a1	(t)(zzx − z′z′x)
+ a2	(t)(wxz − w′xz′) + a2	(t)(wzx − w′z′x)
+ F 1(x, t)(w − w′)x + F 2(x, t)(z − z′)x + F 3(x, t)(w − w′) + F 4(x, t)(z − z′) = 0, (5.1)
b1(t)(z − z′)t + (z − z′)xxx + b2a3(w − w′)xxx + b2a2	(t)(wwx − w′w′x) + 	(t)(zzx − z′z′x)
+ b2a1	(t)(wxz − w′xz′) + b2a1	(t)(wzx − wz′x)
+ G1(x, t)(w − w′)x + G2(x, t)(z − z′)x + G3(x, t)(w − w′) + G4(x, t)(z − z′) = 0. (5.2)
Multiplying (5.1) by b2ex(w − w′), multiplying (5.2) by ex(z − z′), adding and integrating by parts, our equations
become
b2
2
(t)
d
dt
〈ex, (w − w′)2〉 + b1
2
(t)
d
dt
〈ex, (z − z′)2〉
+ b2
2
〈ex, (w − w′)2〉 + 1
2
〈ex, (z − z′)2〉 + 3
2
b2〈ex, (w − w′)2x〉 +
3
2
〈ex, (z − z′)2x〉
− b2a3〈ex, (z − z′)(w − w′)〉 + 3b2a3〈ex, (z − z′)x(w − w′)x〉
+ b2
2
[wx(0, t) − w′x(0, t)]2 +
1
2
[zx(0, t) − z′x(0, t)]2 + b2a3[wx(0, t) − w′x(0, t)][zx(0, t) − z′x(0, t)]
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+ b2
2
	(t)〈ex, (w − w′)[w2 − (w′)2]x〉 + 12 	(t)〈e
x, (z − z′)[z2 − (z′)2]x〉
+ b2
2
a1	(t)〈ex, (w − w′)[z2 − (z′)2]x〉 + b22 a2	(t)〈e
x, (z − z′)[w2 − (w′)2]x〉
+ b2a2	(t)〈ex, (w − w′)[wz − w′z′]x〉 + b2a1	(t)〈ex, (z − z′)[wz − w′z′]x〉
+ b2〈F 1(x, t)ex, (w − w′)(w − w′)x〉 + b2〈F 2(x, t)ex, (w − w′)(z − z′)x〉
+ b2〈F 3(x, t)ex, (w − w′)2〉 + b2〈F 4(x, t)ex, (w − w′)(z − z′)〉
+ 〈G1(x, t)ex, (w − w′)x(z − z′)〉 + 〈G2(x, t)ex, (z − z′)(z − z′)x〉
+ 〈G3(x, t)ex, (w − w′)(z − z′)〉 + 〈G4(x, t)ex, (z − z′)2〉 = 0.
Using the regularity of solutions w, w′, z, z′ and straightforward calculations we have
b2
2
(t)
d
dt
〈ex, (w − w′)2〉 + b1
2
(t)
d
dt
〈ex, (z − z′)2〉
+ 3
2
b2(1 − |a3|
√
b2)〈ex, (w − w′)2x〉 +
3
2
(1 − |a3|
√
b2)〈ex, (z − z′)2x〉
+ b2
2
(1 − |a3|
√
b2)[wx(0, t) − w′x(0, t)]2 +
1
2
(1 − |a3|
√
b2)[zx(0, t) − z′x(0, t)]2
c
[
b2
2
〈ex, (w − w′)2〉 + b1
2
〈ex, (z − z′)2〉
]
. (5.3)
Integrating (5.3) in t ∈ (0, T ), performing straightforward calculations as above and using the factw(x, 0)−w′(x, 0) ≡
0 and z(x, 0) − z′(x, 0) ≡ 0, we conclude by Gronwall’s inequality that
b2
2
(t)
d
dt
〈ex, (w − w′)2〉 + b1
2
(t)
d
dt
〈ex, (z − z′)2〉0
and consequently w ≡ w′ and z ≡ z′ for all t ∈ (0, T ).
6. Stability
In this section the asymptotic stability is proved using the weight estimates.
Theorem 6.1. We suppose that (), (),i (),i (), ′(), ′() ∈ L1(0,∞) ∩ L∞(0,∞), with i = 1, 2, 3, for all
> 0 and any > 0 one can ﬁnd real numbers 1 ∈ (0, ) and 2 > 0 such that∫ 
0
es[|1| + |2| + |3| + |1| + |2| + |3| + |′| + |′|] ds2e1t , (6.1)
then there exist real numbers > 0, > 0 and 0 such that if(
b2
2
‖u0‖2L2(0,1) +
b1
2
‖v0‖2L2(0,1) +
∫ ∞
0
[ 3∑
i=1
(|i ||i |) + |′| + |′|
]
d
)
, (6.2)
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the following inequality holds:
b2
2
‖w‖2
L2(0,1) +
b1
2
‖z‖2
L2(0,1)0e
−
.
Proof. Multiplying (3.2) by b2w, (3.3) by z, and integrating by parts, we have
b2
2
d
dt
‖w‖2
L2(0,1) +
b2
2
p3(t)w2x(0, t) − b2a2p3(t)〈wx, zxx〉 −
1
2
b2a1p(t)〈wx, z2〉
+ 1
2
b2a2p(t)〈zx, w2〉 − 12 b2〈F˜
1
x, w
2〉 + b2〈F˜ 2w, zx〉 + b2〈F˜ 3, w2〉 + b2〈F˜ 4z,w〉 + b2〈F˜ 5, w〉 = 0.
b1
2
d
dt
‖z‖2
L2(0,1) +
1
2
p3(t)z2x(0, t) − b2a3p3(t)〈zx, wxx〉 +
1
2
b2a1p(t)〈wx, z2〉
− 1
2
b2a2p(t)〈zx, w2〉 − 12 〈G˜
2
x, z
2〉 + 〈G˜1z,wx〉 + 〈G˜4, z2〉 + 〈G˜3w, z〉 + 〈G˜5, z〉 = 0.
Adding both equations and performing straightforward calculations as earlier we obtain
b2
2
d
dt
‖w‖2
L2(0,1) +
b1
2
d
dt
‖z‖2
L2(0,1) +
b2
2
p3(t)(1 − |a3|
√
b2)w
2
x(0, t) +
1
2
p3(t)(1 − |a3|
√
b2)z
2
x(0, t)

[
sup
x∈(0,1)
|F˜ 1x | + 2 sup
x∈(0,1)
|F˜ 3| + sup
x∈(0,1)
|F˜ 4| + 1
b2
sup
x∈(0,1)
|G˜3| + 1
]
b2
2
‖w‖2
L2(0,1)
+
[
1
b1
sup
x∈(0,1)
|G˜2x | +
2
b1
sup
x∈(0,1)
|G˜4| + b2
b1
sup
x∈(0,1)
|F˜ 4| + 1
b1
sup
x∈(0,1)
|G˜3| + 1
b1
]
b1
2
‖z‖2
L2(0,1)
+ b2
2
‖F˜ 5‖2
L2(0,1) +
1
2
‖G˜5‖2
L2(0,1).
Integration in t ∈ (0, T ) and Gronwall’s inequality imply
b2
2
‖w‖2
L2(0,1) +
b1
2
‖z‖2
L2(0,1) +
b2
2
p3(t)(1 − |a3|
√
b2)w
2
x(0, t) +
1
2
p3(t)(1 − |a3|
√
b2)z
2
x(0, t)
 1
2
[
b2‖w0‖2L2(0,1) + b1‖z0‖2L2(0,1) +
∫ t
0
(b2‖F˜ 5‖2L2(0,1) + ‖G˜5‖2L2(0,1)) ds
]
exp
(∫ t
0
M ds
)
, (6.3)
where M = max{M1,M2}, with
M1 =
[
sup
x∈(0,1)
|F˜ 1x | + 2 sup
x∈(0,1)
|F˜ 3| + sup
x∈(0,1)
|F˜ 4| + 1
b2
sup
x∈(0,1)
|G˜3| + 1
]
,
M2 =
[
1
b1
sup
x∈(0,1)
|G˜2x | +
2
b1
sup
x∈(0,1)
|G˜4| + b2
b1
sup
x∈(0,1)
|F˜ 4| + 1
b1
sup
x∈(0,1)
|G˜3| + 1
b1
]
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and the integral are limited for all t0. Let q(x) be chosen later. Multiplying (3.2) by b2q(x)w, (3.3) by q(x)z, adding
and integrating by part, we obtain after performing straightforward calculation
b2
2
d
dt
‖√q(x)w‖2
L2(0,1) +
b1
2
d
dt
‖√q(x)z‖2
L2(0,1)
− b2
2
(1 − |a3|
√
b2)p
3(t)〈q ′′′(x), w2〉 − 1
2
(1 − |a3|
√
b2)p
3(t)〈q ′′′(x), z2〉
+ 1
2
b2p
3(t)(1 − |a3|
√
b2)q(0)w2x(0, t) +
1
2
p3(t)(1 − |a3|
√
b2)q(0)z2x(0, t)
+ 3
2
b2p
3(t)(1 − |a3|
√
b2)〈q ′(x), w2x〉 +
3
2
p3(t)(1 − |a3|
√
b2)〈q ′(x), z2x〉
− b2
3
p(t)〈q ′(x), w3〉 − 1
3
p(t)〈q ′(x), z3〉 − b2a1p(t)〈q ′(x)w, z2〉 − b2a2p(t)〈q ′(x)z,w2〉
 b2
2
sup
x∈(0,1)
|F˜ 1x |‖
√
q(x)w‖2
L2(0,1) +
1
2
sup
x∈(0,1)
|G˜2x |‖
√
q(x)z‖2
L2(0,1)
+ b2
2
sup
x∈(0,1)
|F˜ 1| sup
x∈(0,1)
∣∣∣∣q ′(x)q(x)
∣∣∣∣ ‖√q(x)w‖2L2(0,1) + 12 supx∈(0,1) |G˜2| supx∈(0,1)
∣∣∣∣q ′(x)q(x)
∣∣∣∣ ‖√q(x)z‖2L2(0,1)
+ b2 sup
x∈(0,1)
|F˜ 3|‖√q(x)w‖2
L2(0,1) + sup
x∈(0,1)
|G˜4|‖√q(x)z‖2
L2(0,1)
+
[
b2
2
sup
x∈(0,1)
|F˜ 4| + 1
2
sup
x∈(0,1)
|G˜3|
]
[‖√q(x)w‖2
L2(0,1) + ‖
√
q(x)z‖2
L2(0,1)]
+ b2‖
√
q(x)w‖2
L2(0,1) + ‖
√
q(x)z‖2
L2(0,1) + b2‖F˜ 5‖2L2(0,1) + ‖G˜5‖2L2(0,1). (6.4)
We consider q(x) ≡ 1 + 4x − x3. Using Poincaré’s and Gronwall’s inequalities we have
−b2
3
p(t)〈q ′(x), w3〉 − 2 b2
3
p(t) sup
x∈(0,1)
|q ′(x)|‖w‖2
L2(0,1)〈q ′(x), w2x〉,
−b2a1p(t)〈q ′(x)w, z2〉 − 2b2a1p(t) sup
x∈(0,1)
|q ′(x)|‖w‖2
L2(0,1)〈q ′(x), z2x〉.
Hence, inequalities (6.3) and (6.4) imply
b2
2
d
dt
‖√q(x)w‖2
L2(0,1) +
b1
2
d
dt
‖√q(x)z‖2
L2(0,1)
+ 3b2(1 − |a3|
√
b2)p
3(t)‖w‖2
L2(0,1) + 3(1 − |a3|
√
b2)p
3(t)‖z‖2
L2(0,1)
+ 1
2
b2p
3(t)(1 − |a3|
√
b2)w
2
x(0, t) +
1
2
p3(t)(1 − |a3|
√
b2)z
2
x(0, t)
+ b2p3(t)
[
3
2
(1 − |a3|
√
b2) − 83p2(t)A0B
]
〈q ′(x), w2x〉
+ p3(t)
[
3
2
(1 − |a3|
√
b2) − 83p2(t)A0B
]
〈q ′(x), z2x〉
 b2
2
sup
x∈(0,1)
|F˜ 1x |‖
√
q(x)w‖2
L2(0,1) +
1
2
sup
x∈(0,1)
|G˜2x |‖
√
q(x)z‖2
L2(0,1)
308 E. Bisognin et al. / Journal of Computational and Applied Mathematics 220 (2008) 290–321
+ b2
2
sup
x∈(0,1)
|F˜ 1| sup
x∈(0,1)
∣∣∣∣q ′(x)q(x)
∣∣∣∣ ‖√q(x)w‖2L2(0,1) + 12 supx∈(0,1) |G˜2| supx∈(0,1)
∣∣∣∣q ′(x)q(x)
∣∣∣∣ ‖√q(x)z‖2L2(0,1)
+ b2 sup
x∈(0,1)
|F˜ 3|‖√q(x)w‖2
L2(0,1) + sup
x∈(0,1)
|G˜4|‖√q(x)z‖2
L2(0,1)
+
[
b2
2
sup
x∈(0,1)
|F˜ 4| + 1
2
sup
x∈(0,1)
|G˜3|
]
[‖√q(x)w‖2
L2(0,1) + ‖
√
q(x)z‖2
L2(0,1)]
+ b2‖
√
q(x)w‖2
L2(0,1) + ‖
√
q(x)z‖2
L2(0,1) + b2‖F˜ 5‖2L2(0,1) + ‖G˜5‖2L2(0,1), (6.5)
where A0 = supt>0e
∫ t
0 M ds and
B = 1
2
[
b2‖w0‖2L2(0,1) + b1‖z0‖2L2(0,1) + b2
∫ t
0
‖F˜ 5‖2
L2(0,1) ds +
∫ t
0
‖G˜5‖2
L2(0,1) ds
]
.
Using (6.2) with > 0 sufﬁciently small, one obtains 32 (1 − |a3|
√
b2)− (8/3p2(t))A0B 12 (1 − |a3|
√
b2). Moreover,
using
〈q ′(x), w2x〉‖wx‖2L2(0,1)‖w‖2L2(0,1) 14 〈q(x), w2〉
we obtain in (6.5)
b2
2
d
dt
‖√q(x)w‖2
L2(0,1) +
b1
2
d
dt
‖√q(x)z‖2
L2(0,1)
+
(
3 + 1
8
)
b2(1 − |a3|
√
b2)p
3(t)‖√q(x)w‖2
L2(0,1) +
(
3 + 1
8
)
(1 − |a3|
√
b2)p
3(t)‖√q(x)z‖2
L2(0,1)
+ 1
2
b2p
3(t)(1 − |a3|
√
b2)w
2
x(0, t) +
1
2
p3(t)(1 − |a3|
√
b2)z
2
x(0, t)
 b2
2
sup
x∈(0,1)
|F˜ 1x |‖
√
q(x)w‖2
L2(0,1) +
1
2
sup
x∈(0,1)
|G˜2x |‖
√
q(x)z‖2
L2(0,1)
+ b2
2
sup
x∈(0,1)
|F˜ 1| sup
x∈(0,1)
∣∣∣∣q ′(x)q(x)
∣∣∣∣ ‖√q(x)w‖2L2(0,1) + 12 supx∈(0,1) |G˜2| supx∈(0,1)
∣∣∣∣q ′(x)q(x)
∣∣∣∣ ‖√q(x)z‖2L2(0,1)
+ b2 sup
x∈(0,1)
|F˜ 3|‖√q(x)w‖2
L2(0,1) + sup
x∈(0,1)
|G˜4|‖√q(x)z‖2
L2(0,1)
+
[
b2
2
sup
x∈(0,1)
|F˜ 4| + 1
2
sup
x∈(0,1)
|G˜3|
]
[‖√q(x)w‖2
L2(0,1) + ‖
√
q(x)z‖2
L2(0,1)]
+ b2‖
√
q(x)w‖2
L2(0,1) + ‖
√
q(x)z‖2
L2(0,1) + b2‖F˜ 5‖2L2(0,1) + ‖G˜5‖2L2(0,1).
Since 1q(x)4, this last inequality becomes
b2
2
d
dt
‖√q(x)w‖2
L2(0,1) +
b1
2
d
dt
‖√q(x)z‖2
L2(0,1)
+ 25
8
b2(1 − |a3|
√
b2)p
3(t)‖√q(x)w‖2
L2(0,1) +
25
8
(1 − |a3|
√
b2)p
3(t)‖√q(x)z‖2
L2(0,1)
R1‖
√
q(x)w‖2
L2(0,1) + R2‖
√
q(x)z‖2
L2(0,1) + H (6.6)
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with
R1 = sup
x∈(0,1)
max
{
b2
2
|F˜ 1x |,
b2
2
|F˜ 1|
∣∣∣∣q ′(x)q(x)
∣∣∣∣ , b2|F˜ 3|, 12 [b2|F˜ 4| + |G˜3|], b2
}
,
R2 = sup
x∈(0,1)
max
{
1
2
|G˜1x |,
1
2
|G˜2|
∣∣∣∣q ′(x)q(x)
∣∣∣∣ , |G˜4|, 12 [b2|F˜ 4| + |G˜3|], 1
}
,
H = b2‖F˜ 5‖2L2(0,1) + ‖G˜5‖2L2(0,1).
Let f (t) ≡ (b2/2)‖√q(x)w‖2L2(0,1) + (b1/2)‖
√
q(x)z‖2
L2(0,1), then in (6.6) we have
d
dt
f (t) + f (t)N ,
where
= sup
t>0
{
25
4
(1 − |a3|
√
b2)p
3(t),
25
4b1
(1 − |a3|
√
b2)p
3(t)
}
> 0,
N = R1A0B˜ + R2A0B˜ + H ,
B˜ = 1
2
[
b2‖w0‖2L2(0,1) + b1‖z0‖2L2(0,1) + b2
∫ ∞
0
‖F˜ 5‖2
L2(0,1) ds +
∫ ∞
0
‖G˜5‖2
L2(0,1) ds
]
.
Hence
f (t)e−t
(
f (0) +
∫ t
0
eN(s) ds
)
.
Using (6.1), we obtain∫ t
0
esN(s) dsN0e1t ,
where 1 <  and N0 is proportional to 2. Finally
f (t)e−(−1)t [f (0) + N0].
Returning to the original variables u(, ) and v(, ) the result follows. 
7. Numerical methods
Now we present some numerical results for the solution of the coupled system of equations described in [16,15]
which is the same system (2.1)–(2.4) with the extra term rv
u + u + a3v + uu + a1vv + a2(uv) = 0,  ∈ D, 0, (7.1)
b1v + v + b2a3u + vv + b2a2uu + b2a1(uv) + rv = 0, (7.2)
u(, 0) = u0(),  ∈ D0, (7.3)
v(, 0) = v0(),  ∈ D0, (7.4)
where r ∈ R is a simple constant and we suppose the same boundary conditions (2.5)–(2.6). It is easy to observe that
the same analysis that was used before, use existence, uniqueness and stability, can be obtained for this system.
We consider here a semi-implicit ﬁnite difference scheme for this system based on unconditionally stable schemes
similar to the one described in [10] for the KdV equations and in [8,30] for the KdV–Kawahara equation. This method
is different from that presented in [16,15] where the authors used Fourier transform for the -variable. The advantage
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of our method is that it is better adapted to our nonperiodic boundary conditions, and to the treatment of the system
with variable coefﬁcients in the cylindrical domain given by the problem with moving boundaries.
In order to make the method most efﬁcient we uncouple the system at the dispersive terms by means of a change of
variables and we apply the numerical method to these new variables. We note that it is in the dispersive terms where it
is the implicit part of the semi-implicit numerical scheme described in [10,30].
Using the moving boundary transform (3.1) we obtain the system deﬁned in the cylindrical domain:
ut + p3(t)uxxx + a3p3(t)vxxx + [(Lnp(t))′x − ′(t)p(t)]ux
+ p(t)uux + a1p(t)vvx + a2p(t)uxv + a2p(t)uvx = 0, (7.5)
b1vt + p3(t)vxxx + b2a3p3(t)uxxx + [(logp(t))′x − ′(t)p(t)]vx
+ p(t)vvx + b2a2p(t)uux + b2a1p(t)uxv + b2a1p(t)uvx + p(t)rv = 0 (7.6)
with the same initial and boundary conditions (3.4)–(3.7).
In order to obtain a simpler numerical scheme, we uncouple this last system following the idea of Bisognin et al.
[3], the initial value problem associated with system (7.5)–(7.6) can be written as
Wt + AWxxx + F(W)x + (logp(t))′xWx = 0,
W(x, 0) = W0(x),
where
W =
(
u
v
)
, A = p(t)3
[ 1 a3
a3b2/b1 1/b1
]
and
F(W) =
⎡⎢⎢⎣
p(t)
(
u2
2
+ a1v
2
2
+ a2uv
)
− ′(t)p(t)u
p(t)
b1
(
a2b2u2
2
+ v
2
2
+ a1b2uv +
(
r − ′(t)) v)
⎤⎥⎥⎦ .
We remark that under the assumptions b1 > 0, b2 > 0 and |a3|√b2 < 1, we have A = PDP−1 diagonalizable, with P
independent of p(t), and D the diagonal matrix of the eigenvalues p(t)31 > 0 and p(t)32 > 0, where
1,2 =
1 + b1 ±
√
1 − 2b1 + b21 + 4b1a23b2
2b1
.
Thus, considering the change of variables =
(
1
2
)
= P−1W , Eqs. (7.5)–(7.6) can be expressed as an uncoupled, in
the dispersive terms, system as follows:
t1 + p(t)31xxx1 + xG1() + (logp(t))′x(q11x1 + q12x2) = 0, (7.7)
t2 + p(t)32xxx2 + xG2() + (logp(t))′x(q21x1 + q22x2) = 0, (7.8)
(x, 0) = P−1W0(x), (7.9)
where G() = (G1(),G2())t is given by G() = P−1F(P) and Q = (qij )i,j=1,2 is the 2 × 2-matrix given by
Q = P−1
(
1
0
0
1/b1
)
P .
Now we present the description of our semi-implicit ﬁnite difference scheme to obtain an approximation of the
solution = (1,2) of system (7.7)–(7.9).
E. Bisognin et al. / Journal of Computational and Applied Mathematics 220 (2008) 290–321 311
7.1. Description of the scheme
We denote byni =(n1,i ,n2,i ) the approximate value of(ix, nt), solution of the nonlinear problem (7.7)–(7.9),
where x is the space-step, and t is the time-step, for i = 0, . . . , N , and n = 0, . . . ,M . Deﬁne the discrete space
XN = {u = (u0, u1, . . . , uN) ∈ RN+1|u0 = 0 and uN = uN−1 = 0}
and (D+u)i = (ui+1 − ui)/x, (D−u)i = (ui − ui−1)/x and D = (D+ + D−)/2 the classical difference operators.
In order to obtain a positive matrix we have to chose a particular discretization.
The semi-implicit numerical scheme for system (7.7)–(7.9) reads as follows:
En+11 
n+1
1 = n1 − t (D[G1(n)] + q12snxDn2), (7.10)
En+11 
n+1
2 = n2 − t (D[G2(n)] + q21snxDn1), (7.11)
where
En1 = (I + t[pn1D+D+D− + q11snxD]),
En2 = (I + t[pn2D+D+D− + q22snxD]),
pn =p(nt), sn = (logp)′(nt) and (xD)i = ixDi . We consider the linear operators D+ and D− as matrices of size
(N +1)× (N +1) and we note the following internal product (z, w)=∑N1=0ziwi , (z, w)x = (z, xw)=∑N1=0ixziwi
and (z, w)x2 =(z, x2w)=
∑N
1=0i2x2ziwi , and the norms inRN+1: |z|=
√
(z, z), |z|x =
√
(z, z)x and |z|x2 =
√
(z, z)x2 .
Then, we have the following lemma:
Lemma 7.1. For all u ∈ XN , we have
(En1u, u) =
(
1 − tq11sn
2
)
|u|2 + tpn1
2
([D−u]21 + x|D+D−u|2) +
tx2q11sn
4
|D+u|2, (7.12)
(En2u, u) =
(
1 − tq22sn
2
)
|u|2tpn2
2
([D−u]21 + x|D+D−u|2) +
tx2q22sn
4
|D+u|2, (7.13)
(En1u, u)x = (1 − tq11sn)|u|2x
+ tpn1
2
(−x[D−u]21 + 3|D−u|2 − x2|D+D−u|2 + x|D+D−u|2x)
+ tq11sn
4
(−x|D+u|2
x2 + 2x2|D+u|2x − x3|D+u|2 + x|u|2), (7.14)
(En2u, u)x = (1 − tq22sn)|u|2x +
tpn2
2
(−x[D−u]21 + 3|D−u|2 − x2|D+D−u|2 + x|D+D−u|2x)
+ tq22sn
4
(−x|D+u|2
x2 + 2x2|D+u|2x − x3|D+u|2 + x|u|2). (7.15)
Proof. Using the identity (a − b)a = 12 (a2 − b2) + 12 (a − b)2 with a = zi, wi and b = zi+1, wi+1, multiplying by 1,
ix and i2x2 and summing by parts over i = 0, . . . , N it can be proved that for all z,w ∈ RN+1, we have
(D+z,w) = zNwN − z0w0 − (z,D−w),
(D+z, z) = 1
2
(
z2N
x
− z
2
0
x
− x|D+z|2
)
,
(D+z,w)x = NzNwN − (z,D−w)x + x(z,D−w) − (z, w),
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(D+z, z)x = 12 (Nz2N − x|D+z|2x − |z|2),
(D+z,w)x2 = N2zNwN − (z,D−w)x + 2x(z,D−w)x − x2(z,D−w) − 2(z, w)x + x(z,w),
(D+z, z)x2 = 12 (N2z2N − x|D+z|2x2 + 2x|D+z|2x − x|D+z|2 − 2|z|2x + |z|2),
(D+D+D−z, z) = 12 [D−z]21 +
x
2
|D+D−z|2,
(D+D+D−z, z)x = x(1 − N)2 [D
−z]2N −
x
2
[D−z]21 +
3
2
|D−z|2 + x
2
|D+D−z|2x −
x2
2
|D+D−z|2.
Combining these equations and using that u0 = nN = uN−1 = 0 in XN , we obtain (7.12)–(7.15). 
Corollary 7.1. If t is sufﬁciently small (t max{q11, q22}maxt (logp(t))′ < 1), then En1 and En2 are positive deﬁned,
and for any (n1,n2) ∈ XN there exists a unique solution (n+11 ,n+12 ) of (7.10)–(7.11).
Now, we consider the linear problem associated to (7.7)–(7.9)
t1 + p(t)31xxx1 = 0, (7.16)
t2 + p(t)32xxx2 = 0, (7.17)
(x, 0) = P−1W0(x) (7.18)
with the scheme associated to (7.16)–(7.18)
En+11 
n+1
1 = n1, En+12 n+12 = n2. (7.19)
The following estimate shows that the numerical (7.19) is l2-stable and unconditionally stable.
Proposition 7.1. For any (n1,
n
2) ∈ XN satisfying the linear scheme (7.19), there exists C(T )> 0 such that |n1|
C(T )|01| and |n2|C(T )|02|.
Proof. We multiply the ﬁrst equation of the numerical (7.19) by n+11 . Then by (7.12) and using the identity (a −
b)a = 12 (a2 − b2) + 12 (a − b)2 with a = k+11 and b = k1 and summing for k = 0, . . . , n − 1 we obtain
|n1|2 + t
n−1∑
k=0
t
∣∣∣∣∣k+11 − k1t
∣∣∣∣∣
2
+ pn1
n∑
k=1
t ([D−k1]21 + x|D+D−k1|2) +
x2q11sn
2
n∑
k=1
t |D+k1|2
 |01|2 + q11sn
n∑
k=1
t |k1|2. (7.20)
If q11sn < 0, the second term of the right-hand side can be cancelledwith the last term of the left-hand side by the triangle
inequalityx2|D+|2 ||2 and we have |n1| |01| withC(T )=1. If q11sn > 0, then we deduce for k=0, . . . , N−1
|k1|
(
1 − q11snt
2
)−k
|01|e2T/|01|
with T = nt and = q11maxnsn. Replacing this inequality in (7.20) we deduce
|n1|(1 + T e4T/)|01|2.
The estimate of |n2| is equivalent. 
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Proposition 7.2. For any (n1,
n
2) ∈ XN satisfying the linear scheme (7.19), there exists C(T )> 0 such that |n1|x
C(T )|01|x and |n2|xC(T )|02|x and(
n∑
k=1
t |D−k1|2
)1/2
C(T )|01|,
(
n∑
k=1
t |D−k2|2
)1/2
C(T )|02|.
Proof. It is very similar to the before proof. We multiply the ﬁrst equation of the numerical scheme (7.19) by n+11 and
the second one by n+12 . Then using (7.14), (7.15) and the identity (a − b)a = 12 (a2 − b2) + 12 (a − b)2 we conclude
in a similar way. 
Now, similar arguments used in [10,8,30] can be generalized to our coupled system. First, we introduce a non-
homogeneous linear scheme:
En+11 
n+1
1 = n1 − tHn1,
En+11 
n+1
2 = n2 − tHn2.
The existence proof of the scalar case studied in [10,8,30] applies for the system case and the discrete nonlinear case
for any discretization of the nonlinear part, in particular for
Hn1 = D[G1(n)] + q12snxDn2,
Hn2 = D[G2(n)] + q21snxDn1.
Thus, we obtain the following result of stability for the nonlinear scheme:
Theorem 7.1. For any (n1,
n
2) ∈ XN satisfying the nonlinear scheme (7.10)–(7.11), there exist T > 0 and a constant
C = C(T )> 0 (independent of t and x) such that
sup
k=0,...,p
|k1|2 + t
p∑
k=0
|D−k1|2C max{|01|2, |02|2},
sup
k=0,...,p
|k2|2 + t
p∑
k=0
|D−k2|2C max{|01|2, |02|2}.
This result means that the scheme is unconditionally stable.
8. Some numerical results
Consider the coupled system equation (2.1)–(2.4) with a1 = 1.0, a2 = 1.0, a3 =−0.9, b1 = 0.5, b2 = 1.0 and r = 1.0,
and the initial condition
u0(x) = 
cosh2((x − 5.0)) +
4
cosh2(2(x − 2.5)) ,
v0(x) = 0.0
with  = 62 and  = 2. The initial data for the variable u(x, t) correspond to the superposition of two solitons with
different speeds which is a renormalization of the same initial condition for a KdV considered in [10]. The initial data
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Fig. 1. Wave A (left) and wave B (right) for the coupled system with ﬁxed boundary (0, L) × (0, T ).
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Fig. 2. Wave A (left) and wave B (right) for the coupled system in the domain with linear moving boundaries showed in the cylindrical one.
for the variable v(x, t) are null, but this does not imply that v(x, t) stays null for t > 0. On the contrary, a lot of waves
appear due to the coupled effect of the system (see the right graphics in Figs. 1–5).
We use different coefﬁcients with respect to the set of numerical solutions presented by Gear and Grimshaw in
[16,15], but we obtain similar effects of interaction between waves described in these works.
8.1. Example I. Fixed boundaries
The ﬁrst example (Fig. 1) is the simulation of the numerical solution for the coupled system with ﬁxed boundaries
QT = (0, L)× (0, T ) with L= 20 cm and T = 0.1 s. We simulate the approximation of = (1,2) and we compute
(u, v) through the formula W = P. We make the simulations in Fortran90, using a factorization A = LU with a
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Fig. 3. Wave A (left) and wave B (right) for the coupled system in the domain with linear moving boundaries QT = {(, ) ∈ R2:−40.0
8.0 + 80.0 and  ∈ (0, T ), T > 0} (trapezoidal platform).
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Fig. 4. Wave A (left) and wave B (right) for the coupled system in the domain with oscillatory moving boundaries showed in the cylindrical domain.
generalization of the Thomas algorithm for a 4-diagonal matrix given by En1 and E
n
2 . This simulation is obtained for
x =L/n and t = T/nT with n= 40 000 and nT = 1 000 000. The left graphic in Fig. 1 corresponds to the solution
u(x, t) (wave A) and the right graphic corresponds to v(x, t) (wave B).
8.2. Example II. Linear moving boundaries
The second example (Figs. 2 and 3) is the simulation of the numerical solution for the coupled system with moving
boundaries QT described in Section 2, and we choose
(t) = 0.0 − 40.0t and (t) = 8.0 + 80.0t .
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Fig. 5.WaveA (left) andwaveB (right) for the coupled system in the domainwith oscillatorymoving boundariesQT ={(, ) ∈ R2:A sin()
20.0 + A sin(); and  ∈ (0, T ), T > 0} (oscillatory platform).
In order to compare this case with the ﬁxed domain case given in example I, we choose the same parameters and initial
condition. The simulation is in the cylindrical domain and then we choose L = 1 and x = L/n and t = T/nT with
n = 40 000 and nT = 1 000 000.
Fig. 2 shows the numerical solution in the cylindrical domain, that is, the solution of (7.1)–(7.4). However, Fig.
3 shows the solutions in the domain with moving boundaries QT , that is, the solution of (2.1)–(2.4) with the linear
moving boundaries. To show the effect of the moving boundaries given by (t) and (t), we draw the domain QT in a
trapezoidal platform.
We remark that the domainwith linearmoving boundariesQT of the second example is not included in (0, L)×(0, T )
if L = 20 (see Fig. 3). On the other hand, we obtain a more precise description of the waves with the same level of
discretization and without possible spurious effects given by the boundary conditions (see Fig. 1). In this sense, the
moving boundaries provide a good technique to simulate models for waves. Nevertheless, the simulations in a ﬁxed
domain do not give the same position of the waves if we compare them with the moving boundaries simulations,
because the boundary condition on the left is relevant for the solution of the equations. We will see this effect in the
next subsections.
8.3. Example III. Oscillatory moving boundaries
The third example (Figs. 4 and 5) is the simulation of the numerical solution for the coupled system with oscillatory
moving boundaries deﬁned by
(t) = A sin(t) and (t) = 20.0 + A sin(t)
with A= 0.1 and = 638. The other parameters and the discretization are the same of examples I and II. Fig. 4 shows
the numerical solution in the cylindrical domain, and Fig. 5 shows the solutions in the domain with moving boundaries
QT ={(, ) ∈ R2:A sin()20.0+A sin(); and  ∈ (0, T ), T > 0}. We remark that the oscillatory solutions
which clearly appear in the cylindrical domain simulation (Fig. 4) do not disappear completely when we reconstruct
the solution in the domain with the moving boundaries (Fig. 5).
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Table 1
Relative distance in X = L∞(0, T ;L2(1, 2)) norm between the solutions in a domain with ﬁxed boundaries and the solutions in a domain with
oscillatory moving boundaries for different amplitudes of the oscillation
Amplitude (A) (t) = A sin(t) (t) = A sin(t) (t) = 0
(t) = L + A sin(t) (t) = L (t) = L + A sin(t)
dr (uosc, u) dr (vosc, v) dr (uosc, u) dr (vosc, v) dr (uosc, u) dr (vosc, v)
10−1 3.374 × 10−1 5.281 × 10−1 2.966 × 10−1 4.625 × 10−1 1.562 × 10−1 2.510 × 10−1
10−2 3.532 × 10−2 5.729 × 10−2 3.084 × 10−2 4.914 × 10−2 1.682 × 10−2 2.691 × 10−2
10−3 3.532 × 10−3 5.734 × 10−3 3.085 × 10−3 5.052 × 10−3 1.704 × 10−3 2.727 × 10−3
10−4 5.964 × 10−4 9.625 × 10−4 4.885 × 10−4 8.414 × 10−4 2.546 × 10−4 4.073 × 10−4
10−5 5.699 × 10−5 9.625 × 10−5 4.885 × 10−5 8.414 × 10−5 2.569 × 10−5 4.110 × 10−5
Table 2
Relative distance in X = L∞(0, T ;L2(1, 2)) norm between the solutions in a domain with ﬁxed boundaries and the solutions in a domain with
oscillatory moving boundaries for different frequencies of the oscillation
Frequency () dr (uosc, u) dr (vosc, v)
6280 4.525 × 10−1 8.164 × 10−1
628 3.374 × 10−1 5.281 × 10−1
62.8 3.840 × 10−2 6.391 × 10−2
6.28 5.649 × 10−3 1.451 × 10−2
0.628 2.335 × 10−3 4.039 × 10−3
8.4. Sensibility of the solution with respect to the perturbation of the boundaries
In this subsection, we study the sensibility of the solution with respect to amplitude and frequency of sinusoidal
moving boundaries. For the amplitude, we consider three cases:
(i) oscillatory changes in time on the left boundary and on the right boundary;
(ii) oscillatory changes in time only on the left boundary and a stiff right boundary;
(iii) oscillatory changes in time on the right boundary and a stiff left boundary.
In Table 1, we observe relative distances between the solutions in a domain with ﬁxed boundaries and the solutions in a
domain with oscillatory moving boundaries for different amplitudes of the oscillation. We deﬁne the relative distance
as dr(uosc, u) = ‖uosc − u‖X/‖u‖X with respect to X = L∞(0, T ;L2(1, 2)), with (1, 2) ⊂ (0, L) ∩ ((), ())
norm, for all  ∈ (0, T ), and a similar one for the variable v.
We choose the same parameters a1, a2, a3, b1, b2, r, and the same initial condition of examples I, II and III. We
consider the simulated solution of example I in the ﬁxed domain to compare with the simulated solution of example III
in the oscillatory domain. The discretization is given byx=L/n andt=T/nT with n=40 000 and nT =1 000 000.
For a ﬁrst comparison, we consider the three cases with different amplitudes of the oscillation (see Table 1), and for
a second comparison, we consider one of the three cases with different frequencies (see Table 2). In both cases, we take
the interval (1, 2) included in the intersection between the ﬁxed domain and the domain with oscillatory boundaries
choosing 1 = 2.0 and 2 = 18.0.
In Table 1, we consider the comparison between the solution of the coupled system in the ﬁxed domain and the
solution in a moving boundary domain for ﬁve different amplitudes 10−1, . . . , 10−5, for the three cases of moving
boundaries mentioned previously, and a frequency given by = 628. We remark from the results exposed in this table
that there are no relevant differences between the three different cases of oscillatory moving boundaries, being the
solution of the third one with stiff left boundary and oscillatory right boundary the closest to the solution of the system
with ﬁxed domain. On the other hand, the simulation of the solution with left and right oscillatory boundaries gives
oscillatory waves (see Fig. 5) furthermost to the solution of the ﬁxed domain. We remark numerically that the solutions
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of the problems with oscillatory boundaries tend to the solution of the problem in the ﬁxed domain when the amplitude
tends to zero, and this convergence is linear in L∞(0, T ;L2(1, 2)) norm.
In Table 2, we consider the comparison between the solution of the coupled system in the ﬁxed domain and the
solution in a moving boundary domain for ﬁve different frequencies 6280, . . . , 0.628, and an amplitude given by
A = 0.1. We consider only the case with left and right oscillatory boundaries compared with the solution in the ﬁxed
domain. Here we remark a closer behavior to the solution in the ﬁxed domain for the low oscillatory frequencies.
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Appendix A. Change of variable transforming the moving boundaries domain into the cylindrical one
In this Appendix we provide the details of the transform of the system of equations with moving boundaries into the
cylindrical one. Indeed, let the linear transform given by (3.1) be
x = − ()
() − () and t = .
Then, the partial derivative in time becomes
u

= u
x
· x

+ u
t
· t

= u
x
· x

+ u
t
(A.1)
with this change of variables. On the other hand,
x

=
[
Ln
(
1
(() − ())
)]′
· x − 
′()
(() − ()) = (Lnp())
′ · x − ′()p(), (A.2)
where p() = 1/(() − ()). Replacing (A.2) in (A.1), we obtain
u =
[
(Lnp(t))′x − ′(t)p(t)] ux + ut ,
u = p(t)ux, u = p2(t)uxx, u = p3(t)uxxx .
We have similar identities for v. Hence in (2.1) and (2.2) we obtain, respectively,
ut + p3(t)uxxx + a3p3(t)vxxx + [(Lnp(t))′x − ′(t)p(t)]ux
+ p(t)uux + a1p(t)vvx + a2p(t)uxv + a2p(t)uvx = 0, (A.3)
b1vt + p3(t)vxxx + b2a3p3(t)uxxx + [(Lnp(t))′x − ′(t)p(t)]vx
+ p(t)vvx + b2a2p(t)uux + b2a1p(t)uxv + b2a1p(t)uvx = 0. (A.4)
On the other hand, on the boundaries, the variable x becomes
x = − ()
() − () =
{0, = ()
1, = () then 0<x < 1,
that is, = (0 − 0)x + 0. Hence we obtain the boundary conditions in the new variables
u(x, 0) = u0((0 − 0)x + 0), v(x, 0) = v0((0 − 0)x + 0),
u(0, t) = 1(t), u(1, t) = 2(t), v(0, t) = 1(t), v(1, t) = 2(t),
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u(, ) = p(t)ux(x, t) ⇒ ux(1, t) = p−1(t)3(t) ≡ (t),
v(, ) = p(t)vx(x, t) ⇒ vx(1, t) = p−1(t)3(t) ≡ (t).
In order to obtain a system with homogeneous boundary conditions, let us deﬁne
u = w + 1 − [2(1 − 2) + ]x − [2 − 1 − ]x2,
v = z + 1 − [2(1 − 2) + ]x − [2 − 1 − ]x2.
Then, replacing w and z in (A.3) and (A.4), respectively, we have
wt + p3(t)wxxx + a3p3(t)zxxx + p(t)wwx + a1p(t)zzx + a2p(t)wxz + a2p(t)wzx
+ F˜ 1(x, t)wx + F˜ 2(x, t)zx + F˜ 3(x, t)w + F˜ 4(x, t)z + F˜ 5(x, t) = 0, (A.5)
b1zt + b2a3p3(t)wxxx + p3(t)zxxx + b2a2p(t)wwx + p(t)zzx + b2a1p(t)wxz + b2a1p(t)wzx
+ G˜1(x, t)wx + G˜2(x, t)zx + G˜3(x, t)w + G˜4(x, t)z + G˜5(x, t) = 0, (A.6)
where the function F i , with i = 1, . . . , 5, of Eq. (A.5) is given by
F˜ 1(x, t) = [(Lnp(t))′x − ′(t)p(t)] + p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2]
+ a2p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2],
F˜ 2(x, t) = a1p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2]
+ a2p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2],
F˜ 3(x, t) = p(t)[−2(1 − 2) − − 2(2 − 1 − )x] + a2p(t)[−2(1 − 2) − − 2(2 − 1 − )x],
F˜ 4(x, t) = a1p(t)[−2(1 − 2) − − 2(2 − 1 − )x] + a2p(t)[−2(1 − 2) − − 2(2 − 1 − )x],
F˜ 5(x, t) = ′ − [2(′1 − ′2) + ′]x − [′2 − ′1 − ′]x2
+ p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2][−2(1 − 2) − − 2(2 − 1 − )x]
+ [(Lnp(t))′x − ′(t)p(t)][−2(1 − 2) − 2(2 − 1 − )x]
+ a1p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2][−2(1 − 2) − − 2(2 − 1 − )x]
+ a2p(t)[−2(1 − 2) − − 2(2 − 1 − )x][1 − (2(1 − 2) + )x − (2 − 1 − )x2]
+ a2p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2][−2(1 − 2) − − 2(2 − 1 − )x]
and the function Gi , with i = 1, . . . , 5, of Eq. (A.6) is given by
G˜1(x, t) = [(Lnp(t))′x − ′(t)p(t)] + p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2]
+ b2a1p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2],
G˜2(x, t) = b2a2p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2]
+ b2a1p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2],
G˜3(x, t) = b2a2p(t)[−2(1 − 2) − − 2(2 − 1 − )x]
+ b2a1p(t)[−2(1 − 2) − − 2(2 − 1 − )x],
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G˜4(x, t) = p(t)[−2(1 − 2) − − 2(2 − 1 − )x]
+ b2a1p(t)[−2(1 − 2) − − 2(2 − 1 − )x],
G˜5(x, t) = b1′ − b1[2(′1 − ′2) + ′]x − b1[′2 − ′1 − ′]x2
+ p(t)[1 − (2(1 − 2) + )x − (2 − 1 − )x2][−2(1 − 2) − − 2(2 − 1 − )x]
+ [(Lnp(t))′x − ′(t)p(t)][−2(1 − 2) − 2(2 − 1 − )x]
+ b2a2p(t)[1−(2(1−2)+)x−(2−1−)x2][−2(1−2)−−2(2−1−)x]
+ b2a1p(t)[−2(1−2)−−2(2−1−)x][1−(2(1−2)+)x−(2−1−)x2]
+ b2a1p(t)[1−(2(1−2)+)x−(2−1−)x2][−2(1−2)−−2(2−1−)x].
Dividing (A.5) and (A.6) by p3(t), respectively, we obtain the nonhomogeneous coupled system of KdV equations in
the cylindrical domain
(t)wt + wxxx + a3zxxx + 	(t)wwx + a1	(t)zzx + a2	(t)wxz + a2	(t)wzx
+ F 1(x, t)wx + F 2(x, t)zx + F 3(x, t)w + F 4(x, t)z = F 5(x, t),
b1(t)zt + b2a3wxxx + zxxx + b2a2	(t)wwx + 	(t)zzx + b2a1	(t)wxz
+ b2a1	(t)wzx + G1(x, t)wx + G2(x, t)zx + G3(x, t)w + G4(x, t)z
= G5(x, t)
such that
(t) = p−3(t) ≡ ((t) − (t))3, 	(t) = p−2(t) ≡ ((t) − (t))2,
F i(x, t) = F˜ i(x, t)p−3(t) ≡ F˜ i(x, t)(t), i = 1, 2, 3, 4,
F 5(x, t) = F˜ 5(x, t)p−3(t) ≡ −F˜ 5(x, t)(t),
Gi(x, t) = G˜i(x, t)p−3(t) ≡ G˜i(x, t)(t), i = 1, 2, 3, 4,
G5(x, t) = G˜5(x, t)p−3(t) ≡ −G˜5(x, t)(t)
with the initial data (3.4)–(3.5) and the homogeneous boundary conditions (3.6)–(3.7).
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