he MiniZinc Challenge compares different solvers on a set of MiniZinc models and problems instances. MiniZinc 1 (Nethercote et al. 2007 ) was our response to the call for a standard constraint-programming modeling language. MiniZinc is high level enough to express most combinatorial optimization problems easily and in a largely solverindependent way; for example, it supports sets, arrays, and user-defined predicates, some overloading, and some automatic coercions. However, MiniZinc is low level enough that it can be mapped easily onto many solvers. For example, it is first order, and it only supports decision variable types that are supported by most existing constraint-programming solvers: integers, floats, Booleans, and sets of integers. MiniZinc also allows separation of a model from its data; provides a library containing declarative definitions of many global constraints; and has a system of annotations that allows nondeclarative information (such as search strategies) and solverspecific information (such as variable representations) to be layered on top of declarative models. 
A MiniZinc Example
Lets examine the simple MiniZinc model shown in figure 1, which defines a job shop scheduling problem where we have n jobs each made up of m tasks that all have to be processed on o machines during time 0..span. Each task ij, 1 ≤ i ≤ n, 1 ≤ j ≤ m has an associated duration d ij , and a machine mc ij that it must be processed on. Each of the tasks for each job must be performed in order, and no machine can be processing two tasks at once. The aim is to decide the time S ij that each task ij starts in order to minimize the time to finish processing all the tasks.
The first part of the model of figure 1 (lines 1-4) defines the size parameters of the problem: n, m, o, and span. The next part of the model (lines 6-8) defines some sets of indices that will be useful in defining the model: Job is the indices of the different jobs, similarly Task is the indices for the tasks of each job, and Mach is the set of different machines. These are dependent parameters.
Next, line 10 declares the duration input data array, so duration d ij of task ij will be represented by d [i,j] . Similarly line 11 declares the machine mc [i,j] for each task ij. Note that while the durations could be any integer amount, the machine for each task must be one of Mach.
Line 13 is the declaration of the decision variables that will define the answer to the problem. The array element s [i,j] is the start time for the task ij. Start times are restricted to be from 0 to span. Note the keyword var that indicates that these are the (mathematical) variables of the problem.
Lines 15-16 impose the first constraint of the problem, each task in the same job must occur after its predecessor. This is an example of a generator comprehension. The forall generates a conjunction of constraints, one for each i ∈ 1..n and j ∈ 1..m -1 enforcing that s ij + d ij , that is the end time of task ij, is before the start time of the next task s ij+1 .
Line 18 includes another MiniZinc model file, unary.mzn; in this case it is a library file that defines a global unary resource constraint. The next constraint (lines 19-23) is the most complex. It is a conjunction of constraints for k ∈ 1..o. Each constraint is an instance of the global constraint unary whose definition was included on line 18. The resource constraint unary(q, r) takes an array of l, start times q and l, and durations r and enforces that no two tasks overlap, that is q i + r i ≤ q j ⋁ qj + rj ≤ qi, ∀1 ≤ i < j ≤ l. In order to build the correct unary constraints for this problem we use array comprehensions. On lines 22-23 we build the array of durations for all the tasks that make use of machine k. We build the corresponding array of start time variables on the two lines before. These arrays are the arguments to the unary global constraint.
The next part of the model defines the objective function. In this case we have introduced a new variable obj to store its value, although this is not necessary -we could have simply written the max expression on lines 25-26 instead of obj on line 27. The objective variable holds the latest end time of any task, which is the maximum end time of any of the last tasks (mth tasks) of each job, since they must occur after the other tasks for the same job. Line 27 declares we are minimizing obj. Finally the last line defines what to do with solutions; here we just print out the start times of the solution followed by a new line.
The model by itself cannot be solved; in order to specify an actual problem we must give the data for the model. This is typically specified in a separate data file. An example data file for the job shop scheduling model is shown in figure 2 . The example has two jobs, each of three tasks and two machines. The two-dimensional arrays of durations and machine choices are declared using [ | to start, commas (,) to separate elements of a row, and vertical bars (|) to separate rows, with |] to finish.
One can execute the model with the data from the command line, asking to see all solutions as they are found, as shown in figure 3 . Figure 3 shows the start times for the two solutions in the order they are found. The line of dashes indi- cates a solution and acts as a separator, the line of equals indicates that the last solution is an optimal solution. We now describe the aims and practical issues of running the MiniZinc Challenge.
Aims of the MiniZinc Challenge
The principle aim of the MiniZinc Challenge is, unsurprisingly, to compare the state of the art among constraint-programming (CP) solvers. Over the years this has broadened. Since MiniZinc is solver agnostic, we can use it to compare any combinatorial optimization technology, not just constraint programming. Beyond this principle aim there are other important motivations in running the challenge: to collect a wide variety of combinatorial optimization benchmarks and instances; to encourage constraintprogramming solvers to include a wide variety of efficient global propagators within their system; and to create a de facto standard for expressing combinatorial optimization problems. MiniZinc and all its processing tools are developed as open source and distributed using a BSD-style license.
Selecting Benchmark Problems
Every MiniZinc Challenge has required the solvers to solve 100 problem instances each within a 15-minute time limit. One key driver throughout the life of the MiniZinc Challenge has been to ensure that each year's challenge uses new problems. There is no way to test all the features that exist in constraint-programming solvers, let alone other solving technologies, using 100 instances. When selecting which models to use we try to cover a number of spectra:
Global Constraints: We try to include models that make use of a reasonable set of global constraints, say 5-10.
Problem Nature: We try to include some problems that are from the real world, some problems that are purely combinatorial in nature, and some reasonably artificial problems, for example, puzzles.
Optimization/Satisfaction: We include some satisfaction problems each year, but the focus is on optimization problems since they are more interesting.
Technology Bias: We try to have some models that look good for other technologies, that is, they seem likely to be good for MIP or SAT solvers.
We then select instances for each model trying to avoid the case where instances are either all too hard or too easy and hence do not differentiate solvers.
Different Categories in the Challenge
The challenge has run a number of different categories, which have been slowly growing over the years, including fixed, free, parallel, and open categories. In the fixed category each solver must follow a given search strategy. This category is typically only supported by constraint-programming solvers, since they are designed to support user-specified search. In the free category, a solver is free to use any Competition Reports SUMMER 2014 57 search strategy it desires, although it is still passed the fixed search strategy to make use of if it so desires. This is the broadest category, supported by almost all entries. In the parallel category, the solver is free to use any search, and is run on a multicore processor with a 15-minute wall-clock time limit. The first three categories are restricted to single engine solvers, while the new open search category allows multiple distinct solving engines.
Scoring the Challenge
Most of the other solver competitions tackle satisfiability problems, and the scoring is principally how many problem instances can be shown to be satisfiable or unsatisfiable in a given time limit. This is inadequate for comparing solvers on optimization problems.
Our scoring assigns one point for each pair of solvers and each instance. If one solver is better than the other (proves optimality faster, or finds a better solution) on the instance it gets the point, if the solvers are indistinguishable (both find the same quality solution), they each get half a point. In the last iteration of the competition we updated the scoring scheme slightly. If both solvers prove optimality, they split the point in the reverse ratio of time taken. This helps to differentiate cases in which one solver is only slightly faster than another from cases in which it is orders of magnitude faster. After running the competition for 6 years we have certainly learned many things. Some things were simply lessons about how to run the competition. At the start of running the challenge we included system stress benchmarks designed to stress a particular part of the solver. These included stressing search, and propagation. These are interesting for CP solver developers but it's not clear what they measure for other solving technologies, and they can also end up simply testing whether some feature, for example, learning, is implemented. We removed these kind of benchmarks after the second competition.
Lessons of the Challenge
In 2010, the first time we ran the parallel category, we found that comparing the results of the free and parallel categories demonstrated the lack of robustness of the purse-based scoring system 15 we usedthe best solver in the free category did even better in the parallel results but ended up being equalled by the second solver in the free category (which did not run in parallel). This was the impetus to move to a simpler scoring approach.
In 2013, we added the new category open to cater for our first portfolio solver entrant. Unfortunately some bugs in the entry that were not picked up in the initial testing meant that it did not perform at all well, so the open category was effectively identical to the parallel category. We hope to have meaningful results in this category (and at least two portfolio entrants) in 2014.
We certainly learned more about solver-agnostic combinatorial modeling and helped redefine MiniZinc by running the challenge. The number of global constraints supported by MiniZinc has grown steadily over the life of the challenge from an initial 10 or so to around 100 today. Many of these have never appeared in a challenge benchmark, and the benchmarks are dominated by just a few, such as alldifferent and cumulative. In addition, the language MiniZinc has been pretty stable over its lifetime; major changes were better handling of output, which was partly driven by the challenge.
The language FlatZinc, which is the actual input language read by the solvers, has also been highly stable. This is good because it means solver writers are not having to constantly change their input handling. The tools for converting from MiniZinc to FlatZinc, have become more robust and flexible over the life of the challenge.
As a side effect of the challenge we have collected more than 70 benchmarks, each with usually at least 20 instances each, and some with 100s of instances. It is pleasing that these benchmark problems have been used in a number of publications, including by solvers that do not support MiniZinc.
The more interesting lessons are perhaps what we learned about the solving technology.We discuss the possible lessons we can draw from competition results in the following paragraphs.
First, constraint-programming solvers typically maintain state by trailing, that is, recording changes in state so that they can be undone. Another approach is copying, which copies state every time a new state is required. Many people in the CP community judged copying as uncompetitive, but Gecode, a copying-based solver, won every gold medal in every challenge from 2008-2012. Clearly copying is competitive.
Second, the combination of constraint-programming propagation with learning, so called lazy-clause generation (Ohrimenko, Stuckey, and Codish 2009) , leads to solvers that are remarkably effective. Such solvers consistently performed well over the challenge although they were excluded from medals since they were constructed by our group until the external solver Opturion/CPX was entered in 2013.
Third, one of the pleasing lessons from the challenge is that technology-agnostic competition is possible. The SAT modulo theory-based solver fzn2smt (Nieuwenhuis, Oliveras, and Tinelli 2006) has performed very well in the challenge. Similarly the MIP solvers Cplex and Gurobi dominate on various problems but are also reasonably competitive overall in the challenge.
Our final lesson should be highly encouraging for the community. The solver izplus was created by an outsider to the community, using a hybrid of complete and local search, and won bronze medals in 2012 and 2013. This shows there is plenty still to learn in building solver technology, and the barrier to entry for new ideas is not prohibitively high. 
The Future of the MiniZinc Challenge
Comparing constraint-programming systems is a much harder task than comparing other kinds of solvers, because of the wide variety of features in a constraint-programming system. MiniZinc overcomes some of the obstacles by handling global constraints and defining a simple but expressive search language. Still, any comparison of CP systems is by definition incomplete, and indeed even the slowest solver in the competition is capable of creating highly effective commercial solutions to complex real-world combinatorial optimization problems. We believe the MiniZinc Challenge is important. We are excited by the potential of MiniZinc to unify the diverse research fields interested in combinatorial optimization and to provide a valuable tool for those who are tackling these problems. Julien Fischer is a software architect at Opturion, a Melbourne based startup that develops optimization software. Prior to that he was a research engineer with NICTA's Optimization Research Group. His interests include declarative programming, compiler construction, program analysis and optimization. He currently heads development of Opturion's optimization platform. In addition, he is also one of the main developers of the Mercury logic programming system.
