We derive the density evolution equations for non-binary low-density parity-check (LDPC) ensembles when transmission takes place over the binary erasure channel. We introduce ensembles defined with respect to the general linear group over the binary field.
Introduction
It is well known that using binary LDPC ensembles for transmission over binary memoryless symmetric (BMS) channels, one can construct codes which achieve rates seemingly arbitrarily close to capacity. In particular, for the binary erasure channel (BEC) there are provable capacity-achieving degree distributions obtained in [7, 8, 21] based on the method of density evolution. The method of density evolution was generalized to any BMS channel in [18] . This generalization made it possible to construct codes for a given BMS channel which can achieve rates very close to the capacity [2, 16] . It should be noted however that good LDPC codes for a BMS channel other than the BEC are obtained by numerical 1 optimization. The problem of finding explicitly capacity-achieving degree distribution for a general BMS channel is still open. In either case, the main property of these capacity achieving/approaching degree distributions is that the underlying parity-check matrix gets denser and denser as the gap to capacity is reduced [20] .
Although binary ensembles are conjectured to constitute a powerful enough class to achieve capacity, it is nevertheless worth exploring the potential of non-binary ensembles.
Clearly, by considering non-binary alphabets we add one more degree of freedom in our code design. Whereas the standard approach is to fix the alphabet size (to binary) and to increase the density of the underlying graph, let us take an alternative route here. Suppose we fix the degree distribution and let the alphabet size increase. As we will see shortly, if we consider the corresponding underlying binary graph, this graph becomes denser and denser as well (but of course we consider BP decoding on the non-binary graph). One might therefore hope to find better and better performance, and an increase in the alphabet size might yet yield another way of achieving capacity. The relationship between alphabet size and performance is not a simple one and an increase in the underlying alphabet does not necessarily lead to increased performance. Nevertheless, there are many unexplored degrees of freedom in the system design and this paper is only the very first step in a systematic study of these relationships.
The possibility of using non-binary alphabets for LDPC codes was already proposed by Gallager in his landmark PhD thesis [5] . The fact that by using non-binary alphabets, the performance of LDPC codes over BMS channels can be improved was first reported by Davey and MacKay [3] . They showed by specific examples that non-binary LDPC codes can perform significantly better than their binary counterparts for the BMS channels. Hu showed that even the performance of cycle codes can be improved considerably with non binary alphabets [6] . In [22] , Sridhara and Fuja have designed codes over certain rings and groups for coded modulation based on the principle of non-binary LDPC codes. Also, the design of LDPC code construction using "liftings" of multi-edge type designs [15, 19] and the related framework of protographs [23] can be seen as non-binary LDPC ensembles.
Despite of these results there has been no systematic study of non-binary LDPC ensembles. In particular, no efficient method of evaluating their asymptotic performance is known. The difficulty is that the messages of the belief propagation decoder "live" in a 2 high-dimensional space, so that it is in general difficult to keep track of their densities.
The paper is organized in the following way: in Section 2, we define various quantities of interest. Section 3 describes the message-passing decoder for non-binary alphabets. In Section 4, we derive the density evolution equations for ensembles over the general linear group and finite fields and state the stability condition. We calculate an upper bound on the MAP threshold for non-binary alphabets in Section 5. We conclude in Section 6. Because of space limitations we skip all proofs.
Preliminaries
We consider transmission over a BMS channel using non-binary LDPC ensembles. We denote the set of symbols of the codeword by S and its cardinality by S ¢ ¡ q ¡ 2 m . For convenience we assume hereby that the alphabet size is a power of 2. Thus we can think of each symbol as a binary m-tuple. In order to transmit a symbol over a BMS channel we transmit the bits representing this symbol. We define the non-binary LDPC ensemble in an analogous way as in the binary case [16] . We define an ensemble of bipartite graphs 
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is the same as in the binary case:
denote a codeword over S . We can think of each symbol as a binary m-tuple. Hence, we can equivalently think of the codeword as a binary codeword of
. To transmit the codeword x over a BMS 3 channel, we transmit its binary components and let the corresponding received word be
In this paper we will consider two variants of non-binary LDPC ensembles: Ensembles [10] . Again, we can find an equivalent binary code corresponding to a code defined with respect to the general linear group. For example, if the parity-check matrix over GL 2 2 is given by:
where, We will be interested in the number of different subspaces of dimension k of the vector space GF m 2 . This number is known as the Gaussian binomial coefficient. We denote it by
, and it is given by (see [10] , pp. 443): 
Belief Propagation Algorithm
The messages in the belief propagation algorithm for non-binary LDPC codes from both the ensembles EGF © from a variable node x to a connected check node is the posteriori probability distribution of symbols 
Edge Action
where,
In a brute force manner, the above summation can be accomplished with complexity
. However, note that 
Inverse Edge Action:
Messages are again permuted to take care of the mappings.
But in this case the permutation is the inverse of the permutation in step 2. More 7 precisely, if the edge label is f then the message vector
Variable Node Action:
The operation on the variable node side is the componentwise multiplication of the incoming messages and the initial message. We normalize the result of the multiplication.
Density Evolution For BEC
It can be shown that the concentration of the error probability holds also for the nonbinary LDPC ensembles. The proof is essentially the same as in [18] . Hence, in the asymptotic limit the average behavior of the iterative decoder determines the performance of a randomly chosen code with probability one. As in [18] we can again show that the all-zero codeword assumption holds, i.e., the error probability is the same for the belief propagation decoder in the cases when the all-zero codeword is transmitted and when any other codeword is transmitted.
Lemma 4.1 (All-Zero Codeword Assumption) Consider transmission over a BMS channel using an element of EGL
Then the conditional error probability of the message passing decoder is independent of the transmitted codeword.
Density Evolution for EGL
¢ ¡ ¤ £ ¦ ¥ § £ mÏ n order to derive the density evolution equations for the ensemble EGL ¤ § ¦ ¦ m we need to find the set of messages which arise in the belief propagation decoder. In the following lemma we characterize all the messages which appear in the belief propagation decoder. We observe that after the edge action and the inverse edge action, all the messages of the same dimension have equal probability. Hence we only need to keep track of the probability of the dimension of a message. Thus by this observation and Lemma 4.2, we can write the density evolution as an m £ 1 dimensional recursion. 
Lemma 4.3 (Density Evolution for EGL
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is the average over the variable node degree distribution,
The equations on the variable node side for the probabilities in
where
In Table 4 is done in the setting of turbo codes, [17] .
Density Evolution for the Ensemble EGF
Slightly less ambitious, one can investigate the behavior of density evolution close to the desired fixed-point and derive a stability condition. 
then the desired fixed-point is not stable.
Upper Bound on MAP Thresholds
As pointed out in the introduction, the codes defined in this paper are linear. Therefore, if we assume transmission over a BMS channel and perform MAP decoding the (Generalized) EXIT curve fulfills the (Generalized) Area Theorem, [1, 11] . As was shown in [12, 14] , the Area Theorem can be used to give an upper bound on the MAP threshold which is conjectured to be tight in a quite general setting.
We can proceed along exactly the same lines in our case 
(for most "reasonable" ensembles we have equality, see [13] ). We conclude that if for some
In the binary case reference [13] gives some sufficient conditions for this bound to be tight. In short, the bound is tight if the residual graph which we get after running BP decoding at In many ways this paper is only the beginning of a systematic investigation of nonbinary iterative ensembles.
Let us state here what we consider to be some of the most interesting questions that remain unanswered. From the examples we have investigated, it seems that for a fix degree distribution the threshold is a unimodal function of the alphabet size. If there are sufficiently many degree-two variable nodes the threshold initially rises and eventually decays again as m is increased. Otherwise it decrease right away. This is somewhat disappointing.
Although, the underlying binary graph becomes denser and denser as m increases (and in turn the MAP threshold converges to the Shannon limit very rapidly) the performance of the iterative decoder seems not to approach the Shannon limit.
There is one degree of freedom which was already suggested in [3] and which we have not considered so far. In all our analysis we assumed a uniform distribution on the edge labels. In out setting it is natural to allow a non-uniform distribution on the edge labels in such a way that the distribution respects the underlying algebraic structure. E.g., the 
