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Abstract: We study a third-order partial differential equation in the form
τuttt +αutt −c2uxx −buxxt = 0, (1)
that corresponds to the one-dimensional version of the Moore-Gibson-Thompson equation arising in high-intensity ultrasound and
linear vibrations of elastic structures. In contrast with the current literature on the subject, we show that when the critical parameter
γ := α − τc2b is negative, the equation (1) admits an uniformly continuous, chaotic and topologically mixing semigroup on Banach
spaces of Herzog’s type.
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1 Introduction
Basic problems in acoustics for the sound propagation are
described in terms of the linear wave equation. For high
wave amplitudes and intensities, new phenomena such as
wave distortion and formation of shocks appear and the
wave equation must be substituted by a nonlinear partial
differential equation. The wide range of applications in
bioengineering and industry of high intensity sound
waves have encouraged investigations to go more deeply
into this field of research [6,10,26,27,31,32].
The classical models of nonlinear acoustics are
Kuznetsov’s equation, the Westervelt’s equation, and the
Kokhlov-Zabolotskaya-Kuznetsov equation. Several
initial boundary problems for these nonlinear second
order in time partial differential equations have been
considered very recently by Kaltenbacher and Lasiecka in
collaboration with other authors, see for instance [22,23,
24,25], and by Rozanova-Pierrat [28,29].
These models are of second order in time and
characterized by the presence of a viscoelastic damping.
The Kuznetsov’s equation had been considered by many
authors as the ”classical” acoustics equation. This
equation for the velocity potential ψ is:
ψtt − c2∆ψ − δ∆ψt =
(
1
c2
B
2A
(ψt)2 + |∇ψ |2
)
t
, (2)
where c is the sound speed, δ is the diffusivity of the sound
and B/A is the parameter of nonlinearity.
A complete model for a thermo-viscous flow in
compressible fluid relate several physical quantities, such
as the scalar sound velocity potential, the acoustic
pressure, the mass density, the temperature, the heat flux
and the entropy. If the heat flux is described by the
classical Fourier transfer heat equation, the energy
propagation has infinite speed. To avoid this paradox,
other equations were considered to model the heat
transfer in order to obtain a nonlinear acoustics wave
equation. The Maxwell-Cattaneo equation combined with
fluid physics equations leads to a third order in time
partial differential equation model. This nonlinear
∗ Corresponding author e-mail: aconejero@upv.es
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equation is known as the
Jordan-Moore-Gibson-Thompson equation:
τψttt +ψtt − c2∆ψ − b∆ψt =
(
1
c2
B
2A
(ψt)2 + |∇ψ |2
)
t
,
(3)
where b = δ + τc2.
In this paper we consider the linearized version of this
third order in time partial differential equation which is
usually referred to as Moore-Gibson-Thompson equation:
τψttt +ψtt − c2∆ψ − b∆ψt = 0 . (4)
This equation displays a variety of dynamical behaviors
for its solutions that heavily depends on the physical
parameters in the equation.
Surprisingly, the linear equation (4) also arises in the
study of the dynamics of linear vibrations of elastic
structures. Bose and Gorain [5] proposed (4) as a model
of vibrations of elastic structure in which the stress is not
proportional to the strain.
We shall consider the one-dimensional version of
equation (4)
τuttt +αutt − c2uxx − buxxt = 0, (5)
with the initial conditions given by
u(0,x) = ϕ1(x),ut(0,x) = ϕ2(x),utt (0,x) = ϕ3(x), x ∈ R
and where τ , α , c2 and b are positive constants. Several
stability and well-posedness properties of this third order
equation, written even in a more general abstract way,
have been studied in [11,15,16]. We point out that the
third order in time model (5) exhibits very different
qualitative behavior from the familiar second order
complete equation (τ = 0,α > 0). For third order in time
equations, the critical parameter
γ ≡ α− τc
2
b ,
plays a fundamental role in asymptotic behavior, energy
estimates and regularity of solutions [27]. Indeed, all
studies so far requires the positivity assumption γ > 0.
This is the common case considered in nonlinear
acoustics, where bγ is equal to the Lighthill’s diffusivity
of sound, which is always positive [20,21].
However, and excepting few results on the subject, the
analysis of the behavior of (4) in case γ ≤ 0 remains
largely open. Numerical calculations reveal that if the
conditions γ ≥ 0,c > 0 do not hold and also for
γ > 0,c = 0 the system (5) is unstable [24, Sec. 6]. In the
same paper, it was also shown that equation (5) admits a
strongly continuous group on Hilbert spaces, which is
exponentially stable when γ > 0,c > 0 and not
exponentially stable in the complementary region, see
[24, Theorem 1.2].
Our main contribution in this paper gives new and
interesting information about the behaviour of the
equation (3) in the one-dimensional case and when the
critical parameter γ is negative. Indeed, we prove the
remarkable fact that for γ < 0 the initial value problem (5)
exhibits chaotic behaviour (Theorem 3.1). Our arguments
are analitical rather than numercial and gives new insights
about the dynamical behaviour in more general situations.
Previous effort on the understanding of dynamical
behaviour of the solutions of linear partial differential
equations like (5) can be found at the literature, see for
instance [1,12,13]. For instance, the dynamical behaviour
presented by the solutions of the heat equation was
studied by Herzog [18] on certain spaces of analytic
functions with certain growth control; on symmetric
spaces of noncompact type in [19]; and on Damek-Ricci
spaces[30].
A similar treatment to Herzog’s approach was done in
[8,17] for the hyperbolic heat transfer equation and the
hyperbolic bioheat equation, a non-homogeneous version
of the first one with internal heat sources [9]. The
dynamical behaviour presented by the solutions of these
equation becomes richer when the solutions are studied
on certain spaces of analytic functions. On these spaces,
phenomena such as chaos and topologically mixing are
exhibited by the solutions of the hyperbolic heat and
bioheat equations [8,17,9]. However, at the best of the
knowledge of the authors, no study on dynamical
behaviour -particularly chaos- has been done for the
Moore-Gibson-Thomson equation (4). In this paper, we
present first results in this direction for the
one-dimensional setting, stimulating further analysis and
work in the 2d and 3d situation, as well as in more
general cases.
This paper is organized as follows: In the Section 2,
we recall the definitions and tools needed for the
statement of main result. In particular, we state a useful
spectral criteria to determine Devaney Chaos for
C0-semigroups. Section 3 contains our main result
(Theorem 3.1) which states that when the critical
parameter γ is negative, the Moore-Gibson-Thomson
equation admits chaos.
2 Preliminaries
We recall that a family {Tt}t≥0 of linear and continuous
operators on a Banach space X is said to be a
C0-semigroup if T0 = Id, TtTs = Tt+s for all t,s ≥ 0, and
limt→s Ttx = Tsx for all x ∈ X and s ≥ 0. Given a
C0-semigroup {Tt}t≥0, it can be shown that an operator
defined by Ax := limt→0 1t (Ttx − x) exists on a dense
subspace of X denoted by D(A). Then A, or rather
(A,D(A)), is called the (infinitesimal) generator of the
semigroup. It can also be shown that the infinitesimal
generator determines the semigroup uniquely. It is
well-known that the generator A is bounded if and only if
the semigroup is uniformly continuous, and in such case
is expressed as {Tt}t≥0 = {etA}t≥0, see for instance [14,
Th. II.1.5].
c© 2015 NSP
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The link between semigroups and differential
equations is via the infinitesimal generator. The unique
solution of the abstract Cauchy problem{
ut = Au
u(0,x) = ϕ(x), (6)
where A is the generator of a C0-semigroup {Tt}t≥0, is
given by u(t,x) = Ttϕ(x) whenever ϕ ∈ D(A). In that
sense, u(t,x) is called a classical solution of the abstract
Cauchy problem (6).
In linear chaos, several notions can be considered
when studying the linear dynamics of a C0-semigroup
{Tt}t≥0, for further information regarding this topic see
[17, Ch. 7].
We say that {Tt}t≥0 is hypercyclic if there exists some
x ∈ X such that its orbit under the semigroup, {Ttx : t ≥
0} is dense in X . A vector x ∈ X is said to be a periodic
point for {Tt}t≥0 if there is some t0 ≥ 0 such that Tt0x =
x. A C0-semigroup is said to be Devaney chaotic if it is
hypercyclic and the set of periodic points is dense in X . A
C0-semigroup {Tt}t≥0 is called topologically mixing if, for
any pair U,V of nonempty open subsets of X , there exists
some t0 > 0 such that Tt(U)∩V 6= /0 for all t ≥ t0.
The following result is an useful consequence of the
Hypercyclicity Criterion for C0-semigroups [17]. Let X∗
denote the dual space of X of linear and continuous
functionals on X . We recall that by a weakly analytic
function f : U → X on an open subset U ⊂ C we
understand an X-valued function such that, for every
x∗ ∈ X∗, the complex valued function z 7→ 〈 f (z),x∗〉 is
analytic on U . In the sequel, J is a nonempty index set.
Theorem 2.1.([17, Theorem 7.30]) Let X be a complex
separable Banach space and {Tt}t≥0 a C0-semigroup on
X with generator (A,D(A)). Assume that there exists an
open connected subset U and weakly analytic functions
f j : U → X , j ∈ J, such that
(i) U ∩ iR 6= /0,
(ii) f j(λ ) ∈ ker(λ I−A) for every λ ∈U, j ∈ J,
(iii) for any x∗ ∈ X∗, if 〈 f j(λ ),x∗〉 = 0 for all λ ∈U and
j ∈ J, then x∗ = 0.
Then {Tt}t≥0 is Devaney chaotic and topologically mixing.
This result can be compared with the
Desch-Schappacher-Webb Criterion [12, Th 3.1], or any
of its extensions [2,7]. Furthermore, either the
Desch-Schappacher-Webb criterion or the Eigenvalue
criterion for chaos imply distributional chaos, [3, Rem.
3.8], see also [4].
3 Devaney chaos for the
Moore-Gibson-Thompson equation
We are going to consider the solution C0-semigroup of the
Moore-Gibson-Thompson equation on the following
spaces:
Hρ =
{
f :R→C ; f (x)=
∞
∑
n=0
an
n!
(ρx)n,(an)n≥0 ∈ c0(N0)
}
(7)
with ρ > 0 and being c0(N0) the Banach space of all
complex-valued sequences tending to 0. These are
Banach spaces when endowed with the norm
|| f || = supn≥0 |an|. In other words, the spaces Hρ , ρ > 0,
are Banach spaces of analytic functions with certain
increasing control at infinity. The spaces Hρ were
introduced by Herzog [18] in connection with the study of
dynamical behaviour of the heat equation. Observe that
for any ρ fixed, the space Hρ is naturally isomorphic to
c0(N0). In particular, its dual H∗ρ is isomorphic to the
Banach space l1(N0) which consists of all
complex-valued sequences (an) such that ∑∞n=0 |an|< ∞.
Example 1.Given b ∈ C, the function f (x) = cosh(√bx)
belongs to Hρ if and only if ρ2 > |b|. Analogously, the
function g(x) = ebx belongs to Hρ if and only if ρ > |b|.
Using the notation u1 = u, u2 = ∂u∂ t , and u3 =
∂ 2u
∂ t2 , the
third order in time Cauchy problem in (5) can be rewritten
as a first-order differential equation.
∂
∂ t

u1u2
u3

 =


0 I 0
0 0 I
c2
τ
∂ 2
∂x2
b
τ
∂ 2
∂x2 −
αI
τ


︸ ︷︷ ︸
A

u1u2
u3

 , (8)
with the initial conditions given by
u1(0,x) = ϕ1(x),u2(0,x) = ϕ2(x),u3(0,x) = ϕ3(x),x ∈ R.
Since for each ρ > 0 the operator D : Hρ → Hρ defined
by D f (x) = ∂ 2∂x2 f (x) is clearly bounded, it follows that the
operator-valued matrix A in (8) is a bounded linear
operator on any space Xρ := Hρ ⊕ Hρ ⊕ Hρ , ρ > 0.
Therefore, {etA}t≥0 is an uniformly continuous
semigroup on these spaces. Note that it contrast with the
results in [24] where it was proved that A generates a
strongly continuous group or semigroup in several phase
spaces. Using the representation in (8) of the initial value
problem, we can obtain the Devaney chaos of its solution
semigroup under certain hypothesis on the parameters
α,b,c, and τ . The proof follows ideas given in [8,17], and
its an application of Theorem 2.1.
Theorem 3.1. Let τ,b > 0 and α ≥ 0 be given. Assume
γ := α − τc2b < 0. Then A generates a uniformly
continuous, Devaney chaotic and topologically mixing
semigroup on Xρ for each ρ2 > 2c4ταb2(τc2−bα) .
Proof. Let U be the open disk of radius r0 = ρ
2c2b2
2τc4+ρ2b3
centered at zero. Then, condition 2.1.(i) holds directly. We
c© 2015 NSP
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define analytic functions of the form
ϕλ ,z0,z1(x) := z0
∞
∑
n=0
Rnλ x
2n
(2n)!
+ z1
√
Rλ
∞
∑
n=0
Rnλ x
2n+1
(2n+ 1)!
= z0 cosh
(√
Rλ x
)
+ z1 sinh
(√
Rλ x
)
, x ∈ R,
(9)
where λ ∈ C,z0,z1 ∈ R, and Rλ := αλ
2+τλ 3
c2+bλ . So that, for
any ρ > 0, the functions fλ ,z0,z1 : U → Xρ , z0,z1 ∈ R,
defined by
fλ ,z0,z1 :=

 ϕλ ,z0,z1λ ϕλ ,z0,z1
λ 2ϕλ ,z0,z1

 (10)
satisfy that A fλ ,z0,z1 = λ fλ ,z0,z1 for every λ ∈C,z0,z1 ∈R.
Clearly, the functions fλ ,z0,z1 are weakly analytic on U. Let
us prove that fλ ,z0,z1 are well defined on Xρ for all ρ > 0
and λ ∈U and then condition of Theorem 2.1(ii) will hold.
In order to do that, it is enough to prove that ϕλ ,z0,z1 ∈Hρ .
Indeed, fix an arbitrary ρ > 0 and λ ∈ U . Since r0 also
fulfills the condition r0 < c
2
b , then we have
|Rλ |
ρ2 < r
2
0
(
α
ρ2(c2− br0) +
τr0
ρ2(c2− br0)
)
. (11)
On the one hand, due to the choice of r0, we have
τr0
ρ2(c2− br0) =
b2
2c4
. (12)
On the other hand, using (12) we get
α
ρ2(c2− br0) =
ατr0
ρ2(c2− br0) ·
1
τr0
=
αb2
2c4
· 1
τr0
(13)
Combining equations (11),(12), and (13) with the
condition r0 < c
2
b and γ < 0 we have
|Rλ |
ρ2 < r0
αb2
2c4τ
+
c4
b2 ·
b2
2c4
+<
αb
2c2τ
+
1
2
<
1
2
+
1
2
= 1.
(14)
Therefore, we can rewrite
ϕλ ,z0,z1(x) = z0 cosh
(
ρx
√
Rλ
ρ2
)
+ z1 sinh
(
ρx
√
Rλ
ρ2
)
= ∑∞n=0 an(λ ) (ρx)
n
n! , x ∈ R, (15)
where an(λ ) := z0
Rn/2λ
ρn if n = 0,2,4, ... and
an(λ ) := z1
√
Rλ
R(n−1)/2λ
ρn if n = 1,3,5, ... Observe that by
(14) the sequence (an(λ ))n≥0 belongs to c0(N0) for each
λ ∈U fixed. This yields ϕλ ,z0,z1 ∈ Hρ for all ρ > 0.
Now, it only remains to see that condition of Theorem
2.1(iii) holds. Let x∗ = (x∗1,x∗2,x∗3) ∈ X∗ρ be fixed and
denote x∗i = (x∗i,n)n≥0 for i = 1,2,3. Since the space Hρ is
isomorphic to c0(N0), then X∗ρ is isomorphic to
ℓ1(N0)⊕ ℓ1(N0)⊕ ℓ1(N0). Suppose that
0 = 〈 fλ ,z0,z1 ,x∗〉
=
〈
ϕλ ,z0,z1 ,x∗1
〉
+
〈
λ ϕλ ,z0,z1 ,x∗2
〉
+
〈
λ 2ϕλ ,z0,z1 ,x∗3
〉
(16)
for all λ ∈U and z0,z1 ∈ R.
This last equation can be rewritten in terms of the
isomorphic spaces c0(N0) and ℓ1(N0) instead of Hρ and
H∗ρ . So that, we have
0 =
∞
∑
n=0
an(λ )x∗1,n +λ
∞
∑
n=0
an(λ )x∗2,n +λ 2
∞
∑
n=0
an(λ )x∗3,n
(17)
for all λ ∈U and z0,z1 ∈ R.
It is clear that 0 ∈U and Rλ = 0 when λ = 0. Observe
that λ0 :=−ατ ∈U because ρ2 > 2c
4τα
b2(τc2−bα) by hypothesis.
It can be seen that Rλ0 = 0. We also note that
λ 2
Rλ
equals to
c2
α at λ = 0 and λ
2√
Rλ
equals to 0 at λ = 0.
Step 0: We evaluate in (17) at λ = 0 and we obtain
〈 f0,z0,z1 ,x∗〉 = a0(0)x∗1,0 = z0x∗1,0 = 0 for all z0 ∈ R.
Therefore x∗1,0 = 0.
Step 1: We evaluate in (17) at λ = λ0 and we obtain
λ0z0x∗2,0 +λ 20 z0x∗3,0 = 0, (18)
for all z0 ∈R.
Step 2: We divide (17) by √Rλ and we get
0 = 1√
Rλ
(
∑∞n=0 an(λ )x∗1,n +λ ∑∞n=0 an(λ )x∗2,n
+λ 2 ∑∞n=0 an(λ )x∗3,n
)
.
(19)
We evaluate in (19) at λ = 0. Then we obtain 1ρ z1x∗1,1+
c√
α
z0x
∗
2,0 = 0 for all z0,z1 ∈ R. Therefore x∗1,1 = x∗2,0 = 0.
In particular, we deduce from (18) that x∗3,0 = 0. So that,
equation (19) can be reduced to
0 = z1ρ λ x∗2,1 +
z1
ρ λ 2x∗3,1 +
z0
ρ2
√
Rλ x∗1,2
+ z0ρ2
√
Rλ λ x∗2,1 + z0ρ2
√
Rλ λ x∗3,1 + . . .
(20)
Step 3: We evaluate in (20) at λ = λ0 and we obtain
λ0z1x∗2,1 +λ 20 z1x∗3,1 = 0, (21)
for all z1 ∈R.
Step 4: We divide (20) by √Rλ and we get
z1
ρ
c√
α
x∗2,1 +
z0
ρ2 x
∗
1,2 = 0, (22)
for all z0,z1 ∈R. Then x∗1,2 = x∗2,1 = 0, and coming back to
(18) we get x∗3,1 = 0.
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Proceeding inductively we can deduce that x∗i,n = 0 for
i = 1,2,3 and n ∈ N, and then x∗ = 0. By Theorem 2.1 the
result follows.
Remark.The assumption γ < 0 in the statement of Theorem
3.1 directly yields 2c4rαb2(rc2−bα) > 0
Finally, we point out that one can also study the
dynamics of the solutions of the non-homogeneus
Moore-Gibson-Thompson equation for certain internal
sources appear, in the same way as this research is
conducted in [9].
Acknowledgement
The first and third authors are supported in part by MEC
Project MTM2013-47093-P. The second author is
partially supported by Project Anillo ACT1112. The
authors are grateful to an anonymous referee for helpful
comments that improved the presentation of the paper.
References
[1] J. Banasiak, M. Lachowicz, and M. Moszyn´ski. Semigroups
for generalized birth-and-death equations in lp spaces.
Semigroup Forum, 73(2):175–193, 2006.
[2] J. Banasiak and M. Moszyn´ski. A generalization of Desch-
Schappacher-Webb criteria for chaos. Discrete Contin. Dyn.
Syst., 12(5):959–972, 2005.
[3] X. Barrachina and J. A. Conejero. Devaney chaos and
distributional chaos in the solution of certain partial
differential equations. Abstr. Appl. Anal., pages Art. ID
457019, 11, 2012.
[4] T. Bermu´dez, A. Bonilla, F. Martı´nez-Gime´nez, and
A. Peris. Li-Yorke and distributionally chaotic operators. J.
Math. Anal. Appl., 373(1):83–93, 2011.
[5] S. K. Bose and G. C. Gorain. Stability of the boundary
stabilised internally damped wave equation y′′ + λy′′′ =
c2(∆y+µ∆y′) in a bounded domain in Rn. Indian J. Math.,
40(1):1–15, 1998.
[6] F. Colouvrat. On the equations of nonlinear acoustics.
Journal de Acoustique, 5:321–359, 1992.
[7] J. A. Conejero and E. M. Mangino. Hypercyclic semigroups
generated by Ornstein-Uhlenbeck operators. Mediterr. J.
Math., 7(1):101–109, 2010.
[8] J. A. Conejero, A. Peris, and M. Trujillo. Chaotic asymptotic
behavior of the hyperbolic heat transfer equation solutions.
Internat. J. Bifur. Chaos Appl. Sci. Engrg., 20(9):2943–
2947, 2010.
[9] J. A. Conejero, F. Rodenas, and M. Trujillo. Chaos for
the hyperbolic bioheat equation. Preprint, To appear in ,
Discrete Contin. Dyn. Syst. Series A
[10] D. Crighton. Model equations of nonlinear acoustics. Ann.
Rev. Fluid Mech., 11:11–33, 1979.
[11] C. Cuevas and C. Lizama. Well posedness for a class of
flexible structure in Ho¨lder spaces. Math. Probl. Eng., pages
Art. ID 358329, 13, 2009.
[12] W. Desch, W. Schappacher, and G. F. Webb. Hypercyclic
and chaotic semigroups of linear operators. Ergodic Theory
Dynam. Systems, 17(4):793–819, 1997.
[13] S. El Mourchid, G. Metafune, A. Rhandi, and J. Voigt. On
the chaotic behaviour of size structured cell populations. J.
Math. Anal. Appl., 339(2):918–924, 2008.
[14] K.-J. Engel and R. Nagel. One-parameter semigroups for
linear evolution equations, volume 194 of Graduate Texts
in Mathematics. Springer-Verlag, New York, 2000. With
contributions by S. Brendle, M. Campiti, T. Hahn, G.
Metafune, G. Nickel, D. Pallara, C. Perazzoli, A. Rhandi,
S. Romanelli and R. Schnaubelt.
[15] C. Ferna´ndez, C. Lizama, and V. Poblete. Maximal
regularity for flexible structural systems in Lebesgue spaces.
Math. Probl. Eng., pages Art. ID 196956, 15, 2010.
[16] C. Ferna´ndez, C. Lizama, and V. Poblete. Regularity of
solutions for a third order differential equation in Hilbert
spaces. Appl. Math. Comput., 217(21):8522–8533, 2011.
[17] K.-G. Grosse-Erdmann and A. Peris Manguillot. Linear
chaos. Universitext. Springer, London, 2011.
[18] G. Herzog. On a universality of the heat equation. Math.
Nachr., 188:169–171, 1997.
[19] L. Ji and A. Weber. Dynamics of the heat semigroup
on symmetric spaces. Ergodic Theory Dynam. Systems,
30(2):457–468, 2010.
[20] P. Jordan. An analytical study of kuznetsov’s equation:
diffusive solitons, shock formation, and solution bifurcation.
Physics Letters A, 326(1–2):77 – 84, 2004.
[21] P. Jordan. Nonlinear acoustic phenomena in viscous
thermally relaxing fluids: Shock bifurcation and the
emergence of diffusive solitons. In The 9th Interna- tional
Conf. on Theoretical and Computational Acoustics (ICTCA
2009), Dresde, Germany, September 2009.
[22] B. Kaltenbacher and I. Lasiecka. Well-posedness
of the Westervelt and the Kuznetsov equation with
nonhomogeneous Neumann boundary conditions. Discrete
Contin. Dyn. Syst., (Dynamical systems, differential
equations and applications. 8th AIMS Conference. Suppl.
Vol. II):763–773, 2011.
[23] B. Kaltenbacher and I. Lasiecka. Exponential decay for low
and higher energies in the third order linear Moore-Gibson-
Thompson equation with variable viscosity. Palest. J. Math.,
1(1):1–10, 2012.
[24] B. Kaltenbacher, I. Lasiecka, and R. Marchand.
Wellposedness and exponential decay rates for the
Moore-Gibson-Thompson equation arising in high intensity
ultrasound. Control Cybernet., 40(4):971–988, 2011.
[25] B. Kaltenbacher, I. Lasiecka, and S. Veljovic´. Well-
posedness and exponential decay for the Westervelt equation
with inhomogeneous Dirichlet boundary data. In Parabolic
problems, volume 80 of Progr. Nonlinear Differential
Equations Appl., pages 357–387. Birkha¨user/Springer Basel
AG, Basel, 2011.
[26] V. Kuznetsov. Equations of nonlinear acoustics. Sov. Phys.
Acoust., 16:467–470, 1971.
[27] R. Marchand, T. McDevitt, and R. Triggiani. An abstract
semigroup approach to the third-order Moore-Gibson-
Thompson partial differential equation arising in high-
intensity ultrasound: structural decomposition, spectral
analysis, exponential stability. Math. Methods Appl. Sci.,
35(15):1896–1929, 2012.
c© 2015 NSP
Natural Sciences Publishing Cor.
2238 J. A. Conejero et al. : Chaotic Behaviour of the Solutions of the...
[28] A. Rozanova. The Khokhlov-Zabolotskaya-Kuznetsov
equation. C. R. Math. Acad. Sci. Paris, 344(5):337–342,
2007.
[29] A. Rozanova-Pierrat. Qualitative analysis of the Khokhlov-
Zabolotskaya-Kuznetsov (KZK) equation. Math. Models
Methods Appl. Sci., 18(5):781–812, 2008.
[30] R. P. Sarkar. Chaotic dynamics of the heat semigroup on the
Damek-Ricci spaces. Israel J. Math., 198(1):487–508, 2013.
[31] P. Westervelt. Parametric acoustic array. J. Acoust. Soc. Am.,
35:535–537, 1963.
[32] E. Zabolotskaya and R. Khoklov. Quasi-planes waves in the
nonlinear acoustic of confined beams. Sov. Phys. Acoust.,
15(1):35–40, 1969.
J. Alberto Conejero
received his Ph.D. from
the Universitat Polite`cnica
de Vale`ncia (Spain) in 2004,
obtaining the outstanding
dissertation award of
this institution. Nowadays,
he is associate professor
at the School of Informatics -
iSchool of this university and
he is also researcher at the Instituto Universitario de
Matema´tica Pura y Aplicada (IUMPA-UPV). His interests
are the study of the linear dynamics of operators and
C0-semigroups of operators, functional analysis, and
multidisciplinary applications of graph theory.
Carlos Lizama received
his Ph.D. from the University
of Stuttgart (Germany)
in 1990. He is currently
Full Professor at the
University of Santiago of
Chile. He was Vice-Dean of
Faculty between 2011-2013.
He has more than 21 years in
academia during which time,
he has done research, extension and teaching at all levels.
At present, he has more than 90 research publications in
international journals with ISI ranking. His research
interests are Evolution equations and their applications to
problems in Physics and Biology, algebraic systems
of linear operators and their applications to Partial
Differential Equations, Fourier transforms and their
applications to Engineering.
Francisco Rodenas
received the Ph.D. degree in
Physics from the Universitat
de Vale`ncia (Spain) in
1995. He is tenured professor
of the Department of
Applied Mathematics
of the Universitat Polite`cnica
de Vale`ncia. His research
areas are dynamical systems,
operator theory and applications of PDE’s to image
processing. He develops his research activity at the
Instituto Universitario de Matema´tica Pura y Aplicada
(IUMPA-UPV).
c© 2015 NSP
Natural Sciences Publishing Cor.
