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1. Introduction
Themain aim of the paper is to develop amethod for classification of infinite families of Griesmer codes. It is based on the
fact that all codes from a family can be mapped to projective dual codes with fixed length and weights. Using it we classify
many families of codes over fields with 2, 3 and 4 elements.
Let Fnq be the n-dimensional vector space over the Galois field Fq. The Hamming distance between two vectors of F
n
q is
defined to be the number of coordinates in which they differ.
Definition 1. A q-ary linear [n, k, d]q-code is a k-dimensional linear subspace of Fnq with minimum distance d.
Definition 2. A k× nmatrix G having as rows the vectors of a basis of C is called a generator matrix of C .
Definition 3. Let C1 and C2 be two linear [n, k]q codes. They are said to be equivalent if the codewords of C2 can be obtained
from the codewords of C1 via a sequence of transformations of the following types:
(1) permutation on the set of coordinate positions;
(2) multiplication of the elements in a given position by a non-zero element of Fq;
(3) application of a field automorphism to the elements in all coordinate positions.
Each of (1)–(3) preserves the Hamming weight and hence maps [n, k, d]q codes onto [n, k, d]q codes. Codes which are
equivalent belong to the same equivalence class. To classify linear [n, k, d]q codes means to construct a representative of
each equivalence class.
Let nq(k, d) be the smallest value of n, for which an [n, k, d]q code exists. Codeswith parameters [nq(k, d), k, d]q are called
optimal. There are two general problems in constructive coding theory:
– To construct optimal codes with given parameters.
– To classify optimal codes with given parameters.
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A general lower bound on nq(k, d) has been proved by Griesmer and Varshamov for q = 2 and by Solomon and Stiffler
for any q:
Theorem 4 (Griesmer bound [15,29,27]). Let C be an [n, k, d]q code. Then
nq(k, d) ≥ gq(k, d) =
k−1∑
i=0
⌈
d
qi
⌉
where dxe denotes the smallest integer ≥ x.
Linear codes attaining the Griesmer bound, i.e. codes with parameters [gq(k, d), k, d]q, are called Griesmer codes. For
given q and k, there is a constant D such that for all d ≥ D Griesmer [gq(k, d), k, d] codes exist [1], [11]. A natural question in
this direction is what is the number of nonequivalent Griesmer codes when d increases. We prove that for given q and k and
any d0 ≤ qk−1 there is a constant L such that for t ≥ L the number of the non-equivalent Griesmer codes with minimum
distance d0+tqk−1, is a constant. Using projective dual transform, we develop a general approach for classification of infinite
families of Griesmer codes with parameters [gq(k, d0)+ t qk−1q−1 , k, d0 + t.qk−1] for given d0, k, t = t0, t0 + 1, t0 + 2, . . ., and
[gq(k+ i, d0.qi + t.qk+i−1), k+ i, d0.qi + t.qk+i−1] for given d0, k, t = t0, t0 + 1, t0 + 2, . . . and i = ie, ie + 1, . . .. This yields
to the classification of all binary Griesmer codes with even weights up to dimension 6.
The paper is organized as follows: We give preliminary information, basis definitions and theorems and some historical
remarks in Section 1. In Section 2, we study the projective dual transform.We describe some properties of codes and families
of codes which are images under a dual transform. We develop a method for classification of Griesmer codes in Section 3.
In the last section, we give some computational results.
1.1. Preliminaries
In this part, we give some basic definitions and theorems.
Definition 5. An automorphism of a linear code C is a sequence of the transformations from Definition 3, which maps each
codeword of C onto a codeword of C .
The set of all automorphisms of the code C forms a group which is called the automorphism group Aut(C) of C .
The linear codes have simple description in the terms of generator matrices. For Griesmer codes, we can make the
assumption that the codes don’t have zero coordinates. This means that each column of a generator matrix of a code can be
considered as a point in PG(k − 1, q). In geometrical aspect, we can define an [n, k, d]q code as a multiset C of n points in
PG(k− 1, q) such that:
(a) each hyperplane of PG(k− 1, q)meets C in at most n− d points;
(b) there is a hyperplane meeting C in exactly n− d points.
This definition is equivalent to the previous one (see [14]). Two multisets of points from PG(k − 1, q), S and T , are said
to be projectively equivalent if there exists a collineation pi ∈ PΓ L(k, q) which maps S onto T . Codes are equivalent if and
only if the corresponding multisets of points are projectively equivalent.
The following Lemma holds:
Lemma 6. Let G1 and G2 be generator matrices of the linear codes C1 and C2 without zero coordinates. C1 and C2 are equivalent
iff
G2 = TG1Mγ ,
where T is an invertible matrix, M is a monomial matrix and γ is a field automorphism.
Definition 7. The number of the nonzero coordinates of a vector in Fnq is called weight of the vector. Let Ai be the number
of codewords of weight i in C . The ordered (n + 1)-tuple of integers (A0, A1, . . . , An) is called the weight spectrum of C .
Sometimes it is convenient to work with the so-called Hamming weight enumerator of C defined by
WC (x, y) =
n∑
i=0
Aixn−iyi.
Definition 8. Let C be an [n, k, d]q-code over Fq, G be a generatormatrix of C and let c ∈ C be a codeword of weightw. Then
the residual code of C with respect to c , denoted by Res(C; c), is the code generated by the restriction of G to the columns
where c has a zero entry. If only the weightw of c is of importance, we will denote it by Res(C;w).
Lemma 9 ([11,12]). Suppose C is an [n, k, d]q code and suppose c ∈ C has weight w, where d > w(q− 1)/q. Then Res(C, c) is
an [n− w, k− 1, d′]q code with d′ ≥ d− w + dw/qe.
Definition 10. A linear code is called projective if no two columns of its generator matrix are linearly dependent.
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1.2. Classification of optimal linear codes
In this section, we consider the following problem: For a given set of parameters n, k, d and q find generator matrices of
all nonequivalent q-ary [n, k, d] codes. This problem has twomain subproblems. The first of them is to construct at least one
code from any class of equivalence, and the second one is the equivalence test.
There are theoretical results for classification of linear codes with very specific properties. Some of these results are
related to perfect codes and MDS codes. The relation between finite projective geometries and projective codes is widely
used for classification of projective Griesmer codes. In this direction we refer to a long series of papers by Hamada and co-
authors which used the language of minihypers (see for example [16,17]). Other geometric proofs can be found in [19,22,
23]. For classification of some families of Griesmer codes we refer to [18]. Summarized classification results for binary linear
codes can be found in [21] (see also [3]). There are some other sporadic results.
Practically, it is impossible to classify codes, which have many equivalent classes, without a computer. There are several
different types of algorithms which we use for classification. All these algorithms contain equivalence tests. We reduce the
equivalence test of linear codes to isomorphism test of binary matrices (or bipartite graphs). In the general case, this is not
trivial because it is related to the problem of findingweight spectra of the codes—a computationally intractable problem [2].
For the equivalence test of linear codeswe use proper subsets of codewords. Such a subset has to be stable under the action of
the code automorphism group and to generate the code as a vector space. In the binary case these subsets can be considered
as a special kind of incidence matrices for bipartite graphs withm and n vertices (m is the number of the codewords in the
subset). Practically, we reduce the q-ary case also to binary matrices ({0, 1}matrices) and bipartite graphs.
The algorithms of the first type are so called orderly algorithms [25]. The specific feature here is that we can generate
recursively a huge number of objectswhich have given inherited properties. Themost important advantages of this approach
are that we consider equivalence between small number of codes (only between children from the same parent), and it is
very simple for parallelization.
The other type of algorithms is based on the fact that each linear code can be connected with a hierarchy of subcodes
or residual codes which are optimal or close to optimal. Our approach is a nontrivial back-track search closely related to
dynamic programming. To restrict the search tree we cut some parts using equivalence up to extension. These algorithms
have been implemented in the program Q-extension [6]. This program works well in many classification problems for
reasonable time. Q-extension is an universal tool for solving many concrete different problems for classification.
But these algorithms can be used only for codes with relatively small parameters. To classify some Griesmer codes or
even infinite families of Griesmer codes we combine them with a method which is based on properties of the projective
dual transform.
1.3. Linear codes and projective dual transform
As mentioned earlier, any linear code can be considered as a multiset of points of the projective geometry PG(k− 1, q).
There is a natural duality between points and hyperplanes in projective geometry: any point a = (a1, a2, . . . , ak) defines
hyperplane Ha which consists of all points x = (x1, x2, . . . , xk) such that (a, x) = ∑ aixi = 0. This duality (known as
projective duality or Delsarte duality) is useful to investigate projective two-weight codes (see [10,19]). Brouwer and van
Eupen [8] generalized Delsarte duality in the case of non-projective two-weight codes. Next generalization was done by
Dodunekov and Simonis [14] (see also Nogin [26], Calderbank and Kantor [9]).
Projective dual transform (dual transform) has been used or studied in some other papers. See for example [4,7,20],
etc. But still there are many open questions concerning its properties. For example, it is known that the dual transform is
invertible but it is not clear what happens with families of codes (see Section 2.4).
Dodunekov and Simonis [14] investigated some properties in the case when the transform has a smaller dimension
than the original code. We also consider this case, but in a slightly different way. In contrast to [14], where they give a
‘‘matrix free presentation of the correspondence between full-length codes and projective multisets’’, wemainly usematrix
presentation of [n, k, d]q linear codes, namely a k× n generator matrix or anm× nmatrix which generates the code, where
m > k.
2. Projective dual transform
In the beginning of this section we give some notations and definitions which are useful for the following propositions.
Let us denote the set of all nonzero vectors in Fkq with first nonzero coordinate 1 by Ŝk. We can consider these vectors
as representatives of the points in the projective geometry PG(k − 1, q). Let Sk be the matrix whose columns are the
lexicographically ordered elements of Ŝk. This matrix is a generator matrix of the simplex code with length (qk− 1)/(q− 1)
and a unique nonzero weight qk−1.
We say that the matrix G is in normal form if its columns are lexicographically ordered elements of Ŝk.
Remark 1. In this research, we are interested in codes without zero coordinates. Any linear code of this type is equivalent
to a code with generator matrix in normal form. We study properties of codes related to Hamming metric, that is why in
some cases we consider codes up to equivalence. We define the code with parameters [0, 0, 0] as a zero code with length
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zero. Length of the code C for us is the number of its nonzero coordinates (or we consider as length the effective length of
the code).
Let C be a linear [n, k]q code with a generator matrix G. Any vector a ∈ Ŝk defines a codeword c = aG ∈ C . Let R̂a
be the set of all solutions from Ŝk of the equation axT = 0. The elements of R̂a, |R̂a| = qk−1−1q−1 , can be considered as
representatives of points in projective subspace with projective dimension k − 2, or a hyperplane. Similarly, we denote
by Ra the matrix in normal form which have as columns the elements of R̂a. If {r1, r2, . . . , r(qk−1−1)/(q−1)} are the vectors in
R̂a, then {r1G, r2G, . . . , r(qk−1−1)/(q−1)G} is the set of all nonproportional codewords of C which belong to a subcode Ca with
dimension k− 1.
The rows of the matrix MG = STkG are all nonzero nonproportional codewords of C . The matrix MGa = RTaG consists of
these rows ofMG, which belong to the subcode Ca.
More generally, let G be an m × nmatrix, m ≥ k, which contains as rows k linearly independent codewords of a linear
[n, k ≤ m]q code C . Similarly, we can define the matrixMG = STmG andMGa = RTaG for a ∈ Ŝm.
If k < m and s = m− k, the matrixMG = STmGwill have
(qs − 1)/(q− 1) (1)
zero rows. The set RG of the solutions of the homogeneous system xG = 0 forms a linear space with dimension m − k = s
since rank(G) = k, and (qs − 1)/(q− 1) of them are in the set Ŝm.
Let aG = c for some a ∈ Ŝm. In this notation, for any vector v ∈ a+ RG we have vG = c . Moreover, for any v there exists
an element µ ∈ Fq, such that µv ∈ Ŝm and µvG = µc . We can conclude that the matrixMG contains exactly
qs (2)
rows proportional to c.
Now we will count the number of the nonzero entries in the matrixMG. Let b be a column of G. The equation xb = 0 has
qm−1 solutions in Fmq and (qm−1 − 1)/(q − 1) in Ŝm. It follows that the number of nonzero elements in a column of MG is
(qm − qm−1)/(q− 1) = qm−1. Hence the number of the nonzero entries in the matrixMG is
nqm−1. (3)
Let us consider again the column ofMGa , which correspond to the column b in G. Let b 6= a. The system∣∣∣∣bxT = 0axT = 0
has qm−2 solutions in Fmq and (qm−2 − 1)/(q− 1) in Ŝm, hence the number of nonzero entries in the corresponding column
inMGa is (q
m−1 − 1)/(q− 1)− (qm−2 − 1)/(q− 1) = (qm−1 − qm−2)/(q− 1) = qm−2. If b = a, we obtain a zero column in
MGa . Let na be the number of the nonzero columns inMGa . Then the number of the nonzero entries inMGa is:
na.qm−2. (4)
If the vector a is linearly dependent with the columns of G, then the dimension of the subcode Ca ⊂ C is k−1. Obviously,
this is the only possibility whenm = k. Ifm > k and a is linearly independent with the columns of G, the code Ca coincides
with C and therefore na = n.
Remark 2. The effective length na of the code Ca is na = n− ρa, where ρa is the multiplicity of the vector a as a column of
G. Actually, the number of nonzero entries inMG andMGa depends only on the multiplicities of columns of G but not on the
rank of G.
2.1. Definition and correctness
Definition 11. Let G be anm× nmatrix with rank k ≤ m, which generates a linear [n, k, d]q code C , and let the rows of the
matrix MG = STmG have weights w1, w2, . . . , wz . Let α 6= 0 and β be rational numbers such that αwi + β is nonnegative
integer for any i = 1, . . . , z. We call dual transform the map Dα,β,m, which transforms a linear code C to a linear code with
a generator matrix in normal form, which consists of all elements a ∈ Ŝm, taken αwt(a.G)+ β times. We say that the code
Dα,β,m(C) is projective dual code of C . For given α, β,m (β—nonnegative integer), we transform the zero code [0, 0, 0] to
the code with a generator matrix Sm, taken β times.
Wewill denote the length, dimension,minimumdistance and generatormatrix of the projective dual codewithDα,β,m(n),
Dα,β,m(k),Dα,β,m(d) andDα,β,m(G). It is clear that for k = mwemap the code C to a codewith the same or smaller dimension.
If k < m, we map the code C to a code with larger dimension. In that case, we can take the matrix G in the form G =
(
G′
O
)
where G′ is a generator matrix of C , and O is the (m− k)× n zero matrix.
The next theorem is very important for this work.
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Theorem 12. Let C1 and C2 be two equivalent q-ary codes without zero coordinates. Then their projective dual codes Dα,β,m(C1)
and Dα,β,m(C2) for given α, β and m are also equivalent.
Proof. Let G1 and G2 bem× nmatrices which generate C1 and C2, respectively. Since the codes are equivalent, we have
G2 = TG1Mγ ,
where T is an invertiblem×mmatrix,M is an n×nmonomial matrix and γ is a field automorphism. Themultiplicity of the
column a ∈ Ŝm in the matrix Dα,β,m(G2) coincides with the multiplicity of aT in the matrix Dα,β,m(G1) (let’s mention that
the matrix G2 = TG1Mγ can be obtained from TG1 with a permutation of the columns and a field automorphism). 
Notice that different generator matrices of the same code can lead to different but equivalent dual codes. That’s why
we will consider the dual codes up to equivalence. This theorem shows us that the dual transform does not depend on the
matrix G but only on α, β andm. So we can take the matrix G to be in normal form.
Remark 3. This transform is defined for projective codes in the case k = m by Brouwer and van Eupen [8]. In the general
case it has been studied by Dodunekov and Simonis [14].
Remark 4. The Definition 11 is a little bit different from the previous known definitions for dual transform. It gives us the
possibility to map a code with dimension k to a code with dimensionm form > k.
2.2. Examples
Example 1. [6, 3, 2]2 −→ [24, 3, 12]2 α = 1, β = 0,m = 3.
Let’s consider the [6, 3, 2]2 code C1 with a generator matrix G1 where
G1 =
(001111
110011
110101
)
.
Let fix α = 1, β = 0,m = 3. For any weightw of the code, we have αw + β ≥ 0. In this case
S3 =
(0001111
0110011
1010101
)
.
Let v1, v2, . . . , v7 be the columns of S3. All nonzero codewords of C1 can be presented as viG1. The multiplicity of the
vectors vi as columns in the generator matrix of the dual code can be found as follows:
v1G1 = (110101)⇒ wt(v1G1) = 4 ⇒ α.4+ β = 4
v2G1 = (110011)⇒ wt(v2G1) = 4 ⇒ α.4+ β = 4
v3G1 = (000110)⇒ wt(v3G1) = 2 ⇒ α.2+ β = 2
v4G1 = (001111)⇒ wt(v4G1) = 4 ⇒ α.4+ β = 4
v5G1 = (111010)⇒ wt(v5G1) = 4 ⇒ α.4+ β = 4
v6G1 = (111100)⇒ wt(v6G1) = 4 ⇒ α.4+ β = 4
v7G1 = (001001)⇒ wt(v7G1) = 2 ⇒ α.2+ β = 2.
So the projective dual code has the following generator matrix
D1,0,3(C1) =
(000000000011111111111111
000011111100000000111111
111100001100001111000011
)
.
In the next example we show how to map a linear code to a code with larger dimension.
Example 2. [6, 2, 4]2 −→ [24, 3, 12]2 α = 1, β = 0,m = 3.
Let’s consider the binary [6, 2, 4] code C2 and the matrix G2 which contains a basis of C2, where
G2 =
(001111
110011
000000
)
.
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In this case, as in the previous one, the weight of the rows of MG = ST3G2 defines the multiplicity of any vector vi as a
column in the generator matrix of the dual code:
v1G2 = (000000)⇒ wt(v1G2) = 0 ⇒ α.0+ β = 0
v2G2 = (110011)⇒ wt(v2G2) = 4 ⇒ α.4+ β = 4
v3G2 = (110011)⇒ wt(v3G2) = 4 ⇒ α.4+ β = 4
v4G2 = (001111)⇒ wt(v4G2) = 4 ⇒ α.4+ β = 4
v5G2 = (001111)⇒ wt(v5G2) = 4 ⇒ α.4+ β = 4
v6G2 = (111100)⇒ wt(v6G2) = 4 ⇒ α.4+ β = 4
v7G2 = (111100)⇒ wt(v7G2) = 4 ⇒ α.4+ β = 4.
The dual code has following generator matrix:
D1,0,3(C2) =
(000000001111111111111111
111111110000000011111111
000011110000111100001111
)
2.3. Main properties of the projective dual codes
2.3.1. Length of the projective dual codes
Let C be an [n, k, d]q code and Dα,β,m(C) be its dual for some appropriate α, β andm. Then the length of the dual code is
Dα,β,m(n) =
∑
a∈Ŝm
(αwt(aG)+ β) = α
∑
a∈Ŝm
wt(aG)+ q
m − 1
q− 1 β = αq
m−1n+ β q
m − 1
q− 1 , (5)
since the sum
∑
a∈Ŝm wt(a.G) coincides with the number of the nonzero entries ofMG, given with (3).
This formula shows that the length of the projective dual code of C does not depend on the weight spectrum but only on
α, β,m and the length (effective) of the code. Actually, the length does not depend even on the dimension of the code.
2.3.2. Weights of the projective dual codes
LetGbe anm×nmatrixwhich generates the linear codeC . Let b1, b2, . . . , bDα,β,m(n) be the columns of thematrixDα,β,m(G)
and a ∈ Ŝm. Then c = aDα,β,m(G) is a codeword in Dα,β,m(C) with weight wt(c) = Dα,β,m(n) − |Ĥa|, where Ĥa is the set of
the columns bi in the matrix Dα,β,m(G), such that abi = 0. The vector a defines also a set R̂a ⊂ Ŝm and a matrixMGa .
Using the formula (4), for cardinality of Ĥa we obtain:
|Ĥa| =
∑
b∈R̂a
(αwt(bG)+ β) = α
∑
b∈R̂a
wt(bG)+ q
m−1 − 1
q− 1 β = αq
m−2na + β q
m−1 − 1
q− 1 .
For the weights of the code we have:
wt(c) = αqm−2(qn− na)+ βqm−1. (6)
The number of the nonzero columnsna inMGa = RTaG, a ∈ Ŝm, determines the number of the differentweights ofDα,β,m(C)
and the values of these weights. In another hand, na is equal to the length n of the code C minus themultiplicity of the vector
a as a column of G. The number of the nonproportional codewords with the same weight wt in Dα,β,m(C) depends on the
elements of Ŝm, which have the same multiplicity in G and this multiplicity corresponds to the weightwt .
The set Ĥa consists of all columns bi of the matrix Dα,β,m(G) which belong to R̂a. Actually, Ĥa consists of all elements
b ∈ R̂a, taken αwt(bG)+β times. Since the set Ra defines the subcode Ca of C , we can say that the subcode Ca corresponds to
the residual code of Dα,β,m(C) with respect to the codeword c = aDα,β,m(G). When k = m and the dimension of Dα,β,m(C)
is also k, the subcode Ca ⊂ C has dimension k − 1. Since any subcode of C with this dimension can be defined by a vector
a ∈ Ŝk, the following theorem holds:
Theorem 13. Let C be a linear [n, k, d]q code and Dα,β,k(C) be its projective dual code for given α, β and k = m. If the dimension
of Dα,β,k(C) is also k, then there exists one to one correspondence between the subcodes of C with dimension k−1 and the residual
codes of the code Dα,β,k(C).
Proof. Let Ca be the subcode of C defined by a ∈ Ŝk. We have already mentioned that the dimension of Ca is k− 1. We can
correspond to Ca the residual code of Dα,β,k(C) with respect to the codeword aDα,β,k(G). In our case, the different vectors
a ∈ Ŝk define different subcodes Ca and also different codewords aDα,β,k(G) ofDα,β,k(C). The residual code for any codeword
a′Dα,β,k(G) is the image of the subcode Ca′ of C with dimension k− 1. 
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We can continue this consideration for the subspaces of dimension k − 2 which belong to the subspace of dimension
k− 1 and so on (see the example for dual codes of the subcodes for the binary Golay code in [20]).
Let’s consider in details the case when C is a projective code. Then there are only two possibilities for the number of the
nonzero columns ofMGa : n – for any a ∈ Ŝm, which is not a column of G (their number is q
m−1
q−1 −n) and n−1 – for all a ∈ Ŝm,
which are columns of G (their number is n). For the weights in the dual code we obtain:
{(αn+ β)qm−1 − αnqm−2, (αn+ β)qm−1 − α(n− 1)qm−2}.
The exception is only the case of a simplex code or a repeated simplex code. Then its dual code is a constant weight or
the zero code.
Lemma 14. Let C be a linear [n, k, d]q and Dα,β,m(C) be its projective dual for given suitable α, β and m, m > k. Then the code
Dα,β,m−1(C) is a residual code of Dα,β,m(C) with respect to a codeword c.
Proof. We can choose (see Theorem 12) the m × n matrix G, which generates the code C in the following form: the first
k rows form a basis of C and the other m − k rows are zero vectors. Let Dα,β,m(C) and Dα,β,m−1(C) be two projective dual
codes of C . To construct the second code, we use the matrix G′ which is obtained from G by deleting the last row. Then the
code Dα,β,m−1(C) is a residual of Dα,β,m(G)with respect to the codeword (000 . . . 001)Dα,β,m(G).
The set R̂a for a = (000 . . . 001) consists of all vectors from Ŝm which have 0 in the last position. So the set Ĥa, defining
the residual code have only vectors with 0 in the last coordinate. Actually, they can be considered as vectors from Sm−1 with
additional position 0. 
2.3.3. Dimension of the projective dual codes
It is clear, that the dimension of the projective dual code Dα,β,m(k) of the code C is at most m and it is exactly m when
MDα,β,m(G) = STmDα,β,m(G) does not have zero rows.
Suppose that the dimension of Dα,β,m(k) is smaller thanm. Then there exists a vector a ∈ Ŝm such that the corresponding
codeword in Dα,β,m(C) has weight 0, i.e.
αqm−2(q.n− na)+ βqm−1 = 0 ⇔ ρa = n− na = −β
α
q− (q− 1)n.
Let s = m − Dα,β,m(k). The number of zero rows inMDα,β,m(G) is given with the formula (1) and the number of repeated
nonzero rows is given by (2). The number of the elements in Ŝm, which have multiplicity− qβα − (q− 1)n as columns in G is
(qs − 1)/(q− 1) and they can be considered as representatives of points in projective geometry with projective dimension
s−1. The number of the elements in Ŝm, which have differentmultiplicity inGwill be qs. In this research, wewill not consider
the case whenm > k and the dimension of the dual codes is smaller thanm. When k = m, the following lemma holds:
Lemma 15. Let C be a linear [n, k, d]q code, α 6= 0 and β be rational numbers, such that the dimension of the dual code
Dα,β,k(k) < k, and s = k − Dα,β,k(k). Then the elements of Ŝk, which have multiplicity − qβα − (q − 1)n as columns of the
matrix G, are representatives of all point in the projective geometry PG(s − 1, q). If T is the set of these elements and a ∈ Ŝk,
a 6∈ T , has the multiplicity ρa as a column of G, then any element c = ν(a + µ.b) ∈ Ŝk, where b ∈ T , ν, µ ∈ Fq, has the same
multiplicity ρa.
Proof. If b ∈ T , then
wt(bDα,β,k(G)) = αqk−2(q.n− nb)+ βqk−1 = αqk−2
(
qn− n− qβ
α
− (q− 1)n
)
+ βqk−1 = 0.
Hence for a ∈ Ŝk, a 6∈ T , we have
ν(a+ µb)Dα,β,k(G) = νaDα,β,k(G).
But the weights of these two vectors depend on the multiplicities of ν(a + µb)Dα,β,k(G) and νa as columns in G, therefore
these multiplicities are equal. 
2.4. Invertibility
It is known that the dual transform is invertible [14]. A projective dual code C ′ = Dα,β,m(C) of the [29, 5, 20]5 code C
via dual transform defined by α = −1/5, β = 5 and m = 4, is a linear code with parameters [257, 4, 205]5. In the inverse
transform we have D−1/5,41,4(C ′) = C . But not all [257, 4, 205]5 codes goes to [29, 5, 20]5 codes via this mapping. In this
section, we consider in more details the invertibility of the dual transform.
Let the m × nmatrix G generates an [n, k ≤ m, d]q code C and let Dα,β,m(C) be its projective dual code with generator
matrixDα,β,m(G) for givenα,β andm. For each codeword c = aDα,β,m(G) ofweightwt(c) = αqm−2(q.n−(n−ρa))+βqm−1,
there are ρa copies of the column a in G. If the matrix G contains ρa copies of the column a, it defines the codeword
c = aDα,β,m(G) of weightwt(c) = αqm−2(q.n− (n−ρa))+βqm−1. The codeword c = aDα,β,m(G) by the inverse transform,
which is defined by α′ = q2−k
α
and β ′ = − qβ
α
− (q− 1)n, determines ρa copies of the column a in G.
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Theorem 16. For given α 6= 0, β,m > 0 and n > 0, let Γi be the family of all codes with dimension k, i ≤ k ≤ m, effective
length n, and nonzero weights w1, w2, . . . , wz such that αwl + β is a nonnegative integer for l = 1, 2, . . . , z. Let Θj be the
family of the codes with length αqm−1n + β qm−1q−1 , dimension k, j ≤ k ≤ m, and nonzero weights αqm−2(q.n − na) + βqm−1,
0 ≤ na ≤ n. Then there exists one to one correspondence between Γi andΘj, where:
• i = 1 when β is a nonnegative integer, and i = mwhen β is negative or not integer.
• j = 1 when β ′ = − qβ
α
− (q− 1)n is a nonnegative integer, and j = mwhen− qβ
α
− (q− 1)n is negative or not integer.
Proof. Let C be a linear code with length n and dimension k ≤ m. Its dual Dα,β,m(C) is a code with length n′ =
αqm−1n+ β qm−1q−1 and weightswt(c) = αqm−2(q.n− na)+ βqm−1.
Let us consider the dual transform Dα′,β ′,m, defined by α′ and β ′, where α′ = q2−mα and β ′ = − qβα − (q − 1)n. This
transform maps the codes with length n′ = αqm−1n + β qm−1q−1 and weights αqm−2(q.n − na) + βqm−1, 0 ≤ na ≤ n, to the
codes with length n. It can be verified by direct calculations that the weights w of the given type are the only weights for
which α′w + β ′ are nonnegative integers.
Let’s now consider the dimensions of the images. We have the following cases:
(a) β ≥ 0, β ∈ Z, and β ′ ≥ 0, β ′ ∈ Z. Then the dual transform Dα,β,m can be applied to all codes in Γ1, and the images
of the codes, which have columns in their generator matrix with multiplicity β ′, will have smaller dimension. Similarly, we
can apply the inverse dual transform to all codes inΘ1.
(b) β ≥ 0, β ∈ Z, and β ′ < 0 or β ′ is not integer. The dual transform Dα,β,m can be applied to all codes in Γ1, but their
images have dimension m, since no column has multiplicity β ′ in the generator matrix of a code in this family. Moreover,
the inverse transform Dα′,β ′,m can be applied only to codes with dimension m. Hence Dα,β,m gives a bijection between the
families Γ1 andΘm.
(c) β < 0 or β is not integer, and β ′ ≥ 0, β ′ ∈ Z. This case is similar to the previous one.
(d) β < 0 or β is not integer, β ′ < 0 or β ′ is not integer. Then the transforms Dα,β,m and Dα′,β ′,m can be applied only to
codes with dimensionm and therefore in this case we consider the families Γm andΘm. 
Let us fix rational numbers α and β and a positive integer m. Let ∆ be the family of all codes of length n, dimension
k ≤ m when β is a nonnegative integer, and dimensionm when β is a negative integer or not integer, such that αw + β is
a nonnegative integer for any nonzero weightw of a codeword. Then α, β andm define also the familyΛ of the codes dual
to the codes from∆.
Let α1 and β1 (β1 is nonnegative iff β is nonnegative) be rational numbers such that α1w + β1 is a nonnegative integer
for all nonzero weights of the code C of length n and dimension as given above, only when C ∈ ∆. Then α1, β1 andm define
the familyΛ1 of codes which are dual to all codes in∆.
Corollary 17. There is one-to-one correspondence betweenΛ andΛ1.
This corollary leads to families of codes with specific properties. For example, any code in one of the families is a t-
replicated code from the other family.
This corollary is quite useful for classifications of Griesmer codes whose weights are divisible by a given integer.
Let C be a linear code with a generator matrix G, such that its dual for given α and β has the same dimension. In this
case the matrix Dα,β,k(G) is uniquely determined. In opposite, if we know Dα,β,k(G), then G is uniquely determined. Let
us consider the matrix U = Dα,β,k(G)TG. Then UT = GTDα,β,k(G). The matrix U generates the code C , and UT generates
Dα,β,k(C). The inverse transform in this case can be considered as a transposition of the matrix U .
Let C be a projective code and let g1, g2, . . . , gn be the columns of G. These columns define all subcodes of C with
dimension k − 1 and effective length n − 1 (gi defines the subcode of all codewords with zero in the i-th coordinate).
Then Dα,β,k(C) is a two-weight code and the defined gi determine all codewords of Dα,β,k(C) with one of the weights and
h ∈ Ŝk \ {g1, g2, . . . , gn} determine the codewords of Dα,β,k(C)with the other weight.
Dodunekov and Simonis introduced a new notion of self-duality in coding theory [14].
Definition 18. The linear code C is projective self-dual if it is equivalent to its projective dual code for some α, β andm = k.
Definition 19. The linear code C is formally projective self-dual if the parameters and weight spectrum of C and its dual
Dα,β,k(C) are the same for some α, β,m = k.
The next lemma gives necessary and sufficient conditions for the formally self-duality.
Proposition 20. Suppose C is not a replicated simplex code. Then C is a formally projective self-dual code for some α and β
(m = k) if and only if it is formally projective self-dual for
α = q1− k2 , β = − q− 1
1+ qk−1α n+ 
⌊
n
(qk − 1)/(q− 1)
⌋
, (7)
where  = +1 or −1.
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Proof. It is a trivial generalization of Proposition 6 in [14]. 
The following assertions for the formally projective self-dual codes hold:
• If C is a formally projective self-dual code, then the code C ′ obtained by a juxtaposition of C with t copies of the simplex
code of dimension k is also formally projective self-dual.
• Let the projective code C be formally projective self-dual. Then C is a two-weight or a simplex code.
• Let the projective two-weight code C be formally projective self-dual and D be its projective dual code. Then C and D
have isomorphic automorphism groups [5].
As so many parameters of the formally projective self-dual code C and its dual code D coincide, the following natural
question arises: Is any formally projective self-dual code C projective self-dual? The answer is negative. Let us consider the
[68, 8, 32]2 codes C1 and C2 with weight spectrumsW1 = W2 = 1+ 187z32 + 68z40, and generator matrices:
G1 =

00000000000000000000000000001111111111111111111111111111111111111111
00000000111111111111111111110000000000000000000011111111111111111111
00111111000000111111111111110000000000111111111100000000001111111111
01000111011111000000011111110000011111000111111100000111110001111111
11111111000011000111100000110111100011011000111100111001111110000111
11011011011101011011100111110001101111100001001101011000010110111001
11101101001111111100101011111010110011101010010001001010100010011111
01110100110100101101110101011011110101110000110101011011001110101011

G2 =

00000000000000000000000000000000000011111111111111111111111111111111
00000000000000000000111111111111111100000000000000001111111111111111
00000000000011111111000000001111111100000000111111110000000011111111
00000001111100000111000001110001111100011111000001110000011100011111
00000110001100011011000110110110001100100111001110010011100100100111
00011010000100101101001011010010110101001011000111100100101111100001
01100000110100111011001111011011011001000101010010100011001001001010
10101010010001011101010011000100001100010011101100001101110011110010

.
It is easy to see that they are projective dual (for α = 1/8, β = −4 andm = 8), but not equivalent.
Only one example for formally projective self-dual code with more than 2 nonzero weights has been known until now.
Using a computer search, we constructmany three-weight codes of this type. A formally projective self-dual codewithmore
than three nonzero weights is not known.
3. Griesmer codes
Let C1 and C2 be linear codes of the same dimension k, and G1 and G2 be their generator matrices. The linear code C is
obtained by juxtaposition of these two codes if (G1|G2) is its generator matrix. Obviously, if C2 is the simplex code, then all
codes obtained by juxtaposition of C1 and C2, using different generator matrices of both codes, are equivalent.
Lemma 21 ([11]). Let C be a Griesmer [gq(k, d), k, d]q code and C1 be the code obtained by juxtaposition of C with the t
replicated simplex code of dimension k. Then C1 is a [gq(k, d)+ t qk−1q−1 , k, d+ tqk−1]q Griesmer code.
Proof.
gq(k, d+ tqk−1) =
k−1∑
i=0
⌈
d+ tqk−1
qi
⌉
=
k−1∑
i=0
(⌈
d
qi
⌉
+ tqk−1−i
)
=
k−1∑
i=0
⌈
d
qi
⌉
+ t q
k − 1
q− 1 = gq(k, d)+ t
qk − 1
q− 1 . 
Lemma 22 (Lemma 1.3 [11]). Let d ≤ (t+1)qk−1. Any generator matrix of the [s+gq(k, d), k, d]q code C does not contain more
than t + 1+ s proportional columns.
These lemmas give us a motivation to consider Griesmer codes in intervals for minimum distance and length,
respectively:
{1, 2, . . . , qk−1}, {qk−1 + 1, qk−1 + 2, . . . , 2qk−1}, . . . , {(t − 1)qk−1 + 1, (t − 1)qk−1 + 2, . . . , tqk−1}, . . .{
gq(k, 1), . . . ,
qk − 1
q− 1
}
,
{
gq(k, qk−1 + 1), . . . , 2q
k − 1
q− 1
}
, . . . ,
{
gq(k, (t − 1)qk−1 + 1), . . . , t q
k − 1
q− 1
}
, . . . .
Any of these intervals ends with the t replicated simplex code.
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It is easy to see that a Griesmer code of length n = (t + 1) qk−1q−1 − r ≤ (t + 1) q
k−1
q−1 = gq(k, (t + 1)qk−1) and minimum
distance d, tqk−1 ≤ d ≤ (t + 1)qk−1, does not have more than t + 1 proportional columns in its generator matrix and a
Griesmer code in the first interval (t = 0) is projective. Such a Griesmer code can be presented as the t + 1 replicated
simplex code without r coordinates. What happens when r = t? In this case, the code contains a whole copy of the simplex
code. This means that all Griesmer codes with length (t + 1) qk−1q−1 − r can be obtained from the Griesmer codes with length
t q
k−1−1
q−1 − r and a copy of the simplex code.
Let d0 ≤ qk−1. We will consider the following parameters of codes [gq(k, d0)+ t qk−1q−1 , k, d0 + t.qk−1]q for t = 1, 2, . . .. It
is known that for any k there is a constant t0 such that for any t ≥ t0 a Griesmer code of this type exists. We prove a theorem
about the number of the codes.
Theorem 23. For given k and d0 < qk−1, there exists a constant L such that for any t ≥ L the number of the nonequivalent
[gq(k, d0)+ t qk−1q−1 , k, d0 + t.qk−1]q Griesmer codes is a constant.
Proof. Let d0 = qk−1 − d′ and gq(k, d0) = qk−1q−1 − n′. Then n′ = q
k−1
q−1 − gq(k, d0). For the parameters of the codes we obtain
[n = (t + 1) qk−1q−1 − n′, k, d = d0 + t.qk−1]q.
Let us choose L = n′ − 1. The length of the corresponding Griesmer code for t = L+ 1 will be nt = (n′ + 1) qk−1q−1 − n′. To
obtain this code, we delete n′ columns from n′ + 1 copies of the simplex code. This means that we have at least a copy of a
simplex code in the Griesmer code. Hence the number of the nonequivalent Griesmer codeswith dimension k andminimum
distance d0 + (L+ 1).qk−1 is the same as the number of the Griesmer codes in the same dimension and minimum distance
d0 + L.qk−1. 
Theorem 24. For given k, there is a constant Lk such that for any n the number of the nonequivalent Griesmer codes of length n
and dimension k is not more than Lk.
Proof. Let l1, l2, . . . , lqk−1−1 be the number of the nonequivalent codeswith parameters [(t+1) q
k−1
q−1 −(t+1), k, d0+t.qk−1]q
for d0 = 1, 2, . . . , qk−1 − 1, respectively. The theorem is true for Lk = max{l1, l2, . . . , lqk−1−1}. 
3.1. Classification of Griesmer codes
It is clear that the classification of families of Griesmer codes of type [gq(k, d0)+ t qk−1q−1 , k, d0+ t.qk−1]q for 1 ≤ d0 ≤ qk−1
and t < L, leads to the classification of all Griesmer codes in a given dimension k. But the problem for classification of codes
with length larger than the length of the simplex code is a quite difficult even for the codes over small fields. We show that
the classification of Griesmer codes with minimum distance d0 + t.qk−1 is equivalent to the problem for classification of
codes with fixed length n′, dimension not larger than k and weights divisible by ξ , where ξ is a power of the characteristic
of the field. In many cases the second problem is easier than the first one. The length n′ is different for different value of d0.
That is why the classification of [gq(k + i, d0.qi + t.qk+i−1), k + i, d0.qi + t.qk+i−1]q codes becomes possible for the small
values of n′. The computational cost depends also on the values of the constant L and this constant is quite important for us.
An integer is called a divisor of a code C if it divides all weights of C . We use the following remarkable theorem.
Theorem 25. Let C be an [n, k, d] code over Fp, p a prime, meeting the Griesmer bound. If pe | d, then pe is a divisor of C.
This theorem has been proved for binary case by Dodunekov and Manev [13] and for nonbinary case by Ward [30] (see
also [22]).
For codes over Fq when q = pe, the following theorem holds.
Theorem 26. Let C be an [n, k, d]q Griesmer code over GF(q), q = pe, where p is prime. Let ps | d, for ps ≥ q. Then ps+1q is a
divisor of C.
This theorem has been proved for q = 4 by Ward in 2001 [31], and for any power of a prime q = pe by Xiaoyu Liu in
2006 [24].
As a corollary, we have that if an integer l = pi is a divisor of a projective Griesmer code with minimum distance d0, then
l is a divisor of all Griesmer codes with minimum distance d0 + tqk−1, t ≥ 1.
Let C be a projective [n = gq(k, d0), k, d0] Griesmer code over Fq, q = pe (p-prime) with nonzero weights
{d0, w2, . . . , wz}, and δ = ps be a divisor of C , where 0 ≤ s ≤ k − 1. Choose α = 1δ , β = − d0δ = d1. For the length
of the dual code we have
n′ = n
δ
qk−1 − d0
δ
qk − 1
q− 1 ,
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and the weights of Dα,β,k(C) are
wρ = 1
δ
qk−2(q.n− (n− ρ))− d0
δ
qk−1.
Since C is projective, ρ = 0 or 1. It follows that Dα,β,k(C) is a two-weight code with nonzero weights
w0 = 1
δ
qk−2(q.n− (n− 1))− d0
δ
qk−1 = q
k−2
δ
(n(q− 1)+ 1)− q
k−1d0
δ
w1 = 1
δ
qk−2(q.n− n)− d0
δ
qk−1 = q
k−2
δ
n(q− 1)− q
k−1
δ
d0 = w0 − q
k−2
δ
.
It is clear that ξ = qk−2
δ
is a divisor of Dα,β,k(C). We will prove now that the codes with length n′, weights divisible by ξ
and dimension not greater than k determine all Griesmer codes with minimum distance d0 + tqk−1.
If s = e(k − 1), C is a projective Griesmer code iff C is equivalent to the simplex code with parameters [ qk−1q−1 , k, qk−1]q.
We do not consider this case because the dual code of C is the zero code. So let s ≤ e(k− 2).
The inverse transform is defined by α′ = q2−k
α
= δq2−k = ps+e(2−k) and β ′ = − qβ
α
− n(q − 1) = qδd0
δ
− n(q − 1) =
d0q− nq+ n. We have to mention that β ′ does not depend on δ.
Let C ′ be a linear codewith length n′ = Dα,β,k(n), dimension k, and nonzeroweights divisible by ξ = qk−2δ , and the largest
of them isw0 = qk−2δ (n(q− 1)+ 1)− q
k−1d0
δ
.
For the maximal number of the different weights in C ′ we have
w0
ξ
=
(
qk−2
δ
(n(q− 1)+ 1)− q
k−1d0
δ
)
δ
qk−2
= −(d0q− nq+ n)+ 1 = 1− β ′.
We can consider the nonzero weights of C ′ in the form w0 − iξ = (1 − β ′)ξ − iξ = (1 − β ′ − i)ξ for 0 ≤ i ≤ −β ′, or
(−β ′ − i)ξ for 0 ≤ i < −β ′.
Suppose that the minimum distance d of C ′ is smaller than w1 or d = (−β ′ − u)ξ for 0 < u < −β ′. Let α = 1/ξ = α′
and β = β ′+ r ≥ −(d)/(ξ) = β ′+ u and β integer. For all weightsw of C ′αw+ β is a nonnegative integer. The projective
dual code Dα′,β ′+r,k(C ′) has length n+ r qk−1q−1 .
For the weights of the dual codes we have the following formula:
wt(c) = α′qk−2(n′(q− 1)+ ρ)+ (β ′ + r)qk−1
= δq2−kqk−2
((
qk−1
δ
n− δd0 q
k − 1
q− 1
)
(q− 1)+ ρ
)
+ (d0q− nq+ n+ r)qk−1
= δ
(
qk−1
δ
n(q− 1)− δd0(qk − 1)+ ρ
)
+ d0qk − nqk + nqk−1 + rqk−1
= qk−1n(q− 1)− d0(qk − 1)+ ρδ + d0qk − nqk−1(q− 1)+ rqk−1
= d0 + ρδ + rqk−1.
All parameters in the last sum are positive and the weight zero is impossible. So the dual code has the same dimension.
The parameter ρ shows the multiplicity of any coordinate and the minimum value of ρ, denoted by ρmin, shows the number
of the copies of the simplex code in C ′. If ρ > 0, we have parameters for the code which contradict the Griesmer bound.
Hence the dual code Dα′,β ′+r,k(C ′) has parameters [n+ r qk−1q−1 , k, d0 + rqk−1]q.
If we replace r by r + 1, the multiplicity of any column in the dual code will be the previous multiplicity plus 1, so the
dual code Dα′,β ′+r+1,k can be obtained by juxtaposition of Dα′,β ′+r,k and the [ qk−1q−1 , k, qk−1]q simplex code.
We have already mentioned in Theorems 25 and 26 that there is a connection between the divisors of the minimum
distance and the divisors of a Griesmer code. Let us consider codes over a field with q = pe elements, e ≥ 1, where p is a
prime. If qpδ is a divisor of the minimum distance of a Griesmer code C , where δ = ps, s ≥ 0, then δ is a divisor of all weights
of C . Let’s consider the family of all Griesmer codes of dimension k and minimum distance d0, where d0 is divisible by
q
pδ.
We denote byΩt the family of linear codes with dimension k, length
n′ = n
δ
qk−1 − d0(q
k − 1)
δ(q− 1) ,
and nonzero weights {w0, w1, . . . , wt}, where n = gq(k, d0), w0 = nδ qk−2(q− 1)− d0δ qk−1, wi = w0 − i q
k−2
δ
, i = 1, . . . , t ,
1 ≤ t ≤ −β ′, and β ′ = d0q−n(q−1). For t = 1−β ′, we denote byΩt the family of all linear codes with length n′, nonzero
weightsw0, w1, . . . , wt−1, and dimension≤ k. It is clear that:
Ω1 ⊆ Ω2 ⊆ · · · ⊆ Ω−β ′ ⊆ Ω1−β ′ .
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Let Ψt be the family of all Griesmer codes with dimension k and minimum distance d0 + tqk−1, t ≥ 0. The next theorem
gives the connections between families Ψ andΩt .
Theorem 27. There is one-to-one correspondence between the familiesΩ1 andΨ0,Ω2 andΨ1, . . . ,Ω1−β ′ andΨ−β ′ , respectively.
Moreover, all codes in the familyΨ−β ′+j, j ≥ 0, can be obtained from the codes of Ψ−β ′ by juxtapositionwith j copies of the simplex
code with dimension k.
Proof. Let us consider α = 1
δ
, β = − d0
δ
, n = gq(k, d0) andm = k. The family Γk in the notation of Theorem 16 consists of all
codes with dimension k, length n = gq(k, d), and nonzero weights w1 < w2 < · · · < wz such that αwl + β is nonnegative
integer for l = 1, 2, . . . , z. This means that these codes have minimum distancew1 = d0, and they belong to the family Ψ0.
In other words, the familyΘk coincides withΩ1. Following Theorem 16, there is one-to-one correspondence between these
two families. We have to notice that− qβ
α
− (q− 1)n = qd0 − (q− 1)n < 0.
The existence of one-to-one correspondence between the familiesΩt+1 andΨt for t = 0, 1, . . . ,−β ′−1 follows similarly
from Theorem 16, where α = 1
δ
, βt = − d0δ − t q
k−1
δ
, n = gq(k, d0 + tqk−1) andm = k.
For t ≥ −β ′, we have− qβt
α
− (q− 1)n ≥ 0, and therefore there is one-to-one correspondence between the families Γk
andΘ1, which coincide with Ψ−β ′+j andΩ1−β ′ , respectively. 
In the following example, we discuss the classification of the families Ψt of Griesmer codes with parameters [11 +
31t, 3, 8+ 25t]5 for t = 0, 1, 2, . . ..
Example 3. The projective codes in {Ψ0,Ψ1, . . .} are the codes from the first family, namely the Griesmer codes with
parameters [11, 3, 8]5. So we have k = 3, d0 = 8, α = 1, δ = 1, β = −8 and m = 3. The dual of a [11, 3, 8]5 code is
D1,−8,3(C) = [27, 3, 20]5 with weights divisible by ξ = qk−2/δ = 5.
To classify all codes in Ψt , we need the classification of all codes with length 27, and with weights divisible by ξ =
qk−2/δ = 5. So we obtain the following results:
Ω1 consists of the [27, 3, 20]5 codes with weights from the set {0, 20, 25}. The number of nonequivalent codes with these
parameters is 2. Shortly we will writeΩ1 = {[27, 3, {20, 25}] − 2}
Ω2 = {[27, 3, {20, 25}] − 2, [27, 3, {15, 20, 25}] − 14},
Ω3 = {[27, 3, {20, 25}] − 2, [27, 3, {15, 20, 25}] − 14}, [27, 3, {10, 15, 20, 25}]25
Ω4 = {[27, 3, {20, 25}] − 2, [27, 3, {15, 20, 25}] − 14, [27, 3, {10, 15, 20, 25}]
−25, [27, 3, {5, 10, 15, 20, 25}] − 9}
Ω5 = {[27, 3, {20, 25}] − 2, [27, 3, {15, 20, 25}] − 14, [27, 3, {10, 15, 20, 25}] − 25, [27, 3, {5, 10, 15, 20, 25}]
−9, [27, 2, {20, 25}] − 1, [27, 2, {15, 20, 25}] − 1, [27, 2, {10, 15, 20, 25}] − 1, [27, 2, {5, 10, 15, 20, 25}] − 0} .
These families correspond to the following families of Griesmer codes. After the parameters we write the number of the
nonequivalent codes.
Ψ0 − {[11, 3, 8] − 2}
Ψ1 − {[42, 3, 33] − 16}
Ψ2 − {[73, 3, 58] − 41}
Ψ3 − {[104, 3, 83] − 50}
Ψ4 − {[135, 3, 108] − 53}
Ψ5 − {[166, 3, 133] − 53}
· · ·
Let r = 1− β ′. More generally, we can consider the familiesΩ i1,Ω i2, . . .,Ω ir−1,Ω ir , which consist of codes with the same
length and weights as the codes inΩ1,Ω2, . . .,Ωr , respectively, and dimension k + i (≤ k + i for the last family), and also
Ψ it as a family of all Griesmer codes with dimension k + i and minimum distance d0qi + tqk+i−1, t = 0, 1, 2, 3, . . . and
i = 0, 1, 2, . . .. Then we have the following theorem:
Theorem 28. There is one-to-one correspondence between the families Ω i1 and Ψ
i
0, Ω
i
2 and Ψ
i
1, . . ., Ω
i
r and Ψ
i
r−1. Moreover,
all codes in the family Ψ ir−1+j can be obtained from the codes of Ψ
i
r+1 by juxtaposition with j copies of the simplex code with
dimension k+ i. If Ω i1,Ω i2, . . . ,Ω ir−1 are empty for i ≥ ie then all familiesΨ it have the same number of codes (up to equivalence)
for t = r − 1, r, r + 1, r + 2, . . . and i = ie, ie + 1, ie + 2, . . ..
Proof. Let Ci be a Griesmer code with dimension k+ i and minimum distance d0qi, and qpδ be a divisor of d0, δ = ps. Using
Theorem 16, we have that δi = δqi is a divisor of all weights of Ci. For given α = 1δi and β = −
d0qi
δi
, the projective dual code
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Dα,β,m(Ci) has length
n′i =
n
δi
qk+i−1 − d0q
i
δi
qk+i − 1
q− 1 =
n
δ.qi
qk−1qi − d0q
i
δ.qi
qk+i − 1
q− 1
= q
k−1
δ
gq(k+ i, d0qi)− d0
δ
qk+i − 1
q− 1 .
Let Ci+1 be the Griesmer code with dimension k+ i+ 1 and minimum distance d0.qi+1. Then δi+1 = δqi+1 is a divisor of
Ci+1. For given α = 1δi+1 and β = −
d0.qi+1
δi+1 , its projective dual code has length
n′i+1 =
n
δi+1
qk+i+1−1 − d0q
i+1
δi+1
qk+i+1 − 1
q− 1 =
n
δ.qi+1
qk−1qi+1 − d0q
i+1
δ.qi+1
qk+i+1 − 1
q− 1
= q
k−1
δ
g(k+ i+ 1, d0qi+1)− d0
δ
qk+i+1 − 1
q− 1
= q
k−1
δ
(
d0qi+1 +
⌈
d0qi+1
q
⌉
+ · · · +
⌈
d0qi+1
qk+i
⌉)
− d0
δ
qk+i+1 − 1
q− 1
= q
k−1
δ
(
d0qi+1 + d0qi + · · · +
⌈
d0qi
qk+i−1
⌉)
− 1
δ
d0qk+i+1 − d0
q− 1
= q
k−1
δ
(g(k+ i, d0qi)+ d0qi+1)− 1
δ
d0qk+i+1 − d0
q− 1
= q
k−1
δ
g(k+ i, d0qi)− d0
δ
qk+i − 1
q− 1 = n
′.
We can conclude that the projective dual codes of all Griesmer codes with minimum distance d0qi and dimension k + i
for α = 1
δqi
, β = − d0.qi
δqi
and m = k + i have the same length equal to the length of the dual of the Griesmer code with
minimum distance d0 and dimension k. We can obtain the same for the weights of the dual codes. Hence the weights of
these codes have a divisor ξ = qk−2
δ
.
For any positive iwe can apply Theorem 27 for the familiesΩ i1,Ω
i
2, . . .,Ω
i
r−1,Ω ir and the families of Griesmer codes Ψ it ,
for t = 0, 1, 2, 3, . . .. IfΩ i1,Ω i2, . . . ,Ω ir−1 are empty, then |Ω ir | = |Ω i−1r |. The number of codes in the last family is the same
as the number of Griesmer codes with dimension k+ i− 1 and minimum distance d0qi−1 + tqk+i−2. Hence the families Ψ it
and Ψ i−1t have the same number of equivalent classes and the number of all codes in Ψ it are the same for i ≥ ie. 
All codes with minimum distance d0qi for i = 1, 2, . . . can be obtained from two-weight codes with length n′ and
weights divisible by ξ = qk−2
δ
, with dual transform defined by α′ = q2−k
α
= δq2−k = ps+e(2−k), β ′ = − qβ
α
− n(q − 1) =
d0q − gq(k, d0)(q − 1) and m = k + i. Let B be the code with dimension k, length n′ and nonzero weights ξ r and ξ(r + 1)
(r = −β ′ + 1). Let us consider its dual codes B1 form = k+ i, and B2 form = k+ i− 1, i > 1. According to Lemma 14, B2
will be residual of B1 with respect to a codeword with minimum weight.
Let Bs be a subcode of B with dimension k − 1 and effective length n′. A subcode with these parameters exists if B has a
column with multiplicity one. Its dual is a residual of the code C with respect to a codeword with minimum distance and
also reaches the Griesmer bound. We have the following Lemma:
Lemma 29. If C is a Griesmer code, its residual code with respect to a codeword with minimum distance is also a Griesmer code.
Proof. It is based on the fact that d acbe = d
d ac e
b e. 
In the next example we discuss the classification of the following family of Griesmer codes:
{ψ it = {[g5(4+ i, 70.5i + t.5i+3), 4+ i, 70.5i + t.5i+3]5}, t = 0, 1, 2, . . . , i = 1, 2, . . .}. (8)
Example 4. Let k = 4 and d0 = 70. Consider the projective Griesmer codes over F5 with parameters [88, 4, 70]5. Take
α = 1/δ = 1/5, β = −14. The dual D1/5,−14,4(C) of an [88, 4, 70]5 code C is a [16, 4, 10]5 code with weights divisible by
ξ = 5k−2/δ = 5.
To classify all codes in this family, we need the classification of all codes over F5 with length 16, and weights divisible by
5. We obtain the following results:
Ω1 consists of [16, 4, 10]5 codes with weights from the set {0, 10, 15}. But such codes do not exist. Shortly, we will write
Ω1 = {[16, 4, {10, 15}] − 0}. This means that Griesmer [88, 4, 70]5 codes do not exist. Nevertheless, these parameters
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define a family of Griesmer codes, which is not empty. For the other sets we have:
Ω2 = {[16, 4, {5, 10, 15}] − 1}, Ω3 = {[16,≤ 4, {5, 10, 15}] − 6}.
Ω11 = {[16, 5, {10, 15}] − 0}, Ω12 = {[16, 5, {5, 10, 15}] − 0}, Ω13 = {[16,≤ 5, {5, 10, 15}] − 6}. More precisely,
Ω13 − {[16, 5, {10, 15}] − 0, [16, 5, {5, 10, 15}] − 0, [16, 4, {10, 15}] − 0, [16, 4, {5, 10, 15}] − 1, [16, 3, {10, 15}] −
0, [16, 3, {5, 10, 15}] − 3, [16, 2, {10, 15}] − 1, [16, 2, {5, 10, 15}] − 1}.
As we see, the setsΩ11 andΩ
1
2 are empty, therefore |Ω13 | = |Ω3|.
This family corresponds to the family of Griesmer codes (8). After the parameters we write the number of the
nonequivalent codes. We also list the weight spectrums of the codes in Ψ 32 and Ψ
4
2 .
Ψ 10 = ∅
Ψ 11 = ∅
Ψ 12 = {[2000, 5, 1600] − 6}
Ψ 13 = {[2781, 5, 2225] − 6}
Ψ 32 = {[50000, 7, 40000] − 6}
1+ 78100z40000 + 16z40625 + 8z43750
1+ 78092z40000 + 24z40625 + 8z43125
1+ 78096z40000 + 20z40625 + 4z43125 + 4z43750
1+ 78092z40000 + 24z40625 + 8z43125
1+ 78096z40000 + 24z40625 + 4z46250
1+ 78100z40000 + 20z40625 + 4z46875
Ψ 42 = {[250000, 8, 200000] − 6}
1+ 390600z200000 + 16z203125 + 8z218750
1+ 390592z200000 + 24z203125 + 8z215625
1+ 390596z200000 + 20z203125 + 4z215625 + 4z218750
1+ 390592z200000 + 24z203125 + 8z215625
1+ 390596z200000 + 24z203125 + 4z231250
1+ 390600z200000 + 20z203125 + 4z234375
· · ·
3.2. Evaluation of the constant L by dual transform
Let us consider again the family of Griesmer codes with minimum distance d0 + tqk−1, t = 1, 2, . . .. We have already
mentioned that there is a constant L such that for any t ≥ L the number of the nonequivalent Griesmer codes is a constant.
Now we will evaluate more precisely this constant and study its properties. We begin with the following Theorem:
Theorem 30. The constant L depends only on k and d0, and L = L(k, d0) = gq(k, d0)(q− 1)− d0q.
Proof. Theorem 27 shows that we can take L ≤ gq(k, d0)(q − 1) − d0q. The existence of a Griesmer code with minimum
distance d0+ (gq(k, d0)(q− 1)− d0q)qk−1 which does not contain the simplex code as a punctured code is enough to prove
the theorem. Let C be a Griesmer code with minimum distance d = d0 + tqk−1, t ≤ gq(k, d0)(q − 1) − d0q. Using the dual
transform defined by α = 1, β = −d, andm = k, we have two cases:
(1) Dα,β,k(k) = k. Let G be a generator matrix of C . If wt(aG) = d, where a ∈ Ŝk, we take the vector a as a column in
Dα,β,k(G) with multiplicity 0. As we have already noticed, then the vector a defines a subcode of Dα,β,k(C) with dimension
k− 1 and effective length n′ = Dα,β,k(n). Using the dual transform Dq2−k,0,k, we map this subcode into a Griesmer code with
dimension k andminimumdistance d0+(gq(k, d0)(q−1)−d0q)qk−1which does not contain the simplex code as a punctured
code. For the last claim we use similar arguments as above, namely: If the matrix H with k rows generates the subcode, its
rows are linearly dependent and therefore aH = 0 for a nonzero a ∈ Ŝk. Then the multiplicity of a in the generator matrix
of the dual code will be 0, that’s why this vector is not a column in that matrix.
(2) Dα,β,k(k) < k. This is possible only if t = gq(k, d0)(q− 1)− d0q. We can use similar approach for Dα,β,k(C) as for the
subcode in the previous case. 
The value of the constant L depends on the dimension and the minimum distance, and also on the divisors of d0. We can
expect that the value of Lwill be larger for smaller values of d0.
Proposition 31. For d0 < qk−2 (or equivalently d0 + (q− 1)qk−2 < qk−1) we have L(k− 1, d0) = L(k, d0 + (q− 1)qk−2).
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Proof.
L(k, d0 + (q− 1)qk−2) = gq(k, d0 + (q− 1)qk−2)(q− 1)− (d0 + (q− 1)qk−2)q
= (q− 1)
k−1∑
i=0
⌈
d0 + (q− 1)qk−2
qi
⌉
− (d0 + (q− 1)qk−2)q
= (q− 1)
k−2∑
i=0
(⌈
d0
qi
⌉
+ (q− 1)qk−2−i
)
+
⌈
d0 + (q− 1)qk−2
qk−1
⌉
− (d0 + (q− 1)qk−2)q
= gq(k− 1, d0)(q− 1)+ (q− 1)(qk−1 − 1)+ q− 1− d0q− (q− 1)qk−1
= gq(k− 1, d0)(q− 1)− d0q = L(k− 1, d0). 
The Proposition above shows that the constant L is the same for the family of Griesmer codes defined by d01 = qk−2− d0
with dimension k− 1 and d02 = qk−1 − d0 with dimension k. The values of L are the same for any family of Griesmer codes
with dimension j defined by the minimum distance qj−1 − h for any h such that h < qj−2.
Nowwe study the parameters of the dual code of a projective Griesmer code which will help us to prove some additional
properties for the constant L.
Proposition 32. Let C1 and C2 be projective Griesmer codeswith dimension k andminimumdistance d0 and d0+qk−2, d0 ≤ qk−2,
respectively. Denote by n′, w′1, w
′
2 the length and the nonzero weights of D1,−d0,k(C1), and by n
′′, w′′1 , w
′′
2 the length and the
nonzero weights of D1,−d0−qk−2,k(C2). Then
n′ − n′′ = w′1 − w′′1 = w′2 − w′′2 = qk−2.
Proof. The length n′ of the code D1,−d0,k(C1) is
n′ = qk−1gq(k, d0)− d0 q
k − 1
q− 1 .
For the length n′′ of the dual code D1,−d0−qk−2,k(C1)we have
n′′ = qk−1gq(k, d0 + qk−2)− (d0 + qk−2)q
k − 1
q− 1
= qk−1
k−1∑
i=0
⌈
d0 + qk−2
qi
⌉
− (d0 + qk−2)q
k − 1
q− 1
= qk−1
k−2∑
i=0
(⌈
d0
qi
⌉
+ qk−2−i
)
+ qk−1
⌈
d0 + qk−2
qk−1
⌉
− (d0 + qk−2)q
k − 1
q− 1
= qk−1
k−1∑
i=0
⌈
d0
qi
⌉
− qk−1
⌈
d0
qk−1
⌉
+ qk−1
⌈
d0 + qk−2
qk−1
⌉
+ qk−1 q
k−1 − 1
q− 1 − d0
qk − 1
q− 1 − q
k−2 q
k − 1
q− 1
= qk−1gq(k, d0)+ qk−1
(⌈
d0 + qk−2
qk−1
⌉
−
⌈
d0
qk−1
⌉)
− d0 q
k − 1
q− 1 − q
k−2
= qk−1gq(k, d0)+ qk−1(1− 1)− d0 q
k − 1
q− 1 − q
k−2 = n′ − qk−2.
Similarly, we prove the formula for the weights. 
Corollary 33. If d0 < qk−1 then L(k+ 1, d0)− L(k, d0) = q− 1.
The next claim gives the connection between the family of Griesmer codes with dimension k, defined by d0, and the
family with dimension k+ 1, defined by d0q.
Proposition 34. Let d0 < qk−1. Then L(k, d0) = L(k+ 1, d0q).
Proof. L(k+1, d0q) = gq(k+1, d0q)(q−1)−d0q2 = (d0q+d d0qq e+· · ·+d d0qqk e)(q−1)−d0q2 = d0q(q−1)+gq(k, d0)(q−
1)− d0q2 = L(k, d0). 
3.3. Structure of the dual of a Griesmer code
In this section, we present some facts which are useful for construction and classification of the dual of Griesmer codes.
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Proposition 35. Let C be a Griesmer code with dimension k and minimum distance d0 + iqk−1, i ≥ 0. Then C has at least one
coordinate with multiplicity i+ 1.
Proof. The length n = gq(d0+ iqk−1) of a Griesmer code with minimum distance d0+ iqk−1 is larger than i(qk− 1)/(q− 1).
Hence there are coordinates with multiplicity larger then i. Lemma 22 shows that their multiplicities are exactly i+ 1. 
LetΥ is the family of the Griesmer codeswith dimension k andminimumdistance d0+tqk−1, 0 < d0 < qk−1, t ≥ 0. From
the previous section we know that all codes from Υ can be obtained from the codes with the same length n and weights
divisible by ξ . Proposition above shows that each of these codes contains a codeword with the largest weightw0.
Let C be theGriesmer codewithminimumdistance qd. The punctured codeswith 1, 2 . . . q−1 coordinateswithminimum
distances qd − 1, dq − 2, . . . dq − (q − 1), respectively, also achieve the Griesmer bound. For the code C we can find all
nonequivalent punctured with one coordinate codes. This number is equal to the number of orbits of C under the action
of the automorphism group of C . The next theorem says how we can obtain the dual of the punctured code of C using the
projective dual of the code C .
Theorem 36. Let C be a linear code with minimum distance d, and D1,−d+1,k(C1) be a projective dual of the code C1 which is a
puncturing of C with one coordinate. Then the generator matrix of D1,−d+1,k(C1) can be considered in two parts such that the
first one is a generator matrix of D1,−d,k(C) and the second one generates the simplex code with dimension k− 1.
Proof. Let G be a generator matrix of C and a be the column of Gwhich is punctured. The vectors x ∈ Ŝk such that xaT = 0,
generate a subspace of Fkq with dimension k − 1 and so their number is (qk−1 − 1)/(q − 1). Hence the matrix H whose
columns are the vectors x, generates the q-ary simplex code of dimension k− 1.
If x ∈ Ŝk then the codeword xG ∈ C has 0 in the position of the column a if and only if xaT = 0. Therefore when xaT = 0,
we take this vector in the generator matrix of D1,−d,k(C) with multiplicity wt(xG) − d and its multiplicity in the generator
matrix of D1,−d+1,k(C1)will bewt(xG)− d+ 1. When xaT 6= 0, then both multiplicities are equal towt(xG)− d. Hence the
generator matrix of D1,−d+1,k(C1) is (D1,−d,k(G) | H). 
With direct calculations we obtain:
Proposition 37. Let C1 and C2 be projective Griesmer codes with dimension k and minimum distances d1 and d2 = d1 − 1,
respectively, d1 6≡ 1(mod q). Denote by n′, w′1, w′2 the length and the nonzero weights of D1,−d1,k(C1) and by n′′, w′′1 , w′′2 the
length and the nonzero weights of D1,−d2,k(C2). Then
n′ − n′′ = q
k−1 − 1
q− 1 , w
′
1 − w′′1 = w′2 − w′′2 = qk−2.
In the binary case, because of the parity check bit, we can obtain the dual of a Griesmer codewith evenminimumdistance
d from the dual of a Griesmer code with odd minimum distance d− 1. In the non binary case in this way we can obtain only
projective duals of extendable codes (for extendibility see for example [23]).
Remark 5. The MacDonald codes [28] are projective Griesmer codes with minimum distance qk−1 − qu, 1 ≤ u ≤ k− 2. For
given k, we can define generalized MacDonald codes as Griesmer codes with minimum distance tqk−1 − qu. For this type of
codes we have that if d0 = qk−1 − qu then L = 0, 1 ≤ u ≤ k− 2. The generalized MacDonald codes form the family:
{[gq(k+ i, (qk−1 − 1)qi + tqk+i−1), k+ i, (qk−1 − 1)qi + tqk+i−1]q, k = 2, 3, . . . , t, i = 0, 1, 2, . . .}.
3.4. Weight spectrums of the codes in the considered families
The multiplicities of the coordinates completely determine the spectrum of the dual code for given α, β and m. That’s
why the spectrum of multiplicities is used in this paper. We do not write number of coordinates with multiplicity 0—their
number is the number of all coordinates minus the number of the other coordinates in the generator matrix.
The linear code with a generator matrix
G =
(111100
110011
101011
)
has spectrum of multiplicities S = 4112. This means that G has 4 columns with multiplicity one and 1 column with
multiplicity two. To find the weight spectrum of the dual code for given α and β , we need the parameters of the codes, the
divisor of the weights ξ and the spectrum of multiplicities. We write this information in the following way [6, 3, 2]2, ξ =
2− 4112.
Let C be an [n, k, d]q code and let its projective dual code Dα,β,m(C),m ≥ k, have nonzero weightsw1 < w2 < · · · < wt .
Then the weight spectrum of the projective dual code Dα,β,m+1(C) depends on Aw1 , Aw2 , . . . , Awt , and more precisely
Aw′1 = Aw1 +
qm+1−1
q−1 − q
m−1
q−1 , Aw′2 = Aw2 , . . ., Aw′t = Awt , where w′1 < w′2 < · · · < w′t are the nonzero weights in
Dα,β,m+1(C).
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Table 1
Parameters of the dual codes of projective Griesmer codes over F2 for α = 1, β = −d.
d/k 4 5 6
1– [17, k, 8; 12] [49, k, 24; 32] [129, k, 64; 80]
2– [10, k, 4; 8] [34, k, 16; 24] [98, k, 48; 64]
3– [11, k, 4; 8] [35, k, 16; 24] [99, k, 48; 64]
4– [4, k, 0; 4] [20, k, 8; 16] [68, k, 32; 48]
5– [13, k, 4; 8] [37, k, 16; 24] [101, k, 48; 64]
6– [6, k, 0; 4] [22, k, 8; 16] [70, k, 32; 48]
7– [7, k, 0; 4] [23, k, 8; 16] [71, k, 32; 48]
8– [8, k, 0; 8] [40, k, 16; 32]
9– [41, k, 16; 24] [105, k, 48; 64]
10– [26, k, 8; 16] [74, k, 32; 48]
11– [27, k, 8; 16] [75, k, 32; 48]
12– [12, k, 0; 8] [44, k, 16; 32]
13– [29, k, 8; 16] [77, k, 32; 48]
14– [14, k, 0; 8] [46, k, 16; 32]
15– [15, k, 0; 8] [47, k, 16; 32]
16– [16, k, 0; 16]
17– [113, k, 48; 64]
18– [82, k, 32; 48]
19– [83, k, 32; 48]
20– [52, k, 16; 32]
21– [85, k, 32; 48]
22– [54, k, 16; 32]
23– [55, k, 16; 32]
24– [24, k, 0; 16]
25– [89, k, 32; 48]
26– [58, k, 16; 32]
27– [59, k, 16; 32]
28– [28, k, 0; 16]
29– [61, k, 16; 32]
30– [30, k, 0; 16]
31– [31, k, 0; 16]
4. Calculational results and tables
We classify all binary Griesmer codes up to dimension 5 using our program Q − Extension. Moreover, we classify many
different Griesmer codes and families of Griesmer codes over fields with 2, 3 and 4 elements.
In Table 1we present the parameters of the dual codes of all projective Griesmer codes over F2with dimension 2 ≤ k ≤ 6
for α = 1, β = −d, m = k. The duals of MacDonald codes have only one nonzero weight and their parameters are written
in the form [n, k, 0;w]wherew is the only nonzero weight. In the other cases the dual codes are two weight codes.
As it is proved above in the paper, to classify all Griesmer codes from the family {[g2(k, d + tqk−1), k, d + tqk−1], t =
0, 1, . . .}, we need to classify all codes with effective length n′ = D1,−d,k(g2(k, d)), dimension k′ ≤ k, and weights divisible
by w2 − w1. The number of the nonequivalent codes with these properties for k = 5 are listed in Table 2 (see column 3 in
Table 1). Moreover, we classify the codes with the same length but for dimension 6. These codes are dual to even Griesmer
codes via the dual transform D1/2,−d,6.
In Appendix, we present parameters of families of Griesmer codes. In the binary case these are the families with
dimension k = 6 + i, i = 0 or i ≥ 0, and even minimum distance. Moreover, we give the values of α and β which define
the used dual transform. The codes with the parameters listed below determine all codes from the corresponding families.
Using Theorem 28 and the number of codes from Table 2, we can obtain the number of the Griesmer codes with dimension
k ≤ 5.
Example 5. For the [26, 5, 8]2 code C , we have the following information:[26, 5, 8]2 ξ = 8; 10216; 7234; TOTAL – 2.
This information shows us that there exist exactly two codes with effective length 26, dimension 5 and weights divisible
by 8 with different spectrums of multiplicities: 10216, 7234. It follows from Table 1 that these codes are projective dual to
Griesmer codes from the family, defined by the parameters [g2(5, 10), 5, 10]2. Fixing α = 1/8, β = −1,m = 5, we can find
the parameters and weight spectrums of the Griesmer codes with minimum distance 10 (t = 0) and dimension 5. For the
lengthswehaven′ = (1/8).24.26+(−1)(25−1) = 21 = g2(5, 10), and for theweights (1/8).8(2.26−26+ρ)−16 = ρ+10,
where ρ is a multiplicity of a column in the dual code. The dual of the code with spectrum of multiplicities (200)10216 is a
Griesmer code with weight spectrum A0 = 1, A10 = 20, A12 = 10, A16 = 1.
Appendix
Ψt = {[7+ 63t, 6, 2+ 32t]2} |Ψt | = 1021 for t ≥ 3; α = 1/2, β = −(1+ 16t);
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Table 2
Number of the nonequivalent codes with given parameters over F2 .
[n, k, d]/k 1 2 3 4 5 6 7 8 9 10
[49, k, 8; 16, 24, 32] 0 0 0 2 65 603
[49, k, 16; 24, 32] 0 0 0 6 69 273
[49, k, 24; 32] 0 0 0 1 1 1 0 0 0 0
[34, k, 8; 16, 24] 0 0 1 6 13 11 5 1 0 0
[34, k, 16; 24] 0 0 1 1 1 0 0 0 0 0
[35, k, 8; 16, 24] 0 0 0 2 7 7 3 1 0 0
[35, k, 16; 24] 0 0 0 1 0 0 0 0 0 0
[20, k, 8; 16] 0 1 1 1 0 0 0 0 0 0
[37, k, 8; 16, 24] 0 0 0 1 5 8 5 1 0 0
[37, k, 16; 24] 0 0 0 1 0 0 0 0 0 0
[22, k, 8; 16] 0 0 0 1 0 0 0 0 0 0
[23, k, 8; 16] 0 0 0 1 1 0 0 0 0 0
[8, k, 0; 8] 1 0 0 0 0 0 0 0 0 0
[41, k, 8; 16, 24] 0 0 0 1 9 28 26 12 3 0
[41, k, 16; 24] 0 0 0 1 3 1 0 0 0 0
[26, k, 8; 16] 0 0 1 1 2 0 0 0 0 0
[27, k, 8; 16] 0 0 0 1 1 1 0 0 0 0
[12, k, 0; 8] 0 1 0 0 0 0 0 0 0 0
[29, k, 8; 16] 0 0 0 1 1 2 1 0 0 0
[14, k, 0; 8] 0 0 1 0 0 0 0 0 0 0
[15, k, 0; 8] 0 0 0 1 0 0 0 0 0 0
[49, 4, 8]2 ξ = 8; 814327115; 813337111; TOTAL-2
[49, 4, 16]2 ξ = 8; 71433719; 61532517111; 61432537; 61631517113; 5163251719; 616325115; TOTAL-6
[49, 4, 24]2 ξ = 8; 41634517; TOTAL-1
[49, 5, 8]2 ξ = 8; TOTAL-65
[49, 5, 16]2 ξ = 8; TOTAL-69
[49, 5, 24]2 ξ = 8; 1011025314; TOTAL-1
[49, 6, 8]2 ξ = 8; TOTAL-603
[49, 6, 16]2 ξ = 8; TOTAL-273
[49, 6, 24]2 ξ = 8;35172; TOTAL-1
Ψt = {[10+ 63t, 6, 4+ 32t]2} |Ψt | = 34 for t ≥ 2; α = 1/2, β = −(2+ 16t);
Ψ it = {[g2(6+ i, 4.2i + t.2i+5), 6+ i, 4.2i + t.2i+5]2} |Ψ it | = 40 for t ≥ 2 and i ≥ 2; α = 1/2i+1, β = −d/2i+1;
[34, 3, 8]2 ξ = 8; 4226114; TOTAL – 1
[34, 3, 16]2 ξ = 8; 3236110; TOTAL – 1
[34, 4, 8]2 ξ = 8; 6224114; 522416110; 621416112; 422436; 62241618; 423618; TOTAL – 6
[34, 4, 16]2 ξ = 8; 624416; TOTAL – 1
[34, 5, 8]2 ξ = 8; 9216110; 921426; 1021618; 102114; 1022416; 11234; 523426; 62241618; 723418; 624416; 7254; 6234110;
7224112; TOTAL – 13
[34, 5, 16]2 ξ = 8; 15214; TOTAL – 1
[34, 6, 8]2 ξ = 8; 624416; 1022416; 11234; 1221416; 13224; 7254; 11226; 15214; 172; 1021618; 723418; TOTAL – 11
[34, 7, 8]2 ξ = 8; 172; 15214; 11234; 13224; 7254; TOTAL – 5
[34, 8, 8]2 ξ = 8; 172; TOTAL – 1
Ψt = {[14+ 63t, 6, 6+ 32t]2} |Ψt | = 17 for t ≥ 2; α = 1/2, β = −(3+ 16t);
Ψ it = {[g2(6+ i, 6.2i + t.2i+5), 6+ i, 6.2i + t.2i+5]2} |Ψ it | = 20 for t ≥ 2 and i ≥ 2; α = 1/2i+1, β = −d/2i+1;
[35, 4, 8]2 ξ = 8; 12125113; 1113519; TOTAL – 2
[35, 5, 8]2 ξ = 8; 14124113; 131241519; 1212435; 1411415112; 141241518; 1414415; 1213518; TOTAL – 7
[35, 6, 8]2 ξ = 8; 1313425; 141241518; 1513418; 15154; 1414415; 1413419; 15124112; TOTAL – 7
[35, 7, 8]2 ξ = 8; 1414415; 15154; 1513418; TOTAL – 3
[35, 8, 8]2 ξ = 8; 15154; TOTAL – 1
[35, 4, 16]2 ξ = 8; 10155; TOTAL – 1
Ψt = {[17+ 63t, 6, 8+ 32t]2} |Ψt | = 3 for t ≥ 1 α = 1/2, β = −(4+ 16t);
Ψ it = {[g2(6+ i, 8.2i + t.2i+5), 6+ i, 8.2i + t.2i+5]2} |Ψ it | = 3 for t ≥ 1 and i ≥ 0 α = 1/2i+1, β = −d/2i+1;
[20, 2, 8]2 ξ = 8; 24112; TOTAL – 1
[20, 3, 8]2 ξ = 8; 3418; TOTAL – 1
[20, 4, 8]2 ξ = 8; 54; TOTAL – 1
Ψt = {[22+ 63t, 6, 10+ 32t]2} |Ψt | = 15 for t ≥ 2; α = 1/2, β = −(5+ 16t);
Ψ it = {[g2(6+ i, 10.2i + t.2i+5), 6+ i, 10.2i + t.2i+5]2} |Ψ it | = 21 for t ≥ 2 and i ≥ 2; α = 1/2i+1, β = −d/2i+1;
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[37, 4, 8]2 ξ = 8; 8163111; TOTAL – 1
[37, 5, 8]2 ξ = 8; 1214223111; 111423319; 1213233110; 121423318; 817318; TOTAL – 5
[37, 6, 8]2 ξ = 8; 14162111; 1415213110; 131621319; 141621318; 20123111; 1913319; 2013318; 121423318; TOTAL – 8
[37, 7, 8]2 ξ = 8; 1517218; 141621318; 1417219; 2013318; 15162110; TOTAL – 5
[37, 8, 8]2 ξ = 8; 1517218; TOTAL – 1
[37, 4, 16]2 ξ = 8; 717319; TOTAL – 1
Ψt = {[25+ 63t, 6, 12+ 32t]2} |Ψt | = 2 for t ≥ 1; α = 1/2, β = −(6+ 16t);
Ψ it = {[g2(6+ i, 12.2i + t.2i+5), 6+ i, 12.2i + t.2i+5]2} |Ψ it | = 2 for t ≥ 1 and i ≥ 0; α = 1/2i+1, β = −d/2i+1;
[22, 3, 8]2 ξ = 8; 62110; TOTAL-1; [22, 4, 8]2 ξ = 8; 7218; TOTAL - 1;
Ψt = {[29+ 63t, 6, 14+ 32t]2} |Ψt | = 2 for t ≥ 1; α = 1/2, β = −(7+ 16t);
Ψ it = {[g2(6+ i, 14.2i + t.2i+5), 6+ i, 14.2i + t.2i+5]2} |Ψ it | = 2 for t ≥ 1 and i ≥ 0; α = 1/2i+1, β = −d/2i+1;
[23, 4, 8]2 ξ = 8; 14119; TOTAL – 1; [23, 5, 8]2 ξ = 8; 15118; TOTAL – 1;
Ψt = {[38+ 63t, 6, 18+ 32t]2} |Ψt | = 43 for t ≥ 2; α = 1/2, β = −(9+ 16t);
Ψ it = {[g2(6+ i, 18.2i + t.2i+5), 6+ i, 18.2i + t.2i+5]2} |Ψ it | = 84 for t ≥ 2 and i ≥ 3; α = 1/2i+1, β = −d/2i+1;
[41, 4, 8]2 ξ = 8; 814337; TOTAL – 1
[41, 4, 16]2 ξ = 8; 61632517; TOTAL – 1
[41, 5, 8]2 ξ = 8; 1214237; 81632417; 10142232517; 71732415; 81426317; 91423335; 12142232417; 12122232617;
1113233141516; TOTAL – 9
[41, 5, 16]2 ξ = 8; 11142332415; 101525316; 121822317; TOTAL – 3
[41, 6, 8]2 ξ = 8; 141422617; 12142232417; 121622517; 12132332416; 1315213141516; 141622417; 201232417; 101624317;
111621335; 11142332415; 121822317; 13162132415; 121423334; 121723316; 14110217; 201422317; 191332415;
14152132416;
141921316; 141621334; 141321336; 2216217; 181224317; 181232517; 181331425; 20137; 2013334; 817334; TOTAL–28
[41, 6, 16]2 ξ = 8; 3012217; TOTAL – 1
[41, 7, 8]2 ξ = 8; 14152132416; 14162141516; 151622416; 2214317; 141622417; 201232417; 191332415; 201422317;
121822317;
2013334; 2216217; 2614217; 241222317; 14110217; 141921316; 131822316; 15110216; 13162132415; 141621334;
141722415;
1517234; 3012217; 34117; 121423334; 1217235; 1514236; TOTAL – 26
[41, 8, 8]2 ξ = 8; 15110216; 141921316; 2614217; 14110217; 2216217; 3012217; 34117; 1517234; 141621334; 141722415;
151622416; 2013334; TOTAL – 12
[41, 9, 8]2 ξ = 8; 34117; 15110216; 1517234; TOTAL – 3
Ψt = {[41+ 63t, 6, 20+ 32t]2} |Ψt | = 4 for t ≥ 1, α = − 12 , β = 10+ 16t; α = 1/2, β = −(10+ 16t);
Ψ it = {[g2(6+ i, 20.2i + t.2i+5), 6+ i, 20.2i + t.2i+5]2} |Ψ it | = 4 for t ≥ 1 and i ≥ 0; α = 1/2i+1, β = −d/2i+1;
[26, 3, 8]2 ξ = 8; 4236; TOTAL – 1
[26, 4, 8]2 ξ = 8; 622416; TOTAL – 1
[26, 5, 8]2 ξ = 8; 10216; 7234; TOTAL – 2
Ψt = {[45+ 63t, 6, 22+ 32t]2} |Ψt | = 3 for t ≥ 1; α = 1/2, β = −(11+ 16t);
Ψ it = {[g2(6+ i, 22.2i + t.2i+5), 6+ i, 22.2i + t.2i+5]2} |Ψ it | = 3 for t ≥ 1 and i ≥ 0; α = 1/2i+1, β = −d/2i+1;
[27, 4, 8]2 ξ = 8; 12135; TOTAL – 1
[27, 5, 8]2 ξ = 8; 1412415; TOTAL – 1
[27, 6, 8]2 ξ = 8; 15134; TOTAL – 1
Ψt = {[53+ 63t, 6, 26+ 32t]2} |Ψt | = 4 for t ≥ 1; α = 1/2, β = −(13+ 16t);
Ψ it = {[g2(6+ i, 26.2i + t.2i+5), 6+ i, 26.2i + t.2i+5]2} |Ψ it | = 5 for t ≥ 1 and i ≥ 1; α = 1/2i+1, β = −d/2i+1;
[29, 4, 8]2 ξ = 8; 8173; TOTAL – 1
[29, 5, 8]2 ξ = 8; 1214233; TOTAL – 1
[29, 6, 8]2 ξ = 8; 1416213; 20133; TOTAL – 2
[29, 7, 8]2 ξ = 8; 15172; TOTAL – 1
Ψt = {[13+ 40t, 4, 8+ 27t]3} |Ψt | = 5 for t ≥ 2; α = 1, β = −d
Ψ it = {[g3(4+ i, 8.3i + t.3i+3), 4+ i, 8.3i + t.3i+3]3} |Ψ it | = 6 for t ≥ 2 and i ≥ 0; α = 1/3i, β = −d/3i
[31, 3, 9]3 ξ = 9; 121119; 111210; TOTAL – 2
[31, 4, 9]3 ξ = 9; 12119110; 13129; 131118; TOTAL – 3
[31, 5, 9]3 ξ = 9; 13129; TOTAL – 1
Ψt = {[22+ 40t, 4, 14+ 27t]3} |Ψt | = 7 for t ≥ 0; α = 1, β = −d
Ψ it = {[g3(4+ i, 14.3i + t.3i+3), 4+ i, 14.3i + t.3i+3]3} |Ψ it | = 12 for t ≥ 2 and i ≥ 2; α = 1/3i, β = −d/3i
[34, 3, 9]3 ξ = 9; 9134113; TOTAL – 1
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[34, 3, 18]3 ξ = 9; 8144110; TOTAL – 1[34, 4, 9]3 ξ = 9; 1113314110; 121331419; 1212314112; 12133113; 914419; TOTAL – 5[34, 5, 9]3 ξ = 9; 121331419; 1314319; 12143110; 13133112; TOTAL – 4[34, 6, 9]3 ξ = 9; 1314319; TOTAL – 1
Ψt = {[25+ 40t, 4, 16+ 27t]3} |Ψt | = 5 for t ≥ 2; α = 1, β = −d
Ψ it = {[g3(4+ i, 16.3i + t.3i+3), 4+ i, 16.3i + t.3i+3]3} |Ψ it | = 13 for t ≥ 2 and i ≥ 3; α = 1/3i, β = −d/3i
[35, 3, 18]3 ξ = 9; 122111; TOTAL – 1[35, 4, 9]3 ξ = 9; 17142110; 18132111; 13219; TOTAL – 3[35, 4, 18]3 ξ = 9; 1814219; TOTAL – 1[35, 5, 9]3 ξ = 9; 2411219; 23112110; 241111; 1814219; TOTAL – 4[35, 6, 9]3 ξ = 4; 26119; 2411219; 251110; TOTAL – 3[35, 7, 9]3 ξ = 9; 26119; TOTAL – 1
Ψt = {[6+ 21t, 3, 4+ 16t]4} |Ψt | = 4 for t ≥ 2; α = 1, β = −d
Ψ it = {[g4(3+ i, 4.4i + t.4i+2), 3+ i, 4.4i + t.4i+2]4} |Ψ it | = 4 for t ≥ 2 and i ≥ 0; α = 1/4i, β = −d/4i
[12, 2, 4]4 ξ = 4; 1418; TOTAL – 1[12, 2, 8]4 ξ = 4; 34; TOTAL – 1[12, 3, 4]4 ξ = 4; 34; TOTAL – 1[12, 3, 8]4 ξ = 4; 62; TOTAL – 1
Ψt = {[14+ 21t, 3, 10+ 16t]4} |Ψt | = 6 for t ≥ 2; α = 1, β = −d
Ψ it = {[g4(3+ i, 10.4i + t.4i+2), 3+ i, 10.4i + t.4i+2]4} |Ψ it | = 10 for t ≥ 2 and i ≥ 2; α = 1/4i, β = −d/4i
[14, 2, 8]4 ξ = 4; 4216; TOTAL – 1[14, 3, 4]4 ξ = 4; 8116; 711215; 5214; TOTAL – 3[14, 3, 8]4 ξ = 4; 811214; 72; TOTAL – 2[14, 4, 4]4 ξ = 4; 811214; 10114; 9115; TOTAL – 3[14, 5, 4]4 ξ = 4; 10114; TOTAL – 1
Ψt = {[19+ 21t, 3, 14+ 16t]4} |Ψt | = 1 for t ≥ 1; α = 1, β = −d
Ψ it = {[g4(3+ i, 14.4i + t.4i+2), 3+ i, 14.4i + t.4i+2]4} |Ψ it | = 2 for t ≥ 1 and i ≥ 1; α = 1/4i, β = −d/4i
[10, 3, 4]4 ξ = 4; 8112; TOTAL – 1;[10, 4, 4]4 ξ = 4; 101; TOTAL – 1;
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