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Cycle theory of relative correspondences
Masaki Hanamura
Abstract
We establish a theory of complexes of relative correspondences. The theory generalizes
the known theory of complexes of correspondences of smooth projective varieties. It will
be applied in the sequel of this paper to the construction of the triangulated category of
motives over a base variety.
There is the theory of algebraic correspondences of smooth projective varieties for the Chow
group and for the higher Chow group. We first recall the classical theory of correspondences
for the Chow group. For smooth projective varieties X , Y over a field k, let CHr(X × Y ) be
the Chow group of codimension r cycles of X × Y . An element of this group is said to be a
correspondence from X to Y . Let Z be another smooth projective variety. For u ∈ CHr(X×Y )
and v ∈ CHs(Y × Z), the composition u ◦ v ∈ CHr+s−dimY (X × Z) is defined by
u ◦ v = p13 ∗(p
∗
12u · p
∗
23v)
where for example p12 is the projection from X × Y × Z to X × Y . One has associativity for
composition: (u◦ v)◦w = u◦ (v◦w). The theory of motives (to be precise, Chow motives) over
k is based on this theory of correspondences. The basic idea is to consider the additive category
where objects are smooth projective varieties, morphisms are given by correspondences, and
composition given by composition of correspondences.
Instead of the Chow group one can take the higher Chow group, and still has the theory
of correspondences. Recall for a variety X the cycle complex (Zr(X, •), ∂) is a chain complex
where Zr(X, n) is the free abelian group on the set of non-degenerate irreducible subvarieties
V of X × n meeting faces properly (see §0 for details). The boundary map ∂ is given by
restricting cycles to codimension one faces and taking an alternating sum. The homology of
this complex is the group CHr(X, n). One has CHr(X, 0) = CHr(X).
For elements u ∈ CHr(X × Y, n) and v ∈ CHs(Y × Z,m) the composition u ◦ v ∈
CHr+s−dimY (X×Z, n+m) is defined by the same formula, and one has associativity. Indeed we
can do this at the level of chain complexes. For X and Y smooth projective, Zr(X×Y, •) is the
complex of “higher” correspondences from X to Y . For u ∈ Zr(X×Y, n) and v ∈ Zs(Y ×Z,m)
the pull-backs p∗12u and p
∗
23v may not meet properly in X × Y × Z ×
n+m. But according to
a moving lemma the subcomplex
Z
r(X × Y, •)⊗ˆZs(Y × Z, •)
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of Zr(X×Y, •)⊗Zs(Y ×Z, •) generated by elements u⊗ v, where u, v are non-degenerate irre-
ducible subvarieties such that p∗12u and p
∗
23v meet properly, is a quasi-isomorphic subcomplex.
For such u and v, the composition u ◦ v ∈ Zr+s−dimY (X ×Z, •) is defined by the same formula,
yielding a map of complexes
ρ : Zr(X × Y, •)⊗ˆZs(Y × Z, •)→ Zr+s−dimY (X × Z, •) .
If W is a fourth smooth projective variety, the subcomplex Z(X × Y, •)⊗ˆZ(Y × Z, •)⊗ˆZ(Z ×
W, •), generated by u⊗v⊗w such that the triple p∗12u, p
∗
23v, p
∗
34w is properly intersecting on the
four-fold product, is a quasi-isomorphic subcomplex. For such u, v, w, one has u◦v◦w ∈ Z(X×
W, •) defined by p14 ∗(p
∗
12u·p
∗
23v ·p
∗
34w), and the following holds: u◦v◦w = (u◦v)◦w = u◦(v◦w).
Complexes Z(X ×Y, •) and the partially defined composition were used in the construction
of a theory of the triangulated category of mixed motives over k, see [6], [7]. An object of the
category is a diagram of smooth projective varieties which consists of a sequence of smooth
projective varieties and higher correspondences between them, subject to “cocycle” conditions.
We shall generalize this to relative correspondences. Let S be a quasi-projective variety
over k. By a smooth variety X over S we mean a smooth variety over k, equipped with a
projective map to S (the map X → S need not be smooth). The class of such varieties we
denote by (Smooth/k, Proj/S). Let X and Y be smooth varieties over S. A natural choice
for the complex of correspondences from X to Y would be Za(X ×S Y, •), the cycle complex of
dimension a cycles of the fiber product X ×S Y . Since the variety X ×S Y is not smooth, we
replace this with another complex of abelian groups F (X, Y ). Concretely F (X, Y ) is the cone
of the restriction map of the cycle complexes Z(X × Y, •) → Z(X × Y − X ×S Y, ·), shifted
by −1. (To be precise one should keep track of the dimensions of the cycle complex, which
we ignore now.) With this modification, we still does not have a partially defined composition
map, but we achieve something close:
(1) There is an injective quasi-isomorphism of complexes Z(X ×S Y, •)→ F (X, Y ).
(2) If Z is another smooth variety, projective over S, there is a quasi-isomorphic subcomplex
ι : F (X, Y )⊗ˆF (Y, Z) →֒ F (X, Y )⊗ F (Y, Z) .
(3) There is another complex F (X, Y, Z) and a surjective quasi-isomorphism
σ : F (X, Y, Z)→ F (X, Y )⊗ˆF (Y, Z) .
(4) There is a map of complexes ϕ : F (X, Y, Z)→ F (X,Z) .
In the derived category at least, one has an induced map F (X, Y ) ⊗ F (Y, Z) → F (X,Z)
obtained by composing (ισ)−1 and ϕ. This map plays the role of composition. One should note,
in contrast to the case S = Spec k, there is no composition map defined on F (X, Y )⊗ˆF (Y, Z);
the composition ϕ is defined only on F (X, Y, Z).
The pattern persists for more than three varieties. For the formulation it is convenient to
change the notation as follows. In the above situation, write X1, X2 and X3 in place of X, Y, Z;
let
F (X1, X2, X3 ⌉⌈{2}) := F (X1, X2)⊗ F (X2, X3)
and
F (X1, X2, X3|{2}) := F (X1, X2)⊗ˆF (X2, X3) .
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Then the maps are of the form ι2 : F (X1, X2, X3 ⌉⌈{2}) →֒ F (X1, X2, X3|{2}), σ2 :F (X1, X2, X3)
→ F (X1, X2, X3 | {2}), and ϕ2 : F (X1, X2, X3) → F (X1, X3). The generalization goes as
follows.
(1) For each sequence of objects in (Smooth/k, Proj/S), X1, · · · , Xn (n ≥ 2), there corre-
sponds a complex F (X1, · · · , Xn). If n = 2 there is an injective quasi-isomorphism Z(X1 ×S
X2, •)→ F (X1, X2).
For a subset of integers S = {i1, · · · , ia−1} ⊂ (1, n), let i0 = 1, ia = n and
F (X1, · · · , Xn ⌉⌈S) := F (Xi0 , · · · , Xi1)⊗ F (Xi1, · · · , Xi2)⊗ · · · ⊗ F (Xia−1, · · · , Xia) .
This is an a-tuple complex. There is an a-tuple complex F (X1, · · · , Xn|S) and an injective
quasi-isomorphism
ιS : F (X1, · · · , Xn|S) →֒ F (X1, · · · , Xn ⌉⌈S) .
We assume F (X1, · · · , Xn|∅) = F (X1, · · · , Xn).
(2) For S ⊂ S ′ there is a surjective quasi-isomorphism of multiple complexes
σS S′ : F (X1, · · · , Xn|S)→ F (X1, · · · , Xn|S
′) .
For S ⊂ S ′ ⊂ S ′′, σS S′′ = σS′ S′′σS S′. In particular we have σS := σ∅S : F (X1, · · · , Xn) →
F (X1, · · · , Xn|S).
(3) For K = {k1, · · · , kb} ⊂ (1, n) disjoint from S, a map of multiple complexes
ϕK : F (X1, · · · , Xn|S)→ F (X1, · · · , X̂k1, · · · , X̂kb, · · · , Xn|S) .
If K is the disjoint union of K ′ and K ′′, one has ϕK = ϕK ′ϕK ′′.
(4) If K and S ′ are disjoint σS S′ and ϕK commute.
In §1 and 2 of this paper, we define the complexes F (X1, · · · , Xn) as above for a sequence
of smooth quasi-projective varieties X1, · · · , Xn, each equipped with a projective map to the
base variety S. We now explain the ideas for the construction in case n ≤ 3.
In §1, given a smooth variety M and an open covering U = {Ui}i∈I (indexed by a finite
totally ordered set I) of an open set U ⊂M , we define a complex Z(M,U) (called the Cˇech cycle
complex) which is quasi-isomorphic to the cycle complex Z(A, •) of A = M − U . If U = {U},
the covering consisting of U only, Z(M,U) is the cone of the restriction map Z(M) → Z(U),
shifted by −1. In general one replaces Z(U) by Z(U), the Cˇech complex with respect to the
covering.
Assume M ′ is another smooth variety, U′ a finite ordered open covering of U ′ ⊂M ′; assume
also there are smooth maps q : M → Y and q′ : M ′ → Y . Let M ×Y M
′ be the fiber product
and p : M ×Y M
′ → M , p′ : M ×Y M
′ → M ′ be the projections. One has the covering
p−1U∐ p′−1U′ of the open set p−1U ∪ p′−1U ′ of M ×Y M
′. For u ∈ Z(M,U) and v ∈ Z(M ′,U′)
one has the pull-backs p∗u ∈ Z(M ×Y M
′, p−1U) and p′∗v ∈ Z(M ×Y M
′, p′−1U′), and if
they meet properly, their product is defined as an element of Z(M ×Y M
′, p−1U∐ p′−1U′). Let
Z(M,U)⊗ˆZ(M ′,U′) ⊂ Z(M,U)⊗Z(M ′,U′) be the subcomplex generated by u⊗v for such u, v;
this is called the restricted tensor product, and shown to be a quasi-isomorphic subcomplex.
The product gives a map of complexes
ρ : Z(M,U)⊗ˆZ(M ′,U′)→ Z(M ×Y M
′, p−1U∐ p′
−1
U
′) .
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If p : M → N is a projective map, V a covering of an open set of V ⊂ N , then p−1V is an
open covering of p−1V ⊂ M , and there is the projection map p∗ : Z(M, p
−1V)→ Z(N,V).
If we apply this to A = X ×S Y ⊂ M = X × Y and the covering consisting only of
U12 :=M −A, one obtains the complex Z(X ×Y, {U12}). If we set F (X, Y ) to be this complex
our problem is partially solved. If Z is another variety over S, one has F (Y, Z) = Z(Y×Z, {U23})
with U23 = Y × Z − Y ×S Z, and there is the product map
ρ : Z(X × Y, {U12})⊗ˆZ(Y × Z, {U23})→ Z(X × Y × Z, {p
−1
12 (U12), p
−1
23 (U23)} ) .
The problem remains, since from the target of ρ there is no projection p13 ∗ to the cycle complex
Z(X × Z, {U13}) where U13 = X × Z −X ×S Z.
One notices here that there is the restriction map
r : Z(X × Y × Z, {U123})→ Z(X × Y × Z, {p
−1
12 (U12), p
−1
23 (U23)} ) ,
where U123 := X×Y×Z−X×SY×SZ, since U123 contains both p
−1
12 (U12) and p
−1
23 (U23). The map
r is a quasi-isomorphism, since both complexes are quasi-isomorphic to Z(X×SY ×SZ). Assume
for simplicity Y is projective. One then defines the projection along p13 as the composition
p13 ∗ : Z(X × Y × Z, {U123})→ Z(X × Y × Z, {p
−1
13 U13}})→ Z(X × Z, {U13}) = F (X,Z) .
Here the first map is the restriction, which is defined since U123 ⊃ p
−1
13 U13, and the second map
is the projection along p13. Consider now the double complex
Z(X × Y, {U12})⊗ˆZ(Y × Z, {U23})yρ
Z(X × Y × Z, {U123})
r
−−−→ Z(X × Y × Z, {p−112 (U12), p
−1
23 (U23)})
where the upper right corner and lower left corner are placed in degree 0, and let F (X, Y, Z)
be the total complex. In other words it is the cone of r + ρ shifted by −1. We thus have a
homotopy commutative diagram of complexes
F (X, Y, Z) −−−→ Z(X × Y, {U12})⊗ˆZ(Y × Z, {U23})y yρ
Z(X × Y × Z, {U123})
r
−−−→ Z(X × Y × Z, {p−112 (U12), p
−1
23 (U23)})
The required properties are satisfied with this: The map σ : F (X, Y, Z) → F (X, Y )⊗ˆF (Y, Z)
is given by the projection to Z(X×Y, {U12})⊗ˆZ(Y ×Z, {U23}), and the map ϕ : F (X, Y, Z)→
F (X,Z) is obtained by composing the projection to Z(X × Y × Z, {U123}) with the map p13 ∗.
The construction of the complexes F (X1, · · · , Xn) for n ≥ 3 and the maps σ, ϕ consists
of a systematic generalization of the above. In §1 we discuss the properties of the complexes
Z(M,U) and their functorial properties. We also study the restricted tensor product of them.
Using these, we construct in §2 the complexes F (X1, · · · , Xn|S), the maps ι, σ, ϕ, and verify
the properties (1)-(4) above. As in case n = 2, 3 explained above, F (X1, · · · , Xn) is built up of
complexes of the form Z(M,U) for appropriate (M,U).
In §3 we study further properties of the complexes F (X1, · · · , Xn|S) and show:
• The multiple complex F (X1, · · · , Xn) is a degreewise free Z-module on a given set of
generators sF (X1, · · · , Xn).
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• Let S = {i1, · · · , ia−1} ⊂ (1, n) and Ij := [ij−1, ij ] for j = 1, · · · , a. For an element
(αj) ∈
∏
j=1,··· ,a
sF (Ij)
we have the condition whether or not it is properly intersecting. (The condition reduces to the
properly intersecting property in relevant cycle complexes.)
• The multiple complex F (X1, · · · , Xn|S) has an alternative description as the subcomplex
generated by α1 ⊗ · · · ⊗ αa for αj ∈ sF (Ij), with (αj) properly intersecting.
• One can define a class of quasi-isomorphic subcomplexes of F (X1, · · · , Xn ⌉⌈S) called
distinguished subcomplexes. The careful exposition of the details takes a large part of §3.
The complex F (X1, · · · , Xn|S) is an example of a distinguished subcomplex. To give an-
other typical example, let n < m and given a sequence of varieties X1, · · · , Xm, a subset
S ⊂ (1, n), and an element f ∈ sF (Xn, · · · , Xm). The subcomplex [F (X1, · · · , Xn|S)]
′ of
F (X1, · · · , Xn ⌉⌈S) generated by α1⊗· · ·⊗αa such that {α1, · · · , αa, f} is properly intersecting is
a distinguished subcomplex of F (X1, · · · , Xn ⌉⌈S). One has by definition [F (X1, · · · , Xn|S)]
′ ⊂
F (X1, · · · , Xn|S). Then the map
F (X1, · · · , Xn|S)→ F (X1, · · · , Xn|S)⊗ F (Xn, · · · , Xm)
sending u to u⊗ f restricts to give a map [F (X1, · · · , Xn|S)]
′ → F (X1, · · · , Xm|S ∪ {n}), as is
obvious from the definitions.
In §4 we construct the diagonal cycles and the diagonal extension which play the role of
the identity. Let ∆X ∈ Z(X ×S X, 0) be the element given by the diagonal X ⊂ X ×S X .
Its image under the inclusion to F (X,X) is also denoted ∆X ; it has degree 0 and boundary
zero. One can construct, for n ≥ 2, an element ∆X(1, · · · , n) ∈ F (
n︷ ︸︸ ︷
X, · · · , X) of degree 0
with boundary zero, satisfying the properties (compatibility with the maps σ and ϕ) below.
For the statement we introduce some notation. When X is understood, for any subset I =
{j1, · · · , jm} ⊂ [1, n] set F (I) = F (
m︷ ︸︸ ︷
X, · · · , X) and ∆X(I) = ∆X(j1, · · · , jm) ∈ F (I). For
S ⊂ (1, n) let τS : F (X1, · · · , Xn)→ F (X1, · · · , Xn ⌉⌈S) be the composition of σS and ιS .
• One has ∆X(1, 2) = ∆X ∈ F (X,X).
• If S = {i1, · · · , ia−1} ⊂ (1, n), and Ij = [ij−1, ij ] for j = 1, · · · , a, one has
τS(∆X(1, · · · , n) ) = ∆(I1)⊗ · · · ⊗∆(Ia)
in F (X, · · · , X ⌉⌈S) = F (I1)⊗ · · · ⊗ F (Ia).
• For K ⊂ (1, n), ϕK(∆(1, · · · , n) ) = ∆([1, n]−K).
Let λ : [1, m] → [1, n] be a surjective map, and X be a sequence of objects in (Smooth/k,
Proj/S) indexed by [1, n]. Let λ∗X : i 7→ Xλ(i) be the induced sequence of objects on [1, m].
We shall construct a map of complexes called the diagonal extension
λ* : F (X1, · · · , Xn)→ F (Xλ(1), · · · , Xλ(m))
and show that it is compatible with the maps σ and ϕ in an appropriate sense.
The constructions and results in this paper show that the classes of smooth varieties over
S, the complexes F (X1, · · · , Xn) and the maps σ, ϕ form a quasi DG category, a generalization
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of a DG category, to be introduced in another paper [10] . A quasi DG category consists of
a class of objects, complexes F (X1, · · · , Xn|S) for a sequence of objects, maps σS S′, ϕK and
additional structure that are subject to a set of axioms. The axioms is an abstraction of the
properties verified for the relative cycle complexes.
To be more precise, a symbol over S is by definition a formal finite sum
⊕
α(Xα/S, rα) where
Xα is a smooth variety over S and rα ∈ Z. To a finite sequence of symbols K1, · · · , Kn (n ≥ 2)
and a subset S ⊂ (1, n) one can associate a complex of abelian groups F (K1, · · · , Kn|S); if Ki =
(Xi, ri), then F (K1, · · · , Kn|S) is the complex F (X1, · · · , Xn|S), the integers ri specifying the
dimensions of the cycle complexes involved. (If n = 2, F ((X1/S), (X2/S) ) is quasi-isomorphic
to ZdimX2−r2+r1(X1 ×S X2, •).) One has maps σS S′ and ϕK for F (K1, · · · , Kn|S) as well.
The class of symbols over S, the complexes F (K1, · · · , Kn|S), the maps σS S′, ϕK , along with
additional structure – generating set for the complex, notion of properly intersecting elements,
distinguished subcomplexes with respect to constraints, diagonal cycles and diagonal extension
mentioned above – constitute a quasi DG category.
0 Basic notions.
Subsections (0.1) and (0.3) are used throughout this paper, (0.2) and (0.4) are needed in §§2
and 3.
(0.1) Multiple complexes. By a complex of abelian groups we mean a graded abelian group
A• with a map d of degree one satisfying dd = 0. If u : A → B and v : B → C are maps of
complexes, we define u ·v : A→ C by (u ·v)(x) = v(u(x)). So u ·v is v ◦u in the usual notation.
As usual we also write vu for v ◦ u (but not for v · u).
A double complex A = (Ai,j ; d′, d′′) is a bi-graded abelian group with differentials d′ of degree
(1, 0), d′′ of degree (0, 1), satisfying d′d′′ + d′′d′ = 0. Its total complex Tot(A) is the complex
with Tot(A)k =
⊕
i+j=kA
i,j and the differential d = d′ + d′′. In contrast a “double” complex
A = (Ai,j; d′, d′′) is a bi-graded abelian group with differentials d′ of degree (1, 0), d′′ of degree
(0, 1), satisfying d′d′′ = d′′d′. Its total complex Tot(A) is given by Tot(A)k =
⊕
i+j=k A
i,j and
the differential d = d′ + (−1)id′′ on Ai,j . (Note that the totalization depends on the ordering
of the two gradings; if we reverse the order, the corresponding totalization has differential
(−1)jd′ + d′′ on Ai,j.) A “double” complex can be viewed as a double complex by taking the
differentials to be (d′, (−1)id′′) (or, when we reverse the order, ( (−1)jd′, d′′)).
Let (A, dA) and (B, dB) be complexes. Then (A
i,j = Aj ⊗ Bi; dA ⊗ 1, 1⊗ dB) is a “double”
complex. Its total complex has differential d given by
d(x⊗ y) = (−1)deg ydx⊗ y + x⊗ dy
(for the tensor product complex, we always take the reverse order of the gradings for the
totalization). Note this differs from the usual convention.
More generally for n ≥ 2 one has the notion of n-tuple complex and “n-tuple” complex.
An n-tuple (resp. “n-tuple”) complex is a Zn-graded abelian group Ai1,··· ,in with differen-
tials d1, · · · , dn, dk raising ik by 1, such that for k 6= ℓ, dkdℓ + dℓdk = 0 (resp. dkdℓ =
dℓdk). An “n-tuple” complex A
i1,··· ,in is an n-tuple complex with respect to the differentials
(d1, (−1)
α1d2, · · · , (−1)
αndn) where αk =
∑
j<i degj . In this way we turn an “n-tuple” into
an n-tuple complex. (As for double complexes, one may reverse the order of the gradings; in
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that case we will explicitly mention it.) A single complex Tot(A), called the total complex, is
defined in either case.
As a variant one can define partial totalization. To explain it, let S1, · · · , Sm be an ordered
set of non-empty subsets of [1, n] := {1, · · · , n} such that Si∩Sj = ∅ for i 6= j and ∪Si = [1, n].
Such data corresponds to a surjective map f : [1, n]→ [1, m]. Then, given an n-tuple complex
(resp. an “n-tuple” complex) Ai1,··· ,in one can “totalize” in degrees in Si, and form an m-
tuple (resp. “m-tuple”) complex denoted TotS1,··· ,Sm(A) or Totf(A). Given surjective maps
f : [1, n] → [1, m] and g : [1, m] → [1, ℓ], one has Totg Totf (A) = Totgf (A). For example, if a
subset S = [k, ℓ] ⊂ [1, n] is specified, one can “totalize” in degrees in S, so the result TotS(A)
is an m-tuple (resp. “m-tuple”) complex, where m = n− |S|+ 1.
For n complexes A•1, · · · , A
•
n, the tensor product A
•
1⊗· · ·⊗A
•
n is an “n-tuple” complex. For
the tensor product, we view it as an n-tuple complex with respect to the reverse order of the
gradings. This n-tuple complex and its total complex will be still denoted A•1 ⊗ · · · ⊗A
•
n.
The only difference between n-tuple and “n-tuple” complexes is that of signs. For the rest
of this section, what we say for n-tuple complexes equally applies to “n-tuple” complexes.
If A is an n-tuple complex and B an m-tuple complex, and when S = [k, ℓ] ⊂ [1, n] with
m = n− |S|+ 1 is specified, one can talk of maps of m-tuple complexes TotS(A)→ B. When
the choice of S is obvious from the context, we just say maps of multiple complexes A→ B. For
example if A is an n-tuple complex and B an (n− 1)-tuple complex, for each set S = [k, k+1]
in [1, n] one can speak of maps of (n − 1)-tuple complexes TotS(A) → B; if n = 2 there is no
ambiguity.
(0.1.1) Multiple subcomplexes of a tensor product complex. Let A and B be complexes.
A double subcomplex C i,j ⊂ Ai ⊗ Bj is a submodule closed under the two differentials. If
Tot(C) →֒ Tot(A⊗ B) is a quasi-isomorphism, we say C• • is a quasi-isomorphic subcomplex.
It is convenient to let A•⊗ˆB• denote such a subcomplex. (Note it does not mean the tensor
product of subcomplexes of A and B.) Likewise a quasi-isomorphic multiple subcomplex of
A•1 ⊗ · · · ⊗A
•
n is denoted A
•
1⊗ˆ · · · ⊗ˆA
•
n.
(0.2) Tensor product of “double” complexes. Let A• • = (Aa,p; d′A, d
′′
A) be a “double” complex
(so d′ has degree (1, 0), d′′ has degree (0, 1), and d′d′ = 0, d′′d′′ = 0 and d′d′′ = d′′d′). The
associated total complex Tot(A) has differential dA given by dA = d
′ + (−1)ad′′ on Aa,p. The
association A 7→ Tot(A) forms a functor. Let (Bb,q; d′B, d
′′
B) be another “double” complex. Then
the tensor product of A and B as “double” complexes, denoted A• • ×B• •, is by definition the
“double” complex (Ec,r; d′E, d
′′
E), where
Ec,r =
⊕
a+b=c ,p+q=r
Aa,p ⊗Bb,q
and d′E = (−1)
bd′A ⊗ 1 + 1⊗ d
′
B, d
′′
E = (−1)
qd′′A ⊗ 1 + 1⊗ d
′′
B.
The tensor product complex Tot(A)⊗Tot(B) and the total complex of A• •×B• • are related
as follows. There is an isomorphism of complexes
u : Tot(A)⊗ Tot(B)→ Tot(A• • × B• •)
given by u = (−1)aq · id on the summand Aa,p ⊗ Bb,q.
Let A• •, B• •, C• • be “double” complexes. One has an obvious isomorphism of “double”
complexes (A• • × B• •) × C• • = A• • × (B• • × C• •); it is denoted A × B × C. We will often
7
suppress the double dots for simplicity. The following diagram commutes:
Tot(A)⊗ Tot(B)⊗ Tot(C)
u⊗1
−−−→ Tot(A×B)⊗ Tot(C)y1⊗u yu
Tot(A)⊗ Tot(B × C)
u
−−−→ Tot(A× B × C) .
The composition defines an isomorphism u : Tot(A)⊗ Tot(B)⊗ Tot(C)
∼
→ Tot(A× B × C).
One can generalize this to the case of tensor product of more than two “double” complexes.
If A1, · · · , An are “double” complexes, there is an isomorphism of complexes
un : Tot(A1)⊗ · · · ⊗ Tot(An)→ Tot(A1 × · · · × An)
which coincides with the above u if n = 2, and is in general a composition of u’s in any order.
As in case n = 3, one has commutative diagrams involving u’s; we leave the details to the
reader.
Let A, B, C be “double” complexes and ρ : A• • × B• • → C• • be a map of “double”
complexes, namely it is bilinear and for α ∈ Aa,p and β ∈ Bb,q,
d′ρ(α⊗ β) = ρ((−1)bd′α⊗ β + α⊗ d′β)
and
d′′ρ(α⊗ β) = ρ((−1)qd′′α⊗ β + α⊗ d′′β) .
Composing Tot(ρ) : Tot(A × B) → Tot(C) with u : Tot(A) ⊗ Tot(B)
∼
→ Tot(A × B), one
obtains the map
ρˆ : Tot(A)⊗ Tot(B)→ Tot(C) ;
it is given given by (−1)aq · ρ on the summand Aa,p ⊗ Bb,q.
The same holds for a map of “double” complexes ρ : A1 × · · · × An → C.
Remark. One could discuss more general sign rules for the change of ordering of the set of
gradings of multiple complexes. We have restricted our discussions to the case we will need in
§2.
(0.3) Finite ordered sets, partitions and segmentations. Let I be a non-empty finite totally
ordered set (we will simply say a finite ordered set), so I = {i1, · · · , in}, i1 < · · · < in, where
n = |I|. The initial (resp. terminal) element of I is i1 (resp. in); let in(I) = i1, tm(I) = in. If
n ≥ 2, let
◦
I = I − {in(I), tm(I)}.
If I = {i1, · · · , in}, a subset I
′ of the form [ia, ib] = {ia, · · · , ib} is called a sub-interval.
In the main body of the paper, for the sake of concreteness we often assume I = [1, n] =
{1, · · · , n}, a subset of Z. More generally a finite subset of Z is an example of a finite ordered
set.
A partition of I is a disjoint decomposition into sub-intervals I1, · · · , Ia such that there is a
sequence of elememtns in(I) = i0 < i1 < · · · < ia−1 < ia = tm(I) so that Ik = [ik−1, ik − 1].
So far we have assumed I and Ii to be of cardinality ≥ 1. In some contexts we allow only
finite ordered sets with at least two elements. There instead of partition the following notion
plays a role. Given a subset of
◦
I , Σ = {i1, · · · , ia−1}, where i1 < i2 < · · · < ia−1, one has
a decomposition of I into the sub-intervals I1, · · · , Ia, where Ik = [ik−1, ik], with i0 = in(I),
ia = tm(I). Thus the sub-intervals satisfy Ik∩Ik+1 = {ik} for k = 1, · · · , a−1. The sequence of
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sub-intervals I1, · · · , Ia is called the segmentation of I corresponding to Σ. (The terminology
is adopted to distinguish it from the partition).
Finite ordered sets of cardinality ≥ 1 and partitions appear in connection with a sequence
of fiberings. On the other hand, finite ordered sets of cardinality ≥ 2 and segmentations appear
when we consider a sequence of varieties (or an associated sequence of fiberings). See below.
(0.4) Sequence of fiberings (§1). Let n ≥ 1. A sequence of fiberings consists of smooth varieties
Mi (1 ≤ i ≤ n) and Yi (1 ≤ i ≤ n − 1), together with smooth maps Mi → Yi and Mi+1 → Yi.
For a sub-interval I = [j, k] ⊂ [1, n] of cardinality ≥ 1, one defines MI to be the fiber product
Mj ×Yj Mj+1 × · · · ×Yk−1 Mk. If I1, · · · , Ic is a partition of [1, n], then one has smooth varieties
MI1 , · · · ,MIc , which form a sequence of smooth varieties over appropriate Y ’s.
(0.5)Sequence of varieties (§2). Let n ≥ 2. A sequence of smooth varieties over S is a set of
smooth varieties Xi indexed by i ∈ [1, n], where each Xi is equipped with a projective map to
S. For a sub-interval I = [j, k] of cardinality ≥ 2, let XI be the direct product
∏
i∈I Xi. Given
an segmentation I1, · · · , Ic corresponding to Σ = {ik}, the varieties XIt and the projections to
Xik form a sequence of fiberings.
1 The Cˇech cycle complexes Z(M,U)
Let k be a fixed ground field. By a smooth variety over k we mean a smooth quasi-projective
equi-dimensional variety over k. We refer to §0 for cycle complexes and finite ordered sets.
(1.1) I-coverings. Let M be a smooth variety over k, A ⊂ M a closed set, and U := M − A.
Let I be a finite ordered set. An open covering of U indexed by I (or just an I-covering of U)
is a set of open sets U = {Ui}i∈I , with ∪iUi = U . It is also denoted by (I,U).
If V ⊂M is another open set, J is another finite ordered set and V = {Vj}j∈J a J-covering
of V , a map of coverings (I,U) → (J,V), or just U → V for short, is an order preserving map
λ : J → I such that Uλ(j) ⊃ Vj for j ∈ J . One then has V ⊂ U . We thus have the category of
I-coverings of open sets of M , for varying I; it is denoted by Cov(O(M)). The subcategory of
I-coverings of a given U ⊂ M is denoted Cov(U ⊂M), or just Cov(U).
If U is an I-covering of U and λ : J → I is an order preserving map, define λ∗U to be
the J-covering of U ′ = ∪jUλ(j) given by j 7→ Uλ(j). There is a natural map of coverings
λ∗ : (I,U)→ (J, λ∗U). For composition of maps λ, λ∗U is contravariantly functorial. A map of
coverings λ : (I,U)→ (J,V) factors as (I,U)
λ∗
−−−→(J, λ∗U)→ (J,V).
If U is an I-covering of U and U′ an I ′-covering of U ′ then one has an I ∐ I ′-covering U∐U′
of U ∪ U ′. Here I ∐ I ′ is ordered so that i < i′ for i ∈ I and i′ ∈ I ′.
For the rest of this section, without so mentioning an indexing set I is always finite ordered,
and a map between them is always order preserving.
The notion of coverings and maps can be defined for I unordered or infinite. For our
purposes we restrict to finite ordered indexing sets.
(1.2) The complex Z(M,U). For a quasi-projective variety X and s ∈ Z, let Zs(X, ·) denote
the cubical cycle complex as recalled in §0; we will abbreviate it to Zs(X) or Z(X), as long as
there is no confusion. We have the cycle complex Zs(U, ·) for an open set U ⊂M .
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For an I-covering U of U , we define a complex denoted Z(M,U) to be the total complex
associated to the double complex Z•• given as follows. Let
Z0,q = Z(M,−q) ,
and for p ≥ 0,
Zp+1,q =
⊕
i0<···<ip
Z(Ui0,··· ,ip,−q)
where Ui0,··· ,ip = Ui0 ∩ · · · ∩ Uip. An element of Z
p+1,q is α = (αi0,··· ,ip) with αi0,··· ,ip ∈
Z(Ui0,··· ,ip,−q). It is convenient to set U∅ = M , and when p = −1, we interpret (i0, · · · , ip) = ∅,
so α∅ ∈ Z(M). With this convention, the differential δ of degree (1, 0) is given by sending
α ∈
⊕
Z(Ui0,··· ,ip) to
δ(α)i0,··· ,ip+1 =
∑
(−1)r αi0,··· ,îr,··· ,ip+1|Ui0,··· ,ip+1 .
The differential ∂ of degree (0, 1) is the boundary map of each cycle complex. The differential
of the total complex is δ + (−1)p∂ on Zp,q. We shall denote it by ∂ by abuse of notation, as
long as there is no confusion. Thus the total complex is of the form
Zs(M,U) =
[
Z(M)
δ
−−−→
⊕
Z(Ui0)
δ
−−−→
⊕
i0<i1
Z(Ui0 i1)→ · · · →
⊕
i0<···<ip
Z(Ui0,··· ,ip)→ · · · ] .
Note that the natural map
ι : Zs(A)→ Zs(M,U)
is a quasi-isomorphism. This follows from the localization theorem for the cycle complex [2].
If (J,V) covers V , and λ : (I,U) → (J,V) a map of coverings, there is the induced map of
complexes (called the restriction map)
Z(M,λ) : Z(M,U)→ Z(M,V) ;
thus we have a functor Z(M,−) from the category Cov(O(M)) to C(Ab). The following square
commutes:
Z(M,U)
Z(M,λ)
−−−→ Z(M,V)x x
Z(A) −−−→ Z(B) .
Here B = M − V , and the bottom is the map induced by inclusion.
As special cases of Z(M,λ), we have two types, as follows. If I = J and U, V are coverings
such that Vi ⊂ Ui, one has the map
Z(M,U)→ Z(M,V) .
If λ : J → I is a map and V = λ∗U, then λ∗ : (I,U)→ (J, λ∗U) induces the map
λ∗ : Z(M,U)→ Z(M,λ∗U) .
In general, the map Z(M,λ) is a composition of these two types of maps.
(1.3) Push-forward and pull-back. If p : M → N is a projective map, B ⊂ N a closed set
with complement V such that p−1V = U and V ∈ Cov(V ⊂ N), then p−1V ∈ Cov(U ⊂ M)
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is defined in the obvious manner, and push-forward on cycle complexes induces a map (also
called the push-forward)
p∗ : Zs(M, p
−1V)→ Zs(N,V) .
It is compatible with p∗ : Zs(A)→ Zs(B) via the maps ι.
The push-forward is covariantly functorial in p. It commutes with the maps of functoriality
for coverings: For a map λ : (I,U) → (J,V) of coverings in Cov(O(N)), one has the induced
map of coverings λ : (I, p−1U)→ (J, p−1V) in Cov(O(M)), and the following square commutes:
Z(M, p−1U)
Z(M,λ)
−−−→ Z(M, p−1V)yp∗ yp∗
Z(N,U)
Z(N,λ)
−−−→ Z(N,V) .
Let p : M → N be a smooth map of relative dimension d. For V ∈ Cov(V ⊂ N), the
pull-back map
p∗ : Zs(N,V)→ Zs+d(M, p
−1V)
is defined. It is compatible with the pull-back map
p∗ : Zs(B)→ Zs+d(p
−1B)
(B is the complement of V ) via the maps ι. The pull-back is contravariantly functorial in p. It
commutes with the functoriality maps for coverings V.
(1.4) Restricted tensor product and the product map. Let M , M ′ and Y be smooth varieties
and q : M → Y , q′ : M ′ → Y be smooth maps of varieties. Let M ⋄M ′ := M ×Y M
′ and
p :M ⋄M ′ →M , p′ :M ⋄M ′ →M ′ be the projections.
M M ′
Y
M ⋄M ′
Let a, b ∈ Z, and c = a+ b− dimY . We define the subcomplex
Za(M)⊗ˆZb(M
′) ⊂ Za(M)⊗ Zb(M
′)
to be the submodule generated by elements α⊗ β ∈ Za(M)⊗Zb(M
′) (α and β are assumed to
be irreducible, non-degenerate) such that p∗α and p′∗β meet properly in M ⋄M ′, and that the
product p∗α · p′∗β ∈ Zc(M ⋄M
′). We define
α ◦Y β = α ◦ β := p
∗α · p′
∗
β .
(We say briefly that the condition is that α ◦ β ∈ Z(M ⋄M ′) be defined.)
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Then the following conditions are satisfied; (i) is non-trivial and will be proved later in this
section, and the rest are immediate from the definitions.
(i) The inclusion of the subcomplex is a quasi-isomorphism.
(ii) There is a map of complexes
ρY = ρ : Za(M)⊗ˆZb(M
′)→ Zc(M ⋄M
′)
which sends α⊗ β to α ◦Y β.
(iii) If π : N →M is a smooth map of dimension d, the pull-back π∗⊗id : Za(M)⊗Zb(M
′)→
Za+d(N)⊗Zb(M
′) takes the subcomplex Za(M)⊗ˆZb(M
′) into Za+d(N)⊗ˆZb(M
′). We thus have
the induced map of complexes
π∗ ⊗ id : Za(M)⊗ˆZb(M
′)→ Za+d(N)⊗ˆZb(M
′) .
This applies in particular to open immersions π : N →M . Similar property holds for pull-backs
in M ′.
If π : M → N is a projective map, the push-forward π∗ ⊗ id : Za(M)⊗ Zb(M
′)→ Za(N)⊗
Zb(M
′) takes the subcomplex Za(M)⊗ˆZb(M
′) into Za(N)⊗ˆZb(M
′):
π∗ ⊗ id : Za(M)⊗ˆZb(M
′)→ Za(N)⊗ˆZb(M
′) .
Similar property holds for push-forward in M ′.
To state the next level of generalization, let M1 → Y1 ← M2 → Y2 ← M3 be a sequence
of smooth varieties and smooth maps. We have Mi ⋄ Mi+1 = Mi ×Yi Mi+1 as before, and
M1 ⋄M2 ⋄M3 = M1 ×Y1 M2 ×Y2 M3. Note M1 ⋄M2 ⋄M3 = (M1 ⋄M2) ⋄M3 =M1 ⋄ (M2 ⋄M3).
Let pi : M1 ⋄M2 ⋄M3 → Mi be the projection. We assume that the projection M1 ⋄M2 ⋄M3 →
M1 ×M3 is smooth. (This is called a sequence of fiberings on [1, 3].)
M1 M2
Y1
M1 ⋄M2
Y2
M2 ⋄M3
M3
M1 ⋄M2 ⋄M3
Define the subcomplex
Z(M1)⊗ˆZ(M2)⊗ˆZ(M3) ⊂ Z(M1)⊗ Z(M2)⊗ Z(M3)
as follows. (In what follows we will not specify the dimensions ai for Zai(Mi).) It is generated by
α1⊗α2⊗α3 ∈ Z(M1)⊗Z(M2)⊗Z(M3) (αi are assumed irreducible, non-degenerate) satisfying
the two conditions:
(i) The set of cycles
{p∗1α1, p
∗
2α2, p
∗
3α3}
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is properly intersecting in M1 ⋄M2 ⋄M3. (A set of cycles {z1, · · · , zr} on a smooth variety
M is defined to be properly intersecting if any for any sequence 1 ≤ i1 < · · · < is ≤ r, the
intersection zi1 ∩ · · · ∩ zis is empty or has codimension equal to the sum of the codimensions
of zik . )
(ii) The intersections
p∗1α1 · p
∗
2α2, p
∗
2α2 · p
∗
3α3, and p
∗
1α1 · p
∗
2α2 · p
∗
3α3
are all in Z(M1 ⋄M2 ⋄M3).
One sets
α1 ◦
Y1
α2 ◦
Y2
α3 := p
∗
1α1 · p
∗
2α2 · p
∗
3α3 ∈ Z(M1 ⋄M2 ⋄M3).
We have α1 ◦ α2 ∈ Z(M1 ⋄M2), and (α1 ◦ α2)⊗ α3 ∈ Z(M1 ⋄M2)⊗ˆZ(M3). Similarly α2 ◦ α3 ∈
Z(M2 ⋄M3) and α1 ⊗ (α2 ◦ α3) ∈ Z(M1)⊗ˆZ(M2 ⋄M3). Further,
α1 ◦ α2 ◦ α3 = (α1 ◦ α2) ◦ α3 = α1 ◦ (α2 ◦ α3) .
The following statements hold, the only non-trivial one being the first assertion in (i).
(i) The inclusion of the subcomplex is a quasi-isomorphism. There are also inclusions
Z(M1)⊗ˆZ(M2)⊗ˆZ(M3) ⊂ (Z(M1)⊗ˆZ(M2))⊗ Z(M3)
and
Z(M1)⊗ˆZ(M2)⊗ˆZ(M3) ⊂ Z(M1)⊗ (Z(M2))⊗ˆZ(M3)) .
(ii) There is a map of complexes
ρY1 : Z(M1)⊗ˆZ(M2)⊗ˆZ(M3)→ Z(M1 ⋄M2)⊗ˆZ(M3)
which sends α1 ⊗ α2 ⊗ α2 to (α1 ◦ α2)⊗ α3. Similarly there is a map
ρY2 : Z(M1)⊗ˆZ(M2)⊗ˆZ(M3)→ Z(M1)⊗ˆZ(M2 ⋄M3) .
Also we have a map
ρY1Y2 : Z(M1)⊗ˆZ(M2)⊗ˆZ(M3)→ Z(M1 ⋄M2 ⋄M3)
which sends α1⊗α2⊗α3 to α1 ◦α2 ◦α3. One has ρY1Y2 = ρY2ρY1 , where ρY2 is the product map
Z(M1 ⋄M2)⊗ˆZ(M3)→ Z(M1 ⋄M2 ⋄M3). Similarly ρY1Y2 = ρY1ρY2 .
We may shorten the notation and write ρi for ρYi and ρ12 for ρY1Y2. We may alternatively
write ρ([1, 2], [3]) for ρY1 , ρ([1], [2, 3]) for ρY2 , and ρ([1, 3]) for ρY1Y2. Here [j, k] denotes the set
of integers between j and k.
The inclusions and the product maps are compatible in the sense that the following square
commutes:
Z(M1)⊗ˆZ(M2)⊗ˆZ(M3)
ρY1−−−→ Z(M1 ⋄M2)⊗ˆZ(M3)yincl yincl
Z(M1)⊗ˆZ(M2)⊗ Z(M3)
ρY1⊗1−−−→ Z(M1 ⋄M2)⊗ Z(M3) .
Similarly for ρY2 .
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(iii) If π : N1 →M1 is a smooth map of dimension d, the pull-back
π∗ ⊗ 1⊗ 1 : Z(M1)⊗ Z(M2)⊗ Z(M3)→ Z(N1)⊗ Z(M2)⊗ Z(M3)
takes the subcomplex Z(M1)⊗ˆZ(M2)⊗ˆZ(M3) into Z(N1)⊗ˆZ(M2)⊗ˆZ(M3). So the map π
∗⊗1⊗
1 : Z(M1)⊗ˆZ(M2)⊗ˆZ(M3)→ Z(N1)⊗ˆZ(M2)⊗ˆZ(M3) is defined. Similar property holds in each
Mi.
If π : M1 → N1 is a projective map, the push-forward
π∗ ⊗ 1⊗ 1 : Z(M1)⊗ Z(M2)⊗ Z(M3)→ Z(N1)⊗ Z(M2)⊗ Z(M3)
takes the Z(M1)⊗ˆZ(M2)⊗ˆZ(M3) into Z(N1)⊗ˆZ(M2)⊗ˆZ(M3). Similar property holds in each
Mi.
In the sequel of this section, we will give generalizations of these. We first give the notion
of a sequence of fiberings.
(1.5) Sequence of fiberings. Let n ≥ 1. A sequence of fiberings (M,Y ) indexed by [1, n] consists
of smooth varieties Mi (1 ≤ i ≤ n) and Yi (1 ≤ i ≤ n−1) together with smooth maps Mi → Yi
and Mi+1 → Yi.
M1 M2
Y1 Y2
· · ·
Mn
Yn−1
Given such, for any sub-interval I = [j, k] ⊂ [1, n], let
MI = Mj ⋄Mj+1 ⋄ · · · ⋄Mk .
There are projection maps MI → MI′ for I
′ ⊂ I, and in particular, the map pi : MI → Mi for
each i ∈ I.
We will always assume the following condition:
(*) For each triple 1 ≤ j < k < ℓ ≤ n, the product of projections
M[j,ℓ] →M[j,k−1] ×M[k+1,ℓ]
is smooth.
This is naturally satisfied for the sequence of fiberings arising from a sequence of varieties (see
§2). It simplifies some of our considerations (see (1.7.3) for example ).
Of course one can also define a sequence of fiberings indexed by any finite ordered set instead
of [1, n].
(1.6) Distinguished subcomplexes of cycle complexes. In [3] Bloch showed, for a smooth variety
X , the subcomplex of Z(X, ·) consisting of the cycles meeting a given set of subvarieties of X
properly is a quasi-isomorphic subcomplex. We discuss a generalization of this.
Let X be a smooth quasi-projective variety. A finite set {α1, · · · , αn} of irreducible subva-
rieties of X is properly intersecting if for any subset {i1, · · · , ir} of {1, · · · , n}, the intersection
αi1∩ · · · ∩αir is empty or has codimension equal to the sum of the codimensions of αik . A set of
14
cycles {α1, · · · , αn} is properly intersecting if, for any choice of irreducible components βi of αi,
the set {β1, · · · , βn} is properly intersecting. In this case, the intersection cycle αi1 ·αi2 · · · · ·αir
is well-defined, independent of the order of taking intersections.
Let X1, · · · , Xr be smooth quasi-projective varieties. For a sequence of integers s1, · · · , sr,
we have the cycle complexes Zsi(Xi) and their tensor product Zs1(X1) ⊗ · · · ⊗ Zsr(Xr). We
will consider a class of subcomplexes of this tensor product complex. From now we will usually
drop the dimensions from the notation.
Consider now triples of the form (T ;W ;P ) where
(a) T is another smooth variety, and W is an admissible cycle on X1 × · · · ×Xr × T × 
ℓ
for some ℓ (admissible means meeting faces properly).
(b) P is a subset of [1, r].
Let W = {(Tλ;Wλ;Pλ)}λ=1,··· ,c be a finite set of triples; thus Wλ is an admissible cycle on
X1×· · ·×Xr×Tλ×
ℓλ . We define an r-tuple subcomplex, called the distinguished subcomplex
with respect to W ,
[Z(X1)⊗ · · · ⊗ Z(Xr)]W ⊂ Z(X1)⊗ · · · ⊗ Z(Xr) ,
to be the subgroup generated by elements
α1 ⊗ · · · ⊗ αr ∈ Z(X1, n1)⊗ · · · ⊗ Z(Xr, nr)
where αi are irreducible non-degenerate subvarieties of Xi×
ni satisfying the following condi-
tion:
(PI) For each λ, the set of cycles
{π∗i αi (for i ∈ Pλ), Wλ, faces }
is properly intersecting in X1× · · ·×Xr × Tλ×
n1+···+nr ×ℓλ . Here we employ the following
obvious abuse of notation:
• πi denotes also the projection X1 × · · · ×Xr × Tλ ×
n1+···+nr ×ℓλ → Xi ×
ni ;
• Wλ denotes its pull-back by the projection X1 × · · · ×Xr × Tλ × 
n1+···+nr ×ℓλ →
X1 × · · · ×Xr × Tλ ×
ℓλ ;
• a face means the pull-back of a face, namely a closed set of the form X1 × · · · ×Xr ×
Tλ × F where F is a face of 
n1+···+nr ×ℓλ .
Remarks. (1) Let T = T1 × · · · × Tc and pλ : T → Tλ be the projection. Then the set of
triples
{(T ; p−1λ Wλ;Pλ)}
gives the same distinguished subcomplex. Thus we will usually assume T = Tλ in our discussion
of distinguished subcomplexes.
(2) The class of distinguished subcomplexes is closed under finite intersections and tensor
product. For the latter, if W = {(T ;Wλ;Pλ)} specifies a distinguished subcomplex of Z(X1)⊗
· · · ⊗ Z(Xn), and W
′ = {(T ′;W ′µ;P
′
µ)} specifies a distinguished subcomplex of Z(X
′
1) ⊗ · · · ⊗
Z(X ′m), then the “union” of them,
{(T ;Wλ;Pλ)} ∪ {(T
′;W ′µ;P
′
µ)}
(where Wλ, say, stands for its pull-back by the projection X1 × · · ·Xn × X
′
1 × · · · × X
′
m →
X1 × · · ·Xn, and Pλ is viewed as a subset of [1, n]∐ [1
′, m′]) specifies the tensor product of the
two subcomplexes.
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(1.6.1)Theorem. The inclusion [Z(X1)⊗· · ·⊗Z(Xr)]W ⊂ Z(X1)⊗· · ·⊗Z(Xr) is a quasi-
isomorphism.
This is proved in case Xi are smooth projective in [7], §1, generalizing [3]. (To be precise,
the proof in [7] is for the case r ≤ 2, but the proof is the same for any r).
The case Xi are smooth quasi-projective is similar. We sketch here an argument due to A.
Krishna (as communicated to us by M. Levine). Assume r = 1, so we must show ZW (X) →֒
Z(X) is a quasi-isomorphism. Take a projective closure X¯ of X , let Z = X¯ −X , and consider
the following commutative diagram:
Z(Z) −−−→ Z(X¯) −−−→ Z(X)
‖
x x
Z(Z) −−−→ ZW (X¯) −−−→ ZW (X) .
By the localization theorem [2] we know the map Z(X¯)/Z(Z)→ Z(X) is a quasi-isomorphism.
The same proof shows ZW (X¯)/Z(Z) → ZW (X) is a quasi-isomorphism. The argument in [3]
shows ZW (X¯) → Z(X¯) is a quasi-isomorphism; although X¯ is singular, the same proof works
since W is contained in the smooth locus of X¯ . Hence one obtains the conclusion. We leave
the case r ≥ 2 to the reader.
Remarks. (1) For simplicity the defining condition (PI) may be phrased as follows, drop-
ping π∗ and n1+···+nr ×ℓλ : For each λ, the set
{αi (for i ∈ P ), Wλ, faces }
is properly intersecting in X1 × · · · ×Xr × T .
(2) The condition (PI) is equivalent to: For each λ and each face F of n1+···+nr ×ℓλ , the
set of cycles {αi (i ∈ P ) , Wλ ∩ F } is properly intersecting in X1 × · · · ×Xr × T . This follows
from the following lemma.
(1.6.2)Lemma. Let X be a smooth variety, α1, · · · , αn be cycles on X, and z1, · · · , zm be
properly intersecting cycles on X. Then the following are equivalent:
(i) {α1, · · · , αn, z1, · · · , zm} is properly intersecting in X.
(ii) For each intersection zj1 ∩ · · · ∩ zjp, where 1 ≤ j1 < j2 < · · · < jp ≤ m, the set
{α1, · · · , αn, zj1 ∩ · · · ∩ zjp}
is properly intersecting in X.
(1.6.3)Example. Distinguished subcomplexes may be given as follows. Let {V1, · · · , Vk}
be a finite set of admissible cycles Vj on X1 × · · · ×Xr × T ×
ℓj . We assume the set
{V1, · · · , Vk, faces}
is properly intersecting. For a subset P ⊂ [1, r], consider the subcomplex of [Z(X1)⊗· · ·⊗Z(Xr)]
generated by elements
α1 ⊗ · · · ⊗ αr ∈ Z(X1, n1)⊗ · · · ⊗ Z(Xr, nr)
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where αi are irreducible non-degenerate subvarieties satisfying the following condition: the set
{π∗i αi (i ∈ P ) , V1, · · · , Vk, faces }
is properly intersecting in X1 × · · · ×Xr × T ×
∗. Then it is a distinguished subcomplex.
Indeed, by the above lemma, the subcomplex coincides with the distinguished subcomplex
with respect to
W = {(T ;Vj1,··· ,jp;P )}
for partial intersections Vj1,··· ,jp = Vj1 ∩ · · · ∩ Vjp. Note that the subcomplex differs from the
distinguished subcomplex with respect to {(T ;Vj;P )}, in which the proper intersection property
is required with respect to each of Vj separately.
(1.7) The subcomplex Z(M1)⊗ˆ · · · ⊗ˆZ(Mn). Let (M,Y ) be a sequence of fiberings on [1, n]. We
have M[1,n] =M1 ⋄ · · · ⋄Mn ⊂M1 × · · · ×Mn. There are projections p[1,n],i = pi : M[1,n] →Mi,
πi : M1 × · · · ×Mn →Mi, and we have a commutative diagram:
M[1,n] M1 × · · · ×Mr
MI
Mi
→֒
pI,i
pi
πi
p[1,n],I
Let {I1, · · · , Ir} be a partition of an interval I = [j, k] into sub-intervals, namely there is
an increasing sequence j = i1 < · · · < ir+1 = k + 1 such that Ia = [ia, ia+1 − 1]. Then there are
projections
MIa → Yia+1−1 ←MIa+1 .
So after renumbering
M ′a =MIa , Y
′
a = Yia+1−1
we have another sequence of fiberings indexed by [1, r]. Thus MI1 ⋄ · · · ⋄MIr makes sense and
coincides with MI .
In what follows we fix a sequence of integers ai ∈ Z, and take the complexes Zai(Mi). To
an interval I = [j, k] we assign the integer
aI =
k∑
i=j
ai −
k−1∑
i=j
dimYi
and take it as the dimension of the cycle complex Z(MI). With this agreement we will drop
the dimensions from the notation.
(1.7.1)Proposition. For a set of elements αi ∈ Z(Mi, mi), i ∈ [1, n], the following condi-
tions are equivalent:
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(i) The set of cycles {p∗iαi(i = 1, · · · , n), faces } is properly intersecting inM[1,n]×
m1+···mn .
(ii) The set of cycles {π∗i αi(i = 1, · · · , n),M[1,n], faces } is properly intersecting inM1×· · ·×
Mn ×
m1+···mn .
When this condition is satisfied we will just say that the set {αi(i = 1, · · · , n), faces } is
properly intersecting in M[1,n]. The equivalence follows from the obvious
(1.7.2)Lemma. Let X be a smooth variety and Y ⊂ X a smooth subvariety (both assumed
to be ). For a set of cycles α1, · · · , αn on X, the following are equivalent.
(i) The set {α1, · · · , αn, Y } is properly intersecting in X.
(ii) The set {α1, · · · , αn} is properly intersecting in X, the intersection αi ∩Y is proper for
each i, and the set {αi · Y } is properly intersecting in Y .
We define the (multiple) subcomplex
Z(M1)⊗ˆ · · · ⊗ˆZ(Mn) ⊂ Z(M1)⊗ · · · ⊗ Z(Mn) (1.7.a)
to be the one generated by elements α1 ⊗ · · · ⊗ αn, with each αi irreducible non-degenerate,
and {α1, · · · , αn, faces} properly intersecting in M[1,n]. It is also denoted by
⊗̂
i∈[1,n]Z(Mi).
The proposition shows that it coincides with the distinguished subcomplex with respect to
the triple (see (1.6)) W = {(T = pt;M[1,n];P = [1, n])}
Slightly more generally, given a subset P of [1, n], the subcomplex generated by elements
α1 ⊗ · · · ⊗ αn, with
{p∗iαi (i ∈ P ), faces}
properly intersecting, is a distinguished subcomplex given by the triple W = {(pt;M[1,n];P )}.
We show that this coincides with a tensor product of complexes of the form (1.7.a). Let
{I1, · · · , Ir} be the partition of [1, n], where each Ij is either a maximal sub-interval (of [1, n])
contained in P , or a single point not in P . [Example: If n = 8 and P = {1, 2, 3, 6, 7}, then the
partition consists of [1, 3], {4}, {5}, [6, 7], {8}. ] With this we have:
(1.7.3)Proposition. The above distinguished subcomplex coincides with the tensor product
(
⊗̂
I1
Z(Mi) )⊗ · · · ⊗ (
⊗̂
Ir
Z(Mi) ) .
Proof. The projection
M[1,n] → MI1 ×MI2 × · · · ×MIr
is smooth by assumption (*) of (1.5). So the collection {αi (i ∈ P ), faces} is properly inter-
secting in M[1,n] if and only if for each j, {αi (i ∈ Ij), faces} is properly intersecting in MIj .
The assertion follows from this.
Let αi ∈ Z(Mi, mi), i ∈ [1, n] be elements such that {α1, · · · , αn, faces} is properly inter-
secting in M[1,n]. Then for each interval I = [j, k] ⊂ [1, n], the set {αj , · · · , αk, faces} is also
properly intersecting, thus
αj ⊗ · · · ⊗ αk ∈ Z(Mj)⊗ˆ · · · ⊗ˆZ(Mk) .
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[To see this note the projection M[1,n] → MI is smooth, and the pull-back by a smooth map
preserves the proper intersection property of cycles. ] Thus the intersection in MI ×
mj+···+mk
(p∗I,jαj) · · · · · (p
∗
I,kαk)
is defined and ∈ Z(MI). This is denoted by
αj ◦
Yj
· · · ◦
Yk−1
αk = αj ◦ · · · ◦ αk
or just by αI .
If I1, · · · , Ir is a partition of I then
αI1 ⊗ · · · ⊗ αIr ∈ Z(MI1)⊗ˆ · · · ⊗ˆZ(MIr)
and
αI1 ◦ · · · ◦ αIr = αI
in Z(MI). So one has the product map
ρ(I1, · · · , Ir) : Z(M1)⊗ˆ · · · ⊗ˆZ(Mn)→ Z(MI1)⊗ˆ · · · ⊗ˆZ(MIr) ,
that maps α1 ⊗ · · · ⊗ αn to αI1 ⊗ · · · ⊗ αIr . It is a map of r-tuple complexes where the source
Z(M1)⊗ˆ · · · ⊗ˆZ(Mn) is viewed as an r-tuple complex by appropriate totalization (0.1).
(1.8) Functorial properties of
⊗̂
Z(Mi). In what follows by a complex we mean a multiple
complex, and by a map of complexes we mean a map of multiple complexes (with appropriate
totalization as needed). We list the maps between the complexes
⊗̂
Z(Mi).
(1) One clearly has, for any partition I1, · · · , Ir of [1, n], the inclusion⊗̂
[1,n]
Z(Mi) ⊂ (
⊗̂
I1
Z(Mi) )⊗ · · · ⊗ (
⊗̂
Ir
Z(Mi) ) .
(2) To a partition I1, · · · , Ir of [1, n] there corresponds a map
ρ(I1, · · · , Ir) :
⊗̂
Z(Mi)→
⊗̂
Z(MIa) ,
defined in the previous subsection.
(3) If πi : Ni →Mi are smooth maps, there is the corresponding map
π∗ = ⊗π∗i :
⊗̂
Z(Mi)→
⊗̂
Z(Ni) .
If πi : Ni → Mi are projective maps, there is the corresponding map
π∗ = ⊗πi ∗ :
⊗̂
Z(Ni)→
⊗̂
Z(Mi) .
These maps are subject to the following compatibilities, all easily verified.
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• The inclusion (1) and the map ρ of (2) commute (the vertical maps are the inclusions):⊗̂
[1,n] Z(Mi)
ρ(I1,··· ,Ir)
−−−−−→
⊗̂
[1,r]Z(MIa)y y⊗̂
I1
Z(Mi)⊗ · · · ⊗
⊗̂
Ir
Z(Mi)
ρ(I1)⊗···⊗ρ(Ir)
−−−−−−−→
⊗
[1,r]Z(MIa) .
• The map ρ in (2) safisfies associativity. To formulate it, it will be convenient to think
of the partition I1, · · · , Ir of [1, n] as follows. Let f : [1, n] → [1, r] be the map that takes
Ij to j. This gives a one-to-one correspondence between the set of partitions of [1, n] and
order-preserving surjective maps from [1, n] to another finite ordered set. We also write ρ(f)
for ρ(I1, · · · , Ir).
Let f : [1, n] → [1, r] and g : [1, r] → [1, ℓ] be order-preserving surjections; let I1, · · · , Ir be
the partition of [1, n] given by f , K1, · · · , Kℓ the partition of [1, r] given by g, and J1, · · · , Jℓ the
partition of [1, n] given by gf . Note that M ′j = MIj for j ∈ [1, r] gives a sequence of fibrations
on [1, r]; this sequence and the partition K1, · · · , Kℓ gives another sequence of fibrations M
′
Kk
on [1, ℓ], which coincides with the sequence of fibrations MJk on k ∈ [1, ℓ]. Then the following
diagram commutes:⊗̂
[1,n] Z(Mi)
⊗̂
[1,r] Z(MIj )
⊗̂
[1,ℓ]Z(MJk)
ρ(f)
ρ(g)ρ(gf)
• The maps π∗, π∗ in (3) commute with the inclusion map (1). The pull-back map π
∗
commutes with ρ of (2).
(1.9) Restricted tensor product of Cˇech cycle complexes. Let M , M ′ and Y be as in (1.4). For
open subsets U ⊂ M and U ′ ⊂ M ′, let U ⋄ U ′ = U ×Y U
′ = p−1(U) ∩ p′−1(U ′) ⊂ M ⋄M ′. If
A,A′ are the complements of U , U ′, A ⋄A′ := A×Y A
′ is the complement of p−1(U)∪ p′−1(U ′).
Given coverings U ∈ Cov(U ⊂M) and V ∈ Cov(U ′ ⊂M ′), we define the open covering
p−1U ∐ p′
−1
U′ ∈ Cov(p−1(U) ∪ p′
−1
(U ′) ⊂ M ⋄M ′) (1.9.a)
as follows. Let I (resp. I ′) be the index set for U (resp. U′). The disjoint union I ∐ I ′ is a
finite ordered set by i < j for i ∈ I, j ∈ I ′. The covering (1.9.a) is given by
I ∋ i 7→ p−1(Ui), I
′ ∋ j 7→ p′
−1
(Vj) .
Let
Z(M,U)⊗ˆZ(M ′,U′) ⊂ Z(M,U)⊗ Z(M ′,U′)
be the quasi-isomorphic subcomplex defined as the direct sum⊕
Z(Ui0,··· ,ip)⊗ˆZ(Vj0,··· ,jq) ⊂
⊕
Z(Ui0,··· ,ip)⊗ Z(Vj0,··· ,jq) .
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For the open covering p−1U ∐ p′−1U′, the open set corresponding to a sequence (i0 · · · ipj0 · · · jq)
is
Ui0,··· ,ip ⋄ Vj0,··· ,jq = p
−1(Ui0,··· ,ip) ∩ p
′−1(Vj0,··· ,jq) .
Then we have the map
ρY = ρ : Z(M,U)⊗ˆZ(M
′,U′)→ Z(M ⋄M ′, p−1U∐ p′
−1
U′)
which sends α⊗ α′ ∈ Z(M,U)⊗ˆZ(M ′,U′) to α ◦Y α
′ given by
(α ◦Y α
′)i0···ipj0···jq = αi0···ip ◦Y α
′
j0···iq .
Here α consists of components αi0···ip ∈ Z(Ui0,··· ,ip), where we interpret α∅ ∈ Z(M) if p = −1.
Recall Z(M,U) and Z(M ′,U′) are “double” complexes, so their tensor product may also be
viewed as a “double” complex. One verifies that ρY is a map of “double” complexes.
If λ : U → V and λ′ : U′ → V′ are maps of coverings of open sets of M , M ′, respectively,
there is an induced map of coverings p−1U ∐ p′−1U′ → p−1V ∐ p′−1V′, and one easily verifies
that the following diagram of “double” complexes commutes:
Z(M,U)⊗ˆZ(M ′,U′)
ρ
−−−→ Z(M ⋄M ′, p−1U ∐ p′−1U′)yλ⊗λ′ y
Z(M,V)⊗ˆZ(M ′,V′)
ρ
−−−→ Z(M ⋄M ′, p−1V ∐ p′−1V′) .
Since A ⋄ A′ is the complement of p−1U ∪ p′−1U ′, the above ρ gives rise to a map in the
derived category
ρY : Za(A)⊗ Zb(A
′)→ Za+b−dimY (A ⋄ A
′)
which makes the following diagram commute:
Z(M,U)⊗ Z(M ′,U′) ←֓ Z(M,U)⊗ˆZ(M ′,U′)
ρ
−−−→ Z(M ⋄M ′, p−1U∐ p′−1U′)xι⊗ι xι
Z(A)⊗ Z(A′)
ρ
−−−→ Z(A ⋄ A′) .
All this can be generalized as follows. Let (M,Y ) be a sequence of fiberings on [1, n]; let
Ui ⊂ Mi be open sets, and Ai = Mi − Ui. For an interval I = [j, k], one has MI and the
projections pi : MI →Mi. The complement of the union of p
−1
i Ui for i ∈ I is AI = Aj ⋄ · · ·⋄Ak.
Assume given open coverings Ui ∈ Cov(Ui ⊂ Mi). One has a quasi-isomophic subcomplex
Z(M1,U1)⊗ˆ · · · ⊗ˆZ(Mn,Un) ⊂ Z(M1,U1)⊗ · · · ⊗ Z(Mn,Un) .
There is the open covering
p−11 U1 ∐ p
−1
2 U2 ∐ · · · ∐ p
−1
n Un ∈ Cov(
⋃
i
p−1i Ui ⊂ M[1,n]) ,
which will be abbreviated to U[1,n].
Let αi ∈ Z(Mi,Ui), i ∈ [1, n] be elements such that {α1, · · · , αn, faces} is properly inter-
secting in M[1,n]. Then for each interval I = [j, k] ⊂ [1, n], the set {αj , · · · , αk, faces} is also
properly intersecting in MI , so that
αI := αj ◦ · · · ◦ αk ∈ Z(MI ,UI)
21
is defined.
For a partition I1, · · · Ir of [1, n], we have open coverings
UIa =
∐
i∈Ia
p−1i Ui ∈ Cov(
⋃
i∈Ia
p−1i Ui ⊂ MIa) ,
and a map of “double” complexes
ρ(I1, · · · , Ir) : Z(M1,U1)⊗ˆ · · · ⊗ˆZ(Mn,Un)→ Z(MI1 ,UI1)⊗ˆ · · · ⊗ˆZ(MIr ,UIr)
which sends α1⊗ · · ·⊗αn to αI1 ⊗ · · ·⊗αIr . (Recall from §0 that if A
• •
1 , · · · , A
• •
n are “double”
complexes, the tensor product A• •1 ⊗ · · · ⊗A
• •
n may be viewed as a “double” complex.)
(1.10) Functorial properties of
⊗̂
Z(Mi,Ui). Continuing the previous subsection, we list the
maps between the complexes Z(M1,U1)⊗ˆ · · · ⊗ˆZ(Mn,Un).
(1) For any partition I1, · · · , Ir of [1, n], there is inclusion⊗̂
[1,n]
Z(Mi,Ui) ⊂ (
⊗̂
I1
Z(Mi,Ui) )⊗ · · · ⊗ (
⊗̂
Ir
Z(Mi,Ui) ) .
(2) The subcomplex is functorial in Ui. If Ui → Vi are maps in Cov(Mi), there is an induced
map
Z(M1,U1)⊗ˆ · · · ⊗ˆZ(Mn,Un)→ Z(M1,V1)⊗ˆ · · · ⊗ˆZ(Mn,Vn) .
(3) To a partition I1, · · · , Ir of [1, n] there corresponds a map
ρ(I1, · · · , Ir) : Z(M1,U1)⊗ˆ · · · ⊗ˆZ(Mn,Un)→ Z(MI1 ,UI1)⊗ˆ · · · ⊗ˆZ(MIr ,UIr) .
(4) If πi : Ni →Mi are smooth maps, there is the corresponding map
π∗ = ⊗π∗i :
⊗̂
Z(Mi,Ui)→
⊗̂
Z(Ni, p
−1
i Ui) .
If πi : Ni → Mi are projective maps, there is the corresponding map
π∗ = ⊗πi ∗ :
⊗̂
Z(Ni, p
−1
i Ui)→
⊗̂
Z(Mi,Ui) .
These maps satisfy the following compatibilities.
• The maps (1) and (2) commute.
• The map ρ(I1, · · · , Ir) in (3) safisfies associativity, formulated as in (1.8). It also com-
mutes with the maps (1) and (2); the commutativity with (1) means that the following diagram
commutes (where the vertical maps are inclusions):⊗̂
[1,n] Z(Mi,Ui)
ρ(I1,··· ,Ir)
−−−−−→
⊗̂
[1,r] Z(MIa ,UIa)y y⊗̂
I1
Z(Mi,Ui)⊗ · · · ⊗
⊗̂
Ir
Z(Mi,Ui)
ρ(I1)⊗···⊗ρ(Ir)
−−−−−−−→
⊗
[1,n] Z(MIa,UIa ) ;
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the commutativity with the map (2) means the commutativity of the following diagram:
Z(M1,U1)⊗ˆ · · · ⊗ˆZ(Mn,Un)
ρ(I1,··· ,Ir)
−−−−−→ Z(MI1 ,UI1)⊗ˆ · · · ⊗ˆZ(MIr ,UIr)y y
Z(M1,V1)⊗ˆ · · · ⊗ˆZ(Mn,Vn)
ρ(I1,··· ,Ir)
−−−−−→ Z(MI1 ,VI1)⊗ˆ · · · ⊗ˆZ(MIr ,VIr) .
• The maps π∗, π∗ in (4) commute with the maps (1) and (2). The pull-back map π
∗
commute with ρ in (3).
(5) The quasi-isomorphisms ι : Z(Ai)→ Z(Mi,Ui) induce a quasi-isomorphism
⊗ι :
⊗
[1,n]
Z(Ai)→
⊗
[1,n]
Z(Mi,Ui) .
Composing with the inverse of the inclusion
⊗̂
Z(Mi,Ui) →֒
⊗
Z(Mi,Ui), one obtains an
isomorphism in the derived category
ι :
⊗
[1,n]
Z(Ai)→
⊗̂
[1,n]
Z(Mi,Ui) .
(It is a slight abuse of notation to use the same ι for a map in the derived category.) For a
partition I1, · · · , Ir of [1, n], there is a unique map in the derived category
ρ(I1, · · · , Ir) : Z(A1)⊗ · · · ⊗ Z(An)→ Z(AI1)⊗ · · · ⊗ Z(AIr)
which makes the following diagram commute:⊗̂
[1,n] Z(Mi,Ui)
ρ(I1,··· ,Ir)
−−−−−→
⊗̂
[1,r] Z(MIa ,UIa)xι xι⊗
[1,n]Z(Ai)
ρ(I1,··· ,Ir)
−−−−−→
⊗
[1,r]Z(AIa) .
This map ρ(I1, · · · , Ir) also satisfies associativity (in the derived category), formulated as that
for the map ρ in (3).
2 Function complexes F (X1, · · · , Xn)
For notions regarding finite ordered sets, see §0. In particular, for an integer n ≥ 2, we have the
finite ordered set [1, n] = {1, . . . , n}. We often use that to a finite ordered set I of (cardinality
≥ 2) and a subset Σ ⊂
◦
I , there corresponds a segmentation of I.
(2.1)The complex Z(X[1,n],U(J)). Let S be a quasi-projective variety and X1, · · · , Xn, n ≥ 2,
be smooth quasi-projective varieties, each equipped with a projective map to S (we call such
Xi a sequence of varieties over S). For a subset I ⊂ [1, n], let XI =
∏
i∈I Xi (product over k).
So X[1,n] = X1 × · · · ×Xn.
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For a non-empty subset I ⊂ [1, n], let X[1,n]
∼
→
∏
i∈I
Xi ×
∏
i 6∈I
Xi be the natural isomorphism
(switching factors); define the closed subset AI ⊂ X[1,n] by the Cartesian square (up to taking
reduced structure)
X[1,n]
∼
−−−→
∏
i∈I
Xi ×
∏
i 6∈I
Xix x
AI
∼
−−−→
∏
S
i∈I
Xi ×
∏
i 6∈I
Xi
where
∏
S denotes fiber product over S.
• For example, if I consists of a single element, AI = X[1,n]; if I = {1, 2}, AI = (X1 ×S
X2)×X3 × · · · ×Xn; if I = [1, n], A[1,n] = X1 ×S X2 ×S · · · ×S Xn.
• If I ⊂ I ′, then AI ⊃ AI′. For two subsets I and I
′ with non-empty intersection,
AI∪I′ = AI ∩AI′ .
Let UI = X[1,n] − AI . U[1,n] is the complement of X1 ×S X2 ×S · · · ×S Xn. If I ⊂ I
′, then
UI ⊂ UI′ . If I ∩ I
′ is non-empty, UI∪I′ = UI ∪ UI′ .
Let J be a subset of (1, n) = [2, n− 1]. If J = {j1, · · · , jr}, the corresponding segmentation
consists of sub-intervals Jk = [jk, jk+1] for k = 0, · · · , r with j0 = 1 and jr+1 = n. To each J
k
there corresponds the closed set AJk ⊂ X[1,n] = X1 × · · · × Xn and its complement UJk . The
intersection of AJk ’s is A[1,n], and the union of UJk ’s is U[1,n]. We thus have a covering of U[1,n]
indexed by [0, r]:
U(J) = {UJ0 , UJ1, · · · , UJr} .
Taking M = X[1,n] and U = U(J) in the construction of the previous section, one obtains
the complex
Zs(X[1,n],U(J)) .
The differential of this complex is denoted by d, and when necessary we write Zs(X[1,n],U(J))
•
where the upper indexing is the cohomological degree. There is a natural quasi-isomorphism
ι : Zs(A[1,n]) = Zs(X1 ×S × · · · ×S Xn)→ Zs(X[1,n],U(J)) .
We will fix (and usually drop) s ∈ Z for the dimension of the cycle complex.
Note in the discussion so far, one can replace [1, n] by any subset I (with cardinality ≥ 2)
of [1, n], and J ⊂ (1, n) by a subset J ⊂
◦
I . More specifically:
• One has the product
XI =
∏
i∈I
Xi .
Associated to a subset I ⊂ I is a closed set AI ⊂ XI and its complement UI (to be specific,
we write AI⊂I and UI⊂I). In particular, AI is the fiber product of all Xi over S, and UI its
complement.
• For a set J ⊂
◦
I of cardinality r, there corresponds a set of intervals
J i = J i(J ⊂ I) , 0 ≤ i ≤ r ,
of I. Thus we have an [0, r]-covering of UI
U(J) = U(J ⊂ I) = {UJ0 , · · · , UJr} .
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This gives us the complex Z(XI,U(J ⊂ I)) equipped with a quasi-isomorphism from Z(AI).
• Note UI⊂I is an open set of XI; it should be distinguished from the open set UI⊂[1,n] ⊂
X[1,n].
Assume now that S is projective. Then Xi are also all projective. We have natural maps
between the complexes above, the restriction and the projection.
(1) For J ⊂ J′, one has the restriction map, which is a quasi-isomorphism:
Z(XI,U(J))→ Z(XI,U(J
′)) . (2.1.a)
To define it, assume I = [1, n] for simplicity. Let J = {j1, · · · , jr}, J
k = [jk, jk+1] for
0 ≤ k ≤ r as above. Similarly to J′ = {j′1, · · · , j
′
r′} there corresponds a set of intervals
{J ′0, · · · , J ′r
′
}, and the open covering
U(J′) = {UJ ′0, · · · , UJ ′r′} .
Define an order-preserving map λ : [0, r′] → [0, r] by the condition J ′t ⊂ Jλ(t) for t ∈ [0, r
′].
Since UJ ′t ⊂ UJλ(t), one has a map of coverings λ : U(J) → U(J
′). It induces the map between
the Cˇech cycle complexes as stated.
(2) For ℓ ∈
◦
I − J, we have the projection along Xℓ
πℓ : Z(XI,U(J ⊂ I))→ Z(XI−{ℓ},U(J ⊂ I− {ℓ})) . (2.1.b)
The definition in case I = [1, n] is as follows. If ℓ ∈ (jk, jk+1), we set
J¯ i =
{
J i if 0 ≤ i ≤ r, i 6= k,
Jk − {ℓ} if i = k.
The corresponding open covering is {UJ¯i} in X[1,n]−{ℓ}. Since UJ¯i ⊂ UJi for each i, one has the
restriction map
Z(X[1,n], {UJ0, · · · , UJr})→ Z(X[1,n], {UJ¯0, · · · , UJ¯r}) . (2.1.c)
Let p : X[1,n] → X[1,n]−{ℓ} be the projection; p is a projective map since Xℓ is projective. The
segmentation of [1, n] − {ℓ} corresponding its subset J is {J¯0, · · · , J¯r}, so the corresponding
open cover in X[1,n]−{ℓ} is
U(J ⊂ [1, n]− {ℓ}) = {UJ¯0, · · · , UJ¯r}.
Since one has p−1(UI) = UI (more precisely, p
−1(UI⊂[1,n]−{ℓ}) = UI⊂[1,n]) for a subset I ⊂
[1, n]− {ℓ}, there is the push-forward map
p∗ : Z(X[1,n], {UJ¯0, · · · , UJ¯r})→ Z(X[1,n]−{ℓ}, {UJ¯0 , · · · , UJ¯r}) . (2.1.d)
We define the map (2.1.b) as the composition of (2.1.c) and (2.1.d).
More generally for a subset K ⊂
◦
I − J one has the corresponding projection
πK : Z(XI,U(J ⊂ I))→ Z(XI−K ,U(J ⊂ I−K)) . (2.1.e)
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If K = K ′ ∐K ′′, then πK = πK ′′πK ′, namely the following diagram commutes.
Z(XI,U(J)) Z(XI−K ,U(J))
Z(XI−K ′,U(J))
πK
πK ′ πK ′′
(3) The quasi-isomorphism ι : Z(AI)→ Z(XI,U(J)) is compatible with restriction maps and
projections. It means, for projection, the commutativity of the following diagram:
Z(XI,U(J))
πK−−−→ Z(XI−K ,U(J))xι xι
Z(AI)
πK−−−→ Z(AI−K) .
Here πK at the bottom is the map induced by the projection AI → AI−K .
(2.2)The complex Z(XJ[1,n],U(J)). We now generalize all in the previous subsection under the
general assumption that S is quasi-projective and Xi → S are projective. With slight mod-
ifications, we will have a quasi-isomorphic complex to Zs(X1 ×S × · · · ×S Xn), one for each
J ⊂ (1, n), and restriction and projection maps as above.
Let S →֒ S¯ be a compactification, namely an open immersion to a projective variety. For
each Xi take a projective variety X¯i with a projective map X¯i → S¯ extending pi. (We say X¯i/S¯
is a compactification of Xi/S.)
Then one has
X[1,n] =
∏
Xi and X¯[1,n] :=
∏
X¯i .
To non-empty I ⊂ [1, n], there corresponds a closed set AI ⊂ X[1,n] and its complement UI as
in (2.1); similarly we have the closed set A¯I ⊂ X¯[1,n] given by
A¯I
∼
−−−→
∏
S¯
i∈I
X¯i ×
∏
i 6∈I
X¯i
and its complement U¯I .
Given J ⊂ (1, n), we define a partial compactification by
XJ[1,n] :=
∏
i∈[1,n]
X ′i with X
′
i =
{
X¯i if i ∈ (1, n)− J
Xi if i ∈ {1, n} ∪ J .
It is the compactification of X[1,n] in the factor Xi with i ∈ (1, n)− J.
For I ⊂ [1, n], define the closed subset AJI ⊂ X
J
[1,n] by the following diagram:
XJ[1,n]
∼
−−−→
∏
i∈I
X ′i ×
∏
i 6∈I
X ′ix x
AJI
∼
−−−→
∏
S¯
i∈I
X ′i ×
∏
i 6∈I
X ′i .
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Note that we have Cartesian squares
X[1,n] →֒ X
J
[1,n] →֒ X¯[1,n]x x x
A[1,n] →֒ A
J
[1,n] →֒ A¯[1,n] .
If J ⊂ J′, then one has an open immersion XJ
′
[1,n] →֒ X
J
[1,n] and the following square is Cartesian:
XJ
′
[1,n] →֒ X
J
[1,n]x x
AJ
′
[1,n] →֒ A
J
[1,n] .
If J = (1, n), then XJ[1,n] = X[1,n].
If I ⊂ I ′ then AJI ⊃ A
J
I′. For two subsets I and I
′ with non-empty intersection, AJI∪I′ =
AJI ∩ A
J
I′. Further, if I ⊃ (1, n)− J and I ∩ ({1, n} ∪ J) 6= ∅, then A
J
I = AI . Indeed the first
condition implies that
∏
i 6∈I
X ′i =
∏
i 6∈I
Xi, and the second condition implies
∏
S¯
i∈I
X ′i =
∏
S
i∈I
Xi. In
particular, AJ[1,n] = A[1,n] = X1 ×S · · · ×S Xn.
Let UJI = X
J
[1,n] − A
J
I . If I ⊂ I
′ then UJI ⊂ U
J
I′; if I ∩ I
′ 6= ∅, then UJI∪I′ = U
J
I ∪ U
J
I′. Note
UJ[1,n] = U[1,n]. One has Cartesian squares
X[1,n] ⊂ X
J
[1,n]
∪ ∪
UI ⊂ U
J
I
and
XJ
′
[1,n] ⊂ X
J
[1,n]
∪ ∪
UJ
′
I ⊂ U
J
I
for J ⊂ J′.
The J specifies a covering U(J) of UJ[1,n] = U[1,n] defined now as
U(J) = {UJJ0 , · · · , U
J
Jr} .
So we have the complex Z(XJ[1,n],U(J)) and a quasi-isomorphism Z(X1 ×S × · · · ×S Xn) →
Z(XJ[1,n],U(J)).
As before the same construction can be applied to a subset I of [1, n], and a subset J ⊂
◦
I .
One has the product XI and its partial compactification X
J
I
. To each subset I ⊂ I there
corresponds a closed set AJI and its complement U
J
I . A subset J ⊂
◦
I gives a covering U(J) =
U(J ⊂ I) of UI, and thus the complex Z(X
J
I
,U(J)) quasi-isomorphic to Z(AI).
Parallel to (1)-(3) of the previous subsection, we have:
(1) For J ⊂ J′, we have a map, called the restriction map
Z(XJ
I
,U(J))→ Z(XJ
′
I
,U(J′)) . (2.2.a)
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It is a quasi-isomorphism.
To obtain this map, note that the covering U(J ⊂ I) = {UJJ0 , · · · , U
J
Jr} restricts to the
covering
U(J ⊂ I) ∩XJ
′
I
= {UJ
′
J0, · · · , U
J′
Jr}
of UI in X
J′
I
. On the other hand, recall that U(J′ ⊂ I) = {UJ
′
J ′0
, · · · , UJ
′
J ′r
′} where {J ′
0, · · · , J ′r
′
}
are the associated intervals to J′. The map λ : [0, r′]→ [0, r] such that J ′t ⊂ Jλ(t) for t ∈ [0, r
′]
gives a refinement
λ : U(J ⊂ I) ∩XJ
′
I
→ U(J′ ⊂ I) .
The map (2.2.a) is defined to be the composition of the restriction map and the refinement
map
Z(XJ
I
,U(J ⊂ I))→ Z(XJ
′
I
,U(J) ∩XJ
′
I
)→ Z(XJ
′
I
,U(J′ ⊂ I)) .
(2) For ℓ ∈
◦
I − J
πℓ : Z(X
J
I
,U(J ⊂ I))→ Z(XJ
I−{ℓ},U(J ⊂ I− {ℓ})) . (2.2.b)
This is defined in the same way as before, since the projection p : XJ
I
= XJ
I−{ℓ} × X¯ℓ → X
J
I−{ℓ}
is projective.
More generally forK ⊂
◦
I−J one has the projection πK : Z(X
J
I
,U(J ⊂ I))→ Z(XJ
I−K ,U(J ⊂
I−K)). If K = K ′ ∐K ′′, then πK = πK ′′πK ′.
(3) The quasi-isomorphism ι : Z(AI) → Z(X
J
I
,U(J)) is compatible with restrictions and
projections.
(2.3) The complex F(I, J). For simplicity let
F([1, n], J) = Z(XJ[1,n],U(J)) ; (2.3.a)
this is a complex of free Z-modules with differential ∂, and write F([1, n], J)• to specify degrees.
The same construction applies to any finite subset (of cardinality ≥ 2) I ⊂ [1, n] and a subset
J ⊂
◦
I , so that one has the complex F(I, J).
For J ⊂ J′, there is the corresponding restriction map
rJ,J′ : F(I, J)→ F(I, J
′) . (2.3.b)
The rJ,J′ is transitive for inclusions J ⊂ J
′ ⊂ J′′. There is a quasi-isomorphism ι : Z(AI) →
F(I, J), compatible with the restrictions and projections.
To a subset K of
◦
I , there corresponds the projection
πK : F(I, J)→ F(I −K, J) . (2.3.b)
If K = K ′ ∐K ′′, then πK = πK ′′πK ′.
(2.4)The complex F(I, J|Σ). Let I be the subset of [1, n], and I1, · · · , Ic be a segmentation of
I corresponding to Σ ⊂
◦
I . Assume given subsets Jj ⊂
◦
Ij for j = 1, · · · , c. There correspond a
sequence of fiberings on [1, c] consisting of Mj = X
Jj
Ij
, Yj = Xtj with tj = tm Ij , and the natural
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projections Mj → Yj ←Mj+1. The condition (*) in Definition (1.5) is obviously satisfied. One
has open coverings Uj = U(Jj) of open sets U
Jj
Ij
of X
Jj
Ij
.
Let J = J1 ∪ {t1} ∪ J2 ∪ · · · ∪ {tc−1} ∪ Jc. Then we have
XJ1I1 ⋄ · · · ⋄X
Jc
Ic
= XJI .
Let pj : X
J
I → X
Jj
Ij
be the projection. Then one has (easily verified)
p−11 U(J1)∐ · · · ∐ p
−1
c U(Jc) = U(J)
which is an open covering of UI in X
J
I .
According to (1.9) one has a c-tuple subcomplex⊗̂
Z(Mj ,Uj) ⊂
⊗
j∈[1,c]
Z(Mj ,Uj)
which is also written
F(I1, J1)⊗ˆF(I2, J2)⊗ˆ · · · ⊗ˆF(Ic, Jc) ⊂ F(I1, J1)⊗ F(I2, J2)⊗ · · · ⊗ F(Ic, Jc) .
Recall that the differential of the tensor product complex, also denoted d, is given by
d(α1 ⊗ · · · ⊗ αc) =
∑
(−1)
∑
j>i deg αj α1 ⊗ · · · ⊗ αi−1 ⊗ d(αi)⊗ · · · ⊗ αc .
For convenience we set
F(I, J ⌉⌈Σ) = F(I1, J1)⊗ F(I2, J2)⊗ · · · ⊗ F(Ic, Jc) , (2.4.a)
if J ⊂
◦
I − Σ, I1, · · · , Ic is the segmentation of I by Σ, and Ji = J ∩
◦
Ii. Similarly we have
F(I, J|Σ) := F(I1, J1)⊗ˆF(I2, J2)⊗ˆ · · · ⊗ˆF(Ic, Jc) . (2.4.b)
The following properties hold by (1.10).
(1) There is a quasi-isomorphic inclusion ιΣ : F(I, J|Σ) → F(I, J ⌉⌈Σ). More generally, if
Σ ⊃ T , T gives the segmentation I1, · · · , Ic of I, and Jj = J ∩
◦
Ij, Σj = Σ ∩ Ij , then one has a
quasi-isomorphic inclusion of c-tuple complexes
ιΣ/T : F(I, J|Σ) →֒ F(I1, J1|Σ1)⊗ · · · ⊗ F(Ic, Jc|Σc) (2.4.c)
If T = ∅, ιΣ/∅ is the identity, and if T = Σ, ιΣ/Σ coincides with ιΣ.
(2) For J ⊂ J′ there is the corresponding quasi-isomorphism of complexes
rJ,J′ : F(I, J|Σ)→ F(I, J
′|Σ) ; (2.4.d)
it is transitive in J. The map rJ,J′ is also compatible with the inclusion ιΣ/T above, namely the
following square commutes:
F(I, J|Σ) →֒ F(I1, J1|Σ1)⊗ · · · ⊗ F(Ic, Jc|Σc)yrJ,J′ y
F(I, J′|Σ) →֒ F(I1, J
′
1|Σ1)⊗ · · · ⊗ F(Ic, J
′
c|Σc)
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where the right vertical map is ⊗rJi,J′i. This compatibility will be referred to as the compatibility
of the map r and tensor product.
(3) For each t = 1, · · · , c− 1 (which corresponds to k = tm(It) ∈ Σ), one has the product
map
ρk : F(I1, J1)⊗ˆ · · · ⊗ˆF(It, Jt)⊗ˆF(It+1, Jt+1)⊗ˆ · · · ⊗ˆF(Ic, Jc)
→ F(I1, J1)⊗ˆ · · · ⊗ˆF(It ∪ It+1, Jt ∪ {k} ∪ Jt+1)⊗ˆ · · · ⊗ˆF(Ic, Jc) ,
or
ρk : F(I, J|Σ)→ F(I, J ∪ {k}|Σ− {k}) . (2.4.e)
This sends u1 ⊗ · · · ⊗ uc to u1 ⊗ · · · ⊗ (ut ◦ ut+1)⊗ · · · ⊗ uc. In the following subsection we will
discuss how to specify dimensions of cycle complexes in a manner compatible with the product
map.
For distinct elements k, k′ ∈ Σ, the following diagram commutes:
F(I, J|Σ)
ρk−−−→ F(I, J ∪ {k}|Σ− {k})yρk′ yρk′
F(I, J ∪ {k′}|Σ− {k′})
ρk−−−→ F(I, J ∪ {k, k′}|Σ− {k, k′}) .
For K ⊂ Σ, let
ρK : F(I, J|Σ)→ F(I, J ∪K|Σ−K) . (2.4.f)
be the composition of ρk for k ∈ K in any order. If K = K
′ ∐ K ′′ then ρK = ρK ′′ρK ′. The
map ρK is compatible with the inclusion ιΣ/T , namely the following diagram commutes, where
Ki = K ∩ Σi:
F(I, J|Σ) →֒ ⊗F(Ii, Ji|Σi)yρK y⊗ρKi
F(I, J ∪K|Σ−K) →֒ ⊗F(Ii, Ji ∪Ki|Σi −Ki) .
(4) To K ⊂
◦
I − Σ disjoint from J, there corresponds a map of complexes
πK : F(I, J|Σ)→ F(I −K, J|Σ) . (2.4.g)
If K = K ′∐K ′′ then πK = πK ′′πK ′. The map πK is compatible with the inclusion ιΣ/T , meaning
the commutativity of a diagram as the one for ρK .
(5) The maps r, ρ, and π commute with each other. The commutativity of r and ρ means
the commutativity of the following square:
F(I, J|Σ)
rJ,J′
−−−→ F(I, J′|Σ)yρK yρK
F(I, J ∪K|Σ−K)
rJ∪K,J′∪K
−−−−−→ F(I −K, J′ ∪K|Σ−K) .
The reader can write down the commutative diagrams expressing the commutativity of r and
π, and of ρ and π.
(6) The maps r, ρ and π provide another map in the derived category. Let K ⊂ Σ. We
have the maps
F(I, ∅|Σ)yρK
F(I, ∅|Σ−K)
r∅,K
−−−→ F(I,K|Σ−K)yπK
F(I −K, ∅|Σ−K)
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Since the map r is a quasi-isomorphism, inverting it gives a map in the derived category of
abelian groups
ψK : F(I, ∅ ⌉⌈Σ)→ F(I −K, ∅ ⌉⌈Σ−K) . (2.4.h)
We call this the composition map.
The map ψK satisfies transitivity in K, which says ψK = ψK ′′ψK ′ if K = K
′ ∐ K ′′. This
follows from the compatibility of r, ρ, and π.
Also ψ is compatible with tensor product: Assume m ∈ Σ, m 6∈ K, and K is a subset of
Σ. Let I ′, I ′′ be the segmentation of I by m, Σ′ = Σ ∩ I ′, Σ′′ = Σ ∩ I ′′, and K ′ = K ∩ I ′,
K ′′ = K ∩ I ′′. Then the following diagram commutes:
F(I, ∅ ⌉⌈Σ) = F(I ′, ∅ ⌉⌈Σ′)⊗ F(I ′′, ∅ ⌉⌈Σ′′)yψK yψK′⊗ψK′′
F(I −K, ∅ ⌉⌈Σ−K) = F(I ′ −K ′, ∅ ⌉⌈Σ′ −K ′)⊗ F(I ′′ −K ′′, ∅ ⌉⌈Σ′′ −K ′′) .
This follows from the compatibility of ιΣ/T with r, ρ, and π.
(2.5)Dimensions of the cycle complexes. The dimensions of the cycle complexes can be speci-
fied as follows. Assume to each interval [i, i + 1] ⊂ [1, n], an integer ai ∈ Z is assigned. For a
subset I ⊂ [1, n], if j = in(I), k = tm(I), let
aI =
∑
j≤i≤k−1
ai −
∑
j≤i≤k−1
dimXi .
We then have the following property: For I = [i, i+1], one has aI = ai. The number aI depends
only on in(I) and tm(I). If tm(I) = in(I ′) = c, then aI∪I′ = aI + aI′ − dimXc.
Correspondingly let aI be the dimension of the cycle complex for F(I, J) := ZaI (X
J
I ,U(J)).
The dimensions for F(I, J|Σ) are also specified by additivity.
Then the maps ρk : F(I, J|Σ)→ F(I, J∪ {k}|Σ− {k}) and πK : F(I, J|Σ)→ F(I −K, J|Σ)
are compatible with the dimensions thus specified.
(2.6)The complex F(I). Let I be a subset of [1, n]. We will define a complex denoted F(I).
There is the restriction map, for J ⊂ J′ with |J′| = |J|+ 1,
rJ,J′ : F(I, J)→ F(I, J
′) .
This is a quasi-isomorphism. Let
Aa,p =
⊕
a=|J|+1
F(I, J)p ,
the sum over J with a = |J| + 1. One has differential ∂ : Aa,p → Aa,p+1. If J′ = J ∪ {k}, let
J>k = {i ∈ J|i > k}, and |J>k| be its cardinality. We define a map r : A
a,p → Aa+1,p as the sum
of the maps
(−1)|J>k|rJ,J′ : F(I, J)→ F(I, J
′)
for pairs J, J′ with J ⊂ J′, a = |J| + 1, a + 1 = |J′| + 1. Then one has rr = 0, so that Aa,p
forms a “double” complex with differentials r, ∂. The total complex Tot(A) is the complex with
differential dF (also denoted d as long as there is no confusion), which is r + (−1)
a∂ on Aa,p.
Now define
F(I) = (Tot(A); d) . (2.6.a)
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It has complexes F(I, J)[−(|J|+1)] as subquotients. Here recall for a complex (K•, d), the shift
K•[1] is defined by (K•[1])p = Kp+1 and dK[1] = −d.
(2.6.1)Proposition. (1) If |I| = 2, F(I) = F(I, ∅)[−1], so there is a quasi-isomorphism
Z(AI)[−1]→ F(I).
(2) If |I| ≥ 3, then F(I) is acyclic.
Proof. (1) Obvious.
(2) Follows from the following lemma (apply to T =
◦
I and J 7→ F(I, J)).
(2.7) Let T be a non-empty finite set. Suppose to each subset S of T (including the empty
set) there corresponds a complex CS ∈ C(Ab), and to each inclusion S ⊂ S
′ there corresponds a
map of complexes fS S′ : CS → CS′, satisfying fS S = id, and fS′ S′′fS S′ = fS S′′ for S ⊂ S
′ ⊂ S ′′.
We then have a “double” complex
0→ C∅ →
⊕
|S|=1
CS →
⊕
|S|=2
CS → · · · → CT → 0 .
Here the maps are signed sums of the maps fS S′ with |S
′| = |S|+1, the signs being specified as
in (2.6). We can form its total complex Tot(CS). One proves the following lemma by induction
on n.
(2.7.1)Lemma. Assume for each S ⊂ S ′ the map fS S′ is a quasi-isomorphism. Then
Tot(CS) is acyclic.
(2.8)The complex F(I|Σ). Let I be the subset of [1, n], and I1, · · · , Ic be a segmentation of I
corresponding to Σ ⊂
◦
I . We have the c-tuple complex
F(I ⌉⌈Σ) := F(I1)⊗ F(I2)⊗ · · · ⊗ F(Ic) , (2.8.a)
which is the tensor product of the simple complexes F(Ii). One has as a module
F(I ⌉⌈Σ) = ⊕F(I, J ⌉⌈Σ) , (2.8.b)
the sum for subsets J of
◦
I − Σ; the differential is a signed sum of the maps
1⊗ · · · ⊗ 1⊗ ∂ ⊗ 1⊗ · · · ⊗ 1 : F(I, J ⌉⌈Σ)→ F(I, J ⌉⌈Σ)
where ∂ is the differential of F(Ii, Ji), and the maps
1⊗ · · · ⊗ 1⊗ rJi,J′i ⊗ 1⊗ · · · ⊗ 1 : F(I, J ⌉⌈Σ)→ F(I, J
′ ⌉⌈Σ) ,
for J ⊂ J′ with |J′| = |J| + 1 (then there is i with |J′i| = |Ji| + 1). Note there is a filtration of
F(I ⌉⌈Σ) by subcomplexes whose successive quotients are direct sums of the c-tuple complexes
F(I, J ⌉⌈Σ) . Similarly we have another c-tuple complex F(I|Σ) which is defined, as the sum of
modules, by
F(I|Σ) = ⊕F(I, J|Σ) . (2.8.c)
It is a subcomplex of F(I ⌉⌈Σ), since the map 1⊗ · · · ⊗ ∂ ⊗ · · · ⊗ 1 takes F(I, J|Σ) to itself and
the 1⊗ · · · ⊗ rJi,J′i ⊗ · · · ⊗ 1 takes F(I, J|Σ) to F(I, J
′|Σ).
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There is a filtration by subcomplexes whose successive quotients are direct sums of the
c-tuple complexes F(I, J|Σ). We also use the notation F(I1)⊗ˆF(I2)⊗ˆ · · · ⊗ˆF(Ic) for F(I|Σ).
(1) The inclusion ι : F(I|Σ) → F(I ⌉⌈Σ) is a quasi-isomorphism. More generally, if Σ ⊃ T
and T gives the segmentation I1, · · · , Ic of I, then one has a quasi-isomorphic inclusion of
c-tuple complexes
ιΣ/T : F(I|Σ) →֒ F(I1|Σ1)⊗ · · · ⊗ F(Ic|Σc) (2.8.d)
(2) Recall that F(I) was defined to be the total complex of a “double” complex. Likewise
there is a “double” complex whose total complex is canonically isomorphic to F(I|Σ). We
explain this in the case |Σ| = 1.
Let A
• •
, B
• •
be the “double” complexes as above defining F([1, m]), F([m,n]), respectively.
Then the tensor product of them, A
• •
⊗ B
• •
, is a “quadruple” complex. There is a quasi-
isomorphic multiple subcomplex in it, given by
Aa,p⊗ˆBb,q =
⊕
a=|J|+1,b=|J′|+1
F([1, m], J)p⊗ˆF([m,n], J′)q .
Recall from (0.2) that A
• •
× B
• •
is the “double” complex E
• •
obtained by applying the
totalization Tot13 Tot24 to the “quadruple” complex A
• •
⊗B
• •
; specifically
Ec,r =
⊕
a+b=c ,p+q=r
Aa,p ⊗ Bb,q
with appropriate differentials r, ∂. Likewise one defines a quasi-isomorphic “double” complex
A
• •
×ˆB
• •
:= Tot13 Tot24(A
• •
⊗ˆB
• •
) .
By (0.2) there is an isomorphism of complexes
u : F([1, m])⊗ˆF([m,n]) = Tot(A)⊗ˆTot(B)
∼
→ Tot(A
• •
×ˆB
• •
) .
Although the groups on the two sides are identical, the differentials are different, and u is not
the identity.
More generally, let A
• •
1 , · · · , A
• •
c be the “double” complexes for F(I1), · · · ,F(Ic), respec-
tively. Then we have the “2c-tuple” tensor product complex A
• •
1 ⊗ · · · ⊗ A
• •
c , a “double”
complex
A
• •
1 × · · · ×A
• •
c := Tot1,3,··· ,2c−1Tot2,4,··· ,2c(A
• •
1 ⊗ · · · ⊗ A
• •
c )
and its quasi-isomorphic subcomplex
A
• •
1 ×ˆ · · · ×ˆA
• •
c := Tot1,3,··· ,2c−1Tot2,4,··· ,2c(A
• •
1 ⊗ˆ · · · ⊗ˆA
• •
c ) .
There is an isomorphism of complexes
u : F(I|Σ) = Tot(A
• •
1 )⊗ˆ · · · ⊗ˆTot(A
• •
c )
∼
→ Tot(A
• •
1 ×ˆ · · · ×ˆA
• •
c ) .
(3) We next define a map of complexes ρ : F([1, m])⊗ˆF([m,n]) → F([1, n]), which we still
call the product map. Let A
• •
, B
• •
, C
• •
be the “double” complexes as above defining F([1, m]),
F([m,n]) and F([1, n]), respectively. The product maps in the previous subsection
ρ : F([1, m], J)⊗ˆF([m,n], J′)→ F([1, n], J ∪ {m} ∪ J′)
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give a map of “double” complexes
ρ : A
• •
×ˆB
• •
→ C
• •
.
Namely we can verify that, for u ∈ Aa,p and v ∈ Bb,q,
∂ρ(u ⊗ v) = ρ( (−1)q∂u⊗ v + u⊗ ∂v) ,
with respect to the second differential ∂. Also we have
rρ(u⊗ v) = ρ( (−1)br(u)⊗ v + u⊗ r(v) ) ,
which follows immediately from the definition of r. Taking Tot and using the isomorphism u
above we get a map of complexes ρ : F([1, m])⊗ˆF([m,n])→ F([1, n]); it sends u⊗ v, u ∈ Aa,p,
v ∈ Bb,q, to (−1)aqu ◦ v.
More generally if I1, · · · , Ic is a segmentation of I ⊂ [1, n], and It ∩ It+1 = k, there is the
corresponding product map
ρk : F(I1)⊗ˆ · · · ⊗ˆF(It)⊗ˆF(It+1)⊗ˆ · · · ⊗ˆF(Ic)→ F(I1)⊗ˆ · · · ⊗ˆF(It ∪ It+1)⊗ˆ · · · ⊗ˆF(Ic) ,
or ρk : F(I|Σ)→ F(I|Σ−{k}). This is defined just as above, changing the order of totalization
and tensor product in the factors F(It), F(It+1), only. Thus
ρk(α1 ⊗ · · · ⊗ αc) = (−1)
aqα1 ⊗ · · · ⊗ (αt ◦ αt+1)⊗ · · · ⊗ αc (2.8.e)
if αt ∈ F(It, Jt)
p, a = |Jt|+1, and αt+1 ∈ F(It+1, Jt+1)
q, b = |Jt+1|+1. The same notation ρk is
used for the map (2.4.e) and the above map, so we will avoid possible confusions by specifying
which map we mean.
The following diagram commutes (for distinct k, k′ ∈ Σ):
F(I|Σ)
ρk−−−→ F(I|Σ− {k})yρk′ yρk′
F(I|Σ− {k′})
ρk−−−→ F(I|Σ− {k, k′}) .
For K ⊂ Σ let
ρK : F(I|Σ)→ F(I|Σ−K) (2.8.f)
be the composition of ρk for k ∈ K in any order. The map ρK is compatible with the inclusion
ιΣ/T , namely the following diagram commutes, where Ki = K ∩ Σi:
F(I|Σ) →֒ F(I1|Σ1)⊗ · · · ⊗ F(Ic|Σc)yρK y⊗ρKi
F(I|Σ−K) →֒ F(I1 −K1|Σ1)⊗ · · · ⊗ F(Ic −Kc|Σc) .
(4) Recall from (2.4) that for a subset K ⊂
◦
I disjoint from J ∪ Σ, one has the map
πK : F(I, J|Σ) → F(I − K, J|Σ). Using this we will produce, for K ⊂
◦
I − Σ, a map of
complexes
πK : F(I|Σ)→ F(I −K|Σ) . (2.8.g)
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Let πK :
⊕
F(I, J|Σ)→
⊕
F(I−K, J|Σ) be the sum of the maps πK : F(I, J|Σ)→ F(I−K, J|Σ)
for K disjoint from J, and the zero maps on F(I, J|Σ) if K ∩ J 6= ∅. The repeated use of πK
will not lead to a confusion. The map πK is compatible with the inclusion ιΣ/T .
(5) The maps ρK ′ and πK (for K and K
′ disjoint) commute with each other, namely the
following square commutes:
F(I|Σ)
ρK′−−−→ F(I|Σ−K ′)yπK yπK
F(I −K|Σ)
ρK′−−−→ F(I −K −K ′|Σ−K ′) .
(6) It follows from (2.6.1) that F(I|Σ) is acyclic unless Σ =
◦
I . If I = [1, n] and Ii = [i, i+1],
F(I|
◦
I) = F(I1)⊗ˆ · · · ⊗ˆF(In−1)
= F(I1, ∅)[−1]⊗ˆ · · · ⊗ˆF(In−1, ∅)[−1] .
So one has quasi-isomorphisms
F(I|
◦
I) →֒ F(I1)⊗ˆ · · · ⊗ˆF(In−1) ←֓ Z(AI1)[−1]⊗ · · · ⊗ Z(AIn−1)[−1] .
(2.9)Variant of the bar complex. We give a variant of the so-called bar complex. Let n ≥ 2
and assume:
(a) To each sub-interval I ⊂ [1, n] of cardinality ≥ 2, a complex of abelian groups (A(I)•, dA)
is assigned.
(b) For a sub-interval I and a segmentation of I into I ′ and I ′′, there corresponds a map of
complexes ρ : A(I ′)⊗ A(I ′′) → A(I). If I is segmented into three intervals I ′, I ′′, I ′′′, then the
following commutes:
A(I ′)⊗A(I ′′)⊗A(I ′′′)
ρ⊗1
−−−→ A(I ′ ∪ I ′′)⊗ A(I ′′′)yρ yρ
A(I ′)⊗A(I ′′ ∪ I ′′′)
1⊗ρ
−−−→ A(I) .
In the following we write α · β for ρ(α ⊗ β).
For a segmentation (I1, · · · , Ic) of [1, n], one forms the tensor product of modules A(I1) ⊗
A(I2)⊗ · · · ⊗A(Ic). Let
B([1, n]) =
⊕
A(I1)⊗ A(I2)⊗ · · · ⊗ A(Ic) (2.9.a)
be the sum over all segmentations. Give a grading on B([1, n]) by
deg(α1 ⊗ · · · ⊗ αc) =
∑
(degαi − 1)
and give differentials by (put ǫj = deg(αj)− 1 )
d¯(α1 ⊗ · · · ⊗ αc) = −
∑
(−1)
∑
j>i ǫj α1 ⊗ · · · ⊗ αi−1 ⊗ dA(αi)⊗ · · · ⊗ αc ,
ρ¯(α1 ⊗ · · · ⊗ αc) =
∑
(−1)
∑
j≥i ǫj α1 ⊗ · · · ⊗ αi−2 ⊗ (αi−1 · αi)⊗ · · · ⊗ αc .
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One verifies d¯d¯ = 0, ρ¯ρ¯ = 0 and d¯ρ¯ + ρ¯d¯ = 0, so that dB = d¯ + ρ¯ is a differential. Thus with
the grading deg and the differential dB, the module B([1, n]) is a complex; we call it the bar
complex associated to (A(I); dA, ρ).
To a subset Σ ⊂ (1, n) there corresponds a segmentation I1, · · · , Ic of [1, n]. Let
A([1, n] ⌉⌈Σ) = A(I1)⊗ A(I2)⊗ · · · ⊗A(Ic) .
Then the above definition can be rewritten
B([1, n]) =
⊕
Σ
A([1, n] ⌉⌈Σ)
as a group. The differential d¯ is the sum of the maps d¯ : A([1, n] ⌉⌈Σ) → A([1, n] ⌉⌈Σ), so each
A([1, n] ⌉⌈Σ) is a complex with respect to d¯. In view of the definition of d¯, one has an identity
of complexes
A([1, n] ⌉⌈Σ) = A(I1)[1]⊗ · · · ⊗ A(Ic)[1] .
The differential ρ¯ is the sum of the maps
ρ¯k : A([1, n] ⌉⌈Σ)→ A([1, n] ⌉⌈Σ− {k}) for k ∈ Σ .
The complex B([1, n]) is of the form
· · ·
ρ¯
−−−→
⊕
|Σ|=2
A([1, n] ⌉⌈Σ)
ρ¯
−−−→
⊕
|Σ|=1
A([1, n] ⌉⌈Σ)
ρ¯
−−−→A([1, n])→ 0 .
There is a decreasing filtration F k of B([1, n]) by subcomplexes given by
F kB([1, n]) =
⊕
|Σ|≥k
A([1, n] ⌉⌈Σ) , k ≥ 0 .
A graded quotient in the filtration GrkF is the direct sum of the complexes A([1, n] ⌉⌈Σ) for Σ
with |Σ| = k.
(1) There are quotient complexes of B([1, n]) defined as follows. For a subset S ⊂ (1, n),⊕
Σ 6⊃S A([1, n] ⌉⌈Σ) is a subcomplex of B([1, n]); the quotient complex is denoted B([1, n] ⌉⌈S):
B([1, n] ⌉⌈S) =
⊕
Σ⊃S
A([1, n] ⌉⌈Σ) as a module. (2.9.b)
For S = ∅, B([1, n] ⌉⌈∅) = B([1, n]). For S = (1, n), one has B([1, n] ⌉⌈(1, n)) = A([1, n] ⌉⌈(1, n) ).
If S ⊂ S ′ there is a natural surjection of complexes
τS S′ : B([1, n] ⌉⌈S)→ B([1, n] ⌉⌈S
′) . (2.9.c)
If S ⊂ S ′ ⊂ S ′′ then τS S′′ = τS′ S′′τS S′.
Note the above construction can be applied to any sub-interval I ⊂ [1, n], with |I| ≥ 2, in
place of [1, n]. So one has the complex B(I), the quotient complexs B(I ⌉⌈S) for S ⊂
◦
I , and
the maps τS S′ : B(I ⌉⌈S)→ B(I ⌉⌈S
′).
(2) If S corresponds to a segmentation I1, · · · , Ic of I = [1, n], there is an identity of
complexes
B(I ⌉⌈S) = B(I1)⊗ · · · ⊗B(Ic) , (2.9.d)
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where the right hand side is the usual tensor product of complexes. This is obtained by taking
the sum, for Σ ⊃ S, of the identities of modules
A(I ⌉⌈Σ) = A(I1 ⌉⌈Σ1)⊗ · · · ⊗A(Ic ⌉⌈Σc)
where Σi = Σ ∩ Ii. One verifies immediately that (2.9.d) is an isomorphism of complexes.
(2.10) The complex F (I). The complexes I 7→ F(I) in (2.6) almost satisfy the assumptions
(a) and (b) at the beginning of the previous subsection; instead of a product map ρ we have
only a partially defined product map. But one can define the bar complex in a parallel manner,
as we explain now.
Let I = [1, n] (or more generally a subset of [1, n]), and let
F (I) = F ([1, n]) =
⊕
Σ
F([1, n]|Σ) (2.10.a)
as a group. An element of F(I|Σ) of multi-degree (δ1, · · · , δc) is a sum of elements α = α1 ⊗
· · ·⊗αc with αi ∈ F(Ii), deg(αi) = δi. For such α, let ǫj = δj−1 and deg(α1⊗· · ·⊗αc) :=
∑
ǫj .
Define a map d¯ : F([1, n]|Σ)→ F([1, n]|Σ) by
d¯(α1 ⊗ · · · ⊗ αc) = −
∑
i
(−1)
∑
j>i ǫj α1 ⊗ · · · ⊗ αi−1 ⊗ d(αi)⊗ · · · ⊗ αc . (2.10.b)
(Since F([1, n]|Σ) is a multiple complex, the i-th differential of α, which equals α1⊗· · ·⊗αi−1⊗
d(αi)⊗ · · ·⊗αc, is in F([1, n]|Σ). ) One has d¯d¯ = 0, so F([1, n]|Σ) is a complex with respect to
deg and d¯. Note (F([1, n]|Σ), d¯) differs from the complex F([1, n]|Σ) in (2.8) by shift, namely
(F([1, n]|Σ), d¯) = F([1, n]|Σ)[c]
where c = |Σ| + 1. We will often write F([1, n]|Σ)shift for the former to avoid confusion. Let
d¯ : F ([1, n]) → F ([1, n]) be the sum of them. For k ∈ Σ, define a map ρ¯k : F([1, n]|Σ) →
F([1, n]|Σ− {k}) by
ρ¯k(α1 ⊗ · · · ⊗ αc) = (−1)
∑
j≥i ǫjρk(α1 ⊗ · · · ⊗ αc) ; (2.10.c)
where k = tm(Ii−1) and ρk is the map in (2.8.e). Let ρ¯ : F ([1, n])→ F ([1, n]) be the sum of ρ¯k.
One has d¯d¯ = 0, ρ¯ρ¯ = 0 and d¯ρ¯+ ρ¯d¯ = 0, so that
dF := d¯+ ρ¯ (2.10.d)
is a differential on F ([1, n]).
There is a decreasing filtration F k of F ([1, n]) by subcomplexes given by
F kF ([1, n]) =
⊕
|Σ|≥k
F([1, n]|Σ) , k ≥ 0 .
A graded quotient in the filtration GrkF is the direct sum of the complexes F([1, n]|Σ)
shift for Σ
with |Σ| = k. Since F([1, n]|Σ) is acyclic unless Σ =
◦
I , the quotient map F ([1, n])→ Grn−2F =
F([1, n]|(1, n))shift is a quasi-isomorphism.
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(1) For S ⊂ (1, n) one has the corresponding quotient complex F ([1, n]|S) such that
F ([1, n]|S) =
⊕
Σ⊃S
F([1, n] ⌉⌈Σ) (2.10.e)
as a module. For S = ∅, F ([1, n]|∅) = F ([1, n]). For S = (1, n), one has F ([1, n]|(1, n)) =
F([1, n]|(1, n) ). If S ⊂ S ′ there is a natural surjection of complexes
σS S′ : F ([1, n]|S)→ F ([1, n]|S
′) . (2.10.f)
If S ⊂ S ′ ⊂ S ′′ then σS S′′ = σS′ S′′σS S′.
The constructions so far apply to any subset I ⊂ [1, n], in place of [1, n]; one has complexes
F (I|S) and maps σS ,S′.
The maps σS S′ : F (I|S) → F (I|S
′) are quasi-isomorphisms. Indeed by considering a
filtration F k as that of F (I), one shows that the quotient map F (I|S) → F(I|
◦
I)shift is a
quasi-isomorphism.
(2) If S ⊃ T , I1, · · · , Ic is the corresponding segmentation of I, and Si = S ∩ Ii, there is a
quasi-isomorphic inclusion of c-tuple complexes
ιS/T : F (I|S) →֒ F (I1|S1)⊗ · · · ⊗ F (Ic|Sc) . (2.10.g)
This is defined as the sum, for Σ ⊃ S, of the inclusions ιΣ/T : F(I|Σ) →֒ F(I1|Σ1)⊗· · ·⊗F(Ic|Σc).
If T = ∅, then ιS/∅ = id. In the particular case T = S, one has a quasi-isomorphic inclusion
ιS : F (I|S) →֒ F (I ⌉⌈S).
The composition of the map ιS/T followed by
⊗ιSi : F (I1|S1)⊗ · · · ⊗ F (Ic|Sc)→ F (I1 ⌉⌈S1)⊗ · · · ⊗ F (Ic ⌉⌈Sc) = F (I ⌉⌈S)
coincides with ιS.
The maps ιS/T and σS S′ are compatible, namely if S ⊂ S
′ and S ′i = S
′ ∩ Ii, the following
commutes:
F (I|S)
ιS/T
−−−→ F (I1|S1)⊗ · · · ⊗ F (Ic|Sc)yσS S′ y⊗σSi S′i
F (I|S ′)
ιS′/T
−−−→ F (I1|S
′
1)⊗ · · · ⊗ F (Ic|S
′
c) .
(3) For S ⊂ S ′, also define a map
τS S′ : F (I ⌉⌈S)→ F (I ⌉⌈S
′) (2.10.h)
as follows. First define τS = τ∅S : F (I)→ F (I ⌉⌈S) as the composition
F (I)
σ∅,S
−−−→F (I|S)
ιS−−−→F (I ⌉⌈S) .
For S ⊂ S ′, let I1, · · · , Ic be the segmentation of I by S, S
′
i = S
′ ∩ Ii, and
τS S′ := ⊗τS′i : F (I1)⊗ · · · ⊗ F (Ic)→ F (I1 ⌉⌈S
′
1)⊗ · · · ⊗ F (Ic ⌉⌈S
′
c) = F (I ⌉⌈S
′) .
One verifies the following two properties (using the properties stated in (2)). If S ⊂ S ′ ⊂ S ′′
then τS S′′ = τS′ S′′τS S′. The maps τS S′ and σS S′ are compatible, namely the following diagram
commutes:
F (I|S)
ιS−−−→ F (I ⌉⌈S)yσS S′ yτS S′
F (I|S ′)
ιS′−−−→ F (I ⌉⌈S ′) .
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(4) For K ⊂
◦
I disjoint from S, one has a map of complexes
ϕK : F (I|S)→ F (I −K|S)
given as follows. If K is disjoint from Σ, the map πK : F(I|Σ)→ F(I −K|Σ) commutes with
ρk (k ∈ Σ), thus also with ρ¯k; likewise πK commutes with d¯. It follows that if we define ϕK to
be the sum of πK : F(I|Σ)→ F(I −K|Σ) for Σ such that Σ ⊃ S and disjoint from K, and the
zero map on F(I|Σ) otherwise, then ϕK commutes with dF = d¯+ ρ¯.
The following properties are easily verified. If K = K ′∐K ′′ then ϕK = ϕK ′′ϕK ′ : F (I|S)→
F (I−K|S). If K and S ′ are disjoint, the maps σS S′ and ϕK commute with each other, namely
the following diagram commutes.
F (I|S)
σS S′−−−→ F (I|S ′)yϕK yϕK
F (I −K|S)
σS S′−−−→ F (I −K|S ′)
(2.11) Proposition. The following square commutes in the derived category (n = |I| and
c = |K|):
F (I) −−−→ F(I|
◦
I)[n− 1]yϕK yψK
F (I −K) −−−→ F(I −K|
◦
I −K)[n− c− 1]
where the horizontal maps are the canonical surjective maps, and the right vertical map is the
one defined in (2.4), (6).
(2.12) Proposition. Let R, J be disjoint subsets of
◦
I , with J non-empty. Then the following
sequence of complexes is exact (the maps are alternating sums of the quotient maps σ)
F (I|R)
σ
−−−→
⊕
S⊂J
|S|=1
F (I|R ∪ S)
σ
−−−→
⊕
S⊂J
|S|=2
F (I|R ∪ S)
σ
−−−→· · · → F (I|R ∪ J)→ 0 .
(2.13)Proof of Proposition (2.11). We need two lemmas.
(2.13.1) Lemma. Let α : A → C and β : B → C be maps of complexes. Define another
complex by
F = Cone(A⊕B
(α,−β)
−−−→C) [−1] .
Let p : F → A and q : F → B be the projections. Then the square of complexes
F
p
−−−→ Ayq yα
B
β
−−−→ C
is commutative up to homotopy. Further, if β is a quasi-isomorphism, then p is also a quasi-
isomorphism.
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Proof. By definition there is a distinguished triangle in the homotopy category of complexes
F → A⊕B → C
[1]
−−−→ .
The claim hence follows.
For the next lemma, let p be a positive integer, and assume given a family of complexes Ai,j
for i, j ∈ Z, that are zero unless 0 ≤ i, j ≤ p and 0 ≤ i+ j ≤ p. Also given maps of complexes
f : Ai,j → Ai−1,j and g : Ai,j → Ai,j−1 such that fg = gf and g are all quasi-isomorphisms. We
thus have a commutative diagram of complexes:
Ap,0yf
Ap−1,1
g
−−−→ Ap−1,0yf yf
Ap−2,2
g
−−−→ Ap−2,1
g
−−−→ Ap−2,0y y y
→
...
...
...yf yf yf yf
A0,p
g
−−−→ A0,p−1 → · · · → A02
g
−−−→ A01
g
−−−→ A00 .
Let
Ap =
⊕
i+j=p
Ai,j , Ap−1 =
⊕
i+j=p−1
Ai,j
be the sum of the complexes; there are maps f, g : Ap → Ap−1 that are sums of f and g,
respectively. We form a complex
C1 := Cone(f − g : Ap → Ap−1)[−1] .
There is projection C1 → Ap, hence also projections from C1 to Ap,0 and A0,p.
Consider also the diagram
Ap,0yf
A0,p
g
−−−→ A00
where f is the composition of the maps f , Ap,0 → Ap−1,0 → · · · → A00, and similarly for g. Let
C2 = Cone(Ap,0 ⊕A0,p
f−g
−−−→A00)[−1] .
There are projections from C2 to Ap,0 and A0,p.
(2.13.2)Lemma. There is a quasi-isomorphism of complexes C1 → C2 compatible with the
projections to Ap,0 and A0,p.
Proof. For simplicity we give the argument in case p = 2, the general case being similar.
We have
C1 = Cone (A20 ⊕ A02 → Cone(A11 → A10 ⊕ A01) ) [−1] .
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Since g : A11 → A10 is a quasi-isomorphism, the projection Cone(A11 → A10 ⊕A01)→ A01 is a
quasi-isomorphism by the previous lemma, so the induced map Cone(A11 → A10⊕A01)→ A00
is also a quasi-isomorphism. This last map induces a quasi-isomorphism C1 → C2.
We now prove the commutativity of the diagram in (2.11). We consider the case K =
◦
I
and I = [1, n], and discuss later the necessary changes for a general K. Recall that F (I) is
the sum
⊕
F(I, J|Σ) for all (J,Σ) with J,Σ ⊂
◦
I and J ∩ Σ = ∅. So there are projections from
F (I) to F(I, ∅|
◦
I) = F(I|
◦
I)[n − 1] and F(I, ∅|∅)[n− 1] = F(I, ∅)[n − 1]. Let S be the sum of
F(I, J|Σ) with (J,Σ) satisfying either of following conditions:
• If Σ = [i, n − 1] for 3 ≤ i ≤ n (so Σ = ∅ if i = n), and J ∩ [2, i − 2] 6= ∅ (equivalently,
J 6= ∅ and J 6= {i− 1}),
• If Σ 6= [i, n− 1] for 3 ≤ i ≤ n, and J is any subset disjoint from Σ.
Using that σ are quasi-isomorphisms, one easily verifies that S is an acyclic subcomplex. Let
F1(I) be the quotient complex of F (I) by S; the projection F (I)→ F1(I) is a quasi-isomorphism
compatible with projections to F(I|
◦
I)[n−1] and F(I, ∅)[n−1]. We may display F1(I) as follows.
F(I,∅|[2,n−1])yρ
F(I,∅|[3,n−1])
r
−−−→ F(I,{2}|[3,n−1])yρ
F(I,∅|[4,n−1])
r
−−−→ F(I,{3}|[4,n−1])yρ
· · ·yρ
F(I,∅)
r
−−−→ F(I,{n−1})
It consists of the two diagonals of a bigger diagram
F(I,∅|[2,n−1])yρ
F(I,∅|[3,n−1])
r
−−−→ F(I,{2}|[3,n−1])yρ yρ
F(I,∅|[4,n−1])
r
−−−→ F(I,{3}|[4,n−1])
r
−−−→ F(I,[2,3]|[4,n−1])yρ yρ yρ
...
...
...yρ yρ yρ yρ
F(I,∅)
r
−−−→ F(I,{n−1}) → · · · → F(I,[4,n−1])
r
−−−→ F(I,[3,n−1])
r
−−−→ F(I,[2,n−1]) .
In other words, it is a triangular diagram of the kind mentioned above where we set
Ai,j = F(I, [2 + j, n− i− 1] | [n− i, n− 1])
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for 0 ≤ i, j ≤ n− 2 and i+ j ≤ n− 2; the F1(I) is the complex C1 associated to this triangular
diagram (up to degree shift by 1).
Applying the second lemma, it is quasi-isomorphic to the complex C2, which is the total
complex of the diagram
F(I, ∅|[2, n− 1])yρ
F(I, ∅)
r
−−−→ F(I, [2, n− 1]) .
where ρ = ρ[2,n−1] and r = r∅,[2,n−1]. We denote the latter by F2(I). Thus we have quasi-
isomorphisms
F (I)→ F1(I)→ F2(I)
compatible with the projections.
By the first lemma, the following square commutes in the derived category
F2(I)
p
−−−→ F(I|
◦
I)[n− 1]yq yρ
F(I, ∅)[n− 1]
r
−−−→ F(I,
◦
I )[n− 1] .
One may replace F2(I) on the upper right corner by F (I), and still gets a commutative square,
which is part of the following diagram.
F (I)
p
−−−→ F(I|
◦
I)[n− 1]yq yρ
F(I, ∅)[n− 1]
r
−−−→ F(I,
◦
I )[n− 1]yπ
F({1, n}, ∅)[1]
Here π = π ◦
I
: F(I, ∅)[n − 1] → F({1, n}, ∅)[1]. Note one has F ({1, n}) = F({1, n}, ∅)[1] and
the composition of q and π is nothing but the map ϕ : F (I)→ F ({1, n}). On the other hand,
recall that ψ is defined as πr−1ρ. The assertion hence follows.
In the case K is a subset of
◦
I in general, we argue similarly, and reduce to consider the
following commutative diagram:
F (I)
p
−−−→ F(I|
◦
I)[n− 1]yq yρK
F(I, ∅|
◦
I −K)[n− 1]
r
−−−→ F(I,K|
◦
I −K)[n− 1]yπK
F (I −K|
◦
I −K) = F(I −K, ∅|
◦
I −K)[n− c− 1]
This concludes the proof.
(2.14)Proof of (2.12). We recall that the complex F (I|S) has a decreasing filtration by
subcomplexes F k, such that Grk F (I|S) is the direct sum of the complexes F(I|Σ) with Σ ⊃ S
and |S| = k.
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The map σS S′ : F (I|S)→ F (I|S
′) respects the filtration, so we can take Grk of the sequence.
For the term F (I|R ∪ S), the group F(I|Σ) appears in its graded quotient Grk if and only if
Σ ⊃ R ∪ S, equivalently, if S ⊂ (Σ − R) ∩ J . So the graded quotient of the sequence is the
sum, for Σ, of the following sequences (where T := (Σ−R) ∩ J ):
F(I|Σ)
σ
−−−→
⊕
S⊂T
|S|=1
F(I|Σ)
σ
−−−→
⊕
S⊂T
|S|=2
F(I|Σ)
σ
−−−→· · · → F(I|Σ)→ 0 .
Here the maps σ are the alternating sums of the identity maps. The acyclicity of this sequence
is consequence of the following obvious fact.
Let A be an abelian group, T be a (possibly empty) finite set. For each subset S of T let
AS = A be a copy of A, and for an inclusion S ⊂ S
′, let αS S′ : AS → AS′ be the identity map.
Then the sequence
A∅ →
⊕
|S|=1
AS →
⊕
|S|=2
AS → · · · → AT → 0 ,
with the maps alternating sums of αS S′, is exact.
Indeed, if T is empty, the sequence is of the form A∅ → 0, which is trivially exact. If T is
non-empty, the sequence is exact even with 0 at left.
(2.15)The class of symbols over S. Given a quasi-projective variety S, let (Smooth/k ,Proj/S)
be the category of smooth varieties X equipped with projective maps to S. A symbol over S is
an object the form ⊕
α∈A
(Xα/S, rα)
where Xα is a collection of objects in (Smooth/k ,Proj/S) indexed by a finite set A, and rα ∈ Z.
The class of objects over S is denoted Symb(S).
For a finite sequence of symbols of the form (Xi/S, ri), let
F
(
(X1/S, r1), · · · , (Xn/S, rn)
)
be the complex F (X1, · · · , Xn) with respect to the sequence of dimensions
[i, i+ 1] 7→ dimXi+1 − ri+1 + ri , i = 1, · · · , n− 1.
For any sequence of symbols Ki, define the complex F (K1, · · · , Kn) by linearity.
We thus have the complexes F (K1, · · · , Kn|S), and maps σS S′, ϕK satisfying the properties
as before. The class of objects Symb(S), together with these complexes and maps, still denoted
Symb(S). We shall define in [10] the notion of a quasi DG category. The content of this
paper amounts to the verification that Symb(S) forms a quasi DG category. The axioms for
a quasi DG category correspond to the statements (2.10), (2.12) proven in this section and
the additional structure - generating set for the complex F (K1, · · · , Kn), notion of properly
intersecting elements, and distinguished subcomplexes with respect to constraints (see (3.5) )
as well as diagonal cycles and diagonal extension (see §4).
Remark. There is the structure of a category on Symb(S) as in [4]. This is not used in
this paper, and we refer the reader to [4]for details. Let us only say that the homomorphism
group is
Hom((X/S, r), (Y/S, s) ) = CHdimY−s+r(X ×S Y )
and the composition is to be defined appropriately.
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3 Distinguished subcomplexes
In this section, complexes mean multiple complexes, and maps of complexes mean maps of
multiple complexes (appropriate totalization may be needed).
(3.1)Distinguished subcomplexes of
⊗
i∈[1,r]Z(Mi).
(3.1.1) Let M be a smooth variety and Z(M, ·) its cycle complex. Recall that Z(M,m) is
Z-free on the set sZ(M,m) of irreducible non-degenerate admissible cycles. Thus a non-zero
element u ∈ Z(M,m) can be written as
∑
cναν , with cν non-zero integers and αν ∈ sZ(M,m);
we will say that αν are the generators that appear in the basis expansion of u. We let
sZ(M) = ∐msZ(M,m) (3.1.a)
and refer to it as the set of generators for Z(M). (In this section we will use the symbol sC for
the generating set of a free complex C.)
(3.1.2)Proper intersecting property. Let (M,Y ) = (Mi, Yi) be a sequence of fiberings on
[1, n]: Mi → Yi ← Mi+1 for i = 1, · · · , n − 1. Recall that we have the subvariety M[1,n] of
M1 × · · · ×Mn, and the projection pi : M[1,n] → Mi for each i = 1, · · · , n. (We may take a
sequence of fiberings on a finite ordered set I, but for convenience assume I = [1, n].)
(1) Let A be a subset of [1, n]. We define an element (αi)i∈A ∈
∏
A sZ(Mi) to be properly
intersecting with respect to (M,Y ) on [1, n] if {p∗iαi , faces}i∈A is a properly intersecting set of
cycles in M[1,n]. (See (1.7).)
(2) Generalizing this, an element (ui)i∈A ∈
∏
A Z(Mi) is defined to be properly intersecting
if the following condition holds: Let A′ = {i ∈ A | ui 6= 0}. For any choice of elements αi ∈
sZ(Mi) for i ∈ A
′, that appear in the basis expansion of ui, the element (αi)i∈A′ ∈
∏
A′ sZ(Mi)
is properly intersecting.
The notion of proper intersection is compatible with boundary ∂. Assume (ui)i∈[1,n] is
properly intersecting. For any i ∈ [1, n] and any element βν ∈ Z(Mi) appearing in the basis
expansion of ∂ui (namely ∂ui =
∑
ciνβν with βν ∈ sZ(Mi)), the element obtained by replacing
ui by βν ,
(u1, · · · , ui−1, βν , ui+1, · · · , un) ∈
∏
[1,n]
Z(Mi)
is properly intersecting. The same holds for a properly intersecting set (ui)i∈A indexed by
A ⊂ [1, n].
We will need more than sequences of fiberings. Let T1, · · · , Tc be a finite sequence of finite
ordered sets (each with cardinality ≥ 1). Then T := T1 ∐ T2 ∐ · · · ∐ Tc is a finite ordered
set equipped with a partition. (Conversely a finite ordered set with a partition gives a finite
sequence of finite ordered sets.) We will assume T = [1, n] for simplicity.
Assume given, for each λ, a sequence of fiberings (M,Y ) on Tλ. [Example: If T = [1, 5] is
partitioned into [1, 3] and [4, 5], we have two sequences of fiberings
M1 −M2 −M3 M4 −M5
where each string represents a sequence of fiberings.] We have the variety MTλ ⊂
∏
i∈Tλ
Mi
associated to the sequence (M,Y ) on Tλ, so let
M[1,n] =MT1 × · · · ×MTc ⊂
∏
i∈[1,n]
Mi
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be the product of them, and let pi : M[1,n] → Mi be the projections.
For an element (αi)i∈A ∈
∏
A sZ(Mi) or for (ui)i∈A ∈
∏
A Z(Mi) (where A is a subset of
[1, n]), we have the condition of proper intersection with respect to (M,Y ) on {Tλ}, defined
exactly in the same manner as that with respect to a sequence of fibering’s.
Given an ordered set of smooth varieties M1, · · · ,Mr, we will consider a class of subcom-
plexes of Z(M1)⊗ · · · ⊗ Z(Mr) specified as follows.
(3.1.3)Definition. Let M = (Mi)i∈[1,r] be an ordered set of smooth varieties.
(1) A single condition of constraint on the M consists of (a)-(d):
(a) An embedding of finite ordered sets [1, r] →֒ T, and a partition {T1, · · · ,Tc} of T;
(b) A sequence of fiberings (M,Y ) on each Tλ (with the varieties Mi as given);
(c) A subset P of [1, r];
(d) A set of elements fk ∈ Z(Mk) for k ∈ T
′ := T − [1, r], such that {fk}k∈T′ is properly
intersecting with respect to (M,Y ) on {Tλ}.
We denote such data by
C = ([1, r] →֒ T = ∪Tλ; (M,Y ) on {Tλ} ;P ⊂ [1, r]; {fk ∈ Z(Mk)}k∈T′) . (3.1.b)
(2) A (general) condition of constraint C on (Mi)i∈[1,r] is a finite set of single conditions of
constraint: C = {Cj}.
To explain data (a) and (b) by an example, let r = 5, T = {1, 2, 3, a, b, 4, 5, c} (elements in
this order), with partition T1 = {1, 2}, T2 = {3, a, b, 4}, and T3 = {5, c}. For (b) one must give
three sequences of fiberings
M1 −M2 M3 −Ma −Mb −M4 M5 −Mc .
Given a single constraint C, consider the (r-tuple) subcomplex of Z(M1) ⊗ · · · ⊗ Z(Mr)
generated by α1 ⊗ · · · ⊗ αr with αi ∈ sZ(Mi) (see (3.1.1) ) satisfying the condition that
the element (αi (i ∈ P ), fk (k ∈ T ) ) ∈
∏
P∪T′
Z(Mi) be properly intersecting
with respect to (M,Y ) on {Tλ ∩ [1, r]}. We denote it by [Z(M1)⊗ · · ·⊗Z(Mr)]C. For a general
constraint C = {Cj}, we define
[Z(M1)⊗ · · · ⊗ Z(Mr)]C :=
⋂
j
[Z(M1)⊗ · · · ⊗ Z(Mr)]Cj
the intersection of the subcomplexes associated to each Cj , and call it the distinguished sub-
complex of ⊗i∈[1,r]Z(Mi) with respect to C. This terminology is justified by the proposition
below.
We note that the class of subcomplexes of the form [⊗i∈[1,r]Z(Mi)]C is closed under taking
tensor product and finite intersection.
As a special case of a distinguished subcomplex, assume we are given a sequence of fiberings
(M,Y ) on [1, r], and a subset P ⊂ [1, r]. As we already considered in (1.7), let CP be the
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subcomplex of Z(M1) ⊗ · · · ⊗ Z(Mr) generated by α1 ⊗ · · · ⊗ αr with αi ∈ sZ(Mi), where
{αi (i ∈ P )} is properly intersecting. We verified it to be a distinguished subcomplex in (1.7).
One can give an alternative proof using the proposition below, since CP is the subcomplex
associated to a single condition of constraint C consisting of [1, r] = T with the trivial partition,
the given sequence of fibrerings (M,Y ), the given set P , and the empty set for T′.
(3.1.3)Proposition. The subcomplex [Z(M1)⊗· · ·⊗Z(Mr)]C associated to C is a distin-
guished subcomplex in the sense of (1.6). In particular, the inclusion [Z(M1)⊗· · ·⊗Z(Mr)]C →֒
Z(M1)⊗ · · · ⊗ Z(Mr) is a quasi-isomorphism.
Proof. For a single constraint C as in (3.1.b), the subcomplex [Z(M1) ⊗ · · · ⊗ Z(Mr)]C is
generated by α1 ⊗ · · · ⊗ αr with αi ∈ sZ(Mi) such that
( p∗iαi (i ∈ P ), MT, fk (k ∈ T
′), faces ) ∈
∏
P∪T′
Z(Mi)
(recall MT := MT1 × · · · ×MTc) is properly intersecting in
∏
i∈TMi. By taking as {Vj} the
properly intersecting set of cycles
{MT, fk (k ∈ T
′)}
and applying (1.6.3), we see it is a distinguished subcomplex.
(3.2)Distinguished subcomplexes of
⊗
i∈[1,r] Z(Mi,Ui). As in §1, let M be a smooth variety
and U be an open covering of an open set of M ; we then have the complex Z(M,U). We can
repeat all of (3.1) for the complex Z(M,U).
Since Z(M,U) =
⊕
I Z(UI) as a module, where I varies over subsets (including the empty
set) of the indexing set for U, an element u ∈ Z(M,U) can be uniquely written as
∑
I uI with
uI ∈ Z(UI).
(3.2.1) Since Z(UI) is Z-free on the set sZ(UI), Z(M,U) is free on the set
sZ(M,U) := ∐IsZ(UI) . (3.2.a)
An element u ∈ Z(M,U) can be uniquely expanded as
∑
cναν , with non-zero cν ∈ Z and
αν ∈ sZ(M,U).
(3.2.2) Let Mi be a sequence of fiberings indexed by [1, n], and let Ui be a finite covering
of an open set Ui ⊂ Mi. We will call such data a sequence of fiberings equipped with open
coverings, and denote it by (M,Y,U) on [1, n].
(1) Let A be a subset of [1, n], and (αi)i∈A ∈
∏
i∈A sZ(Mi,Ui) be an element. It is said to
be properly intersecting with respect to (M,Y,U) on [1, n] if, assuming αi ∈ sZ((Ui)Ii) with Ii
a subset of the index set of Ui, {p
∗
iαi , faces}i∈A is properly intersecting in the set⋂
i∈A
p−1i ( (Ui)Ii ) ⊂M[1,n] .
(2) Generalizing this as in (3.1.2), an element (ui)i∈A ∈
∏
A Z(Mi,Ui) is defined to be
properly intersecting if the following condition holds: Let A′ = {i ∈ A | ui 6= 0}. For any choice
of elements αi ∈ sZ(Mi,Ui) for i ∈ A
′, that appear in the basis expansion of ui, the element
(αi)i∈A′ ∈
∏
A′ sZ(Mi,Ui) is properly intersecting.
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More generally, let T1, · · · , Tc be a partition of [1, n], and assume given a sequence of fiberings
(M,Y ) on each Tλ; we will refer to such data as (M,Y,U) on {Tλ} (the open coverings U were
given from the beginning). As in (3.1.2), we can define the condition of proper intersection
with respect to (M,Y,U) on {Tλ} for elements (αi)i∈A ∈
∏
i∈A sZ(Mi,Ui).
(3.2.3)Definition. Let (M,U) be an ordered sequence of smooth varieties equipped with
open coverings on [1, r].
(1) A single condition of constraint on the (M,U) on [1, r] is data
C = ([1, r] →֒ T = ∪Tλ; (M,Y,U) on {Tλ} ;P ⊂ [1, r]; {fk ∈ Z(Mk,Uk)}k∈T′) . (3.2.b)
consisting of:
(a) An embedding of finite ordered sets [1, r] →֒ T, and a partition {T1, · · · ,Tc} of T;
(b) A sequence of fiberings (M,Y ) on each Tλ;
(c) A subset P of [1, r];
(d) A set of elements fk ∈ Z(Mk,Uk) for k ∈ T
′ = T− [1, r], such that {fk}k∈T′ is properly
intersecting with respect to (M,Y,U) on {Tλ}.
(2) A condition of constraint C on (M,U) is a finite set of single conditions of constraint:
C = {Cj}.
Given a single condition of constraint (3.2.b) let [Z(M1,U1) ⊗ · · · ⊗ Z(Mr,Ur)]C be the
(multiple) subcomplex generated by elements α1⊗· · ·⊗αr with αi ∈ sZ(Mi,Ui), satisfying the
condition that
the element (αi (i ∈ P ), fk (k ∈ T ) ) ∈
∏
P∪T′
Z(Mi,Ui) be properly intersecting.
For a general constraint C = {Cj} the corresponding distinguished subcomplex is defined, as in
(3.1.2), by taking the intersection of the distinguished subcomplexes with respect to Cj .
Although this is not a distinguished subcomplex in the sense of (1.6), we extend the usage of
the name since the proposition below shows it is a quasi-isomorphic subcomplex. As a special
case, given a sequence of fiberings equipped with open coverings (M,Y,U) on [1, r], and a subset
P ⊂ [1, r], one has the subcomplex CP of Z(M1,U1)⊗· · ·⊗Z(Mr,Ur) generated by α1⊗· · ·⊗αr
with αi ∈ sZ(Mi,Ui), where {αi (i ∈ P )} is properly intersecting.
(3.2.4)Proposition. The subcomplex [⊗i∈[1,r]Z(Mi,Ui)]C is a quasi-isomorphic subcom-
plex of ⊗i∈[1,r]Z(Mi,Ui).
Proof. The complex Z(M,U) =
⊕
I Z(UI) has a decreasing filtration by subcomplexes
F k =
⊕
|I|≥k Z(UI), and a successive quotient Gr
k
F is the sum of the complexes Z(UI) with
|I| = k. Thus ⊗
i∈[1,r]
Z(Mi,Ui) =
⊕
(I1,··· ,In)
Z(UI1)⊗ · · · ⊗ Z(UIn)
also has a decreasing filtration by subcomplexes
F k =
⊕
Z(UI1)⊗ · · · ⊗ Z(UIn) ,
the sum over (I1, · · · , Ir) with
∑
|Ii| ≥ k, and a successive quotient is the sum of the complexes
Z(UI1)⊗ · · · ⊗ Z(UIn) with
∑
|Ii| = k.
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Note that from the definitions we have
[
⊗
i∈[1,r]
Z(Mi,Ui)]C =
⊕
[
⊗
i∈[1,r]
Z(UIi)]C .
So there is also the filtration F k on the subcomplex [⊗i∈[1,r]Z(Mi,Ui)]C, and the inclusion
[⊗i∈[1,r]Z(Mi,Ui)]C →֒ ⊗i∈[1,r]Z(Mi,Ui) respects the filtrations. In successive quotients, we have
induced inclusions
[
⊗
i∈[1,r]
Z(UIi)]C →֒
⊗
i∈[1,r]
Z(UIi) .
By (3.1.4) applied to (UIi)i∈[1,r], these inclusions are quasi-isomorphisms.
(3.3) In order to transcribe the previous subsections in the setting of §2, we need some pre-
liminaries.
(3.3.1)Definition. Let I be a finite ordered set, and let {Iα} be a collection of sub-intervals
(of cardinality ≥ 2) of I, indexed by a finite set A. We say {Iα} is almost disjoint if for distinct
elements α, β of A, Iα ∩ Iβ consists of at most one element. Then there is a total ordering <
on the set A given by α < β if and only if in(Iα) < in(Iβ). When α < β, we have either Iα and
Iβ disjoint, or tm(Iα) = in(Iβ).
In case the indexed set is A = [1, r], the ordering on A thus defined coincides with the
natural one if and only if tm(Ij) ≤ in(Ij+1) for each j = 1, · · · , r − 1. We will then say that
{I1, · · · , Ir} is ordered.
(3.3.2) Let I1, · · · , Ir be an ordered almost disjoint set of sub-intervals of I.
(1) The union of Ij is I if and only if tm(Ij) = in(Ij+1) or tm(Ij) + 1 = in(Ij+1) for
j = 1, · · · , r−1, and in(I1) = in(I), tm(Ir) = tm(I). We then say {Ij} is a pseudo-segmentation.
It is a segmentation of I if and only if tm(Ij) = in(Ij+1) for j = 1, · · · , r−1, and in(I1) = in(I),
tm(Ir) = tm(I).
(2) We have a partition T1, · · · , Tc of [1, r] such that each Tλ is a sub-interval maximal
with the property that if j, j + 1 ∈ Tλ, then Ij ∩ Ij+1 6= ∅. We refer to {Tλ} as the partition
associated to the almost disjoint set of sub-intervals {Ij}. [Example: If r = 5, and tm(I1) =
in(I2), tm(I2) < in(I3), tm(I3) < in(I4), tm(I4) = in(I5), then [1, 5] is partitioned into the sub-
intervals [1, 2], {3}, and [4, 5].]
If we set
Iλ =
⋃
j∈Tλ
Ij , λ = 1, · · · , s,
then I1, · · · , Is is a disjoint set of sub-intervals (it is a partition of I in case {Ij} is a pseudo-
segmentation), each Iλ segmented into sub-intervals Iλ1, · · · , I
λ
rλ, so that the totality of the
sub-intervals {Iλk} coincides with {Ij}. (Conversely an ordered, disjoint set of sub-intervals
I1, · · · , Is, plus a segmentation of each Iλ, gives an almost disjoint set of sub-intervals of I.)
(3.4)Distinguished subcomplexes of F(I1)⊗ · · · ⊗F(Ir). Assume given a sequence of varieties
Xi/S on a finite ordered set I (see §2).
(3.4.1) Let J be a subset of
◦
I . One has the associated smooth variety M = XJI and its
cycle complex F(I, J) = Z(XJI ). The complex F(I, J) is free on the set
sF(I, J) := sZ(XJI ) . (3.4.a)
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(1) (See §2.) Assume given a segmentation of I into sub-intervals of I, {I1, · · · , Ir}, and a
set of subsets Jj ⊂
◦
Ij . Then there corresponds a sequence of fiberings on T = [1, r] given by
j 7→Mj = X
Jj
Ij
, and there are open coverings Uj = U(Jj) on Mj .
(2) More generally, assume given an almost disjoint set of sub-intervals {I1, · · · , Ir} of I,
and subsets Jj ⊂
◦
Ij; such data will be denoted by (X/S; I; {Ij ⊃ Jj}). Then one has a partition
T1, · · · , Tc of [1, r] as in (3.3.2), and on each Tλ we have a sequence of fiberings (M,Y,U); of
course this depends only on the union ∪Ij .
(3.4.2) Let (X/S; I; {Ij ⊃ Jj}) be as in (2) above, and (M,Y,U) on {Tλ} be the associated
sequence of fiberings. Let A be a subset of [1, r]. By (3.2.2), we have the condition of proper
intersection for elements
(uj) ∈
∏
A
Z(Mj ,Uj) =
∏
A
F(Ij, Jj) .
(3.4.3)Definition. Let (X/S; I; {Ij ⊃ Jj}) be as in (2) above.
(1) A single condition of constraint on (X/S; I; {Ij ⊃ Jj}) with respect to F(Ij, Jj) is data
C = (I →֒ I;X on I;P ; {fk ∈ F(Jk, J
′
k)}) (3.4.b)
consisting of:
(a) An embedding of finite ordered sets I →֒ I such that each Ij remains a sub-interval of I;
(b) A sequence of varieties X (over S) on I, extending the given X on I;
(c) A subset P of [1, r];
(d) A collection of sub-intervals {Jk}k=1,··· ,t of I such that {Ij} ∪ {Jk} is almost disjoint in
I, subsets J′k ⊂
◦
Jk, and elements fk ∈ F(Jk, J
′
k) that are properly intersecting (namely (fk) is
properly intersecting).
(2) By a condition of constraint on (X/S; I; {Ij ⊃ Jj}) with respect to F(Ij, Jj) we mean a
finite set of single conditions of constraints C = {Cj}.
Recall from (3.4.1), (2) that associated to (X/S; I; {Ij ⊃ Jj}) is (M,Y,U) on {Tλ}, in
particular a sequence of varieties with open coverings (M,U) on [1, n]. A condition of constraint
on (X/S; I; {Ij ⊃ Jj}) in the above sense gives a condition of constraint on the corresponding
(M,U) on [1, r] in the sense of (3.2.3), as follows. For a single condition of constraint (3.4.b):
(a) Let T = [1, r]∐ [1, t], the index set for the intervals {Ij}∪{Jk}, ordered as in (3.3.1); let
{Tλ} be the partition of T associated to {Ij} ∪ {Jk} (see (2) of (3.3.2) ). There is an inclusion
[1, r] →֒ T. [Example. Let r = 5, t = 3, and tm(I1) = in(I2), tm(I2) = in(I1) tm(J1) = in(J2),
tm(J2) = in(I3), tm(I3) < in(J3), tm(J3) = in(I4), tm(I4) = in(I5). The figure below illustrate
this. We have T = {1, 2, 1′, 2′, 3, 3′, 4, 5} in this order, and T1 = {1, 2, 1
′, 2′, 3}, T2 = {3
′, 4, 5}.]
I1 I2 I3 I4 I5
J1 J2 J3
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(b) Applying (3.4.1), (2) to (X/S; I; {Ij ⊃ Jj} ∪ {Jk ⊃ J
′
k}), one obtains a a sequence
of fiberings (M,Y,U) on {Tλ}. Concretely, (M,Y,U) consists of the varieties Mj = XIj and
Mk = XJk with superscripts Jj and J
′
k, together with open coverings U(Jj), U(J
′
k), respectively.
The corresponding cycle complexes are F(Ij, Jj) and F(Jk, J
′
k).
(c) Take the given set P ⊂ [1, r].
(d) For k ∈ [1, t], we are given elements fk ∈ Z(Mk,Uk), that are properly intersecting.
To a general constraint C on (X/S; I; {Ij ⊃ Jj}), there corresponds a general constraint on
(M,U).
According to (3.2) one has the corresponding distinguished subcomplex
[F(I1, J1)⊗ · · · ⊗ F(Ir, Jr)]C ⊂ F(I1, J1)⊗ · · · ⊗ F(Ir, Jr) ,
called the distinguished subcomplex with respect to C. Recall that it is generated by α1⊗· · ·⊗αr,
αj ∈ sF(Ij, Jj), such that
(αj (j ∈ P ), fk (k ∈ [1, t]) ) ∈
∏
P
F(Ij, Jj)×
∏
[1,t]
F(Jk, J
′
k)
is properly intersecting with respect to (M,Y,U) on {Tλ}.
As a special case of a distinguished subcomplex, we have F(I1, J1)⊗ˆ · · · ⊗ˆF(Ir, Jr) as con-
sidered in §2.
Remark. In (d) of (3.4.3), one may give elements fk ∈ F(Jk) that are properly intersecting
(in the sense to be defined in (3.4.4).) This gives a general condition of constraint as follows.
Write fk =
∑
fk(J
′
k) with fk(J
′
k) ∈ F(Jk, J
′
k). For any choice of subsets {J
′
k}k=1,...,t, we have
a single constraint in the sense of (3.4.3). The collection of these, as we take all choices {J′k},
gives us a constraint.
(3.4.4)Variant for F(I). We can repeat the discussion (3.4.1)-(3.4.3) with F(I, J) replaced
by F(I).
The complex F(I) is the direct sum of submodules F(I, J) for J ⊂
◦
I . Thus it is free on the
set
sF(I) := ∐ sF(I, J) , (3.4.c)
the disjoint union of the sets of generators for F(I, J).
Let {Ij}j=1,··· ,r be an almost disjoint set of sub-intervals of I. Let A be a subset of [1, r].
An element (uj) ∈
∏
j∈A F(Ij) is said to be properly intersecting with respect to (X/S; I; {Ij})
if, writing uj =
∑
uj(Jj) with uj(Jj) ∈ F(Ij, Jj), the element
(uj(Jj))j∈A ∈
∏
A
F(Ij, Jj)
is properly intersecting with respect to (X/S; I; {Ij ⊃ Jj}) in the sense of (3.4.2), for any choice
of subsets Jj . Note that the data (X/S; I; {Ij}) alone does not specify a sequence of fiberings.
A single condition of constraint on (X/S; I; {Ij}) with respect to F(Ij) is data
C = (I →֒ I;X on I;P ; {fk ∈ F(Jk)}k=1,··· ,t) (3.4.d)
satisfying the same conditions as in (3.4.3) except in (d) one must give properly intersecting
elements fk ∈ F(Jk) instead of elements in F(Jk, J
′
k). A condition of constraint is a finite set of
single constraints.
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A condition of constraint C specifies a subcomplex of F(I1)⊗ · · · ⊗ F(Ir) called the distin-
guished subcomplex with respect to C. For a single constraint as (3.4.d), the corresponding
subcomplex [⊗j∈[1,r]F(Ij)]C is defined to be the submodule generated by α1 ⊗ · · · ⊗ αr with
αj ∈ sF(Ij) satisfying the condition that
(αj (j ∈ P ), fk (k ∈ [1, t] ) ) ∈
∏
P
F(Ij)×
∏
[1,t]
F(Jk)
be properly intersecting with respect to (X/S; I; {Ij} ∪ {Jk}). From this definition one has
equality
[F(I1)⊗ · · · ⊗ F(Ir)]C =
⊕
[F(I1, J1)⊗ · · · ⊗ F(Ir, Jr)]C , (3.4.e)
the sum over (J1, · · · , Jr), of the distinguished subcomplexes with respect to the same C defined
in (3.4.3) (see also Remark at the end of (3.4.3)). The inclusion of a distinguished subcomplex
is a quasi-isomorphism.
As a special case of a distinguished subcomplex, we have F(I1)⊗ˆ · · · ⊗ˆF(Ir) (see §2).
(3.4.5)Variant for F(I|Σ). We give a further variant, where F(I) is replaced with F(I|Σ).
If Σ is a subset of
◦
I and I1, · · · , Ic is the corresponding segmentation, recall that F(I|Σ) =
F(I1)⊗ˆ · · · ⊗ˆF(Ic) is the subcomplex of F(I1)⊗ · · · ⊗ F(Ic) with the set of generators
sF(I|Σ) := {(αi)i=1,··· ,c ∈
∏
sF(Ii)| (αi) is properly intersecting. }. (3.4.f)
Assume now I1, · · · , Ir is an almost disjoint set of sub-intervals of I, and Σj are subsets of
◦
Ij ; we denote the data by (X/S; I; {Ij|Σj}). Each Ij is segmented by Σj to Ij,1, · · · , Ij,sj . Then
an element (A is a subset of [1, r])
(αj)j∈A ∈
∏
A
sF(Ij|Σj) with αj = (αjk) ∈
∏
k∈[1,,sj]
sF(Ijk)
is said to be properly intersecting if the element
(αjk) ∈
∏
j∈A
∏
k
sF(Ijk)
is properly intersecting with respect to (X/S; I; {Ijk}). Also, as in (3.1), (2), we can define the
condition of proper intersection for an element
(uj)j∈A ∈
∏
A
F(Ij|Σj) .
A single condition of constraint on the (X/S; I; {Ij|Σj}) is data
C = (I →֒ I;X on I;P ; {fk ∈ F(Jk|Σ
′
k)}) (3.4.g)
satisfying the same conditions as in (3.4.3) except in (d) one must give sub-intervals Jk such
that {Ij} ∪ {Jk} is almost disjoint, subsets Σ
′
k ⊂
◦
Jk, and properly intersecting elements fk ∈
F(Jk|Σ
′
k). A condition of constraint is a finite set of single constraints.
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Just as in (3.4.3) or (3.4.4), a condition of constraint specifies the corresponding distin-
guished subcomplex
[F(I1|Σ1)⊗ · · · ⊗ F(Ir|Σr)]C ⊂ F(I1|Σ1)⊗ · · · ⊗ F(Ir|Σr) .
(3.5)Distinguished subcomplexes of F (I1) ⊗ · · · ⊗ F (Ir). We keep the assumption from the
previous subsection that X/S is a sequence of varieties on I. We give a variant of (3.4) for
F (I).
(3.5.1) We have F (I) =
⊕
F(I|Σ), the sum over subsets Σ of
◦
I . So it is Z-free over the
set
sF (I) := ∐ sF(I|Σ) . (3.5.a)
(3.5.2) If {Ij}j=1,··· ,r is an almost disjoint set of sub-intervals of I, and A ⊂ [1, r], we have
the notion of proper intersection with respect to (X/S; I; {Ij}) for an element
(uj) ∈
∏
j∈A
F (Ij)
by naturally extending that for an element of
∏
F(Ij|Σj) in (3.4.5).
(3.5.3)Definition. A single condition of constraint on (X/S; I; {Ij}) with respect to the
complexes F (Ij) can be defined as in (3.4.3), except in (d) one must replace fk ∈ F(Jk, J
′
k) with
properly intersecting elements fk ∈ F (Jk). Thus it is of the form
C = (I →֒ I;X on I;P ; {fk ∈ F (Jk)}k=1,··· ,t) .
A condition of constraint is a finite set of single constraints.
For a condition of constraint C one has the associated distinguished subcomplex
[F (I1)⊗ · · · ⊗ F (Ir)]C →֒ F (I1)⊗ · · · ⊗ F (Ir) .
For a single constraint, it is the subcomplex generated by α1 ⊗ · · · ⊗ αr with αj ∈ sF (Ij)
satisfying the condition that
(αj (j ∈ P ), fk (k ∈ [1, t] ) ) ∈
∏
P
F (Ij)×
∏
[1,t]
F (Jk)
be properly intersecting with respect to (X/S; I; {Ij} ∪ {Jk}).
As a special case, let {Ij} be a segmentation of I, and let F (I1)⊗ˆ · · · ⊗ˆF (Ir) be the sub-
complex generated by elements α1 ⊗ · · · ⊗ αr with αj ∈ sF (Ij) where (αj)j∈[1,r] is properly
intersecting. If S corresponds to the segmentation {Ij}, then we have
F (I1)⊗ˆ · · · ⊗ˆF (Ir) = F (I|S) . (3.5.b)
(where the complex F (I|S) is defined in §2 as the sum of F(I|Σ) for Σ ⊃ S). Indeed the left
hand side is generated by properly intersecting elements α1 ⊗ · · · ⊗ αr with αj ∈ sF(Ij|Σj),
namely by elements α ∈ sF(I|Σ) for Σ ⊃ S.
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4 The diagonal cycle and the diagonal extension
We keep the notation of §2. In this section I denotes a finite ordered set of cardinality ≥ 2,
and we often take I = [1, n] for simplicity.
(4.1) The diagonal cycles ∆(I). Let X be a smooth variety, projective over S, and Xi = X
be a constant sequence of varieties on I = [1, n], n ≥ 2 (or on a finite ordered set of cardinality
≥ 2). There is the diagonal embedding ∆ : X → X ×S · · · ×S X ; denote the image of the
fundamental class of X by ∆([1, n]) ∈ Z(X ×S · · · ×S X). Recall that there is a natural
quasi-isomorphism
ι : Z(X ×S · · · ×S X)→ Z(X
∅
[1,n], {U
∅
[1,n]}) = F([1, n], ∅) .
We use the same ∆([1, n]) to denote its image under this map. It thus consists of ∆([1, n]) in
Z(X∅[1,n]), and the zero element in Z(U
∅
[1,n]). Similarly for a finite ordered set I of cardinality
≥ 2, we have an element ∆(I) ∈ F(I, ∅)0 which is a cocycle; viewed as an element of F(I), it
is of degree 1 (of bi-degree (1, 0)), and is a cocycle: ∂(∆(I) ) = 0.
For a subset Σ ⊂
◦
I , letting I1, · · · , Ic be the segmentation of I given by Σ, one verifies
immediately that the tensor product
∆(I|Σ) := ∆(I1)⊗∆(I2)⊗ · · · ⊗∆(Ic) ∈ F(I1, ∅)⊗ · · · ⊗ F(Ic, ∅)
is in the subcomplex F(I, ∅|Σ), namely that {∆(I1), · · · ,∆(Ic)} is properly intersecting. It is a
cocycle of degree c: ∂(∆(I|Σ) ) = 0. As an element of the complex F(I|Σ)shift (see (2.10) ), its
degree is 0. It is easily verified that the elements ∆(I) are subject to the following properties:
(1) For k ∈ Σ, ρk(∆(I|Σ) ) = rk(∆(I|Σ − {k}) ) in F(I, {k}|Σ − {k}). Here the map
rJ,J′ : F(I, J|Σ)→ F(I, J
′|Σ) is written rk if J
′ = J ∪ {k}.
(2) For K ⊂
◦
I − Σ, πK(∆(I|Σ) ) = ∆(I −K|Σ) in F(I −K|Σ).
From the ∂-closedness and (1), it follows that the collection
∆(I) := (∆(I|Σ) )Σ ∈
⊕
F(I, ∅|Σ) ⊂ F (I) (4.1.a)
is a cocycle of degree 0 in the complex F (I). Indeed,
d¯(∆(I|Σ) ) = −d(∆(I|Σ) )
= −
∑
k∈Σ rk(∆(I|Σ) )
(the first identity by the definition of d¯ in (2.10), and the second identity by ∂(∆(I|Σ) ) = 0),
and
ρ¯k(∆(I|Σ) ) = ρk(∆(I|Σ) )
by the definition of ρ¯. From the definition (4.1.a) and (2) above, we have:
(4.2) Proposition. The 0-cocycle ∆(I) ∈ F (I) satisfies:
(1) If |I| = 2, then ∆(I) = ∆(I) ∈ F (I).
(2) If S ⊂
◦
I , and I1, · · · , Ic the corresponding segmentation, one has
τS(∆(I) ) =∆(I1)⊗ · · · ⊗∆(Ic)
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in F (I ⌉⌈S) = F (I1) ⊗ · · · ⊗ F (Ic). (Recall from (2.10) that τS : F (I) → F (I ⌉⌈S) is the
composition of σ∅,S : F (I)→ F (I|S) and ιS : F (I|S)→ F (I ⌉⌈S).)
(3) For K ⊂
◦
I , ϕK(∆(I) ) =∆(I −K).
Since ∆(I) and ∆(I) depends on X , we will write ∆X(I) for ∆(I) and ∆X(I) for ∆(I). If
|I| = 2, ∆X(I) is the usual diagonal ∆X .
(4.3) The diagonal embedding δ∗. Let X be a sequence of varieties on I = [1, n]. Given an
element k ∈ I (we allow k = 1 or k = n) and an integer m ≥ 1, let I ′ be the ordered set
{1, · · · , k − 1, k1, · · · , km, k + 1, · · · , n} ,
where k is repeated m times. There is a natural surjection λ : I ′ → I which sends kj to k and
is the identity on I ′ − {kj}, so there is an induced sequence of varieties on I
′. One has the
induced sequence of varieties λ∗X on I ′, which maps i ∈ I ′ − {kj} to Xi and kj to Xk. For a
subset J of
◦
I , recall that we have the variety
XJI =
∏
i∈I
X ′i, X
′
i =
{
X¯i if i 6∈ J,
Xi if i ∈ J.
Similarly for a subset J′ of
◦
I ′ one has the associated variety (λ∗X)J
′
I′ which is abbreviated to
XJ
′
I′ . Explicitly,
XJ
′
I′ = X
′
1 × · · · ×X
′
k−1 × (X
′
k1 × · · · ×X
′
km)×X
′
k+1 × · · · ×X
′
n
where if i 6∈ {kj},
X ′i =
{
X¯i if i 6∈ J
′,
Xi if i ∈ J
′.
,
and X ′kj equals X¯k if kj 6∈ J
′, and equals Xk if kj ∈ J
′.
Assume that the image of J′ by λ is contained in J, and that the induced map J′ → J is
bijective. Then for an element i ∈ I ′ − {k1, · · · , km} ∼= I − {k}, the variety X
′
i is the same for
XJI and for X
J′
I′ , and for each kj there is an open immersion X
′
k →֒ X
′
kj
. Indeed if k 6∈ J and
kj 6∈ J
′, then X ′k = X
′
kj
= X¯k; if k ∈ J and kj ∈ J
′, X ′k = X
′
kj
= Xk; if k ∈ J and kj 6∈ J
′,
then X ′k = Xk and X
′
kj
= X¯k. Taking the product of them, one obtains a closed immersion
δ : XJI →֒ X
J′
I′ .
Recall to a subset J ⊂
◦
I there corresponds a closed set AJI ⊂ X
J
I , and U
J
I is its complement.
(4.3.1)Proposition. (1) Let J ⊂
◦
I , J′ ⊂
◦
I ′ be subsets such that J′
∼
→ J, and J ⊂ I, J ′ ⊂ I ′
be subsets such that λ induces a surjection J ′ → J . Then the following square is Cartesian:
AJI →֒ X
J
Iy yδ
AJ
′
I′ →֒ X
J′
I′ .
Thus δ−1(UJ
′
I′ ) = U
J
I .
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(2) Let J ⊂
◦
I , J′ ⊂
◦
I ′ be subsets such that J′
∼
→ J. Then the closed immersion δ induces a
map of complexes
δ∗ : F(I, J)→ F(I
′, J′) .
Proof. (1) Obvious from the definitions.
(2) Let {J0, · · · , Jr} be the segmentation of I by J. Similarly let {J ′0, · · · , J ′r} be the
segmentation of I ′ by J′. Then one has surjections J ′i → J i, so by (1), δ−1(UJ
′
J ′i
) = UJ
Ji
. Thus
δ−1U(J′) = U(J). By (1.3) there is the induced map of complexes
δ∗ : Z(X
J
I ,U(J) )→ Z(X
J′
I′ ,U(J
′) ) .
(4.4) The maps δ∗ and ∆(Σ,Σ
′). We keep the notation for I and I ′ from the previous subsec-
tion. Assume that J, Σ are disjoint subsets of
◦
I , and J′, Σ′ are disjoint subsets of
◦
I ′, satisfying
the following conditions:
• λ induces a bijection J′
∼
→ J.
• λ induces a bijection Σ′ − {k1, · · · , km}
∼
→ Σ − {k}. If 1 < k < n, it is also assumed
that λ induces a bijection Σ′ → Σ, in other words, if k ∈ Σ, then Σ′ ∩ {k1, · · · , km} 6= ∅, and
if k 6∈ Σ, then Σ′ ∩ {k1, · · · , km} = ∅. (When k = 1 or n, Σ
′ ∩ {k1, · · · , km} may be empty or
not.)
Then we will define a map of complexes
F(I, J|Σ)→ F(I ′, J′|Σ′) .
According to cases (there will be Type (0), (I), and (II)), we will give it the name δ∗ or ∆(Σ,Σ
′).
(Type 0) Case Σ′∩{k1, · · · , km} = ∅ (k = 1, n allowed) We have the map δ∗ : F(I, J|Σ)→
F(I ′, J′|Σ′) given as follows.
First assume 1 < k < n. If Σ = Σ′ = ∅, this is the map defined in (4.4.2). In general, let
I1, · · · , Ir be the segmentation of I by Σ; then k is contained in some
◦
Ii. Let I
′
1, · · · , I
′
r be the
segmentation of I ′ by Σ′. Then I ′j = Ij for j 6= i and I
′
i → Ii is a surjection. For an element
u1 ⊗ · · · ⊗ ur ∈ F(I1, J1)⊗ˆ · · · ⊗ˆF(Ir, Jr) = F(I, J|Σ), we let
δ∗(u1 ⊗ · · · ⊗ ur) = u1 ⊗ · · · ⊗ δ∗(ui)⊗ · · · ⊗ ur ∈ F(I
′
1, J
′
1)⊗ˆ · · · ⊗ˆF(I
′
r, J
′
r)
where δ∗ on the right hand side is the map F(Ii, Ji) → F(I
′
i, J
′
i) defined in (4.3.1). If k = 1, n
and Σ′ ∩ {k1, · · · , km} = ∅, one defines δ∗ in a similar manner.
Note that there are two subcases:
(0-a) Case k 6∈ J (k = 1, n allowed). Then J′ as above is uniquely determined.
(0-b) Case k 6= 1, n and k ∈ J. Then J′ = (J− {k}) ∪ {kj} for j = 1, · · · , m. So we write
(δj)∗ for δ∗.
(4.4.1) Proposition. For the map δ∗ : F(I, J|Σ)→ F(I
′, J′|Σ′), we have:
(1) In cases (a) and (b), δ∗ commutes with rℓ if ℓ 6∈ {k} ∪ J ∪ Σ.
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(2) If k 6∈ J ∪ Σ, then the following diagram commutes:
F(I, J|Σ)
δ∗−−−→ F(I ′, J′|Σ′)yrk yrkj
F(I, J ∪ {k}|Σ)
(δj)∗
−−−→ F(I ′, J′ ∪ {kj}|Σ
′) .
(3) If k ∈ J so that J = J0 ∪ {k}, the following commutes for any j < j
′:
F(I, J|Σ)
(δj)∗
−−−→ F(I ′, J0 ∪ {kj}|Σ
′)y(δj′ )∗ yrkj′
F(I ′, J0 ∪ {kj′}|Σ
′)
rkj
−−−→ F(I ′, J0 ∪ {kj, kj′}|Σ
′) .
(4) For ℓ ∈ Σ, the following diagram commutes:
F(I, J|Σ)
δ∗−−−→ F(I ′, J′|Σ′)yρℓ yρℓ
F(I, J ∪ {ℓ}|Σ− {ℓ})
δ∗−−−→ F(I ′, J′ ∪ {ℓ}|Σ′ − {ℓ}) .
Similarly (δj)∗ commutes with ρℓ.
Proof. (1), (2) and (4) are obvious from the definitions.
(3) For simplicity of notation consider the case Σ = ∅ and J = {k} (the general case is
parallel). Write k′ = kj and k
′′ = kj′. The map rk′′(δj)∗ is induced by the map of coverings
U(J) = δ−1(U({k′}) )→ δ−1(U({k′, k′′}) ) .
But U(J) = {UJ[1,k], U
J
[k,n]}, and
δ−1(U({k′, k′′})) = δ−1{U
J0∪{k′,k′′}
[1,k′] , U
J0∪{k′,k′′}
[k′,k′′] , U
J0∪{k′,k′′}
[k′′,n] }
= {UJ[1,k], ∅, U
J
[k,n]}
since one clearly has δ−1(U
J0∪{k′,k′′}
[k′,k′′] ) = ∅.
Let U0 = U
J
[1,k], U1 = ∅, and U2 = U
J
[k,n]. Then F(I
′, J0 ∪ {k
′, k′′}) =
⊕
J Z(UJ) where J
varies over subsets of {0, 1, 2}. Then the map in question, composed with the projection to the
sum
⊕
J 6∋1 Z(UJ ),
F(I, J|{k})
rk′′(δj)∗−−−→F(I ′, J0 ∪ {kj, kj′}|Σ
′) =
⊕
J
Z(UJ )
proj
−−−→
⊕
J 6∋1
Z(UJ )
is the identity map. The projection to the sum
⊕
J∋1 Z(UJ ) is zero by δ
−1(U
J0∪{k′,k′′}
[k′,k′′] ) = ∅.
The other map (δj′)∗rk′ in the diagram has the same description, so the two maps coincide.
(Type I) Case k ∈ Σ and |Σ′| = |Σ|. Note that 1 < k < n. One will define a map
∆(Σ,Σ′) : F(I, J|Σ) → F(I ′, J′|Σ′). For simplicity assume Σ = {k}, and let I1, I2 be the
segmentation of I by k. Let k′ := kj be the element in Σ
′, and I ′1, I
′
2 be the segmentation of I
′
by ℓ, and
δ1 : X
J1
I1
→֒ X
J′1
I′1
, δ2 : X
J2
I2
→֒ X
J′2
I′2
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be the embeddings corresponding to the surjections I ′i → Ii. Then the map ∆(Σ,Σ
′) :
F(I, J|Σ)→ F(I ′, J′|Σ′) is defined by ∆(Σ,Σ′)(u1⊗u2) = δ1∗(u1)⊗δ2∗(u2). That the right hand
side is indeed in F(I ′, J′|Σ′) is the first assertion of the following lemma, which is immediately
verified.
(4.4.2)Lemma. Let ui be elements in F(Ii, Ji) for i = 1, 2, such that {u1, u2} is properly
intersecting with respect to (X/S; I; {Ii ⊃ Ji}) in the sense of (3.4.2). Then (δi)∗(ui) ∈ F(Ii, Ji),
i = 1, 2, are properly intersecting with respect to (X/S; I ′; {I ′i ⊃ J
′
i}), and one has
δ∗(u1 ◦ u2) = δ1∗(u1) ◦ δ2∗(u2)
in F(I, J).
The following proposition follows from (4.4.1) and (4.4.2).
(4.4.3)Proposition. Assume we are in case (I); let Σ′ = (Σ− {k}) ∪ {kj}.
(1) ∆(Σ,Σ′) commutes with rℓ if ℓ ∈
◦
I − (J ∪ Σ).
(2) ∆(Σ,Σ′) commutes with ρℓ if ℓ 6= k.
(3) The following square commutes:
F(I, J|Σ)
∆(Σ,Σ′)
−−−→ F(I ′, J′|Σ′)yρk yρkj
F(I, J ∪ {k}|Σ− {k})
(δj)∗
−−−→ F(I ′, J′ ∪ {kj}|Σ
′ − {kj}) .
(Type II) Case k ∈ Σ and |Σ′| > |Σ| (k = 1, n allowed). We will define the map
∆(Σ,Σ′) : F(I, J|Σ)→ F(I ′, J′|Σ′)
as follows.
First consider the case 1 < k < n. For simplicity assume Σ = {k}, the general case being
similar. Let I1, I2 be the segmentation of I by k, and I
′
1, · · · , I
′
c the segmentation of I
′ by Σ′.
One has F(I, J|Σ) = F(I1, J1)⊗ˆF(I2, J2), and
F(I ′, J′|Σ′) = F(I ′1, J
′
1)⊗ˆF(I
′
2, ∅)⊗ˆ · · · ⊗ˆF(I
′
c−1, ∅)⊗ˆF(I
′
c, J
′
c) .
Note I ′2, · · · , I
′
c−1 correspond to constant sequences on Xk. The map ∆(Σ,Σ
′) is defined by
u1 ⊗ u2 7→ δ1∗(u1)⊗∆(I
′
2)⊗ · · · ⊗∆(I
′
c−1)⊗ δ2∗(u2)
where δ1∗ : F(I1, J1)→ F(I
′
1, J
′
1) is the map associated to the surjection I
′
1 → I1, and similarly
for the map δ2∗. We have used the following lemma.
(4.4.4)Lemma. Let ui be elements in F(Ii, Ji) for i = 1, 2, such that {u1, u2} is properly
intersecting with respect to (X/S; I; {Ii ⊃ Ji}). Then
{δ1∗(u1),∆(I
′
2), · · · ,∆(I
′
c−1), δ2∗(u2) }
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is properly intersecting with respect to (X/S; I ′; {I ′i ⊃ J
′
i}) One has
δ1∗(u1) ◦∆(I
′
2) = δ¯1∗(u1)
where δ¯1 is associated to the surjection I
′
1 ∪ I
′
2 → I1; similarly for ∆(I
′
c−1) ◦ δ2∗(u2).
Next assume k = 1 (the case k = n being similar), and assume for simplicity Σ = ∅. Let
I ′1, · · · , I
′
c−1, I
′
c be the segmentation of I
′ by Σ′. The surjection I ′c → I corresponds to a closed
immersion δ′ : XJI →֒ X
J′
I′c
. The map ∆(Σ,Σ′) is given by
u 7→ ∆(I ′1)⊗ · · · ⊗∆(I
′
c−1)⊗ δ
′
∗(u) ∈ F(I
′
1, ∅)⊗ˆ · · · ⊗ˆF(I
′
c−1, ∅)⊗ˆF(I
′
c, J
′) = F(I ′, J′|Σ′) .
For 1 ≤ k ≤ n, from the definitions and the above lemma, we have:
(4.4.5) Proposition. Assume we are in case (II).
(1) ∆(Σ,Σ′) commutes with rℓ. if ℓ 6= k for ℓ 6= k.
(2) ∆(Σ,Σ′) commutes with ρℓ if ℓ 6= k.
(3) If k′ = kj ∈ Σ
′, the following commutes:
F(I, J|Σ)
∆(Σ,Σ′)
−−−→ F(I ′, J′|Σ′)y∆(Σ,Σ′−{k′}) yρk′
F(I ′, J′|Σ′ − {k′})
rk′−−−→ F(I ′, J′ ∪ {k′}|Σ′ − {k′}) .
(4.4.6) We conclude this subsection by noting of the maps δ∗ and ∆(Σ,Σ
′). Let k′ ∈
{k1, · · · , km} and λ
′ : I ′′ → I ′ be a map such that λ′ is surjective and bijective over I ′−{k′}. Let
J′′,Σ′′ be subsets of
◦
I ′ satisfying the condition at the beginning of (4.4) with respect to (J′,Σ′).
We thus have the map δ∗ or ∆(Σ
′,Σ′′), F(I ′, J′|Σ′) → F(I ′′, J′′|Σ′′). Then the composition of
the maps
F(I, J|Σ)
δ∗−−−→F(I ′, J′|Σ′)
δ∗−−−→F(I ′′, J′′|Σ′′)
is shown to coincide with the map δ∗ associated to λλ
′ : I ′′ → I. The same for the composition
of the maps ∆(Σ,Σ′) and ∆(Σ′,Σ′′). The verifications are immediate from the definitions.
(4.5) We shall define a degree preserving map
diag : F (I)→ F (I ′) (4.5.a)
as the sum of the maps δ∗ or ∆(Σ,Σ
′), F(I, J|Σ)→ F(I ′, J′|Σ′) for (J,Σ) and (J′,Σ′) satisfying
the condition at the beginning of (4.4) (the other components are set to be zero). We also use
the notation diag(I, I ′) or λ∗.
(4.5.1)Proposition. The map diag is a map of complexes.
Proof. One must show dF diag = diag dF . This follows from the propositions in (4.4)
together with examination of the signs, as we will elaborate below.
Recall that dF = d¯+ ρ¯, and d¯ =
∑
±1⊗ · · ·⊗ (r+(−1)a∂)⊗ · · ·⊗ 1. So dF is a signed sum
of 1⊗ · · · ⊗ r ⊗ · · · ⊗ 1, 1⊗ · · · ⊗ ∂ ⊗ · · · ⊗ 1, and ρ. Of these, 1⊗ · · · ⊗ ∂ ⊗ · · · ⊗ 1 commutes
with the map diag. Thus we have only to examine the commutativity of diag and the signed
sum of the maps r and ρ.
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The composition dF diag is the signed sum of the compositions
F(I, J|Σ)
f
−−−→F(I ′, J′|Σ′)
g
−−−→F(I ′, J′′|Σ′′)
where f = δ∗ or ∆(Σ,Σ
′), and g = rk, ρk, or ∂. Specifically, according to the type of f , they
consist of the following (we omit the case g = ∂):
(Type 0-a) For f = δ∗ of Type (0-a),
rℓδ∗ (ℓ 6∈ J
′ ∪ Σ′ ∪ {k1, · · · , km}), rkjδ∗ (j = 1, · · · , m), ρℓδ∗ (ℓ ∈ Σ
′).
(Type 0-b) For f = (δj)∗ of Type (0-b),
rℓ(δj)∗ (ℓ 6∈ J
′ ∪ Σ′ ∪ {k1, · · · , km}), rkj′ (δj)∗ (j
′ 6= j), ρℓ(δj)∗ (ℓ ∈ Σ
′).
(Type I) For f = ∆(Σ,Σ′) of Type (I), with Σ′ ∩ {k1, · · · , km} = {kj},
rℓ∆(Σ,Σ
′) (ℓ 6∈ J′ ∪ Σ′ ∪ {k1, · · · , km}), rki∆(Σ,Σ
′) (i 6= j),
ρℓ∆(Σ,Σ
′) (ℓ ∈ Σ′ − {kj}), ρkj∆(Σ,Σ
′).
(Type II) For f = ∆(Σ,Σ′) of Type (II),
rℓ∆(Σ,Σ
′) (ℓ 6∈ J′ ∪ Σ′ ∪ {k1, · · · , km}), rki∆(Σ,Σ
′) (ki 6∈ Σ
′),
ρℓ∆(Σ,Σ
′) (ℓ ∈ Σ′ − {k1, · · · , km}), ρkj∆(Σ,Σ
′) (kj ∈ Σ
′).
On the other hand, the composition diag dF is the signed sum of the compositions
F(I, J|Σ)
g
−−−→F(I, J1|Σ1)
f
−−−→F(I ′, J′1|Σ
′
1) .
They consist of (omitting the case g = ∂):
(Type 0-a) For f = δ∗ of Type (0-a),
δ∗rℓ (ℓ 6∈ J ∪ Σ), δ∗ρℓ (ℓ ∈ Σ).
(Type 0-b) For f = (δj)∗ of Type (0-b),
(δj)∗rℓ (ℓ 6∈ J ∪ Σ), (δj)∗rk (j = 1, · · · , m),
(δj)∗ρℓ (ℓ ∈ Σ), (δj)∗ρk.
(Type I) For f of Type (I),
∆(Σ,Σ′)rℓ (ℓ 6∈ J ∪ Σ), ∆(Σ− {ℓ},Σ
′)ρℓ (ℓ ∈ Σ
′).
(Type II) For f of Type (II),
∆(Σ,Σ′)rℓ (ℓ 6∈ J ∪ Σ), ∆(Σ− {ℓ},Σ
′)ρℓ (ℓ ∈ Σ
′).
(i) Among these, one has identities
rℓf = frℓ (f = δ∗ or ∆(Σ,Σ
′) )
and
ρℓf = fρℓ (f = δ∗ or ∆(Σ,Σ
′) )
by (4.4.1), (1), (4) and (4.4.3), (1), (3); one also verifies that the signs assigned to rℓf and frℓ
(resp. ρℓf and fρℓ) are equal.
(ii) One has rkjδ∗ = (δj)∗rk by (4.4.1), (2). To show that the signs assigned to the two
terms are also equal, assume, say, Σ = ∅ (the general case being similar), and let I1, I2 be the
segmentation of I by k, Ji = J∩Ii. Then rkjδ∗ appears in dF diag with the sign −{|J2|}; indeed
the sign {|J′>kj |} = {|J2|} is assigned to rkj in defining r (cf. (2.6)), and minus sign is further
assigned in defining d¯ (cf. (2.10.b)) . On the other hand, (δj)∗rk appears in diag dF with the
same sign, since {|J>k|} = {|J2|} is assigned to rk for r, and minus sign is further assigned for
d¯. (Recall our notation {c} := (−1)c for an integer c.)
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(iii) One has, for j < j′, rkj′ (δj)∗ = rkj (δj′)∗ by (4.4.1), (3). We show that they appear in
dF diag with opposite signs, so they cancel each other. Indeed, when Σ = ∅ and J = J0 ∪ {k},
let I1, I2 be as above and Ji = J∩
◦
Ii. The map rkj′ (δj)∗ appears with sign −{|(J0∪{kj})>kj′ |} =
−{|J2|} while rkj(δj′)∗ appears with −{|(J0 ∪ {kj′})>kj |} = −{|J2|+ 1}.
(iv) By (4.4.3), (2) one has, for ∆(Σ,Σ′) of type (I), ρkj∆(Σ,Σ
′) = (δj)∗ρk. We show
that they appear with the same signs. Assume Σ = {k}, and let I1, I2, Ji be as above. For
u = u1⊗ u2 ∈ F(I1, J1)⊗ˆF(I2, J2), with u1 ∈ F(I1, J1)
p, a = |J1|+1 (namely of bi-degree (a, p))
and u2 ∈ F(I2, J2)
q, b = |J2|+ 1, recall that ρ¯k(u) = (−1)
aqu1 ◦ u2 by (2.8.e) and (2.10.c). The
sign for ρ¯kj∆(Σ,Σ
′)(u) is the same, since ∆(Σ,Σ′) preserves the bi-degrees (a, p) and (b, q).
(v) For each map ∆(Σ,Σ′) : F(I, J|Σ) → F(I ′, J′|Σ′) of type (I) or (II), and kj 6∈ Σ
′, one
has by (4.4.5), (3)
ρkj∆(Σ,Σ
′ ∪ {kj}) = rkj∆(Σ,Σ
′) .
We claim that the two maps appear with opposite signs in dF diag, canceling each other.
We will consider three typical cases (the general case is parallel to one of these cases.) First
assume Σ = {k}, Σ′ = {kj′}, and j < j
′. Let J = [kj, kj′], and I1, I2, Ji be as before. Consider
an element u = u1 ⊗ u2 ∈ F(I1, J1)⊗ˆF(I2, J2), with u1 of bi-degree (a, p), and u2 of bi-degree
(b, q). Then
∆(Σ, {kj , kj′})(u) = (δ1)∗u1 ⊗∆(J)⊗ (δ2)∗u2 ,
using the notation introduced where we defined the map ∆(Σ,Σ′). Then ρkj∆(Σ, {kj, kj′})(u)
appears with the sign
(−1)a·0{ǫ(∆(J)) + ǫ(u2)} = {b+ q − 1}
by (2.8.e) and (2.10.c), while rkj∆(Σ, {kj′})(u) appears with −{ǫ(u2)} = −{b+ q − 1}.
Second assume Σ = {k} and Σ′ = {kj′} with j
′ < j. Let J = [kj′, kj]. For u = u1 ⊗ u2 as
above, ∆(Σ, {k′j , kj})(u) = (δ1)∗u1 ⊗∆(J)⊗ (δ2)∗u2. In this case ρkj∆(Σ, {kj′, kj})(u) appears
with sign {q}{b+ q − 1} (since ∆(J) is of bi-degree (1, 0), the sign (−1)aq for ρ is (−1)q), and
rkj∆(Σ, {kj′})(u) appears with −{|J2|} = {b}.
The third case is where Σ = {k} and Σ′ = {kj′, kj′′} and j
′ < j < j′′. Then
∆(Σ,Σ′ ∪ {kj})(u) = (δ1)∗u1 ⊗∆(J1)⊗∆(J2)⊗ (δ2)∗u2 ,
with J1 = [kj′, kj], J2 = [kj, kj′′]. Then ρkj∆(Σ,Σ
′ ∪ {kj})(u) appears with sign {b + q − 1},
while rkj∆(Σ,Σ
′})(u) appears with −{b+ q−1}. This completes the proof of the proposition.
(4.5.2)Generalization. Let λ : I ′ → I be a surjective map of finite ordered sets of cardinality
≥ 2. Given a sequence of varieties X on I, let λ∗X be the induced sequence of varieties on I ′.
Generalizing the map (4.5.a), we define the map of complexes λ∗ = diag = diag(I, I ′) : F (I)→
F (I ′) by writing λ = λ1λ2 · · ·λr, with each λi satisfying the condition in (4.3), and setting
λ∗ = λ∗r · · ·λ
∗
1. The well-definedness follows from (4.4.6). Note that we have functoriality: If
λ′ : I ′′ → I ′ is another surjective map, then we have λ′∗λ∗ = (λλ′)∗ : F (I)→ F (I ′′).
(4.6) Proposition. Let λ : I ′ → I be a surjective map of finite ordered sets. The map
diag : F (I)→ F (I ′) is compatible with ϕ and τ in the following sense.
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(1) Let ℓ ∈
◦
I ′. If ♯λ−1(λ(ℓ)) = 1, then ϕλ(ℓ) diag(I, I
′) = diag(I − {ℓ}, I ′ − {ℓ})ϕℓ, namely
the following square commutes:
F (I)
diag(I,I′)
−−−−→ F (I ′)yϕλ(ℓ) yϕℓ
F (I − {k})
diag(I−{ℓ},I′−{ℓ})
−−−−−−−−−−→ F (I ′ − {ℓ}) .
If ♯λ−1(λ(ℓ)) > 1, then ϕℓ diag(I, I
′) = diag(I, I ′ − {ℓ}), namely the diagram
F (I)
diag(I,I′)
−−−−→ F (I ′)
diag(I,I′−{ℓ}) ց
yϕℓ
F (I ′ − {ℓ})
commutes.
(2) Let ℓ ∈
◦
I ′. If λ(ℓ) 6= 1, n, let I1, I2 be the segmentation of I by λ(ℓ), and I
′
1, I
′
2 be the
segmentation of I ′ by ℓ. One then has a commutative diagram:
F (I)
diag(I,I′)
−−−−→ F (I ′)yτλ(ℓ) yτℓ
F (I1)⊗ F (I2) −−−→ F (I
′
1)⊗ F (I
′
2) ,
where the lower horizontal arrow is diag(I1, I
′
1)⊗ diag(I2, I
′
2).
If λ(ℓ) = 1 (so that λ−1(1) has cardinality ≥ 2), let I ′1, I
′
2 be the segmentation of I
′ by ℓ.
Then the following diagram commutes:
F (I)
diag(I,I′)
−−−−→ F (I ′)ydiag(I,I′2) yτℓ
F (I ′2) −−−→ F (I
′
1)⊗ F (I
′
2) .
The lower horizontal map is u 7→ u ⊗ ∆(I ′2). (Note I
′
2 parametrizes a constant sequence of
varieties, so one has the element ∆(I ′′) ∈ F (I ′′).) Similarly in case λ(ℓ) = n.
Proof. (1) For ℓ with ♯λ−1(λ(ℓ)) = 1, and for the map δ∗ in (4.3), it follows immediately
from the definitions that the following square commutes:
F(I, J|Σ)
δ∗−−−→ F(I ′, J′|Σ′)yπℓ yπℓ
F(I − {ℓ}, J|Σ)
δ∗−−−→ F(I ′ − {ℓ}, J′|Σ′) .
The same holds for the map ∆(Σ,Σ′) in (4.4). If ♯λ−1(λ(ℓ)) > 1, the following diagram
commutes:
F(I, J|Σ)
δ∗−−−→ F(I ′, J′|Σ′)
δ∗ ց
yπℓ
F(I ′ − {ℓ}, J′|Σ′) .
The same for the map ∆(Σ,Σ′). The assertion follows from these.
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(2) If λ(ℓ) ∈ Σ and ℓ ∈ Σ′, then for the map ∆(Σ,Σ′), the following square commutes:
F(I, J|Σ)
∆(Σ,Σ′)
−−−→ F(I ′, J′|Σ′)y y
F(I1, J1|Σ1)⊗ F(I2, J2|Σ2) −−−→ F(I
′
1, J
′
1|Σ
′
1)⊗ F(I
′
2, J
′
2|Σ
′
2) .
Here Ji = J ∩
◦
I i, Σi = Σ ∩
◦
I i, and similarly for J
′
i and Σ
′
i. The vertical inclusions are the
canonical ones, and the lower horizontal arrow is ∆(Σ1,Σ
′
1)⊗∆(Σ2,Σ
′
2). Taking the sum over
∆(Σ,Σ′) we obtain the claim. The proof for the case λ(ℓ) = 1, n is similar.
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