We show that the cohomology intersection number of a twisted Gauss-Manin connection with regularization condition is a rational function. As an application, we obtain a new quadratic relation associated to period integrals of a certain family of K3 surfaces.
Introduction
The study of intersection numbers of twisted cohomology groups and twisted period relations for hypergeometric functions started with the celebrated work by Cho and Matsumoto [5] . Since this work, several methods have been proposed to evaluate intersection numbers of twisted cohomology groups, see, e.g., [2] , [3] , [10] , [11] , [17] , [20] and references therein. All methods utilize comparison theorems of twisted cohomology groups and residue calculus.
We propose a new method in this paper. Our method reduces the problem of evaluating the intersection numbers to the question of finding a rational solution of a system of linear differential equations. The key idea of this method is that we regard the inverse of the intersection matrix of a twisted cohomology group as a horizontal section of the tensor product of a connection E and its dual.
In the case of the GKZ hypergeometric system for a matrix A admitting a unimodular triangulation, our method gives a complete algorithm to determine the intersection matrix with the aid of algorithms of finding rational solutions (see, e.g., [19] and its references) and the formula of intersection numbers of twisted homology groups for GKZ hypergeometric systems [16] . Our method is demonstrated for the matrix A which appears in a study of a K3 surface [18] in the last section.
Statement and the proof
Let X, Y be complex smooth quasi-projective varieties, and f : X → Y be an Affine morphism. We assume f is generically smooth in order to apply Thom-Mather's 1st isotopy lemma. We put d = dim X − dim Y . In the following, we use the notation of [15] . Let M = (E, ∇) be a regular integrable connection on X and we put N = f M . By the general theory, we see that N is a regular holonomic D-module and therefore, is a regular connection defined on a non-empty Zariski open subset U of Y . By shrinking U if necessary, we may assume that f : f −1 (U ) → U is smooth. Now let us assume further the following non-trivial condition: the canonical morphism
is an isomorphism or equivalently, the canonical morphism 
Again by shrinking U , we may assume that N is free on U . We take a free basis
The connection with respect to this basis {ψ j } r j=1 (resp. {φ j } r j=1 ) is given by d − Ω (resp. d − Ω ∨ ) for some r × r matrix Ω (resp. (resp. Ω ∨ )) with values in 1-forms. The Riemann-Hilbert correspondence applied to the regularization isomorphism (2.1) implies that for any y ∈ U , there is a canonical isomorphism
Here, we denote by H lf the locally finite (or Borel-Moore) homology group and we by L the dual local system of the local system of flat sections (E an ) ∇ an . Thus, by taking the Poincaré duality of (2.3), we have a canonical isomorphism 
In view of isomorphisms (2.4) and (2.5), we can define the cohomology intersection matrix I ch = ( φ i , ψ j ) i,j which is non-degenerate at each y ∈ U . Again, shrinking U if necessary, we may assume that f an : f −1 (U ) an → U an is a fiber bundle by Thom-Mather's 1st isotopy lemma ([23] (4.14) Théorème). This enables us to take a free basis γ j ∈ Rf an ! (L) and γ ∨ j ∈ Rf an ! (L ∨ ) on a neighbourhood W of each y ∈ U an . By local trivialization, we may assume that the homology intersection matrix
In view of (2.3), (2.4) and (2.5), the twisted period relation ( [5] Theorem 2) is
Note that our period matrices are the transposes of those in the previous literatures. By the definition of the connection matrix, we have two equalities
We put I = I −1 ch . Since I h is locally constant, by differentiating (2.6), we obtain the identity
We call (2.8) the secondary equation. Note that Ω and Ω ∨ are matrices with entries in regular 1-forms on U . The following theorem is the main result of this paper. By abuse of notation, let us denote by U a complex smooth quasi-projective variety and by (E, ∇ E ) a connection on U . In the sequel, we denote this connection simply by E if no confusion arises. We set End(E) = Hom O (E, E) and the associated connection on End(E) is denoted by ∇. The endomorphism group End(E) is again a connection. In other words, it is a D-module, is locally free and of finite rank as an O-module. See, e.g., [15, Chapter 5] , where one can find some fundamental properties of this connection. Proposition 2.2. Suppose the monodromy representation of (E, ∇ E ) is irreducible. Letx ∈ U be a point. We put
Proof. Remember that the connection End(E) is given by
for any ϕ ∈ End(E) and
We denote by π E (g) (resp. π End (g)) the analytic continuation of flat sections of E (resp. End(E)) along a loop g ∈ π 1 (U an ,x), we have
The assertion follows from Schur's lemma.
Next, we recall the trivialisation formula for a tensor connection. Let (F, ∇ F ) be another connection on U . Suppose that (E, ∇ E ) and (F, ∇ F ) are trivialized with respect to frames (e 1 , . . . , e r ) and (f 1 , . . . , f r ). The connections are also trivialized as ∇ E = d + A∧ and ∇ F = d + B∧, where A = (ω i j ) and B = (ω i j ) are square matrices with entries in 1 forms. Then, for any section
Therefore, if we trivialize the tensor product E ⊗ F with respect to the frame {e i ⊗ f j }, the connection is given by ∇ E⊗F = d + A • + • t B. Now we can show that the secondary equation is actually a tensor connection. Proof. Recall that the connection of N is given by d − Ω with respect to the basis ψ j and that of DN is given by d − Ω ∨ with respect to the basis φ j . Thus, their dual connections with respect to the dual frames are given by d + t Ω (connection for DN ) and d + t Ω ∨ (connection for N ) respectively. Therefore, the connection N ⊗ DN with respect to these frames is given by d + t Ω ∨ • + • Ω. This is nothing but the secondary equation (2.8).
Lemma 2.4. If (E, ∇ E ) is a regular connection, and if s ∈ Γ(U an , (E an ) ∇ E ) is monodromy invariant, we have s ∈ Γ(U, E), i. e., s is an algebraic section.
Proof. Take a projective compactification X of U so that D = X \ U is a normal crossing divisor. Since s belongs to the Nilsson class, we see that there is a positive integer m such that
Here, the equality is a consequence of GAGA.
(Proof of Theorem 2.1) We remember that N is a regular connection, hence so is DN . Therefore the tensor connection N ⊗ DN is also regular. By Proposition 2.3, we can conclude that (2.8) is regular. The first part of the statement is verified. In view of Proposition 2.2, Lemma 2.4, and the fact that N ⊗ DN is isomorphic to End(E), we see that the rational solutions of (2.8) are one dimensional. The second part of the statement is confirmed.
Euler integral representations and twisted period relations
In this section, we discuss general results on Euler integral representations. Consider k Laurent
j is regarded as a variable and x = (x 1 , . . . , x n ). For any parameters γ l ∈ C (l = 1, . . . k) and c ∈ C n , an integral
is called Euler integral. In the formula above, we put
Here, Γ is a suitable element of the twisted homology group associated to the multivalued function Φ =
Let us clarify the meaning of this choice. We define an algebraic connection of a trivial bundle over (
We denote CΦ the dual local system of the local system of flat sections of the analytification ∇ an x .. Then, we our integration cycle Γ belongs to the twisted homology group
To control the Euler integral f Γ , we use GKZ system via Cayley trick. We put
We put d = γ c . The following proposition is well-known.
Proposition 3.1 ([8]). (3.1) is a solution of M A (d).
More generally, under a suitable condition on parameters d, one can prove that any solution of
Y be a natural projection where sub-indices stand for coordinates. We define an algebraic connection of a trivial bundle over X by
is non-resonant, and γ l / ∈ Z for any l = 1, . . . , k, we have the regularization isomorphism π! (O X , ∇)
.12. If we denote by U the Newton non-degenerate locus of
Now let us fix a basis
We have a similar formula for the connection
These bases as well as the connection matrices ∇ GM = d z − Ω and ∇ ∨GM = d z − Ω ∨ can explicitly be constructed via Gröbner basis ([13] Theorem 2). When A is a configuration matrix, the associated GKZ system is regular holonomic [14] . In [16] , the intersection numbers for a basis of the twisted homology group for the GKZ system associated to a configuration matrix A admitting a unimodular regular triangulation are determined when parameters are generic ([16] Theorem 7.1). The irreducibility of the GKZ system is proved under the non-resonance condition [8] , [4] , [22] . Algorithms of finding rational solutions have been studied by several approaches (see, e.g., [19] and its references). These results togher with our theorem 2.1 yield the following theorem. Theorem 3.2. Given a configuration matrix A as in (3.3) admitting a unimodular regular triangulation T . When parameters are non-resonant and moreover the set of series solutions by T is linearly independent, the intersection matrix of the twisted cohomology group of the GKZ system associated to the matrix A can be algorithmically determined.
Example 3.3. Let us determine algorithmically the intersection matrix of the twisted cohomology group for a matrix standing for the hypergeometric function 2 F 1 , which was studied by [5] and [17] with geometric methods. We put
For the frame F , we have the following connection and dual connection matrices Ω = 0
These can be obtained by a Gröbner basis of the hypergeometric ideal H A (b) (see, e.g., [12, Chapter 6] , [21] ). We set z 1 = z 2 = z 3 = 1 and find the following rational solution of the secondary equation
Let us utilize the quadratic relation of [16, Theorem 6 .1] to determine the constant multiple of I. Let T be a unimodular triangulation {123, 234}. From the relation, we have
where ϕ σ,0 (z; d) is the series solution of the form
The constant term of the left-hand side is
by utilizing the rule Γ(1 + z)Γ(1 − z) = z π sin πz . The inverse matrix of I −1 is
and we multiply the constant to I so that the (1, 1) element is equal to the constant (3.4). Then, we obtain the following intersection matrix of the twisted cohomology group 2π
We conclude this section with a simple observation on the dual fan of the Newton polytope of the denominator of cohomology intersection number. First, we recall the basic notion on Newton polytope ([9, Chapter 6]). Let f (z) = α f α z α be a polynomial in z = (z 1 , . . . , z N ). The Newton polytope N ew(f ) is the convex hull of the index set {α | f α = 0} in R N ×1 . For any convex polytope P in R N ×1 and its face F , its normal cone N F (P ) is defined to be the set of ω ∈ (R N ×1 ) * = R 1×N such that the supporting face of −ω is F . The dual fan of the Newton polytope N (f ) is denoted by Σ(f ). Now let us denote by D A (z) the principal A-discriminant ( 
A period integral associated to a family of K3 surfaces ([18])
This section is a demonstration of our algorithmic method to obtain the new intersection matrix of a twisted cohomology group and of deriving new twisted period relations. We consider an Euler integral We can see that the set of rational differential forms 
where c ij are rational functions in z i 's. The whole intersection matrix of twisted cohomology groups is posted at our web page 1 . By the twisted period relation ([16, Theorem 6.1]), we can see that the self intersection number of the first form is dx ∧ dy xy , dx ∧ dy xy
In other words, the intersection matrix is equal to 32 1−16ε 2 I, which gives quadratic relations of GKZ hypergeometric series.
Let us show a quadratic relation by taking a restriction to {z 1 = z 2 = z 3 = z 5 = 1}. In this case, we have 3 independent series ϕ 345 (1, 1, 1, z 4 , 1; c(ε) Once we obtain the quadratic relation, we can take a limit ε → 0 and get a quadratic relation for the case of a resonant parameter value. Let us perform this step. When ε = 0, the integral reduces to the integral discussed in the context of mirror symmetry [18] . We can take a limit ε → 0 in this formula. For this purpose, we put α = π 3 sin 2 πε cos π(2ε) and β = − as was remarked in [18] . Here, the second equality is the result of Clausen's identity.
