While conditional forecasting has become prevalent both in the academic literature and in practice (e.g., bank stress testing, scenario forecasting), its applications typically focus on continuous variables. In this paper, we merge elements from the literature on the construction and implementation of conditional forecasts with the literature on forecasting binary variables. We use the Qual-VAR [Dueker (2005)], whose joint VAR-probit structure allows us to form conditional forecasts of the latent variable which can then be used to form probabilistic forecasts of the binary variable. We apply the model to forecasting recessions in real-time and investigate the role of monetary and oil shocks on the likelihood of two U.S. recessions.
Introduction
Conditional forecasts are a standard tool that central banks use to evaluate the impact of hypothetical scenarios. Examples include Dokko et al. (2009) , who use the FRB/US model at the Federal Reserve Board of Governors, to produce forecasts of the housing market conditional on various paths of the federal funds rate. At the European Central Bank, Christo¤el, Coenen, and Warne (2008) use their New Area-Wide (DSGE) Model to evaluate forecasts of Euro Area GDP growth, conditional on paths for a variety of series including government spending. At the Bank of England, Sarychev (2014) describes how conditional forecasts have become an important component of bank stress testing-a process that includes hypothetical "severely adverse" economic scenarios.
Based purely on need, it is not surprising that economists associated with central banks have contributed to the development of new methods for constructing conditional forecasts.
While Doan, Litterman, and Sims (1984; Minneapolis Fed) initially inspired the construction of conditional forecasts in vector autoregressions (VARs), a major advancement was made by Waggoner and Zha (1999; Atlanta Fed) who described how to construct VAR-based conditional forecasts in a Bayesian environment. Since then, further improvements have been developed, and new directions have been taken, by Andersson, Palmqvist, and Waggoner (2010; Riksbank) , Jarocinski (2010; ECB) , Baumeister and Kilian (2014;  Bank of Canada), Maih (2010; Norges Bank) , Banbura, Giannone, and Lenza(2015; ECB) , and McCracken and McGillicuddy (2019; St. Louis Fed) .
While some of these methods are frequentist and some are Bayesian, each shares a common theme: The goal is to form conditional forecasts of a continuous variable. Given that the most common-and arguably most important-macroeconomic variables like GDP growth, employment, interest rates, and in ‡ation are continuous, this makes perfect sense. However, some macroeconomic outcomes-for example, the business cycle phase-are binary.
We develop a method for forming conditional forecasts of binary indicators using the Qual-VAR developed in Dueker (2005) . The Qual-VAR augments the VAR's vector of observables with a continuous latent variable that is deterministically related to the binary indicator.
Identi…cation of the latent variable is achieved by linking the historical time series of the binary events to the historical time series of lagged observables, similar to a probit. Because the model retains a VAR structure, much of the existing literature on conditional forecasts remains applicable, allowing us to form conditional forecasts of the latent. Forecasts of the latent map directly to the probabilistic forecast of the binary event. We construct the conditional forecasts in a Bayesian framework similar to that described in Antolin-Diaz, Petrella, and Rubio-Ramirez (2018) for VARs with strictly observable predictors, but with an added step in which the latent variable is drawn from an appropriately truncated normal distribution.
Other methods have been developed for forming predictions of binary events. 1 Most of these other methods, however, do not necessarily capture the dynamic interactions of all the predictors, including the latent variable, across the prediction horizon. Some of these models, however, are at least partially dynamic. Dueker (1997) and Moneta (2005) allow lags of the binary indicator to be included in the set of predictors. Chauvet, Juhn, and Potter (2002) , as well as Chauvet and Piger (2008) , form binary predictions in a Markov-switching environment in which an autoregressive latent variable determines the binary event. Kauppi and Saikkonen (2008) introduce a dynamic probit in which lagged binary indicators and lagged event probabilities are part of the set of predictors. As we do in the Qual-VAR, Eichengreen, Watson, and Grossman (1985) permit lagged values of the latent variable to be part of the set of predictors but do not permit dynamic interaction among all the predictors over the prediction horizon. Finally, as noted by Fornari and Lemke (2010) , their ProbVAR model is the Qual-VAR but only after shutting down the role of lagged values of the latent variable in the set of predictors.
We provide two types of experiments, each of which is designed to address a di¤erent question related to the conditional forecasting of recessions. The …rst is a purely atheoretical conditional forecast of future recessions based solely on historical correlations among the series in the VAR-no particular cause of a recession is hypothesized. The second is a pair of counterfactual scenario forecasts in which we hypothesize a (speci…c) recession was caused by a certain structural shock (e.g., monetary policy, oil prices). 1 See Lahiri and Yang (2013) for an extensive review.
Our atheoretical application relates to real-time recession forecasting. Most macroeconomic data are released with lags that may not coincide across predictors. In our framework, we form probability-based backcasts and forecasts of a recession using the "ragged edge" of data available in the current vintage. In contrast, most of the methods outlined above work absent issues associated with the timing of data releases. 2 In this application, the ragged edge issue is particularly acute because turning points (i.e., peak or trough) are typically announced with a signi…cant lag. Thus, timely backcasts of recession dates are also desirable and these are easily produced in our conditional forecasting framework.
We then consider two counterfactual event studies. Unlike the preceding atheoretic exercise, these applications are based on the e¤ects of structural shocks. First, we revisit a conditional forecasting exercise conducted by Leeper and Zha (2003) , who evaluate the e¤ect of monetary policy shocks preceding the 1990-1991 U.S. recession. Second, we revisit a conditional forecasting experiment conducted by Hamilton (2009a,b) , who investigates whether the sharp rise in oil prices was a leading cause of the Great Recession. The original analyses are motivated in terms of the onset of recessions but the applications are based on the growth rate or the path of GDP. Our model, on the other hand, computes the e¤ect of these scenarios directly on the probability of recessions. Using our model for the Leeper and Zha experiment, we …nd that tighter monetary policy would have made the 1990-1991 recession even more certain. Moreover, by the October 1990 FOMC meeting, an aggressively looser policy would have been unlikely to prevent the 1990-1991 recession. On the other hand, using our model for the Hamilton experiment, we …nd that energy prices may have contributed to the Great Recession but was not likely the primary cause.
The remainder of the paper proceeds as follows. Section 2 provides a description of the Qual-VAR model, its estimation, and how we construct our forecasts. Sections 3 and 4 discuss our applications. Section 5 concludes.
Empirical Approach
At the forecast origin T , we want to predict the h-period-ahead value of an observed binary indicator S T +h 2 f0; 1g, given a history of observable predictors X T = fX t g T t=1 and binary indicators S T = fS t g T t=1 . In addition to X T and S T , we may have information about a subset of the future realizations of X T +i , i = 1; :::; h. For example, we may know the future path of a policy instrument. Alternatively, we may seek to predict the binary indicator conditional on a scenario comprised of future realizations of the observables believed to a¤ect S T +h . In what follows, we delineate a method for producing these conditional forecasts.
Model
To generate the h-period-ahead forecast, we propose a model for a one-period-ahead forecast formed at time t that can be iterated h periods ahead. First, de…ne a continuous latent variable, y t , that is linearly related to lags of an (n 1) vector of observables X t , as well as lags of itself:
where B y0 denotes an intercept term, the B ij (L)'s represent …nite-ordered lag polynomials, and u y t i:i:d:N (0; 1). The binary classi…cation variable, S t , takes the values 0 or 1 based on the sign of the continuous latent variable such that
Equations (1) and (2) de…ne a dynamic probit for the binary indicators, S t [see Eichengreen, Watson, and Grossman, 1985] . Omitting the second term on the right-hand side of (1)
yields the static probit model. The presence of the lags of the latent variable in the probit equation makes the system dynamic. Assuming the lagged coe¢cients are positive, the model exhibits more persistence than a standard probit. The probability that S t+1 = 1, conditional on information at time t, takes the form
where (:) is the standard normal CDF and y t = fy g t =1 . The binary dynamic probit includes an intercept that allows the unconditional persistence probabilities to vary across the two regimes, S t = 0 and S t = 1.
Iterative multistep forecasting using the dynamic probit requires a method for forming predictions for the future values of the observables, X t+1 ; :::; X t+h . Accordingly, we assume that X t follows an autoregressive process that also depends on lags of the latent variable, y .
We can form a stacked vector Y t containing both the latent variable and the observables into a VAR(P ):
where P is the lag order of the VAR polynomials, u t = [u y t ; u x0 t ] 0 is i:i:d: N (0; ) with yy = 1. Let W t = [Y 0 t 1 ; :::; Y 0 t P ] 0 . We can then write (4) as
where B = [B 1 ; :::; B P ].
Estimation
The model speci…ed above can be estimated by combining standard Bayesian techniques used to estimate polychotomous models [e.g., Albert and Chib, 1993; Tanner and Wong, 1987] with techniques used to estimate VARs [e.g., Giannone, Lenza, and Primiceri, 2015] . We employ the Gibbs sampler [Gelfand and Smith, 1990; Carter and Kohn, 1994 ] to generate draws from the joint distribution of the model parameters and the latent variable, conditional on the data. Our reported results are based on 10,000 draws after burning the …rst 10,000 draws.
Drawing
For the VAR parameters, we adopt a standard Minnesota-type, normal-Inverse-Wishart prior of the form:
where d and are, respectively, the degrees of freedom and scale matrix of the Inverse-Wishart distribution and scales the covariances across the VAR parameters. To remain consistent with the probit, the …rst element of the covariance matrix-corresponding to the latent variable-is parameterized to have unit mean.
Some of the VAR prior parameters are predetermined. For example, we set d = n + 2 and we assume is a diagonal matrix with elements set to the residual variance of an AR(1) process for the corresponding variable in the VAR. Because the VAR includes a stationary latent variable, it will be convenient to transform all of the other variables in the system to be stationary. In this case, we assume at the outset that all of the VAR coe¢cients are prior mean zero (rather than prior mean one as in a random walk prior). The prior on the constant term B 0 is di¤use.
We further assume that ( ) is a k k matrix, k = nP , parameterized such that the prior covariance of the VAR coe¢cients takes the following form: prior. Because the latent variable has a …xed unit variance, we then rescale the …rst row and column of each draw of so that yy = 1.
Drawing fy
Because of the autoregressive properties of the model, the draw of the latent variable is broken into three steps: (i) fy t g P t=1 ; (ii) fy t g T P t=P +1 ; and (iii) fy t g T t=T P +1 . The …rst step draws from conditional distributions that depend on the assumed initial conditions. While these conditional distributions can be computed, Dueker (2005) argues that they are slow and ine¢cient to sample.
We sample fy t g P t=1 from independent Metropolis-Hastings steps, where the candidates are drawn from random-walk truncated normal proposal distributions:
is the conditional variance of y P +1 , and the distribution is truncated consistent with the de…nition of S t in (2).
For fy t g T P t=P +1 , we can draw each y t from its full conditional distribution. Note that the posterior for y t at any time t = P + 1; :::; T P , conditional on S t , is truncated normal and depends on the draws of y at times = t P + 1; :::; t 1; t + 1; :::; t + P . Obviously, the period-t draw depends on the P lags prior to t through the lag polynomials. The value of the latent at time t also a¤ects the likelihood at periods t + 1 through t + P . We draw y t sequentially from
for t = P + 1; :::; T P . Dueker (2005) derives the exact conditional densities and we refer the reader there.
, El-Shagi and von Schweinitz (2016) exploit the VAR structure to compute the conditional mean of the latent variable. However, their draw does not take into account all of the available information in the time T dataset-speci…cally, the values of the observables X t ; :::; X T and the previous Gibbs draws of the latent y for t = T P +1; :::; T , where y t is the mean of the conditional forecast density developed below and 2 T P is the conditional variance carried over from the T P period in the fy t g T P t=P +1 step.
Conditional/Scenario Forecasting
Forming an h-period-ahead forecast of the binary indicator, S T +h , follows directly from forming an h-period-ahead forecast of the latent variable y T +h . Based on the VAR speci…cation of our model, producing a forecast of y T +h is subsumed by the construction of the entire path of forecastsŶ T +1;T +h of Y T +1;T +h = (Y 0 T +1 ; :::; Y 0 T +h ) 0 . Let C denote a k 0 nh selection matrix for which CY T +1;T +h is the future path of conditioning observables. Given the ith Gibbs draw of the VAR parameters and latent variables, we can obtain conditional forecasts as draws from the posterior distribution
For brevity, in what follows, we omit the superscript (i) denoting the MCMC iteration.
Because our model for Y is a VAR with Gaussian errors, we can apply existing results developed in Waggoner and Zha (1999) and Antolin-Diaz, Petrella, and Rubio-Ramirez (2018) that characterize the appropriate posterior distribution p(Y T +1;T +h jX T ; y T ; CY T +1;T +h ; B; ). When structural conditioning is used, it is also assumed that we know the n n orthogonal matrix Q that identi…es the structural shocks, " t+1 = Q 1=2 u t+1 . 4 De…ne j~ 1=2 = j 1=2 Q 1 as the matrix of orthogonalized structural impulse responses after j periods and let
and D = D 0 (DD 0 ) 1 , where the de…nitions of D, f T +1;T +h , C, and f vary depending on whether the conditional forecasts are atheoretic or structural. When the forecasts are atheoretic, we set f T +1;T +h = CY T +1;T +h , C = C, f = 0, and D = CM . Note that, in this case, the choice of Q is irrelevant and is why we reference this form of conditional forecast as atheoretic.
On the other hand, when the forecasts are structural, we …rst need to identify which future structural shocks are determining the scenario. To do so, de…ne " T +1;T +h = (" 0 T +1 ; :::
as the vector of all future structural shocks across the forecast horizon and let denote the k s nh selection matrix that de…nes " T +1;T +h as the future structural shocks that are not determining the scenario. These shocks will be drawn from their unconditional, standard normal distribution, while those not selected will be restricted so that the scenario paths are satis…ed. 5 Then, we set f T +1; Because we construct a conditional forecast for each saved Gibbs iteration, we can collect all of the conditional forecasts for each horizon. This collection allows us to form a density forecast for the observed variables and recession probability for each horizon.
Real-time Recession Prediction
In this section, we apply our model to the problem of forming probabilistic forecasts of a recession. Because the goal is ex ante prediction, we focus exclusively on atheoretic conditional forecasting, imposing no structure on the sources of future shocks.
Data
We use real-time, vintage data associated with six monthly-frequency U.S. series: (i) nonfarm We also include FFR and TS in our experiments as they are considered useful predictors of future recessions [e.g., Estrella and Mishkin, 1998; Wright, 2006 ].
For each of these series, we have monthly vintages of data starting in 1976:11 and extending through 2018:12. Each vintage has observations dating back to 1967:01. A large portion of the vintages for the four macroeconomic series were obtained from Jeremy Piger's website. 6 More recent vintages were added using the ALFRED database hosted at the Federal Reserve Bank of St. Louis. The interest rate series are monthly averages of daily series and are obtained from the FRED database also hosted at the Federal Reserve Bank of St. Louis. In all of our experiments, we treat EMP, IP, and PIX as being released with a one month lag. In contrast, MTS is released with a two month lag. The two …nancial series are for the current month.
In addition to these observable series, we use historical states of the business cycle, as de…ned by the NBER, as our measure of S t . Unlike conventional series that are observed at a regular frequency, the NBER only announces the business cycle turning points (i.e., peaks or troughs). Moreover, these announcements are made after-the-fact and with a varying delay. For example, in October 2018, the last NBER announcement was made in September 2010 declaring June 2009 as the business cycle trough. Thus, we only know with certainty the values of S t 2 f0; 1g through June 2009. Even so, it seems unnecessarily restrictive to consider forecasts of the U.S. business cycle, made from an October 2018 forecast origin, without treating (at least some of) the values of S t since the last announcement as anything but an ongoing expansion. There will be, however, periods of uncertainty about the current (or even recent past) state of the economy at some forecast origins-especially when a turning point has occurred or is imminent but has not yet been announced.
To avoid introducing ad hoc measurement errors into the most recent values of S t , we take a conservative approach, similar to that suggested by Giusto and Piger (2017) , when incorporating these values. After any turning point, we treat the next period's business cycle phase as known. After a trough, we assume that the announcement delay for a new peak is no longer than 12 months. 7 That is, for vintages after the NBER announcement, we treat the periods from the trough to 12 months before the forecast origin as known expansion periods and the more recent periods as unknown. 8 After a peak, we assume that the last known value of S t is the …rst month of the recently identi…ed recession. 9
Experiments
For a …xed forecast origin and corresponding vintage of data T , let T T denote the most recent date for which the state of the business cycle is known as discussed in the previous section. Then, T = T T re ‡ects the number of periods prior to the forecast origin that the state of the business cycle is unknown. Using vintage T data, we estimate the Qual-VAR using data through T . We then apply atheoretic conditional forecasting methods to construct forecasts of the latent variable for periods h = T + 1; :::; 0; :::; 24, conditional on all (observable) data available through period T . Note that our …rst forecast horizon will (presumably) be negative, corresponding to a backcast. As described in the previous section, these predictions of the latent variable,ŷ c T +hjT , along with the relevant variance, y , allow us to form a forecast of the probability of a recession:
For comparison, we benchmark our results to a direct multistep probit model using the same set of macroeconomic predictors as before. For the forecasts from the probit model, we manage the ragged edge of the data releases in two ways. First, the probit parameters are estimated separately for each horizon using the sample for which the NBER recession dates are known-i.e., using data only through T . Second, we form the forecasts using a data sample through the most recent date for which all of the predictors have been released, where j (L) is a lag polynomial obtained from estimating the j-period-ahead direct multistep probit. Notice that the …rst row represents backcasts for the period after the last (assumed) known business cycle phase to the period after all of the predictors are observed. The second row represents both backcasts and forecasts for periods thereafter.
For the probit, the number of lags is recursively chosen using BIC, capped by the order of the Qual-VAR which is also selected using BIC. We select the number of lags separately for each j and estimate by maximum likelihood.
Forecast Evaluation
Here, we describe how we evaluate the accuracy of the Qual-VAR and probit recession probabilities at each horizon. For a …xed horizon, we compute the receiver operating characteristic (ROC) curve, which re ‡ects the trade-o¤ between the false positive rate (F P R) and true positive rate (T P R) as a function of a probability threshold, . For each Gibbs draw, at each forecast origin, and across the range of 2 [0; 1], we predictŜ t+h = 1 if 1 (ŷ c T +hjT 1=2 y ) > andŜ t+h = 0 otherwise. The ROC curve is the graph of (F P R( ); T P R( )) on the unit square, where F P R( ) and T P R( ) are determined by the percentage of the predictions over all forecast origins that coincide with the realized value. For a given value of the F P R( ), a higher value of T P R( ) indicates a better predictive model; thus, a common measure of predictive quality is the area under the ROC curve (AUROC). Higher values of AUROC re ‡ect greater predictive ability, while an AUROC equal to one-half suggests the model predicts no better than a coin toss. 10 Because we compute the AUROC for each Gibbs draw, we can also compute the 70-percent coverage interval as a measure of uncertainty for the AUROC.
Results
Starting with the …rst vintage in 1976:11 and proceeding across all vintages up to 2016:12, we construct forecasts of recession probabilities at horizons ranging as far back as h = 30 through h = 24, where h = 0 corresponds to the forecast origin. 11;12 We estimate two di¤erent forecasting speci…cations for the Qual-VAR and direct multistep probit: one using only the four baseline macroeconomic variables and one using the same four macroeconomic variables 1 0 See Berge and Jorda (2011) for further discussion on ROC curves. 1 1 The …nal forecast origin of 2016:12 is determined by the fact that our longest horizon is 24 months. 1 2 In principle, the longest backcast in the sample could be h = 30, resulting from the gap between the peak preceding the Great Recession and subsequent NBER announcement of a June 2009 trough made in September 2010. Thus, when forecasting from August 2010-just before the announcement-the last known value of St is January 2008, the …rst month of the recession. plus the two …nancial series.
Before assessing the relative accuracy of the Qual-VAR and probit recession forecasts, we examine the recession probabilities obtained from the Qual-VAR at various horizons. Figure   1 plots the time series of real-time median recession probabilities from the Qual-VAR, along with the 70 percent coverage intervals at horizons h = 6; 0; and 6 months from the forecast origin. Shaded bars indicate NBER recession. The left column of panels corresponds to the baseline model; the right column corresponds to the model that also includes …nancial series.
Perhaps as one would expect, the probabilities are sharper when backcasting than when forecasting. Particularly for the baseline model, at h = 6 the probabilities are often near the historical average for the sample (roughly 15 percent) with a few limited spikes that only arise after the onset of a recession. When h = 6 the probabilities are much closer to zero or one and tend to rise prior to (rather than after) the onset of the recession. Holding the horizon constant, the probabilities are often sharper when we add the …nancial series. This is strikingly so when h = 6 but is also arguably so for the now-and back-casting horizons h = 0 and 6. This result may be expected as the macroeconomic data we use are contemporaneous indicators, while …nancial series tend to be leading indicators. Consider the …rst panel. For backcasts (horizons less than zero), both the Qual-VAR and the probit perform well with AUROC levels above 0.9, but the Qual-VAR performs uniformly better than the probit. 13 The (pointwise) 70-percent con…dence bands for the Qual-VAR AUROC all exclude the AUROC from the probit model. For the positive horizons, the Qual-VAR clearly outperforms the probit for the …rst three months but beyond that, the di¤erences are small. More than six months out, neither model provides AUROC values that are above 0.5 and hence have no predictive content.
In the second panel, the models include the federal funds rate and the term spread as predictors. For these models, the AUROC paths are largely comparable to those in the …rst panel, especially for the backcasts, suggesting that the …nancial variables contain little additional predictive content, over real variables, for negative forecast horizons. This is not the case for positive horizons. Here, we …nd that both models have AUROC values well above 0:5 through h = 24, suggesting that …nancial variables do add predictive content at positive forecast horizons as far out as 24 months. Given the extensive literature-starting with Estrella and Mishkin (1998) -on the predictive content of the term spread for recessions, this result is not at all surprising. It is worth noting that, at most positive horizons, the Qual-VAR performs better than the probit, suggesting some bene…ts to using the Qual-VAR rather than the static probit when forecasting recessions.
Scenario Analysis of Recessions
In the previous section, we investigated the usefulness of the Qual-VAR as a tool for realtime recession prediction. In this section, we revisit two applications in which conditional forecasting was used as a tool for identifying a causal link to the onset of a recession. In the …rst, Leeper and Zha (2003) In both applications, the models are not explicitly designed to predict recessions. Instead, they de…ne the onset of a recession as being directly related to negative real GDP growth.
In contrast, with the Qual-VAR, we can form explicit probability forecasts for NBER-dated recessions-including ones that may not be associated with signi…cant negative real GDP growth at any point in time. Leeper and Zha (2003) consider two scenarios for monetary policy in which the agent is producing forecasts at the October 2, 1990 FOMC meeting. The …rst scenario conditions on the 1 4 The NBER announced the peak and trough in April 1991 and December 1992, respectively. ex post "Actual" path for the federal funds rate: 8.11 percent, 7.81 percent, 7.31 percent, and 6.91 percent, respectively, across October 1990 through January 1991. The second conditions on a "Tighter" counterfactual path for the federal funds rate: 8.70 percent in October 1990 and then 8.95 percent in November 1990 through January 1991. In addition to these two experiments, we consider an aggressively "Looser" scenario to identify whether monetary policy could have lowered the likelihood of-or reduced the duration of-this recession. For this scenario, the counterfactual path is 1 percentage point lower than that in the "Actual" scenario.
Monetary Scenario
For both of their scenarios, Leeper and Zha construct recession probabilities for calendar years 1991, 1992, and 1993. In their experiments, a recession occurs within a calendar year if total real GDP growth is negative in that year. Instead, we de…ne a recession relative to the latent variable taking a negative value within that calendar year. For the sake of comparison we report probabilities of a recession using both de…nitions-but constructed from our version of their model.
Leeper and Zha's dataset include (i) a monthly-frequency measure of real GDP (log-level);
(ii) the consumer price index (CPI; log-level); (iii) the unemployment rate (levels); (iv) the money supply (M2; log-level); (v) the federal funds rate (FFR; levels); and (vi) a commodity price index (log-level). 15 The presence of the latent variable in our VAR requires stationarity in the data; thus, we took …rst or second di¤erences of some of the series rather than modeling them in levels or log-levels. 16 The structural shocks are identi…ed using a Cholesky decomposition, where the latent recession indicator is ordered …rst and the rest of the variables are ordered as listed above. The monetary shocks are measured by shocks to the federal funds rate. All series are taken from an April 2019 vintage and are obtained from the FRED database, except for the commodity 1 5 The monthly real GDP series is constructed following the description in Leeper, Sims, and Zha (1996) . In particular, Chow-Lin (1971) interpolation with AR(1) errors is applied based on monthly data consisting of total industrial production, civilian employment for age sixteen years or older, retail sales de ‡ated by consumer prices, real personal consumption expenditures and the National Association of Purchasing Managers' Composite Index.
price index and the PMI, which are obtained from Haver.
Our results will di¤er from what they obtain (their Table 2 , p. 1695) for several reasons.
First, our Qual-VAR augments their VAR with a latent variable that will directly measure the probability of a recession. Second, we use a more recent data vintage; the Leeper and Zha data appears to come from a vintage obtained in the latter months of 1998. Finally, based on BIC, our model uses 4 lags of the predictors rather than the 13 chosen by Leeper and Zha.
The goal is not to replicate their results so much as to show that our methodology may lead to very di¤erent probabilistic forecasts of a recession.
Following Leeper and Zha (2003) , we estimate the model parameters (and for us, the latent variable) using the full sample of the April 2019 vintage: January 1959 through March 2019. We then construct the scenario forecasts as if the forecasting agent was doing so at the October 2, 1990 FOMC meeting. 17 As in the recession dating exercises above, at this forecast origin, we assume that the state variable is known with a lag of 12 months: Thus, the latent variable is only known to the hypothetical forecasting agent through October of 1989. We then construct our scenario forecast in a two-step fashion. In the …rst step, we use the observables through September 1990 to form backcasts of the latent variable. In the second step, we produce forecasts of the variables in the system, including the latent variable, conditional on the monetary shocks associated with the "Actual", "Tighter", or "Looser" federal funds rate paths, while allowing the other structural shocks to retain their unconditional distribution. Consistent with the results in Leeper and Zha, the "Tighter" scenario leads to a higher recession probability than the "Actual" scenario. However, the recession probabilities mea-sured by our latent variable are higher than those constructed from GDP growth. Notably, the latent variable approach …nds a much higher probability of a recession starting in 1990 and continuing into 1991, consistent with the date that the NBER eventually announced. As expected, "Looser" monetary policy lowers the likelihood of the recession. However, we …nd that, by the October 1990 FOMC meeting, monetary policy was unlikely to have prevented the recession from either occurring or extending into the following year. Hamilton (2009a,b) Two sets of forecasts are constructed. The …rst omits the net oil price measure and is a purely autoregressive forecast of real GDP growth. The latter is a "dynamic conditional forecast" of real GDP growth based on the ARX model that conditions on the ex post realized values of the net oil price measure.
Oil Scenario
As was the case for Leeper and Zha, Hamilton couches the question in terms of the likelihood of a recession; however, the actual application is a real GDP growth forecasting exercise. From a motivational standpoint, this meshes well with our goal of distinguishing recession forecasts from real GDP forecasts. Even so, the exercise turns out to be a good example of a limitation of our model. Recall that we assume that the variables in the Qual-VAR are Gaussian. While we could argue real GDP growth is Gaussian, no such argument could be made for net oil price increases. This series is always non-negative and frequently takes the value of zero. Thus, we cannot simply estimate a trivariate version of our Qual-VAR consisting of the latent variable, real GDP growth, and the net oil price measure.
Instead, we substitute an alternative measure of energy prices delineated in Edelstein and Kilian (2009) , who compare forecasts of real consumption growth using a variety of oil price-related predictors including the net oil price. Among these predictors, one that could be considered Gaussian is the real price of personal consumption expenditures for energy goods and services (log-…rst di¤erence) weighted by the energy share of personal consumption expenditures. Motivated by the fact that consumption is such a large portion of U.S. GDP, we conduct the conditional forecasting exercise considered by Hamilton using the Qual-VAR but substitute consumption-weighted real energy in ‡ation (CREI) for net oil prices. 18 Structural shocks are again identi…ed using the Cholesky decomposition, where we order the latent variable …rst, followed by real GDP (in log-…rst di¤erences), and then CREI.
As in the previous exercise, we estimate the model parameters and latent variable using the August 2019 vintage of the observables spanning 1959:Q1 to 2019:Q2. We then construct scenario forecasts originating at the end of 2007:Q3, ignoring data-release lags for all series except the NBER business cycle indicator, which are assumed known only with a four quarter lag. The scenario forecast is constructed in two steps. First, we form a backcast of the latent variable, conditional on the observables up to the forecast origin. Second, we forecasts all three variables, including the latent, conditional on the energy in ‡ation shocks associated with the ex post realized values of the CREI series between 2007:Q4 and 2008:Q3. In this step, we also restrict the structural shocks associated with the latent variable and real GDP growth to be from their unconditional distributions. In large part, our results reinforce the main message in Hamilton. Relative to the unconditional forecast, the scenario associated with the rise in energy prices leads to a substantially higher likelihood of a recession occurring. While our median forecast suggests a slowdown in real GDP growth, at no point does it turn negative as it does in Hamilton's experiment. 19 In addition, the rise in recession probabilities comes with a substantial lag, peaking at 40 percent in 2008:Q4. While this suggests that the rise in energy prices likely played a role in causing the recession, the delay seems counter to Hamilton's original conjecture that the rise in oil prices was a primary driver of the onset of the Great Recession.
Conclusion
In this paper, we develop methods for forming conditional forecasts of binary outcomes. We apply recent innovations on conditional forecasting in Bayesian VARs by Waggoner and Zha (1999) and, in particular, Antolin-Diaz, Petrella, and Rubio-Ramirez (2018) to the Qual-VAR developed in Dueker (2005) . The Qual-VAR is a standard VAR in which one series is a latent Gaussian variable that is deterministically related to the binary outcome in a manner similar to a probit.
A main focus of this paper is showing how the method can be used to form both atheoretic and structural conditional forecasts. For the former, we apply the methodology to real-time forecasting of U.S. recessions using vintage data. This is a natural application for our method not only because the state of the business cycle is binary, but also because data release lags and the NBER announcement lag are both easily managed in a conditional forecasting framework. Using the AUROC as a measure of model accuracy, we …nd that the model performs well backcasting the state of the business cycle and, if the federal funds rate and a term spread are included, the model does a reasonable job forecasting the state of the business cycle at horizons as long as two years. At nearly all horizons the Qual-VAR outperforms a benchmark probit model.
A distinguishing feature of our model is it can be used to form structural, scenario-based forecasts of the binary event. We are therefore able to address counterfactual questions related to the causes of, for example, recessions. This question has certainly been asked by Leeper and Zha (2003) , exploring the role of monetary policy interventions, and Hamilton (2009a,b) , investigating the role of oil price shocks, among others. What makes our results distinct from theirs is that we are able to form predictions of the binary event itself, rather than an approximation based on whether or not real GDP growth happens to be negative. In our version of the Leeper and Zha exercise, we …nd a much higher likelihood of monetary policy inducing a recession when that event is de…ned using the latent recession indicator than when the event is de…ned using negative real GDP growth. In our version of the Hamilton exercise, we too …nd that the sharp rise in energy prices likely played a role in causing the most recent U.S. recession but did so without necessarily being the driver of negative real GDP growth. Notes: The top, middle, and bottom panels display forecasts at horizons of 6, 0, and -6 months from the forecast origin, respectively. The baseline model includes as predictors employment, industrial production, real manufacturing trade and sales, and real personal income less transfers. The model with financials augments this set of predictors with the federal funds rate and the term spread. Gray shaded bars indicate NBER recessions. The x-axis displays the period being forecast (as opposed to the forecast origin). "CI" stands for "coverage interval." See Section 3 for further details regarding the methodology. 
Models with Financials
Notes: "AUROC" stands for "area under the receiver operating characteristic curve," and "CI" stands for "coverage interval." Horizon is number of months from the forecast origin. The baseline models include as predictors employment, industrial production, real manufacturing trade and sales, and real personal income less transfers. The models with financials augment this set of predictors with the federal funds rate and the term spread. See Section 3 for further details regarding the methodology. 
Probability of Latent Turning Negative

Oil Baseline
Notes: "CI" stands for "coverage interval," and "CREI" stands for "consumption-weighted real energy inflation." The "Oil" scenario consists of conditioning on the ex-post realized value of CREI from 2007:Q4 to 2008:Q3, while the "Baseline" scenario is simply the unconditional forecast. The first three panels display monthly forecasts for CREI, the latent variable, and real GDP (in log-levels) through 2009:Q2. The fourth panel plots predicted probabilities of the latent variable turning negative in each listed quarter. Backcasts of the latent variable are constructed conditional on observables from 2006:Q4 to 2007:Q3. See Section 4.2 for specifics regarding the model and other details.
