Abstract. Let A be an m × n matrix with real entries. Given two proper cones K 1 and K 2 in R n and R m , respectively, we say that A is nonnegative (relative to
Introduction
An m × n matrix with real entries is said to be semipositive if there exists a x ≥ 0 such that Ax > 0, where the inequalities are understood componentwise. This is equivalent to saying that there exists a x > 0 such that Ax > 0. This notion appears very frequently in optimization problems, game theory etc. (see for instance the first chapter of Bapat and Raghavan's book [2] .
The following notations will be used throughout. M m,n (R) denotes the vector space of m × n matrices over R. When m = n, this space will be denoted by M n (R). Scalars will usually be denoted by lower case greek alphabets α, β, γ, . . .. Let us recall that a subset K of R n is called a convex cone if K + K ⊆ K and αK ⊆ K for all α ≥ 0. A convex cone K is said to be proper if it is topologically closed, pointed (K ∩−K = {0}) and has nonempty interior (denoted by K • ). The dual, K * , is defined as K * = {y ∈ R n : y, x ≥ 0 ∀x ∈ K}, where ., . denotes the usual Euclidean inner product on R n . Well known examples of proper cones that occur frequently in the optimization literature are the nonnegative orthant R n + in R n , the Lorentz cone (also known as the ice-cream cone) L n + := {x = (x 1 , . . . , x n ) t ∈ R n : x n ≥ 0,
i ≥ 0}, the set S n + of all symmetric positive semidefinite matrices in S n , the copositive and completely positive cones, CP n and COP n , respectively, in S n and finally, the cone of squares K in a Euclidean
Jordan algebra (see [5] for the last one). Recall that M n (R) and S n have the trace inner product X, Y = trace(Y t X) and X, Y = trace(XY ), respectively.
Assumptions: Throughout this manuscript, K 1 , K 2 and K will denote proper cones in R n for some n or in any finite dimensional real Hilbert space V . It is customary to denote the set of all m × n matrices that are nonnegative relative to two proper cones by π(K 1 , K 2 ). When K 1 = K 2 = K, this will be denoted by π(K). Let us also denote the set of all matrices that are semipositive relative to K 1 and K 2 by S(K 1 , K 2 ). Once again, when K 1 = K 2 = K, this will be denoted by S(K). When K 1 = K 2 = K, we shall occassionally use the term K-nonnegative and K-semipositive, respectively. Moreover, it is customary to write x > 0 to denote that x ∈ K • . Since we work with proper cones, in Definition 1.1 (2) , an equivalant way to define K-semipositivity is to require that there exists a x ∈ K such that Ax ∈ K • . We record this as a lemma.
respectively. For A ∈ S(K 1 , K 2 ), the following are equivalent.
Proof. The proof follows from continuity of the linear map A :
An extensive study on the structure and properties of π(K) can be found in [11] and the references cited therein. Observe that in Definition 1.1, when K = R n + , we retrieve back the notion of a nonnegative matrix. A good source of reference on various applications of nonnegative matrices is the book by Berman and Plemmons [3] . Semipositivity occurs very naturally in dynamical systems, game theory and various other optimization problems, most notably the linear complementarity problem and its manifestations over more general cones. For instance, given A ∈ M n (R), asymptotic stability (that is, the trajectory of the system from any starting point in R n converges to the origin as t → ∞) of the
This is the famous Lyapunov theorem. As our objective in this manuscript is not to elaborate on this topic here, the reader my refer to the paper by Gowda and Tao [5] and the references cited therein. We end this section by stating two results that will be used in the proof of the main theorem. Theorem 1.3. For proper cones K 1 and K 2 in R n and R m , respectively, and
Lemma 1.4. Let K be a proper cone in R n and let x ∈ K. If x, y = 0 for some
Main Results
The following was proved recently by Dorsey et al. Our main result of this note generalizes the above theorem to proper cones in R n . We prove the result below. The first result is obvious and we skip the proof.
The following theorem gives the converse of Theorem 2.2.
By the definition of K * and continuity of the inner product, there exists 0 = y ∈
We immediately have the following corollary.
Corollary 2.4. Let K be a proper self-dual cone in R n . If for every K-semipositive
It is easy to verify that B is K-semipositive in either of the two cases y ∈ K and y / ∈ K. The proof is completed by noting that −(B + A) t x = −y + y = 0.
By taking 
Proof. The proof follows as
A few remarks are in order.
Remark 2.6.
(1) Theorem 2.3 can be suitably modified for linear maps between finite dimensional real Hilbert spaces V and W , equipped with proper cones K 1 and K 2 , respectively. In particular, this is true when V = W = S n and
+ is still unsolved and Theorem 2.3 gives a way to study this problem. One can also pose the above problem for other proper cones such as the copositive cone, completely positive cone etc. (2) Theorem 2.3 in particular holds for the Lorentz cone L n + . We briefly illustrate the above theorem in this case, as the Lorentz cone has an interesting geometry. (3) The Lorentz cone is an example of an ellipsoidal cone: Let Q be a nonsingular symmetric matrix with inertia (n − 1, 0, 1). Let λ n be the single negative eigenvalue of Q with a normalized eigenvector u n . Define
It can be seen that K(Q, ±u n ) is a proper cone, known as an ellipsoidal cone. It is now easy to see that the Lorentz cone L n + is an example of an ellipsoidal cone. This can be seen by taking Q = I n−1 0 0 −1 and u n = e n , the n th unit vector in R n . The following result from [10] will be used below. 
Therefore, −B t x + y = −y + y = 0 ∈ L n + . As before, it follows that A + B is not L n + -semipositive.
Remark 2.8.
(1) Let K be a proper cone in R n . Take K 1 = K and K 2 = K * . A very old result of Novikoff concerns positive definite matrices A whose inverse A −1 maps K * into K (see the main theorem in [9] ). Novikoff's aim was to prove a generalization of an earlier result of Aronszajn and Smith, who proved such a result over the nonnegative orthant using reproducing kernel Hilbert spaces. It might be interesing to see if our main result and Novikoff's result are related, although we do not have an answer at this point. (2) Given a proper cone K in R n and a square matrix A, one can consider
This set, called the semipositive cone of A is a closed convex cone and is proper if A is K-semipositive. The proof may be found in Corollary 2.33, [1] . Recently, Sivakumar and Tsatsomeros posed the question of when A will leave the cone K A invariant. In [1] , the authors answered this question affirmatively when K = R n + and A is semipositive. The rank one operator case was also settled and a partial answer in the case of an invertible matrix were also given. The proofs of these statements can be found in Theorems 2.36, 2.37 and 2.38 of [1] . We answer the general case below.
We start with a useful lemma. It is a direct adaptation of Lemma 3.4 of [6] . We include the proof for the sake of completeness.
Lemma 2.9. Let K be a proper cone in R n and A ∈ M n (R) be such that
Proof. Let x ∈ K • be such that y := Ax ∈ ∂K, where A(K) ⊆ K. Since y ∈ R(A) and A is a nonzero matrix, it follows that R(A) is also nonzero. Let B(x) be an open ball containing x such that B(x) ⊂ K. Then A(B(x)) will be a neighbourhood of the point y in R(A). Call this B(y). Since A(K) ⊆ K, we have A(B(y)) ⊆ K and will therefore be contained in the face F of K that contains y. Since y ∈ ∂K, F = K ∩ span{y}. Thus, y = 0 and R(A) = {cy : c ∈ R}.
Before we prove our next theorem, let us recall a definition and highlight a few well known results. Given a linear map L : V → V and a q ∈ V , we say that L has the Z-property with respect to a proper cone K if x ∈ K, y ∈ K * and x, y = 0 implies L(x), y ≤ 0. It is a well known result that L has the Z-property if and only if exp (−tL) ∈ π(K) for all t ≥ 0. For other interesting connections to linear complementarity theory, one may refer to [5] . We now have the following theorem.
Theorem 2.10. Let K be a proper cone in R n and let A ∈ M n (R) be Ksemipositive. If rank(A) > 1 and A(K A ) ⊆ K A , then the following hold.
Conversely, assume that for some j ≥ 2 both A j and
To prove the second statement, choose a x ∈ K
A , then there exists 0 = y ∈ K * A such that A 2 x, y = 0. This means there exists 0 = y ∈ K * A such that Ax, A t y = 0. This is not possible, as Ax ∈ K
• A , and A t y ∈ K * A and so Ax, A t y > 0. Thus, there exists a x ∈ K
thereby proving semipositivity of A 2 relative to K A and hence with respect to K.
Proceeding inductively, we see that A j is K A -semipositive for every j ≥ 2. Note that the same x ∈ K
• A chosen at the beginning will work for every j ≥ 2. To prove the third statement, consider exp (tA)x = x+(tA)x+(1/2)(tA) 2 x+. . .,
A is as in the proof of the second statement. From the first statement, we know that exp (tA)x ∈ K A . Since for every 0 = z ∈ K * A , exp (tA)x, z > 0, it follows that exp (tA)x ∈ K • A .
For the fourth statement, we know that A has Z-property if and only if exp (−tA)(K A ) ⊆ K A , which we know will be true if and only if for every K Asemipositive matrix B, the matrix exp (−tA) + B is K A -semipositive. In particular, the matrix exp (−tA) + exp (tA) is K A -semipositive. This is just saying that cosh A is K A -semipositive.
To prove the converse, supposeA(K A ) K A . Then, by Theorem 2.3, there exists a K A -semipositive matrix B such that A + B is not K A -semipositive. Therefore, the system (A + B)x ∈ K • A , x ∈ K A has no solution. This means that the system
has a solution. Therefore, for every z ∈ K
t y, z ≤ 0 for every z ∈ K A . Let j be a natural number such that both It is worth pointing out that when K is a proper self-dual cone in R n and if A is an invertible matrix such that
2.37, [1] ), although the converse is not true. The following example shows that A(K A ) ⊆ K A cannot be dropped in deducing K-semipositivity of the powers of A from that of A.
The following is an example of a matrix A j is semipositive for j ≥ 1 (in fact, 
The matrix A has the following properties.
• It is K A -semipositive, as
• The spectral radius of A, ρ(A) = 1.543689 is a dominant eigenvalue of of A with a corresponding eigenvector in the interior of K A . Therefore, A has the strong Perron-Frobenius property relative to K A and so is eventually K A -positive. Therefore, there exists a natural number j 0 such that for every j ≥ j 0 , A j is K A -positive. In fact, the smallest such positive integer is 2, as for every power of A greater than or equal to 2, the ℓ 1 -norm of the first row of A j is strictly greater than the corresponding ℓ 1 -norm of the third row.
• It is also eventually positive. In fact,
However, for x • = (3, 4, 1) t ∈ K A , Ax • = (4, 2, 5) t , which is not an element of K A . Thus, A does not leave the semipositive cone invariant.
It now follows from Theorem 2.10 that there is no j for which both A j and A j+1 map K . In both these cases, A is not nonnegative, but A + B is semipositive.
As a final remark, it is worth pointing out that several interesting results on eventual cone invariance have been obtained recently by Kasigwa and Tsatsomeros [7] .
