This paper presents an uni ed approach to the problem of separation of sources, based on the consideration of mutual information. The basic setup is that the sources are independent stationary random processes which are mixed either instantaneously or through a convolution, to produce the observed records. We de ne the entropy of stationary processes and then the mutual information between them as a measure of their independence. This provides us with a contrast for the separation of source problem. For practical implementation, we introduce several degraded forms of this contrast, which can be computed from a nite dimensional distribution of the reconstructed source processes only. From them, we derive several sets of estimating equations generalising those considered earlier.
Introduction
Blind separation of sources is a topic which have received much attention recently, as it has many important applications (speech analysis, radar, sonar, : : : ). Basically, one observes several linear instantaneous or convolutive mixtures of independent signals, called sources, and the problem is to recover them from the observations. This problem is called blind since one doen't have any speci c knowledge on 1 the structure of the sources, the separation being based only on their independence and some general assumptions such as the stationarity. A more general setup which have also been considered assume further that observed channels are corrupted with noises, but in this paper we shall restrict ourselves to the pure mixture case. Further we shall concentrate on the so called \batch processing" in which a large block of data has been recorded and is processed o line, although some of our results and ideas can certainly be generalized to the on-line adaptative approach. Even in this restricted area, there have already been a large numbers of paper devoted to the subject ( ) . Many of them propose an ad-hoc method based on the consideration of higher order moments, although some more systematic treatments based on the likelihood and contrast ( 5] , 14]) and the independent components analysis ( 4], 14]) have also been presented. Many of the above works also concern the instantaneous case only and little have been done in the convolutive mixture case, as the problem is much more complex.
In this paper, we aim at providing a general framework for solving the separation of source problem, in both the instantaneous and the convolutive mixture cases. As the title says, our approach is based on the use of the mutual information, which provides us a natural contrast for the problem. By di erentiation, we obtain a set of separating functions which can be related to our earlier works ( 13], 14]). Our emphasis will be on the general ideas and concepts and therefore implementation details will not be discussed (but can be subjected of subsequent work).
To proceed, let us describe the problem in mathematical terms and introduce some notations. We assume that J sequences of observations X j ( ) = fX j (t); t = 1; 2; : : :g, j = 1, : : : , J, are available, each being a mixtures of K independent sources, either instantaneously or through a convolution. More precisely, let S k ( ) = 2 fS j (t); t 2 ZZg, k = 1, : : : , K, denote the sources, one has X(t) = AS(t) where X(t) and S(t) denote the vectors X 1 (t) X J (t)] T and S 1 (t) S K 0 (t)] T and A, A(l) are J K constant matrices. For simplicity, the symbol ? will be used to denote the convolution, so that the right hand side of (1.2) may be written as (A?S)(t). To extract the sources one naturally perform an \inverse" transformation on the sequence of observed vectors, namely Y(t) = BX(t) where B and fB(l);l 2 ZZg are the reconstruction matrix and the sequence of reconstruction matrices, of order K J.
In the blind separation context, one knows nothing of the structure of the sources and the only fundamental assumption which one relies on is that the source sequences are mutually independent. Thus a sensible way is to look for the reconstruction matrix B or sequence of matrices fB(l), l 2 ZZg such that the output sequence fY(t); t 2 ZZg of (1.3) or (1.4) has components as independent as possible. This is similar to goal of the independent component analysis (ICA). However, in ICA the observed sequence fX(t); t 2 ZZg is not necessarily a mixture of independent sources and further ICA so far has been restricted to instantaneous transformations.
To solve our problem, we need a good measure of dependence between random stationary processes (as we will assume that the sources are stationary). In this paper we will introduce a such measure based on the mutual information. This would yield a contrast for extracting the sources. Needless to say, it is only a theoretical contrast, in the sense that it requires the knowledge of the distribution (or more exactly the density function) of the source. In practice, such distribution must be estimated from the data. This estimation problem is not considered here (for a simple case, see Pham 13 ]) although we are fully aware of the di culties which may arise in such problem and we will try to alleviate them as far as possible. Note that contrasts based on higher order moments, for example, also require implicitly the knowledge of the distribution of the sources, the only di erence is that such moments may be estimated directly from the data without having to estimate the density function. 
(that is the covariance matrix of Y(t) minus its best linear predictor based on Y(s), s < t) and f is its spectral density.
In order to go beyond Gaussian processes, we shall establish an useful result relating the entropy of a ltered process to that of the original process. To avoid technical di culties, we shall limit ourselves to a class of \well behaved" lters.
De nition 2.1
A sequence of square matrices fB(l); l 2 ZZg is said to belong to class A if Admittedly, the above condition would be di cult to check, but we haven't been able to derive a simpler condition. The problem is that the entropy is de ned through the density which changes in a subtle way with respect to addition of random vectors. Nevertheless, we are con dent that this continuity condition holds generally in practice. (It clearly holds in the case of Gaussian distribution.)
The inequality in part (ii) of Proposition 2.2 holds with fB(l); l 2 ZZg being a sequence of matrices of class A if the condition (C) relative to the process Y( ) is satis ed. If this condition is also satis ed relative to the process X( ), then this inequality becomes an equality.
The above result is fundamental in that it describes how the entropy change when the process if ltered. In particular it permits the calculation of the entropy of a linear process through the following Proposition, which follows from it directly. 1) ), Y( ) will be given by (1.3) and one simply replaces the integral in (3.1) by log jdetBj.
It is worthwhile to note that the criterion C 1 is invariant with respect to permutation and pre-convolution with a sequence of diagonal matrix. More precisely, it is unchanged when one replaces B(l) by P(D ? B)(l) with P being a permutation matrix and fD(m); m 2 ZZg being a sequence of diagonal matrices of class A. Indeed The criterion C 1 is of theoretical interest only. The reason is that it requires the complete knowledge of the distribution of each component process Y k ( ). In general such distribution must be estimated, but density estimation in high dimension poses big problem. The number of data needed to estimate a density grow exponentially with the dimension. For a data length of realistic size, one may be able to estimate adequately a density in two or three dimensions but hardly more.
To overcome this problem we propose two approaches.
The rst approach is to streamline the criterion C 1 to obtain one which doesn't involve high dimensional density. This works well for the instantaneous mixture case, but we ran into di culty for the convolutive case and therefore we exclude this case here. A rst possibility is to consider the mutual information between the random vectors Y 1 (1 : Note that this relation cannot be generalized to the convolutive case, hence the di culty alluded above. Thus, one is led to the criterion
H Y k (1 : T)] ? log jdet Bj: (3: 3)
The criterion C T would be less e cient than C 1 since it doesn't exploit the serial dependence between observations more than T time units apart. But under the model (1.1), it is easily seen that it is still a contrast, in the sense that it is minimized A third possibility is to replace the entropy by the Gaussian entropy, dened as the entropy of a Gaussian process (or vector, or variable) which has the same second order moment structure. This entropy is thus given by the formula of Proposition 2.1. Since the resulting criterion depends only on the rst and second order moments of the processes, it is clear that it would be minimized as soon as the reconstructed sources are uncorrelated. It is then easy to see that this criterion would not permit the separation of sources in the convolutive case, Indeed, one can always nd a sequence fB(l); l 2 ZZg such that all the components of the random vectors Y(t), de ned by (1.4), are uncorrelated among themselves, hence a further orthogonal transformation performed on these variables would not change this property. However, the criterion could still be used in the case of an instantaneous mixture, since the reconstruction would then be restricted to the form (1.3) ? log jdet Bj:
where f kk is the spectral density of the k-th component of the process Y( ) = BX( ).
One can further streamline the criterion by using the Gaussian entropy in C T and C T . This yields the criteria (after dropping a constant term) 1 2T
log jdet cov Y k (1 : T)]j ? log jdet Bj where the in mum is over all sequences fb k (l); l 2 ZZg of class A. where Y 1 (t), : : : Y K (t) are the components of the vector Y(t), which is related to the observation process X( ) through (1.4). The minimization of (3:7 0 ) actually not only separates the sources but also performs a deconvolution of them to yield sequences of iid random variables. These sequences, of course, can be interpreted as sources, up to a convolution.
A more restrictive assumption on the distribution of the sources could be that they are linear causal processes. By causal we mean that the sequence of coe cients in their representation are of class A + . We further assume that the sequence fA(l);l 2 ZZg in (1.2) is also of this class. Then it makes sense to restrict the sequence fB(l); l 2 ZZg in (1.4) to this class too. Therefore, in (3.7), we will restrict the in mum to over all sequences fb k (k); l 2 ZZg of class A + . Then, using 
Estimating equations
By di erentiating the above criteria, one is led to a set of equations to be satis ed, called estimating equations (see Godambe, 1963) . Their use is much more exible than that of criteria, since they need not arise from the di erentiation of a criterion. In this problem, they may simply come from functions of B or of fB(l); l 2
ZZg which take the value zero when the reconstructed sources (the components of the vectors fY(t); l 2 ZZg de ned by (1.3) or (1.4) ) are independent.
In order to di erentiate the criteria in section 3, the following result plays a central role. Note: The condition (C1) above could be hard to verify, but it is quite reasonable. Indeed,
For small , one would expect that the expression inside the above bracket ] is of the order k k 2 and thus whole integral would be of this order. The di culty is that f Y and f Y+ converge to zero at in nity and hence the behavior of the ratio f Y =f Y+ near in nity is di cult to predict. The expression inside the above bracket is of the order k k 2 only for xed u, but not uniformly in u. This uniformity is however not at all necessary since we will integrate with respect to f Y+ Z , which can be expected to converge to zero with a fast rate. But we have been unable to nd simple conditions to ensure that (C1) is satis ed.
We now apply the above result to obtain a necessary condition for the criteria We now consider the convolutive case. We begin by deriving a necessary condition in order that the criterion (3:7 0 ) is minimized at the sequence fB(l); l 2 ZZg. Suppose that this is so, then adding to this sequence the sequence f( ?B)(l); l 2 ZZg, where f (l); l 2 ZZg is any sequence of (small) matrices, must not decrease the Since the criteria (3.7) and (3.8) in the instantaneous mixture case do not reduce to (3:7 0 ) and (3:8 0 ), it is of interest to derive a necessary condition in order that they are minimized in this case. Consider rst (3.7) and suppose it is minimized at B. We assume that the in mum of 
Thus by a similar calculation as before, a necessary condition in order that B minimizes the criterion (3.7) is that Ef(b k ? Y j )(t) k (b k ? Y k )(t)]g = 0; k; j = 1; : : : ; K; k 6 = j; (4:8) k denoting minus the logarithmic gradient of the density of (b k ? Y k )(t).
By a completely similar argument, one obtains the same result for the with m being further contrained to be non negative in the case the reconstruction sequence of matrices fB(l); l 2 ZZg is restricted to the class A + . In practice, one would take B(l) to be nonzero for l in some interval L 1 ; L 2 ] and restrict m in (4.11) to be in the same interval, so as to have just K equations less than the number of unknowns (which accounts for the indeterminacy of scale). Note however that taking L 2 = 0 is not enough to ensure that the sequence fB(l); l 2 ZZg is of class A + . This constraint is acyually not easy to enforce. As before, the separating function ' k in (4.11) can be any function and needs not be the logarithmic derivative of the density of (deconvoluted) source, but the later is the natural candidate resulting form the mutual information criterion.
We must caution that the use of estimating equation, although convenient, can lead to spurious reconstructed sources. Indeed, the equation (4.9) and (4.11) almost always have several solutions, of which only one corresponds to the true sources. If one choses the estimating functions carelessly, chance is high that one ends up with a spurious solution. We believe that by taking them from a contrast one has a better chance of avoiding such situation. But there is no guarantee that solving equations such as (4.1) { (4.7) yields a local minimum of the corresponding contrast 24 (and not a maximum or a saddle point), let alone a global minimum. However, the fact that these equations come from a contrast makes it possible to monitor the calculation algorithm so as to ensure that it converges at least to a local minimum. To compute the determinant of B (T) , note that if U is the matrix with block e ?i2 st=T I at the (s; t) place, then U ?1 B (T) U is block diagonal with diagonal block depends on T and Y (T) (T ?q : T ?1) has distribution independent of T, by stationarity. Thus, dividing both sides of the above inequality by T, then letting T ! 1, 
