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Abstract
A hybrid technique combining code division multiple access (CDMA) and orthogonal fre-
quency division multiplexing (OFDM) has been proposed as an option for future mobile com-
munication standards. This technique is known as multicarrier code division multiple access
(MC-CDMA), which, besides inheriting the advantages of CDMA and OFDM techniques, also
possesses an inherent frequency diversity.
Despite being a multiple access technique, MC-CDMA has been typically studied employing
single-user detectors in the receiver. Moreover, some works that have studied their performance
with multiuser detectors have done so far using only simulations. Furthermore, single cell sce-
narios are typically considered although mobile systems operate in cellular environments.
This dissertation aims to partially complement previous research on MC-CDMA. In general,
this work addresses the uplink performance of MC-CDMA systems in terms of the bit error
rate (BER) and the cellular spectral efficiency. For this, a cellular system employing fractional
frequency reuse (FFR) and soft frequency reuse (SFR) schemes is assumed. Frequency domain
interleaving is performed in the transmitter into the user equipments and, multiuser detection
and an antenna array are considered in the receivers at the base stations. The transmitter into
the user equipments also performs perfect power control. Furthermore, additive white Gaussian
noise, path-loss and slow frequency-selective Rayleigh fading are considered in the channel model.
The contributions of this dissertation are summarized in the following. Closed-form expres-
sions are derived to evaluate the mean BER of MC-CDMA cellular systems using the multiuser
detectors: zero-forcing (ZF), minimum mean square error (MMSE) and maximum likelihood de-
tector (MU-MLD). In addition, signal space diversity (SSD) is used in the MC-CDMA cellular
system. For this, MU-MLD must be employed in the receiver at the base station. An accurate
expression to evaluate the mean BER in this scenario is also derived. Moreover, an asymptotic
analysis of the BER expressions is performed to obtain further insights of the diversity order and
system behavior at the high signal-to-noise-plus-interference ratio regime. The computational
complexity of the multiuser detectors is also obtained in terms of the number of complex op-
erations performed during the detection process. In particular, MU-MLD is implemented via a
sphere decoder (SD) algorithm in order to reduce its complexity. Some techniques are provided
in order to further reduce the SD complexity. Finally, an expression to evaluate the mean cel-
lular spectral efficiency of the MC-CDMA system in FFR and SFR scenarios is obtained. This
analysis is based on an algorithm that calculates the cell coverage radius for each modulation
used in the system, assuming that adaptive modulation is employed. For all analyzed scenar-
ios, BPSK and M -QAM modulations are considered. Monte Carlo simulations corroborate the
accuracy of the presented mathematical analysis.
Keywords: Cellular system; MC-CDMA; OFDMA; bit error rate; spectral efficiency; multiuser
detection; sphere decoder; signal space diversity; antenna array; multiple access interference; co-
cell interference; fractional frequency reuse; soft frequency reuse; Rayleigh fading.
Resumo
Uma técnica que combina múltiplo acesso por divisão de código (CDMA) e multiplexação por
divisão de frequências ortogonais (OFDM) foi proposta como uma opção para futuros padrões
de comunicações móveis. Esta técnica é conhecida como múltiplo acesso por divisão de código
com multiportadoras (MC-CDMA), a qual além de herdar as vantagens das técnicas CDMA e
OFDM, também possui uma inerente diversidade em frequência.
Apesar de ser uma técnica de múltiplo acesso, MC-CDMA foi tipicamente estudada usando
detectores de um único usuário no receptor. Além disso, alguns trabalhos que têm estudado seu
desempenho com detectores multi-usuário usam apenas simulações. Ademais, cenários de uma
célula são tipicamente considerados, embora sistemas móveis operem em ambientes celulares.
Esta dissertação visa complementar parcialmente as pesquisas prévias sobre MC-CDMA. Em
geral, este trabalho aborda o desempenho do enlace reverso de sistemas MC-CDMA em termos
da probabilidade de erro de bit (BER) e da eficiência espectral celular. Para isto, um sistema
celular que usa os esquemas de reuso de frequências fracionário (FFR) e suave (SFR) é suposto.
Entrelaçamento no domı́nio da frequência é usado no transmissor dos equipamentos dos usuários
e, detecção multiusuário e um arranjo de antenas são considerados nos receptores das estações
radio base. O transmissor dos equipamentos dos usuários também realiza controle de potência
perfeito. Além disso, rúıdo aditivo Gaussiano branco, perda de percurso e desvanecimento lento
e seletivo que segue a distribuição de Rayleigh são considerados no modelo do canal.
As contribuições desta dissertação são resumidas a seguir. Expressões fechadas são obtidas
para avaliar a BER média de um sistema celular que usa os detectores multiusuário: zero-
forcing (ZF), minimum mean square error (MMSE) e maximum likelihood detector (MU-MLD).
Adicionalmente, a técnica signal space diversity (SSD) é usada no sistema celular MC-CDMA.
Para isto, o MU-MLD precisa ser empregado no receptor da estação radio base. Uma expressão
precisa para avaliar a BER média neste cenário é também derivada. Ademais, uma análise
assintótica das expressões da BER é feita para se obter mais informações sobre a ordem da
diversidade e o comportamento do sistema no regime de alta relação sinal-rúıdo mais interfer-
ência. A complexidade computacional dos detectores multi-usuário também é obtida em termos
do número de operações complexas realizadas durante o processo de detecção. Em particular,
o MU-MLD é implementado através de um algoritmo de decodificação esférica (SD), a fim de
reduzir sua complexidade. Algumas técnicas são fornecidas para reduzir ainda mais a complex-
idade da SD. Finalmente, uma expressão para avaliar a eficiência espectral celular média do
sistema MC-CDMA nos cenários FFR e SFR é obtida. Esta análise é baseada em um algoritmo
que calcula os raios de cobertura da célula para cada modulação usada no sistema, assumindo
que modulação adaptativa é empregada. Para todos os cenários, modulações BPSK e M -QAM
são consideradas. Simulações de Monte Carlo corroboram a precisão da análise matemática
apresentada.
Palavras-chave: Sistema celular; MC-CDMA; OFDMA; probabilidade de erro de bit; eficiên-
cia espectral; detecção multi-usuário; decodificação esférica; signal space diversity ; arranjo de
antenas; interferência de múltiplo acesso; interferência das co-células; reuso fracionário de fre-
quências; reuso suave de frequências; desvanecimento Rayleigh.
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metrics χij = ‖ŝi − ŝj‖2 for 64-QAM and U = 2. . . . . . . . . . . . . . . . 139
4.7 Mean number of operations performed by SD algorithm (with ε = 10−3)
normalized by the number of operations performed by MU-MLD as a func-
tion of U for MC-CDMA employing Υ = 1, G = 4, Eb/N0 = 15 dB and
different modulation schemes. . . . . . . . . . . . . . . . . . . . . . . . . . 144
4.8 Mean number of operations performed by SD algorithm (with ε = 10−3)
as a function of Eb/N0, parameterized by the type of QR factorization
method for two fully loaded scenarios. . . . . . . . . . . . . . . . . . . . . . 145
a Υ = 1, G = 8, U = 8, 4-QAM. . . . . . . . . . . . . . . . . . . . . . 145
b Υ = 1, G = 6, U = 6, 16-QAM. . . . . . . . . . . . . . . . . . . . . 145
4.9 Mean number of operations performed by SD algorithm as a function of ε,
parameterized by Eb/N0 for MC-CDMA employing Υ = 1, G = 8, U = 8
and 4-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
a Eb/N0 = 5 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
b Eb/N0 = 10 dB. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
4.10 Eb/N0 penalty due to MAI as a function of U , parameterized by G and
by the modulation scheme for MC-CDMA employing Υ = 1 in a single cell
scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
a BPSK and 4-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
b 16-QAM and 64-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . 147
4.11 Mean BER as a function of U , parameterized by G and by the modu-
lation scheme for MC-CDMA employing MU-MLD (implemented via SD
algorithm), Υ = 1 and Eb/N0 = 15 dB in a single cell scenario. . . . . . . . 148
a BPSK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
b 4-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
c 16-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
d 64-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
4.12 Mean BER as a function of Eb/N0, parameterized by U and by the mod-
ulation scheme for MC-CDMA employing MU-MLD (implemented via SD
algorithm), Υ = 1 and G = 4 in a single cell scenario. . . . . . . . . . . . . 149
a BPSK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
b 4-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
c 16-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
d 64-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
4.13 Mean BER for cell inner and outer regions as a function of U , parameterized
by Υ and by the modulation scheme for MC-CDMA employing MU-MLD
(implemented via SD algorithm), G = 8 and Eb/N0 = 15 dB in FFR cellular
scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
a 4-QAM, Υ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
b 4-QAM, Υ = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
c 16-QAM, Υ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
d 16-QAM, Υ = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
4.14 Mean BER for cell inner and outer regions as a function of U , parameterized
by Υ and by the modulation scheme for MC-CDMA employing MU-MLD
(implemented via SD algorithm), G = 8 and Eb/N0 = 15 dB in SFR cellular
scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
a 4-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
b 16-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
4.15 Mean BER for cell inner and outer regions as a function of Eb/N0, param-
eterized by the ratio Rs/R and by the modulation scheme for MC-CDMA
employing MU-MLD (implemented via SD algorithm), Υ = 2 and G = 8
in FFR cellular scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
a 4-QAM, U = 12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
b 16-QAM, U = 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
4.16 Mean BER for cell inner and outer regions as a function of Eb/N0, param-
eterized by U and by the modulation scheme for MC-CDMA employing
MU-MLD (implemented via SD algorithm), Υ = 4 and G = 8 in SFR
cellular scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
a 4-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
b 16-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
4.17 Mean BER as a function of Υ, parameterized by U for MC-CDMA em-
ploying MU-MLD (implemented via SD algorithm), G = 8, Eb/N0 = 20
dB and 4-QAM modulation in SFR cellular scenario. . . . . . . . . . . . . 154
5.1 MC-CDMA transmitter in the k-th UE employing SSD. . . . . . . . . . . . 157
5.2 MC-CDMA receiver at the BS for U = 1, when SSD is employed. . . . . . 158
5.3 PDF of the random variable γi,j for different values of Υ, G and D. . . . . 168
a G = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
b G = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
5.4 Metric K for D = 2 as a function of λ2 and parameterized by the modulation.173
a 4-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
b 64-QAM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
5.5 Rotated 2-dimensional 64-QAM constellation parameterized by λ2. . . . . . 174
a λ2 = 2.634. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
b λ2 = 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.6 Metric K for D = 4 as a function of λ2 and λ4 by considering 4-QAM. . . . 175
a Metric K as a function of λ2 and λ4. . . . . . . . . . . . . . . . . . 175
b Metric K for λ2=0.395 as a function of λ4. . . . . . . . . . . . . . . 175
5.7 Mean number of operations performed by SD algorithm (with ε = 10−3)
in D time slots as a function of Eb/N0 for MC-CDMA systems with and
without SSD for different modulations and dimensions by considering Υ = 1.176
a 4-QAM, D = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
b 4-QAM, D = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
c 16-QAM, D = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
d 16-QAM, D = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
5.8 Mean BER as a function of Eb/N0, parameterized by G, by D and by the
modulation scheme for MC-CDMA employing SSD and Υ = 1 in a single
user scenario (U = 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
a 4-QAM, G = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
b 4-QAM, G = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
c 16-QAM, G = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
d 16-QAM, G = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
5.9 Mean BER as a function of Eb/N0, parameterized by λ4 for MC-CDMA
employing SSD, Υ = 1, G = 1, D = 4, 4-QAM and λ(4)o,2 = 0.395 in a single
user scenario (U = 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
5.10 Mean BER as a function of Eb/N0, parameterized by Υ, by G and by D for
MC-CDMA with and without SSD using 16-QAM in a single user scenario
(U = 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
a Υ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
b Υ = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
5.11 Rotated 2-dimensional 16-QAM constellation showing the in-phase and
quadrature components of their symbols. . . . . . . . . . . . . . . . . . . . 180
5.12 Mean BER as a function of Eb/N0, parameterized by Υ, by D, by U and
by the modulation scheme for MC-CDMA employing SSD and G = 2. . . . 181
a 4-QAM, D = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
b 4-QAM, D = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
c 16-QAM, D = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
d 16-QAM, D = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
5.13 Mean BER for the cell inner and outer regions as a function of Eb/N0,
parameterized by the ratio Rs/R, byG, by U and by the modulation scheme
for MC-CDMA employing SSD with D = 2 and Υ = 2 in FFR cellular
scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
a 4-QAM, G = 4, U = 6. . . . . . . . . . . . . . . . . . . . . . . . . . 183
b 4-QAM, G = 8, U = 12. . . . . . . . . . . . . . . . . . . . . . . . . 183
c 16-QAM, G = 4, U = 3. . . . . . . . . . . . . . . . . . . . . . . . . 183
d 16-QAM, G = 8, U = 6. . . . . . . . . . . . . . . . . . . . . . . . . 183
5.14 Mean BER for the cell inner and outer regions as a function of Eb/N0,
parameterized by G, by U and by the modulation scheme for MC-CDMA
employing SSD with D = 2 and Υ = 4 in SFR cellular scenario. . . . . . . 184
a 4-QAM, G = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
b 4-QAM, G = 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
c 16-QAM, G = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
d 16-QAM, G = 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
5.15 Mean BER as a function of Υ, parameterized by U for MC-CDMA employ-
ing SSD with D = 2, G = 8, Eb/N0 = 20 dB and 4-QAM in SFR cellular
scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.1 Flowchart for the cell coverage radius algorithm. . . . . . . . . . . . . . . . 189
6.2 Cell Coverage radius for different modulation schemes. . . . . . . . . . . . 190
6.3 Example of allocation of subcarriers in each cell of the MC-CDMA cellular
system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.4 Mean cellular spectral efficiency for the cell inner region as a function of Ui
parameterized by Rs/R and by Gi for MC-CDMA employing MMSE MUD
and Υ = 2 in FFR scenario by considering Pb,tar = 10
−3. . . . . . . . . . . 194
a Gi = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
b Gi = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
c Gi = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
d Gi = 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
6.5 Mean cellular spectral efficiency for the cell outer region as a function of Ui
parameterized by Rs/R and by Gi for MC-CDMA employing MMSE MUD
and Υ = 2 in FFR scenario by considering Pb,tar = 10
−3. . . . . . . . . . . 195
a Go = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
b Go = 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
c Go = 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
d Go = 8. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
6.6 Best mean cellular spectral efficiencies as a function of Rs/R and param-
eterized by the type of MUD for MC-CDMA employing Υ = 2 in FFR
scenario by considering Pb,tar = 10
−3. . . . . . . . . . . . . . . . . . . . . . 196
a ZF MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
b MMSE MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
c MU-MLD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
d MU-MLD with SSD (D = 2). . . . . . . . . . . . . . . . . . . . . . 196
6.7 Cell coverage radius for the best cellular spectral efficiency scenarios of Fig.
6.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
a ZF MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
b MMSE MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
c MU-MLD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197
d MU-MLD with SSD (D = 2). . . . . . . . . . . . . . . . . . . . . . 197
6.8 Best mean cellular spectral efficiency as a function of Pb,tar and param-
eterized by the type of MUD for MC-CDMA employing Υ = 2 in FFR
scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
a ZF MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
b MMSE MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
c MU-MLD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
d MU-MLD with SSD (D = 2). . . . . . . . . . . . . . . . . . . . . . 198
6.9 Best mean cellular spectral efficiency as a function of Υ and parameterized
by the type of MUD for MC-CDMA in FFR scenario by considering Pb,tar =
10−4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
a ZF MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
b MMSE MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
c MU-MLD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
d MU-MLD with SSD (D = 2). . . . . . . . . . . . . . . . . . . . . . 199
6.10 Mean cellular spectral efficiency as a function of U parameterized by G and
by the cell region for MC-CDMA employing MMSE MUD and Υ = 2 in
SFR scenario by considering Pb,tar = 10
−3. . . . . . . . . . . . . . . . . . . 201
a Inner region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
b Outer region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
6.11 Cell coverage radius for different cellular spectral efficiency scenarios of Fig.
6.10. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
a Scenario 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
b Scenario 2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
c Scenario 3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
d Scenario 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
6.12 Best mean cellular spectral efficiency and cell coverage radius as a function
of the type of MUD for MC-CDMA employing Υ = 2 in SFR scenario by
considering Pb,tar = 10
−3. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
a Best mean cellular spectral efficiency. . . . . . . . . . . . . . . . . . 202
b Coverage radius. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
6.13 Best mean cellular spectral efficiency as a function of Pb,tar and param-
eterized by the type of MUD for MC-CDMA employing Υ = 2 in SFR
scenario. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
a ZF MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
b MMSE MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
c MU-MLD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 203
d MU-MLD with SSD (D = 2). . . . . . . . . . . . . . . . . . . . . . 203
6.14 Best mean cellular spectral efficiency as a function of Υ and parameterized
by the type of MUD for MC-CDMA in SFR scenario by considering Pb,tar =
10−4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
a ZF MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
b MMSE MUD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
c MU-MLD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
d MU-MLD with SSD (D = 2). . . . . . . . . . . . . . . . . . . . . . 204
List of Tables
2.1 Parameters y, z1, z2 and z3 for the SUI path-loss model. . . . . . . . . . . 47
2.2 Rotation matrices employed with the SSD technique. . . . . . . . . . . . . 54
2.3 Angle between co-cell 1 and the horizontal axis. . . . . . . . . . . . . . . . 75
2.4 Factor Λ as a function of the reuse scheme and the region of the cell of
interest. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
3.1 Number of complex operations required by the ZF MUD when ΥG > U . . 86
3.2 Parameters a and d obtained for the fitting of (3.35) to the simulated
histogram of ζk after the scheduling process by considering that U = ΥG. . 95
3.3 Number of complex operations required by MMSE MUD. . . . . . . . . . . 98
3.4 Simulation parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
4.1 Number of complex operations required by the MU-MLD. . . . . . . . . . 127
4.2 Number of complex operations required by SD algorithm per node metric. 127
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Wireless communication systems are used by a wide range of multimedia services,
such as speech, image and data transmission with different and variable bit rates in
hierarchical cell structures and in multi-operation scenarios. Nowadays, third generation
(3G) and fourth generation (4G) cellular systems are proving insufficient to deal with the
diversified needs in terms of denser networks and increased capacity that smartphones
and the internet of things (IoT) are expected to bring [1]. As consequence, overcoming
the current limitations of 3G and 4G systems is the main goal of fifth generation (5G)
systems. This new standard intends both an evolution of wireless networks to meet future
demands for data and a revolution in architecture to enable a cost conscious network that
can be efficiently scaled [2, 3].
The main representative standard of 3G systems is Universal Mobile Telecommunica-
tion Systems (UMTS) [4], whose radio interface is based on code division multiple access
(CDMA). Moreover, the main representative standard of 4G systems is Long Term Evo-
lution (LTE) [5], which in turn employs the orthogonal frequency division multiplexing
(OFDM) technique. CDMA and OFDM have interesting properties that make the com-
munication robust. Specifically, CDMA is characterized by its high interference immunity
[4] and OFDM is characterized by its easy implementation and also by its immunity
against undesirable effects produced by multipath channels [6].
Considering the interesting properties of CDMA and OFDM, a hybrid technique has
been proposed in [7, 8]. This technique is called as multicarrier code division multiple
access (MC-CDMA), which inherits CDMA and OFDM properties. Furthermore, this
technique has an inherent frequency diversity, as one symbol is transmitted by employing
different subcarriers. For these reasons, MC-CDMA has been considered as an interesting
technique for future wireless systems [9, 10], that is also the basis for the creation of new
non-orthogonal multiple access (NOMA) techniques [11]. In fact, MC-CDMA belongs to
NOMA techniques, because some users employ the same subcarriers at the same time.
Thus, unlike NOMA, conventional orthogonal multiple access (OMA) techniques, such
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as time division multiple access (TDMA) or orthogonal frequency division multiple ac-
cess (OFDMA), serve a single user in each orthogonal resource: time slot or subcarrier,
respectively.
The remainder of this chapter is organized as follows. In Section 1.1, important related
works in the area of MC-CDMA systems are summarized and the motivation of this
study is also introduced. Finally, in Section 1.2, the contributions and the outline of this
dissertation are presented.
1.1 Related Work and Motivation
As previously stated, MC-CDMA was proposed in [7, 8]. In these works, MC-CDMA
is presented as a multiuser system, where several users transmit employing all the system
subcarriers. Specifically, each user transmits a symbol repeatedly on all the system sub-
carriers. The transmitted signals are separated in the receiver because unique spreading
sequences are used for different users. Some works have studied the performance of MC-
CDMA systems by considering different types of spreading sequences [12–15]. However, as
result of the type of transmission performed by MC-CDMA systems, several works have
found the opportunity to obtain frequency diversity [16–20]. In these works, the MC-
CDMA performance is studied by considering combination techniques in the receiver. In
particular, maximal ratio combining (MRC) and equal gain combining (EGC) have been
the preferred techniques. Nevertheless, those combination techniques do not present good
performance because winning diversity implies losing orthogonality between the spreading
sequences [21]. Therefore, detection techniques that eliminate the interference produced
among different users are needed, i.e., multiuser detection techniques.
In [22], several multiuser detectors (MUDs) for CDMA based systems have been pro-
posed. The optimum MUD is the maximum likelihood detector (MU-MLD), which has the
best performance in terms of bit error rate (BER), but its exponential complexity could
make it impractical for some systems. Nevertheless, in [23], an algorithm that transforms
the decoding process into a tree search algorithm has been proposed, whose complex-
ity allows the MU-MLD implementation in some practical systems [24]. This algorithm
is known as sphere decoder (SD). The SD algorithm has been extended to MC-CDMA
systems and its performance has been analyzed by employing only simulations in [25–28].
Due to the high complexity of optimum detection, suboptimal detectors for MC-CDMA
systems that achieve a good tradeoff between complexity and performance have been pro-
posed and analyzed [29–35]. Among these suboptimal detectors, stand out the well-known
linear detectors (LMUDs), which are the zero-forcing (ZF) MUD and the minimum mean
square error (MMSE) MUD. In some of the aforementioned references, the system perfor-
mance is evaluated in terms of the BER by employing simulations. However, simulations
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are time consuming, difficult to validate and does not present an explicit interdependence
on all the system parameters. Additionally, some works employ only binary phase shift
keying (BPSK) modulation. Consequently, the results present good performance in terms
of the BER, but they are not efficient as far as spectrum usage is concerned. Consequently,
expressions to calculate the BER of MC-CDMA systems employing MUDs with efficient
modulation schemes is a gap that must be filled in the literature.
Diversity techniques are typically employed with multiple access schemes. Thus, in
addition to the inherent frequency diversity of MC-CDMA systems, several works have also
used spatial diversity, also known as antenna diversity in their analysis [36–39]. Moreover,
a relatively new multiple access technique has been created based on the MC-CDMA
structure. This technique is called as sparse code multiple access (SCMA) [40], that uses
a diversity technique called signal space diversity (SSD) [41]. SSD consists in the rotation
of a multidimensional quadrature amplitude modulation (QAM) constellation, so that
the diversity is equal to the number of dimensions of the constellation. In particular,
SCMA uses SSD on the creation of codebooks for different users [42, 43]. In the receiver,
SCMA employs a suboptimal detector called as message passing algorithm (MPA) [40]. As
result, SCMA obtains the diversity of SSD that is equal to the number of dimensions of the
rotated constellation [44]. On the other hand, remember that MC-CDMA has an inherent
frequency diversity. Therefore, a more efficient system should be able to guarantee not
only the diversity of the rotated constellation but also the frequency diversity.
SCMA systems can be overloaded, that is, the number of users can be greater than
the number of subcarriers employed. However, in [45], by performing a sum-rate capac-
ity analysis, it has been determined that MC-CDMA systems can also be overloaded if
MU-MLD is employed. Nevertheless, few studies have carried out simulations or anal-
ysis considering this characteristic of MC-CDMA systems [46, 47]. Furthermore, in the
literature there are no expressions to evaluate its BER in these conditions.
MC-CDMA system has been designed to operate in different scenarios [32]. For ex-
ample, most of the aforementioned works perform their analysis in single cell scenarios.
In this case, the interference is produced only by users in the same cell, which is called as
multiple access interference (MAI). Nevertheless, multiple access techniques typically
operate in cellular scenarios. Consequently, their performance is also affected by interfer-
ence arriving from co-cells, which is called as co-cell interference (CCI) [48]. There are few
works in the literature that study the performance of MC-CDMA in cellular environments.
In [49], the downlink performance of MC-CDMA cellular systems is analyzed based on the
cell coverage and cell throughput. In this work, by employing simulations, it is determined
that MC-CDMA systems outperform OFDMA systems. The analysis considered orthog-
onal spreading sequences. Furthermore, in [50], a power controlled MC-CDMA cellular
system is evaluated by employing orthogonal and random spreading sequences along with
single user detection. This work demonstrates the need of MC-CDMA to have efficient
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power control algorithms. Taking the results of these works as a reference, the importance
of evaluating multiple access techniques performance, considering not onlyMAI but also
CCI, becomes evident.
Several techniques to mitigate the CCI have been proposed [48, 51, 52]. Among these
techniques, the reuse of channels in different cells stands out. The technique usually
adopted is known as hard reuse, which splits the system bandwidth into a number of
distinct sub-bands according to a chosen reuse factor and lets neighboring cells transmit
on different sub-bands. Hard reuse though simple in implementation suffers from quite
reduced spectral efficiency [53]. As consequence, fractional frequency reuse (FFR) and
soft frequency reuse (SFR) schemes have been proposed as efficient inter-cell interference
coordination (ICIC) techniques for LTE Advanced (LTE-A) systems [54]. The idea behind
FFR and SFR is to divide the entire bandwidth in several sub-bands, which are allocated
in a smart way into the cells in order to reduce the CCI. In general, the interference in
the uplink is greater than the interference in the downlink [48, 55]. As consequence, the
uplink is preferred to analyze these reuse schemes. Several works have tried to improve
these techniques [56–59] and other works have studied their coverage and capacity [60–
62]. Some of these works have done their analysis just for OFDMA systems. Thus, the
performance of MC-CDMA systems have not been analyzed in these cellular scenarios.
Some works have analyzed MC-CDMA capacity and spectral efficiency by considering
only single cell scenarios [45, 63, 64]. Nevertheless, in practice, cellular network designers
also deal with the trade-off between CCI mitigation and spectral efficiency increasing.
Therefore, the whole cellular scenario should be considered in this analysis. A mecha-
nism to calculate the so called cellular spectral efficiency has been employed in [19, 65].
Basically, the idea behind this approach is to calculate the cellular spectral efficiency by
considering that a target BER is necessary to guarantee the quality of a communication
service and that all subcarriers of a cell are being employed. In order to use this approach,
expressions to calculate the BER and the cellular spectral efficiency are required. These
expressions must be directly related to the type of detection employed, the channel reuse
scheme and to additional techniques considered on the system deployment.
Despite all progress achieved so far, we could realize that there are still many open
issues to be addressed with MC-CDMA systems. This dissertation aims to partially fill
those gaps. Among them, we highlight the following:
 Although LMUDs have been considered in MC-CDMA systems, there are no BER
expressions to evaluate its performance in cellular scenarios and even less in scenar-
ios employing FFR or SFR schemes. Furthermore, there is no comparative study
between the LMUDs, when they are used in cellular environments.
 Similarly to LMUDs, in the literature there are no expressions to evaluate the BER
of MC-CDMA systems employing MU-MLD. Additionally, from sum-rate capac-
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ity analysis (see, e.g., [45]), it was determined that MC-CDMA systems employing
MU-MLD can be overloaded, which is an interesting theoretical result. However, in
practice, some challenges must be overcome, so that MU-MLD can be implemented
with acceptable complexity in overloaded scenarios. Furthermore, remember that
some capacity studies have been carried out considering only single cell scenarios.
Therefore, how advantageous an overloaded MC-CDMA system is in a cellular sys-
tem is still an open issue.
 MC-CDMA structure is also employed by SCMA systems. However, the frequency
diversity of MC-CDMA is not exploited, once a sub-optimal detector is employed
at the receiver. Therefore, how to implement SSD technique in MC-CDMA systems
so that both SSD and frequency diversities coexists is an aspect to be analyzed.
 Knowledge of the cellular spectral efficiency for MC-CDMA systems in cellular sce-
narios becomes evident, once the available works have carried out this analysis only
in single cell scenarios. In this sense, and by considering the state of the art, to
understand how MC-CDMA spectral efficiency behaves in scenarios employing FFR
and SFR schemes is verty suitable. Further, by assuming that BER expressions are
known, it is quite interesting to study the MC-CDMA cellular spectral efficiency
using different multiuser detectors.
1.2 Contributions and Outline of the Dissertation
This dissertation contains four main contributions, each of them addresses one of the
issues listed at the end of Section 1.1. In general, this dissertation addresses the perfor-
mance of the uplink of MC-CDMA cellular systems measured in terms of the mean BER
and the mean cellular spectral efficiency. For this, it is assumed a cellular system employ-
ing FFR and SFR reuse schemes, where users are uniformly distributed in the area of the
cells. Additionally, frequency domain interleaving and perfect power control is performed
in the transmitter of the user equipments. Moreover, a multiuser detector and an an-
tenna array are considered in the receivers of the base stations. Additive white Gaussian
noise (AWGN), path-loss and slow frequency-selective Rayleigh fading are considered in
the channel model. BPSK and M -QAM modulations are considered in the mathematical
modeling performed.
An outline of the remainder of this dissertation is detailed below, where the contribu-
tions of each chapter are also provided in a general way:
 Chapter 2. This chapter provides some basic concepts of the analysis performed
in the next chapters. Moreover, this chapter describes the MC-CDMA cellular
system studied in this dissertation. Nevertheless, it is not only performed a simple
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description but also a complete characterization of the studied system. Specifically,
in addition to describe the structure of transmitters and receivers, the analysis of
signals transmitted by the user equipments that are received by their respective base
station (BS) is performed. Additionally, the interference is characterized based on
its statistical properties.
 Chapter 3. This chapter contains our contributions based on the results published
in [66, 67]. Hence, exact closed-form expressions to calculate the mean BER of
MC-CDMA cellular systems employing ZF MUD and MMSE MUD are derived. An
asymptotic analysis of the BER expressions is also performed. From this analysis,
the performance of both detectors is compared. In addition, a scheduling criterion
is proposed in order to improve the performance of MC-CDMA systems employing
ZF MUD. The computational complexity of both LMUDs is addressed based on the
number of complex operations required to perform the detection process.
 Chapter 4. This chapter contains our contributions based on the results published
in [68, 69]. The aim of this chapter is to evaluate the mean BER of MC-CDMA
cellular systems employing MU-MLD. Upper bound closed form BER expressions
are derived. These expressions are valid for overloaded and non-overloaded scenarios.
Furthermore, the SD algorithm is described along with techniques used to reduce
its complexity implementation. MU-MLD and SD computational complexities are
analyzed based on the number of operations performed during the detection process.
 Chapter 5. This chapter contains our contributions based on the results published
in [70]. In particular, we determine a way to use the SSD approach in MC-CDMA
cellular systems by employing MU-MLD. Thus, a multiuser scenario is assumed,
where the optimum system performance is guaranteed. For this, the matrix structure
for the received signals is developed in order to employ the SD algorithm. In this
chapter, an exact closed form expression to evaluate the pairwise error probability
between two multidimensional symbols in single user scenarios is derived. From
this result, a mean BER upper bound is obtained for this scenario. Under certain
considerations, the derived BER expression can be considered as a good lower bound
for multiuser scenarios. Additionally, after the asymptotic analysis of the BER
expression, an alternative metric that determines rotation matrices that ensure the
best performance with the minimum signal-to-noise ratio is found.
 Chapter 6. This chapter contains our contributions based on the results published
in [71, 72]. In this chapter, the mean cellular spectral efficiency of the uplink of
MC-CDMA cellular systems is analyzed assuming that adaptive modulation is em-
ployed. In particular, this analysis is based on an algorithm that calculates the cell
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coverage radius for each modulation. This algorithm uses the BER expressions de-
rived in previous chapters in order to verify if a given target BER can be guaranteed
by the system for a specific modulation scheme. Hence, this analysis depends on
several system operating parameters including the interference levels. Scenarios and
parameters that maximize the mean cellular spectral efficiency of the system are
also determined.
 Chapter 7. This chapter summarizes the main conclusions of this work. In addition,
some proposals for future works are presented.
Some of the published articles present preliminary results that vary a bit when com-
pared to the results presented in this dissertation. For this reason, the results of these
articles have been complemented and homogenized in this work, so that the contributions
can be understood, analyzed and compared in a better way.
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CHAPTER 2
Basic Concepts and System Model
2.1 Introduction
The radio spectrum is a limited natural resource, which must be efficiently used so that
the capacity and coverage of a communication network is maximized. Different techniques
have been developed in order to fulfill this purpose and among all these techniques, the
ones related to cellular systems have been most rapidly developed.
The main aim of cellular systems is to offer good quality communication services to
a large group of users over a geographic area. Consequently, channel reuse and multiple
access techniques consist of fundamental means to achieve this objective. Moreover, new
communication services require higher data rates. Therefore, efficient modulation schemes
are another important aspect to take into account for modern cellular systems design.
Radio signals are distorted or degraded by the channel effects, specifically, by ob-
structions and reflections of these signals in the terrain irregularities. The interference
produced by other devices in the cellular system is another factor that must be considered
in the system design. As consequence, several techniques have been developed in order to
mitigate the channel and interference effects.
It is important to know several basic concepts related to the aforementioned aspects
so that the study of cellular systems can be carried out. Thus, the first aim of this
chapter is to provide some concepts that allow to understand the analysis performed in
next chapters. The other main objective is to describe the cellular system analyzed in
this work. However, this objective is not only limited to a simple description but also a
complete characterization of the studied system. In addition to describing the structure
of transmitters and receivers, the analysis of signals transmitted by the user equipments
(UEs) and that are received by their respective BSs is also performed. Additionally, the
interference is characterized based on its statistical properties.
This chapter is organized as follows. Cellular systems are described in Section 2.2.
Digital modulation schemes are described in Section 2.3. The mobile radio channel is
analyzed in Section 2.4. Further, diversity techniques are described in Section 2.5. Some
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detection techniques are detailed in Section 2.6. Antenna arrays are described in Section
2.7. Multiple access techniques are detailed in Section 2.8. Finally, the system model
considered in this work is described in Section 2.9.
2.2 Cellular Systems
Cellular systems have been designed in order to diminish radio spectrum congestion
problems and to increase the channel capacity. The cellular communication concept em-
ploys some low power transmitters in order to provide coverage for a geographic area. In
a cellular system, each cell can be defined as an ideally circular region, whose coverage is
provided by a BS inside this region.
Each BS communicates simultaneously with the UEs in its cell. A UE is the electronic
interface between a mobile subscriber and the BS. Therefore, by employing the UE, it
is possible to provide voice or data services to the subscribers. The radio link for signal
transmission from the BS to the UE is known as downlink and the radio link for signal
transmission from the UE to the BS is called as uplink. When the system performance
is analyzed, the uplink is typically preferred for the analysis as the maximum power of
transmission of the UEs is much lower than that of the BSs [48]. Hence, the uplink is
more affected by the interference and channel effects.
2.2.1 Channel Reuse
Only a part of the available communication channels are assigned to each cell. In
some cases, different channels are allocated to adjacent cells. All the system channels are
allocated in a small number of cells and this group of cells is called as cluster. The number
of cells in each cluster is known as channel reuse factor (F) [48]. The communication
channels are reused only in different clusters, which guarantees that two different cells
employing the same channels (co-cells) are located at a large distance from each other so
that interference levels are reasonable for an adequate operation of the cellular system.
Even though a cell can be ideally considered as a circular region, this geometric repre-
sentation implies some overlapping areas or gaps when some circular cells are considered.
Therefore, regular hexagons are conventionally employed to represent cells. As conse-
quence of this geometric arrangement, it is possible to employ only some integer values
for F , which can be obtained as [48]
F = a2 + ab+ b2, (2.1)
where a and b are non negative integer numbers. If F = 1, then all the system channels
are allocated to each cell. In this case, reuse scheme is called as universal channel reuse.
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By considering the hexagonal geometry, it is possible to show that the distance between




where R is the outer cell radius.
Based on the way in which the channels are assigned within each cell, it is possible to
establish three types of channel reuse schemes: hard reuse, fractional reuse and soft reuse.
The last two schemes are known as inter-cell interference coordination techniques, which
have been defined by Third Generation Partnership Project (3GPP) for LTE systems [54].
2.2.1.1 Hard Reuse
If all the channels assigned to a single cell can be employed in all the cell region, then
the reuse scheme is called as hard reuse. Fig. 2.1 shows different cellular scenarios by
considering the hard reuse scheme. In this figure, it is interesting to observe that each cell
has exactly 6 equidistant co-cells in the first layer. It is important to take in mind that a
greater F represents less channels per cell.
2.2.1.2 Fractional Reuse
Users in the outer cells regions (cell boundaries) are generally more affected by inter-
ference from co-cells than users in the inner regions. Hence, the aim of fractional reuse
is to reduce the interference levels for users in the outer regions. Fractional reuse is a
combination of universal channel reuse and hard reuse. Specifically, the inner cell region
employs the reuse factor Fi = 1 and the outer cell region uses a reuse factor Fo ≥ 3.
Typically, Fo = 3 is considered, once this value allows to reduce the interference without
reducing considerably the number of channels allocated in each cell [73].
With fractional reuse, the channel reuse factor of the whole system is obtained as
the ratio between the total number of system channels and the total number of channels
allocated per cell. Thus, the channel reuse factor is a fractional number.
The inner and outer regions of each cell are defined based on a cell reuse radius, which
is denoted as Rs. The reuse radius can be modified depending on the interference or traffic
conditions within the cells. For better understanding of fractional reuse scheme consider
Fig. 2.2, where the system channels are frequency channels. In this case, the reuse is
called as fractional frequency reuse (FFR). Note than an inner cell radius, R0, has been
included in the cells1 shown in Fig. 2.2.
1Circular cells with a hole at their centers ensure convergence in the mean received power at the BS.










































(d) a = 2, b = 1, F = 7.
























Figure 2.2: Channels allocation in fractional frequency reuse (FFR).
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2.2.1.3 Soft Reuse
The main objective of soft reuse scheme is to diminish the interference levels for users
in the outer cell region but employing an universal channel reuse. For this, all the system
channels are smartly distributed into each cell region in order to fulfilling the objective.
Fig. 2.3 shows the soft reuse scheme, where the system channels are frequency chan-
nels. In this case, the soft reuse is called as soft frequency reuse (SFR). In the figure,
note that users in the outer regions employ high transmission powers, which can produce
high levels of interference for users in the inner region of neighbor cells. Further, if users
are uniformly distributed in the cell area, then frequency sub-bands B1, B2 and B3 should
have the same bandwidth. Additionally, on average, the number of users in the inner cell
region is twice as many users in the outer cell region. Consequently, the reuse radius, Rs,
must ensure that the area of the inner cell region is twice the area of the outer cell region.






























Figure 2.3: Channels allocation in soft frequency reuse (SFR).
2.2.2 Interference
Interference is all undesirable signal arriving to a receiver and it can be considered as
the main limiter of the cellular system capacity. In the uplink, the interference is produced
by other UEs in the same cell and in the co-cells. In the downlink, the interference is
produced by the BSs in the co-cells. Generally, the mean interference affecting the uplink
is stronger than that affecting the downlink [55].
If the interference is produced by users in the same cell, then it is called as multiple
access interference (MAI). On the other hand, the interference produced by users in the
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co-cells is known as co-cell interference (CCI). These kind of interferences are produced
when some users employ the same radio channels at the same time.
Unlike thermal noise, whose effects can be mitigated by increasing the transmission
power, MAI and CCI effects do not diminish as the transmission power increases. In
fact, a power increasing produces an increase of both types of interference. Consequently,
other techniques must be employed in order to diminish the interference effects.
In addition to interference produced by other devices in the system, other types of
interference may appear due to the channel impulse response. Specifically, the intersymbol
interference (ISI) is a signal distortion produced when a transmitted symbol interferes
on symbols transmitted later. Moreover, the intercarrier interference (ICI) is a type of
interference typical of systems employing orthogonal subcarriers and it can be defined as
the interference that a subcarrier produce on other subcarriers when the orthogonality
between them has been lost.
2.2.3 Power Control
In practical cellular systems, the UE transmission power is on constant control of the
BS in its cell. This solves the problem that a nearby UE overpowering the BS receiver and
drowning out the signals of far away UEs, which is called as near-far problem. Moreover,
the power control allows to extend the battery life of the UEs [48]. Third generation (3G)
and fourth generation (4G) cellular systems employ highly efficient power controls [4],
[74], which can be considered almost perfect power controls.
The power control is performed by altering the transmitted power of each UE in the
same cell in order to obtain equal received power for all users at the BS. With this strategy,




where Pr,0 is the constant received power at the BS from each UE in the same cell and r is
the distance between the UE and its BS. Additionally, K and β are the propagation factor
and the propagation path-loss exponent, respectively. These factors are analyzed in more
detail in Subsection 2.4.1.1. In (2.4), the product K−1rβ allows the signals transmitted
by the UEs to reach the BS with the same power level, because, as is analyzed in the
aforementioned subsection, the considered path-loss increases as a power of the distance.
In addition, it is important to consider that Pt ≤ Pt,max, where Pt,max is the maximum
transmission power of an user equipment.
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2.2.4 Cellular Spectral Efficiency
Spectral efficiency means the bit rate that can be transmitted by a telecommunication
system that employs a given bandwidth in a geographic area. In cellular systems, the
cellular spectral efficiency (ξ) is evaluated in bits/s/Hz per cell or just in bits/s/Hz.
Therefore, the cellular spectral efficiency can be defined as the ratio between the total cell






where NT is the total number of users in the cell, Rb,` is the `-th user bit rate and B is
the system bandwidth. The cellular spectral efficiency depends on other parameters such
that interference levels and techniques employed to mitigate them.
2.3 Digital Modulation Schemes
In digital communications, the modulation transforms bits into a signal that can be
transmitted in the channel. Modulation can be considered as the mapping of one or more
bits into an unique symbol, which is transmitted as a waveform. The modulation stage
is also called as mapper. Further, waveforms set can be represented graphically by a
constellation diagram. In the receiver, the signals are demodulated and the information
bits are recovered. The structure performing this procedure is called as demapper.
Some digital modulation schemes are based on the keying technique. This name de-
rives from the Morse code key used for telegraph signaling. These modulation schemes are
characterized because the modulated signal has a limited number of states (or symbols).
Several digital modulation schemes based on keying have been proposed [75]. However,
in order to understand the analysis made in next chapters, only the schemes pulse ampli-
tude modulation (PAM), amplitude shift keying (ASK), BPSK and multilevel quadrature
amplitude modulation (M -QAM) are described below.
2.3.1 PAM Modulation
PAM modulation consists in transmitting information modulating the amplitudes of





where A` is an amplitude belonging to the symbol constellation, Ts is the symbol duration
and p(t) is a base-band pulse format that satisfies the Nyquist criterion. If the modulated
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signal has M different amplitudes, then the modulation scheme is known as M -PAM
(multilevel pulse amplitude modulation), which transmits log2M bits in each symbol.
2.3.2 ASK Modulation
The inclusion of a sinusoidal carrier in the PAM scheme results in the passband mod-
ulation scheme named as ASK. Specifically, the sinusoidal carrier assumes different am-
plitudes, but its frequency and phase remain constant. Thus, an unique combination of




A`p(t− `Ts) cos(2πfct), (2.7)
where fc is the carrier frequency.
2.3.3 BPSK Modulation
PSK is a modulation scheme that transmits information in the phase of the sinusoidal
carrier, which has constant amplitude and frequency. Hence, PSK employs a finite number
of phases and an unique combination of binary digits is attributed to each one of them.
With the binary PSK (BPSK) scheme, the carrier phase can assume two different val-
ues, which are separated π radians between them. If the sinusoidal carrier has amplitude
A, then the energy per bit of a BPSK signal is Eb =
1
2
A2Tb, where Tb is the bit duration,
which, in this case, is equal to the symbol duration.
2.3.4 M -QAM Modulation
M -QAM modulation transmits information by changing (modulating) the amplitudes
of two sinusoidal carriers using the ASK modulation scheme. The two carrier waves of the
same frequency are out of phase with each other by π/2 radians. As consequence, these
carriers do not interfere with each other and thus, they can employ the same bandwidth.
Both carriers are typically called as quadrature carriers or quadrature components. Be-
cause this modulation efficiently uses the radio spectrum, it has been widely used in the
last generations of cellular systems [4].
For M -QAM modulation, there are M = 2k waveforms, where k ≥ 2 represents the
number of bits transmitted by symbol. Typically, M is known as the modulation order.
If k is an even number, then the M -QAM constellation can be obtained as the Cartesian
product of two
√
M -ASK constellations. Specifically, one for the in-phase component
and another for the quadrature component. Therefore, the equivalent baseband M -QAM
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constellation can be written as







where A is the signal amplitude and i =
√
−1. Further, (2s`− 1)A is a symbol belonging
to an equivalent baseband M -ASK constellation, or equivalently, to a PAM constellation.
The energy per symbol in a M -QAM signal is Es =
1
2
s2Ts, where s2 denotes the base-
band constellation mean power. The ratio between the symbol energy and the bit energy
is obtained as Eb = Es/k, or equivalently, Eb = Es/ log2M . From (2.8), the total power
of each
√















In the M -QAM constellation, each
√
M -ASK alphabet is employed 2
√
M times. Hence,
the total power of the M -constellation is 2
√
M times the total power of the
√
M -ASK
constellation. Additionally, as the M -QAM constellation has M symbols, its equivalent













Finally, although the construction criterion employed for QAM and PSK is different,
it is important to indicate that 4-QAM and QPSK (quadrature PSK) are equivalent
schemes. Thus, both present the same performance when their mean power is the same.
2.3.5 Gray Encoding
Gray encoding is used with different modulation schemes because the bits are mapped
into symbols so that the closest symbols differ in just one bit, which reduces the BER. As
example, Fig. 2.4 shows a 16-QAM constellation employing Gray encoding.
2.3.6 Adaptive Modulation
The main disadvantage when fixed modulation (non adaptive) is employed is the fact
that the system performance, in terms of the BER, changes as a function of the channel
conditions and the interference levels. Moreover, some applications require a target BER
(Pb,tar) or a maximum BER in order to ensure the quality of a communication service,















Figure 2.4: 16-QAM constellation employing Gray encoding.
otherwise the service drops, which affects the system spectral efficiency. Therefore, it
is necessary to adapt the modulation scheme employed so that the target BER can be
guaranteed. Further, in practical systems, there is no need for the system to guarantee
lower BER than that required by a communication service.
Adaptive modulation is a technique that allows to guarantee a given target BER. Thus,
this technique consists of transmitting a signal with the highest possible modulation order
provided that coverage conditions are adequate. If these conditions deteriorate, then more
robust modulations are used [76]. Hence, the transmitter requires information about the
channel and interference conditions in order to select an adequate modulation order. For
this, a permanent communication between the transmitter and the receiver is necessary.
In practical cellular systems, control information for adaptive modulation is sent every
time transmission interval (TTI) between the UE and the BS.
2.4 Mobile Radio Channel
Radio signals are affected by phenomena that depend on the propagation environment.
For cellular systems, the environment is characterized by being, most of the time, non line
of sight (NLOS) due to presence of obstacles like buildings or hills between transmitter
and receiver. As consequence, the transmitted signal is reflected, diffracted and scat-
tered in the obstacles. This produces several versions of the signal, which have different
attenuations and delays. In the receiver, these signal versions are added in a construc-
tive or destructive manner, which produces random fluctuations in the signal amplitude.
Propagation phenomena is divided into large-scale and small-scale phenomena [55].
2.4.1 Large-Scale Radio Propagation Loss
Large scale phenomena are result of signal attenuation after it travels a certain distance
and they are also result of the signal attenuation produced by obstacles between the
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transmitter and the receiver. As consequence, there are two large scale phenomena: path-
loss and shadowing.
2.4.1.1 Path-Loss
Path-loss is related with power decayment of transmitted signal as a function of the
distance between the transmitter and the receiver. Different models consider that path-
loss increases as a power of the distance. Hence, the received power can be written as
Pr = KPtr
−β, (2.11)
where Pt is the transmitted power and r is the distance between the transmitter and
the receiver. Further, K is the propagation factor and β is the propagation path-loss
exponent. These last parameters depend on the model employed. Popular models used
by wireless carriers for coverage modeling include Okumura-Hata, COST231-Hata [77]
and the SUI model [78], which is considered in this work because it includes frequencies
smaller than 3.5 GHz. Therefore, SUI model considers frequency bands allocated for 4G
cellular systems and additionally, it considers the 3.5 GHz band which is a candidate for
5G networks deployment [79]. With this model, the distance r, in (2.11), is in meters

















where r0 = 100 m, fc is the carrier frequency in MHz satisfying that fc ≤ 3500 MHz, }a
and }u denote the BS antenna height and UE height in meters, respectively, where 10 m
≤ }a ≤ 80 m and 1 m ≤ }u ≤ 10 m. Further, x is equal to 0.6 when fc ≥ 2000 MHz,
otherwise, it is equal to 0. In addition, y is equal to 0 when }u < 2 m, otherwise, the
values shown in Table 2.1 must be used. The parameters z1, z2 and z3 are constants used
to model the terrain types and their values are also shown in Table 2.1. In this table,
category A is used for hilly terrain with moderate-to-heavy tree densities, category B
is employed for intermediate path-loss conditions and category C considers a flat terrain
with light tree densities.
2.4.1.2 Shadowing
Shadowing is produced by obstacles between the UE and the BS. Thus, the power
of the received signal can increase or diminish considerably and, in some cases, there is
complete signal loss during time periods, which depends on the obstacle size. Shadowing
produces fluctuations of the received signal power around its mean value, which is given
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Table 2.1: Parameters y, z1, z2 and z3 for the SUI path-loss model.
Category A Category B Category C
y 10.8 10.8 20
z1 4.6 4 3.6
z2 0.0075 0.0065 0.005
z3 12.6 17.1 20
by the path-loss. These fluctuations are characterized by their slow variation. Shadowing
is typically modeled by a log-normal distribution [55].
2.4.2 Small-Scale Fading and Multipath
The most important small-scale propagation phenomenon is the fading, which de-
scribes rapid fluctuation of the signal amplitude during a short period of time or a small
distance. Some factors influence the small-scale fading, among these factors are the mul-
tipath propagation, the UE speed, surrounding objects speed and the signal bandwidth.
2.4.2.1 Multipath Channel Characterization
Small-scale variations of a radio signal can be directly related to the channel impulse
response. Specifically, the radio channel can be modeled as a linear filter with a time
variant impulse response. The filter nature is due to the sum of amplitudes and delays
of different signal versions arriving at the BS. Furthermore, the time variant nature is
produced by the UE movement.
Radio channel impulse response is a function of t and τ , where t represents time
variations due to the UE movement and τ denotes multipath delays for a fixed value of t.













where P is the total number of multipaths, α`(t), φ`(t) and τ`(t) are the amplitude, phase
and delay of the `-th multipath during the instant of time t. Further, δ(t) denotes the
Dirac delta. Fig. 2.5 shows a radio channel impulse response example.
In a NLOS scenario, the received signal is composed by different reflected components
of the transmitted signal and there is no dominant component among them. Further,
the channel impulse response can be modeled by a zero-mean complex Gaussian process.
Consequently, for a given t, the envelope of this process (α = |h(t, τ)|) can be modeled








Figure 2.5: Radio channel impulse response.









, α ≥ 0, (2.15)
where σ2 is the variance of the zero-mean real Gaussian random variables that generate
the Rayleigh random variable. Additionally, the resultant phase (φ) of this process is a
random variable uniformly distributed over [0, 2π).
2.4.2.2 Multipath Channel Parameters
In order to compare different multipath radio channels and to develop some criteria
for cellular systems design, it is necessary to establish some parameters which provide
information about the channel characteristics. These parameters are detailed below.
The delay spread and the channel coherence bandwidth are parameters that describe
the dispersive nature of a channel for a given instant of time t.
 Delay spread, T , is obtained from the received power distribution as a function
of the time. This distribution shows the received power behavior during a time
interval, which is given by the time difference between the first and last received
signal versions arriving at the receiver. Hence, the delay spread gives a metric of
the channel impulse response duration. For urban environments, typical values for
this parameter are into the interval 700 ns ≤ T ≤ 1900 ns [48].
 Channel coherence bandwidth, Bc, is a statistical measure of the frequency
interval in which the fading presents high correlation. Two signals separated a
frequency interval greater than Bc are affected differently by the channel, i.e., they
are affected by independent fadings. The channel coherence bandwidth can be
defined as the bandwidth in which the fading correlation is above 0.5. Hence, Bc is
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Bc ≈ 300 kHz Bc ≈ 1.4 MHz
(a) Correlation factor.


















Bc ≈ 300 kHz
Bc ≈ 1.4 MHz
(b) Power spectral density.
Figure 2.6: Correlation factor and power spectral density of two different mobile radio channels.
As example, Fig. 2.6a shows the correlation factor between the fading affecting the
central frequency (7.5 MHz) and the fadings affecting other frequencies for radio
channels with Bc ≈ 300 kHz and Bc ≈ 1.4 MHz, respectively. Different regions have
been amplified in order to observe Bc in a better way. Moreover, Fig. 2.6b shows
the power spectral density (PSD) of these channels for a given time t0. Thus, in
this figure, H(t0, τ) denotes the Fourier transform of h(t0, τ).
The time-varying nature of the channel produces a spectral widening. This phe-
nomenon is called as Doppler effect. The parameters that describe this channel char-
acteristic are the Doppler spread and the channel coherence time. Both parameters can
be calculated from the Doppler power spectrum, which provides a statistical distribution
of the received power as a function of the frequency.
 Doppler spread, BD, can be defined as the frequency interval where the Doppler
spectrum is non-zero. If a signal with central frequency fc is transmitted, then the
Doppler spectrum has frequency components within the interval fc−fd ≤ f ≤ fc+fd,
where fd is known as Doppler frequency and its maximum value can be obtained
as fd,max = vfc/c [48], where v is the UE speed and c is the light speed. If the
bandwidth of the transmitted signal is much greater than BD, then the Doppler
spread effects are negligible.
 Channel coherence time, Tc, is defined as the time interval within the received
signals present high correlation. Thus, it is the time interval where the channel
impulse response can be considered as time invariant. The channel coherence time
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2.4.2.3 Types of Small-Scale Fading
By considering the parameters described in the previous subsection, it is possible to
establish different types of small-scale fading, which are addressed below.
The delay spread produces two types of small-scale fading: non-selective or flat and
frequency selective fading.
 Non-selective or flat fading appears when the employed bandwidth (B) is much
less than Bc. In this case, the received signal is only attenuated by the channel
and this attenuation varies over time. Thus, the channel impulse response can be
approximated by a Dirac delta function. Hence, a signal is affected by flat fading
when
B  Bc; Ts  T , (2.18)
where Ts is the symbol duration and it can be obtained as Ts = 1/B.
 Frequency selective fading appears when the employed bandwidth is greater
than Bc. In this scenario, the received signal is severely distorted because different
signal replicas arrive at the receiver, which are attenuated and delayed over the time.
These replicas produce ISI and ICI. Therefore, a transmitted signal is affected by
frequency selective fading if the next conditions are fulfilled
B > Bc; Ts < T . (2.19)
Depending on how quickly the transmitted signal changes in relation to temporal
changes of the channel, the fading can be classified as slow or fast. Hence, the UE speed
and the surrounding objects speeds determine if the fading channel is slow or fast.
 In slow fading, the channel impulse response changes slowly when it is compared
to the transmitted symbol duration. In this case, it can be considered that the
channel is static during the transmission of one or more symbols, i.e.,
Ts  Tc; B  BD. (2.20)
 In fast fading, the channel impulse response changes rapidly when it is compared
to the transmitted symbol duration. As consequence, the symbol duration is greater
than the channel coherence time. This kind of fading channel produces frequency
dispersion (time selective fading) due to Doppler spread. Therefore, a signal is
affected by fast fading when
Ts > Tc; B < BD. (2.21)
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2.5 Diversity
Diversity is a technique that mitigates the undesirable effects produced by small-
scale fading. Specifically, diversity exploits the fact that different signals affected by
independent fadings (or highly uncorrelated) have a small probability of getting significant
degradations at the same time. Consequently, the idea is to obtain different replicas of
the transmitted signal so that they are affected by independent fading. This number of
replicas is known as diversity order. The greater the diversity order, the better the system
performance. Different diversity techniques are described below.
2.5.1 Spatial Diversity
Spatial diversity is also called as antenna diversity and it is one of the most employed
techniques in wireless systems. This technique consists in using more than one antenna
in the receiver so that the separation between them ensures that signals arriving at differ-
ent antennas are affected by independent fadings. Theoretically, signals received at two
antennas separated a distance d = λw/2 [82] are affected by independent fadings, where
λw denotes wavelength, which is calculated as λw = c/fc, where c is the light speed and
fc is the carrier frequency. Nevertheless, in practice, antennas at the BS are separated
a distance much greater than λw/2 in order to ensure diversity. This is because as the
distance increases the correlation between fadings decreases.
2.5.2 Frequency Diversity
Frequency diversity consists in transmitting the same information on different car-
rier frequencies. Independence between fadings is obtained when the central frequencies
of these carriers are separated a frequency interval greater than the channel coherence
bandwidth. The disadvantage of this technique is the greater bandwidth required, which
means a loss of spectral efficiency. However, the use of frequency diversity is justified in
high interference scenarios where high data rates are required [80].
2.5.3 Time Diversity
Time diversity consists in transmitting the same information in different instants of
time (different time slots). In order to ensure independence between fadings, the time
intervals between different retransmission must be greater than the channel coherence
time. Similar to frequency diversity, this technique also implies loss of spectral efficiency.
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2.5.4 Signal Space Diversity
Signal space diversity (SSD) is a technique proposed in [41] in order to obtain diversity
without loss in spectral efficiency. SSD is characterized by the application of a rotation
to a multidimensional QAM constellation in such a way that any two constellation points
achieve the maximum number of distinct components. Specifically, the diversity order of
a multidimensional constellation is the minimum number of distinct components between
any two constellation points. In other words, the diversity order is the minimum Hamming
distance between any two coordinate vectors of constellation points. If the rotation is
properly done and if the number of dimensions of the constellation is equal to D, then
the maximum diversity order that can be obtained is equal to D.
Fig. 2.7 illustrates the SSD idea on a 2-dimensional 4-QAM constellation. Suppose
that a deep fading hits only one of the components of the transmitted signal vector, then
it is possible to see that the “compressed” constellation in Fig. 2.7b (empty circles) offers
more protection against the noise effects, since no two points collapse together as would
happen in Fig. 2.7a. Now, suppose that the symbol s4 is transmitted. Note that for the
same noise intensity, the received symbol vector (r) is correctly detected by a minimum
distance detector when the constellation is rotated. On the other hand, the same minimum
distance detector decides by the wrong symbol s1 when the constellation is not rotated.
Therefore, SSD also requires a component-wise interleaver/deinterleaver pair in order to

















(b) Rotated 4-QAM (Diversity order 2).
Figure 2.7: SSD principle based on constellation rotation.
At the transmitter, a block of m bits is mapped onto a D-dimensional QAM symbol
employing Gray encoding in each dimension. A symbol vector from a D-dimensional QAM
constellation is denoted as s = (s1, s2, ..., sD)
T , where s` = ±1,±3, ...,±
√
M, ∀` and it is
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transmitted over D/2 time slots (two dimensions in each time slot). The two-dimensional
M -QAM modulation transmitted over each slot has order2 M = 22m/D and it has mean
power given by (2.10). The rotated symbol vector r is obtained by applying the D × D
rotation matrix W to s, hence3, r = WT s [41]. The rotation matrices are orthogonal.
Therefore, the rotation process does not modify the transmitted power per slot.
In [41], the rotation matrices have some parameters represented with the variable λ
and the values of these parameters are selected so that a diversity of order D is obtained.
Furthermore, in [41] and in [83], it is indicated that several rotation matrices ensure a
diversity of order D, but some of them make the system performs better in terms of signal-
to-noise ratio (SNR). In particular, the matrices that produce the best performance are
the ones that maximize the minimum product-distance between any two multidimensional
symbols of the rotated constellation. Hence, the λ parameters must be also selected by
considering this criterion. If the rotation matrix ensures diversity of order D, then the




|r1,` − r2,`|, (2.22)
where r1,` and r2,` are the `-th element of the D-dimensional rotated symbol vectors r1
and r2, respectively.
The rotation matrices employed in [41] for D = 2, 3 and 4 are detailed in Tab. 2.2,
where we have employed λ2, λ3, etc., to follow a similar notation to that of [41]. For the
scenario D = 6, we have created a rotation matrix, which is also indicated in this table.
The procedure to create rotation matrices is also described in [41]. The optimum values
for the λ parameters depends on the modulation employed. These optimum values are
indicated in Chapter 5, specifically in Tab. 5.3.
In the receiver, phase canceling is performed and then, a component deinterleaver is
applied. Finally, the detection is made by employing the next minimum distance criterion




|y` − α`r̂`|2, (2.23)
where y` is the signal received in the `-th dimension, α` is the fading amplitude affecting
the symbol component transmitted in the `-th dimension and r̂` is the `-th component of
the candidate symbol vector r̂. Thus, by knowing the decided rotated symbol r̃, it is pos-
sible to determine the respective non-rotated multidimensional symbol and consequently,
the bits associated to this symbol.
2The bit rate with the SSD technique is the same that an ordinary system employing M -QAM, i.e.,
there is no spectral efficiency loss.
3In [41], the symbol vectors are represented by row vectors. However, in this work, the symbol vectors
are considered as column vectors. It is for this reason that we have employed the transpose of W.
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Table 2.2: Rotation matrices employed with the SSD technique.
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2.6 Detection Techniques
Data detection techniques can be classified as single-user detection (SUD) and mul-
tiuser detection (MUD). The approach SUD detects the signal of an interest user (or target
user) by not taking into account any information aboutMAI. In systems employing di-
versity techniques, SUD is performed via combination techniques [32]. In the absence of
MAI, SUD is considered as an optimum technique. However, if MAI is present in the
system, then SUD is easily overcome by employing MUD techniques. However, the per-
formance improvements with multiuser detection compared to single-user detection are
achieved at the expense of higher receiver complexity.
2.6.1 Single-User Detection
When a system uses diversity techniques, the optimum SUD is performed via combi-
nation techniques. As the name implies, these techniques allow to combine all the signals
obtained from the diversity principle. The optimum combining method is maximal ratio
combining (MRC) [55], which is described below.











































Figure 2.8: MRC block diagram.
With MRC, each one of the received signals (obtained via diversity) is multiplied by a
gain proportional to its instantaneous SNR. Then, these signals are summed coherently.
Hence, a phase compensation circuit is necessary before the combination stage. Therefore,
each signal is multiplied by a factor α` exp(−iφ`), where α` and φ` are the fading amplitude
and the phase of the channel affecting the `-th received signal. The block diagram of this
combiner is shown in Fig. 2.8, where L diversity branches are considered. The sample at





where (·)H denotes Hermitian transpose, y = (y1, y2, ..., yL)T is the received signal vector,
h = (G1,G2, ...,GL)T is a vector containing the channel gains, thus, G` = α` exp(iφ`).
Moreover, the result is normalized by hHh, which allows the constellation used in the
demapper to be the same as that used in the mapper, i.e., the constellation employed to
estimate the received symbol must not be modified due to the fading amplitudes.
2.6.2 Multiuser Detection
Multiuser detection exploits the considerable structure of the multiuser interference in
order to increase the efficiency with which the channel resources are employed. Therefore,
this kind of detection allows multiple users to employ the same channel resources. For
this, there are also techniques establishing the way in which users must transmit over the
channels. Some of these techniques are described in Section 2.8.
Generally, in a multiuser scenario where diversity techniques are considered, the re-





= Hs + n,
(2.25)
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where U denotes the number of users transmitting, H = (h1,h2, ...,hU), where h` =
(G1,`,G2,`, ...,GL,`)T is a vector containing the channel gains for the `-th user. Further,
s = (s1, s2, ..., sU)
T , where s` is the symbol transmitted by the `-th user. Finally, n =
(n1, n2, ..., nL)
T is the noise vector and its elements have variance σ2n. Therefore, the aim
of MUD is to recover the symbol vector s so that the mean BER is minimized.
There are several multiuser detectors and among them, there are optimum and sub-
optimum detectors. The optimum detector is known as multiuser maximum likelihood
detector (MU-MLD) and it is characterized by its optimum performance but with high
complexity implementation. Moreover, sub-optimum detectors are characterized by the
trade-off between performance and complexity. Among these techniques stand out the
LMUDs: zero-forcing (ZF) MUD, which is also called as multiuser decorrelating detector
and the minimum mean square error (MMSE) MUD [22]. In the absence of MAI, all
the aforementioned MUDs have the same performance than the MRC technique.
One of the main objectives of this work is related to the performance analysis of
the detectors detailed in the previous paragraph. Thus, these MUDs are described and
analyzed in more detail in the next chapters.
2.7 Antenna Array in Multiuser Scenarios
Antenna array is a set of Υ antennas employed to transmit and/or to receive radio
signals. The antennas are spatially distributed following a geometric pattern. Most com-
mon patterns are the circular array, where antennas are located around a circumference
and the uniform linear array where the antennas are equally spaced along the same axis.
The received signals at the array are in an amplitude and phase ratio, which depends
on the pattern employed. Hence, in addition to the diversity provided by the antenna
array (refer to Subsection 2.5.1), it also allows to improve the directive characteristics of
the radio signals, which helps to diminish the interference levels [84].
In this work, the uniform linear antenna array is employed. Fig. 2.9 shows the top
view of the geometry pattern of this array, where the antennas are along the horizontal
axis. In the figure, d denotes the distance between two adjacent antennas and additionally,
it is considered that a plane wave arrives from the k-th user (target user), which is located
at an angle θk from the y axis.
If a radio signal travels a distance equal to the carrier wavelength (λw), then the
phase changes 2π radians. Therefore, the phase difference between signals arriving at two





































Figure 2.9: Uniform linear antenna array.
Additionally, by employing geometry, it is easy to determine that the phase difference
between signals arriving at the a-th antenna and at the first antenna is given by
∆ϕk,a = (a− 1)ϕk, a ∈ {1, 2, ...,Υ}. (2.27)
Therefore, the incident phases at the antennas in the array can be written as a vector,
which is called as steering vector, thus
ak =
(
1, exp(i∆ϕk,1), exp(i∆ϕk,2), ..., exp(i∆ϕk,Υ)
)T
. (2.28)
In Fig. 2.9, note that a combiner is also used, where each received signal is weighted
by a complex weight wa, for a ∈ {1, 2, ...,Υ}. In the following, it is shown that the
antenna array beam can be steered towards the target user location (beam-steering) or
the beam can be employed to cancel the signals transmitted by the interferers (interference
canceling) since the weight vector w = (w1, w2, ..., wΥ)
T is adequately selected.
2.7.1 Beam-Steering Technique
In a noise-free base-band scenario, from (2.27) and (2.28), the signal sample at the
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where sk is the symbol transmitted by the k-th user (target user) and ya,k is the received
sample in the a-th antenna from the k-th user. In addition, A(θk) is known as array factor
and it establishes the ratio between the input and output signals in the array.
In order to steer the main beam, A(θk) must be maximized in the desired direction.
As the array factor is a complex number, the idea is to maximize |A(θk)|. Thus, if




















By employing the inequality |∑a xa| ≤ ∑a |xa|, it is possible to show that |A(θk)| ≤ Υ.
Thus, the maximum value that the modulus of the array factor can reach is Υ. Fur-
ther, in (2.30), note that A(θ0) = Υ. Therefore, the array radiation pattern is steered





(a− 1) sin θ0
]
, for a ∈ {1, 2, ...,Υ}. Equivalently, the array radiation pattern























where (·)∗ denotes conjugate and ak is the steering vector given by (2.28). Hence, similar









where y = (y1, y2, ..., yΥ)
T is the received vector including all the received signals. Finally,
the array radiation pattern can be obtained as R(θ) =
∣∣aHa(θ)∣∣ [75].
2.7.2 Interference Canceling Technique
Another technique employed with antenna arrays is based on the creation of a radiation
pattern that is equal to zero in the positions of the interferers. For an array with Υ
antennas, it is possible to eliminate up to Υ− 1 interferers.
Consider a uniform linear antenna array with Υ antennas and the presence of U users.
In this case, the weight vector must be selected so that the received power of the target
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user is maximized and the received power of the interferers is canceled, that is
wHA = ck, (2.33)
where A = (a1, a2, ..., aU) is a Υ × U matrix containing the steering vectors for the U
users and ck is a U -dimensional row vector, whose k-th element is equal to 1 and the
other elements are equal to zero. Thus, the k-th user is considered as the target user. It






Finally, the array radiation pattern can be obtained as R(θ) =
∣∣wHa(θ)∣∣.
As example, consider a linear uniform antenna array with Υ = 4 omnidirectional
antennas. Suppose that there is one target user and three interferers with angles of
incidence 15◦, 30◦, 70◦ and 80◦, respectively. Furthermore, suppose a reflection from the
target user arrives with angle of incidence of 50◦ and attenuation 0.9, and that the second
and third interferers are attenuated by 0.5 and 0.6, respectively. By considering that
d = λw/2, the steering vector as a function of θ can be written as
a(θ) =
(
1, exp(iπ sin θ), exp(i2π sin θ), exp(i3π sin θ)
)T
. (2.35)
Hence, the channel vectors for the different users can be written respectively as
h1 = a(15
◦) + 0.9a(50◦), h2 = a(30
◦), h3 = 0.5a(70
◦), h4 = 0.6a(80
◦).
Fig. 2.10 shows the normalized array radiation patterns for three different scenarios.
Specifically, Fig. 2.10a shows the radiation pattern for the technique described in Subsec-
tion 2.7.1. In this case, the radiation pattern is calculated as R(θ) = |aH(15◦)a(θ)|. Thus,
observe that the beam matches to the line-of-sight path only, however, the interference
is ignored. Fig. 2.10b shows the radiation pattern by considering the MRC described in
Subsection 2.6.1. For this scenario, the radiation pattern is calculated as R(θ) = |hH1 a(θ)|.
Note that the radiation pattern attempts to match all the contributions from the desired
signal, including the multipath, but in its attempt the interference is maximized. Fi-
nally, Fig. 2.10 shows the radiation pattern for the technique described in Subsection
2.7.2. Thus, the radiation pattern is calculated as R(θ) =
∣∣[(HHH)−1 h1]Ha(θ)∣∣, where
H = (h1,h2,h3,h4). This technique captures as much signal energy as possible, while
steering nulls in the directions of all interferers. Therefore, this last technique presents
the best performance of all the previous ones. However, its complexity is greater because
it is necessary to know the positions of the interferers.























































































Figure 2.10: Array radiation pattern employing different techniques.
The above example considers a deterministic channel model. However, in practice,
the attenuations and phases affecting the Υ received signals in the array are random vari-
ables. Therefore, a more realistic analysis can be performed by considering the statistical
properties of these variables. This analysis is performed in the next chapters.
2.8 Multiple Access
Multiple access allows several UEs use the same medium to transmit or to receive
information. Thus, the medium is divided into channels or resources, which are efficiently
allocated to different UEs. Some multiple access techniques are described below.
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2.8.1 Frequency Division Multiple Access
With frequency division multiple access (FDMA), the total system bandwidth is dived
into frequency channels and each one of them is assigned to an UE. Thus, the communi-
cation between the UE and its BS is performed continuously.
In practice, employed filters are not ideal. Hence, frequency channels can be affected by
interference from neighbor channels. In order to avoid this kind of interference, channels
are separated by guard bands, which slightly reduce the available bandwidth for data
transmission. Fig. 2.11 shows the resources allocation employed with FDMA.
FDMA was employed in the first analog mobile telephony system, which was called as








Figure 2.11: Resources allocation in FDMA.
2.8.2 Time Division Multiple Access
Time division multiple access (TDMA) technique employs the same bandwidth in or-
der to allocate several users. However, these users transmit in different instants of time.
For this, the time is divided into time intervals or time slots, which are transmitted period-
ically between the UEs and its BS. These time slots are synchronized and guard intervals
are employed between them in order to introduce immunity to propagation delays and re-
flections [86]. Fig. 2.12 shows the resources allocation when TDMA is employed. FDMA











Figure 2.12: Resources allocation in TDMA.
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2.8.3 Code Division Multiple Access
Code division multiple access (CDMA) is a technique where users transmit at the
same time and employing the same bandwidth. However, the received signals can be sep-
arated because spread spectrum techniques are employed. Specifically, CDMA users are
differentiated through spreading sequences (codes) which are specific to each user. Each
spreading sequence is formed by a chips sequence that is unique and whose transmission
rate is greater than the symbol rate.
2.8.3.1 Spread Spectrum Techniques
Basically, there are two spread spectrum techniques which depend on the domain
where they are applied. For spreading in the frequency domain, the frequency hopping
(FH) technique is employed. On the other hand, if spreading is performed in the time
domain, then direct sequence (DS) technique is used. In this work, the last technique is
described as it is the most employed in cellular systems. For information about FH, the
reader can refer to [87, Chapter 12].
The direct sequence spread spectrum performed in the transmitter is obtained as the
multiplication of the base-band signal by a spreading sequence, which is formed by chips,
whose amplitudes are ±1. There is spread spectrum because the spreading sequence
has a rate higher than that of the the base-band signal. Equivalently, the chip duration
(Tc) is smaller than the symbol duration (Ts). After the spreading stage, the spectrum
is shifted to the carrier frequency by employing a modulator. In the receiver, after the
demodulation stage, the despreading is performed by multiplying the received signal by
the same spreading sequence used in the transmitter. Fig. 2.13 shows the DS technique,
the resources allocation and the DS-CDMA transmitter/receiver block diagram.
2.8.3.2 Spreading Factor
Consider a signal whose symbol rate is Rs and that uses a bandwidth B. Additionally,
suppose that the spectrum of this signal is spread by employing a sequence with trans-
mission rate Rc, which corresponds to a bandwidth Bc, where Bc > B. The spreading











where Ts and Tc are the symbol and chip durations, respectively. The above equation
allows to understand the ratio between spread spectrum and temporal compression, which
is produced by the DS technique.




































































(c) Block diagram DS-CDMA system.
Figure 2.13: DS-CDMA: technique, resources allocation and system block diagram.
2.8.3.3 Cross-Correlation Function
The cross-correlation function determines how similar are two different spreading se-
quences as a function of the delay (τ) between them. For the asynchronous scenario, the



















For better understanding of the above equations consider Fig. 2.14.
2.8.3.4 Spreading Sequences
One of the main aspects related with the CDMA system performance is the kind of
spreading sequences employed. There are several types of spreading sequences: pseudo-
noise (PN), Gold, Kasami, Walsh and random sequences [88]. The last two spreading
sequences are described below.
 Walsh sequences of length G are the rows of the G × G Haddamard matrix
HG, where G = 2
k for any positive integer k. Haddamard matrices are obtained






Figure 2.14: Asynchronism between spreading sequences.







where the initial conditions H1 = 1 or H1 = −1 can be used. The sequences
generated with any of these conditions have the same properties. Thus, if two
different Walsh sequences are synchronous, then they are orthogonal, i.e., Rcd(0) =
0. Therefore, Walsh sequences are the ideal option for synchronous scenarios (as
the downlink). On the other hand, if the system is characterized by asynchronous
signals arriving at the receiver, then Walsh sequences are not an interesting option
because their orthogonality is lost. Additionally, in frequency selective channels,
their orthogonality is also lost due to the presence of ISI.
 Random sequences of length G have chips with amplitudes ±1 with equal proba-
bility. As consequence, there are 2G different random spreading sequences. This kind
of sequences is highly employed in mathematical analysis because the mean and the
mean squared value of their cross-correlation have closed form both for synchronous
and asynchronous scenarios [22, Section 2.3.5]. Additionally, this kind of sequences
are a good option for scenarios where Walsh sequences loss their orthogonality [21].
2.8.4 Orthogonal Frequency Division Multiple Access
Orthogonal frequency division multiple access (OFDMA) is a technique based on
orthogonal frequency division multiplexing (OFDM) multicarrier modulation [89],[90],
where L different symbols are transmitted in parallel by employing L subcarriers (fre-
quency channels), which are orthogonal between them. Hence, multiple access is obtained
when one or more subcarriers are allocated for each user in the cellular system. Contrary
to what CDMA does, OFDM allows the simultaneous transmission of several symbols by
employing low rates for different users.
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(b) Block diagram OFDMA system (analog implementation).
Figure 2.15: OFDMA: resources allocation and system block diagram.
The basic idea behind OFDM is to modulate L symbols in L subcarriers so that the





where Ts is the symbol duration. Hence, OFDM employs rectangular base-band pulses
with bandwidth Bsub = ∆f . It is possible to show that the cross-correlation between
two passband signals modulated by sinusoids with frequency spacing given by (2.40) is
zero, consequently, these signals are orthogonal. The complex envelope of the transmitted






s` exp (i2π`∆f t) p(t), 0 ≤ t ≤ Ts, (2.41)
where s` is the `-th complex symbol modulated on the `-th subcarrier and p(t) is the
rectangular base-band pulse. Further, the factor 1/
√
L normalizes the transmitted energy
per OFDM symbol. In the receiver, after the demodulation stage, a matched filter bank
(correlators) is employed. Finally, the received symbols are estimated. Fig. 2.15 shows
the resources allocation and the block diagram of OFDMA systems. In the figure, S/P
and P/S denote serial/parallel and parallel/serial converters, respectively.
In the following, some additional aspects related with OFDMA are described.
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2.8.4.1 Digital Implementation
One of the main advantages of the OFDMA technique is that modulation and demod-
ulation stages can be implemented in the discrete time domain by employing the inverse
discrete Fourier transform (IDFT) and the discrete Fourier transform (DFT), respectively.
These transformations can be implemented by employing more efficient computational al-
gorithm. Specifically, the DFT is implemented via the fast Fourier transform (FFT) and
the IDFT is implemented via the inverse FFT (IFFT). Next, the said is verified.
If the transmitted signal, given by (2.41), is sampled at a rate L/Ts, so that L samples
are obtained in the time instants t = κTs/L, for κ = 0, 1, ..., L − 1, then the complex

























, κ = 0, 1, ..., L− 1, (2.42)
where it has been employed that ∆f = 1/Ts. Additionally, aκ represents the κ-th coeffi-
cient of the IDFT of the L transmitted symbols [75]. Therefore, in the digital implemen-
tation of the OFDM transmitter, the complex symbols are parallelized into groups of L
symbols. Then, the IFFT of those symbols is obtained. After that, the resultant discrete
time samples enter to a P/S converter. Thus, the base-band signal is obtained when these
samples pass through a pulse formatter filter p(t), which has a duration Ts/L. Finally, the
carrier frequency is inserted and the modulated OFDM signal is transmitted. Moreover,
in the receiver, the signals are firstly demodulated, then the resultant signal pass through
a matched filter with sample rate L/Ts. Then the samples enter to a S/P converter and
the FFT of its outputs is obtained. Finally, the FFT outputs enter to a P/S converter
and the symbol decision is performed in the demapper.
2.8.4.2 Guard Interval and Cyclic Prefix
As the total system bandwidth is typically greater than the channel coherence band-
width, ISI and ICI can appear in the OFDM system. In order to eliminate their unde-
sirable effects, it is necessary to employ a guard interval between two adjacent OFDM
symbols. The guard interval duration (Tp) must satisfy Tp > T , where T is the delay
spread, which has been defined in Subsection 2.4.2.2. Due to an advantage explained
later, the guard interval must be completed by a cyclic extension of each OFDM symbol.
This extension is formed by Lp samples and it is known as cyclic prefix. Fig. 2.16 shows
the cyclic prefix insertion into the guard interval.
The cyclic prefix represents an increasing of the bandwidth and transmission power
employed. Specifically, the bandwidth increases because repeated samples are transmit-
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𝐚[𝜅] 
OFDM Symbol Samples Cyclic Prefix 
0 
𝜅 
−𝐿𝑝 𝐿 − 1 
Figure 2.16: Cyclic prefix insertion.
ted. Hence, it increases from B to B(1 + Lp/L), where B is the system bandwidth for
data transmission. Moreover, those repeated samples also require power to be transmit-
ted. The transmission power increases from Pt to Pt(1 + Lp/L). As consequence, the
bandwidth and power increase factor due to the cyclic prefix can be defined as




However, the advantages that the cyclic prefix generates are greater than its disadvantages.
This aspect is analyzed below.
Let h[κ] be the equivalent base-band discrete impulse response of a multipath channel
satisfying that h[κ] 6= 0 for κ = 0, 1, ..., η − 1. Thus, η is the delay spread measured
in number of samples. Additionally, let a[κ] be the sequence of L samples transmitted
through the multipath channel so that4 L ≥ η. Finally, let r[κ] be the sequence of received
samples. By considering a free-noise channel, r[κ] is obtained as a finite linear convolution,
that is






However, due to the cyclic prefix, the above linear convolution becomes a circular convo-
lution, which can be written as






where (x)L denotes modulo L operation, i.e., it is the remainder of the Euclidean division
of x by L. Hence, (x)L ∈ {0, 1, ..., L−1}. As the DFT of the received samples is calculated
4In the continuous time domain: Ts ≥ T .












































































Figure 2.17: Block diagram OFDMA system (digital implementation).
in the receiver, it is possible to employ the next circular convolution property [92]
F{r[κ]} = F{h[κ]~ a[κ]}
R` = F{h[κ]} F{a[κ]}
= H` s`,
(2.46)
where F{·} denotes the DFT of its argument. If the subcarrier bandwidth is smaller
than the channel coherence bandwidth, then the channel is flat in each subcarrier. In
this case, R` is only a multiple of the transmitted symbol s`. Consequently, there is
no interference produced by other signal replicas or by other symbols, i.e., ISI and ICI
have been eliminated. Additionally, H` denotes the channel frequency response evaluated
in the `-th subcarrier frequency, or equivalently, it is the channel gain in the frequency
interval of the `-th subcarrier. In the receiver, techniques to estimate the channel gain
can be employed and thus, the `-th received sample can be multiplied by H−1` before
the demapper stage. This process is called as equalization. By the above analysis, the







where dxe denotes ceil operation, which transforms the real number x into the smallest
integer number greater than or equal to x.
Fig. 2.17 shows the block diagram of OFDM systems based on the Fourier transform
implementation (digital implementation).
2.8.4.3 Synchronism in OFDMA Systems
One of the main challenges for OFDM based systems is to maintain orthogonality
between subcarriers. Thus, if this orthogonality is loss, then there is interference between
subcarriers, which affects the system performance considerably. ISI and ICI produce
orthogonality loss but the cyclic prefix eliminates their undesirable effects. However,
there is another scenario in which the orthogonality can be affected. When some signals
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Figure 2.18: Timing advance algorithm.
are transmitted from the same point, as in the downlink, all the IDFT samples arrive
synchronously to UEs. In this case, the DFT is performed at the UE receivers and the
symbols can be easily detected. Nevertheless, in the uplink, the UEs transmit in different
time instants. As consequence, the IDFT samples may arrive asynchronously at the BS
receiver. It is possible to show that this asynchronism produces orthogonality loss between
subcarriers. As result, the DFT outputs do not allow an adequate symbol detection. In
order to solve this problem, an algorithm is employed in OFDMA systems in order to
guarantee a synchronous uplink. This algorithm is based on a timing advance (TA) [5].
The basic idea behind this algorithm is described below.
A UE far from its BS encounters a larger propagation delay so its uplink transmission
is somewhat in advance as compared to a UE closer to the BS. As example consider Fig.
2.18. Let τ1 and τ2 be the propagation delay experienced on the downlink for UE1 and
UE2, respectively. Therefore, by considering the figure scenario, we can safely assume
that τ1 > τ2. Let us assume that BS has transmitted a reference signal at time t1, which
is seen by UE1 at time t1 + τ1 and UE2 at time t1 + τ2. Thus, both UEs employ the
reference signal in order to estimate a timing advance. Thus, uplink transmissions for
UE1 and UE2 will be performed at time t2− τ1 and t2− τ2, respectively. As consequence,
both signals will arrive synchronously to the receiver at the BS.
In practice, the above algorithm is quite complex because other complementary al-
gorithms are necessary to estimate the propagation delay. Additionally, random access
techniques and some control channels are involved in order to establish communication
between the UEs and their BS [74].
2.8.5 Multicarrier Code Division Multiple Access
Multicarrier code division multiple access (MC-CDMA) is a hybrid technique combin-
ing DS-CDMA and OFDM [7],[8]. As MC-CDMA is a CDMA based technique, some users
share the same bandwidth at the same time and they can be differentiated by employing
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Figure 2.19: Resources allocation in MC-CDMA.
spreading sequences. However, the difference is that MC-CDMA maps the chips of the
spreading symbols in the frequency domain. Specifically, the chips are transmitted by
employing parallel subcarriers, i.e., each chip is transmitted in a different subcarrier what
makes the chip duration equal to the symbol duration. Consequently, modulation and
demodulation stages of MC-CDMA are implemented by employing the same principles
described in the previous section for OFDM systems. Therefore, the downlink and uplink
are synchronous and a cyclic prefix must be used. The resources allocation performed in
MC-CDMA systems is shown in Fig. 2.19.
2.8.5.1 Users Allocation in the System Subcarriers
The spreading factor employed is not necessarily equal to the total number of data
transmission subcarriers (L), which allows a flexible system design and reduce the receiver
complexity. Assuming that a spreading factor G is desired, the total number of data
transmission subcarriers can be divided into % = bL/Gc groups formed by G subcarriers,
where bxc, denotes the floor operation, which transforms the real number x into the
higher integer number smaller than or equal to x. As particular case, if G = 1, then the
MC-CDMA system becomes an OFDMA system.
The total number of users can be equally distributed in the % groups of subcarriers.
For a better understanding, Fig. 2.20 shows an example of the user allocation in the
system subcarriers by considering G = 3. In this figure, note that instead of allocating
more users in the system, some symbols of a same user can be also transmitted in the
same or different groups of subcarriers.
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Figure 2.20: Users allocation in the MC-CDMA system subcarriers.
Considering that U users transmit in the same group of subcarriers, the system load can





If L > 1, or equivalently, if U > G, then it can be said that the system is overloaded.
2.8.5.2 Frequency Domain Interleaving
MC-CDMA presents an advantage over OFDMA systems, which consists in the inher-
ent frequency diversity obtained because one symbol is transmitted by employing different
subcarriers. As said in Section 2.5, diversity techniques are exploited when fadings af-
fecting the signal replicas are independent. Therefore, in order to obtain the maximum
diversity gain, it is necessary to guarantee that central frequencies of different subcarriers
belonging to the same group are separated a frequency interval greater than the channel
coherence bandwidth. This frequency separation is denoted as ∆fi . In order obtain this
frequency separation, a frequency domain interleaving is employed in the transmitters [21].
Fig. 2.21 shows this kind of interleaving, where one user in each group of G subcarriers
has been considered for simplicity.
When frequency interleaving is employed, the maximum spreading factor that provides
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Figure 2.21: Frequency domain interleaving.
where L, ∆f and Bc are the total number of data subcarriers, the frequency spacing
between adjacent subcarriers and the channel coherence bandwidth, respectively. This
maximum value appears because as G increases, some subcarriers of the same group are
affected by correlated fadings due to the selective channel characteristics. Therefore, if
G > Gmax, then ∆fi < Bc. As example, consider a channel with Bc = 60 kHz and a
MC-CDMA system with L = 12 and ∆f = 15 kHz. By employing (2.49), it is possible to
obtain that Gmax = 3. Now, consider Fig. 2.22, where it is possible to observe that for
G ≥ 4, some subcarriers are located into the channel coherence bandwidth. Consequently,
they are affected by correlated fadings, which decreases the system performance.
Although a high value of G ensures a high diversity order (if Gmax allows it), it is im-
portant to take into account that a high value of G also represents more users transmitting
in the same group of subcarriers in order to obtain a reasonable spectral efficiency. Con-
sequently, if a multiuser detection technique is employed, then the receiver should require
high computational complexity. In the receiver, single or multiuser detection techniques
can be employed. However, in [19], we have evaluated the performance of MC-CDMA
cellular systems by considering the MRC technique. In the aforementioned reference, it
has been determined thatMAI and CCI highly affects the system performance as MRC
maximizes the interference. Therefore, in this dissertation, our analysis is mainly focus
on the MC-CDMA system performance by considering multiuser detection techniques.
2.8. Multiple Access 73








Data Subcarriers (𝐿 = 12) 
𝐵𝑐 ≈ 60 kHz  
Δ𝑓 = 15 kHz 































𝐺 = 3 
𝐺 = 4 
Δ𝑓𝑖 > 𝐵𝑐  




Figure 2.22: Maximum spreading factor selection.
Finally, the block diagram of MC-CDMA systems for both analog and digital imple-
mentations is shown in Fig. 2.23. In this figure, c`,k denotes the `-th chip of the spreading

























































































































































































Receiver for one group of subcarriers  
... 
(b) Digital implementation.
Figure 2.23: Block diagram MC-CDMA system.
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2.9 System Model
The uplink of a cellular system employing MC-CDMA is considered in this work.
Therefore, the system model for this scenario is described in this section.
2.9.1 Cellular System Model
A cellular system with circular cells is considered. Each cell has an inner radius
R0, an outer radius R and a BS at its center. Circular shaped cells with a hole at its
centers ensure convergence in the average received power at the BS for exponential power
decayment models. The distance between the center of two co-cells is given by (2.2).
Along this work, two channel reuse schemes are considered: FFR and SFR, which are
described in Subsections 2.2.1.2 and 2.2.1.3, respectively. Fig. 2.24a shows the cellular
system models considered in this work. Specifically, Fig. 2.24a shows the FFR scenario,
where Fi = 1 and Fo = 3 have been employed. Moreover, Fig. 2.24b shows the SFR sce-
nario. In both figures, Rs denotes the cell reuse radius and Bk denotes the k-th frequency
sub-band allocated to each cell region. In this analysis, it is considered that the central
cell is the cell of interest receiving interference from co-cells.
It is also assumed that users are uniformly distributed in the cell area. The distance




, Ri ≤ r ≤ Rf. (2.50)
Therefore, the PDF of the random variable r for users in the cell inner region can be
denoted as f(r;R0, Rs) and for users in the cell outer region can be denoted as f(r;Rs, R).
Moreover, the angle formed by the horizontal axis and the k-th user position is represented




, 0 ≤ θ < 2π. (2.51)
If the position of the `-th interferer user in the j-th co-cell is known, then it is possible
to calculate the distance between that interferer and the BS in the cell of interest as
d`,j ≈
√
D2 + r2`,j + 2Dr`,j cos
[





where Ω is the angle between the BS in co-cell 1 (refer to Fig. 2.24) and the horizontal
axis. Some values of Ω are shown in Tab. 2.3 as a function of F . The exact value of dj,`
depends also on the difference between the BS antenna height and the user equipment
(UE) height. However, as this difference is typically much smaller than d`,j, it can be
neglected. As consequence, (2.52) is an accurate approximation for a real scenario.











































































Figure 2.24: Cellular system model.









A slow frequency-selective Rayleigh fading channel is assumed, whose PDF is given
by (2.15). Specifically, the fading is frequency-selective in the total bandwidth, but it
is non-selective (flat) in each subcarrier bandwidth. Additionally, it is considered that
the fading is flat during a symbol interval but it changes from symbol to symbol5. It is
also assumed a cellular scenario where the UEs are connected to their best serving BS,
i.e., the BS which offers them the most powerful useful signal. Under this assumption,
the shadowing effects can be neglected [93]. In the following, the SUI path-loss model is
assumed, which has been described in Subsection 2.4.1.1.
The presence ofMAI is also assumed. Henceforth, the number of users transmitting
over the same group of G subcarriers is denoted by U . The MAI for each user is
produced by the other U − 1 users transmitting over the same group of subcarriers. As
said in Subsection 2.8.5, the MC-CDMA uplink is synchronous. Thus, it is considered
5Similarly to the scenario where a perfect time interleaving is employed
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that all signals transmitted by the U users arrive synchronously to the receiver of the BS.
Additionally, the presence of CCI is assumed, which is produced by users in the co-
cells transmitting over the same group of subcarriers. It is supposed that the number
of interferers in the j-th co-cell, Ij, is a Poisson random variable with mean λI . For
the analysis, it is considered that CCI comes from the 6 co-cells of the first layer. In
typical urban or suburban environments where the path-loss exponent satisfies β ≥ 4, the
influence of outer cell layers over the CCI affecting the cell of interest becomes negligible
[94]. Further, as a BS has no control over users outside its cell, CCI has an asynchronous





Finally, the received signals are perturbed by AWGN.
2.9.3 Transmitter and Receiver Models
The transmitter and receiver structures for MC-CDMA have been described in Sub-
section 2.8.5. However, for better understanding, Fig. 2.25 shows the system model
including the k-th user transmitter, the channel gains associated to each path and the
receiver structure at the BS. In the transmitter of each user, the mapping of bits into
symbols is made by considering Gray encoding. Furthermore, the frequency domain in-
terleaving, described in Subsection 2.8.5.2, is also employed. Moreover, an omnidirectional
antenna is assumed. On the other hand, at the BS receiver, a linear antenna array with Υ
equally spaced antennas is considered, whose separation is enough to ensure that signals
arriving at different antennas are affected by independent channel gains. Additionally,
at the receiver side, a multiuser detector is employed. In Fig. 2.25, Ga,g,k denotes the
channel gain for a-th antenna, g-th subcarrier and k-th user. Due to the separation of
the antennas in the array at the BS, the frequency interleaving6 and the location of the
users in the cells, it can be considered that the random variables Ga,g,k are independent
and identically distributed (i.i.d) for all a, g and k. The channel gains are modeled as
zero-mean complex Gaussian random variables with variance σ2ch = 2σ
2, where σ2 is the
variance of the real Gaussian random variables. Hence, we have that
Ga,g,k = αa,g,k exp (φa,g,k), (2.54)
where αa,g,k is the Rayleigh fading and φa,g,k is the phase uniformly distributed over [0, 2π).
Under the considerations set out above, chips in the same spreading sequence are
affected by independent channel gains. Consider Fig. 2.26, where we have considered
6Assuming a perfect frequency interleaving in the frequency-selective channel.



























































































































Figure 2.25: UE transmitters and BS receiver in the system model.
only the fading amplitude for simplicity. Thus, in this figure, αg,k denotes the fading
amplitude affecting the g-th chip (transmitted on g-th subcarrier) of the k-th user. In the
figure, the first scenario assumes the same fading amplitude for all chips of the k-th user
spreading sequence, i.e., αg,k = αk, ∀g. This fading amplitude is independent of fading
amplitudes affecting other users. In this case, the spreading sequences orthogonality is
maintained (their cross-correlation is equal to zero) but there is no frequency diversity.
Moreover, the second scenario considers independent fading amplitudes affecting each chip
of the same spreading sequence and these fading amplitudes are independent of fading
amplitudes affecting other users. In this scenario, the orthogonality between spreading
sequences is lost, but frequency diversity is obtained.
As consequence of the orthogonality loss, in this work, binary random spreading se-
quences are employed, whose chips assume amplitudes ±1 with equal probability. Thus,
there are up to 2G different spreading sequences. However, as they are randomly gen-
erated, there may be scenarios in which two or more users employ the same spreading
sequence. Nevertheless, for our system model, these scenarios are not a problem once
the chips are multiplied by independent channel gains. As consequence, those channel
gains allow to differentiate the information transmitted by each user during the detection
process. This aspect will be verified in the next chapters. Additionally, as some users can
employ the same spreading sequence, the system can be overloaded, i.e., we can allocate
more than G users in a group of G subcarriers.























































Scenario 1: Uplink without  
frequency interleaving 
Scenario 2: Uplink with 
frequency interleaving 
Figure 2.26: Orthogonality between spreading sequences.
A system performing perfect power control (refer to Subsection 2.2.3) is also assumed.
Finally, perfect channel state information (CSI) at the receiver is considered.
2.9.4 Transmitted and Received Signals
The signal transmitted by the k-th user over the g-th subcarrier during a symbol time




cg,k<{sk exp [ i2π (fc + g∆fi) t ]p(t)}, (2.55)
where 1/
√
G normalizes the transmitted power, A is the signal amplitude for all users
considering perfect power control, i.e., Ak = A, ∀k, cg,k is the g-th chip of the k-th user
spreading sequence assuming cg,k = ±1 amplitudes with equal probability. Further, sk
is the k-th user transmitted symbol belonging to a constellation with normalized mean
power (s2 =1) and i=
√
−1. In-phase and quadrature components of sk are denoted as
sp,k and sq,k, respectively. Moreover, fc is the carrier frequency and ∆fi is the frequency
separation between subcarriers of the same group after frequency interleaving (refer to
Subsection 2.8.5.2). Finally, p(t) is a unitary amplitude rectangular base-band pulse of
duration Ts.
The sample at the output of the matched filter for a-th antenna and g-th subcarrier






[Ma,g(t) + Ca,g(t) + na,g(t)] exp [−i2π (fc + g∆fi) t ] p(t− τ)dt, (2.56)
where orthogonality between subcarriers is assumed. This consideration is fulfilled if the
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Figure 2.27: Asynchronism of signals arriving at the BS of interest from co-cell interferers.
cyclic prefix duration is longer than the channel delay spread, i.e., the absence of ICI is
guaranteed. Furthermore, in (2.56), τ is the delay with which the signals transmitted by
the users in the cell of interest arrive to their BS by considering that they are synchronous,
i.e., τk = τ, ∀k. Additionally, Ma,g(t), Ca,g(t) and na,g(t) are the signals from users in its
own cell, the signals from interferers in the co-cells and the noise term the a-th antenna






Ga,g,kcg,k <{sk exp [ i2π (fc + g∆fi) t ] p(t− τ)}. (2.57)




















` G ′a,g,` c′g,`
×<{s′` exp [ i2π (fc + g∆fi) t ] p(t− ζ`)}, ζ` < t ≤ τ + Ts,
(2.58b)
where the upper-script (·)′ has been placed to differentiate the variables associated with
each interval. Additionally, ζ` is the delay of `-interferer that can be modeled as a uni-
formly distributed random variable over the interval [τ, τ + Ts]. For better understanding
of (2.58a) and (2.58b) consider Fig. 2.27. Further, in the above expression, the factor rβ`
represents the power increase due to power control by considering the link between the
`-interferer and the BS in its cell. Moreover, d−β` denotes the path-loss attenuation of the
link between the `-interferer and the BS in the cell of interest7.
7In (2.57), r−β does not appear because the power control counterbalance the path-loss multiplying
the transmitted power by rβ . Similarly, in (2.57), (2.58a) and (2.58b) the path loss factor K does not
appear because power control counterbalance the path-loss multiplying the transmitted power by K−1.
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As previously observed, the sample received in the a-th antenna and g-th subcarrier
can be split as the sum of three terms, as follows























Ca,g(t) + C ′a,g(t)
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cos [ 2π (fc + g∆fi) t ]− i sin [ 2π (fc + g∆fi) t ]
}
p(t−τ)dt. (2.62)





2 cos (4πfct), that sin
2(2πfct) =
1
2 − 12 cos (4πfct) and that fc  1Ts . Hence,
it has been also employed that
∫ τ+Ts
τ cos (4πfct)dt ' 0, that
∫ ζ`
τ cos (4πfct)dt ' 0, that∫ τ+Ts
ζ`
cos (4πfct)dt ' 0, that
∫ τ+Ts









Due to the nature of MC-CDMA cellular systems, there are several co-cell interferers.
Thus, invoking the central limit theorem [81], the CCI sample can be modeled as a complex
Gaussian random variable. Appendix B shows that the mean value of the CCI sample is

















































where D is given by (2.2) and 2F1(., .; .; .) is the ordinary hypergeometric function [95,








ϑ (1− a2)− ϑ (1− b2)
b2 − a2 , (2.67)
where a = Ri/D, b = Rf/D and
ϑ(x) =















+ 9 ln(x), β = 6.
(2.68)
Some propagation models employ β = 2 to characterize the path-loss in free space, β = 4
for shadowed urban scenarios and β = 6 for obstructed scenarios in buildings [48].
The factor Λ defined in (2.65) depends specifically on the channel reuse scheme em-
ployed and on the region analyzed of the cell of interest. Hence, by considering the cellular
system models shown in Fig. 2.24, Tab. 2.4 shows how this factor is calculated.
Table 2.4: Factor Λ as a function of the reuse scheme and the region of the cell of interest.
Channel Reuse








Inner region 6 E
[
rβd−β (R0, Rs, 1)
]





Inner region 3 E
[




rβd−β (Rs, R, 1)
]
Outer region 6 E
[
rβd−β (R0, Rs, 1)
]
The factors of the type E
[
rβd−β (x, y, z)
]
in Tab. 2.4 can be calculated by employing
(2.66) or (2.67) when β is an even number.
Fig. 2.28 validates the PDF of the CCI sample. Thus, this figure compares some
simulated and theoretical PDFs of one of the components of the CCI sample by considering
the inner and outer cell regions for FFR and SFR scenarios. The curves have been obtained
by employing8 R0 = 100 m, R = 1000 m, Rs = 818.5 m, G = 8, λI = 6, β = 4 and σ
2
ch = 1.
8For better comparison, the same Rs, obtained with (2.3), has been used for FFR and SFR.
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Figure 2.28: PDF of the CCI sample for FFR and SFR scenarios by considering R0 = 100 m,
R = 1000 m, Rs = 818.5 m, G = 8, λI = 6, β = 4 and σ
2
ch = 1.
2.9.5 Matrix Form of the Received Samples
All the samples at the output of the matched filter bank (or at the input of the
detector) can be written as a ΥG-dimensional column vector, that is
y =
(
y1,1, y1,2, . . . , y1,G, y2,1, y2,2, . . . , y2,G, . . . , yΥ,1, yΥ,2, . . . , yΥ,G
)T
. (2.69)
From (2.59)-(2.62), the received vector y can be obtained as















is a constant, H is ΥG × U matrix related to a group of U users transmitting over the
same group of G subcarriers in the cell of interest, whose [(a − 1)G + g, k]-th element is
given by the product
ha,g,k = Ga,g,k cg,k. (2.72)
Thus, each ha,g,k is a zero-mean complex Gaussian random variable with variance σ
2
ch.
Further, in (2.70), s is a U -dimensional column vector containing the complex symbols
transmitted by the aforementioned users, thus, it can be written as s = (s1, s2, . . . , sU)
T
.
Furthermore, Hc and H
′
c are ΥG ×NI matrices with the same characteristics of H, but
they are related with the asynchronous co-cell interferers. Specifically, from (2.61), each
element of Hc is given by the product of Ga,g,k and cg,k and each element of H′c is given
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by the product of G ′a,g,k and c′g,k. Additionally, P and P′ are NI ×NI diagonal matrices











































where it has been considered the fact that p(t) is a unitary amplitude rectangular pulse.
Furthermore, in (2.70), sc and s
′
c are NI-dimensional column vectors with the symbols
transmitted by the co-cell interferers during the intervals τ ≤ t ≤ ζ` and ζ` < t ≤ τ + Ts,
respectively. Finally, n is a ΥG × 1 noise column vector, whose elements are zero-mean
complex Gaussian random variables and their components have variance given by (2.63).
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CHAPTER 3
Bit Error Rate Analysis for Linear
Multiuser Detectors
3.1 Introduction
In this chapter, the uplink performance of MC-CDMA cellular systems described in
Section 2.9 is evaluated in terms of the mean BER by considering linear multiuser detec-
tors in the receiver at the BS. In particular, LMUDs are considered suboptimal detectors
that have a good performance with low complexity. Thus, their simplicity and good per-
formance makes them very attractive for new generation of cellular systems [4]. Basically,
LMUDs consist of a linear transformation W of the received vector y, which is then
followed by a quantization to the symbol alphabet. This quantization is made by the
demapper in the receiver at the BS, as shown in Fig. 2.25. The linear transformation is
a bank of filters that can be designed with two different criteria, leading to the ZF MUD
or to the MMSE MUD [22]. Therefore, the MUD output before the quantizer can be
obtained by applying
z = Wy. (3.1)
In general, analytical expressions to calculate the mean signal-to-noise-plus-interference
ratio (SNIR) and the mean BER are derived in this chapter. For this, BPSK and M -QAM
modulations are considered.
The remainder of this chapter is organized as follows. The ZF MUD is described
in Section 3.2. Additionally, in this section, the ZF MUD complexity is analyzed and
expressions to calculate its mean BER based on a previous analysis of the SNIR are
obtained. An asymptotic analysis of the BER expressions is performed and a scheduling
process for this kind of MUD is also proposed in this section. Moreover, the MMSE MUD
is described in Section 3.3, where its instantaneous SNIR and its mean BER are also
analyzed. The asymptotic behavior of the BER expressions is also made in this section.
Finally, some numerical results and discussions are performed in Section 3.4.
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3.2 Zero-Forcing MUD
The ZF MUD chooses matrix W so that all MAI is eliminated, regardless of noise
enhancement. Thus, from (2.70), ZF MUD chooses W so that WH = I, where I is an
identity matrix. Matrix W exists as long as matrix H is not rank-deficient, i.e., when
ΥG ≥ U . Moreover, W exists when the columns of H are linearly independent. This
condition is fulfilled in our system model due to the frequency domain interleaving, the
separation of the antennas at the BS and the random location of users. When ΥG = U , so
that H is a square matrix, then ZF MUD is unique: W = H−1. Moreover, when ΥG > U ,
there is an infinite number of matrices W satisfying that WH = I. In such cases, ZF
MUD is defined by the unique matrix W that satisfies WH = I and also minimizes the




[75], where κ is a factor defined in (2.71).
As matrix H presents sufficient statistics [96], W can be decomposed into the product
W = XHH , where X is a U ×U matrix to be determined. Hence, our constraint WH = I
becomes XHHH = I. As H is a full column rank matrix, HHH is invertible. Hence, we












which is the Moore-Penrose pseudoinverse of H. If H is invertible, W reduces to H−1.
From (2.70), (3.1) and (3.2), the vector at the ZF MUD output can be written as
z = H†y













By employing this result, the complexity, the SNIR and the mean BER for the ZF MUD
are analyzed in the following subsections.
3.2.1 Computational Complexity
Let A, B and C be complex matrices of dimensionsm×n, n×p andm×m, respectively.
Hence, it is easy to verify that the product AB has mp(n−1) complex additions and mnp







additions and subtractions and 1
3
m3 + m2 − 1
3
m complex multiplications and divisions
assuming that Gauss elimination with back substitution is employed [97]. In the literature,
there are some techniques to reduce the complexity of matrices operations. However,
in the computational complexity analysis made in this work, we have not considered
those techniques. Under this premise, Tab. 3.1 shows the number of complex operations
required by ZF MUD when ΥG > U . Specifically, Tab. 3.1 shows the number of operations
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required for each step of the Moore-Penrose pseudoinverse calculation and the number of
operations required for the product H†y.
Table 3.1: Number of complex operations required by the ZF MUD when ΥG > U .
Step
Complex Additions Complex Multiplications
and Subtractions and Divisions









U3 + U2 − 1
3
U
(HHH)−1HH ΥG U(U − 1) ΥG U2


















When H is a square matrix (ΥG = U), ZF MUD performs just two operations: first,







U complex additions and subtractions and 1
3
U3 + 2U2 − 1
3
U complex
multiplications and divisions for square matrices.
3.2.2 Signal to Noise Plus Interference Ratio
From (3.3), the received signal (at the ZF MUD output) from the k-th user in the cell
of interest can be written as
Sk = κsk, (3.4)
where sk represents the k-th symbol in the symbol vector s. Moreover, from (3.3), the


















































































H ] = σ2cIΥG




c are the variances of the noise and CCI
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samples. These terms are given by (2.63) and (2.64), respectively. Additionally, in the
last step, we have used the identity H†(H†)H = (HHH)−1 [98]. Finally, [·]k,k denotes the
(k, k)-th element of a matrix.
By employing (3.4) and (3.5), the instantaneous SNIR at the output of the ZF MUD
















where the U × U matrix V is given by V = HHH. As the elements of H are complex
Gaussian random variables, V follows a complex Wishart distribution [99, 100], which
is a generalization to multiple dimensions of the chi-squared distribution. The random
matrix V can be characterized by its PDF, which is given by [100]




where Σ is a covariance matrix, which, for our scenario, is given by Σ = σ2ch IU , where σ
2
ch
is the fading mean power. Further, det(·) and trace(·) denote determinant and trace of a












where Γ(·) denotes the gamma function [95].
To derive the PDF of the random variable ζk, defined in (3.7), from the result of (3.8)
is a difficult task. However, in [102], some results related with the Wishart distribution
have been obtained. In order to employ these results, next we briefly define the Schur
complement and the Aitken block diagonalization concepts [103].








For A nonsingular (invertible), the Schur complement of block A of matrix V is defined
as Asc = D −CA−1B. Moreover, for D nonsingular, the Schur complement of block D
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of matrix V is defined as Dsc = A−BD−1C. The following diagonalization block form,


















From the above definition, it is easy to determine that det(V) = det(A) det(Asc). Similar
reasoning can be made for the block D of matrix V. Thus, it is possible to obtain that
det(V) = det(D) det(Dsc). Now, we define V i,j as the matrix obtained by removing the
i-th row and j-th column block of matrix V (as defined in (3.11)). Therefore, we can
write that
det(V) = det(V `,`) det(V
sc
`,`), ` = 1, 2. (3.12)
From the inverse matrix concept, it is possible to show that the (k, k)-th diagonal




, k = 1, 2, ...,U . (3.13)
Without loss of generality, we can assume that p = 1, thus, A is a scalar and it is always
the element [V]1,1 of matrix V. Moreover, if we plot the PDF of each diagonal element
of V−1, then we can notice that all these elements have the same distribution. Therefore,
we can consider just the element [V−1]1,1 in the analysis. Under these considerations and



















where we have considered the fact that p = 1. Thus, A, B, C and D are 1× 1, 1×U − 1,
U − 1 × 1 and U − 1 × U − 1 matrices. Consequently, Dsc = A − BD−1C is a scalar.
Hence, det(Dsc) = Dsc.
By employing (3.14) in (3.7), we have that ζ = Dsc, where the subscript k of ζ has
been eliminated because the distribution is the same for any k. From [102, Theorem
3.2.10], it is known that ζ = Dsc has PDF given by f(ζ; ΥG−U + 1, 1, [Σ]1,1), which can
be obtained by employing (3.8). As Σ = σ2ch IU , then [Σ]1,1 = σ
2
ch. Therefore, the PDF of
ζ can be written as
f(ζ) = f(ζ; ΥG− U + 1, 1, σ2ch)
=
ζΥG−U






, ζ ≥ 0, ΥG ≥ U .
(3.15)
Hence, ζ is a chi-square random variable with 2(ΥG − U + 1) degrees of freedom. A
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Simulated PDF, U = 1
Theoretical PDF, U = 1
Simulated PDF, U = 3
Theoretical PDF, U = 3
Υ = 2
Υ = 1
(a) G = 4.


















Simulated PDF, U = 4
Theoretical PDF, U = 4
Simulated PDF, U = 8
Theoretical PDF, U = 8
Υ = 2
Υ = 1
(b) G = 8.
Figure 3.1: PDF of the random variable ζ for different values of Υ, G and U .
similar result is obtained in [104]. In that work, the authors based their analysis on the
eigenvalues of matrix V for a diversity antenna system.
In order to validate (3.15), Fig. 3.1 shows some simulated and theoretical PDFs of the
random variable ζ in different scenarios. In these results, σ2ch = 1 has been employed.
As ζ is a chi-square random variable with 2(ΥG−U + 1) degrees of freedom, the total









where α`,k is Rayleigh distributed for all ` and k. From (3.16), we can define the mean





















where we have employed (2.63) and (2.64). Additionally, we have used that s2k = s
2, ∀k,
that α2`,k = σ
2
ch, that the received symbol energy is Es = A
2s2Ts/2 and that the received
energy per bit is Eb = Es/ log2M , where M is the modulation order.
By applying a simple change of variables on (3.16) and by employing (3.15), it is
possible to show that the PDF of the total SNIR is given by
f(γs) =
γΥG−Us






, γs ≥ 0, ΥG ≥ U , (3.18)
where the subscript k of γs,k has been eliminated for notation simplicity.
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3.2.3 Mean Bit Error Rate





where P (b|γs) is the BER conditioned on the instantaneous SNIR and f(γs) is the PDF of
the SNIR given by (3.18). In the following, expressions of the mean BER for a MC-CDMA
system with ZF MUD are obtained by considering BPSK and M -QAM modulations.
3.2.3.1 BPSK Modulation
It is well known that the BER for BPSK modulation conditioned on the instantaneous














Hence, the mean BER is obtained by employing (3.18) and (3.20) in (3.19). As the
instantaneous SNIR is a chi-square random variable, the solution to the resultant integral
is similar to the mean BER expression of MRC systems, which is obtained in [80, eq.
(14-4-15)]. Therefore, by adapting that result to our scenario, we have that the mean
























and γc is given by (3.17).
3.2.3.2 M -QAM Modulation
In [105], by considering the constellation symmetry of the M -QAM modulation and
by assuming Gray mapping, it has been found an exact BER expression conditioned on
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where M is the modulation order and bxc denotes the floor operation, which gives the





By employing (3.18) and (3.24) in (3.19), the exact mean BER for MC-CDMA cellular










































Notice that the above integral is similar to the one obtained in the calculation of the mean












3.2.4 Asymptotic Analysis of the Mean Bit Error Rate
In this subsection, asymptotes for the mean BER expressions of Subsection 3.2.3 are
derived. The asymptotes are obtained for high SNIR regime, i.e., when γc tends to infinity.
3.2.4.1 BPSK Modulation
In order to obtain the BER asymptote for BPSK modulation, we firstly employ



















+ . . . (3.29)
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Taking only the first two terms of (3.29), (3.22) can be approximated by
Pb ≈
(
2(ΥG− U) + 1


















3.2.4.2 M -QAM Modulation
For the M -QAM BER asymptote, we can follow a similar procedure. Hence, by
employing Maclaurin series expansion on (3.28) and taking the first two terms of that
expansion, (3.26) can be approximated by
Pb ≈ µ(ΥG− U + 1,M)
(
2(ΥG− U) + 1












































i.e., MC-CDMA systems with ZF MUD have a diversity proportional to the product of
the number of antennas in the array at the BS and the spreading factor employed, but
some degrees of diversity are lost to eliminate the interference from users in the same
cell (MAI). Specifically, the diversity lost is equal to the number of own-cell interferers
(U −1). Moreover, it is interesting to note that when U = ΥG, the system has one degree
of diversity. Consequently, when Υ > 1, the system can be overloaded (U > G) and it
even maintains good performance. Additionally, when U = 1 the system behaves as a
MC-CDMA system employing MRC in a scenario without MAI [19]. The effects of the
CCI on the BER are analyzed in detail in the numerical results of Section 3.4.
3.2.5 Improving the Mean Bit Error Rate by Scheduling
In this subsection, it is proposed a technique to obtain some additional diversity when
the MC-CDMA system with ZF MUD is fully loaded. It has been stated that the number
of active users in a group of G subcarriers is U . However, the total number of users in
a specific region of the cell is greater than U . As consequence, a mechanism to choose
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the U users that will transmit over a certain group of G subcarriers can be established.
The process of selecting users (or equivalently, assigning channel resources to a group
of users) is known in the literature as scheduling [4]. There can be different criteria to
perform scheduling. Nevertheless, in the following, the scheduling criterion maximizes the
instantaneous SNIR for a group of U users.
Let Ut be the total number of users competing for transmitting over a group of G
subcarriers and let U be a matrix where each column is one of the possible combinations











(x−y)!y! . Additionally, let u` be the `-th column
of U. Moreover, in Subsection 2.9.5, we have defined H as a ΥG × U matrix whose
[(a− 1)G+ g, k]-th element is given by the product of the channel gain Ga,g,k and the chip
cg,k, where the subscripts a, g and k denote a-th antenna, g-th subcarrier and k-th user,
respectively. Associating each one of the Ut candidate users with each integer number of
the subset I, we can define Hu` as a similar matrix to H but containing only information
of the users defined by the vector u`. For a better understanding, consider an example








G1,1,1 c1,1 G1,1,3 c1,3
G1,2,1 c2,1 G1,2,3 c2,3
G2,1,1 c1,1 G2,1,3 c1,3
G2,2,1 c2,1 G2,2,3 c2,3
 .
The instantaneous SNIR for k-th user is proportional to random variable ζk defined by
(3.7). Therefore, by employing (3.7) and aiming at maximizing the instantaneous SNIR
for a group of U users, we use the next metric to determine which users should transmit
in the same group of G subcarriers:














As result, ũ contains the indexes of the users which should transmit in the same group of
G subcarriers. It is important to state that the order of columns for different matrices Hu`
does not modify the final decision. For this reason, the number of options is reduced to the
combinations of Ut users competing for transmitting in the same group of G subcarriers.
With the proposed scheduling, it could be think that one or more users do not transmit
during certain periods of time. This could be interpreted as an unfairness with users
whose channels gains are weaker. However, it is important to remember that we consider
a cellular scenario and consequently, there are many subcarriers available in the system.
Further, as the channel varies with time and as the total system bandwidth is greater
than the channel coherence bandwidth, different subcarriers are affected by independent
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channel gains. Thereby, the channel gains can be weaker for some subcarriers, but they
can be stronger in other subcarriers. Hence, a user who does not transmit in a group of
subcarriers, can transmit in another group.
The mathematical modeling of the SNIR in the above approach becomes a rather
complex task for the following reasons. The diagonal elements of the matrix (HHu`Hu`)
−1
are correlated random variables as they are obtained from different operations (in the
inverse calculation) involving the same channel gains. Moreover, note that the criterion
defined by (3.34) requires the sum of these correlated random variables. Furthermore,
different matrices Hu` can have one or more equal columns. Consequently, the maximum
argument operation in (3.34) requires the comparison of some correlated metrics. Hence,
the correlation between random variables or metrics makes the exact modeling of the PDF
of the instantaneous SNIR a difficult task. However, we are going to perform the fit of a
theoretical PDF to the simulated histogram of the random variable ζ, given by (3.7), after
the scheduling process and draw some conclusions from these results. Therein, we consider
a gamma distribution because ζk has a chi-square distribution when scheduling is not used.
Specifically, the chi-square distribution is a special case of gamma distribution. Thus, it
seems reasonable to employ a gamma distribution when the scheduling is employed. The









, x ≥ 0, d ≥ 1, (3.35)
which differs from the chi-square distribution as the parameter d is a real number greater
than zero9. In our analysis, the parameter a denotes the fading mean power and the
parameter d is the system diversity.
Tab. 3.2 shows a and d obtained after performing the fit10 of (3.35) to some normalized
histograms obtained by simulations, which have been generated employing that σ2ch = 1.
Additionally, Fig. 3.2 shows the fitting for some examples taken from Tab. 3.2. For the
analysis, we have considered scenarios where the MC-CDMA system is fully loaded, i.e.,
when U = ΥG. The results shown in Tab. 3.2 consider spreading factors G = 4, 6 and 8
for Υ = 1 and 2 antennas. When U = ΥG, the diversity order of the MC-CDMA system
with ZF MUD is equal to 1. Nevertheless, by observing the values of d in Tab. 3.2, we can
establish that the system obtains some diversity when the scheduling process is employed.
Thus, note that when Ut = ΥG + 2, the diversity order is slightly greater than 2 for all
Υ and G. Additionally, we can notice that every time that we increase two more users in
the scheduling process, the system gains approximately one degree of diversity, regardless
the values of Υ and G.
9In the chi-square distribution the parameter d is an integer number greater than zero
10The fit has been made employing the distribution fitter tool of Matlab R©.
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G = 8,U = 8,Ut = 12
G = 6,U = 6,Ut = 8
(a) Υ = 1.














G = 4,U = 8,Ut = 14
G = 8,U = 16,Ut = 18
(b) Υ = 2.
Figure 3.2: PDF of the random variable ζ after the scheduling process.
Table 3.2: Parameters a and d obtained for the fitting of (3.35) to the simulated histogram of
ζk after the scheduling process by considering that U = ΥG.
Ut Υ = 1 Υ = 2
G = 4 G = 6 G = 8 G = 4 G = 6 G = 8
ΥG+ 2
a = 0.92 a = 0.93 a = 0.92 a = 0.94 a = 0.91 a = 0.88
d = 2.24 d = 2.30 d = 2.25 d = 2.23 d = 2.31 d = 2.50
ΥG+ 4
a = 0.89 a = 0.88 a = 0.92 a = 0.87 a = 0.87 a = 0.85
d = 3.02 d = 3.18 d = 3.24 d = 3.20 d = 3.26 d = 3.38
ΥG+ 6
a = 0.86 a = 0.89 a = 0.88 a = 0.83 a = 0.82 a = 0.80
d = 3.89 d = 3.96 d = 4.14 d = 4.08 d = 4.21 d = 4.48
Now, we focus our attention on parameter a. We have previously stated that fading
mean power was normalized (σ2ch = 1). Moreover, after fit the theoretical PDF to the
simulated histograms, we observe in Tab. 3.2 that a is lower than 1 for all cases. From
these results, we could say that a value of a less than 1 is equivalent to a fading channel
with less mean power. However, as the fading mean power remains constant in the
simulations, we could say that a < 1 represents a system transmitting with less power.
Nevertheless, as the transmission power is not modified, we can asseverate that a value
of a less than 1 means that the scheduling process produces a small performance loss in
terms of SNIR, when it is compared with a system with diversity d in a fading channel
with normalized mean power. Everything claimed in this paragraph and in the previous
paragraph is verified in the numerical results of Section 3.4.
The complexity of ZF MUD is defined in Tab. 3.1. However, we should include
the complexity of the scheduling criterion defined by (3.34). The number of operations
required to calculate HHu`Hu` and its inverse are the same indicated in the first and
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second rows of Tab. 3.1, respectively. Moreover, notice that (3.34) requires U divi-




















complex multiplications and divisions. From these re-
sults, we can maintain that the proposed scheduling process is a viable option provided
the binomial coefficient is not so large.
Finally, based on the aforementioned, the previous approach is an interesting technique
that can be employed in scenarios where the system is fully loaded11 as it increases the
system diversity. When the system is not fully loaded, the ZF MUD alone can guarantee
some diversity order for the MC-CDMA system.
3.3 Minimum Mean Square Error MUD
A more sophisticated LMUD is the MMSE MUD which employs a linear transforma-
tion W that minimizes the mean-squared error between the estimated and the transmitted
original vector. The MMSE MUD is analyzed in this section for the MC-CDMA cellular
scenario considered in this work.
The main drawback of ZF MUD is its obstinacy of forcing theMAI to zero, regardless
of the noise strength. As consequence of that, the result of (3.5) shows that the factor
[(HHH)−1]k,k represents a form of noise enhancement. Therefore, a better strategy is to
choose W taking into consideration both theMAI and the noise in order to minimize the
expected error. However, in a cellular scenario, there are other parameters affecting the
system performance. Thus, the presence of CCI must be also considered on the MMSE
MUD optimum design. As the BS in the cell of interest does not have CSI of users in other
cells, for the MMSE MUD design we assume that the BS in the cell of interest knows at
least the CCI statistics (mean and variance12). These statistics have been calculated in
Subsection 2.9.4.



























where trace[·] is the trace of the resultant matrix. Moreover, y is the received vector
11In this scenario the MC-CDMA system with the ZF MUD has not diversity.
12The CCI variance given by (2.64) depends on the number of interferers in each co-cell. This number
can be communicated to the BS in the cell of interest by the base station controller (BSC) entity.
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given by (2.70) and Rxy = E[xy
H ] is the correlation matrix between the column vectors
x and y. The CCI and noise samples are independent random variables with mean equal
to zero. Additionally, the transmitted symbols belong to a constellation with normalized
mean power, thus Rss = IU . Consequently, it is easy to verify that Ryy is a diagonal
matrix with real entries, that Rys = κH and that Rsy = κH























In the last step of (3.37), it has been considered the fact that R−1yy is a Hermitian matrix,
i.e., R−1yy = (R
−1
yy)






















where we have eliminated the last two terms that do not depend on W. Therefore, in
order to minimize the mean square error, the right-hand side of (3.38) must be zero and




where the constant κ2 has been eliminated for simplicity. It can be made because the
interest signal samples, the interference samples and the noise samples are multiplied by
this factor when W is applied to the received vector. Consequently, the SNIR is not
modified when this constant is discarded.
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H ] = 0,







H ] = σ2cIΥG and that E[nn
H ] = σ2nIΥG. The
factors σ2n and σ
2
c are the noise and CCI variances given by (2.63) and (2.64), respectively.












By employing the Searle identity: A(BA + I)−1 = (AB + I)−1A [106, eq. (167)], (3.41)












Notice that (3.42) reduces to the ZF weight matrix, given by (3.2), when the CCI and
noise variances are equal to zero.
3.3.1 Computational Complexity
The difference between (3.41) and (3.42) is subtle at a first glance. However, closer
inspection yields two important differences that determine the complexity of MMSE MUD:
the identity matrix has dimension ΥG×ΥG in (3.41), and U ×U in (3.42). The product
HHH has dimension ΥG×ΥG in (3.41), but the product HHH has dimension U × U in
(3.42). As typically U ≤ ΥG, the form of (3.42) can be implemented with lower complexity
because the inverse matrix has smaller dimensions. Nevertheless, we shall see in the next
subsection that the matrix structure of (3.41) simplifies the analysis.
In Subsection 3.2.1, the number of complex operations required to perform the product
of two matrices and the inversion of a matrix is presented. Based on that, Tab. 3.3 shows
the number of complex operations required by MMSE MUD based on (3.42). The results
shown in Tab. 3.3 are valid both for square or rectangular matrix H.
Table 3.3: Number of complex operations required by MMSE MUD.
Step
Complex Additions Complex Multiplications
and Subtractions and Divisions










































U2 13 U3 + (2ΥG+ 3)U2
−116 U + 1 +(ΥG− 13)U
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By comparing the results of Tab. 3.1 with the results of Tab. 3.3, notice that MMSE
MUD requires U2 + 1 more additions and subtractions and 2U2 more multiplications and
divisions than ZF MUD.
3.3.2 Signal to Noise Plus Interference Ratio
In this subsection, the instantaneous SNIR is firstly analyzed in order to improve
the understanding about this random variable. After that, an exact expression for the
reliability of the instantaneous SNIR is provided based on the results of [107].
For analytical purposes, we consider that the detector is applied specifically for k-th
user. Hence, from (3.41), the weight row vector applied to recover the signal of k-th user







, k = 1, 2, ..,U , (3.43)











where the matrix Hk is obtained by removing the column vector hk from H. Moreover,
we can rewrite the received vector, given by (2.70), as








where sk is the symbol transmitted by k-th user in the cell of interest and sk is a column
vector obtained by removing the k-th element of s.
By applying the weight vector of (3.43) on the first term of (3.45), the signal of k-th


















































matrix. Moreover, MAI plus CCI plus noise sample at the MMSE MUD output can be
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obtained by applying the weight vector to the last three terms of (3.45), that is
(MAI + CCI + n)k = wk
[
























As MAI, CCI and noise (n) samples are zero-mean random variables, the mean power
of (3.48) is equal to its variance. Thereby, the variance of (3.48) conditioned to the
instantaneous matrix H is given by
Var
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Similar to (3.6), the instantaneous SNIR at the output of the MMSE MUD for the
k-th user can obtained by employing (3.47) and (3.49), that is
γs =
S2k
















yy is an Hermitian matrix, it is also a normal matrix13 [109]. Therefore, it can be
factored as R
(k)
yy = UΛUH , where Λ is a diagonal matrix whose elements λ1, λ2, ..., λΥG
are the eigenvalues of R
(k)
yy and U is a unitary matrix whose orthonormal columns are the
respective eigenvectors of R
(k)
yy . Moreover, it is possible to show that R−1yy = UΛ
−1UH .
13A normal matrix satisfies that AHA = AAH .
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As U is a unitary matrix, the vector hHk U has the same statistics that h
H
k . Hence, for












where we have used that |h`,k|2 = |G`,k|2 = α2`,k, where h`,k is the `-th element of hk and
G`,k is the channel gain defined in (2.54). In order to obtain the eigenvalues of R(k)yy , it







Unfortunately, solving this polynomial analytically is a complex task as the columns of H
increases [110], i.e., when the number of own-cell users (U) increases in our cellular system
model. Nevertheless, by employing a mathematical software (Wolfram MathematicaR©),
we were able to notice that R
(k)
yy has U−1 random eigenvalues and ΥG−U+1 deterministic
eigenvalues, which are on the order of σ2c +σ
2
n. As consequence, we can finally rewrite the





































From the above result, when U  ΥG, the first sum of (3.55) is negligible. In this scenario,
the instantaneous SNIR of the MMSE MUD becomes equal to the instantaneous SNIR of
the ZF MUD, given by (3.16). Additionally, when σ2c and σ
2
n tend to zero, the first sum
of (3.55) also tend to zero. Therefore, we expect both LMUDs to perform similarly when
U  ΥG or when both σ2c and σ2n are negligible. Otherwise, MMSE MUD has better
performance than ZF MUD.
As stated previously, to find the eigenvalues of R
(k)
yy is a difficult task. Consequently,
to find the PDF of those eigenvalues require an even more complex analysis. However,
in [107] a very accurate expression of the SNIR reliability14 has been found by assuming
that the noise is modeled by a large number of imaginary own-cell interferers whose total
mean power is σ2n. In that work, the authors assume a non power control scenario, i.e.,
the signals transmitted by users in a same cell arrive to the BS with different powers.
14The reliability, R(γs), is defined as the probability that the SNIR is above a given value.
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Hence, from [107, eqs. (11)-(12)], the SNIR reliability for a MMSE MUD with d diversity













, γs ≥ 0, d ≥ η + 1, (3.56)
with
A`(γs) =
1, ` ≤ d− η1 +∑d−`κ=1 (ηκ)γ`s [∏ηj=1(1 + pjγs)]−1 , d− η < ` ≤ d, (3.57)
where γc is the mean SNIR per channel and pj is the ratio between the received power from
the j-th own-cell interferer and the received power from the user of interest. The above
expressions can be easily adapted to our perfect power control assumption by making
pj = 1,∀j. Hence, naming d = ΥG and η = U − 1, the SNIR reliability of a MC-CDMA


































, γs ≥ 0, ΥG ≥ U ,
(3.58)
where the mean SNIR per channel is the same of the ZF MUD analysis, that is given by
(3.17). Therefore, (3.58) considers theMAI (in the parameter U), the CCI and the noise
(both in the mean SNIR per channel) effects on the system performance.
3.3.3 Mean Bit Error Rate
The integral to calculate the mean BER by employing the PDF of the SNIR is shown
in (3.19). Thus, we could derive the PDF of the SNIR from the reliability expression
based on R(γs) = 1− F (γs), where F (γs) is the cumulative distribution function (CDF)
of the SNIR. However, we modify (3.19) so that the mean BER can be also calculated
by employing the CDF or the reliability of the SNIR. Appendix C shows how we can
calculate the mean BER by employing these functions. From Appendix C we have that






where P (b|0) denotes the BER expression conditioned on the instantaneous SNIR evalu-
ated in γs = 0 and R(γs) is given by (3.58).
In the following, expressions of the mean BER for MC-CDMA cellular systems with
MMSE MUD by considering BPSK and M -QAM modulations are obtained.
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3.3.3.1 BPSK Modulation
The BER conditioned on the instantaneous SNIR for BPSK modulation is given by








where we have employed that erfc(x) = 1− erf(x) [95, eq. (8.250.4)], where erf(x) is the
































where u(x) and v(x) are functions of x and g(x, t) is a function of x and t. By applying




















Additionally, as erf(0) = 0, then P (b|0) = 1
2
. By using this result, substituting (3.63) in



















































= Γ (x) y−x
(3.65)
and that
J (x, y, z) =
∫ ∞
0
γx−1s (1 + γs)
−yexp(−zγs)dγs. (3.66)
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From [95, eq. (9.211.4)] we have that








Γ(a− b+ 1) 1F1(a; b; c) + c
1−b Γ(b− 1)
Γ(a)
1F1(a− b+ 1; 2− b; c),
(3.67)
where 1F1(.; .; .) is the confluent hypergeometric function [95, eq. (9.210)]. Hence, (3.66)
can be written as





1F1(x;x− y + 1; z) + zy−x
Γ(x− y)
Γ(x)




3.3.3.2 M -QAM Modulation
The BER conditioned on the instantaneous SNIR for M -QAM modulation is given by
(3.24). Hence, by employing that erfc(x) = 1−erf(x) and using the Leibniz differentiation









































where w is given by (3.25). Moreover, it is easy to show that P (b|0) is given by


























By using (3.58), (3.69) and (3.70) in (3.59), after some algebraic manipulations it is


































































i+ j − 1
2








where γc , I(x, y) and J (x, y, z) are given by (3.17), (3.65) and (3.68), respectively.
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3.3.4 Asymptotic Analysis of the Mean Bit Error Rate
In this subsection, the asymptotic behavior of the mean BER expressions is analyzed.
The asymptotic analysis is made for the high SNIR regime, i.e., when γc tends to infinity.
3.3.4.1 BPSK Modulation









































In the asymptotic region, γc
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2





where 2F1(., .; .; .) is the ordinary hypergeometric function defined in (B.15). By employing
again that γc





ΥG− U + 3
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where we have used that 2F1(x, y; z; 0) = 1, ∀x, y, and z. Moreover, applying that γc −1 ≈
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which can be simplified to
Pb ≈
Γ(ΥG− U + 3
2
)−K(ΥG− U + 1,U − 1, 1)
2
√






where K(x, y, z) is defined as





























for non-negative integer x, (3.79) can be rewritten as
Pb ≈
(
2(ΥG− U) + 1





− Qb (Υ, G,U , γc) , (3.81)
where
Qb (Υ, G,U , γc) =
K(ΥG− U + 1,U − 1, 1)
2
√






Notice that the first term of (3.81) is equal to (3.30). Hence, this term is the asymptote of
the mean BER employing BPSK modulation and ZF MUD. As consequence, the second
term of (3.81), given by (3.82), can be considered as the mean BER reduction due to the
MMSE MUD in relation to the ZF MUD.
3.3.4.2 M -QAM Modulation
Following the same procedure employed to obtain the asymptote for BPSK modula-
tion, it is possible to show that (3.71) can be approximated by
Pb ≈ µ (ΥG− U + 1,M)
(
2(ΥG− U) + 1





− Qm(Υ, G,U , γc), (3.83)
where µ(x,M) is given by (3.32) and
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BER Asymptote, ZF MUD
BER Asymptote, MMSE MUD
(a) γc = 5 dB.
































BER Asymptote, ZF MUD






(b) γc = 25 dB.
Figure 3.3: Asymptotic BER for the ZF MUD and the MMSE MUD as a function of U by
considering a MC-CDMA system employing Υ = 1, G = 8 and BPSK modulation.
Thus, first term of (3.83) is the mean BER asymptote employing ZF MUD and M -QAM
modulation, which is given by (3.31). Moreover, the second term of (3.83) is the mean BER
reduction due to the MMSE MUD in relation to the ZF MUD for M -QAM modulation.
The asymptotes (3.81) and (3.83) show that MC-CDMA systems with MMSE MUD
have a diversity of ΥG − U + 1. It means that the system looses one degree of diversity
for each own-cell interferer. Hence, a MC-CDMA system with Υ antennas at the BS can
allocate up to U = ΥG users in a group of G subcarriers and to obtain a diversity equal
to 1, i.e., the system can be overloaded maintaining acceptable mean BER. Furthermore,
the obtained asymptotes evidence that the derived BER expressions are valid for U ≤ ΥG
because the binomial coefficients are not defined for negative integers.
Let us analyze the asymptotes in more detail. For simplicity, consider BPSK. Fig. 3.3
shows the mean BER difference between MMSE MUD and ZF MUD, i.e., Qb (Υ, G,U , γc),
which is given by (3.82). Further, in this figure, (3.30) and (3.81) are plotted, which are
the BER asymptotes for ZF MUD and MMSE MUD, respectively. These expressions are
shown as a function of U and parameterized by γc = 5 dB and 25 dB by considering a
MC-CDMA system employing Υ = 1 and G = 8. In Fig. 3.3b, the region enclosed into
a square has been enlarged. In the results, notice that when U = 1, Qb (Υ, G,U , γc) is
equal to zero regardless of γc. Hence, in this scenario, (3.81) becomes equal to (3.30).
Consequently, both LMUDs have same performance. Moreover, as U increases, observe
that Qb (Υ, G,U , γc) also increases. As consequence, from (3.81) and the results shown
in Fig. 3.3, note that the performance of MMSE MUD is better than the performance of
ZF MUD for U > 1. Additionally, note that even when γc is increased to 25 dB, MMSE
MUD continues superior to ZF MUD for U > 1. A similar result is also presented in the
study of multiple-input-multiple-output (MIMO) systems performed in [112]. All these
previous conclusions are verified by simulations in Section 3.4.
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3.4 Numerical Results and Discussions
In this section, the mean BER of MC-CDMA systems with LMUDs is assessed by ap-
plying our analytical expressions and approaches in some relevant scenarios. Simulations
employing Monte Carlo method are performed in order to support our expressions. This
section is divided into two subsections in which is evaluated: 1) single cell scenario, which
consider only the presence of MAI and 2) cellular scenario considering the presence of
MAI and CCI. The common simulation parameters are detailed in Tab. 3.4. Some
of these parameters have been chosen based on LTE standard. Additionally, from the
parameters of Tab. 3.4, we have that Tp > Tm, as consequence, the absence of ISI and
ICI is guaranteed.
3.4.1 Single Cell Scenario
In the single cell scenario, only the effects of MAI on the MC-CDMA system per-
formance are observed. Additionally, it is considered that Rs = R, i.e., the cell is not
divided into an inner and outer region.
Fig. 3.4 shows the mean BER for ZF and MMSE as a function of the number of
active users (U) transmitting in the same group of G = 8 subcarriers, parameterized by
the number of antennas in the array at the BS (Υ) and by different modulation schemes
considering that Eb/N0 = 15 dB. Specifically, Fig. 3.4a shows the mean BER for ZF MUD
and Fig. 3.4b shows the mean BER for MMSE MUD. First, observe the accuracy between
simulation and theoretical results. Note that the theoretical curves can be obtained only
for U ≤ ΥG. It happens because the obtained BER expressions are defined only for
this number of users. For both LMUDs observe that as U increases, the mean BER also
increases. It occurs because MC-CDMA loses degrees of diversity when the number of
users transmitting in the group of subcarriers increases. Nevertheless, when Υ increases,
the diversity is improved, theMAI is mitigated and as result, more users can be allocated
in the same group of G = 8 subcarriers. Thus, note that the system can be overloaded
(U > G) when Υ > 1 and it still maintains acceptable mean BER values. In Subsection
2.9.3, it is stated that the loss of orthogonality among spreading sequences is not critical
because the independent channel gains affecting each chip help the MUD to differentiate
the signals transmitted by different users. Thus, the results of Fig. 3.4 confirm the above
statement because both LMUDs mitigate theMAI and at the same time they guarantee
diversity for the MC-CDMA system when U < ΥG. On the other hand, if orthogonality
among spreading sequences is admitted (system without frequency interleaving), then the
diversity would be equal to 1 (no diversity) for15 U ≤ G.
15With Walsh codes, there are up to G orthogonal spreading sequences.
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Table 3.4: Simulation parameters.
Parameter Employed Value Considerations
600
The number of subcarriers is related to the
Number of data FFT size. In LTE systems it can be used
subcarriers (L) 72, 180, 300, 600, 900 or 1200 subcarriers
depending on the available bandwidth [4].
15 kHz
On Release 8 of LTE it was established that
Subcarrier the subcarrier spacing is equal to 15 kHz.
spacing (∆f ) Alternatively, it is possible to employ 7.5 kHz
for broadcast applications [4].
Carrier
3.5 GHz
The 3.5 GHz band is one of the candidates




In the uplink of LTE it is possible to use a
short duration cyclic prefix (5.21 µs) and a
long duration cyclic prefix (16.67 µs) [4].
Fading mean
1 Fading channel with normalized mean power.
power (σ2ch)
700 ns
For urban environments, typical values of
delay spread are in the interval 700 ns ≤
Channel Delay T ≤ 1900 ns [48]. From (2.16), for T = 700
Spread (T ) ns we have that Bc ≈ 300 kHz. The correla-
tion factor for this fading channel was presen-
ted in Fig. 2.6.
Terrain Type Category B
Category B terrain of the SUI path-loss
model include some urban and suburban
environments (refer to Subsection 2.4.1.1).
Inner cell




Typical cell radius for urban environments.







The results shown in Fig. 3.4 also allow to compare the performance of both LMUDs.
Thus, note that when U is small in relation to the product ΥG, ZF MUD and MMSE MUD
have similar performance. Moreover, as U tends to the product ΥG, the performance of
MMSE MUD becomes better than the performance of ZF MUD. This behavior was shown
during the analysis of the instantaneous SNIR of MMSE MUD (refer to Subsection 3.3.2).
Thus, our mathematical analysis is consistent with the numerical results. Additionally,
as a particular case, note that BPSK and 4-QAM modulation schemes have the same
performance when ZF MUD is employed for any U . On the other hand, when MMSE
MUD is employed, both modulation schemes have similar performance for U  ΥG, but
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(a) ZF MUD.












































Figure 3.4: Mean BER employing LMUDs as a function of U , parameterized by Υ and by
different modulations schemes for MC-CDMA employing G = 8, Eb/N0 = 15 dB in a single cell
scenario.
when U tends to ΥG, BPSK modulation has better performance than 4-QAM modulation.
This difference can be easily verified by comparing the BER asymptotes for BPSK and
4-QAM modulations. Thus, for ZF MUD, it is possible to show that both asymptotes are
equal. Moreover, for MMSE MUD, the asymptotes are different for U > 1.
In previous figures, it is not clear how the diversity changes when the number of active
users is increased. In the following, we include a couple of figures that allow to observe
these changes. Fig. 3.5 shows the mean BER for both LMUDs as a function of the Eb/N0
ratio, parameterized by U , for a MC-CDMA system employing Υ = 1 and G = 8 in
a single cell scenario. Specifically, Fig. 3.5a considers 4-QAM and Fig. 3.5b considers
16-QAM. In these figures, the regions enclosed into a square have been enlarged for better
observation of the results. Additionally, the BER asymptotes for the scenario with U = 8
is shown. From the analytical modeling of previous sections, it is known that the diversity
of both LMUDs is given by ΥG−U+1. Therefore, in the analyzed figures, notice that as U
increases, the diversity order of the MC-CDMA system decreases. Hence, for small values
of U , MC-CDMA has considerably diversity and as consequence, ZF MUD and MMSE
MUD have similar performance. As particular case, both LMUDs have same mean BER
when U = 1. Moreover, as U increases, the diversity order is lost and the benefits of the
MMSE MUD become clearer. This aspect has been also analyzed at the end of Subsection
3.3.4 considering the BER asymptotes. Notice that as the modulation order increases,
MMSE MUD performance gain over ZF MUD becomes smaller. For example, consider
the scenario with U = 8, where MMSE MUD requires approximately 8 dB less Eb/N0 (in
the high Eb/N0 region) to ensure the same mean BER than ZF MUD when 4-QAM is
employed. On the other hand, MMSE MUD requires approximately 3 dB less Eb/N0 to
ensure the same mean BER than ZF MUD for 16-QAM.
3.4. Numerical Results and Discussions 111






























































































Figure 3.5: Mean BER employing LMUDs as a function of Eb/N0, parameterized by U for
MC-CDMA employing Υ = 1 and G = 8 in a single cell scenario.
Next, the performance of the scheduling process proposed in Subsection 3.2.5 for ZF
MUD is evaluated. As stated previously, this scheduling is an attractive approach for the
scenario where MC-CDMA is fully loaded (U = ΥG). Thus, this scenario is considered in
the following. Additionally, the aim of the next figures is to check the previous conclusions
obtained from Tab. 3.2. For this, Fig. 3.6 shows the mean BER of a MC-CDMA system
employing the proposed scheduling process as a function of Eb/N0 and parameterized by
the total number of users competing for transmitting in a group of G = 6 subcarriers (Ut).
We have also assumed that Υ = 1. Specifically, Fig. 3.6a considers 4-QAM modulation
and Fig. 3.6b considers 16-QAM modulation. In the results of Tab. 3.2, it can be
observed that every time that we increase two users in the scheduling process, the system
gains approximately one degree of diversity. It can also be verified in Fig. 3.6, where
we have plotted theoretical BER curves with diversity d = 1, 2, 3 and 4 to facilitate the
results analysis. From Tab. 3.2, the diversity order obtained with the scheduling process
is not an integer number. Thus, note that simulated BER curves have slightly different
slopes in relation to theoretical BER curves. This is more noticeable for Ut = 8, which
according to the results of the aforereferenced table, has a diversity of approximately
d = 2.3. Moreover, note that simulated curves are slightly shifted to the right in relation
to theoretical curves. This is the performance loss in terms of16 Eb/N0. This aspect
was also analyzed in Subsection 3.2.5. Hence, the proposed scheduling is an interesting
approach that improves the system performance in exchange of computational complexity
but without loss of spectral efficiency, as the MC-CDMA system remains fully loaded.
16We mention Eb/N0 and not SNIR because we are analyzing a system without CCI.
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Ut = 10 (Simulation)
Ut = 12 (Simulation)
Ut = 14 (Simulation)
Theoretical
d = 1, 2, 3, 4
(a) 4-QAM.



































Ut = 10 (Simulation)
Ut = 12 (Simulation)
Ut = 14 (Simulation)
Theoretical
d = 1, 2, 3, 4
(b) 16-QAM.
Figure 3.6: Mean BER employing scheduling for the ZF MUD as a function of Eb/N0, parame-
terized by Ut for MC-CDMA employing Υ = 1, G = 8 and U = 8 in a single cell scenario.
3.4.2 Cellular Scenario
In this subsection, the performance of a cellular scenario that considers the presence of
MAI and CCI is evaluated. The CCI modeling has been performed in Subsection 2.9.4,
where we have considered the channel reuse schemes FFR and SFR. Thus, throughout this
subsection, the performance for users in the inner cell and outer cell regions is evaluated.
Therein, the cell reuse radius (Rs), described in Subsection 2.2.1.2, is also a parameter
that defines the cellular system performance. Additionally, it is assumed that the mean
number of interferers in each co-cell is equal to the number of active users transmitting
in a group of G subcarriers in the cell of interest17, i.e., λI = U .
Fig. 3.7 shows the mean BER for cell inner and cell outer regions as a function of
U , parameterized by the type of LMUD, by Υ and by the normalized cell reuse radius
(Rs/R) for a MC-CDMA system employing G = 8, Eb/N0 = 15 dB and 16-QAM in FFR
cellular scenario. First, note the accuracy between simulation and theoretical results.
Additionally, by comparing Fig. 3.7 with Fig. 3.4, notice the CCI effects. Thus, CCI
eliminates the linear behavior of the BER curves (refer to Fig. 3.4). As consequence,
the mean BER increases quickly as U increases when CCI is present. Further, similar to
single cell scenario, ZF MUD and MMSE MUD have similar performance when U  ΥG.
However, as U increases, MMSE MUD performance is slightly better than ZF MUD
performance. Furthermore, as expected, as Υ increases, the mean BER decreases.
Fig. 3.7 also presents some aspects of the FFR scheme. One of the main advantages of
FFR is that the cell reuse radius can be modified according to the operating conditions of
the system. As example, Fig. 3.7 considers three scenarios: Rs/R = 0.1 (or equivalently,
Rs = R0), Rs/R = 0.8 and Rs/R = 1. In the first scenario, the cellular system uses F = 3.
17It is acceptable to consider that nearby cells have similar traffic conditions.
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Thus, co-cells are at a considerable distance from the cell of interest. Consequently, this
scenario has the best BER, but not the best spectral efficiency. Moreover, in the third
scenario the system employs F = 1. Hence, the users in the cell of interest are highly
affected by CCI. Thereby, they present the highest mean BER. Now let us focus our
attention on the second scenario. In this case, the cell inner region employs F = 1 and
the outer region employs F = 3. Notice that the inner region has better performance
than the scenario where the whole cell employs F = 1. This is because co-cell interferers
that affect the cell inner region of the cell of interest are in the inner region of the co-
cells. Thus, these interferers are close to their BS and hence, they do not require high
transmission power. Therefore, CCI from those co-cell interferers is not strong. Moreover,
for the outer region, the mean BER is higher than that of the scenario where all the cell
employs F = 3. It occurs because co-cell interferers that affect the cell outer region are
concentrated in the outer region of the co-cells. Thus, these interferers must increase their
transmission power because they are distant from their BS. As consequence, high levels
of CCI are produced. The assumption of Rs/R = 0.8 is a particular scenario. Thus, the
CCI intensity changes when the ratio Rs/R is modified. Further ahead, other scenarios
with different values of Rs/R are presented.
Fig. 3.8 shows the mean BER for the inner and outer regions of the cell as a function
of U , parameterized by the type of LMUD and by Υ for MC-CDMA employing G = 8,
Eb/N0 = 15 dB and 16-QAM in SFR scenario. For this scenario, the value of Rs is
obtained by employing (2.3). Thus, according to the established parameters, Rs/R ≈ 0.8.
Further, in this case it is considered Υ = 3 and Υ = 5 because SFR is highly affected
by CCI. By comparing the BER curves with Υ = 3 of Fig. 3.7 and Fig. 3.8, notice
that FFR has better performance than SFR, mainly when U is not large. However SFR
is also attractive, because all data subcarriers are used in each cell, which represents a
favorable channel allocation. In this scenario, note that users in the outer region have
better performance than users the inner region. It occurs because users in the inner
region of the cell of interest are affected by interference arriving from interferers in the
outer region of the co-cells, which use high transmission power as they are further away
from their BS. Moreover, users in the outer region of the cell of interest receive interference
from users in the inner region of the co-cells, which are close to their BS. For a better
understanding, refer also to Fig. 2.24. Finally, by comparing Fig. 3.8a with Fig. 3.8b,
note once more that MMSE MUD has better performance than ZF MUD for U in the
order of ΥG.
Following the same reasoning of the previous subsection, some figures of the mean
BER as a function of Eb/N0 are shown below in order to perform additional analysis for
the LMUDs and for the effects of the interference on the system performance.
Fig. 3.9 shows the mean BER for the cell inner and outer regions as a function of
Eb/N0, parameterized by the type of LMUD and by the ratio Rs/R for a MC-CDMA
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Rs/R = 0.1 (F = 3, Simulation)
Rs/R = 0.8 ( FFR , Simulation)






(a) ZF MUD, Υ = 1.



































Rs/R = 0.1 (F = 3, Simulation)
Rs/R = 0.8 ( FFR , Simulation)






(b) ZF MUD, Υ = 3.































Rs/R = 0.1 (F = 3, Simulation)
Rs/R = 0.8 ( FFR , Simulation)






(c) MMSE MUD, Υ = 1.



































Rs/R = 0.1 (F = 3, Simulation)
Rs/R = 0.8 ( FFR , Simulation)






(d) MMSE MUD, Υ = 3.
Figure 3.7: Mean BER for the cell inner and outer regions as a function of U , parameterized by
the type of LMUD, by Υ and by the ratio Rs/R for MC-CDMA employing G = 8, Eb/N0 = 15
dB and 16-QAM in FFR cellular scenario.
system employing Υ = 3, G = 8, U = 18 and 4-QAM modulation in FFR cellular
scenario. We have chosen 4-QAM because it is a more robust modulation. Additionally,
note that MC-CDMA system is highly overloaded because 18 users are transmitting in a
group of 8 subcarriers. However, with the appropriate selection of Rs, acceptable values of
mean BER are obtained considering that error correcting codes are not employed in this
work. Thus, observe that as the ratio Rs/R increases, the mean BER increases too. It
happens because large Rs represents large inner region, which employs F = 1 and hence,
it is affected by high CCI levels. On the other hand, when Rs decreases, there is a better
performance in both regions of the cell. Thus, interferers in the inner region of co-cells
are closer to their BS and hence, they transmit with small power. Consequently, CCI
affecting the users in the cell inner region is weak. Moreover, the mean power used by
interferers in the outer region of the cells (due to power control) diminishes because the
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Υ = 3 (Simulation)
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Figure 3.8: Mean BER for the cell inner and outer regions as a function of U , parameterized by
the type of LMUD and by Υ for MC-CDMA employing G = 8, Eb/N0 = 15 dB and 16-QAM in
SFR cellular scenario.
interferers can be closer to their respective BS. As consequence, CCI affecting the users
in the outer region of the cell of interest also decreases. In Chapter 6, we determine the
values of Rs that maximize the mean cellular spectral efficiency at the same time that
they ensure an acceptable BER for the users. Finally, note in the same figure the floors
that CCI produces on the BER curves, which cannot be eliminated even by the Eb/N0
increasing. These floors are in lower BER values when MMSE MUD is employed.
Fig. 3.10 shows the mean BER for the cell inner and outer regions as a function of
Eb/N0, parameterized by U and by the type of LMUD for a MC-CDMA system employing
Υ = 3, G = 8 and 4-QAM modulation in SFR cellular scenario. Note that results are
presented for U = 8 and 18 users, respectively. In the first case, the cell outer region has
low mean BER. Moreover, although U is small for Υ = 3, the CCI affects strongly the
performance of users in the inner region of the cell of interest. Consequently, this region
presents high mean BER. On the other hand, if the number of active users in a group of
subcarriers is decreased to U = 18, then both regions of the cell are highly affected by
CCI. Hence, by comparing Fig. 3.10 with Fig. 3.9, it is observed that FFR has better
performance than SFR for any value of Rs/R.
From the earlier results, SFR scheme by itself is not a good alternative for MC-CDMA
with LMUDs. Thus, additional techniques such as massive MIMO [114] should be used
along with this reuse scheme. Although the study of massive MIMO goes beyond the
scope of this work, we can asses the SFR performance when the number of antennas in
the array at the BS increases by employing our derived expressions. Fig. 3.11 shows the
mean BER as a function of Υ, parameterized by U for MC-CDMA employing ZF MUD,
G = 8, Eb/N0 = 20 dB and 4-QAM in SFR scenario. For these results, it has been
considered only ZF MUD, because, as observed in previous results, both LMUDs have
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Rs/R = 0.3 (Simulation)
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Rs/R = 0.3 (Simulation)
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Figure 3.9: Mean BER for the cell inner and outer regions as a function of Eb/N0, parameterized
by the type of LMUD and by the ratio Rs/R for MC-CDMA employing Υ = 3, G = 8, U = 18
and 4-QAM in FFR cellular scenario.































U = 8 (Simulation)
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Figure 3.10: Mean BER for the cell inner and outer regions as a function of Eb/N0, parameterized
by U and by the type of LMUD for MC-CDMA employing Υ = 3, G = 8 and 4-QAM in SFR
cellular scenario.
similar performance for ΥG  U . In Fig. 3.11, note that a considerable increase of Υ
is required to obtain acceptable BER for users in the inner region of the cell of interest.
Moreover, users in the cell outer region obtain good performance even with few antennas
at the BS. Although overloaded systems mean high spectral efficiency, it also represents
high CCI. Thus, consider as example the scenario U = 18, where 18 users are transmitting
in 8 subcarriers in the cell of interest. However, a similar scenario occurs at the co-cells.
As consequence, there are 6× 18 = 108 interferers (on average) in the co-cells. Therefore,
it is necessary to dimension the cellular network adequately so that the spectral efficiency
is maximized without compromising the BER.
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U = 8 (Simulation)
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Figure 3.11: Mean BER as a function of Υ, parameterized by U for MC-CDMA employing the
ZF MUD, G = 8, Eb/N0 = 20 dB and 4-QAM in SFR cellular scenario.
Now, the scheduling process described in Subsection 3.2.5 is evaluated. Thus, Fig.
3.12 shows the mean BER as a function of Eb/N0 for a MC-CDMA system employing
ZF MUD and the mentioned scheduling process. For these results, FFR scheme with
Rs/R = 0.5 has been considered. Additionally, MC-CDMA system employs Υ = 1,
G = 8, U = 8 and 4-QAM. The results are parameterized by the total number of users
competing for transmitting in the G = 8 subcarriers. Specifically, Fig. 3.12a shows the
mean BER for the users in the cell inner region and Fig. 3.12b shows the mean BER for
the users in the cell outer region. It is important to indicate that all the scenarios shown
in the figure are affected by the same levels of MAI and CCI because the MC-CDMA
system is fully loaded in all the scenarios. In the results, when Ut = U , it is not possible
to perform the scheduling process. Consequently, the performance in this scenario is the
same obtained with the typical ZF MUD. Moreover, if Ut > U , then scheduling can be
performed. As consequence, note in Fig. 3.12 that, in this scenario, the diversity gain due
to the scheduling decreases the mean BER values in which the floors appear. Hence, the
mean BER values for these floors are reduced as Ut increases. Remember that the selection
of Ut must be adequate for the complexity of the scheduling process to be practical.
Finally, an important issue in the design of MMSE MUD in presence of CCI is high-
lighted. Typically, MMSE MUD is designed by considering only the noise variance. How-
ever, in (3.42), we have included the CCI variance in order to obtain the weight matrix
for this MUD. Fig. 3.13 shows the mean BER as a function of Eb/N0, parameterized by
the type of LMUD for a MC-CDMA system employing Υ = 1, G = 8, U = 8 and 4-QAM
modulation. Thus, the system is fully loaded. Additionally, this figure consider F = 1
and F = 3 scenarios, similar to those shown in Fig. 3.7. In Fig. 3.13, observe that the
BER curves have floors. Further, notice that when the CCI variance is not considered in
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Ut = 8 (Simulation)
Ut = 10 (Simulation)
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(a) Cell inner region.































Ut = 8 (Simulation)
Ut = 10 (Simulation)
Ut = 12 (Simulation)





(b) Cell outer region.
Figure 3.12: Mean BER employing scheduling for the ZF MUD as a function of Eb/N0, parame-
terized by Ut and by the cell region for MC-CDMA employing Υ = 1, G = 8, U = 8 and 4-QAM
in FFR cellular scenario with Rs/R = 0.5.
the MMSE MUD design (σ2n in the figure legend), MMSE MUD has same performance
that ZF MUD in the high Eb/N0 region. On the other hand, when the CCI variance is
employed in the MMSE MUD design (σ2n +σ
2
c in the figure legend), mean BER floors can
be reduced and consequently, MMSE MUD has better performance than ZF MUD in the
high Eb/N0 region.





































Figure 3.13: Mean BER as a function of Eb/N0, parameterized by the type of LMUD for MC-
CDMA employing Υ = 1, G = 8, U = 8 and 4-QAM.
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CHAPTER 4
Bit Error Rate Analysis for Multiuser
Maximum Likelihood Detector
4.1 Introduction
In this chapter, the bit error rate of MC-CDMA cellular systems is evaluated by
considering a MU-MLD in the receiver at the BS. It is well known in the literature
that maximum likelihood detection is the optimum detection method [22]. Moreover,
the exponential complexity is another factor that characterizes this kind of detection.
Nevertheless, in this chapter we also describe a technique that allows the MU-MLD to be
implemented with lesser complexity. This technique is the SD algorithm [23].
The MU-MLD decides by a symbol vector s̃ if the joint likelihood function is maxi-
mized. The join likelihood function is denoted by f(y|ŝ), where y is the received signal
vector, given by (2.70), and ŝ is a candidate symbol vector. In (2.70), the CCI and the
noise samples are independent zero-mean Gaussian random variables. Therefore, the joint

































where y` is the `-th element of the received signal vector and h` is the `-th row of matrix
H. From (4.1), the candidate symbol vector that maximizes f(y|ŝ) is the symbol vector
that minimizes the metric
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where h`,κ is the (`, κ)-th element of matrix H and ŝ` is the `-th element of the candidate
symbol vector ŝ. By the above, the MU-MLD decision can be written as
s̃ = arg min
ŝ
Φ(ŝ). (4.3)
A brute-force solution to MLD problem would perform an exhaustive search. Conse-
quently, (4.2) would be computed for all possible vector ŝ, and the one that obtains the
lowest metric is the MU-MLD decision.
In the following, expressions to calculate the mean BER of MC-CDMA systems em-
ploying MU-MLD are derived. For this, BPSK and M -QAM modulation are considered.
However, before going into this analysis, we firstly describe the SD algorithm. Particularly,
a way to implement this algorithm is presented, that allows the system to be overloaded
even when the number of antennas in the array is equal to 1.
The remainder of this chapter is organized as follows. The SD algorithm is described
in Section 4.2. The MU-MLD and SD algorithm complexities are analyzed in Section 4.3.
Upper bound BER expressions are derived in Section 4.4. In this section, a process to
reduce the complexity on the evaluation of BER expressions for 16-QAM and 64-QAM
modulations is presented. Asymptotic analysis of the upper bound BER expressions is
performed in Section 4.5. Finally, the numerical results and discussions are carried out in
Section 4.5.
4.2 Sphere Decoder Algorithm
The complexity of an exhaustive search is exponential with the number of users trans-
mitting in the same group of G subcarriers. Thus, (4.3) requires the calculation of MU
metrics, where M is the modulation order. As consequence, in this section, an approach
that transform the MLD process into a tree search algorithm is described. As previously
stated, this algorithm is known as sphere decoder and it has been proposed in [23].
The SD algorithm derives its name from the structure shown in Fig. 4.1a, which shows
the candidate symbol vectors and the received vector y. This figure considers U = 2 and
4-PAM modulation18. The set of candidate symbol vectors is known as lattice, which has
been plotted after performing the operations Hŝ in Fig. 4.1a. It is for this reason that the
lattice appears rotated. The SD algorithm performs a search for possible vector ŝ within
a hypersphere of radius ℘ centered at the received vector y. Hence, SD algorithm avoids
the complexity of the exhaustive search.
The SD approach transforms the searching process into a tree based algorithm. In
order to carry out this transformation, QR factorization (or decomposition) of matrix H
18A M -PAM constellation has been considered instead of a M -QAM constellation because the last
requires two orthogonal planes for each symbol, which would make a didactic observation difficult.



















Final node (smallest metric) 
(Stage 1) (Stage 2) (Stage 𝑢)
(b) SD tree for U users.
Figure 4.1: Lattice and tree employed in the SD algorithm considering 4-PAM modulation.












where Q is a ΥG×ΥG unitary matrix. Moreover, matrices Q1 and Q2 represent the first
U and the last ΥG − U orthonormal columns of Q, respectively. Further, R is a U × U
upper triangular matrix and 0 is a (ΥG − U) × U null matrix. Therefore, by employing
this factorization on matrix H of (2.70), we have that








Multiplying both sides of (4.5) by QH1 , we obtain that














where we have used that QH1 Q1 = I because Q1 has orthonormal columns. Hence, due to
the properties of matrix Q1, CCI and noise statistics are not modified. Naming z = QH1 y,
from (4.6), a candidate vector is inside of the hypersphere if it satisfies the condition [23]











where rκ,` denotes the (κ, `)-th entry of R. Fig. 4.1b shows a SD tree example considering
19We consider the thin QR factorization, which is enough for the SD implementation [23].
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4-PAM modulation. In the figure, note that the number of branches leaving a node is
given by the modulation order. Additionally, observe that the left hand side of (4.7)
defines the node metrics. Specifically, the sums are performed in a reverse order. The SD
algorithm decides by the symbols associated with the path leading to the final node with
the smallest metric. Finally, note that the decided symbol associated with the first stage
of the tree is the symbol decided for user U . Moreover, the symbol associated with the
last stage of the tree is the symbol decided for user 1. Thus, the symbols are decided in
an inverse order.
In the following, some techniques employed in this work in order to implement the SD
algorithm are described. These techniques allow to overload MC-CDMA system at the
same time that the complexity is reduced.
4.2.1 MMSE Sorted QR Factorization
There are several methods to factorize a matrix, such as the Gram Schmidt process,
Givens rotations [115] or the zero-forcing sorted QR factorization [116]. However, these
factorization algorithms, as they are defined, are dimensionally incompatible with SD
algorithm, for20 U > ΥG. Thus, in this scenario, these algorithms produce an upper-
trapezoidal matrix R, which produce errors in the detection process. Thus, a factorization
method that allows to work in these scenarios is determinant.
Additionally, looking at the factors rU ,U , rU−1,U−1, ..., r1,1 in the tree of Fig. 4.1b, it is
possible to notice that they have high impact on the metrics calculated at each level of the
tree. As example, if rU ,U is high, then there is a large difference between the node metrics
at the first level of the tree. This is beneficial from a complexity viewpoint, because we can
eliminate sub-trees in the early stages of the algorithm (The pruning technique employed
in this work is described later). Therefore, it is important to have an algorithm that sorts
the QR factorization so that rU ,U > rU−1,U−1 > ... > r1,1
The two requirements stated in the two previous paragraphs are satisfied by the MMSE
sorted QR factorization algorithm proposed in [117]. This approach has been proposed
for Vertical-Bell laboratories layered space-time (V-BLAST) systems, which performs the
detection process via successive interference cancellation. Nonetheless, we have verified
that MMSE sorted QR factorization can be easily adapted to SD implementation. This
















20The reader can notice that this scenario was not considered for LMUDs. This is because those
detectors perform poorly when U > ΥG. However, as will be seen in the next sections, the MU-MLD has
good performance even in this scenario.
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matrices of dimensions ΥG× U and U × U , respectively. Finally, R is a
U×U upper triangular matrix. Following a process similar to that used in (4.4) and (4.5),
it is easy to note that the SD algorithm with MMSE QR factorization must employ Q
1
and R matrices for the condition established by (4.7). The algorithm to perform this kind
of QR factorization is available in [117, Tab. 1]. However, for better comprehension, we
have rewritten this algorithm in Appendix D, where the number of operations required
to perform this kind of QR factorization is also determined.
In Fig. 4.1b, observe that symbol decision is made in reverse order. However, with
MMSE sorted QR factorization this order may change because an exchange of the columns
of matrices Q and R is performed. Nevertheless, in addition to the matrices Q and R, the
algorithm shown in Appendix D provides a permutation vector p, that indicates how the
columns of the matrices have been exchanged. Specifically, for our system, the elements
of p denote the order in which the symbols are decided in the SD algorithm. Thus,
for example consider p = [2 1 3]. It means that the symbol vector decided by the SD
algorithm contains the symbols of the users 2, 1 and 3, respectively.
Finally, by considering the extended channel matrix of (4.8), the Euclidean distances
are now calculated as


















where 0U is a U × 1 null column vector. Therefore, by comparing (4.2) and (4.9), notice
that the MMSE sorted QR factorization introduces a bias (self-noise) on the calculated
distances, which depends on the symbol vector hypothesis. As consequence, the detection
accuracy is degraded. In the numerical results of Section 4.6, it is determined that the
SNR performance loss due to the bias is only a few tens of dBs. In fact, this loss is directly
related to the modulation scheme employed and the number of users.
4.2.2 Criteria Employed to Reduce the SD Complexity
In this subsection, some aspects considered in the implementation of the employed SD
algorithm are described.
4.2.2.1 Initial Hypersphere Radius
When we think about complexity, the first important aspect to keep in mind is that
the initial value of ℘ must be chosen carefully. Hence, if this value is too small, then it
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is possible that no candidate vector is inside of the hypersphere. Moreover, if the initial
value of ℘ is too high, then the SD complexity becomes high because many nodes must be
visited in the tree. As consequence, an interesting option is to employ a high initial value
for ℘, e.g., ℘ = ∞, and then, the radius can be updated as the SD algorithm advances
[23]. However, we have determined a simple form to calculate the initial hypersphere




∥∥y − κHŝ∥∥2] ≤ ε, (4.10)
where P[·] denotes probability and ε is a very small probability. From (2.70) and (4.9), if




∥∥y − κHŝ∥∥2] = P [℘20 < ‖w‖2 + κ2 (σ2c + σ2n) ‖ŝ‖2] (4.11)
where w = κ(HcPsc + H
′
cP
′s′c) + n, i.e., w is a ΥG× 1 vector containing the samples of
the CCI plus noise. As CCI and noise samples are independent zero-mean complex Gaus-
sian random variables, the elements of w are also zero-mean complex Gaussian random
variables with variance σ2c + σ
2
n. Therefore, w = ‖w‖2 is a chi-square random variable
with 2ΥG degrees of freedom with CDF [81]


















, w ≥ 0. (4.12)





























Finally, the initial hypersphere radius can be calculated as
℘0 ≥
√
F−1(1− ε) + κ2 (σ2c + σ2n) ‖ŝ‖2, (4.15)
where F−1(1− ε) implies to find the value of w given that F (w) = 1− ε.
The result of (4.15) allows to calculate an initial finite hypersphere radius. However,
two conditions must be satisfied in order to avoid implementation problems:
1. The probability ε must be a very small value. If this condition is not satisfied, then it
is highly probable that no candidate vector is inside of the hypersphere. Numerical
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results of Section 4.6 show that ε ≈ 10−3 obtain good SD complexity for any values
of Υ, G and U .
2. The vector ŝ, in (4.15), must be one of the candidate vectors with highest norm.
As example, for U = 3 and 4-PAM modulation, one vector with highest norm is
ŝ = [−3,−3,−3]T and for 64-QAM modulation, ŝ = [7 + 7i, 7 + 7i, 7 + 7i]T .
In the event in which ε is not adequately selected, it is possible that no final node is
reached. If this happens, we propose to allocate a value of infinity to ℘0 and SD algorithm
is executed again. Nevertheless, it represents an increase in the SD algorithm complexity.
4.2.2.2 Pruning Technique
There are some pruning techniques that can be used in the SD tree in order to arrive
to the MLD decision as soon as possible [118]. Inspired by the algorithm best-first branch-
and-bound, also known as depth-first [119], employed to solve optimization problems, the
SD algorithm considered in this work tries to find the final node with the smallest metric
by pursuing first the most promising paths. Thus, the algorithm goes first into the sub-
trees whose initial intermediate node has the lowest metric among all intermediate nodes
of the same level. Hence, a priority criterion21 based on the metric values is established in
order to enter on the sub-trees. When the algorithm arrives to a final node, then the value
of ℘ is updated with the metric of that node22, as long as this metric is lesser than the
current value of ℘. Then, the algorithm continues executing until there is no node with
a metric lower than the value of ℘. Finally, the symbols associated with the path leading
to the final node with the lowest metric are the SD decision. For better understanding,
Fig. 4.2 shows an example of the algorithm executed in 3 steps. The values shown into a
circle are the node metrics and the values shown into a square are the node priorities.
4.2.2.3 Implementation for M -QAM Modulation
When MMSE sorted QR factorization and depth-first techniques are employed, there
is a high probability that sub-trees will be eliminated in the early stages of the main tree.
As consequence, from the complexity viewpoint, it is preferable that the tree has more
stages than a large number of branches leaving each node. Thus, for example, a 64-QAM
modulation produces a tree with 64 branches leaving each node, while a 8-PAM produces
just 8 branches. Therefore, it would be convenient to transform the complex M -QAM
modulation into two real
√
M -PAM modulations. A solution found in the literature is to
decompose the whole complex signal model into the real model [121]. Thereby, the U -
dimensional complex signal model of (2.70) can be written as the following 2U -dimensional
21The priority criterion for lattices is known in the literature as Schnorr-Euchner enumeration [120].
22Remember that the initial radius of ℘ is set equal to ℘0.
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User 2
Metric of the intermediate node
















































1.4 Metric of the final node
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<{κ(HcPsc + H′cP′s′c) + n}
={κ(HcPsc + H′cP′s′c) + n}
)
, (4.16)
where <{·} and ={·} denote real and imaginary parts of their arguments, respectively
and the symbols of s are complex symbols that belong to a M -QAM modulation. Hence,
the problem now is to determine 2U symbols belonging to a constellation
√
M -PAM.
Additionally, in this model, the QR factorization is applied over the 2ΥG × 2U matrix
H. Finally, notice that the number of final nodes of the SD tree does not change with
this transformation.
4.3 Computational Complexity
In this section, MU-MLD and SD algorithm complexities are analyzed as a function
of the number of operations required by each multiuser detection technique.
4.3.1 MU-MLD Complexity
In Subsection 3.2.1, it has been stated that the number of complex operations required
to perform the product of two matrices. Based on that, Tab. 4.1 shows the total number
of complex operations required by the MU-MLD by considering (4.3). Additionally, the
MU-MLD requires a look-up table in order to save all the calculated metrics and to
determine the symbol vector which generates the smallest metric.
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Table 4.1: Number of complex operations required by the MU-MLD.
Step
Complex Additions Complex Multiplications
and Subtractions and Divisions
Hŝ MUΥG (U − 1) MUΥGU
κHŝ − MUΥG
y − κHŝ MUΥG −
‖y − κHŝ‖2 MU(ΥG− 1) MUΥG
Total MU [ΥG(U + 1)− 1] MUΥG(U + 2)
4.3.2 SD Algorithm Complexity
The complexity of the SD algorithm, as defined in [23], has been studied in [24], where
it is determined that the mean23 complexity of the SD is of polynomial type. The polyno-
mial degree depends on some factors as the SNR, the number of users and the modulation
order. Moreover, if Schnorr-Euchner enumeration [120], MMSE QR factorization and an
initial hypersphere radius are employed, then to obtain expressions for the SD complexity
is an intricate task because other random variables are included in the algorithm execu-
tion. For this reason, in this work, the SD complexity is evaluated based on simulations.
For this, we previously obtain the number of operations required to calculate the metric
associated to each branch (or node). Thus, from (4.7) and Fig. 4.1b, note that the number
of operations required to calculate the metric associated to a node depends on the stage
at which that node is into the tree. With this observation, Tab. 4.2 shows the number
of complex operations required to calculate the metric of a node as a function of the SD
tree stage at which that node is. In the results shown in this table, it has been considered
that squared operation (·)2 requires one complex multiplication.
Table 4.2: Number of complex operations required by SD algorithm per node metric.
Stage at Complex Additions Complex Multiplications
SD tree and Subtractions and Divisions
1 1 3
`, ` ≥ 2 `+ 1 2`+ 1
SD algorithm also requires the QR factorization of matrix H. Thus, by considering the
factorization method described in Subsection 4.2.1, Appendix D shows that the MMSE











U complex multiplications/divisions. Hence, MMSE
QR factorization has complexity O(U3). Finally, it is also important to consider the
23The number of nodes visited by the SD algorithm is a random variable.
4.4. Mean Bit Error Rate 128
operations required to obtain the vector z = QH
1
y in (4.7). Hence, it represents more
(ΥG− 1)U complex additions/subtractions and ΥGU complex multiplications/divisions
for SD algorithm.
All the operations described above will be accounted on the simulation results per-
formed in Section 4.6.
4.4 Mean Bit Error Rate
In this section, some expressions to evaluate the mean BER of MC-CDMA systems
employing MU-MLD are derived. A quite accepted technique to derive BER expressions
of MU-MLD for CDMA based systems is to employ the pairwise error probability (PEP)
concept [22]. From this concept, upper bound BER expressions can be obtained.
For our scenario, the PEP can be described as the probability that MU-MLD decides
for an erroneous symbol vector ŝi given that a symbol vector ŝj has been transmitted.
Therefore, the PEP can be denoted as
P(ŝi, ŝj) = P[ Φ(ŝi)− Φ(ŝj)︸ ︷︷ ︸
Di,j
< 0|ŝj ], (4.17)
where Φ(ŝ) is defined in (4.2). Thus, from that definition, the metric Di,j can be expressed
























where ŝi,` and ŝj,` denote the `-th element of vectors ŝi and ŝj, respectively. Additionally,
v` is a (U + 1)-dimensional column vector given by
v` =
(
y`, h`,1, h`,2, ..., h`,U
)T
, (4.19)
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where s2 is the mean power of the constellation and γc denotes the mean SNIR per channel,
which has been previously obtained in (3.17).
The upper bound of the mean BER is obtained by the sum of all pairwise error
probabilities between the set of vectors {ŝi} that differ at least in their k-th position










where P(ŝi, ŝj) is given by (4.22). Further, the factor 1/M
U is the probability of occurrence
of each PEP and the factor 1/ log2M appears due to Gray encoding
24. In order to
evaluate (4.25), the calculation of MU(MU −MU−1) PEPs is necessary. Thus, the BER
calculation is a problem with exponential complexity. Nevertheless, closed-form upper
bound BER expressions including the pairwise error probabilities calculation within them
are presented in the following for BPSK and 4-QAM modulations. Moreover, we have
also found procedures to simplify the calculation of the number of PEPs for 16-QAM and
64-QAM modulations. These procedures are described in next subsections.
4.4.1 BPSK Modulation
In order to obtain the mean BER upper bound for BPSK, we employ directly the PEP
definition given by (4.17). As the information about transmitted symbols is available in
the receiver only through the received vector y, we can rewrite the PEP definition as
P(ŝi, ŝj) = P
[
Φ(ŝi)− Φ(ŝj) < 0|y1, y2, ..., yΥG
]
(4.26)
24If Gray encoding is used, then the mean BER can be approximated from the mean symbol error rate
(Ps) by employing Pb ≈ Ps/ log2M [75]. This approximation is highly accurate in the high SNIR region.
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where y` denotes the `-th entry of the received vector y, that can be written as (E.6).
Now, for better understanding, consider initially a MC-CDMA system with Υ = 1 and
U = 2 users transmitting in a group of G = 2 subcarriers. The upper bound of the mean
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P([+1, +1]T , [−1, +1]T ) + 1
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P([−1, −1]T , [+1, −1]T ) + 1
4
P([−1, +1]T , [+1, −1]T ),
(4.27)
where ŝi,1 6= ŝj,1 ∀i, j, i.e., the first symbol is always in error. Therefore, (4.27) has four
terms having one symbol error and four terms having two symbol errors. As example,
consider the term P
(
[+1 − 1]T , [−1 − 1]T
)
with one symbol error (ε = 1). By employing
(4.26), we have the next PEP
P
(









where the real part (<{·}) is taken because we are considering BPSK symbols. Moreover,
h1,1,1 and h1,2,1 are zero-mean complex Gaussian random variables with variance σ
2
ch, where
σ2ch is the variance of the channel gains (refer to Subsection 2.9.3). Further, C` and n` are
the `-th CCI and noise samples, respectively. Similar results to (4.28) can be obtained
for other terms with one symbol error. Now, consider the term P
(
[+1 + 1]T , [−1 − 1]T
)
with two symbol errors (ε = 2). Alike, by employing (4.26), we obtain the next PEP
P
(




<{−κ|h1,1,1 + h1,1,2|2 − κ|h1,2,1 + h1,2,2|2




where h1,1,1 + h1,1,2 and h1,2,1 + h1,2,2 are zero-mean complex Gaussian random variables
with variance 2σ2ch. Similar results are obtained for other terms with two symbol errors.
The sum of terms into the probability operator (P[·]) at the right-hand side of (4.28) or
(4.29) is equivalent to a decision variable of a MRC systems with 2 branches, given that
the −1 symbol is transmitted. Thus, the whole right-hand side of (4.28) or (4.29) denotes
the probability of that decision variable to be greater than 0.
If we perform the above calculations for different values of Υ, G and U , it is possible
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to evidence that all the sums of terms into the probability operator are equivalent to a
decision variable of a MRC system employing BPSK modulation. Obviously, different
values of Υ, G and U produce different number of branches, with different variances.
As consequence, we can employ the well-known BER expression of BPSK modulation in
MRC systems [80, eq. (14-4-15)] in order to model the PEP. However, it is important
to take into account that the variance of the branches is modified as a function of the
number of symbols in error between the vectors si and sj, which is denoted by ε. Hence,
the equivalent mean SNIR of the above decision variables is equal to εγc, where γc is the
mean SNIR per channel given by (3.17). Consequently, the PEP expression for ε different

























In addition, the number of PEPs for U users and ε symbol errors can be written as




2U , ε = 1, 2, ...,U . (4.32)
As example e(2, 1) = 4, that is, for U = 2 and ε = 1, there are 4 PEPs where the symbol
vectors si and sj have 1 symbol in error. It can be verified in (4.27). Finally, from (4.30)-
(4.32), the mean BER upper bound for the MC-CDMA system employing MU-MLD and

























Consider a 4-QAM constellation whose symbols set is26 {−1− i,−1 + i, 1− i, 1 + i},
where i =
√
−1. For a given U , if we calculate the PEPs, it is possible to determine that
the metrics χij = ‖ŝi − ŝj‖2 always belong to the set values of {4, 8, 12, ..., 8U} for all i
and j. Recalling that {ŝi} is the set of vectors that differ in their k-th position from the
vector ŝj, it can be verified that the pattern related to the number of times that a given
25We change the PEP notation from P(ŝi, ŝj) to P(ε) because it no longer depends on the symbols
vectors ŝi and ŝj , but depends only on the number of different elements (ε) between these vectors.
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χij appears is the same for all ŝj. For better understanding, Tab. 4.3 shows the values
of χi,j for a scenario with U = 2 and different vectors. In this table we have arbitrarily
selected 4 ŝj vectors and we have also considered the events where the first symbol is
always in error. Note that in each column, the metrics 4, 8, 12 and 16 appear 2, 5, 4 and
1 times, respectively. The same repetition pattern is obtained for other ŝj vectors.
Table 4.3: Metrics χij = ‖ŝi − ŝj‖2 for a system with 4-QAM modulation and U = 2.
ŝi
ŝj
[−1−i, −1−i]T [−1+i, −1−i]T [+1−i, +1−i]T [+1+i, −1+i]T
[−1−i, −1−i]T − 4 8 12
[−1−i, −1+i]T − 8 12 8
[−1−i, +1−i]T − 8 4 16
[−1−i, +1+i]T − 12 8 12
[−1+i, −1−i]T 4 − 12 8
[−1+i, −1+i]T 8 − 16 4
[−1+i, +1−i]T 8 − 8 12
[−1+i, +1+i]T 12 − 12 8
[+1−i, −1−i]T 4 8 − 8
[+1−i, −1+i]T 8 12 − 4
[+1−i, +1−i]T 8 12 − 12
[+1−i, +1+i]T 12 16 − 8
[+1+i, −1−i]T 8 4 8 −
[+1+i, −1+i]T 12 8 12 −
[+1+i, +1−i]T 12 8 4 −
[+1+i, +1+i]T 16 12 8 −
Previously, it has been stated that the number of PEPs needed to calculate Pb is
MU(MU −MU−1). Nevertheless, as consequence of the above, the number of PEPs can
be reduced to MU − MU−1 because the χij metrics can be calculated only for one ŝj
vector and then the number of metrics is multiplied by 4U , which is the total number of
ŝj vectors. However, in the following it is shown that further simplifications can be made.
Let ΛU be a set containing the number of times that χij appears in the pattern for a
given U . Hence, for U = 2, we have that Λ2 = {2, 5, 4, 1}, this means that χij = 4 appears
2 times in the pattern, χij = 8 appears 5 times, χij = 12 appears 4 times and χij = 16
appears once. Similarly, for U = 3, we have determined that Λ3 = {2, 9, 16, 14, 6, 1} and
for U = 4, Λ4 = {2, 13, 36, 55, 50, 27, 8, 1}. Notice that each set ΛU has 2U elements.
Next, it is shown that each element of ΛU can be obtained analytically.
Let ŝ1 = −1 − i be the symbol of reference and consider the U × 1 vector ŝj =
[ŝ1, ŝ1, ..., ŝ1]
T . With this consideration, we have observed that the vectors from the set
{ŝi} can be grouped into subsets, so that the vectors of a same subset generate the same
metric χij. Thus, after performing several simulations, it has been determined that the ŝi
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vectors must be grouped according to the number of −1s that they have, by considering
the −1s in both real and imaginary components of all symbols in the vector. As example,
Tab. 4.4 shows these subsets of vectors for U = 2. Note that the number of vectors in
each subset is 2, 5, 4 and 1, respectively, which are the values previously specified in Λ2.
Hence, if we perform the grouping process of Tab. 4.4 for several values of U , it is possible
















, ` = 2, 3, ..., 2U − 1.
(4.34)
Table 4.4: Subsets of {ŝi} vectors for a system with 4-QAM modulation and U = 2.










[−1+ i, −1+ i]T , [−1+ i, +1− i]T , [+1− i, −1+ i]T ,
8 2





[−1+ i, +1+ i]T , [+1− i, +1+ i]T , [+1+ i, −1+ i]T ,
12 1





[+1+ i, +1+ i]T
}
. 16 0
The elements of ΛNu , in (4.34), appear in reverse order. With this observation and by
employing (4.22)-(4.25), the mean BER upper bound for MC-CDMA employing MU-MLD






























In the above expression, it is necessary to employ s2 = 2 because the symbol vectors em-
ployed in the analysis do not have normalized mean power (refer to footnote 26). Further,
note that the factor 4(2U − `) makes the metrics to appear in reverse order. Finally, the
factor 4U , in (4.35), is justified by what was indicated previously: “the χij metrics can
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be calculated only for one ŝj vector and then the number of metrics is multiplied by 4
U ,
which is the total number of ŝj vectors”.











































In this subsection, it is shown that the number of PEPs needed to calculate the mean
BER for 16-QAM can be reduced from 16U(16U − 16U−1) to 3(2U − 1)(16U − 16U−1).
Let A1 = {−1,+1} and A2 = {−3,+3}. Additionally, consider that any symbol
in the 16-QAM constellation whose in-phase and quadrature components are elements
of {A1}, is the type 0. Consider also that any symbol in the constellation whose in-
phase and quadrature components are elements of {A1} or {A2}, but they cannot belong
simultaneously to {A1} or {A2} is a symbol of type 1. Finally, consider that any symbol
in the constellation whose in-phase and quadrature components are elements of {A2}, is
a symbol of type 2. Therefore, as shown in the constellation27 of Fig. 4.3, there are 4















Figure 4.3: Symbol types in the 16-QAM constellation.
After calculating the metric χij = ‖ŝi − ŝj‖2 for several number of users, we have
realized that different ŝj vectors produce the same pattern related to the number of times
that a given χij appears. For example, for U = 2, each one of the 16 ŝj vectors from the
set {[0, 0]} produces the pattern shown in Tab. 4.5, where Λ denotes the number of times
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Table 4.5: Repeating pattern of χij = ‖ŝi − ŝj‖2 obtained with the set of ŝj vectors {[0, 0]} for
a system with 16-QAM and U = 2.
χij 4 8 12 16 20 24 28 32 36 40 44 48 52 56
Λ 2 5 4 3 10 12 4 5 14 16 12 8 14 24
χij 60 64 68 72 76 80 84 88 92 104 108 112 124 144
Λ 12 1 12 17 12 6 4 12 12 6 4 4 4 1
that χij appears in the repeating pattern. Note that
∑
Λ = MU−MU−1 = 162−16 = 240.
Thus, after exhaustive tests, it has been observed that for U = 2, there are 9 repeating
patterns of χij and the sets of sj vectors that generate them are:
{[0, 0]}, {[0, 1]}, {[1, 0]}, {[0, 2]}, {[1, 1]}, {[2, 0]}, {[1, 2]}, {[2, 1]}, {[2, 2]},
where we have ignored the (·)T operator for notation simplicity. Further, for U = 3, there
are 15 repeating patterns and the sets of sj vectors related to each pattern are:
{[0, 0, 0]}, {[0, 0, 1], [0, 1, 0]}, {[1, 0, 0]}, {[0, 1, 1], [0, 0, 2], [0, 2, 0]},
{[1, 0, 1], [1, 1, 0]}, {[2, 0, 0]}, {[0, 1, 2], [0, 2, 1]},
{[1, 0, 2], [1, 1, 1], [1, 2, 0]}, {[2, 0, 1], [2, 1, 0]}, {[0, 2, 2]},
{[1, 1, 2], [1, 2, 1]}, {[2, 0, 2], [2, 1, 1], [2, 2, 0]}, {[1, 2, 2]},
{[2, 1, 2], [2, 2, 1]}, {[2, 2, 2]}.
Note that some sets are formed by different subsets. Vectors of different subsets of a same
set generate the same pattern of metrics χij. For U = 4, 5, 6 and 7 users we have found
21, 27, 33 and 39 different sets, respectively.
After obtaining the sets of ŝj vectors for different values of U , we have observed that
it is possible to establish a procedure to form these sets, that is described as: 1) First,
form all possible vectors performing all possible permutations of 0, 1 and 2 taken U at
a time. 2) These vectors are then grouped according to the sum of their elements. This
sum assumes the values 0, 1, 2, ..., 2U . 3) Finally, we must separate these groups according
to the first user symbol type, i.e., vectors with same first user symbol type form a set.
Consequently, it is possible to show that the number of sets of ŝj vectors is 3(2U − 1).
For better understanding this procedure, Fig. 4.4 shows an example considering U = 3.










where ς is the number of subsets in the set and N`,κ is the number of symbols related to
the κ-th user in the `-th subset of the set. Hence, N`,κ assumes values 4, 8 and 4 for the
symbol types 0, 1 and 2, respectively. As example, consider the set {[0, 0, 1], [0, 1, 0]},
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0  0  0 0
0  0  1 1
0  0  2 2
0  1  0 1
0  1  1 2
0  1  2 3
0  2  0 2
0  2  1 3
0  2  2 4
1  0  0 1
1  0  1 2
1  0  2 3
1  1  0 2
1  1  1 3
1  1  2 4
1  2  0 3
1  2  1 4
1  2  2 5
2  0  0 2
2  0  1 3
2  0  2 4
2  1  0 3
2  1  1 4
2  1  2 5
2  2  0 4
2  2  1 5
2  2  2 6
𝑢1 𝑢2 𝑢3 Σ
Σ = 0 0  0  0 
Σ = 1
0  0  1
0  1  0
1  0  0 
Σ = 2
0  0  2
0  1  1
0  2  0
1  0  1
1  1  0
2  0  0 
Σ = 3
0  1  2
0  2  1
1  0  2
1  1  1
1  2  0
2  0  1
2  1  0 
Σ = 4
0  2  2
1  1  2
1  2  1
2  0  2
2  1  1
2  2  0
Σ = 5
1  2  2
2  1  2
2  2  1 
Σ = 6 2  2  2 
{[0, 0, 0]} 
{[0, 0, 1], [0, 1, 0]}
{[1, 0, 0]} 
{[0, 0, 2], [0, 1,  1], [0, 2, 0] }
{[1, 0, 1], [1, 1, 0]}
{[2, 0, 0]} 
{[0, 1, 2], [0, 2, 1]}
{[1, 0, 2], [1, 1, 1], [1, 2, 0] }
{[2, 0, 1], [2, 1, 0]}
{[0, 2, 2]} 
{[1, 1, 2], [1, 2, 1]}
{[2, 0, 2], [2, 1, 1], [2, 2, 0] }
{[1, 2, 2]} 
{[2, 1, 2], [2, 2, 1]}
{[2, 2, 2]} 
Step 1 Step 2 Step 3
Figure 4.4: Procedure to form sets with ŝj vectors that generate the same pattern of metrics
χij = ‖ŝi − ŝj‖2 for 16-QAM and U = 3.
which has ς = 2 subsets. By employing (4.39) we have that 4× 4× 8 + 4× 8× 4 = 256.
As consequence, this set has 256 vectors.
Thereby, we should calculate the χij metrics for 3(2U − 1) ŝj vectors. Specifically,
one vector of each set. Thus, knowing the number of times that χij appears in each of
the 3(2U − 1) patterns and the number of vectors in the sets related to the patterns, it
is possible to obtain the total number of times that each χij appears. Therefore, only
3(2U − 1)(16U − 16U−1) PEPs are necessary to evaluate (4.25).
4.4.4 64-QAM Modulation
In this subsection, it is shown that the number of PEPs needed to calculate the mean
BER for 64-QAM can be reduced from 64U(64U − 64U−1) to 10
3
U(4U2 − 1)(64U − 64U−1).
Consider that A1 = {−1,+1}, A2 = {−3,+3}, A3 = {−5,+5} and A4 = {−7,+7}.
Consider also that s`` represents any symbol in the constellation whose in-phase and
quadrature components are elements of {A`}. Finally, consider that s`κ represents any
symbol in the constellation whose in-phase and quadrature components are elements of
{A`} or {Aκ}, for ` 6= κ. The symbols types and the number of symbols of each type in
the 64-QAM constellation are detailed in Fig. 4.5 and Tab. 4.6, respectively28.


















































Figure 4.5: Symbol types in the 64-QAM constellation.
Table 4.6: Symbol types and number of symbols of each type in the 64-QAM modulation.
Type of symbol s11 s12 s13 s14 s22 s23 s24 s33 s34 s44
Number of symbols
4 8 8 8 4 8 8 4 8 4
in the constellation
After exhaustive tests, it has been determined that different sj vectors produce the
same pattern related to the number of times that a given χij = ‖ŝi− ŝj‖2 appears. Hence,
the 64U sj vectors can be grouped into sets as a function of the pattern that they generate.
Thus, for U = 2, there are 100 sets, the first 10 sets are:
{[s11, s11]}, {[s11, s12]}, {[s11, s13]}, {[s11, s14]}, {[s11, s22]},
{[s11, s23]}, {[s11, s24]}, {[s11, s33]}, {[s11, s34]}, {[s11, s44]}.
The remaining 90 sets are obtained modifying the symbol type related to the first user.
For U = 3, the 643 sj vectors can be grouped into 350 sets. The first 35 sets are shown in
Tab. 4.7, the remaining 315 sets are obtained modifying the symbol type of the first user
in all subsets. In Tab. 4.7, some sets are formed by different subsets.
Thereby, the symbol types of users 2, 3, ...,U do not change when the symbol type of
user 1 is changed in order to generate all sets. Hence, pay attention to symbol types in
the positions 2, 3, ...,U of the vectors in the subsets of a same set. We call these subsets
as common subsets. For example, consider the set of vectors in the 10-th row and 2-nd
column of Tab. 4.7, then the common subset is: {[s23, s44], [s24, s34], [s34, s24], [s44, s23]}.
Note that in each vector the subscript 1 does not appear, the subscript 2 appears once, the
subscript 3 appears once and the subscript 4 appears twice. Similar patterns are observed
in other common subsets. Therefore, we can take advantage of these repetitive patterns.
4.4. Mean Bit Error Rate 138























































































































































































4.5. Asymptotic Analysis of the Mean Bit Error Rate 139
Note that in each vector of the common subsets there are 2U − 2 subscripts. Note also
that the number of times that a subscript appears in each vector is {0, 1, 2, ..., 2U − 2}.
As consequence of these patterns, the common subsets can be formed as
w + x+ y + z = 2U − 2, (4.40)
where w, x, y and z ∈ {0, 1, 2, ..., 2U−2} represent the number of times that the subscripts
1, 2, 3 and 4 appear in each vector, respectively. From (4.40), it can be shown that there
are 1
3
U(4U2 − 1) possible combinations of w, x, y and z, that is the same amount of
common subsets. Consequently, there are 10
3
U(4U2 − 1) sets of sj vectors and only
10
3
U(4U2 − 1)(64U − 64U−1) PEPs are needed to evaluate (4.25). The number of vectors
in each set is obtained from (4.39). In this case N`,κ assumes the values of the second
row of Tab. 4.6. Finally, for better understanding of the procedure to obtain the sets of
ŝj vectors, Fig. 4.6 shows an example considering U = 2 users. In this example, only 30
sets out of a total of 100 are obtained.
2  0  0  0   2
1  1  0  0   2
1  0  1  0   2
1  0  0  1   2
0  2  0  0   2
0  1  1  0   2
0  1  0  1   2
0  0  2  0   2
0  0  1  1   2
0  0  0  2   2
𝑤 𝑥 𝑦 𝑧 Σ
Combinations








{[𝑠11, 𝑠11]} {[𝑠12, 𝑠11]} {[𝑠13, 𝑠11]} {[𝑠14, 𝑠11]} {[𝑠22, 𝑠11]}
{[𝑠23, 𝑠11]} {[𝑠24, 𝑠11]} {[𝑠33, 𝑠11]} {[𝑠34, 𝑠11]} {[𝑠44, 𝑠11]}
{[𝑠11, 𝑠23]} {[𝑠12, 𝑠23]} {[𝑠13, 𝑠23]} {[𝑠14, 𝑠23]} {[𝑠22, 𝑠23]}
{[𝑠23, 𝑠23]} {[𝑠24, 𝑠23]} {[𝑠33, 𝑠23]} {[𝑠34, 𝑠23]}{[𝑠44, 𝑠23]}
{[𝑠11, 𝑠44]} {[𝑠12, 𝑠44]} {[𝑠13, 𝑠44]} {[𝑠14, 𝑠44]} {[𝑠22, 𝑠44]}
{[𝑠23, 𝑠44]} {[𝑠24, 𝑠44]} {[𝑠33, 𝑠44]} {[𝑠34, 𝑠44]} {[𝑠44, 𝑠44]}
Figure 4.6: Procedure to form sets with ŝj vectors that generate the same pattern of metrics
χij = ‖ŝi − ŝj‖2 for 64-QAM and U = 2.
4.5 Asymptotic Analysis of the Mean Bit Error Rate
In this section, the asymptotic behavior of the mean BER of MC-CDMA with MU-
MLD is analyzed. Thus, asymptotes of the BER expressions of Section 4.4 are derived. By
employing the BER asymptotes, the SNR (Eb/N0) penalty due to the presence of MAI
is also calculated. The CCI is not considered in this analysis because, as it is observed in
the numerical results of Section 4.6, it produces floors in the BER curves, which cannot be
eliminated even by increasing the Eb/N0. Hence, the SNR penalty indicates the necessary
increase of Eb/N0 in a MC-CDMA system with MU-MLD in presence of MAI in order
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to obtain the same mean BER of a system without any kind of interference, i.e., a MC-
CDMA system with a single user. In the absence of interference, MU-MLD has the same
performance of MRC [75]. As consequence, the expressions of the mean BER for MRC
without interference are considered as lower bounds for MU-MLD.
4.5.1 BPSK Modulation
By employing Maclaurin series expansion [95, eq. (0.318.2)] on (4.31) and taking only


























. In (4.41), it is possible to realize
that MC-CDMA with MU-MLD does not lose diversity as U increases, which indicates
that it is a better detector than LMUDs. It can be verified by comparing (4.41) with
(3.30) or (3.81), which are the asymptotes of ZF MUD and MMSE MUD, respectively.












where the subscript (·) i− denotes the absence of interference.
Considering σ2c = 0 in (3.17), the mean SNIR per channel is given by γc = Eb/N0σ
2
ch/G.
By substituting this result in (4.41) and equaling with (4.42), we can write the Eb/N0














Hence, if U = 1, then P = 1. Thus, in this scenario, MRC and MU-MLD have the same
performance. Moreover, as U increases, P also increases. However, evaluating (4.43), it
is possible to notice that if the product ΥG is increased, then P increases more slowly as
U increases. For proof of what has been said, the above expression and the next derived
expressions for the Eb/N0 penalty are plotted in the numerical results of Section 4.6.
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4.5.2 4-QAM Modulation
In order to obtain the mean BER asymptote for 4-QAM, we first rationalize the




∆2` + 4 + 4
2
. (4.44)
From (4.37), if γc is high, then ∆`  4. As consequence, (4.44) can be approximated by
ρ` ≈ −∆` in the asymptotic region. With this approximation, the asymptote for (4.38)































where we have used that the predominant term in the sums of (4.38) is the term where










. In (4.45), note again that as U increases, MC-
CDMA with MU-MLD maintains the diversity of ΥG. Nevertheless, the factor between
brackets evidences the mean BER increasing as U increases.
The asymptotic mean BER of MRC employing 4-QAM in the absence of interference
is also given by (4.42). From (3.17), the mean SNIR per channel in the absence of
interference for 4-QAM is given by γc = (2Eb/N0 σ
2
ch)/G. Thus, by employing this result
in (4.45) and by equating this BER with (4.42), the Eb/N0 penalty due to the MAI for



























From (4.46), if U = 1, then P = 1 + 2−(ΥG+1). As consequence, if the product ΥG
is small, there is a small difference between the mean BER of MRC and MU-MLD. It
happens because the derived expressions for MU-MLD are upper bounds. However, we
usually employ values of Υ or G that made 2−(ΥG+1) negligible. As consequence, if U = 1,
then P ≈ 1 and MRC and MU-MLD have the same performance in absence of interference.
Moreover, as U increases, the Eb/N0 penalty increases too.
4.5.3 16-QAM and 64-QAM Modulations
Employing similar procedure of Subsection 4.5.2, it is possible to show that (4.23) can
be approximated by ρi,j = −∆i,j when γc → ∞. Therefore, the asymptote of (4.25) is
































In Chapter 3, we have stated that ZF MUD has same performance of MRC detector
with ΥG− U + 1 degrees of diversity. As consequence, if U = 1 is employed in the BER
expressions of ZF MUD, then we obtain the mean BER of MRC in the absence ofMAI.
Therefore, by employing U = 1 and γc = (Eb/N0 log2Mσ2ch)/G (because σ2c = 0) in (3.31),













where w and µ(x,M) are given by (3.25) and (3.32), respectively.
By employing that γc = (Eb/N0 log2M σ
2
ch)/G in (4.47) and by equating this mean















where we have used that the mean power of M -QAM constellation is s2 = 2(M − 1)/3,
that is, s2 = w. It is not easy to realize how the Eb/N0 penalty, given by (4.49), behaves
because it depends on the metrics ‖ŝi − ŝj‖2. However, the results shown in the next
section, specifically in Subsection 4.6.2, clarify its behavior.
4.6 Numerical Results and Discussions
In this section, the mean BER of MC-CDMA with MU-MLD is analyzed by employing
our analytical expressions in some relevant scenarios. We also perform some simulations29
employing the Monte Carlo method in order to verify the tightness of our expressions. All
simulations are performed employing the SD algorithm described in Section 4.2. Thus,
the MMSE sorted QR factorization is used in the SD implementation. For a better
comprehension of the results, this section is divided in three subsections: 1) MU-MLD and
SD algorithm computational complexities, 2) mean BER in a single cell scenario, which
consider only the presence of MAI and 3) mean BER in a cellular scenario considering
the presence of MAI and CCI. The simulation parameters are detailed in Tab. 3.4.
Other simulation considerations are detailed at the beginning of Section 3.4.
29Some simulations presented in this section have been performed employing the IBM/GPU environ-
ment of CENAPAD-SP.
4.6. Numerical Results and Discussions 143
4.6.1 MU-MLD and SD Computational Complexities
In this subsection, the computational complexity of the MU-MLD, as defined in (4.3),
and the computational complexity of SD algorithm are analyzed. For the analysis, we
take into consideration the criteria described in Subsection 4.2.2 and the results of Sec-
tion 4.3. Thus, the complexity is given by the number of complex operations performed
by MU-MLD and SD algorithm in different scenarios. In the following, the number of
additions/subtractions and multiplications/divisions is plotted. However, it is important
to remember that MU-MLD and SD algorithm require look-up tables to perform the
detection process. For simplicity, absence of CCI is considered in the simulations.
Fig. 4.7 shows the mean number of operations performed by SD algorithm normalized
by the number of operations performed by MU-MLD as a function of U in a MC-CDMA
system employing Υ = 1, G = 4, Eb/N0 = 15 dB and different modulation schemes. In
the SD algorithm, ε = 10−3 is employed (refer to Subsection 4.2.2.1). Thus, Fig. 4.7
shows the complexity reduction obtained with the SD algorithm in terms of the number
of operations required to perform the detection process in relation to MU-MLD. Note
that as U increases, the normalized number of operations diminishes. Moreover, observe
that the greater the modulation order, the smaller the normalized number of operations.
As example, for 64-QAM and U = 4 users, the number of operations performed by
MU-MLD is approximately 3 × 106 times the number of operations performed by SD
algorithm. This drastic complexity reduction is directly reflected in the execution time
and the chipset size [123], which allows the implementation of the maximum likelihood
detection in practical systems. Finally, note that the number of multiplications/divisions
is slightly greater than the number of additions/subtractions. This is because the calcula-
tion of the metric of a node requires more complex multiplications/divisions than complex
additions/subtractions. It can be verified in Tab. 4.2.
Fig. 4.8 shows the mean number of complex operations performed by SD algorithm
(with ε = 10−3) as a function of Eb/N0 and parameterized by the QR factorization method
in two fully loaded scenarios (U = G). Specifically, Fig. 4.8a shows results for MC-CDMA
employing Υ = 1, G = 8, U = 8 and 4-QAM. Moreover, Fig. 4.8b shows results of MC-
CDMA employing Υ = 1, G = 6, U = 6 and 16-QAM. In these figures, we have considered
two QR factorization methods: MMSE sorted QR factorization, described in Subsection
4.2.1, and Gram-Schmidt QR factorization method, whose complexity isO(U3) [115], that
is similar to MMSE sorted QR factorization complexity. The aim of these figures is to
show the complexity reduction obtained with sorted MMSE QR factorization algorithm.
We have not considered overloaded scenarios because Gram-Schmidt method cannot be
applied on matrix H if U > ΥG. In the results, note that in the low Eb/N0 region, SD
algorithm with MMSE sorted QR factorization employs less operations. This is due to
the ordering that this type of factorization performs, which allows arriving to the final
node with the lowest metric visiting a smaller number of nodes, or equivalently, using a
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Figure 4.7: Mean number of operations performed by SD algorithm (with ε = 10−3) normalized
by the number of operations performed by MU-MLD as a function of U for MC-CDMA employing
Υ = 1, G = 4, Eb/N0 = 15 dB and different modulation schemes.
smaller number of operations. Moreover, in the high Eb/N0 region, both types of QR
factorization perform similar number of operations. Thus, as Eb/N0 increases, the mean
number of operations decreases because SD algorithm can prune a greater number of trees
in the first stages of the tree. Further, in the high Eb/N0 region, there is high probability
that the first final node reached is the one with the smallest metric. If this happens,
the SD algorithm performs the minimum number of operations. This is largely due to
the pruning technique employed (refer to Subsection 4.2.2.2). From results of Subsection
4.3.2, the minimum number of operations performed by SD algorithm is given by
Op+,− = M +M
U∑
`=1
(`+ 1)︸ ︷︷ ︸
SD algorithm
+ U3 + ΥGU2 − U︸ ︷︷ ︸
MMSE QR factorization




















Op×,÷ = 3M +M
U∑
`=1
































where Op+,− and Op×,÷ denote the minimum number of complex additions/subtractions
and the minimum number of complex multiplications/divisions, respectively. In order to
employ the above expressions for M -QAM modulation, it is important to consider how
the SD algorithm has been implemented for this kind of modulation (refer to Subsection
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(a) Υ = 1, G = 8, U = 8, 4-QAM.




































(b) Υ = 1, G = 6, U = 6, 16-QAM.
Figure 4.8: Mean number of operations performed by SD algorithm (with ε = 10−3) as a function
of Eb/N0, parameterized by the type of QR factorization method for two fully loaded scenarios.
4.2.2.3). Thus, for the scenario of Fig. 4.8a, we have that30 Op+,− = 8722 and that
Op×,÷ = 9662. Moreover, for the scenario of Fig. 4.8b, we have that
31 Op+,− = 3940 and
that Op×,÷ = 4638. Thus, these values are the floors of the analyzed curves.
In Subsection 4.2.2.1, an expression to establish an initial radius for SD algorithm is
determined. Specifically, this expression is (4.15), which is function of the probability ε.
Thus, in order to evaluate this approach, Fig. 4.9 shows the mean number of operations
performed by the SD algorithm as a function of ε and parameterized by Eb/N0 for a MC-
CDMA system employing Υ = 1, G = 8, U = 8 and 4-QAM. In particular, Fig. 4.9a and
Fig. 4.9b consider Eb/N0 = 5 dB and Eb/N0 = 10 dB, respectively. In both figures, note
that the maximum number of operations is performed when ε = 1. In this case, the SD
algorithm can never reach a final node because ℘0 ≈ 0. As consequence, the algorithm
automatically employs the initial radius ℘0 = ∞, which leads to a greater number of
visited nodes, or equivalently, a greater number of operations. Similarly, when ε = 10−2
or when ε = 10−1, the initial radius is too small. Hence, there are also several scenarios in
which the SD algorithm does not reach a final node and consequently, the value ℘0 =∞
must be also employed in these scenarios. Moreover, observe that the smallest number of
operations is calculated when ε = 10−3. However, if this value is decreased to ε = 10−4,
the number of operations performed by SD begins to increase again. This is due to the
increase in ℘0, which represents a greater number of visited nodes by the SD algorithm.
Similar results appear for both values of Eb/N0. Nevertheless, for different values of ε,
there is a small difference between the numbers of operations when Eb/N0 = 10 dB. This
difference becomes smaller and smaller as Eb/N0 increases, once, the SD algorithm can
30We have employed: Υ = 1, G = 16, U = 16 and M = 2.
31We have employed: Υ = 1, G = 12, U = 12 and M = 4.
























































































(b) Eb/N0 = 10 dB.
Figure 4.9: Mean number of operations performed by SD algorithm as a function of ε, parame-
terized by Eb/N0 for MC-CDMA employing Υ = 1, G = 8, U = 8 and 4-QAM.
eliminate more sub-trees in the first stages of the main tree in the high Eb/N0 region.
Finally, after performing several tests with different system parameters, we observed that
for ε = 10−3, the best results in almost all scenarios were obtained. The complexity
reduction depends on the parameters used in the system.
4.6.2 Single Cell Scenario
In this subsection, the absence of CCI is considered in order to observe only the effects
of the MAI on the system performance. As consequence, the channel reuse does not
affect the results. Additionally, it is considered that Rs = R, i.e., the cell is not divided
into inner and outer regions.
In Section 4.5, we have derived expressions to calculate the SNR penalty (P) of MC-
CDMA with MU-MLD in presence of MAI so that this system has the same mean
BER of MC-CDMA without any type of interference. Thus, for better understanding
of the results of the aforementioned section, Fig. 4.10 shows the Eb/N0 penalty as a
function of U , parameterized by G and by the modulation scheme by considering Υ = 1.
Specifically, Fig. 4.10a shows the results for BPSK and 4-QAM and Fig. 4.10b shows the
results for 16-QAM and 64-QAM. From the plotted curves, note that as the number of
users increases, the penalty also increases. However, as the spreading factor increases, this
penalty is reduced, that is, the greater the system diversity, the lower is the Eb/N0 penalty
produced by theMAI. Additionally, note that the lower the modulation order, the lower
is the penalty. Thus, for example, MC-CDMA with BPSK modulation and U = 24 users
transmitting in a group of G = 8 subcarriers requires an Eb/N0 increasing (penalty) of
approximately 0.1 dB in order to obtain the same mean BER than a MC-CDMA system
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(a) BPSK and 4-QAM.





















(b) 16-QAM and 64-QAM.
Figure 4.10: Eb/N0 penalty due to MAI as a function of U , parameterized by G and by the
modulation scheme for MC-CDMA employing Υ = 1 in a single cell scenario.
with a single user transmitting in the G = 8 subcarriers. It is important to remember
that these results are valid only in the asymptotic region of the BER curves.
Fig. 4.11 shows the mean BER obtained with MU-MLD implemented via SD algorithm
as a function of the number of users (U), parameterized by G and by the modulation
scheme for MC-CDMA employing Υ = 1 and Eb/N0 = 15 dB. Specifically, Fig. 4.11a,
4.11b, 4.11c and 4.11d show the mean BER for BPSK, 4-QAM, 16-QAM and 64-QAM,
respectively. The maximum U for each modulation has been chosen by considering an
acceptable SD complexity. In the literature, we can find sphere decoders for a 4 × 4
channel matrix with 64-QAM modulation (or equivalently, MC-CDMA with G = 4 and
U = 4) [123]. In the figures, note the accuracy between theoretical and simulation results,
except for high mean BER, which is understandable because the obtained expressions are
upper bounds. Notice that our expressions are accurate for Pb < 10
−2. Furthermore, note
that as U increases, the mean BER also increases due to theMAI effects. Nevertheless,
by comparing Fig. 4.11 (scenario G = 8) with Fig. 3.4 (scenario Υ = 1), becomes evident
that MU-MLD has better performance than the LMUDs. This is due to the diversity order
of MC-CDMA with MU-MLD that is given by the product ΥG, as can be verified in the
BER asymptotes derived in Section 4.5. Moreover, the diversity order of MC-CDMA with
LMUDs is ΥG−U + 1. As the diversity order with MU-MLD is ΥG, observe in Fig. 4.11
that the greater G, the lower is the mean BER. Additionally, observe that the system can
be overloaded (U > G) even when Υ = 1. Thus, the spectral efficiency is increased in
exchange of increasing the receiver complexity. Nevertheless, SD reduces this complexity
and allows MU-MLD to be implemented in practical systems. Finally, as an example
consider the scenario with BPSK, G = 2 and U = 8 and the scenario with BPSK, G = 4
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(a) BPSK.



































G = 2 (Simulation)
G = 4 (Simulation)
G = 6 (Simulation)
G = 8 (Simulation)
Theoretical
(b) 4-QAM.































G = 2 (Simulation)
G = 4 (Simulation)
G = 6 (Simulation)
G = 8 (Simulation)
Theoretical
(c) 16-QAM.
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Theoretical
(d) 64-QAM.
Figure 4.11: Mean BER as a function of U , parameterized by G and by the modulation scheme
for MC-CDMA employing MU-MLD (implemented via SD algorithm), Υ = 1 and Eb/N0 = 15
dB in a single cell scenario.
and U = 16. Both scenarios have the same spectral efficiency because the ratio32 U
GBsub
is the same. Despite this, the second scenario has lower mean BER. However, it is more
complex because there is a greater number of users in a group of G subcarriers, which
represents a larger tree in the SD.
Fig. 4.12 shows the mean BER employing MU-MLD as a function of Eb/N0, parame-
terized by U and by the modulation scheme, for a MC-CDMA system employing Υ = 1
and G = 4 in a single cell scenario. In particular, Fig. 4.12a, 4.12b, 4.12c and 4.12d show
the results for BPSK, 4-QAM, 16-QAM and 64-QAM, respectively. Additionally, these
figures show the BER asymptotes for each scenario. In Section 4.5, we have determined
that the diversity of MC-CDMA with MU-MLD is given by the product ΥG. Further-
more, we have concluded that the diversity is not modified when the number of users
32Bsub denotes the subcarrier bandwidth. Refer to Subsection 2.8.4.
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Figure 4.12: Mean BER as a function of Eb/N0, parameterized by U and by the modulation
scheme for MC-CDMA employing MU-MLD (implemented via SD algorithm), Υ = 1 and G = 4
in a single cell scenario.
transmitting on the group of G subcarriers increases. Hence, observe in Fig. 4.12 that
MC-CDMA diversity is the same for any value of U . Specifically, the diversity order is
equal to 4. However, a small performance loss in terms of SNR (Eb/N0) appears as U in-
creases. This loss is the SNR penalty. Thus, as example consider the scenario with BPSK
modulation and U = 21. Observing the BER in the asymptotic region, the SNR penalty
is approximately 5.5 dB. This result can be also obtained from the curve for G = 4 in Fig.
4.10a. Thus, the expressions derived for SNR penalty are an interesting tool to know the
MU-MLD mean BER from the BER expressions of MRC in the absence of interference.
In Subsection 4.2.1, it is stated that MMSE QR factorization introduces a bias in the
metrics employed by SD algorithm. As consequence, a degradation in the performance
should appear. However, observing Fig. 4.12a and 4.12b in the region of Pb < 10
−2, notice
that this degradation is imperceptible for BPSK and 4-QAM by comparing simulations
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results and theoretical upper bounds, which are obtained for optimal MU-MLD criterion.
Moreover, observing the results of 16-QAM and 64-QAM in Fig. 4.12c and 4.12d, respec-
tively, notice a very small degradation of the simulation in relation to theoretical upper
bounds. In both figures, a small region has been amplified in order to better observe this
degradation. Note that an approximate Eb/N0 loss of 0.1 dB is produced for 16-QAM
and an approximate Eb/N0 loss of 0.2 dB is produced for 64-QAM. Thus, after perform-
ing several simulations, we have observed that this degradation becomes more evident as
the modulation order and the ratio U/G increase. However, the small performance loss
justifies the use of MMSE QR factorization, as it guarantees the dimensions of Q and R
matrices required by SD algorithm, even when MC-CDMA U > G.
4.6.3 Cellular Scenario
In this subsection, the MC-CDMA cellular system performance including the presence
of MAI and CCI is analyzed. The CCI modeling has been made in Subsection 2.9.4,
where we have considered the channel reuse schemes FFR and SFR. Therefore, the perfor-
mance of the MU-MLD in these cellular scenarios is evaluated in the following. Thus, the
mean BER is evaluated for both the inner and outer cell regions. Additionally, we assume
that the mean number of interferers in each co-cell is equal to the number of active users
transmitting simultaneously in the same group of G subcarriers in the cell of interest, i.e.,
λI = U . The simulation parameters are detailed in Tab. 3.4.
Fig. 4.13 shows the mean BER for cell inner and outer regions as a function of U ,
parameterized by Υ and by the modulation scheme for MC-CDMA employing the MU-
MLD (implemented via SD algorithm), G = 8 and Eb/N0 = 15 dB in FFR cellular
scenario. In these figure, we have considered three scenarios: Rs/R = 0.1, Rs/R = 0.8
and Rs/R = 1. Thus, in the first scenario, Rs = R0 and consequently, all cell employs
F = 3. Hence, low CCI levels affect the cell of interest, which reflects the best system
performance. In the second scenario, the inner cell region employs F = 1 and the outer
cell region employs F = 3. As consequence, the outer cell region has better performance
than the inner one. Finally, in the third scenario, Rs = R, which means that all the
cell employs F = 1. Therefore, high CCI levels affect the cell of interest, which makes
this scenario the one with the worst performance. Additionally, as expected, 16-QAM
has worse performance than 4-QAM. Moreover, note that as the number of antennas
increases, the mean BER diminishes and consequently, the BER upper bounds become
more accurate33. As particular case, note that for Υ = 2, the BER curve of the scenario
with Rs/R = 1 does not appear in Fig. 4.13b and Fig. 4.13d. This is because the mean
BER for this scenario is below 10−7, which is difficult to simulate. Finally, by comparing
Fig. 4.13a with Fig. 4.11b (G = 8) or Fig. 4.13c with Fig. 4.11c (G = 8), we can realize
33We have previously stated that the BER upper bounds are not accurate in the high mean BER region.
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(a) 4-QAM, Υ = 1.
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(b) 4-QAM, Υ = 2.
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(c) 16-QAM, Υ = 1.
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(d) 16-QAM, Υ = 2.
Figure 4.13: Mean BER for cell inner and outer regions as a function of U , parameterized by
Υ and by the modulation scheme for MC-CDMA employing MU-MLD (implemented via SD
algorithm), G = 8 and Eb/N0 = 15 dB in FFR cellular scenario.
that the scenario with F = 3 cancel almost all CCI. However, the scenario Rs/R = 0.8
has better spectral efficiency because only the outer cell region uses F = 3. In Chapter
6, the ratio Rs/R is chosen in order to maximize the mean cellular spectral efficiency.
In Fig. 4.14, SFR cellular scenario is considered. This figure shows the mean BER for
cell inner and outer regions as a function of U , parameterized by Υ and by the modulation
scheme for MC-CDMA employing MU-MLD, G = 8 and Eb/N0 = 15 dB in SFR scenario.
Specifically, Fig. 4.14a shows the mean BER for 4-QAM and Fig. 4.14b shows the BER
for 16-QAM. In this case we have considered Υ = 2 and Υ = 4 because the cell of
interest is highly affected by CCI in SFR scenario. Similarly to the results obtained with
LMUDs, observe that the cell outer region has better performance than the cell inner
region. Thus, as U increases, the mean BER also increases. Although the system does
not lose diversity as U increases, the CCI variance increases due to the consideration that
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Figure 4.14: Mean BER for cell inner and outer regions as a function of U , parameterized by
Υ and by the modulation scheme for MC-CDMA employing MU-MLD (implemented via SD
algorithm), G = 8 and Eb/N0 = 15 dB in SFR cellular scenario.
λI = U . Therefore, an overloaded MC-CDMA (G > U) has large spectral efficiency,
but at same time high mean BER because more co-cell interferers affect the transmissions
performed in the cell of interest. By considering the results for Υ = 2 in Fig. 4.13 and Fig.
4.14, notice that FFR has lower mean BER than SFR. Consider the scenario with Υ = 4,
U = 8 and 4-QAM and the scenario with Υ = 4, U = 4 and 16-QAM. Both scenarios have
same spectral efficiency because the ratio34 U
GBsub
log2M is the same. However, the first
scenario has lower mean BER. Thus, a MC-CDMA system employing lower modulations
and higher load (more users transmitting on a group of G subcarriers) is an interesting
alternative to counteract the CCI undesirable effects.
Fig. 4.15 shows the mean BER for cell inner and outer regions as a function of Eb/N0,
parameterized by the ratio Rs/R and by the modulation scheme for MC-CDMA system
employing MU-MLD, Υ = 2 and G = 8 in FFR scenario. First, note the accuracy between
simulated and theoretical results for Pb < 10
−2. Additionally, observe that as the ratio
Rs/R increases, the mean BER also increases in both regions of the cell. This aspect has
been also observed in the results obtained with LMUDs, specifically in the results of Fig.
3.9. This can be explained as the greater Rs, the larger is the cell inner region, which is
highly affected by CCI, because this region employs F = 1. Additionally, co-cell interferers
in the outer regions of the co-cells are quite far from its BS. Consequently, they employ
high transmission powers, which produce high CCI levels. Note that there are floors in
the BER curves. However, these floors appear in low BER values for 4-QAM. Noting
that the scenario with 4-QAM and U = 12 and the scenario with 16-QAM and U = 6
have the same spectral efficiency. However, taking as reference the minimum number of
34In this case, the spectral efficiency is obtained per group of subcarriers. Thus, it is defined as the
ratio between the bit rate transmitted in the group of subcarriers and the bandwidth used for this group.
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(a) 4-QAM, U = 12.
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(b) 16-QAM, U = 6.
Figure 4.15: Mean BER for cell inner and outer regions as a function of Eb/N0, parameter-
ized by the ratio Rs/R and by the modulation scheme for MC-CDMA employing MU-MLD
(implemented via SD algorithm), Υ = 2 and G = 8 in FFR cellular scenario.
complex operations performed by the SD algorithm (refer to (4.50) and (4.51)), then the
first scenario is the most complex. Specifically, in the first scenario, the SD algorithm
performs approximately five times more operations than in the second scenario.
Fig. 4.16 shows the mean BER for cell inner and outer regions as a function of Eb/N0,
parameterized by U and by the modulation scheme for MC-CDMA employing MU-MLD,
G = 8 in SFR cellular scenario. In this scenario, we have employed Υ = 4 because the
cellular system is strongly affected by CCI when SFR is employed. For 4-QAM and 16-
QAM, note that the inner cell region is more affected by the interference than the outer
cell region. This is because co-cell interferers, for inner region of the cell of interest, are
in the outer region of the co-cells. Consequently, they employ high transmission power,
which produce high CCI. However, if MC-CDMA allocates few users in each group of
subcarriers (for example U = 4 with 4-QAM), then the mean BER has acceptable values.
Thus, overloaded MC-CDMA is not a good alternative when SFR scheme is employed.
Nevertheless, it is important to remember one more time that SFR employs F = 1 because
all channels are allocated in each cell of the system. Hence, the system performance and
the spectral efficiency must be considered together when the cellular network is designed.
Finally, Fig. 4.17 shows that the mean BER in SFR scenario improves as Υ is increased.
Thus, this figure shows the mean BER as a function of Υ parameterized by U for MC-
CDMA employing MU-MLD, G = 8, Eb/N0 = 20 dB and 4-QAM in SFR cellular scenario.
Note that the overloaded scenario (U = 12) presents the highest mean BER. Nevertheless,
by employing more antennas (Υ ≥ 10), the mean BER may be acceptable in the inner
region of the cell35. Moreover, the users in the cell outer region have good mean BER even
35The adaptive multirate (AMR) voice codec requires a mean BER less than 10−3 [124].
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Figure 4.16: Mean BER for cell inner and outer regions as a function of Eb/N0, parameterized
by U and by the modulation scheme for MC-CDMA employing MU-MLD (implemented via SD
algorithm), Υ = 4 and G = 8 in SFR cellular scenario.
with few antennas in the array. Therefore, SFR scheme is a good alternative by employing
some antennas at the BS because MC-CDMA can be overloaded and maintaining good
performance. By comparing the curves for U = 8 of Fig. 4.17 and Fig. 3.11, notice
that MU-MLD presents much better performance than the LMUDs. However, in the cell
inner region, this performance improvement is not the expected. This is due to the high
CCI levels affecting this region of the cell, which produce floors in the mean BER curves.
These floors eliminate completely the diversity of a MC-CDMA system.



































U = 4 (Simulation)
U = 8 (Simulation)






Figure 4.17: Mean BER as a function of Υ, parameterized by U for MC-CDMA employing




Multiuser Detection in MC-CDMA Systems
Employing Signal Space Diversity
5.1 Introduction
SSD has been described in Subsection 2.5.4. This technique allows to obtain diversity
by applying a rotation to a multidimensional QAM constellation. The rotation process
produces self-interference. As consequence, the detection process is performed by employ-
ing a MLD at the receiver side, whose exponential complexity is related to the number of
dimensions and to the cardinality of the constellation alphabet.
The original approach of SSD has been typically employed in single user scenarios.
However, a new multiple access approach employing SSD in multiuser scenarios [40] has
appeared, specifically, in the creation of sparse sequences for different users. Unlike the
original idea of SSD, this approach employs a suboptimal detector based on belief prop-
agation. Nevertheless, in this chapter, we are going to use SSD in MC-CDMA systems
by employing MU-MLD at the receiver. Thus, a multiuser scenario with optimum perfor-
mance is considered. For this, the matrix structure for the received signals is developed
in order to employ the SD algorithm.
In this chapter, an exact closed form expression to evaluate the PEPs is also derived
for single user scenario. From this result, a mean BER upper bound is obtained for this
scenario. Under certain considerations, the derived BER expression can be considered
as a good lower bound for the mean BER of multiuser scenario, or equivalently, for
scenarios with presence ofMAI. Additionally, after the asymptotic analysis of the BER
expression, a metric to determine rotation matrices that ensure the best performance is
obtained. In [41], it is determined that the BER is improved if the minimum product-
distance between any two symbols of the rotated constellation is maximized. However,
the minimum product-distance does not show information about the BER of the system.
Moreover, the metric obtained in this work reflects directly information about the BER,
since the metric is a factor of the BER asymptote.
5.2. Matrix Structure of the Received Samples 156
The remainder of this chapter is organized as follows. The matrix structure of the
received signals is obtained in Section 5.2 for scenarios U = 1 and U > 1. In Section 5.3,
the matrix structure previously derived is used to implement the MLD. Additionally, in
this section, the computational complexity of the detector is analyzed. In Section 5.4,
expressions to calculate the PEPs and the BER of MC-CDMA with SSD in a scenario
with U = 1 user are derived. The asymptotic analysis of the mean BER is performed in
Section 5.5. Finally, numerical results and discussions are carried out in Section 5.6.
5.2 Matrix Structure of the Received Samples
The matrix structure of the received samples for the MC-CDMA model considered
in this work has been obtained in Subsection 2.9.5. However, as in this chapter SSD is
employed, some additional aspects in the transmitter and receiver implementation must be
taking into account. As consequence, the matrix representation of the received samples
requires further analysis, which is performed in this section. Additionally, the matrix
structure developed in the following allows the implementation of the SD algorithm.
From Subsection 2.5.4, a block of m bits is mapped onto a D-dimensional QAM sym-
bol, which is denotes as s, that is obtained by employing Gray encoding in each dimen-
sion. The two-dimensional M -QAM modulation transmitted over each time slot has order
M = 22m/D. The rotated symbol vector r is obtained as36 r = WT s, where W is a D×D
rotation matrix, which is an orthogonal matrix. Additionally, in Subsection 2.5.4, we have
indicated that in order to obtain diversity, all components of the rotated symbol vector
r must be affected by independent channel gains. Thus, a component-wise interleaver is
employed at the transmitter. It separates the components of a same multidimensional
symbol by a time interval greater than the channel coherence time (Tc). For MC-CDMA
systems, this interleaver must be employed before the spreading stage in the UE transmit-
ters. The transmitter of k-th UE is shown in Fig. 5.1. This figure also shows an example
of the interleaving process by considering symbols from a constellation with 4 dimensions.
In this section, constellations with even number of dimensions are considered. How-
ever, matrix structure for constellations with odd number of dimensions can be obtained
following the analysis performed below.
In the following, the matrix structure of the received samples is developed, where it is
considered that co-cell interferers also employ SSD. Let Ga,g,`,k be the channel gain for a-th
antenna, g-th subcarrier, `-th time slot and k-th user. From Subsection 2.9.3, the channel
gain can be written as Ga,g,`,k = αa,g,`,k exp (φa,g,`,k), where αa,g,`,k is the Rayleigh fading
and φa,g,`,k is the phase uniformly distributed over [0, 2π). Moreover, ha,g,`,k = Ga,g,`,kcg,`,k,
where cg,`,k is the chip employed in the g-th subcarrier, `-th time slot and k-th user.
36In [41], s is defined as a row vector. Moreover, in this work, s is a column vector. As we consider the
rotation matrices of [41] for the analysis, we employ the transpose of W.









































































































Figure 5.1: MC-CDMA transmitter in the k-th UE employing SSD.
5.2.1 Scenario U = 1
If U = 1, then phase canceling can be employed in the receiver [41]. For this, the
signal received in the branch of a-th antenna, g-th subcarrier and `-th time slot is mul-
tiplied by cg,` exp(−iφa,g,`), where the user subscript is omitted. In this subsection, the
parameters without the subscript associated to a user correspond to parameters of the
user of interest. After phase canceling, a component-wise deinterleaver is used at each
branch of the receiver. After that, MLD is employed and then, a symbol demapper is
used. The receiver structure for a group of G subcarriers is shown in Fig. 5.2, where an
example of the received samples by considering symbols belonging to a constellation with
D = 4 is also shown. Specifically, only the received samples in the a-th antenna and g-th
subcarrier are shown. The noise and CCI samples have been omitted for simplicity.
From the matrix structure of (2.70) and once each dimension of the multidimensional
rotated symbol is affected by independent fadings, we can write the total received samples
at MLD input as a real ΥGD-dimensional vector, which is given by37
y = κHr + κC + n
= κHWT s + κC + n,
(5.1)
where κ is given by38 (2.71), n represents a ΥGD-dimensional column vector containing
the noise samples and the ΥGD ×D matrix H is given by
H =

h1 0 . . . 0





0 0 . . . hD
 , (5.2)
37Although the multidimensional symbols are transmitted in D/2 time slots (two complex dimensions
in each slot), we can represent the transmitted symbols as D-dimensional real vectors. As example, the
complex vector (x1 + ix2, x3 + ix4)
T can be written as the real vector (x1, x2, x3, x4)
T .
38This factor determines the transmitted power.
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where dxe denotes the ceil operation, which maps x to the least integer that is greater
than or equal to x.
Additionally, in (5.1), C is a ΥGD-dimensional column vector containing the received
samples of CCI. By considering the examples of the transmitted and received samples of
Figs. 5.1 and 5.2 and by taking into account that the signals of the co-cell interferers have
different phases than the user of interest, it is possible to show that the [(d−1)ΥG+ (a−













for a = 1, 2, ...,Υ, g = 1, 2, ..., G and d = 1, 2, ...,D, where X represents real operator
(X{·} = <{·}) for d odd or imaginary operator (X{·} = ={·}) for d even. Moreover, NI
represents the total number of co-cell interferers. Further, ` is evaluated by employing
(5.4). In (5.5), the term in brackets is written as the sum of two terms because the CCI is
asynchronous. Thus, the first term denotes the CCI sample at the time interval τ ≤ t < ζ`
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and the second term denotes the sample at the interval ζ` ≤ t < τ + Ts, where Ts is the
time slot duration (symbol duration) and τ denotes the delay of the symbol received from
the user in the cell of interest (refer to Fig. 2.27). As consequence, the factors P(`, `) and
P′(`, `) are obtained by employing (2.73) and (2.74), respectively. Moreover, r̃d,` and r̃
′
d,`
denote the complex rotated symbols received from the `-th co-cell interferer, specifically
at time intervals τ ≤ t < ζ` and ζ` ≤ t < τ + Ts, respectively. Additionally, based on the





















In addition, in (5.5), the factors cg,` exp(−iφa,g,`) and c′g,` exp(−iφ′a,g,`) appear due to the
phase-canceling performed in the receiver. Thus, (5.5) denotes the received samples after
the deinterleaving process in the receiver at the BS in the cell of interest.
5.2.2 Scenario U > 1
Now, we focus on finding the matrix structure of the received samples for the scenario
where U > 1 users are transmitting simultaneously in the same group of G subcarriers.
The total matrix structure is not evident at a first glance for reasons that are describing in
the following. The signals received at the BS from users at different locations are affected
by independent channel gains, i.e., independent fading amplitudes and phases. As those
signals are added by the channel, a phase elimination stage for each user is not viable at the
receiver, because the phase elimination performed for one of the users modifies the phases
of the received signals of the other users. As consequence, the deinterleaving process
cannot be made. Therefore, it is necessary to perform the detection of all the received
multidimensional symbols by considering that they still remain interleaved. Additionally,
it is important to keep in mind that two different symbols of the same user are interleaved
in the transmitter (refer to Fig. 5.1).
In order to derive the matrix structure of all received samples, we firstly write the
rotation process performed by k-th user in matrix form by considering that two different
multidimensional symbols are interleaved later. Thus, the real 2D-dimensional vector














39The rotated symbol r̃′d,` can be written in a similar manner.
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where 0D is a D×D null matrix, I2 is a 2×2 identity matrix, ⊗ denotes Kronecker product
and s`,k is the `-th non rotated multidimensional symbol transmitted by k-th user before
the interleaving. Thus, the D elements of s`,k belong to a
√
M -PAM constellation.
The elements of rk can be interleaved by employing a D × 2D matrix E. Thus, the










where we have used (5.7) and the interleaving matrices for D = 2, D = 4 and D = 6
dimensions can be written respectively as
E =
(
1 0 0 i





1 0 0 0 0 i 0 0
0 0 1 0 0 0 0 i
0 i 0 0 1 0 0 0




1 0 0 0 0 0 0 i 0 0 0 0
0 0 1 0 0 0 0 0 0 i 0 0
0 0 0 0 1 0 0 0 0 0 0 i
0 i 0 0 0 0 1 0 0 0 0 0
0 0 0 i 0 0 0 0 1 0 0 0
0 0 0 0 0 i 0 0 0 0 1 0

. (5.11)
Note that matrix E transforms the real 2D-dimensional vector rk into the complex D-
dimensional vector r′k. Thus, each element of r
′
k is a complex symbol and each of them is
transmitted in a different time slot40. Further, notice that the `-th row of E interleaves
the elements of rk that are going to be transmitted in the `-th time slot.
By considering the previous analysis, it is possible to show that if U users are trans-
mitting in the same group of G subcarriers, then the samples received in the `-th time
slot can be written as a complex ΥG-dimensional column vector given by
y` = κH`T`s
′ + κC` + n` , ` = 1, 2, . . . ,D, (5.12)
40These slots are separated by a time interval much greater than the channel coherence time.
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Furthermore, T` is a U × 2DU matrix given by







where E` denotes the `-th row of matrix E. Additionally, in (5.12), s
′ is a 2DU -dimensional
column vector given by
s′ =
(
s1,1, s2,1, s1,2, s2,2, ..., s1,U , s2,U
)T
. (5.16)
Finally, in (5.12), C` and n` are complex ΥG-dimensional column vectors containing the














for a = 1, 2, ...,Υ and g = 1, 2, ..., G. The [(a− 1)G+ g]-th element of C` is written as
the sum of two terms and it is due to the asynchronous nature of the CCI. Moreover, in
(5.17), r̃`,` and r̃
′
`,` denote the complex symbols received from the `-th co-cell interferer
in the `-th time slot after the rotation and interleaving process. They arrive at the BS of
the cell of interest during a time slot interval, specifically at the time intervals τ ≤ t < ζ`











`−D/2,`, ` > D/2.
(5.18)
The symbol r̃′`,` can be written in a similar manner. For better understanding of (5.18),
refer to the interleaver output denoted as 3© in Fig. 5.1. Finally, in (5.17), ha,g,`,` and
h′a,g,`,` are related to the co-cell interferers and they are also associated with the time
intervals τ ≤ t < ζ` and ζ` ≤ t < τ+Ts, respectively. Remember that ha,g,`,` = Ga,g,`,`cg,`,`,
where cg,`,` is the chip employed in the g-th subcarrier, `-th time slot and `-th interferer.
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where the 0s in the diagonal block matrix denote ΥG × U null matrices. Additionally,
y is a ΥGD-dimensional column vector, H is a ΥGD × DU matrix, T is a DU × 2DU
matrix, s′ is given by (5.16) and finally, C and n are ΥGD-dimensional column vectors.
Hence, in (5.19), H is a matrix containing the effects of the fading channel and T is a
matrix containing the effects of the rotation and interleaving for the multiuser scenario.
For U > 1, the receiver structure at the BS is the same that the receiver shown in Fig.
2.25. The multiuser detector implementation for MC-CDMA with SSD is analyzed in the
following section.
5.3 MLD: Implementation and Complexity
In this section, the matrix structure developed in Section 5.2 is employed to implement
the MLD at the receiver in the BS. Additionally, the computational complexity based on
the total number of operations performed by the detector is obtained. For this, the MLD
and the SD algorithm structures are considered.
5.3.1 Scenario U = 1
Consider the matrix structure given by (5.1). In the receiver of Fig. 5.2, the phase-
canceling stage does not modify the statistics of CCI and noise samples, because it modifies
only the phases of these complex samples. Additionally, as the rotation matrix is orthog-
onal, the CCI statistics are not modified by the rotation process. Therefore, each element
of C can be modeled by a zero-mean real Gaussian random variable with variance σ2c ,
which is given by (2.64). Moreover, each element of n is also a zero-mean real Gaussian
random variable with variance σ2n, which is given by (2.63).
Consider the results of (4.2) and (4.3) and the matrix structure given by (5.1). The
MLD decides by a D-dimensional symbol s̃ by considering the next minimum-distance
criterion:
s̃ = arg min
ŝ
‖y − κH′ŝ‖2 , (5.20)
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where ŝ is a candidate symbol vector and the ΥGD ×D matrix H′ is given by
H′ = HWT . (5.21)
Thus, for analytical purposes, H′ can be considered as an equivalent channel matrix
including the effects of the fading channel and the effects of the constellation rotation on
the transmitted symbols.
By considering the brute-force solution employed in MLD, Tab. 5.1 shows the total
number of operations required by this detector when (5.20) is employed. As the elements
of y, H′ and ŝ are real numbers, Tab. 5.1 presents the number of real operations. In
addition, MLD requires a look-up table in order to save all the calculated metrics and to
determine the candidate symbol vector which generates the smallest metric.
Table 5.1: Number of operations performed by the MLD based on (5.20).
Step
Additions Multiplications






































Finally, the mathematical structure of (5.20) allows the implementation of SD al-
gorithm. Thus, all criteria defined in Section 4.2 can be employed to implement the SD
algorithm. In this case, the number of complex operations performed by SD per node met-
ric is detailed in Tab. 4.2. Moreover, as matrix H′ has dimensions ΥGD × D, from the
results of Appendix D, it is easy to show that the MMSE QR factorization of this matrix








tiplications/divisions. Further, the product z = QH
1
y performed by the SD algorithm41
requires D(ΥGD − 1) additions/subtractions and ΥGD2 multiplications/divisions.
5.3.2 Scenario U > 1
Consider the matrix structure of the received samples defined by (5.19). As indicated
in Subsection 5.3.1, the rotation process of the multidimensional symbols does not modify
the statistics of the CCI. Thus, each element of C can be modeled by a zero-mean
complex Gaussian random variable, whose components have variance given by (2.64).
41For better understanding refer to (4.5)-(4.8).
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Moreover, each element of n is also a zero-mean complex Gaussian random variable and
their components have variance given by (2.63). Therefore, by considering (4.2) and (4.3),
MU-MLD decides by a 2DU -dimensional symbol vector s̃ by employing the minimum-
distance criterion:
s̃ = arg min
ŝ′
‖y − κH′ŝ′‖2 , (5.22)
where ŝ′ is a candidate symbol vector of the form of (5.16) and from (5.19), the ΥGD×2DU








Thus, for analytical purposes, H′ is as an equivalent channel matrix including the effects
of the fading channel, the interleaving and the constellation rotation for the multiuser
scenario. From (5.22), MU-MLD decides by 2U multidimensional symbols at once, that
is, 2 multidimensional symbols for each user.
Tab. 5.2 shows the total number of operations performed by MU-MLD when the
minimum-distance criterion of (5.22) is employed. Additionally, a look-up table is re-
quired to save all the metrics and to determine the candidate symbol vector which gen-
erates the smallest metric. By comparing Tab. 4.1 with Tab. 5.2, notice that including
SSD technique in MC-CDMA increases the receiver complexity from O(MU) to O(MDU).
However, at the cost of increasing the diversity without losing spectral efficiency or with-
out increasing the number of antennas in the array at the BS.
Table 5.2: Number of complex operations performed by MU-MLD based on (5.22).
Step
Additions Multiplications
and Subtractions and Divisions
H′ŝ′ MDUΥGD(2DU − 1) MDU2ΥGD2U
κH′ŝ′ − MDUΥGD
y′ − κH′ŝ′ MDUΥGD −
‖y′ − κH′ŝ′‖2 MDU(ΥGD − 1) MDUΥGD
Total MDU [ΥGD(2DU + 1)− 1] MDU2ΥGD(DU + 1)
From Tab. 5.2, we can say that MU-MLD computational complexity is impractical.
However, remember that MU-MLD complexity can be reduced by employing SD algo-
rithm. Thus, this algorithm can be implemented by following the guidelines of Section
4.2. For the multiuser environment with SSD, the number of operations performed by
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SD algorithm in order to calculate the metric of a node is given by the number of op-
erations indicated in Tab. 4.2. Moreover, the number of operations required by MMSE
sorted QR factorization is 2DU [2D2 U(2U + ΥG) − 1] complex additions/subtractions
and DU{2D[2DU(2U+ΥG)+3U+ΥG]−1} complex multiplications/divisions. Finally,
the SD algorithm also performs the product Q
1
y′ which requires 2DU(ΥGD−1) complex
additions/subtractions and 2ΥGD2 U complex multiplications/divisions.
Although SD is much less complex than MLD, even SD can become impractical for
high values of U , D or M . However, if these parameters are adequately selected, then it is
possible to ensure a feasible complexity. In Section 5.6, the SD complexity for MC-CDMA
system described in Chapter 4 and the SD complexity for MC-CDMA system with SSD
are compared, so that both systems have same diversity and same spectral efficiency.
5.4 Mean Bit Error Rate for the Scenario U = 1
In this section, an exact closed-form expression to evaluate the PEPs between two
multidimensional symbols is derived. Additionally, an upper bound expression to calculate
the mean BER is obtained. The analysis is performed for scenarios where only U = 1
user is transmitting in a group of G subcarriers in MC-CDMA systems employing SSD.
The presence of noise, fading and CCI are considered.
The PEP is described as the probability that the MLD decides by the erroneous mul-
tidimensional symbol ŝi given that the multidimensional symbol ŝj has been transmitted.
Therefore, from (5.20), the PEP can be written as
P(ŝi, ŝj) = P[ Φ(ŝi)− Φ(ŝj) < 0|ŝj ], (5.24)
where
Φ(ŝ) = ‖y − κH′ŝ‖2
= −yTH′ŝ− (H′ŝ)Ty + κ ‖H′ŝ‖2 ,
(5.25)
and H′ is given by (5.21). In the second step of (5.25), we have eliminated terms that do
not depend on the multidimensional symbol ŝ.
As the information of the transmitted multidimensional symbol is available at the
receiver only through the received vector y, we can rewrite the PEP definition as
P(ŝi, ŝj) = P[ Φ(ŝi)− Φ(ŝj) < 0|y1, y2, ...yΥGD ], (5.26)
where yk is the k-th entry of the received vector y, which is given by (5.1). By calculating
the PEPs for different vectors ŝi and ŝj, it is possible to realize that (5.26) can be rewritten
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as

































where αa,g,` is a Rayleigh random variable, thus, α
2
a,g,` is chi-square random variable with
two degrees of freedom for all a, g and `. Moreover, Ca′,g′,`′ and na′,g′,`′ denote the CCI and
AWGN real samples received in the a′-th antenna, g′-th subcarrier and `′-th dimension,




WT (ŝj − ŝi). (5.28)






a,g,` are chi-square random vari-
ables with 2ΥG degrees of freedom. From this observation, note that the sum of terms
into the probability operator (P[·]) at the right-hand side of (5.27) is similar to the deci-
sion variable of a diversity combining system, where the +1 symbol is transmitted. Thus,
the right-hand side of (5.27) is the probability of that decision variable to be less than
0. Hence, the PEP can be obtained as the symbol error rate (SER) of a binary antipo-
dal modulation with diversity, where the branches are chi-square random variables with
different variances. Specifically, the factors δ2i,j,` modify the variances.
Therefore, the instantaneous SNIR conditioned on the fading amplitudes for the deci-






























































































where we have used that E[Ca,g,` ] = 0 and that E[na,g,` ] = 0, ∀a, g, `. Additionally, we
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have employed that E[n2a,g,` ] = σ
2
n and that E[C2a,g,` ] = σ2c , ∀a, g, `, where σ2n and σ2c are
given by (2.63) and (2.64), respectively.
In (5.29), each α2a,g,` can be written as the sum of two squared real Gaussian random
variables, where each real Gaussian random variable has zero-mean and variance σ2. Thus,





a,g,` , where σ
2
ch = 2σ
2 is the variance of the
complex channel gain (refer to Subsection 2.9.3) and α̃2a,g,` is obtained as the sum of
two zero-mean squared real Gaussian random variables with unit variance. Moreover, in
Subsection 2.9.4, it is stated that the symbols belong to a constellation with normalized








































where γc is the mean SNIR per channel, that is given by (3.17).
In (5.28), there may be scenarios in which two or more elements of ∆i,j are equal.
As consequence, in (5.30), there are groups of chi-square random variables with the same
variance. Therefore, γi,j can be modeled by a generalized chi-square distribution [125].
Specifically, the generalized chi-square random variable is generated by the sum of inde-
pendent chi-square random variables with different variances and/or different degrees of
freedom. For better understanding of the results below, the PDF of this random variable
is presented in Appendix F.
Let vi,j be a vector containing all the elements of ∆i,j only once, i.e., if ∆i,j has two
or more repeated elements, they appear only once in vi,j. Further, let u be a vector where
its κ-th element, µκ, is the number of times that the κ-th element of vi,j appears in ∆i,j.
Thus, the sum of elements of u is equal to D. Moreover, note in (5.30) that there are
ΥG chi-square random variables of the kind α̃2a,g,` multiplied by each δ
2
i,j,` . After these
definitions and observations, we can perform some changes of variables and manipulations
















, γi,j ≥ 0,
(5.31)
where v and νi,j,κ are the number of elements of vi,j and the κ-th element of vi,j, respec-
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where ζκ,` is a set defined by ζκ,` = {p ∈ Zv;
∑v
n=1 pn = `− 1, pκ = 0, pn ≥ 0,∀n}, where
pn is the n-th element of p. Hence, ζκ,` is the set of all partitions of length v of the
integer ` − 1, where the κ-th element is equal to zero. An example of how the set ζκ,` is
be generated is shown at the end of Appendix F.
In order to validate (5.31), Fig. 5.3 shows simulated and theoretical PDFs of the
random variable γi,j in different scenarios. In these results we have employed γc = 1 and
the rotation matrices of [41, Section VI], which are also indicated in Subsection 2.5.4.
Moreover, we have employed42 ŝi = [+3,−3,+1,+1]T and ŝj = [−1,−1,+1,+1]T for
D = 4 and ŝi = [+1,−3,+1,+1,+1,+1]T and ŝj = [−1,−1,+1,+1,−3,+3]T for D = 6.
We previously stated that PEP can be obtained as the SER of a binary antipodal










where the SER of binary antipodal modulation for AWGN channels has been employed
[80, eq. (5-2-5)].
42These symbols do not belong to a constellation with normalized mean power. However, we have
selected them only for didactic purposes.
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The integral of the third line of (5.35) is similar to the integral calculated in [80, eq. (14-4-
14)]. Thus, by performing changes of variables, algebraic manipulations and by employing
the result of the aforementioned reference, it is possible to show that the PEP expression
has closed form given by


































where γc is given by (3.17).
Finally, the mean BER upper bound is obtained by the sum of all PEPs between the
set of vectors {ŝi} that differ at least in their k-th position43 (symbol) from ŝj, for all ŝj.


















is the probability of occurrence of each PEP assuming that
all symbols are equally likely and the factor 1/ log2
√
M appears because Gray encod-









The derivation of the BER expression for U > 1 became quite complex and intricate
due to the complicated matrix structure of the received signals. However, it is important to
remember that the receiver at the BS employs a MU-MLD. As consequence, from Section
4.5, we know that the system diversity is not modified as U increases. Additionally, from
Fig. 4.10, we know that the Eb/N0 penalty due to theMAI is small when the MC-CDMA
43The k-th position is always in error. As at least one symbol error must be ensured, any position can
be chosen. For simplicity, we can choose k = 1.
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diversity is high. Therefore, it is expected that (5.38) becomes a good BER lower-bound
for the scenario U > 1, when the diversity order of MC-CDMA is high. This is verified in
the numerical results performed in Section 5.6.
In the next section, the asymptote of (5.38) is derived in order to determine the MC-
CDMA diversity when SSD is employed.
5.5 Asymptotic Analysis of the Mean Bit Error Rate
In this section, the asymptotic behavior of the mean BER expression derived in Sec-
tion 5.4 is analyzed. Additionally, from the asymptotic analysis of the mean BER, an
alternative metric, to the already known product-distance, is obtained. This metric can
determine rotation matrices that ensure the best performance with the minimum SNR.
The Maclaurin series expansion [95, eq. (0.318.2)] of (1 + x)a can be written as






x3 + ... (5.39)
Equivalently, we can rewrite (5.39) as




































Replacing (5.42) in (5.36) and taking the most significant term of the resulting series44,
























(ΥGD)! Γ(3/2−ΥGD) , (5.44)
where Γ(·) denotes the gamma function [95, eq. (8.310.1)]. Finally, by replacing (5.44) in
44This term is the one where the factor 1/γc has the least power.
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i.e., the system diversity is given by the product of the number of antennas in the array,
the spreading factor and the constellation dimensions.
It is relevant to state that if a rotation matrix does not present diversity of order D,
then K goes to infinity, because some values of νi,j,κ are equal to zero. Moreover, several
rotation matrices present a diversity of order D, but some of them make the system
performs better in terms of SNIR. Hence, (5.46) can be used as a metric to determine
the best rotation matrices. Furthermore, unlike the well-known product-distance metric
[41],[83], equation (5.46) provides direct information about the BER, once it is a factor of
its asymptote. Thus, different rotation matrices produce different values of K. Specifically,
the best rotation matrices minimize this metric.
Finally, consider the next example in order to better describe the importance of (5.46).
Consider two different rotation matrices. The minimum product-distance for each matrix
can be calculated. With this information, it is known which matrix allows the best
performance, but it is not known the gain (in terms of SNIR) of the best to the worst
matrix. In order to know this information, simulations must be carried out. On the other
hand, the metric K for both rotation matrices can be calculated and by employing these
results in (5.45), we can easily know the SNIR difference between both matrices in the
asymptotic region. Thus, this information can be obtained without resorting to extensive
and complex simulations. The mean SNIR difference (in dB) can be obtained as














where γc,1 and γc,2 denote the mean SNIR required in order to obtain a given mean BER
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when two different rotation matrices are employed. We have assumed that both systems
use the same parameters Υ, G and M .
In the next section, the metric K is employed to obtain some rotation matrices that
present diversity D and good system performance in terms of the SNIR.
5.6 Numerical Results and Discussions
In this section, the performance of MC-CDMA employing SSD is analyzed through
the derived analytical expressions for some relevant scenarios. Additionally, Monte Carlo
simulations45 are performed to verify the derived expressions accuracy and to evaluate the
system performance. All simulations are made by employing the SD algorithm, described
in Section 4.2, using the MMSE QR factorization method and the techniques that reduce
the SD complexity. In order to implement the SD algorithm, the matrix structure of the
received signals, developed in Section 5.2, is employed.
For better understanding of the results, this section has been divided into 4 subsec-
tions. In Subsection 5.6.1, the best rotation matrices for different modulation orders and
dimensions are determined by employing the metric K. In Subsection 5.6.2, the com-
plexity of SD algorithm with SSD technique is analyzed. The mean BER for single cell
scenarios is analyzed in Subsection 5.6.3. Finally, the mean BER for MC-CDMA in a
cellular scenario is evaluated in Subsection 5.6.4. The simulation parameters are detailed
at the beginning of Section 3.4. Moreover, for the calculations, we employ the rotation
matrices presented in Tab. 2.2.
5.6.1 Best Rotation Matrices Employing the Metric K
In this subsection, the metric K, defined in (5.46), is employed to obtain some of the
best rotation matrices for different dimensions and modulations schemes.
As stated in Subsection 2.5.4, the rotation matrices are parameterized by variables
denoted by λ. In [41], based on the product-distance metric, the optimum λs are presented
only for 16-QAM andD = 2, 3, 4 and 6 dimensions. Hence, in this subsection we determine
the optimum λs that generate the best rotation matrices for 4-QAM and 64-QAM for
D = 2, 3, 4 and 6 dimensions based on the new metric K.
Fig. 5.4 shows the metric K obtained for D = 2 dimensions, as a function of λ2 and
parameterized by the modulation order. Specifically, Fig. 5.4a and Fig. 5.4b show the
results for 4-QAM and 64-QAM, respectively. For better observing the results, the metric
K has been plotted in decibels. We have employed a resolution of 0.001 for λ2. In both
figures, the regions with the lowest values of K have been amplified. Thus, by comparing
45Some simulations presented in this section have been performed employing the IBM/GPU environ-
ment of CENAPAD-SP.
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Figure 5.4: Metric K for D = 2 as a function of λ2 and parameterized by the modulation.
these results, observe that the optimum λ2 for 4-QAM is λ
(4)
o,2 = 1.932. Moreover, the
optimum λ2 for 64-QAM is λ
(64)
o,2 = 2.634. In Fig. 5.4a, note that for λ2 = 0 or λ2 = 1,
K is very large, i.e., it tends to infinity. In this case, the rotation matrix becomes an
identity matrix. As consequence, the rotation is not performed and therefore, diversity
is not obtained. A similar aspect occurs for 64-QAM. For this modulation, note that
for λ2 = 3 and λ2 = 4, K also tends to a high value. Although in these cases the
rotation matrix is not an identity matrix, it make the in-phase or quadrature components
of different symbols equal, which goes against what SSD states, that is, the rotation
must be performed in such a way that any two constellation points achieve the maximum
number of distinct components. This was previously stated in Subsection 2.5.4. For better
understanding, Fig. 5.5a and Fig. 5.5b show the 2-dimensional 64-QAM constellation
rotated by employing λ2 = 2.634 and λ2 = 3, respectively. When λ2 = 2.634, note that
the components of all symbols are different, i.e., each symbol has in-phase and quadrature
components that are unique. On the other hand, for λ2 = 3, some symbols have the same
in-phase or quadrature components.
As the number of dimensions increases, the rotation matrices are parameterized by
more λs. For D = 4 dimensions, the rotation matrix of Tab. 2.2 depends on λ2 and λ4.
Fig. 5.6 shows the metric K as a function of λ2 and λ4 by considering 4-QAM. In these
results, we have employed a resolution of 0.001 for both λs. In particular, Fig. 5.6a shows
K obtained in dB in a gray scale. Thus, the black color denote the regions where the
worst rotation matrices appear (highest K). Among these matrices are those that do not
generate diversity and hence, they produce K = ∞. Moreover, the white color denote
the regions where good rotation matrices can be obtained. In these regions, the best
rotation matrices can be found. By performing an exhaustive search, we have found that
the optimum λs for D = 4 and M = 4 are λ(4)o,2 = 0.395 and λ(4)o,4 = 0.660. These results are
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(a) λ2 = 2.634.














(b) λ2 = 3.
Figure 5.5: Rotated 2-dimensional 64-QAM constellation parameterized by λ2.
shown in Fig. 5.6b, where we have plotted K as a function of λ4 and fixing λ2 in 0.395,
which is its optimum value. In this figure, the regions where the lowest values of K appear
have been amplified. One of these regions is the one where λ
(4)
o,4 appear. In this case, the
lowest value of K is equal to 62.4045 dB. In the other amplified region, for λ4 = 0.205,
the lowest metric K is equal to 62.4280 dB. Hence, by considering a MC-CDMA system
employing Υ = 1, G = 1 and D = 4 and applying these results in (5.48), the mean SNIR
difference for these rotation matrices is only S ≈ 5.9 × 10−3 dB. As consequence, the
performance difference obtained with these two matrices is imperceptible. This result is
also verified in Fig. 5.9 by employing simulations. Notice that there may be more than
one rotation matrix allowing an optimum system performance.
Tab. 5.3 shows optimum values of λ for different number of dimensions and modulation
schemes. In order to obtain these values, we have employed a resolution of 0.001 for the
λ parameters. As stated previously, there may be other values of λ that also allow the
best system performance. The rotation matrices generated by the parameters of Tab. 5.3
are employed in the simulations of next subsections.
Table 5.3: Optimum λs for the rotation matrices presented in Tab. 2.2.
D 4-QAM 16-QAM [41] 64-QAM
2 λ
(4)
o,2 = 1.932 λ
(16)





o,3 = 1.273 λ
(16)






o,2 = 0.395, λ
(16)





o,4 = 0.660 λ
(16)






o,3 = 1.526, λ
(16)





o,6 = 0.180 λ
(16)
o,6 = 0.180 λ
(64)
o,6 = 0.180

























(a) Metric K as a function of λ2 and λ4.



































(b) Metric K for λ2=0.395 as a function of λ4.
Figure 5.6: Metric K for D = 4 as a function of λ2 and λ4 by considering 4-QAM.
5.6.2 SD Computational Complexity with SSD
In this subsection, the complexity of SD in MC-CDMA system with SSD is evalu-
ated. Specifically, the computational complexity of SD in MC-CDMA system described
in Chapter 4 is compared with the computational complexity of SD in MC-CDMA system
with SSD. The complexity is evaluated taking into consideration the criteria described in
Subsection 4.2.2. Additionally, in order to calculate the number of operations performed
by SD algorithm, the results of Sections 4.3 and 5.3 are considered, as appropriate. The
absence of CCI is considered in the simulations.
Fig. 5.7 shows the mean number of complex operations performed by SD with ε = 10−3
(refer to Subsection 4.2.2.1) in D time slots as a function of Eb/N0 for MC-CDMA with
and without SSD in different scenarios by considering Υ = 1. It is considered the number
of operations performed in D time slots, because according to the matrix structure of the
Subsection 5.2.2, the detection can be only performed in D time slots as the deinterleaving
cannot be made. Therefore, for the comparison to be fair, the number of operations carried
out in D time slots for both MC-CDMA systems (with and without SSD) is taken into
account. The spectral efficiency of MC-CDMA systems for single cell scenario can be
obtained as ξ = U
GBsub
log2M bits/s/Hz (refer to footnote 34). Thus, each sub-figure of
Fig. 5.7 shows results with and without the SSD technique by ensuring that both systems
have the same spectral efficiency and the same diversity order. As example, in Fig. 5.7c,
both systems have spectral efficiency of46 ξ = 6 bits/s/Hz and the diversity order of both
systems is equal to47 4. For small D, the number of operations performed by SD with
SSD is lesser than the number of operations performed by SD without SSD. Specifically,
46For simplicity, Bsub = 1 Hz has been used in this calculation.
47MC-CDMA systems with SD have diversity order ΥG. Moreover, MC-CDMA systems with SD and
SSD have diversity order ΥGD.
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G = 2,U = 3
MC-CDMA,
G = 4,U = 6
(a) 4-QAM, D = 2.














































G = 4,U = 6
MC-CDMA with SSD,
G = 2,U = 3
(b) 4-QAM, D = 4.











































G = 4,U = 6
MC-CDMA with SSD,
G = 2,U = 3
(c) 16-QAM, D = 2.















































G = 4,U = 6
MC-CDMA with SSD,
G = 2,U = 3
(d) 16-QAM, D = 4.
Figure 5.7: Mean number of operations performed by SD algorithm (with ε = 10−3) in D
time slots as a function of Eb/N0 for MC-CDMA systems with and without SSD for different
modulations and dimensions by considering Υ = 1.
for D = 2, the number of operations performed by the first system is approximately half
of the operations performed by the second system. However, as D increases, the number
of operations performed by SD with SSD are slightly larger than that of SD without
SSD. For example, for M = 16 and D = 4, the first system requires approximately 8%
more complex additions/subtractions and 4% more complex multiplications/divisions on
average in the high Eb/N0 region. The minimum number of operations performed by SD
without SSD can be calculated by employing (4.50) and (4.51). Moreover, from the results
of Subsection 5.3.2, the minimum number of operations performed by SD with SSD can
be obtained as
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where Op+,− and Op×,÷ are the minimum number of complex additions/subtractions and
the minimum number of complex multiplications/divisions, respectively. Thus, they are
the number of operations when Eb/N0 tends to infinity. In a scenario with CCI, they are
the number of operations when the SNIR tends to infinity. In the above expressions,
√
M
is used because the elements of s′, in (5.19), belong to a
√
M -PAM constellation.
By the above, SD becomes more complex as D, U or M increase. However, if these
parameters are adequately selected, then it is possible to ensure a feasible complexity.
Additionally, although MC-CDMA systems become a bit more complex with SSD, with
this approach it is possible to employ smaller spreading factors and still guarantee the same
diversity order. This is beneficial from the point of view of systems with little available
bandwidth, because they do not have a large number of subcarriers, which limits the value
of G that can be used. In addition, remember that the maximum spreading factor that
can be employed to guarantee full frequency diversity is given by (2.49). Finally, as the
diversity order of MC-CDMA with SSD is ΥGD, the number of antennas employed in
the array at the BS can be decreased in order to maintain diversity, which represents a
decrease in implementation costs.
5.6.3 Single Cell Scenario
The mean BER of MC-CDMA systems employing SSD in a single cell scenario is
analyzed in this subsection. It is considered that Rs = R, i.e., the cell is not divided into
an inner and outer region.
First, the accuracy of the mean BER upper bound and of the asymptote derived in
Section 5.4 and in Section 5.5, respectively, is verified. Fig. 5.8 shows the mean BER
as a function of Eb/N0, parameterized by G, by D and by the modulation scheme for
MC-CDMA employing SSD and Υ = 1 in a single user scenario. Specifically, the results
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(d) 16-QAM, G = 4.
Figure 5.8: Mean BER as a function of Eb/N0, parameterized by G, by D and by the modulation
scheme for MC-CDMA employing SSD and Υ = 1 in a single user scenario (U = 1).
are parameterized by G = 2 and 4, by D = 2, 4 and 6 and by 4-QAM and 16-QAM. In the
figure, note the accuracy between the theoretical BER upper bound and the simulation
results, except in the high BER region, because it is an upper bound. Additionally, Fig.
5.8 shows the asymptotes of the mean BER. The asymptote expression, given by (5.45),
shows that the diversity order of MC-CDMA with SSD is ΥGD. Therefore, in the results,
note that as D or G increases, the slope of the BER curves increases. For example, for
G = 4 and D = 6, the diversity is equal to 24. Thus, we have achieved a high diversity
order employing only 4 subcarriers and 1 antenna. However, the trade-off is related to
the increasing of the implementation complexity.
Fig. 5.9 shows the mean BER as a function of Eb/N0, parameterized by λ4 for a
MC-CDMA system employing SSD, Υ = 1, G = 1, D = 4, 4-QAM and λ(4)o,2 = 0.395 in
a single user scenario. Thus, the results are obtained by employing the rotation matrix
of Tab. 2.2 with λ
(4)
o,2 = 0.395, which is the optimum λ2 for D = 4 and 4-QAM (refer
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Figure 5.9: Mean BER as a function of Eb/N0, parameterized by λ4 for MC-CDMA employing
SSD, Υ = 1, G = 1, D = 4, 4-QAM and λ(4)o,2 = 0.395 in a single user scenario (U = 1).
to Tab. 5.3). Moreover, we have employed different values of λ4 with the aim of testing
the BER upper bound expression. Specifically, we have employed the optimum value for
λ4 (λ
(4)
o,4 = 0.660), λ4 = 0.205 and λ4 = 1.222. These parameters produce K = 62.4045
dB, K = 62.4280 dB and K = 68.2515 dB, respectively. These values are obtained from
Fig. 5.6b. In Fig. 5.9, note that the BER expression is accurate by comparing with
the simulation results. In the analysis made in Fig. 5.6b, we have concluded that the
performance difference is imperceptible for λ
(4)
o,4 = 0.660 and λ4 = 0.205. This conclusion
is based on the SNIR difference (S ≈ 5.9× 10−3 dB), which is calculated through (5.48).
This result is validated by the BER curves shown in Fig. 5.9. Moreover, by employing
(5.48) again, it is possible to obtain that the SNIR difference48 between λ
(4)
o,4 = 0.660 and
λ4 = 1.222 is equal to S ≈ 1.46 dB. This value can be verified from the BER curves in Fig.
5.9. The amplified region allows to observe the aforementioned results in more detail.
Fig. 5.10 shows the mean BER as a function of Eb/N0, parameterized by Υ, by G and
by D for MC-CDMA with and without SSD. Both systems use 16-QAM in a single user
scenario. The aim of this figure is to compare the BER of MC-CDMA with and without
SSD, so that both systems have the same diversity order. Note in Fig. 5.10a, where Υ = 1
is used, that MC-CDMA with SSD presents a SNR loss in relation to MC-CDMA without
SSD. This loss is produced by the rotation of the constellation. For better understanding,
consider Fig. 5.11, which shows the in-phase and quadrature components of the rotated
16-QAM. Note that there are different distances between the components of the rotated
symbols. The shortest distances determine the system performance. Further, as the ro-
tated constellation is affected by independent fadings in each dimension, symbols that are
not nearest neighbors, can become nearest neighbors in the rotated constellation. These
48As the absence of CCI is assumed, the SNIR difference refers to the SNR (Eb/N0) difference.
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Figure 5.10: Mean BER as a function of Eb/N0, parameterized by Υ, by G and by D for
MC-CDMA with and without SSD using 16-QAM in a single user scenario (U = 1).
aspects generate the SNR loss for MC-CDMA with SSD and they are fully considered in
the derivation of the mean BER upper bound. Specifically, these aspects are considered
into the equivalent channel matrix given by (5.21). This aspect is not commented on
in the literature. Returning to Fig. 5.10 and specifically to Fig. 5.10b, note that for
high diversity, the SNR loss is small. In this figure, Υ = 2 and high spreading factors
are employed. Although MC-CDMA with SSD has SNR loss, it is important to indicate
that in all the scenarios of Fig. 5.10, MC-CDMA with SSD has better spectral efficiency
than MC-CDMA without SSD, when the same diversity is maintained. For example, MC-
CDMA with SDD, Υ = 2, G = 2 and D = 4 has spectral efficiency of ξ = 1
2
log2 16 = 2
bits/s/Hz (refer to footnote 46). On the other hand, MC-CDMA without SSD, Υ = 2

















Figure 5.11: Rotated 2-dimensional 16-QAM constellation showing the in-phase and quadrature
components of their symbols.
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In the next figure, the presence of MAI is included. Fig. 5.12 shows the mean
BER as a function of Eb/N0, parameterized by Υ, by D, by U and by the modulation
scheme for MC-CDMA employing SSD and G = 2. The theoretical BER upper bound
for U = 1 and simulation results for U = 1, 2 and 3 users are presented. As G = 2, there
are some scenarios in which MC-CDMA is overloaded (U > G). Note that the system
does not lose its diversity as U increases. However, there is a loss in terms of Eb/N0 as
U increases. This Eb/N0 penalty due to the MAI was also observed in the MC-CDMA
system with MU-MLD analyzed in Chapter 4. Further, as U increases, performance
degradation becomes smaller as diversity increases. Additionally, for high diversity, the
mean BER upper bound for single user becomes an accurate lower bound for scenarios
with U > 1 users. As detection in a multiuser scenario is performed in D time slots, even
SD algorithm becomes very complex as D increases. For this reason, only up to D = 4
dimensions are considered in the simulations of Fig. 5.12.
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(a) 4-QAM, D = 2.
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(b) 4-QAM, D = 4.
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(c) 16-QAM, D = 2.
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(d) 16-QAM, D = 4.
Figure 5.12: Mean BER as a function of Eb/N0, parameterized by Υ, by D, by U and by the
modulation scheme for MC-CDMA employing SSD and G = 2.
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5.6.4 Cellular Scenario
In this subsection, the performance of MC-CDMA with SSD in a cellular scenario
is evaluated. The CCI modeling has been made in Subsection 2.9.4, where we have
considered the channel reuse schemes FFR and SFR. The mean BER is evaluated for both
inner and outer cell regions. It is also assumed that the mean number of interferers in
each co-cell is equal to the number of active users transmitting on a group of G subcarriers
in the cell of interest, i.e., λI = U . Other simulation parameters are detailed in Tab. 3.4.
Fig. 5.13 shows the mean BER for the cell inner and outer regions as a function of
Eb/N0, parameterized by the ratio Rs/R, by G, by U and by the modulation scheme for
MC-CDMA employing SSD with D = 2 and Υ = 2 in FFR scenario. In this figure, some
theoretical curves are also plotted, which are the mean BER upper bound for U = 1, given
by (5.38). As diversity is high in all scenarios, the BER upper bound is an accurate lower
bound for the scenario U > 1. In Fig. 5.13a and Fig. 5.13c, MC-CDMA has a diversity
equal to 16. Moreover, MC-CDMA presented in Fig. 5.13b and Fig. 5.13d has a diversity
order equal to 32. Additionally, note that for given ratio Rs/R and a given cell region, all
scenarios of Fig. 5.13 have the same spectral efficiency. For this comparison, it has been
considered that the spectral efficiency is equal to ξ = U
GBsub
log2M bits/s/Hz (refer to
footnote 34). As observed in previous results (refer to Fig. 3.9 and Fig. 4.15), as the ratio
Rs/R increases, the mean BER also increases in both regions of the cell. It occurs because
the greater Rs, the larger the cell inner region and as this region employs F = 1, there
are high levels of CCI. Further, co-cell interferers in the outer regions of the co-cells are
quite far from its BS. Therefore, they employ high transmission power, which produces
high CCI levels. By comparing Fig. 5.13a with Fig. 5.13b and Fig. 5.13c with Fig.
5.13d, notice that even though U is doubled in Fig. 5.13b and Fig. 5.13d, these scenarios
have better performance. This can be explained once G = 8 is employed in these figures,
which represents higher diversity order. Thus, from Fig. 5.12, as diversity increases,
MAI effects become negligible. Additionally, the increase in diversity decreases the
floors produced by the CCI. Finally, compare Fig. 4.15a (MC-CDMA without SSD) with
Fig. 5.13b. Both figures consider the same Υ, G, U and M . In a similar way, compare Fig.
4.15b (MC-CDMA without SSD) with Fig. 5.13d, which employs the same parameters.
Note that although MC-CDMA systems use the same parameters, the systems employing
SSD have the best performance once their diversity is doubled as D = 2 is used. Therefore,
SSD improves the cellular system performance as it increases the diversity, which helps
to mitigate the undesirable effects of the interference.
Fig. 5.14 shows the mean BER for the cell inner and outer regions as a function
of Eb/N0, parameterized by G, by U and by the modulation scheme for MC-CDMA
employing SSD with D = 2 and Υ = 4 in SFR scenario. The cell reuse radius for SFR
is calculated using (2.3). Similarly to Fig. 5.13, Fig. 5.14 presents theoretical curves by
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(a) 4-QAM, G = 4, U = 6.
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(b) 4-QAM, G = 8, U = 12.
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(c) 16-QAM, G = 4, U = 3.
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(d) 16-QAM, G = 8, U = 6.
Figure 5.13: Mean BER for the cell inner and outer regions as a function of Eb/N0, parameterized
by the ratio Rs/R, by G, by U and by the modulation scheme for MC-CDMA employing SSD
with D = 2 and Υ = 2 in FFR cellular scenario.
employing the mean BER upper bound for U = 1. As the diversity order of MC-CDMA
is high and the number of users is small, note that theoretical curves are accurate lower
bounds for simulation results. As stated in previous chapters, the SFR scheme makes
the users in the cell inner region to be highly susceptible to CCI. As consequence, users
in this region have the worst performance. Moreover, users in the cell outer region have
a better performance. Theses aspects have been also analyzed with Fig. 3.10 and Fig.
4.16, which show numerical results for MC-CDMA system with LMUDs and MU-MLD,
respectively. By comparing Fig. 5.14a with Fig. 5.14b and Fig. 5.14c with Fig. 5.14d,
observe that U and G have been doubled. This maintains fixed the spectral efficiency
and improves the performance, because diversity is increased. However, the complexity
of the detection process is increased because a large number of users represents a large
tree for SD algorithm. Finally, by comparing Fig. 4.16a (MC-CDMA without SSD) with
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(a) 4-QAM, G = 4.
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(b) 4-QAM, G = 8.
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Figure 5.14: Mean BER for the cell inner and outer regions as a function of Eb/N0, parameterized
by G, by U and by the modulation scheme for MC-CDMA employing SSD with D = 2 and Υ = 4
in SFR cellular scenario.
Fig. 5.14b, and Fig. 4.16b (MC-CDMA without SSD) with Fig. 5.14d, which employ
the same parameters, observe that diversity increases due to SSD. This increase helps to
mitigate the effects of the interference and as result, MC-CDMA employing SSD has the
best performance.
Finally, as MC-CDMA performance with SFR is highly affected by the interference, in
the following figure, observe that the mean BER in SFR scenario improves as Υ improves.
Thus, Fig. 5.15 shows the mean BER as a function of Υ, parameterized by U for MC-
CDMA employing SSD with D = 2, G = 8, Eb/N0 = 20 dB and 4-QAM in SFR scenario.
The theoretical curves are plotted by employing the mean BER upper bound for U = 1. As
consequence, for a small number of antennas, there is a small difference between simulated
and theoretical results. On the other hand, as Υ increases, the diversity also increases
and the MAI is mitigated so that theoretical curves are closer to simulated curves. As
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expected, as Υ increases, the performance of users in the inner and outer regions of the
cell improves. The performance of users in the outer region improves faster than the
performance of the users in the inner region of the cell as Υ increases. This is because the
outer region is less affected by CCI. Moreover, as U increases, the mean BER increases
becauseMAI and CCI increase. By comparing Fig. 4.17 (MC-CDMA without SSD) with
Fig. 5.15, observe that MC-CDMA with SSD has the best performance. An alternative
to avoid using a large number of antennas is to increase the number of dimensions of the
constellation. However, it is important to keep in mind that this increases the complexity
of the SD algorithm. Thus, restricting the number of users transmitting in each group of
G subcarriers may guarantee a feasible complexity.
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Figure 5.15: Mean BER as a function of Υ, parameterized by U for MC-CDMA employing SSD
with D = 2, G = 8, Eb/N0 = 20 dB and 4-QAM in SFR cellular scenario.
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CHAPTER 6
MC-CDMA Cellular Spectral Efficiency
6.1 Introduction
The term efficiency establishes how the available resources of a system are used in
order to achieve the best possible performance. As consequence, the spectral efficiency of
a cell using a telecommunication system shows the best way of employing the available
bandwidth in order to guarantee the highest possible data rate. Therefore, the spectral
efficiency of a cellular system or cellular spectral efficiency is directly related with the
channel reuse, with the number of active users in the cell and with techniques employed
to improve the system performance.
In practical systems, there is no need for a system to guarantee lower BER than
that required by a communication service, once it represents loss in spectral efficiency.
Adaptive modulation technique, described in Subsection 2.3.6, is employed to guarantee
an adequate mean BER for users in the system. This technique consists of transmitting a
signal with the highest possible modulation order, provided that coverage conditions are
adequate. If these conditions deteriorate, then a more robust modulation is used. In some
works in the literature, radio channels are allocated in an efficient way by considering
adaptive modulation [126–128]. These works employ exhaustive simulations based on
packets or symbols transmission in order to verify the spectral efficiency of the system.
In this chapter, the mean cellular spectral efficiency of the uplink of MC-CDMA sys-
tems is analyzed. Unlike works cited in the previous paragraph, the analysis performed
in this dissertation is based on an algorithm that calculates the cell coverage radius for
each modulation, assuming that adaptive modulation is employed. The employed algo-
rithm uses the BER expressions derived in previous chapters in order to verify if a given
target BER can be guaranteed by the system for a specific modulation scheme. Hence,
transmission/reception simulations are not required. Thus, the analysis depends on sev-
eral operating parameters including the interference levels. Consequently, the presence of
MAI and CCI is assumed.
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The cellular spectral efficiency concept used in this work is equivalent to the sum
rate concept employed in information theory. However, far from the perfection assumed
in channel capacity studies, the cellular spectral efficiency analysis investigates the effi-
cient use of the system resources by considering aspects, such as the receiver used, the
modulation schemes employed in different regions of the cells, the channel reuse and the
interference levels. Thus, scenarios and parameters that maximize the mean cellular spec-
tral efficiency can be found. Likewise, the proposed analysis also locates scenarios where
the system cannot operate. Specifically, the system cannot operate when it is not able to
guarantee a target BER. In this case, the system is in outage.
The remainder of this chapter is organized as follows. The algorithm to calculate the
cell coverage radius is described in Section 6.2. Expressions to evaluate the mean cellular
spectral efficiency are derived in Section 6.3. Finally, numerical results and discussions
are presented in Section 6.4.
6.2 Coverage Radius Algorithm
In this section, an algorithm to calculate the cell coverage radius is described. The
coverage radius determine the region in the cell where users have coverage with a specific
modulation scheme so that Pb ≤ Pb,tar is guaranteed, where Pb,tar is the target BER, which
is defined as the maximum allowable BER for a given communication service.
The pseudocode for the proposed algorithm is shown in Algorithm 1 and its flowchart
is shown in Figure 6.1, where Rb denotes bit rate, which from the Nyquist theorem is given
by49 Rb ≤ Bsub log2M , where M is the modulation order. Additionally, in the pseudocode
and in the flowchart, δ1 and δ2 represent increments. The algorithm is described below.
In the initialization stage, some parameters must be set according to the cell region
to be evaluated, i.e., the inner or outer region of the cell. The required input parameters
are the channel reuse factor (F), the number of antennas in the array at the BS (Υ),
the spreading factor (G), the number of active users in the cell of interest (U), the target
BER (Pb,tar), the maximum transmission power of the UEs (Pt,max) and the bandwidth
and power increase factor due to the cyclic prefix (ρ). The algorithm also requires the
parameters Ri and Rf, which are equal to R0 and Rs, respectively for the cell inner region
or equal to Rs and R, respectively for the cell outer region. Additionally, m must be set
to the highest order modulation (in Algorithm 1: M1 >M2 >M3 > . . . ). Furthermore,
the values of δ1 and δ2 must be set. Finally, the variable r is initialized with the value
assigned to Ri.
49In MC-CDMA systems, the symbol and chip durations are equal. Hence, the symbol rate can be
obtained from the base-band subcarrier bandwidth (Bsub), because each chip is transmitted on a different
subcarrier.
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Algorithm 1 Coverage radius algorithm
1: Input F ,Υ, G,U , Pb,tar, Pt,max, ρ, Ri, Rf, δ1, δ2
2: r = Ri
3: for m = M1,M2,M3, . . . do
4: Calculate the mean SNIR per channel by employing (3.17)
5: Eb/N0 = 0, Pb =∞ (to enter to the while loop)
6: while Pb ≥ Pb,tar do
7: aux = Pb
8: Calculate Pb by employing the appropriate expression
9: if Pb - aux = 0 then (There is a floor in the mean BER)
10: break
11: end if
12: Eb/N0 = Eb/N0 + δ1
13: end while
14: if Pb ≤ Pb,tar then
15: Pr = N0RbEb/N0
16: while r ≤ Rf do
17: r = r + δ2
18: Pt = ρK
−1Prrβ





24: Rm = r
25: end for
For the coverage radius calculation, the algorithm firstly calculates the mean SNIR
per channel by employing (3.17). The SNIR remains as a function of Eb/N0 (step 4 in the
algorithm). In the following, the algorithm obtains the Eb/N0 recursively by employing the
mean BER expressions (steps 5 to 13 in Algorithm 1). The BER expression used depends
on the multiuser detector employed. The BER expressions were derived in Chapters 3,
4 and 5. All these expressions are functions of the mean SNIR. At this point, remember
that when high CCI levels affect the cellular system, the mean BER presents floors that
cannot be reduced or eliminated by increasing Eb/N0. In these scenarios, Pb,tar may not be
reached. In positive case, a lower order modulation should be used. Thus, if the algorithm
has not employed all modulations yet, the modulation order is decreased and the Eb/N0
is obtained for the new modulation. If Pb,tar is reached, then the received mean power at





Hereafter, in order to determine the coverage radius for the current modulation order, r is





where the factor K−1rβ appears due to the perfect power control. Specifically, the factors
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Set F , Υ, G, U , Pb,tar, Pt,max, ρ,
Ri, Rf, δ1 and δ2
Set m with the highest order
modulation and initialize r = Ri
Calculate the mean SNIR per
channel employing (3.17)
Obtain the Eb/N0 ratio from the
respective mean BER expression,
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Figure 6.1: Flowchart for the cell coverage radius algorithm.
K and β are related to the propagation model employed. As in this work the SUI path-loss
model is considered, K and β are determined by (2.12) and (2.13), respectively. Further,
ρ denotes the increase of the transmitted power due to the cyclic prefix, that is given by
(2.43). If for a given r, Pt ≥ Pt,max, i.e., the transmission power of a UE is greater than
or equal to the maximum transmission power, then that value of r corresponds to the
coverage radius of the modulation of order M , that is, Rm = r. Thus, Rm denotes the
coverage radius for the modulation of order m, where m ∈ {M1,M2,M3, ...}. Finally, if
all modulations have been analyzed or if r ≥ Rf, then the algorithm is finished. As result,
Pb,tar is guaranteed in all cell and the coverage radius for different modulations are known.
For a better understanding consider Fig. 6.2, where Ri,M` and Ro,M` are the cell coverage
radius of the inner and outer regions when the modulation of order M` is employed.
The computational complexity of the algorithm is mainly determined by the values
assigned to Pb,tar, δ1 and δ2, as well as the number of modulations schemes employed and
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Figure 6.2: Cell Coverage radius for different modulation schemes.
the input parameters which determine the Eb/N0 needed to obtain Pb,tar. Additionally,
Algorithm 1 can be employed for any type of system, as long as the BER expressions
are available. Thus, its execution time can vary from system to system. Nevertheless,
notice that the above algorithm can be employed for cellular system dimensioning or/and
cellular system analysis. This is not a real time algorithm, consequently, its execution
time is not related to the system performance.
6.3 Mean Cellular Spectral Efficiency
The mean cellular spectral efficiency is defined as the ratio between the mean bit rate
per cell and the total system bandwidth. Hence, for FFR and SFR schemes, the mean





where B is the bandwidth allocated for data transmission. As consequence of the cyclic
prefix, the total system bandwidth is ρB. Additionally, Rb,i and Rb,o denote the mean bit
rate of the inner and outer cell regions, respectively, that from the Nyquist theorem and








Bsub log2M(r)f (r;Rs, R) dr, (6.5)
where Ni and No denote the total number of users in the inner and outer regions of the
cell, respectively. Further, M(r) is the modulation order as a function of the distance
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Figure 6.3: Example of allocation of subcarriers in each cell of the MC-CDMA cellular system.
between the UE and its BS, i.e., it is the modulation order for a given coverage radius.
Additionally, f (r;Ri, Rf) is the PDF of the random variable r, which is given by (2.50).
As we have assumed users uniformly distributed in the cell area, the number of sub-
carriers allocated to each cell region depends on the area of each region. Hence, the total





where L is the total number of available data subcarriers. Moreover, the total number of





In MC-CDMA cellular system, the data subcarriers available per cell region are sepa-
rated into groups formed by G subcarriers (refer to Subsection 2.8.5.1). As consequence








where Fi and Fo denote the channel reuse factor employed in the inner and outer region,
respectively, Gi and Go represent the spreading factor used in the inner and outer region,
respectively, and %i and %o are the number of groups of subcarriers of the inner and outer
region, respectively. Consider Fig. 6.3 for a better understanding of (6.8) and (6.9), where
each group has G subcarriers and different users transmit simultaneously using the same
group of subcarriers.
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Assuming that all available subcarriers are used in the system, from (6.3)-(6.5), the








log2M(r)f (r;R0, Rs) dr + Uo%o
∫ R
Rs
log2M(r)f (r;Rs, R) dr
]
, (6.10)
where we have used that B = LBsub, that Ni = Ui%i and that No = Uo%o. Thus, we have
considered that all users in a cell are evenly distributed in the group of subcarriers, i.e.,
there are exactly U users transmitting in each group of G subcarriers. Thus, Ui denotes
the number of users transmitting in a group of Gi subcarriers in the inner region of the
cell. Moreover, Uo is the number of users transmitting in a group of Go subcarriers in the






































In the second step of (6.11), the PDFs of r have been modified in both integrals. These
integrals have a closed form and they can be easily calculated. For a cellular system em-
ployingMmodulations, each one of these integrals is separated as the sum ofM integrals,
where their integration limits are given by the coverage radius of each modulation, which
are obtained by employing the algorithm described in Section 6.2. Hence, by considering
(2.50), the mean cellular spectral efficiency of (6.11) can be rewritten as
ξ = ξi + ξo, (6.12)

























In (6.13), Ri,M0 = R0 and in (6.14), Ro,M0 = Rs.
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6.4 Numerical Results and Discussions
In this section, the performance of MC-CDMA is evaluated in terms of the mean
cellular spectral efficiency. For this, the algorithm of Section 6.2 and the expressions
of Section 6.3 are employed. The cellular spectral efficiency considering FFR and SFR
schemes is analyzed in Subsection 6.4.1 and Subsection 6.4.2, respectively. The results
are obtained by considering all the MUDs analyzed in previous chapters.
For the analysis, it is assumed that the mean number of interferers in each co-cell is
equal to the number of active users in the cell of interest. Moreover, the parameters of
Tab. 3.4 and Tab. 6.1 are considered in the mean spectral efficiency calculation.
Table 6.1: Parameters employed for the mean cellular spectral efficiency calculation.
Parameter Employed Value Considerations
Maximum power of
0.2 W
Maximum power of transmission of a
LTE UE [129].




M1 = 64 (64-QAM) In LTE, only these three modulation
schemes are employed [130].
M2 = 16 (16-QAM)




Noise power spectral density at room
density (N0) temperature (290K) [131].
δ1 0.1 Increment of line 12 in Algorithm 1.
δ2 1 m Increment of line 17 in Algorithm 1.
6.4.1 Spectral Efficiency Employing Fractional Frequency Reuse
In this subsection, the mean cellular spectral efficiency is evaluated for FFR scheme.
Fig. 6.4 and Fig. 6.5 show the mean cellular spectral efficiency for cell inner and outer
regions, respectively, for MC-CDMA employing Υ = 2 and MMSE MUD. The results are
shown as a function of Ui or Uo. Further, spectral efficiency results are parameterized
by the ratio Rs/R and by G. Moreover, Pb,tar = 10
−3 has been employed50. In this
case, MMSE MUD has been chosen as example because results of Fig. 6.4 and Fig.
6.5 are previous results that allow to determine the maximum cellular spectral efficiency
later. In the figures, a null cellular spectral efficiency means that the system cannot
guarantee Pb ≤ Pb,tar, i.e., the system is in outage. In the results, as the spreading factor
increases, MC-CDMA can allocate more users in a group of subcarriers. Furthermore,
the system diversity increases. As consequence, the mean cellular spectral efficiency also
increases. Note that sometimes the spectral efficiency goes down as the number of users
increases. This is due to modulation changes in order to guarantee Pb,tar. Thus, when high
50With error correcting codes, Pb,tar could be decreased to 10
−6, for example.
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(a) Gi = 1.










































(b) Gi = 2.










































(c) Gi = 4.










































(d) Gi = 8.
Figure 6.4: Mean cellular spectral efficiency for the cell inner region as a function of Ui parame-
terized by Rs/R and by Gi for MC-CDMA employing MMSE MUD and Υ = 2 in FFR scenario
by considering Pb,tar = 10
−3.
interference levels are present, the system employs low order modulations (as 4-QAM),
which are more robust against interference. As particular case, when Gi = Go = 1,
MC-CDMA system becomes an OFDMA system. Note that this scenario has the lowest
cellular spectral efficiency. Observe in Fig. 6.4 that the mean cellular spectral efficiency
is small when Rs/R tends to 0. This is because the cell inner region becomes small.
Similarly, when Rs/R tends to 1, the mean cellular spectral efficiency is also small, once
most of the cell region employs Fi = 1 and hence, CCI is high. Therefore, results show
that the spectral efficiency of the cell inner region is maximized for mid-range values of
Rs/R. On the other hand, in Fig. 6.5, as the ratio Rs/R tends to 0, the best spectral
efficiency is obtained. This is because the outer region becomes large and consequently,
more subcarriers can be allocated to this region. Additionally, as this region employs
Fo = 3, the CCI is mitigated but the mean cellular spectral efficiency increase is restricted.
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(a) Go = 1.










































(b) Go = 2.










































(c) Go = 4.










































(d) Go = 8.
Figure 6.5: Mean cellular spectral efficiency for the cell outer region as a function of Ui parame-
terized by Rs/R and by Gi for MC-CDMA employing MMSE MUD and Υ = 2 in FFR scenario
by considering Pb,tar = 10
−3.
In the following, the number of users in a group of subcarriers and the spreading
factors for inner and outer regions is chosen independently. Hence, these parameters are
selected so that the spectral efficiency is maximized.
Results of Fig. 6.4 and Fig. 6.5 can be employed to determine scenarios with the
best cellular spectral efficiency for each ratio Rs/R. Hence, after performing similar
calculations to that of Fig. 6.4 and Fig. 6.5 for all MUDs, Fig. 6.6 shows the best
mean cellular spectral efficiency for MC-CDMA employing Υ = 2 as a function of Rs/R,
parameterized by the type of MUD for FFR and by considering Pb,tar = 10
−3. In the
parameters associated to each spectral efficiency, note that sometimes the number of users
in the outer region is greater than the number of users in the inner region, and sometimes
the opposite happens. Hence, the system selects the operation parameters that maximize
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(d) MU-MLD with SSD (D = 2).
Figure 6.6: Best mean cellular spectral efficiencies as a function of Rs/R and parameterized by
the type of MUD for MC-CDMA employing Υ = 2 in FFR scenario by considering Pb,tar = 10
−3.
the mean spectral efficiency. When Rs = R0 (or equivalently when Rs/R = 0.1), we
have a cellular system employing F = 3. Moreover, when Rs/R = 1, we have a cellular
system employing F = 1. In the first case, the spectral efficiency is mainly limited by
the channel reuse and in the second scenario the spectral efficiency is mainly limited
by CCI. As consequence, notice that mid-range values of Rs/R maximize the cellular
spectral efficiency. By comparing ZF and MMSE MUD (Fig. 6.6a and Fig. 6.6b), observe
that the best mean cellular spectral efficiency obtained with MMSE MUD (ξ = 1.95 for
Rs/R = 0.45) is slightly greater than the one obtained with ZF MUD (ξ = 1.86 for
Rs/R = 0.45), which is an expected result. Moreover, by comparing Fig. 6.6c with Fig.
6.6d, note that MU-MLD with SSD51 obtains the best spectral efficiency. Specifically, this
spectral efficiency is equal to ξ = 4.15 that is obtained for Rs/R = 0.45. On the other
hand, MC-CDMA employing only MU-MLD obtains ξ = 3.60 for Rs/R = 0.60.
51We have used the BER expression for U = 1, given by (5.38), in the coverage radius algorithm.
However, as diversity is high, this expression is accurate even when U > 1 (refer to Subsection 5.6.4).
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(d) MU-MLD with SSD (D = 2).
Figure 6.7: Cell coverage radius for the best cellular spectral efficiency scenarios of Fig. 6.6.
Complementing the earlier results, Fig. 6.7 shows the normalized cell coverage radius
obtained for the scenarios of Fig. 6.6. Note that 16-QAM is used in both cell regions
for the best spectral efficiencies obtained with ZF and MMSE MUDs (for Rs/R = 0.45).
Moreover, observe that MC-CDMA employing MU-MLD and MU-MLD with SSD maxi-
mize the spectral efficiency employing 4-QAM in both regions of the cell. This is because
4-QAM is the most robust modulation against CCI. Further, as MC-CDMA has a con-
siderable diversity order, the system can be highly overloaded with 4-QAM modulation
and despite this, theMAI effects become negligible (refer to Fig. 4.10a). Another aspect
that determines that MU-MLD and MU-MLD with SSD have the best spectral efficiency
is that small spreading factors can be used with these MUDs.
Fig. 6.8 shows the best mean cellular spectral efficiencies obtained for MC-CDMA
employing Υ = 2 as a function of Pb,tar and parameterized by the type of MUD in FFR
scenario. The same values of G and Rs/R of previous figures have been employed. Note
that as Pb,tar diminishes, ξ also diminishes. Thus, MC-CDMA modifies its operation





















































































































































































































































































































(d) MU-MLD with SSD (D = 2).
Figure 6.8: Best mean cellular spectral efficiency as a function of Pb,tar and parameterized by
the type of MUD for MC-CDMA employing Υ = 2 in FFR scenario.
parameters in order to guarantee the target BER. As consequence, the spreading factor
employed in some cases is increased. In other cases, the number of users is diminished in
order to reduce the interference levels. Another mechanism to guarantee Pb,tar low is by
reducing the reuse radius or equivalently, reducing the ratio Rs/R. Thus, the inner region
of the cell, that employs Fi = 1, reduces its size. Moreover, as Rs/R diminishes, the outer
region of the cell, that employs Fo = 3, increases its area. Hence, both regions of the
cell are affected by lower levels of interference. However, reducing Rs/R also reduces the
cellular spectral efficiency. Finally, as expected, MU-MLD with SSD presents the best
spectral efficiency for each value of Pb,tar. This is because the diversity increase with the
rotation of the constellation allows to employ lower spreading factors in some cases. From
(6.13) and (6.14), it is known that the spectral efficiency is inversely proportional to G.
From earlier results, it can be concluded that Υ = 2 does not guarantee an acceptable
spectral efficiency. Hence, Fig. 6.9 shows the effects of increasing Υ on ξ. Thus, this figure
shows the best mean cellular spectral efficiencies obtained for MC-CDMA as a function of
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Gi = 8,Ui = 4
Go = 8,Uo = 2
Go = 8,Uo = 5 Gi = 8
(a) ZF MUD.





























































Gi = 8,Ui = 5
































































Gi = 8,Ui = 18












































































(d) MU-MLD with SSD (D = 2).
Figure 6.9: Best mean cellular spectral efficiency as a function of Υ and parameterized by the
type of MUD for MC-CDMA in FFR scenario by considering Pb,tar = 10
−4.
Υ, parameterized by the type of MUD by considering Pb,tar = 10
−4 for FFR scenario. The
same values of G and Rs/R of the earlier figures have been employed. The performance
of ZF and MMSE MUDs have been studied in Chapter 3, where it has been concluded
that increasing the number of antennas in the array allows MC-CDMA to be overloaded.
Thus, note in Fig. 6.9a and Fig. 6.9b that as Υ increases, the number of users allocated
in a group of subcarriers increases too and in some cases the number of users even exceeds
G, which improves ξ. In some scenarios, note that the number of users of MMSE MUD is
greater than the number of users of ZF MUD for the same spreading factors and the same
Rs/R (inner regions with Υ = 1 and Υ = 4). As result, MMSE MUD has better spectral
efficiency than ZF MUD in these scenarios. On the other hand, if MU-MLD is employed,
then MC-CDMA can be overloaded even for Υ = 1, which is verified in Fig. 6.9c and
Fig. 6.9d, where U > G even for Υ = 1. This guarantees a superior spectral efficiency
in relation to LMUDs. Note also that as Υ increases, MC-CDMA with MU-MLD uses
smaller spreading factors in order to maximize the spectral efficiency. For example, for
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Υ = 5, MC-CDMA with MU-MLD employs G = 2 in both regions of the cell and MC-
CDMA with MU-MLD and SSD uses Gi = 1 in the cell inner region and Go = 2 in the
cell outer region. Finally, notice that ξ increases almost linearly with Υ for all MUDs.
6.4.2 Spectral Efficiency Employing Soft Frequency Reuse
In this subsection, the mean cellular spectral efficiency of MC-CDMA systems is eval-
uated by considering the SFR scheme. Remember that due to the resource allocation
performed by SFR, the reuse radius, Rs, is determined by employing (2.3).
Fig. 6.10 shows the mean cellular spectral efficiency obtained for MC-CDMA em-
ploying MMSE MUD and Υ = 2 as a function of U , parameterized by G and by the
cell region for SFR by considering Pb,tar = 10
−3. From previous chapters, it is known
that cell inner region is highly affected by CCI when SFR is employed. As consequence,
observe in Fig. 6.10a that low spectral efficiency is obtained for this region. In fact, only
Ui = 1 or Ui = 2 users can be allocated in each group of Gi = 8 subcarriers. Thus, the
scenario with Ui = 2 users maximizes the spectral efficiency for this region of the cell. On
the other hand, from results of Fig. 6.10b, notice that cell outer region presents better
spectral efficiency. Thus, up to Uo = 6 users can be allocated in each group of Go = 8
subcarriers. In this figure, note that there are different scenarios with the same spectral
efficiency. Specifically, scenarios 1 and 2 have ξo = 0.31 bits/s/Hz and scenarios 3 and 4
have ξo = 0.46 bits/s/Hz. In order to understand these results, consider Fig. 6.11, which
shows the cell coverage radius for the aforementioned cellular spectral efficiency scenarios.
This figure also shows the spreading factor and the number of users associated to each
cell region. In the results of Fig. 6.11, the scenario of the inner region that maximizes the
spectral efficiency has been considered for all cases (Gi = 8,Ui = 2). By observing the cell
outer regions in Fig. 6.11a and Fig. 6.11b, notice that the first scenario uses half of the
spreading factor than the second. However, the second scenario employs a modulation
order (M = 16) that allows transmitting twice as many bits per symbol as the modulation
order used in the first scenario (M = 4). As consequence, both scenarios have the same
spectral efficiency. Moreover, by comparing the cell outer regions in Fig. 6.11c and Fig.
6.11d, observe that scenario 3 employs half of the users and half of the spreading factor
than scenario 4. Thus, as both scenarios employ the same modulation order (M = 4),
they have the same spectral efficiency. Consequently, the concern is: Which scenario is
the most appropriate? The aspect to take into account to answer this concern is the
computational complexity. Hence, from the computational complexity analysis carried
out in previous chapters, it is known that a greater number of users means greater com-
putational complexity. Therefore, scenario 3 can be considered as the most appropriate
from the cellular spectral efficiency and from the computational complexity viewpoints.
6.4. Numerical Results and Discussions 201














































































Figure 6.10: Mean cellular spectral efficiency as a function of U parameterized by G and by the
cell region for MC-CDMA employing MMSE MUD and Υ = 2 in SFR scenario by considering
Pb,tar = 10
−3.







































Gi = 8,Ui = 2
Go = 4,Uo = 2
(a) Scenario 1.







































Go = 8,Uo = 2
Gi = 8,Ui = 2
(b) Scenario 2.







































Gi = 8,Ui = 2
Go = 4,Uo = 3
(c) Scenario 3.







































Gi = 8,Ui = 2
Go = 8,Uo = 6
(d) Scenario 4.
Figure 6.11: Cell coverage radius for different cellular spectral efficiency scenarios of Fig. 6.10.































































































F = 1 F = 1
F = 1
F = 1
F = 1F = 1
(b) Coverage radius.
Figure 6.12: Best mean cellular spectral efficiency and cell coverage radius as a function of the
type of MUD for MC-CDMA employing Υ = 2 in SFR scenario by considering Pb,tar = 10
−3.
It was shown that the results of Fig. 6.10 can be employed to determine scenarios with
the best cellular spectral efficiency. Hence, after performing similar calculations to that
of Fig. 6.10 for all the MUDs, Fig. 6.12 shows the best mean cellular spectral efficiency
and the respective cell coverage radius for MC-CDMA employing Υ = 2 as a function of
the type of MUD for SFR scenario by considering Pb,tar = 10
−3. Specifically, Fig. 6.12a
shows the best mean cellular spectral efficiencies and Fig. 6.12b shows the normalized cell
coverage radius for each one of the scenarios of Fig. 6.12a. The scenario with MU-MLD
and SSD uses D = 2 dimensions. As CCI highly affects the cell inner region, observe
that ξi is small in this region for all MUDs. Thus, note that the spectral efficiency of the
inner region is equal to ξi = 0.31 bits/s/Hz for all MUDs. The explanation for the same
spectral efficiency is that floors are produced in the BER curves due to CCI, which make
the MUDs to perform similar. On the other hand, the cell outer region is less affected
by CCI. Consequently, the spectral efficiency of this region is greater than that of the
inner region for all MUDs. Moreover, in Fig. 6.12b, observe that in order to maximize the
spectral efficiency, all users into the cell employ 4-QAM for all MUDs. Therefore, although
SFR uses all data subcarriers in each cell, high CCI levels reduce the spectral efficiency.
Finally, by comparing Fig. 6.6 with Fig. 6.12, it is evident that MC-CDMA with FFR
obtains better cellular spectral efficiency than MC-CDMA employing SFR. Nevertheless,
note that the spectral efficiency obtained with SFR is greater than that obtained with
traditional universal reuse factor (F = 1 in Fig. 6.6).
Fig. 6.13 shows the best mean cellular spectral efficiency obtained for MC-CDMA
employing Υ = 2 as a function of Pb,tar and parameterized by the type of MUD for SFR
scenario. The same values of G of the earlier figures are employed. In the results, as
Pb,tar decreases, the mean cellular spectral efficiency also decreases because MC-CDMA
diminishes the number of users per group of subcarriers in order to reduce the interference





























































































































































































































































Gi = 4Gi = 4
Ui = 1Ui = 1
Gi = 4
(d) MU-MLD with SSD (D = 2).
Figure 6.13: Best mean cellular spectral efficiency as a function of Pb,tar and parameterized by
the type of MUD for MC-CDMA employing Υ = 2 in SFR scenario.
levels to guarantee the target BER. Additionally, as the cell inner region is highly affected
by CCI, note that the system cannot ensure neither Pb,tar = 10−6 nor Pb,tar = 10−7 with
any MUD for this region of the cells. As consequence, the mean cellular spectral efficiency
for the cell inner region is null in these scenarios.
Fig. 6.14 shows the best mean cellular spectral efficiency obtained for MC-CDMA as a
function of Υ and parameterized by the type of MUD by considering Pb,tar = 10
−4 for SFR.
Similar to FFR scenario, note that the spectral efficiency increases linearly with Υ for SFR
scenario. Thus, as Υ increases, MC-CDMA can be more overloaded, which ensures greater
ξ. However, the overloading appears only in the cell outer region. As the mean number
of interferers in each co-cell is equal to the number of active users transmitting in a group
of G subcarriers in the cell of interest, an overloaded system presents not only highMAI
but also high CCI. Thus, as the cell inner region is highly affected by CCI, the system
does not overload this region. Finally, by comparing Fig. 6.9 with Fig. 6.14, it is possible
to conclude that although the system with SFR uses twice as many antennas as the system
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Gi = 8,Ui = 1∗
(c) MU-MLD.


























































(d) MU-MLD with SSD (D = 2).
Figure 6.14: Best mean cellular spectral efficiency as a function of Υ and parameterized by the
type of MUD for MC-CDMA in SFR scenario by considering Pb,tar = 10
−4.
with FFR, the SFR scheme achieves spectral efficiency that is approximately half of the
spectral efficiency obtained with the FFR scheme. Therefore, it can be concluded that
SFR does not guarantee an acceptable performance. Thus, additional techniques such as
antenna arrays, error correcting codes and smart algorithms for channel allocation must
be used with SFR so that an acceptable mean cellular spectral efficiency can be obtained.
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CHAPTER 7
Conclusions and Future Works
This final chapter summarizes the conclusions of this dissertation and provides the
research directions for future works.
7.1 Conclusions
In this dissertation, the mean BER and the mean spectral efficiency of the uplink of
MC-CDMA cellular systems are investigated. In general, our study was focused in the
performance analysis of different multiuser detectors employed in the receiver at the BS,
which also uses a uniform linear antenna array. In addition, the user equipment trans-
mitter employs frequency domain interleaving in order to ensure full frequency diversity.
In the analysis, cellular scenarios employing channel reuse schemes FFR and SFR were
considered. Furthermore, noise, path-loss and slow frequency-selective Rayleigh fading
were considered in the channel model.
In particular, closed form expressions were obtained to evaluate the mean BER of
MC-CDMA cellular system. BPSK and M -QAM modulations were considered along the
analysis. These expressions are a function of the number of antennas in the array (Υ), the
spreading factor (G), the number of users transmitting on a group of subcarriers in the cell
of interest (U), the mean number of interferers in each co-cell (λI), the modulation order
(M) and other parameters related with the cellular geometry and the path-loss model.
The accuracy of the derived expressions was validated employing Monte Carlo simulations
in some representative scenarios. Furthermore, an expression to evaluate the mean cellular
spectral efficiency of MC-CDMA was obtained. The spectral efficiency analysis employs
also an algorithm to calculate the cell coverage radius for different modulation schemes
by considering that adaptive modulation is used in the system. This algorithm uses the
derived BER expressions to verify if a target mean BER is guaranteed for the users.
In the following, the main contributions and conclusions obtained in each chapter of
this dissertation are summarized.
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 In Chapter 2, the basic concepts were presented. Furthermore, the system model
was described. Therein, the CCI was also analyzed by considering that the co-cell
interferers are asynchronous with the users in the cell of interest. It was determined
that the CCI received sample can be modeled as a zero-mean complex Gaussian
random variable whose variance depends on the mean number of interferers in each
co-cell and on the reuse scheme employed. Thus, expressions to calculate the CCI
variance for FFR and SFR schemes were derived. Moreover, the matrix form of the
total received samples was obtained. This structure allowed a simplified analysis in
the next chapters.
 In Chapter 3, exact closed-form expressions to evaluate the mean BER of ZF MUD
and MMSE MUD were derived. The asymptotic analysis of these expressions showed
that the diversity order obtained with both detectors is equal to ΥG−U+1, i.e., the
system sacrifices some degrees of diversity at the cost of eliminating interference from
users in the same cell (MAI). Moreover, from this result, note that for U = ΥG, the
system has one degree of diversity. Consequently, for Υ > 1, the MC-CDMA system
can be overloaded (U > G) and presenting an acceptable performance. Typically,
MMSE MUD is designed by considering only the noise variance. However, in this
work, the CCI variance was also included in its design. As result, MC-CDMA system
performance was improved. From the analysis of SNIR and BER expressions, it was
verified that when the noise and CCI variances tends to zero, both LMUDs have
similar performance. From this analysis, it was also determined that when U  ΥG,
both LMUDs also have similar performance, once high diversity gain mitigates noise
and interference effects. On the other hand, if U ≈ ΥG, then MMSE MUD achieves
the best performance.
 In Chapter 4, an upper-bound closed-form expression to evaluate the mean BER
of MU-MLD was derived. This expression requires the previous calculation of
MU(MU − MU−1) pairwise error probabilities, which depend on the modulation
order employed. Repetition patterns produced by the metrics employed to calculate
different pairwise error probabilities were found. As consequence of that, closed-
form BER expressions including the pairwise error probabilities calculation within
them were obtained for BPSK and 4-QAM modulations. Moreover, it was shown
that the number of pairwise error probabilities needed to calculate the mean BER
for 16-QAM and 64-QAM modulations can be reduced to 3(2U − 1)(16U − 16U−1)
and to 10
3
U(4U2 − 1)(64U − 64U−1), respectively. In addition, asymptotic BER ex-
pressions were derived and they allowed to evidence that despite the increase of the
number of own-cell interferers, the diversity is maintained even when the system is
overloaded. Thus, MC-CDMA system employing MU-MLD has a diversity order
equal to ΥG. From these asymptotes, equations for the SNR penalty due to MAI
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were also derived. The results showed that when U is increased, an increase in SNR
is required in order to maintain the same BER that a system without interference.
However, if Υ or G are increased, then the SNR penalty decreases due to the di-
versity gain. In this chapter, MU-MLD was implemented via the SD algorithm.
Some techniques were provided in order to reduce its complexity. Among them is
the MMSE QR factorization, which allows the SD implementation in overloaded
scenarios at a cost of a few tenths of decibels in SNR.
 In Chapter 5, matrix equations to implement SSD technique in MC-CDMA sys-
tems employing MU-MLD were found. Thus, the optimum system performance was
guaranteed in a multiuser scenario. The matrix structure of the received signals
allowed to employ the SD algorithm for MC-CDMA. Furthermore, an exact closed
form expression that evaluates the pairwise error probability between two rotated
symbols was derived for the scenario U = 1. By employing this result, an accurate
BER upper bound expression was derived. The asymptotic analysis of this expres-
sion showed that MC-CDMA with SSD presents diversity from the antenna array,
from frequency domain and from SSD. As result, the system has a diversity order
equal to ΥGD. Moreover, from numerical results, it was observed that the system
does not lose diversity as U increases. This happens because MU-MLD is employed
at the receiver. As consequence of that, if the diversity order is much greater than
U , then the system performance for U > 1 is very similar to the performance for
U = 1 is employed. Therefore, the BER upper bound expression is an accurate
lower bound for the scenario ΥGD  U . Finally, in this and in all previous chap-
ters, it was observed that CCI produces floors in the BER curves which cannot be
eliminated even increasing the SNR. This is due to MUDs remove only the MAI.
However, these floors appear in lower BER values when FFR scheme is employed. In
particular, for SFR, users in the inner regions of the cell are highly affected by CCI
produced by users in the outer regions of the co-cells. As consequence, the cellular
system employing SFR presents worse performance than that employing FFR.
 In Chapter 6, expressions to evaluate the mean cellular spectral efficiency of MC-
CDMA systems were obtained by considering FFR and SFR schemes. In addition,
operating scenarios that maximize the cellular spectral efficiency were found. Thus,
the analysis determined the reuse radius, the spreading factor and the system load
(U/G) that maximize the mean cellular spectral efficiency at the same time that
the system ensures a target mean BER for all users. Additionally, the proposed
analysis allowed finding scenarios in which MC-CDMA system cannot operate un-
der the imposed target BER. In these scenarios, the system is in outage from a
mean BER viewpoint. Furthermore, it was observed that the spectral efficiency of
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MC-CDMA systems with FFR or SFR schemes can be maximized if different op-
erating parameters are employed for the cell inner and outer regions. Specifically,
these parameters are G and U . When the number of antennas at the BS increases,
the system can allocate more users in each group of subcarriers, this number of
users may even exceed the spreading factor employed, mainly when MU-MLD is
employed, i.e., the MC-CDMA system can be overloaded in a cellular scenario. The
spectral efficiency is inversely proportional to the spreading factor employed. As
consequence, it was observed that as Υ increases, G decreases in order to maximize
the spectral efficiency. It is well known that SFR performs a more efficient distri-
bution of subcarriers, once all data subcarriers are used in each cell. However, our
results showed that FFR combat the co-cell interference in a more efficient way than
SFR. Specifically, with SFR, the inner region of the cells is affected by the strong
interference coming from the outer regions of the co-cells. Hence, it was observed
that FFR presents higher spectral efficiency than SFR in all scenarios. Finally, the
approach employing MU-MLD with SSD was the one that obtained the maximum
spectral efficiency.
7.2 Future Works
In this section, some proposals for further research on MC-CDMA systems and related
topics, based on the contributions and results of this dissertation, are presented.
 Generalized Channel Models. In this work, a channel characterized by slow
frequency-selective fading with Rayleigh distribution was considered. However, due
to the time variant nature of the channel and due to the small subcarriers bandwidth,
the Doppler spread effects can be also considered in the analysis. In fact, some works
have studied this phenomenon in OFDMA systems [132–134]. However, its effects on
MC-CDMA with multiuser detectors are still an open issue. Furthermore, the fading
can be modeled by more general distributions. As example, Nakagami distribution
is typically used to characterize fading channels in urban environments because it
allows to model the fading with a degree of severity greater, lesser or equal to the
fading modeled by the Rayleigh distribution [135].
 Users Employing Different Modulations. In this dissertation, it was consid-
ered that all users transmitting on the same block of subcarriers employ the same
modulation scheme. This consideration is valid under the assumption that these
users are in similar channel conditions and that they require services with simi-
lar transmission rates. However, in a more real scenario, these users can require
different transmission rates. Thus, the proposal is to analyze the performance of
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multiuser detectors by considering that different users employ different modulation
schemes.
 Imperfect CSI. The analysis performed in this dissertation considered perfect CSI
at the receiver. Such assumption renders the mathematical analysis more tractable
and helps to reach fundamental insights on the performance of communication sys-
tems. However, in practice, the channel estimation is not perfect. As result, there
may be degradation in the multiuser detection process. Some works have assessed
the impact of imperfect CSI in OFDMA systems and they have also searched for
mechanisms to mitigate their effects [136–138]. Therefore, how imperfect CSI im-
pacts on the performance of MC-CDMA cellular systems employing MUDs is an
issue that can be addressed in future works.
 Imperfect Frequency Interleaving. In this work, perfect frequency domain
interleaving was considered to ensure that subcarriers in the same group are affected
by independent fadings. Thus, full frequency diversity was considered. However, the
channel coherence bandwidth can change as the user moves from one environment
to another. Therefore, the frequency interleaving must be adapted to these changes,
which could modify some operating parameters. As example, the spreading factor
can be increased or diminished. Consequently, the system performance may vary in
these circumstances. In addition, due to rapid fluctuations of the channel, it is likely
that the interleaving is not carried out in an ideal way. Hence, another proposal is
to evaluate the MC-CDMA system performance in the aforementioned scenarios.
 Hybrid Multiuser Detection. In this work, different multiuser detectors have
been used separately in the MC-CDMA system. These techniques are character-
ized by the trade-off between complexity and performance. However, a practical
MC-CDMA system can select one or another detection technique as a function of
the system parameters. As example, system load, spreading factor and interference
levels can be considered. Therefore, a study that allows the BER to be minimized
while ensuring an acceptable average computational complexity in a hybrid mul-
tiuser detection MC-CDMA system is a proposal for future work. In fact, this
aspect of hybrid detection is a relatively new topic in OFDMA and MIMO systems
[139, 140].
 BER Expression for SSD in Multiuser Scenarios. In Chapter 5, we derived
an accurate upper-bound BER expression for MC-CDMA systems employing SSD
for U = 1. This expression was also quite accurate for the scenario U  ΥGD.
Nevertheless, for U ≈ ΥGD, the aforementioned expression is not accurate. In
particular, the derivation of the BER expression for U > 1 became quite intricate
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due to the complicated matrix structure of the received signals. As it was complex
to model this scenario mathematically, this issue is still open for future works.
 Resource Allocation Algorithms for SFR. In the results presented in this work,
it was observed that SFR scheme does not allow a good performance for users in the
inner region of the cells. As consequence, resource allocation algorithms [141, 142]
can be used along with this technique so that CCI levels can be decreased. Thus,
the performance analysis of MC-CDMA cellular systems employing these algorithms
and SFR is also a proposal.
 Error Correcting Codes. In this dissertation, error correcting codes were not
considered in the analysis. However, in practical cellular systems, these codes are
essential. Thus, a future analysis of MC-CDMA systems employing MUDs and
error correcting codes is also an interesting proposal. While most current cellular
systems use the well-known turbo codes, the trend for 5G cellular systems is to use
the so-called polar codes [143–145].
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[117] D. Wübben. MMSE extension of V-BLAST based on sorted QR decomposition. In
IEEE Vehicular Technology Conference. VTC-Fall, pages 508–512, 2003.
[118] M. Mayer, et al. Soft-Output Sphere Decoding: Single Tree Search vs. Improved K-
Best. In 18th International Conference on Systems, Signals and Image Processing,
IWSSIP, 2011.
[119] A. Grama and V. Kumar. A Survey of Parallel Search Algorithms for Discrete
Optimization Problems. ORSA Journal of Computing, 7(4):365–385, 1995.
[120] C. Schnorr, and M. Euchner. Lattice basis reduction: Improved practical algorithms
and solving subset sum problems. Mathematical Programming, 66(1-3):181–199,
1994.
[121] A. Burg, et al. VLSI Implementation of MIMO Detection Using the Sphere Decoding
Algorithm. IEEE Journal of Solid-State Circuits, 40(7):1566 – 1577, 2005.
[122] S. Grant, and J. Cavers. Performance Enhancement Through Joint Detection of
Cochannel Signals Using Diversity Arrays. IEEE Transactions on Communications,
46(8):1038–1049, 1998.
[123] P. Tsai, et al. A 4x4 64-QAM reduced-complexity K-best MIMO detector up to
1.5Gbps. In IEEE International Symposium on Circuits and Systems (ISCAS),
2010.
References 220
[124] M. Werner, and P. Vary. Speech Quality Improvement in UMTS by AMR Mode
Switching. In International ITG Conference on Source and Channel Coding (SCC),
2002.
[125] R. Davies. Algorithm AS155: The distribution of a linear combination of χ2 random
variables. Applied Statistics, 29:323–333, 1980.
[126] Asai T, et al. Experimental Evaluations on Throughput Performance of Adap-
tive Modulation and Channel Coding and Hybrid ARQ in HSDPA. EICE Trans.
on Fundamentals of Electronics, Communications and Computer Sciences, E86-
A(7):1656–1668, 2003.
[127] Takeda D, et al. Threshold controlling scheme for adaptive modulation and coding
system. In IEEE International Symposium on Personal, Indoor and Mobile Radio
Communications, (PIMRC), 2004.
[128] R. Fantacci, et al. Adaptive Modulation and Coding Techniques for OFDMA Sys-
tems. IEEE Transactions on Wireless Communications, 8(9):4876–4883, 2009.
[129] 3GPP. LTE - Evolved Universal Terrestrial Radio Access (E-UTRA): User Equip-
ment (UE) radio transmission and reception. Technical report, 3GPP TS 36.101
version 13.3.0 Release 13, 2016.
[130] 3GPP. LTE - Evolved Universal Terrestrial Radio Access (E-UTRA): Physical
Channels and Modulation. Technical report, 3GPP TS 36.211 version 13.2.0 Release
13, 2016.
[131] I. Hickman. Analog Circuits Cookbook. UK: British Lib. Catal., 1999.
[132] K. Kim, et al. New Subcarrier Allocation for Uplink-OFDMA under Time-Varying
Channels. IEEE Transactions on Communications, 61(1):7–12, 2013.
[133] Ch. Zhang and P. Fan. Providing Services for the High-Speed Train and Local
Users in the Same OFDMA System: Resource Allocation in the Downlink. IEEE
Transactions on Wireless Communications, 15(2):1018–1030, 2015.
[134] Y. Xiao, et al. QoS-Guaranteed Joint Resource Allocation for High-Speed Moving
Relay with Constrainted Backhaul Link in OFDMA System. In 19th International
Symposium on Wireless Personal Multimedia Communications (WPMC), 2016.
[135] M. Nakagami. The m-Distribution - A General Formula of Intensity Distribution of
Rapid Fading. In Symposium Held at the University of California, volume 6, pages
3–6, 1958.
[136] A. C. Cirik,et al. Resource allocation in full-duplex OFDMA systems with partial
channel state information. In IEEE China Summit and International Conference
on Signal and Information Processing (ChinaSIP), 2015.
References 221
[137] L. Liu, et al. Radio Resource Management for the Uplink OFDMA System with
Imperfect CSI. In IEEE Wireless Communications and Networking Conference
(WCNC), 2015.
[138] X. Jin, et al. QoE-Aware Resource Allocation Scheme in the OFDMA-based Cog-
nitive Radio Network with Imperfect CSI Consideration. In 9th International Con-
ference on Wireless Communications and Signal Processing (WCSP), 2017.
[139] Y. Wang, et al. On Uplink Performance of Massive MIMO Relaying with Hybrid
Multiuser Detection. In 9th International Conference on Wireless Communications
and Signal Processing (WCSP), 2017.
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Noise Variance per Channel
The noise variance per channel (σ2n) is derived in this appendix. From (2.62), it is
easy to show that noise samples have zero mean. Further, the variance of the in-phase














δ(t′ − t) (A.2)
is the white noise autocorrelation function, where N0 is the unilateral noise power spectral






p2(t− τ) cos2[2π(fc + g∆fi)t]dt, (A.3)
where it has been employed that
∫
g(t′)δ(t′ − t)dt′ = g(t), where g(t′) is any function






cos (4πfct) and that
∫ τ+Ts
τ





It is possible to show that the variance of the quadrature component of the noise sample
is also given by (A.4).
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APPENDIX B
Co-Cell Interference Variance per Channel
In this appendix, the CCI variance per channel (σ2c ) is obtained. For this, we firstly
















p(t− ζ` + Ts)p(t− τ)dt
×
{






























where we have employed that Ga,g,` = αa,g,` exp(φa,g,`), that s` = sp,` + isq,` and that
exp(ix) = cos(x) + i sin(x). From (B.1), we can affirm that the mean value of the CCI
sample is equal to zero because cos(φa,g,`) = cos(φ′a,g,`) = 0, sin(φa,g,`) = sin(φ
′
a,g,`) = 0 and
cg,` = c′g,` = 0. As consequence, the CCI mean power is equal to its variance. Additionally,
in (B.1), the imaginary factor i evidences the in-phase and quadrature components of the
sample Ca,g. For analysis simplicity, we can take just the in-phase component of this








































































p(t− ζ` + Ts)p(t− τ)dt
∫ ζ`′
τ

























































where we have employed that cos(x) sin(y) = 0, where x and y are uniformly distributed
random variables over [0, 2π). In (B.3), all the terms where ` 6= `′ are equal to zero,
because cg,`cg,`′ = c′g,`c
′





























p(t− ζ + Ts)p(t− τ)dt
∫ ζ
τ














p(t′ − ζ)p(t′ − τ)dt′
=




where it has been considered that p(t) is a unitary amplitude rectangular pulse. Moreover,
the subscript ` has been eliminated due to the mean operations. Additionally, we have
used that NI =
∑6
j=1 Ij, that Ij = λI , that α2a,g,` = α′2a,g,` = σ2ch, that s2` = s2p,` + s2q,`,
that c2g,` = c
′2
g,` = 1 and that cos
2(x) = sin2(x) = 1/2 for x ∈ {φa,g,`, φ′a,g,`}. Furthermore,
as pointed out before, that the factor rβd−β is a function of Ri, Rf and F . In the mean of
rβd−β, in (B.5), a subscript j has been included in order to indicate that the mean value
is related to the j-th co-cell of the first layer. Finally, to calculate (B.6) and (B.7), we
have employed the fact that p(t) is a unitary amplitude rectangular pulse.
As ζ is a random variable uniformly distributed over the range [τ, τ+Ts], by employing
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the result of (B.6), the term E [ I1(ζ) ] can be obtained as












Following a similar reasoning, by employing the result of (B.7), it is possible to find that
























F (r, θ, j,F , β)f(r;Ri, Rf)f(θ)drdθ, (B.10)
where
F (r, θ, j,F , β) =
{
r2
D2 + r2 + 2Dr cos
[
θ − Ω− (j − 1)π3
]}β2 . (B.11)
Employing the identity λ−s = 1Γ(s)
∫∞
0 y
s−1e−λydy, for λ > 0 [95], where Γ(.) denotes











rβ+1 J dr, (B.12)









where I0(.) is the modified Bessel function of first kind [95]. Thus, due to the integration
symmetry over θ, (B.12) no longer depends on Ω but it still depends on j because the
radius Ri and Rf depends on the j-th co-cell. The integral defined in (B.13) have closed
form given by


















where 2F1(a, b; c; z) is the so-called ordinary hypergeometric function, which is given by
[95, eq. (9.14.2)]






z2 + ..., (B.15)
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The integral defined by (B.16) has closed form for even values of β. For example,















|D2 − r2|3dr. (B.17)
















where a = Ri/D and b = Rf/D. For D > Rf > Ri, the primitive of the integrand in
(B.18) (ignoring an additive constant) is given by∫
z5
1 + z2













If ϑ(x) is defined as




+ 4 ln(x), (B.20)









ϑ(1− a2)− ϑ(1− b2)
b2 − a2 . (B.21)
Similar reasoning can be employed for other even values of β.
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APPENDIX C
Mean BER Calculation Employing the CDF
or the Reliability of the SNIR














where u(γs) and v(γs) are functions of γs. We can assume that u(γs) = P (b|γs) and that
v(γs) = F (γs) where F (γs) is the CDF of γs. Consequently, du(γs)/dγs = dP (b, γs)/dγs
and dv(γs)/dγs = f(γs). Hence, we can rewrite (3.19) as






















where we have employed that F (0) = 0, that F (∞) = 1 and P (b|∞) denotes the BER
in AWGN evaluated in γs = ∞. Therefore, (C.2) allows the mean BER calculation by
employing the CDF of the SNIR. Moreover, the reliability is given by R(γs) = 1−F (γs).
Hence, we can rewrite (C.2) as

























Hence, (C.3) allows the mean BER calculation by employing the reliability of the SNIR.
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APPENDIX D
MMSE Sorted QR Factorization: Algorithm
and Complexity
In this appendix, the MMSE sorted QR factorization algorithm [117] is presented.
Also, the total number of complex operations required by this algorithm is obtained. The
algorithm is shown below, where q
`
denotes the `-column of matrix Q and r`,κ denotes
the (`, κ)-th element of matrix R.
Algorithm 2 MMSE sorted QR factorization algorithm
1: Input H
2: R = 0, Q = H, p = [1, 2, ...,U ]
3: for ` = 1, 2, ...,U do
4: norm` = ‖q`‖
2
5: end for
6: for ` = 1, 2, ...,U do
7: k` = arg minκ=`,...,U normκ









11: for κ = `+ 1, ...,U do










14: normκ = normκ − r2`,κ
15: end for
16: end for
Tab. D.1 shows the number of complex operations required by the MMSE sorted QR
factorization algorithm. Specifically, this table shows the number of complex operations
required by each line of the algorithm. The for loops have been also considered in order






















































































































































































































































Closed-Form Expression for the PEP in the
MU-MLD
In this appendix, an expression to evaluate the PEP defined by (4.17) is derived. Thus,







where pij1 and pij2 are the left and right half-plane poles, respectively. The ratio between


























. Further, the vector v` and the matrix Wi,j have been defined in
(4.19) and (4.20), respectively. In [80, Appendix B], it is obtained the error probability
from a characteristic function similar to that of (E.1). Thus, by employing these results,











The parameter ρi,j, as defined in [80, Appendix B], is valid only in single user scenarios.
Hence, in our analysis, we must consider the parameter ρi,j defined in (E.2). Thus, in the
following, our aim is to find expressions for the parameters t1 and t2.
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|y`|2 y`h∗`,1 . . . y`h∗`,U




















ŝj,κ + C` + n`, (E.6)
where ŝj,κ is the κ-th element of the vector ŝj. Also, C` and n` are the CCI and noise
samples received in the `-th branch, respectively. Therefore, the mean power of the




∣∣ ŝj] = κ2σ2ch U∑
κ=1
|ŝj,κ|2 + σ2c + σ2n
= κ2σ2ch‖ŝj‖2 + σ2c + σ2n,
(E.7)




n are the variances of the







κσ2chsj,κ and that E [y
∗
`h`,κ|ŝj] = κσ2chs∗j,κ for κ = 1, 2, ...,U . Additionally, we have that
E [|h`,κ|2|ŝj] = σ2ch, ∀κ. Finally, as the channel gains are independent zero-mean complex











for all κ 6= κ′. From the above results, we can rewrite (E.5) as
V =




























In the second matrix of (E.8), the element (1, 1) is a scalar, the element (1, 2) is a U -
dimensional row vector, the element (2, 1) is a U -dimensional column vector and the
element (2, 2) is a U × U matrix.
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i − ŝ∗j ŝTj )
]
. (E.9)



























From the results above, we can calculate t1 and t2. Thus, by employing (E.3) and
(E.10), t1 can be obtained as

























−ŝTj ŝ∗i + ‖ŝj‖2 + ‖ŝi‖2 − ŝTi ŝ∗j
)
= κ2σ2ch ‖ŝi − ŝj‖2
(E.11)
where we have considered that the element (1, 1) of VWi,j is a scalar. Moreover, by
employing again (E.3), (E.10) and after several manipulations, it is also possible to show




















1 + 4 s2 (γc ‖ŝi − ŝj‖2)−1
1−
√
1 + 4 s2 (γc ‖ŝi − ŝj‖2)−1
, (E.13)










Generalized Chi-Square Random Variable
and Its PDF
In this appendix, the generalized chi-square random variable is described. Additionally,
its PDF is written based on the results of [125] and [147].






































































κ,1, where gκ,1 and gκ,2 are zero-mean Gaussian random variables with unit
variance. Thus, the factors σ2κ modify the variances of the Gaussian random variables.
Moreover, χ2uκ is a chi-square random variable with 2uκ degrees of freedom.




































where ζκ,` is a set defined by ζκ,` =
{
p ∈ ZK ;∑Kn=1 pn = `− 1, pκ = 0, pn ≥ 0, ∀n}, where
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pn is the n-th element of p. Hence, ζκ,` is the set of all partitions
52 of length K of the
integer `− 1, where the κ-th element is equal to zero.
As example consider K = 3, κ = 2 and ` = 3. The set of partitions of length K = 3
of the integer `− 1 = 2 are the following:
Position Position Position







Therefore, the partitions whose second element (κ = 2) is equal to zero are the partitions
of the first, fourth and sixth rows of the above table. Consequently, the set ζ2,3 can be
written as ζ2,3 =
{
[0, 0, 2], [1, 0, 1], [2, 0, 0]
}
.
52A partition of a positive integer x, also called an integer partition, is a way of writing x as a sum of
positive integers [148].
