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ABSTRACT 
A notion of ergodicity is defined by analogy to homogeneous chains, and a 
necessary and sufficient condition for it to hold for an inhomogeneous Markov chain is 
given in terms of matrix products. A comparison to the situation for homogeneous 
chains is made. A final section discusses the better-known notion of strong ergodicity 
in relation to the geometric convergence rate. 
1. ERGODICITY 
Let {X,>~=o denote an inhomogeneous Markov chain with finite or 
denumerably infinite state space S = {0,1,2, . . .} and transition matrices 
(P,}r= r. Further, let P (mf m+k) denote the k-step transition matrix P,,,, IPm+ 2 
. . . P mtkr with (i, j)th element p~~,m+k). {X,} is said to be ergodic if for each 
i and m 
as k + 00, where {~~}~_o is 
on S. 
a probability distribution, independent of m >, 0, 
This definition is motivated by the fact that for an irreducible homage- 
neous Markov chain with transition matrix P, and P k = { pijk)}, k >, 1, the usual 
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notion of ergodicity is equivalent [l] to Cj]p,!i) - rj] + 0 as k + cc for all i, 
where p = { rj} is a probability distribution. Pitman [3] has used differences of 
powers of P to characterize ergodic behavior of such chains. While characteri- 
zations that use P itself are generally simpler in the homogeneous case, the use 
of analogues of powers in the inhomogeneous case, namely products of form 
P(m,m+k) leads to a necessary and sufficient condition for ergodicity. This 
approach’ requires the introduction of a device to account for the fact that 
there is no direct counterpart to irreducibility in this case. 
The central result, to be proved in the next section, is the following. 
THEOREM 1. The inhomogeneous Markov chain {X,}~+, is ergodic if and 
only if for all i, r, and m 
sup c ),i-‘9 - p;;r.m+k+n)) + 0 
n>l j 
(2) 
as k + 00. This Cauchy-like condition cannot be relaxed by taking i = T. 
We shall examine also how this result relates to the homogeneous case, 
and mention its extension when (1) is replaced by the more restrictive 
requirement of strong ergodicity. Further extensions, to geometric ergodicity 
for example, will readily be seen to be possible. 
2. PROOF AND DISCUSSION OF THEOREM 1 
Proof. 
sup C lp!v+k) - pJf.m+k+n)( 
t%>l j 
<E if k>,X. 
By putting i = r it follows that p~~~m+k) is a Cauchy sequence in k, so 
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P$T*~+~)+ r,j(m) as + co. Hence by Fatou’s lemma, 
c I,j~,*+k)- Irij(rn)l < 5 c Ipi;“,*+k) - pj;l,*+k+n)) 
j n-m j 
<E if k>X. 
Therefore 
+ c Ip;;,m+k+l) - Trrj(rn)/ 
j 
Hence r,,(m)= r,Jm) = rj(m), say. Also, writing P,,,+l = (pfT+‘)}, we have 
pjr,m+k) = &p;;n+r)pI;+l,*+k). Let k + co, and use Lebesgue’s dominated- 
convergence theorem to get rrhm) = &p,!~+‘&rJm + 1). Hence vi(m) = rj(rn 
+ 1) = 7rj, say, where 7rj > 0 and Ejrj 6 1 by Fatou’s lemma. However, 
so {rj} is a probability distribution. 
The requirement that convergence hold for all i and T is a substitute for 
the assumption of irreducibility in the homogeneous case. The following 
example exhibits the need for convergence with i * T. 
Let 
1-L 1 
P” = i 72’ 2 1 for n> 2, 
0 1 
so that ~up,,~~C~jpi~~“‘+~)- p~~~m+k+n)l + 0 for all m and i as k --, co. 
However pi’; ’ +k) -+ a > 0 and p,; Cl ’ + k, = 0, so the chain is not ergodic. W 
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An irreducible homogeneous Markov chain the notation of Section 
1) is ergodic if and only if for all i 
(3) 
If ergodicity holds, (3) follows by taking X = Si in Corollary 2 of Pitman [3]. If 
(3) holds, then pi;), n >, 1, is clearly a Cauchy sequence, so lim, _ m p,!;) 
exists; call the limit 7rif Then 
+O (4) 
asn-co.Thus7riij,j=0,1 ,..., is a probability distribution, and on account 
of standard arguments based on irreducibility it follows that the chain is 
ergodic. An examination of the proof of Theorem 1 shows that (3) may be 
replaced by the necessary and sufficient condition for ergodicity: for all i 
sup c lpi;) - p$‘“‘l - 0 
n,l j (5) 
as k -+ 00. (If the prior assumption of irreducibility in the homogeneous case 
is dropped, then, clearly, we can apply Theorem 1 directly to the homoge- 
neous case.) Since 
j 
k+n-1 
c (6) 
r=k j 
it is easily seen directly that (3) implies (5), although (3) is simpler in 
appearance. 
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This discussion motivates, in the case of an inhomogeneous chain {X,}, 
the 
CONJECTURE. {X,}~zp=, is ergodic if and only if for each i, r, and m 
This conjecture is invalid. The condition is too strong, as evidenced by the 
reasoning of (6) and the following counterexample: For n > 1 put 
i 
for n odd, 
P, = 
1 
[ I[ 1+11-L 1 2 n’2 1 for n even. n 
Then ]r)iT~“‘+~) - p!jm*m+kil)] = 2/(m + k) for m + k even, so the series in 
(7) diverges. However, the invariant probability vector for P,,, n even, is 
[f + l/n, i - l/n], while the invariant vector for P,,, n odd, is [ 4, +I. Since 
6( P,) = 0 for n even, it follows from Theorem V.4.4 of [2] that the chain is 
ergodic. 
3. STRONG ERGODICITY AND GEOMETRIC ERGODICITY 
In the case of an irreducible homogeneous Markov chain, a strongly 
ergodic chain is one satisfying 
sup c (pi;) - 7rl-+ 0 
i j 
as n + 00, for some probability distribution (rj}. This is equivalent [2, p. 1821 
to 
for some constants M and /3, 0 < p < 1. 
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For an inhomogeneous Markov chain, we may accordingly define strong 
ergodicity to hold if and only if for each m > 0 
as k --* 00; and geometric strong ergodicity to hold if and 
m>O 
for some constants, 0 <P(m) < 1, and M(m). Equation 
stronger requirement than (1). 
(8) 
only if for each 
(8) is clearly a 
In analogy to Theorem 1, we can show that equivalent to strong ergodic- 
ity is the condition: for each m > 0 
sup SUpCIpi,m,m+Q- #;l.m+k+n)l +o 
ft>l i,r j 
as k + co. It also follows that geometric strong ergodicity is equivalent to the 
condition: for each m > 0 
sup Clpiy,m+k)- p!$,m+k+l)l < M(m)[p(m)]k where j?(m) < 1. 
i,r j 
The following example shows, however, that no relation between (8) and 
(9) such as that for homogeneous chains can hold. 
EXAMPLE 1. Let (X,} be an inhomogeneous chain with 
P, = 
1 0 0 0 ... 
1 - 1-i 0 0 . . . 
n 
l - 0 
n 
1-i 0 . . . 
n>l. 
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(X,} is strongly ergodic with T = (1, 0, 0, . . . ), but 
m -- 
m+k 
m 
m+k+l > 
2m 
(m+k)(m+k+l)’ 
Now if (9) were to hold, since 
2m = c Jp$hm+L ppm+k+l)J 
(m+k)(m+k+I) i 
the right-hand side would converge to zero at a geometric rate, which is a 
contradiction. Thus (8) * (9). 
EXAMPLE 2. Let {X,} be an inhomogeneous chain with 
n 
P, = 
I: 1 0 0 .f. . 0 0 0 
1 0 0 ..* 0 0 0 
0 1 
0 1 
nal. 
That is, P,, has its first n rows with a one in the first column. The remaining 
rows have a one on the diagonal. In this case the chain is clearly ergodic with 
7J=(l,O,O )...) 0): 
C(n,!,“‘m+k)- p~;lxm+k+l)l=O, ksufficientlylarge. 
i 
44 
Using an argument analogous to (4), 
i r=/ 
z.z 0 
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c Ipjm.m+4 - pjgLm+‘+l)l 
( i 
for k sufficiently large, and any fixed i and VL On the other hand, for this 
particular chain 
Thus it is possible to have geometric convergence to zero for each i and m 
(“geometric ergodicity”), without strong ergodicity. 
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