• Earthquake characteristics indicate repeated quasi-periodic activation of single source, 11 driven by accelerated loading 12
• New Bayesian gamma point process method successfully used to model earthquakes 13 and offer improved probabilistic forecasts of future landslides 14 15 repetition of similar signals across these different types of systems suggest that the 36 underlying processes all obey similar statistical physics. Similarities between reported 37 accelerating trends in the Earth and those associated with material failure phenomena in the 38 laboratory (Main, 1999; Vasseur et al., 2017 ) mean that they are often analysed within this 39 conceptual framework (Kilburn & Petley, 2003; Main, 1999; Voight, 1988) . Progressive 40 material failure (in response to elevated stress) can often be approximated by an empirical 41 relation which describes the acceleration in a geophysical precursor Ω (such as strain or 42 number of earthquakes) as a function of its rate by: 43
where and are constants (Voight, 1988) . Equation (1) is commonly known as the 45 Failure Forecast Method (FFM). For different values of , the expected evolution of 46 precursor rate with time takes different forms. In the general case that 1 < < 2 solutions to 47 Equation (1) take the form of an inverse power-law increase in the mean rate of precursory 48 signals with time (Kilburn, 2003) : 49 50
where the power-law exponent, = 1 − 1 describes the non-linearity of the 52 acceleration, and !" is the absolute rate at = ! − 1 (Bell & Kilburn, 2013) . For the 53 specific cases of = 1 and = 2, respectively, the acceleration takes the form of either an 54 exponential: 55
or hyperbolic: 57
increase in rate with time, with corresponding amplitude terms ! and !!" , and where ! 59 corresponds to the time of the start of the failure process. Equations (2) & (4) involve a 60 singularity at a finite time, , corresponding to an infinite precursor rate, realization of a 61 system-wide fracture and the percolation threshold, and often equated to the initiation of the 62 eruption, earthquake, or landslide process (Voight, 1988 (Petley, 2017a (Petley, , 2017b . The landslide itself generated a large seismic 112 signal, equivalent to a magnitude 4 earthquake, and recorded at seismic stations globally 113 (Petley, 2017a) . However, in the hours before the landslide a sequence of small earthquakes 114 were recorded at NUUG seismic station, 30km away from the landslide (Petley, 2017c, 115 2017d; Poli, 2017). These earthquakes showed repeating waveforms, a restricted range of 116 amplitudes, quasi-periodic inter-event times, and a rate that increased towards the time of the 117 landslide (Poli, 2017 given the data and prior belief as a posterior distribution. These distributions can be 199 characterized by a mean or mode and a highest posterior density interval (the narrowest range 200
of parameter values within which there is a given probability of the true value lying). 201 202
Results 203

Precursors to failure 204
Average earthquake rates increased systematically in the 12 hr lead up to the 17 June 205
landslide. Continuous waveform data shows distinct discrete earthquakes above the 206 background noise (Fig. 1) . Earthquake amplitudes have a restricted range of values (they are 207 not consistent with a Gutenberg-Richter distribution). They generally increase through the 208 precursory sequence, before decreasing slightly 10 minutes before failure. A final increase in 209 amplitudes immediately before failure is likely to result from overlap of closely spaced 210 earthquakes (Fig. 1d) . Inter-event times are evidently quasi-periodic, and systematically 211 decrease with time towards failure from greater than 1000 s to less than 10 s close to failure. 212
Retrospective modelling of precursory earthquake time-series 213
The catalogue of earthquake times preceding the landslide were modelled as an 214 inhomogeneous gamma point process, with average rate evolving according to equations (2)-215 (4). Firstly, this was undertaken as a 'retrospective' analysis, where the failure time is known, 216 and fixed. Example results of this analysis are shown in Fig (2) . The left hand panels show 217
hourly earthquake rate and total number of earthquakes as a function of time. The central 218 panels show the inverse inter-event time and hourly earthquake rate as a function of time 219 before failure on log-log axes. In this space, a power-law acceleration in rate (equation (2)) 220 will take the form of a straight line, with slope − . The right hand panels show inverse inter-221 event time and hourly earthquake rate as a function of time before failure on linear-log axes. 222
In this space, an exponential increase in rate with time (equation (3)) will take the form of a 223 straight line with slope -. In each case, the red lines represent 500 samples from the 224 posterior parameter distributions for the power-law (top row), hyperbolic (middle row), and 225 exponential models (bottom row). 226
The power-law model with mean posterior value of = 0.71 clearly provides an excellent 227 fit to the data, and explains its evolution better than either the hyperbolic or exponential 228 models. The 95% highest posterior density interval (HPDI) for is [0.67, 0.74]. The 229 hyperbolic model systematically underestimates early rates and overestimates later rates, and 230 the exponential model is unable to explain the rapid acceleration in rate as failure is 231 approached. The scatter in inter-event times around the general trend is small, and is 232 particularly apparent in log-log space. This feature reflects the highly periodic nature of the 233 earthquake process; a Poisson process would involve a much greater scatter in inter-event 234
times. For all models, the periodicity is high; for the power-law model, aggregated over the 235 full dataset its value is 5.8, comparable to the highest values observed for volcanic drumbeat 236 earthquakes (Bell et al., 2017). 237 3.3. Pseudo-prospective forecasts and temporal evolution of posterior parameter 238 distributions 239
Repeated 'pseudo-prospective' forecasts, where the failure time is unknown, and data is 240 added incrementally as if it were becoming available in real-time, reveal the evolution of 241 parameter posterior distributions as the sequence progresses, and provide insights in to the 242 potential for using repeating earthquakes for forecasting the timing of similar landslides in 243 future as part of an operational decision making process for risk reduction. Figure 3 illustrates 244 the evolution of the posterior probability distributions for the forecast failure time, , and 245 periodicity for the power-law model (equation (2)) for the second half of the precursory 246 sequence. Until 90% of the sequence is complete, few earthquakes have occurred, there is 247 little information on which to estimate parameter values, and the posterior distributions are 248 strongly influenced by the priors. The mean of the log-normal prior distribution for is 249 higher than the true value, and so the parameter covariance means that the mean of the 250 posterior for the forecast failure time is slightly late, though the true value is within the 90% 251 credible interval. As the earthquake rate increases after 90% of the sequence is complete, 252 more information becomes available and the posterior distributions quickly converge on the 253 retrospectively determined values. At 96% of the sequence completed (22 minutes before The earthquake sequence preceding failure was characterized by highly-similar earthquake 261 waveforms, locally periodic inter-event times, and a restricted range of amplitudes. These 262 characteristics are not consistent with seismicity directly resulting from distributed fracturing 263 within a deforming rock mass. Instead, they require either re-activation of a single localized 264 asperity, which repeatedly fails and heals, or perhaps progressive failure of a series of closely 265 co-located asperities. Continued loading is driven by otherwise aseismic accelerating slip 266 along a larger (and perhaps growing) fault surface, as suggested by Poli (2017). Short inter-267 event times close to the failure time imply that rapid (<10 s) healing, loading, and failure of 268 the earthquake source was possible, possibly suggesting mechanical healing through 269 interlocking. 270 Petley et al. (2002) argue from a theoretical and empirical basis that two forms of 271 precursory acceleration exist. For a crack nucleation process, the acceleration should follow 272 an exponential trend, and for a crack growth process, it should follow a hyperbolic trend with 273 = 1. Shallow landslides are expected to behave in a non-brittle manner, with exponential 274 trends, so this model is unlikely to be appropriate for the deep-seated Nuugaatsiaq landslide. 275
In addition to providing a poor fit to the data, an exponential model does not define a finite 276 failure time (Bell, Greenhough, et al., 2011) , and so failure time forecasts using this approach 277 are likely to be significantly more inaccurate than the preferred power-law model. 278
The modelling here indicates that the acceleration in average earthquake rate is best 279 explained by a systematic power-law increase with time, with a power-law exponent 280 = 0.71 and within the range of 0.67 to 0.74 to 95% probability. This parameter value 281 represents a rapid, more non-linear acceleration than the hyperbolic trend. 
