A nonlinear electromagnetic scattering problem is studied in the presence of bound states in the radiation continuum (or resonances with the vanishing width). It is shown that the solution is not analytic in the nonlinear susceptibility and the conventional perturbation theory fails due to strong evanescent fields that necessarily occur if the scattering system has resonances with the vanishing width. A non-perturbative approach is developed. It is then applied to the system of two parallel periodic subwavelength arrays of dielectric cylinders with a second order nonlinear susceptibility. This scattering system is known to have bound states in the radiation continuum.
INTRODUCTION
A conventional approach to nonlinear electromagnetic scattering problems is based on the power series expansion in a nonlinear susceptibility χ c . For example, for the 2nd order susceptibility, the physical parameter that determines nonlinear effects is χ c E r 1 where E r is the electric field at the scattering structure. The smallness of χ c E r justifies the use of perturbation theory and the solution is analytic in χ c . The situation is different if the scattering structure has resonances.
Planar periodic structures (e.g., gratings, periodically perforated films, and similar) are known to exhibit sharp scattering resonances when illuminated by electromagnetic waves.
1, 2 Furthermore, it is known 2, 3 that, if E i is the amplitude of the incident wave at the resonant frequency and Γ is the width of the resonance, then the near-field E r (the field in a vicinity of the scattering structure) behaves as E r ∼ E i / √ Γ. Consequently, optical nonlinear effects are expected to amplify if the system has a sufficiently narrow resonance. In particular, an amplification of the second harmonics generation by a single periodic array of dielectric cylinders 4 and by other single-array periodic systems 5 have been reported, but no significant flux conversion rate, comparable to that in conventional methods of second harmonic generation, has been found. Owing to the smallness of χ c and the finiteness of the factor 1/ √ Γ, the condition χ c E r 1 still holds for the studied structures, leading to marginal optically nonlinear effects. Thus, in order to enhance such effects in subwavelength arrays, the resonance width has to be made sufficiently small.
If two identical planar periodic structures are aligned parallel and separated by a distance 2h, then it can be shown that for each resonance associated with the single structure, the combined structure has two close resonances whose width depends continuously on h so that the width of one of the resonances vanishes, i.e., Γ(h) → 0 as h → h b for some discrete set of distances h b . 2, 6, 7 This means that the system has bound states in the radiation continuum. These electromagnetic states look like wave-guiding modes localized in a vicinity of the structure but, in contrast to wave-guiding modes in photonic crystals or metal cavities, their wave numbers lie in open diffraction channels, that is, in the continuum of scattered radiation modes. There is a quantum mechanical analog of such states. Suppose that a scattering potential vanishes in spatially asymptotic region so that the continuous spectrum is positive. In most systems bound states would have negative energies. A bound state in the radiation continuum is a square integrable (localized) solution of the Schrödinger equation with positive energy. The existence of such states is counterintuitive because one would usually expect a decay of a state with positive energy into radiation modes, e.g., through tunneling. Nevertheless, their existence was first predicted by von Neumann and Wigner [8] [9] [10] [11] in 1929 and later they were discovered in some atomic systems.
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In the formal resonant scattering theory, the existence bound states in the continuum can be established by the Feshbach projection operator formalism [13] [14] [15] and they are shown to correspond to resonances with the vanishing width. 16, 17 The existence of bound states is also related to avoided level crossing. [18] [19] [20] [21] Their analog in Maxwell's theory has only attracted attention recently. 6, [22] [23] [24] [25] A simple physical mechanism for formation of such electromagnetic states is based the Fabry-Perot resonator 26 in which reflection properties of the interfaces are described by the Breit-Wigner formula. 2, 6 In particular, for a system of two parallel arrays of periodically positioned subwavelength dielectric cylinders (depicted in Panel (a) of Fig. 1 ), the existence of bound states in the radiation continuum has been first established in numerical studies of the system. 6 For distances large enough they are well described by the Fabry-Perot resonator, that is, when the evanescent fields from each array are neglected and the interfaces interact only through radiation modes. For smaller distances, the Fabry-Perot resonator model fails to describe bound states in the continuum due to a strong interaction of the arrays through their evanescent fields. A complete classification of bound states as well as their analytic form for this system is known 7 for the for the case of TM polarization. It is shown 7 that bound states exist in the spectral range in which more than one diffraction channel are open. The smallest distance at which a bound state can be formed is about a half of the array period (see Panel (c) of Fig. 1 ).
If a double array has a nonlinear dielectric susceptibility, then the perturbation theory parameter χ c E r ∼ χ c E i / Γ(h), as defined above, can no longer be considered small if the distance h is close enough to one of the critical values h b at which a bound state in the radiation continuum exists. However, this qualitative assessment should be taken with a precaution. In the present study, a rigorous analysis of the nonlinear scattering problem by means of the formalism of Siegert states (appropriately extended to periodic structures 3 ) shows that no divergence of a local field occurs as h → h b (so that Γ(h) → Γ(h b ) = 0). Nevertheless, the conventional perturbative approach fails because the solution is not analytic in the two small parameters χ c and Δh = h − h b . The situation can be compared with a simple mechanical analog. Consider a scattering problem for a particle on a line in a hard core repulsive potential V (x) = g/x 2 , g > 0. No matter how small g is, the particle never crosses the origin x = 0 and a full reflection occurs, but it does so when g = 0 (a full transmission).
29 So, the scattering amplitude is not analytic in g.
The purpose of the present study is twofold. First, the nonlinear scattering problem is studied in the presence of bound states in the radiation continuum. A non-perturbative approach is developed to solve the problem. Second, as an application of the developed formalism, the problem of the second harmonic generation is analyzed with an example of the system depicted in Fig. 1 (Panel (a) ). In particular, it is proved that by tuning the distance h in a vicinity of h b , about 44% of the incident fundamental harmonic flux can be converted to the outgoing second harmonic flux. Since the smallest 2h b at which a bound state exists is about a half of the period of the array and the wavelength of this state is about the period of the array, this example demonstrates that bound states in the radiation continuum can indeed be used to substantially enhance and control optically nonlinear effects in nanophotonic devices (an incident light is in resonance if the period is about the incident light wavelength).
An overview of the results
In Section 2, the nonlinear resonant scattering problem with bound states in the radiation continuum is transformed into a system of integral equations. A non-perturbative method is proposed to solve these equations in the approximation that takes into account two nonlinear effects: a second harmonic generation in the leading order of χ c , and the fundamental harmonic generation by mixing the second and fundamental harmonics in the leading order in χ c . This is the second order effect in χ c known in the theory as the optical rectification. The latter is shown to be necessary to ensure the energy flux conservation.
The formalism is illustrated with an example of two parallel periodic arrays of dielectric cylinders shown in Panel (a) of Fig. 1 . The analysis is based on the subwavelength approximation (Section 3) when the incident wave length is larger than the radius R of the cylinders. If k is the magnitude of the wave vector, then the theory has three small parameters:
where all the distances are measured in units of the structure period, in particular R < 1/2, δ 0 (k) is the scattering phase for a single cylinder, ε c is the linear dielectric susceptibility, and the amplitude of the incident wave is set to one, E i = 1. With this choice of units, all three parameters are dimensionless. The scattering amplitudes of the fundamental and second harmonics are explicitly found in Section 4.
In Section 5, it is shown that the ratio of the flux of the second harmonic along the normal direction and the incident flux is
where E r = E r (χ c , Δh, δ 0 ) is the fundamental field on the cylinders, and C = C(δ 0 , Δh) is some function. The function E r is non-analytic in the vicinity of zero values of its arguments. The non-perturbative approach of Section 2 is used to prove that the generated flux of the second harmonic attains its maximal value when the small parameters satisfy the condition (Δh)
where ϑ 1 is a numerical constant, and k b is the magnitude of the wave vector of the bound state that occurs at h = h b . Under this condition, σ 2 becomes analytic in the scattering phase δ 0 so that in the leading order,
An interesting feature to note is the independence of the conversion efficiency on the nonlinear susceptibility χ c (in the leading order in the scattering phase δ 0 ). In other words, given a nonlinear susceptibility χ c , by a fine tuning of the distance between the arrays one can always reach the maximal value which is only determined by the scattering phase at the wave length of a bound state. The lowest value of k b for the system considered occurs just below the first diffraction threshold (the wavelength is slightly larger than the structure period), i.e., k b ≈ 2π. Taking, for example, R = 0.15 and ε c = 2 (so that δ 0 (2π) ≈ 0.22), the conversion rate reads σ 2,max ≈ 0.44, that is, about 44% of the incident flux is converted into the second harmonic flux, which is comparable with the conversion rate achieved in slabs (crystals) of optical nonlinear materials.
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From the physical point of view, the scattering structure plays the role of a resonator with the quality factor inversely proportional to Γ. The field in the resonator is not uniform and has periodic peaks of the amplitude E r ∼ E i / √ Γ due to a constructive interference of the scattered fundamental harmonic. In particular, some of these peaks occur at the scatterers (the cylinders of the array). The second harmonic is produced by the induced dipole radiation of point scatterers. The induced dipole strength is proportional to χ c E 2 r . The dipoles are excited by the incident wave and, due to their periodic arrangement, they radiate in phase producing a plane wave in the asymptotic region (just like a phased array antenna). If the system has a resonance whose width Γ can be continuously driven to zero by changing a physical parameter of the system, i.e., the system has a bound state in the radiation continuum, then the strength of the induced dipoles radiating the second harmonics can be magnified as desired, but the resonator cannot be excited by the incident radiation if Γ = 0 (a bound state is decoupled from the radiation continuum). So, the optimal width Γ at which the second harmonic amplitude is maximal occurs for some Γ = 0, which explains the existence of conditions like (1) . Since the second harmonic is generated by point scatterers, the phase matching condition, needed for optically nonlinear crystals, is not required. The energy flux of the incident radiation is automatically redistributed and focused on the scatterers owing to the constructive interference. Thanks to these physical features, an active length at which the conversion rate is maximal is close to 2h b whose smallest value for the system studied is roughly a half of the wave length of the incident light 6, 7 (i.e. for an infrared incident radiation it is about a few hundreds nanometers).
THE NONLINEAR RESONANT SCATTERING THEORY
Suppose that a scattering system has a translational symmetry along a particular direction and has non-dispersive linear and second-order nonlinear dielectric susceptibilities, ε and χ, respectively. When the electric field is parallel to the translational symmetry axis (TM polarization), Maxwell's equations are reduced to the scalar nonlinear wave equation
Let the coordinate system be set so that the functions ε − 1 ≥ 0 and χ ≥ 0 have support bounded in the z−direction and the system has the translational symmetry along the y−direction. In this case, ε, χ and E are functions of z and x. In the asymptotic regions |z| → ∞, Eq. (2) becomes a linear wave equation. So, the scattering problem can be considered for a plane wave of the frequency ω that propagates from the asymptotic region z → −∞ to the region z → ∞. Furthermore, it is assumed that the functions ε and χ are piecewise constant, i.e., ε = ε c = const and χ = χ c = const in regions occupied by the scattering system (the scattering system is made of a homogeneous material). A conventional treatment of the problem is based on the assumption that the solution E is analytic in χ c and, therefore, can be represented as a power series expansion,
where E 1 is the amplitude of the fundamental harmonics in the zero order of χ c , E 2 is the amplitude of the second harmonics in the first order of χ c , and so on. This assumption is not true if the system has bound states in the radiation continuum. Indeed, a general solution has the form E = E L + E NL , where E L is the solution when χ c = 0 and E NL is the correction due to nonlinear effects. Let χ be written as χ = χ c η, where η is the indicator function of the region occupied by the scattering system, i.e., its value is 1 in that region and 0 elsewhere. Then, if G is the Green's function of the operator ε c 2 ∂ 2 t − Δ with appropriate (scattering) boundary conditions, the function E NL satisfies the integral equation
In what follows, the notation G[ψ] is used to denote the action of the operator G on a function ψ. The power series expansion (3) can be obtained by the method of successive approximations for this integral equation, provided the series is proved to converge. According to scattering theory, 31, 32 the Fourier transform of G is
As is clarified shortly (see discussion of Eq. (11)), its real poles correspond to bound states in the radiation continuum. Hence, in the presence of a real pole k 2 = k 2 b , the kernel of G is not summable and, therefore, the successive approximations produce a diverging series. This implies a non-analytic behavior of the solution in χ c . Thus, when a bound state in the radiation continuum is present, the conventional perturbative approach becomes inapplicable. Here, a non-perturbative approach is developed to obtain the solution to the scattering problem that is valid in any small neighborhood of a real pole of the Fourier transform of G.
Suppose that the incident radiation is a plane wave
where e i , i = 1, 2, 3, denote unit vectors along the x, y, and z coordinate axes, respectively. A general solution to Eq. (2) should then be of the form, (4) where E 0 ≡ 0, and for all l, E −l = E l is the complex conjugate of E l (as E is real). Therefore it is sufficient to determine only E l , l ≥ 1. Next, it is assumed that the scattering structure is periodic in the x−direction (e.g., a grating). The units of length are chosen so that the period is one. Then the amplitudes E l satisfy Bloch's periodicity condition
This condition follows from the requirement that the solution E satisfies the same periodicity condition as the incident wave E in :
By Eq.(2), the amplitudes of the different harmonics satisfy the equations,
For ease of notation, the parameter ν is often used in lieu of χ c . Since ν ∼ χ c , it is a small parameter in the system.
The scattering theory requires that for l = ±1, the partial waves E l e −ilωt be outgoing in the spatial infinity (|z| → ∞). The fundamental waves E ±1 e ∓iωt are a superposition of an incident plane wave e ±i(k·r−ωt) and a scattered wave which is outgoing at the spatial infinity. In all, the above boundary conditions lead to a system of Lippmann-Schwinger integral equations for the amplitudes E l :
and
is the integral operator defined by the relation
in which G q (r|r 0 ) is the Green's function of the Poisson operator, (q 2 + Δ)G q (r|r 0 ) = −4πδ(r − r 0 ), with the outgoing wave boundary conditions. For two spatial dimensions, as in the case considered here r = (x, z) and r 0 = (x 0 , z 0 ), the Green's function is known 33 to be G q (r|r 0 ) = iπH 0 (q|r − r 0 |) where H 0 is the zero order Hankel function of the first kind.
When ν = 0, the amplitudes of all higher harmonics (l ≥ 2) vanish. Therefore it is natural to assume that
Note that this does not generally imply that the solution, as a function of ν, is analytic at ν = 0. Under this assumption, the solution to the system (6) can be approximated by keeping only the leading terms in each of the series involved. In particular, the first equation in (6) is reduced to
while the second equation becomes
It then follows that a first order approximation to the solution of the nonlinear wave equation (2) may be found by solving the system formed by the equations (8) and (9) . To facilitate the subsequent analysis, the system is rewritten as
Solving the first of Eqs. (10) involves inverting the operator 1 − H(k 2 ), and therefore necessitates a study of the poles of the resolvent [1 − H(k 2 )] −1 . Such poles are eigenvalues in the generalized eigenvalue problem,
for fixed k x and the spectral parameter k 2 extended to the complex plane. 3 The corresponding eigenfunctions E = E s are referred to as Siegert states. In contrast to Siegert states in quantum scattering theory, 31 electromagnetic Siegert states 3 satisfy the generalized eigenvalue problem (11) in which the operator is a nonlinear function of the spectral parameter k 2 .
Eigenvalues have the form
then, according to scattering theory, such a pole is a resonance pole. In the case of the linear wave equation (χ c = ν = 0), the scattered flux peaks at k = k r indicating the resonance position, whereas the imaginary part of the pole Γ defines the corresponding resonance width (or a spectral width of the scattered flux peak; a small Γ corresponds to a narrow peak). If Γ = 0, the corresponding Siegert state is a bound state. This is a localized (square integrable) solution of Eq. (11) . Suppose that the scattering system has a physical parameter h such that a pole
depends continuously on h and that there is a particular value h = h b at which the pole becomes real, i.e., Γ(
where, in accord with the notation introduced in (7), the function on which an operator acts is placed in the square brackets following the operator. The operator ν 2 (1 − H(k 2 )) −1 that determines the "nonlinear" part of Eq. (12) is not bounded as
is. This precludes the use of a power series representation of the solution in ν 2 . To find the solution of Eq. (12) when ν is small, its property under parity transformations is established first.
Suppose that the scattering system is such that the operator H and the parity operator P defined by P[E](x, z) = E(x, −z) commute. This implies that the Siegert states have a specific parity: P[E s ] = pE s where p = ±1. Consider then the ratio
It will be proved that
where C(h) is some constant depending on h, and E s is an appropriately normalized Siegert state. 3 Consider then the curve of resonances
Now, as h → h b , the width Γ(h) goes to 0, and the Siegert state E s becomes a bound state E b in the radiation continuum. Equation (15) shows that if C(h) does not go to zero faster than Γ(h) as h → h b , i.e., the pole still gives the leading contribution to E 1 in this limit, then
depending on whether the bound state E b is even or odd in z. For the linear wave equation (ν = 0), the constant C(h) is shown to be proportional to Γ(h).
3 Therefore, for a small ν, the assumption that C(h) does not go to zero faster than Γ(h) as h → h b is justified. Based on the limit (16), the following (non-perturbative) approach is adopted to solve Eq.(12) near a bound state. First, the curve of resonances C in the (h, k)-plane is found. Using the relation (13) in the right side of (12), the field E 1 is expressed via the ratio μ with the pair (h, k) being on the curve C. Next, the principal part of the amplitude E 1 relative to Δh = h − h b is evaluated near a critical point (h b , k b ) on C by taking μ to its limit value (16) . This approach reveals a non-analytic dependence of the amplitude E 1 on the small parameters Δh and χ c of the system and allows to obtain E 1 and E 2 when a bound state is present in the radiation continuum. As the technicalities of the proposed non-perturbative approach depend heavily on peculiarities of the scattering system, the procedure is illustrated with a specific example.
A PERIODIC DOUBLE ARRAY OF SUBWAVELENGTH CYLINDERS
The system considered is sketched in Fig. 1(a) . It consists of an infinite double array of parallel, periodically positioned cylinders. The cylinders are made of a nonlinear dielectric material with a linear dielectric constant ε c > 1, and a second order susceptibility χ c 1. The coordinate system is set so that the cylinders are parallel to the y−axis, the structure is periodic along the x−axis, and the z−axis is normal to the structure. The unit of length is taken to be the array period, and the distance between the two arrays relative to the period is 2h. The solution of the integral equation (12) is obtained for k 2 near k 2 b in the limit of subwavelength dielectric cylinders. The approximation is defined by a small parameter
which is the scattering phase of a plane wave with the wavenumber q on a single cylinder of radius R. For sufficiently small R, this approximation is justified. The integral kernel of H(q 2 ) is defined by (7) and has support on the region occupied by cylinders. The condition (17) implies that the wavelength is much larger than the radius R, and therefore field variations within each cylinder may be neglected, so that ψ(x, z) ≈ ψ(n, ±h) where (n, ±h) are the positions of the axes of the cylinders (n is an integer). The integration in H(q 2 )[ψ] yields then an infinite sum over positions of the cylinders. By Bloch's condition, ψ(n, ±h) = e inqx ψ(0, ±h), so that the function H(q 2 )[ψ](x, z) is fully determined by the two values ψ(0, ±h). In particular,
where the coefficients α and β are shown to be
where q z,m = q 2 − (q x + 2πm) 2 with the convention that if
To obtain the energy flux scattered by the structure, the action of the operator H(q 2 ) on ψ must be determined in the asymptotic region |z| → ∞. It is found that for |z| > h + R,
AMPLITUDES OF THE FUNDAMENTAL AND SECOND HARMONICS
Now that the action of the operator H(q 2 ) has been established in (18) and (20), the amplitudes E 1 and E 2 of the fundamental and second harmonics can be determined by solving the system (10). As noted earlier, this will be done along a curve C in the h, k-plane defined by k = k r (h) where k r (h) is the real part of a pole of
, or equivalently, when the incident radiation has the resonant wave number k = k r (h). To find the curve, the eigenvalue problem (11) is solved in in the approximation (18):
where E b± = E b (0, ±h) and the functions α = α(k, k x ) and β = β(k, k x ) have been defined in the previous section. In particular, bound states occur at the points (h b , k b ) at which the determinant det(1 − H) vanishes,
It follows from Eq. According to the convention adopted in the representation (14) , the corresponding resonance widths are defined by
where ∂ k 2 denotes the derivative with respect to k 2 . This definition of the width corresponds to the linearization
There is a curve connecting the symmetric bound states in the h, k-plane, and another curve that connects the odd ones.
In what follows, only the curve connecting symmetric bound states will be considered. The other curve can be treated similarly. Panel (c) of Fig. 1 shows that the first symmetric bound state occurs when the distance 2h is about a half of the array period, while the skew-symmetric bound states emerge only at larger distances. So, the solution obtained near the first symmetric bound state corresponds to the smallest possible transverse dimension of the system (roughly a half of the wave length of the incident radiation). Thus, from now on the curve of resonances C refers to the curve in the (h, k) plane defined by the equation Re{1 − α − β} = 0. To simplify the technicalities, it will be further assumed that only one diffraction channel is open for the fundamental harmonics, i.e., k x < k < 2π − k x . Let k = k r (h) be the solution of Re{1 − α − β} = 0. By making use of the explicit form of the functions α and β for one open diffraction channel, one infers that along the curve k = k r (h),
Bound states in the radiation continuum occur when the distance h satisfies the equation ϕ = 0, i.e., h k 2 r (h) − k 2 x = (n − 1/2)π with n being a positive integer. Its solutions h = h b (n) define the corresponding values of the wave numbers of the bound states,
indicates positions of the bound states on the curve C. In the limit h → h b (n) along C, the function ϕ has the asymptotic behavior,
The objective is to determine the dependence of the amplitudes E 1 and E 2 on the parameters Δh and χ c which are both small.
To this end, let E 1± = E 1 (0, ±h) be the values of the field E 1 on the axes of the cylinders at (0, ±h), and E 2± = E 2 (0, ±h) be the values of the field E 2 on the same cylinders. In the subwavelength approximation, these values determine the scattered field because the latter is produced by the radiation of point dipoles induced by the incident wave on the scatterers and the strength of the dipoles is proportional to E 1± for the fundamental harmonic and E 2± for the second harmonic. Applying the rule (18) to evaluate the action of the operator H(q 2 ) in the system (10), the first equation of the latter becomes,
Similarly, the second of Eqs.(10) yields,
As stated above, the resolvent [1 − H((2k)
2 )] −1 is regular in a neighborhood of k b so that Eq. (22b) can be solved for E 2± , which defines the latter as functions of E 1± . The substitution of this solution into Eq.(22a) gives a system of two nonlinear equations for the fields E 1± . Adding these equations and replacing the field E 1− by its expression E 1− = μ(0, h)E 1+ in terms of the field ratio of Eq.(13) yields the following implicit relation between the field E 1+ and its amplitude |E 1+ |:
where ϕ = cos(hk z ) and ν = χc 4π(εc−1) are small and, in terms of the field ratio μ ≡ μ(0, h), the values of ζ and ξ read,
with a and b being defined by the relation,
In particular, ζ and ξ are continuous functions of μ and ϕ. In Appendix A it is shown that if ζ b and ξ b are the respective limits of ζ and ξ as h → h b along the curve of resonances C, then these limits are nonzero. It follows then that Eq. (23) for E 1+ is singular in both ν and ϕ when these parameters are small, i.e., in the limit (ν, ϕ) → (0, 0). Furthermore, there is no way to solve the said equation perturbatively in either of the parameters. A full non-perturbative solution can be obtained using Cardano's method for solving cubic polynomials. Indeed, by taking the modulus squared of both sides of the equation, it is found that,
The solution to this cubic equation is obtained in Appendix C. It is proved there that Eq. (26) admits a unique real solution so that there is no ambiguity on the choice of E 1+ . In the vicinity of a point (h b , k b ) along the resonance curve C, the field E 1+ is found to behave as,
Recall that Δh = h − h b . An explicit form of the function τ (Δh, χ c ) is given in Appendix C (see Eq. (40)). It involves combinations of the square and cube roots of functions in Δh and χ c and has the property that τ (Δh, χ c ) → 0 as (Δh, χ c ) → (0, 0) (in the sense of the two-dimensional limit, i.e., when (Δh) 2 + χ c 2 → 0). In the limit h → h b , the field ratio μ approaches 1 for a symmetric bound state as argued earlier. Therefore it follows from Eqs.(22b) that E 2± ∼ νE 2 1+ because the matrix (25) exists at h = h b . Since ν ∼ χ c , relation (27) leads to the conclusion that
Thus, the approximation |E 1 | |E 2 | used to truncate the system (10) remains valid for h close to the critical value h b despite the non-analyticity of the amplitudes at (Δh, χ c ) = (0, 0).
FLUX ANALYSIS: THE CONVERSION EFFICIENCY
For the nonlinear system considered, even though Poynting's theorem takes a slightly different form as compared to linear Maxwell's equations, the flux conservation for the time averaged Poynting vector holds. The scattered energy flux carried across a closed surface by each of the different harmonics adds up to the incident flux across that surface. The flux conservation theorem is stated in Appendix B. Consider a closed surface that consists of four faces, Fig. 1(b) . As argued in Appendix B, the scattered flux of each l th -harmonics across the union of the faces L ±1/2 vanishes because of the Bloch condition (and so does the incident flux for any k x ). Therefore only the flux conservation across the union of the faces L ± has to be analyzed. If σ l designates the ratio of the scattered flux carried by the l th -harmonics across the faces L ± to the incident flux across the same faces, then l≥1 σ l = 1. Thus, for l ≥ 2, σ l defines the conversion ratio of fundamental harmonics into the l th -harmonics.
In the perturbation theory used here, only the ratios σ 1 and σ 2 may be evaluated. By laborious calculations it can be shown that σ 1 + σ 2 ≤ 1 as one would expect (see Appendix B for details). Hence, the efficiency of converting the fundamental harmonic into the second harmonic is simply determined by the maximum value of σ 2 as a function of the parameter h at a given value of the nonlinear susceptibility χ c .
The ratio σ 2 is defined in terms of the scattering amplitudes of the second harmonic, i.e., by the amplitude of E 2 in the asymptotic region |z| → ∞: (20) is applied to calculate the action of the operator H( (2k) 2 ) in the far-field regions |z| → ∞:
Since for ν = 0, the amplitudes E 1± remain finite as h → h b along C, and since μ → 1 in the said limit; the principal part of σ 2 in a vicinity of a bound state along the curve C is obtained by setting E 1− = E 1+ in Eq. (22b), solving the latter for E 2± , and substituting the solution into the expression for σ 2 . The result reads
where C b is a constant obtained by taking all nonsingular factors in the expression of σ 2 to their limit as h → h b , which gives
for a and b defined in Eq. (25) . Using the identity
, and substituting Eq. (23) into one of the factors |E 1+ | 2 , the conversion ratio σ 2 is expressed as a function of a single real variable,
where
is a constant, and ξ and ζ in Eq. (24) have been taken at their limits as h → h b to obtain the principal part of σ 2 . The function σ 2 (u), 0 ≤ u < ∞, is found to attain its absolute maximum at u = |ξ b ζ b |. This condition determines the distance 2h between the arrays at which the conversion rate is maximal for given parameters R, ε c and χ c of the system. Indeed, since u ∼ |E 1+ | 2 should also satisfy the cubic equation (26) , the substitution of u = |ζ b ξ b | into the latter yields the condition
In particular, in the leading order in δ 0 (k), the optimal distance 2h between the two arrays is given by the formula,
where as previously,
The maximum value σ 2,max of the conversion ratio σ 2 is the sought-for conversion efficiency. An interesting feature to note is that σ 2,max = σ 2 (|ζ b ξ b |) is independent of the nonlinear susceptibility χ c because the constants C b , ξ b , and ζ b are fully determined by the position of the bound state (k b , h b ) . In other words, if the distance between the arrays is chosen to satisfy the condition (31a), the conversion efficiency σ 2,max is the same for a wide range of values of the nonlinear susceptibility χ c . This conclusion follows from two assumptions made in the analysis. First, the subwavelength approximation should be valid for both the fundamental and second harmonics, i.e., the radius of cylinders should be small enough. Second, the values of h − h b and ν (or χ c ) must Note that the wavelength at which the second harmonic generation is most efficient is the resonant wavelength defined by k = k r (h) where h satisfies the condition (31a). For a small χ c , the scattering phase at the resonant wavelength can well be approximated as δ 0 (k) ≈ δ 0 (k b ). The condition δ 0 (k b ) < 0.25 ensures that the scattering phase for the second harmonic satisfies the inequality δ 0 (2k b ) = 4δ 0 (k b ) < 1 otherwise the validity of the subwavelength approximation cannot be justified. The dashed parts of the curves in Panels (a) of Fig. 2 correspond to the region where δ 0 (k b ) > 0.25. Panels (a) and (b) of the figure show that the conversion efficiency can be as high as 40% for a wide range of the incident angles and values of the cylinder radius. Such a conversion efficiency is comparable with that achieved in optically nonlinear crystals at a typical beam propagation length (active length) of a few centimeters, whereas here the transverse dimension 2h of the system studied here can be as low as a half of the wavelength, i.e., for an infrared incident radiation, 2h is about a few hundred nanometers. Indeed, as one can see in Fig. 1(c The wavenumbers k b at which the bound states occur lie just below the diffraction threshold 2π − k x , i.e., k b 2π − k x (see Fig. 1 (c) and 7 for details). So that in the case of normal incidence (k x = 0), the above estimate becomes, σ 
CONCLUSION
The analysis of the last section proves the concept of using the existence of electromagnetic bound states in the radiation continuum to amplify and control the second harmonic generation in coupled periodic dielectric structures with a second order nonlinear susceptibility. In particular, in the example studied, a conversion efficiency of fundamental harmonics into second harmonics of over 40% can always be attained however small the second order nonlinear susceptibility. Such efficiency is achieved by fine tuning the coupling parameter which, in the example at hand, is simply the distance between two periodic arrays of dielectric cylinders. The effect results from the intense fundamental fields that exist in regions of the scattering structures when the coupling parameter is close to a critical value at which a bound state in the radiation continuum exists. This a general property of coupled periodic dielectric structures with a planar symmetry and is by no means specific to the example considered. 3 Thus, as is indicated in Section 2, the theory developed is applicable to a wide range of scattering problems to handle the non-analyticity of the fields in the second order nonlinear susceptibility when bound states in the radiation continuum exist. It is important to stress that in the example studied, the optimal conversion occurs in a structure with a transverse size of about half the wavelength of the incident radiation. This provides a means to miniaturize second harmonic generation devices while preserving the efficiency of the current optically nonlinear crystals.
