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We propose approximate methods and a strict method for resolving resource conflicts in the 
critical chain project management method. The critical chain project management method is a 
technique to shorten the duration time of a given project, and to decrease the delay rate in the 
overall project. In the critical chain project management method, the uncertainty of the duration 
time of each task and time buffers are assumed. This method consists of (1) identifying tasks of 
a project, (2) collection of time margins, (3) resolution of resource conflicts, (4) classifying 
tasks according to critical or non-critical tasks, and (5) insertion of time buffers. Effective 
approaches for four of the five processes already exist. For the remaining unresolved process (3) 
resolution of resource conflicts, an effective method has yet to be proposed. Hence, we develop 
three simple approximate solving methods, and improve these using a local search or a genetic 
algorithm. Methods based on the earliest and latest start times are used. The local search method 
performs a basic search by swapping the processing order of two arbitrary tasks. The genetic 
algorithm performs a search by crossing the three solutions of the three simple approximate 
solving methods. Through numerical experimentation, we found that these solving methods are 
practical. The average value of the solutions obtained by the three simple methods was 
improved up to approximately 18% if a local search is used for a 100-task project, while 
improved approximately 7% if a genetic algorithm is used. However, the computational time of 
the genetic algorithm is faster than that of the local search. The strict method could find the 
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① 工場の整地作業から最初のウエハ出荷までの期間を，従来の 36 ヶ月から 18 ヶ月に
半減させた．余裕時間の没収をした上でスケジューリングを行った結果である． 
② 製造ラインの立ち上げからフル生産 90%の稼働率までの立ち上げ期間を，従来の 13
ヶ月から 1 ヶ月に短縮した．これには，クリティカルチェーン法によるネットワー























































の挿入の計算に，この max-plus 代数を採用する．これは max-plus 代数で表現し計算す
ることによって，バッファの挿入の計算を簡易に表現し，かつ高速にネック工程の検出
とバッファの挿入の計算を行えるからである． 
本章では，この max-plus 代数の具体的な使い方について説明する． 
2.1 事象駆動システムに有効である理由 




















と定義する．max-plus 代数系では，加算 と乗算 を 























次に，演算子 ， を 
⁡ (11) 
(12) 
と定義する．これらの演算子の優先順位の扱いは， は ， は と同等である．これら
の演算子は，max 演算と+演算での表現が困難な箇所で利用することになる． 




















， ， とすると， 
 






・ : 工程 の終了時刻 
・ : 工程 i の実行時間 
・ : 外部入力 i からの作業開始時刻 






























































































 ： に先行関係がある場合は で，枝がない場合は  
 ：外部入力 につながる工程 が存在すれば ，それ以外の場合は
 ：工程 が外部出力 につながるならば ，それ以外の場合は
 ：各工程の実行時間を表すベクトル 









単純にグラフの工程数を見て， とする．隣接行列 は，工程 1 と 2 が工程 3 との
間に先行関係があるので， ， としてそれ以外の の要素は となり，
となる． は工程 1 と 2 に外部入力が存在するので ，外
























了する時間を HP( Highly Possible )とよび，50%程度で工程が終了する時間を
ABP(Aggressive But Possible)と呼ぶ．本研究では，ABPは HPの 1/3として実行時間𝒅を
設定する． 
 











 競合の発生と解消の例を図 6のような例題を用いて示す．工程 1, 4, 5 を資源 1に，
工程 2, 3を資源 2に割り当て，各工程の実行時間を工程 1から順に 3, 4, 5, 2, 1 であると
すると，入力は以下のようになる． 
，
， ， ． 
このとき，工程 2と工程 3に同じ資源を割り当てているが，同時刻に実行が可能であ
る．図 6 で資源競合を考慮に入れずにガントチャートを組むと， 図 7 のようになる．
このガントチャートでは，同一資源を利用する工程 2，3 を時間 4 から 5 で同時に処理
してしまっているため，資源競合が発生している．このような状態の場合，工程 2の開






図 6: 資源競合解消前のプロジェクト 
 
図 7: 資源競合の発生例 
 
図 8: 資源競合解消後のガントチャート 
 








































で，ネック工程の集合を ，ネックでない工程の集合を と表記すると， 
ネック工程 (28) 
ネックでない工程 (29) 




















-chain と -chain が合流する前の工程の後に， -chain の実行時間の合計値の半分を仮
想的な工程として挿入する．図 10 は FB 挿入の例である．工程 i の実行時間を とし，
工程 1，2，3，6を -chain，工程 4，5を -chain とすると， -chain に合流する -chain の
実行時間の合計値の半分である が FBの大きさである． 
次に，FBの挿入を max-plus代数を用いて表現する．挿入するバッファの大きさを表










て挿入する．図 11は PB挿入の例である．工程 1，2，3，6を -chain，工程 4，5を -chain
とすると， -chain の実行時間の合計値の半分である が PB の大きさ
である． 
次に，PBの挿入を max-plus代数で表現する．挿入するバッファの長さを含んだ行列








を求める． の要素の最大値を Cmaxとすると，Cmaxを本研究における評価値とする． 
 
図 10: FBの挿入例 
 



























， ， ． 
資源競合を解消したプロジェクトの例が図 13 である．資源 1 が工程 1，4，5．資源 2







図 12: 資源競合解消前のプロジェクト 
 













 各工程に必要な資源を指定するベクトル  
出力： 

















1. 最早開始時刻 を求める． 
2. 各工程を利用する資源ごとに分ける． 







1. 最早開始時刻 を求める． 
2. 各工程を利用する資源ごとに分ける． 
3. 資源ごとに各工程の を小さい順にソートし，それを各資源の工程処理の順序 Sと
する． 
 図 12を例として，三つの近似解法で資源競合を解消する．式(36)，(27)，(37)を用い
て ， ， を求めると次のような結果になる． 
．
 次に，各工程を利用する資源ごとに分ける．それを各資源の工程処理順序 Sにすると，  
と表現できる． 




















Step 0 : 初期解 xを定め，k = 1とする．  
Step k : 解の近傍 NB(x)を探索し，現在の解よりも良い解があれば解をそれに更新する．
その後，k = k + 1 として step k に戻る．もし，より良い解がなければ終了． 
4.3.1 近傍の定義 
本研究では，近傍 NBi(S)を次のように定義する． 
NBi(S) = {S’ | S’は各資源の工程処理順番で，Sにおいて資源 iの任意の二つの工程処理
順番を入れ替えた解．}.  
この NBi(S)を用いて，近傍 NB(S)を次のように定義する 
NB(S) = NB1(S)  NB2(S) ⋯  NBl(S). 
 次に，近傍 NBiの例を示す．あるプロジェクトの資源別の工程処理順番が図 14 であ
る．このプロジェクトの は次のように表現する． 
資源 1 の処理順番は 2，4，7，1 であり，この処理順番のうち，任意の 2 工程を入れ替
えることによってできる各資源の工程処理順番 S’は，近傍 NB1(S)の要素の一つである．
例えば，工程 4と 1を入れ替えると図 15のようになり，𝑺′は次のように表現する． 
このようにして，資源 1の二つの工程を入れ替えて作ることのできるすべての𝑺′の集合
が NB1(S)である．また，資源 1 だけでなく資源 2 で NB2(S)を求め NB1(S)と和集合にす
ると，NB(S)は次式のように表現できる． 




図 14: 2 資源の工程処理順番の例 
 
 
図 15: 2 工程入れ替えの例 
さらに，もう一つの近傍 NBij(S)を次のように定義する． 
NBij(S) = {S’ | S’ は Sにおいて二つの資源 iと jそれぞれで任意の二つの工程処理順番を
入れ替えた解．ただし，資源 i もしくは j のみの二つの工程処理順番を入れ替えた場合
を含む． 
この NBij(S)を用いて，NB’(S)を次のように定義する． 
NB’(S) = ⋃ 𝑁𝐵𝑖𝑗(𝑺)1≤𝑖≤𝑙−1,1≤𝑗≤𝑙,𝑖<𝑗 . 
次に，近傍 NBij(S)の具体例を NBi(S)と同様に図 14を用いて示す．このプロジェクトの
𝑺は次のように表現する． 
 
この処理順番 Sのうち，各資源 1，2の二工程を入れ替えることによってできる S’は近
傍 NB12(S)の要素の一つである．例えば，資源 1 の工程 4，1 と資源 2 の 5，8 を入れ替
えると図 16のようになり，𝑺′は次のように表現する． 
このようにして，資源 1と資源 2のそれぞれで二つの工程を入れ替えて作ることのでき
る，すべての の集合が NB12(S)である．また，このプロジェクトは資源数 lが 2である
ため， 
NB’(S) = NB12(S) 
と表現できる．また，資源数 lが 3のときは， 






図 16: 二資源の入れ替えの例 
 















1. 4.2章で紹介した三つの近似解法で解き，その中で最も良い解を初期解 Sとする． 
2. とする． 
3. NBi(S)を探索する． 
4. NBi(S)の中で最も良い解 S’が現在の Sよりも良い解ならば，S’に S を更新する． 
5. とする． 
6. ならば 3へ戻る． 
7. Sが更新されたなら，2へ戻る． 
8. Sが更新されなかったら終了． 





1. 4.2章で紹介した近似解法三つで解き，その内で最も良い解を初期解 Sとする． 
2. NB(S)の中で最初に発見した Sよりも良い解 S’を Sに更新する． 
3. Sが更新されたなら，2へ戻る． 
4. Sが更新されなかったら終了． 





次に，この近傍 NB’(S) を用いた二つの局所探索法を提案する． 
● double-swap-best: single-swap-best と似ており，NB’(S)を探索して現在の近似解 Sより
良い解の中で最も評価値の良い解に更新する．これを更新できなくなるまで繰り返す．
具体的なアルゴリズムを以下に示す． 
1. 4.2章で紹介した近似解法三つで解き，その内で最も良い解を初期解 Sとする． 







1. 4.2章で紹介した近似解法三つで解き，その内で最も良い解を初期解 Sとする． 





























6. 生存選択： と の中から N個選び，次の世代の集合 P(t+1)を作成する． 
7. 終了条件：あらかじめ定められていた終了条件を満たしたら GAを終了する．満た







理順序 xの処理順序は 1，2，3，4とし，y の工程処理順序の 2，3番目に処理する工程
を挿入した場合，工程 3，1 を 2，3 番目に処理することは決まるので，残りの工程 2，













A，3から 6番目の個体をランク Bとする．ランク Aから 2個，ランク Bから 1個の個


































5. のうち一つの順列組合せを選び， 図 18 のように処理順序 x と y を二点交叉さ




7. 同じリソース内の二つの工程をランダムに選び，交叉後の処理順序を図 19 のよう
に，ランダムで二工程選び処理順序を入れ替える． 
8. 閉路ができた場合は資源 k の処理順番を xと同一にする．同一にしても閉路が発生
したら，すべての資源の処理順番を x が所属する個体と同一にし，次世代の個体候
補の集合 に加えて 10へ進む． 
9. として， のとき 5へ．そうでないときは 5～8で x と yを交叉等を行
って作った解の個体を次世代の個体候補の集合𝑃′′(𝑡)に加える． 
10. すべてで交叉するまで，4へ戻る．図 20のように，集合 の組み合わせで
交叉して作った個体の集合 の個体数が 6つになったら 11へ進む．ただし，x
←y は個体 x に個体 y を交叉してできる個体という意味である． 
11. 6つの個体が存在する の中から最も評価値の良い個体を P(t+1)に加える． 
12. 11で加えた個体が yminよりも評価値が小さい場合，yminと処理順番 Sを更新する． 
13. 残りの の中からランダムで 2個選び，P(t+1)に加える．この時点で，個体 a←b，
b←a，b←c が の中から選ばれているとしたら，P(t+1)の個体数は図 21のよう
に 3 個である． 
14. とする． 
15. yminの更新が I回連続で行われなかった場合は終了し，そうでなかったら 3へ戻る． 
 
 
図 18: 処理順序 xと yの交叉の例 
 




図 20: 順列組合せの集合 P’(t)の交叉後の個体の例 
 



























3. に閉路が存在しない場合，2で追加した工程処理順番を集合 P’iに加える． 
4. 2，3を Piの要素すべてで行う． 
5. とする． 
6.  であれば 2へ戻る． 
7. l個の集合 P1から Plを利用し，l個組の工程処理順番の組み合わせを可能な限り作り，
それらの組み合わせの集合を Qとする． 
8. プロジェクトの先行関係 に，Q のうちから一つの抜き出した工程処理順番を先行
関係に追加し とする． 
9. 先行関係 に閉路が存在しなければ，評価値 を求める． 
10. もし，yminよりも が小さければ，yminを更新する．また，工程処理順番 S も更新
する．ただし，初めてこの手順を行う場合は とし，工程処理順番 S を更
新する． 





 本章では 5章で提案した近似解法の計算実験を行う． 
5.1 実験環境 
 計算実験の環境は以下のとおりである． 
CPU: Intel Core i5-2400 3.20GHz 
OS: Microsoft Windows7 Professional 64bit 
Memory: 4GB 
Programming language: MATLAB R2013b 
 また，入力する行列などは以下のとおりである． 
 ケース数：100 
 資源の数：表 1のように，資源数が 10 工程の時は 3，15工程の時は 5，20，30，40
工程の時は 7，60，70工程のときは 8，80工程のときは 9 
 工程 iの利用資源 ：[1, l]の離散一様乱数 
 工程 iの処理時間 ：[5, 20]の離散一様乱数 
厳密解は 20工程まで求めることができた． 
 
n 10 15 20 30, 40 60 80 100 
l 3 5 7 7 8 9 10 








1. n個の工程を作り，それぞれに利用資源 と処理時間 を設定する． 




























例を解いた結果，評価値 は最早開始時刻法では 182.5，最遅開始時刻法では 157.5，
中間時刻法では 167.5となった．最適解が 120 であるのに対して，最適解に最も近い近
















改善率 で求めた評価値 改善後の評価値  
で計算し，求めた値である．例えば，改善率が 1.05 であった場合は解が 5%改善されて
いることになる． 
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表 3 より，工程数が 100 の場合，“Three methods”の評価値の平均は 865 であり，
double-swap-first を利用してこの評価値を改善すると網掛け部分の 888.2 となり，約
17.9%解が改善されているとわかる．GA の場合，突然変異率が高い方が少し良い解に
なる傾向があると表 2よりわかる．I=100 で 80工程の場合は，突然変異率が 0.1のとき
よりも 0.2 のときの方が解の平均が悪いが，大きな違いはなく，他の工程数のほとんど
の場合では 0.2の場合の方が良い解が求まっている．一方 I=200 の場合は，60，80，100
工程の場合に突然変異率が 0.1の方が良い解の平均値が得られているため，工程数が 50
以上の場合は突然変異率が 0.1の方が 0.2よりも良い可能性がある．また，I は 100より
も 200 である方が解の平均値は良いが，50 工程までの範囲では 1～2%程度の違いしか
ない．工程数が 100の場合，Mut=0.1，I=200の GAによって求めた近似解は下線部の 979.9
となり，三つの初歩的な近似解法で求めた解と比べて約 6.8%改善されている．したが
って，近似解は局所探索によって改善した方が，GAによって改善した解より良い解 
表 2: 近似解の平均 
使用手法 工程数 
I Mut  10 20 30 40 60 80 100 
Three methods 156.2 262.6 377.6 492.5 672.4 865.0 1,046.8 
single-swap-best 155.4 260.3 366.2 470.1 625.5 783.9 942.9 
single-swap-first 155.2 260.4 366.3 470.5 623.3 779.4 925.9 
double -swap-best 155.2 259.9 363.4 463.0 606.1 760.7 899.8 
double -swap-first 155.2 259.9 364.8 464.1 606.2 753.7 888.2 
100 0.1 155.2 259.6 365.5 474.6 642.6 818.5 992.7 
100 0.2 155.3 259.4 365.7 468.8 639.0 823.7 986.9 
200 0.1 155.3 259.0 364.5 466.7 634.4 810.9 979.9 















I Mut  10 20 30 40 60 80 100 
single-swap-best 1.006 1.009 1.031 1.048 1.075 1.104 1.110 
single-swap-first 1.006 1.008 1.031 1.047 1.079 1.110 1.131 
double -swap-best 1.006 1.010 1.039 1.064 1.109 1.137 1.163 
double -swap-first 1.006 1.010 1.035 1.061 1.109 1.148 1.179 
100 0.1 1.006 1.011 1.033 1.038 1.046 1.057 1.055 
100 0.2 1.006 1.012 1.032 1.051 1.052 1.050 1.061 
200 0.1 1.006 1.014 1.036 1.055 1.060 1.067 1.068 
200 0.2 1.006 1.013 1.039 1.060 1.059 1.062 1.064 
 
が得られる．ただし，30 工程以下の場合は GA の方が良い解が得られている．また，
解の改善は 20 工程まででは 1%程度の改善しかされないため，3%以上の改善が見込め
る 30工程以上の場合に特に有効であると考えられる． 
5.3.3 計算時間の比較 
平均計算時間を表 4 に示す．single-swap-best の計算時間は single-swap-first よりも若
干遅く，かつ近似解に大きな違いはないため，single-swap-first の方が良い解法といえる．






I Mut  10 20 30 40 60 80 100 
Three methods 0.02 0.03 0.06 0.10 0.25 0.44 0.66 
single-swap-best 0.02 0.10 0.58 2.28 11.97 40.67 89.25 
single-swap-first 0.02 0.10 0.46 1.69 9.86 34.65 87.26 
double-swap-best 0.04 0.36 3.90 21.53 219.47 937.99 2,957.24 
double-swap-first 0.02 0.28 2.37 10.96 100.34 452.10 1,598.32 
100 0.1 1.68 6.12 16.43 26.11 68.41 122.04 183.54 
100 0.2 1.86 6.40 15.22 30.79 63.44 114.35 171.22 
200 0.1 3.46 11.05 33.29 55.64 135.78 243.92 350.83 







の突然変異率は，0.1 よりも 0.2の方が良い場合が多いとわかる．また，iを 100 から 200
に増やすと，計算時間は約二倍になる． 
図 29 は各提案手法の計算時間を対数グラフにしたものである．ただし，GA の計算
時間は突然変異率 Mutが 0.2，試行回数 Iの場合の計算時間の平均値である．局所探索の





































I Mut  20/10 40/20 80/40 
Three methods 1.66 3.58 4.27 
single-swap-best 4.41 21.74 17.87 
single-swap-first 5.30 17.22 20.45 
double-swap-best 9.53 60.11 43.57 
double -swap-first 11.30 39.84 41.27 
100 0.1 3.65 4.27 4.67 
100 0.2 3.45 4.81 3.71 
200 0.1 3.20 5.04 4.38 





増加率の変化は 2-swap-best を除いて大きな差ではないので，40/20 と 80/40 の比較のみ
で局所探索のオーダーを推測する．その場合，single-swap-best と single-swap-first は工
程数が 2 倍になると計算時間が約 20 倍となるので，オーダーは と推測できる．





近いほど最適解に近い良い解が求められている．表 6 を見ると，局所探索法と GA で




 最適解を求める計算時間は表 7 のとおりとなった．10，15 工程での計算時間は一つ
のサンプルに対する計算時間が最大 94 秒で平均計算時間も 3 秒とかかっておらず，十
分実用的である．しかし，20工程の場合は最大計算時間が約 20時間かかるので一部の
サンプルに対して実用的ではない．ただし，最小計算時間は 0.3秒と小さいので，20工






I Mut  10 15 20 
Three methods 1.00644 1.00684 1.01382 
single-swap-best 1.00090 1.00367 1.00500 
single-swap-first 1.00010 1.00239 1.00546 
double-swap-best 1.00003 1.00239 1.00332 
double-swap-first 1.00010 1.00239 1.00357 
100 0.1 1.00006 1.00179 1.00247 
100 0.2 1.00045 1.00114 1.00149 
200 0.1 1.00039 1.00142 1.00000 
200 0.2 1.00000 1.00074 1.00097 
 
表 7：最適解を求める手法の平均計算時間 
  工程数 
  10 15 20 
平均時間 0.08 2.44 759.82 
最大時間 1.26 94.47 73,519.93 
最小時間 0.02 0.02 0.03 
 
利用する近似解法は表 6 の近似比より，20 工程の場合に最も良い解を得られていた





 図 30 に 20 工程の場合の厳密解，GA，局所探索の計算時間のヒストグラムを示す．
ただし，GA は一番良い平均解を得られた I=200，Mut=0.1 の場合であり，局所探索は
double-swap-best である．計算時間が 20 秒の場合は，そのひとつ前の横軸の数値 10 秒
～20 秒の間の計算時間であることを示す．図 30 より，GA の計算時間は 10～20 秒に














































を得られた I=200，Mut=0.1 とする．図 31 より，最も改善率の頻度が大きいのは
single-swap-first の場合は 1.05～1.1，double-swap-first の場合は 1.15～1.2であることがわ
かる．single-swap-first と double-swap-firstの改善率は平均を取ると 13.1と 17.9 であるの
で，single-swap-first の改善率の平均値と最頻値には違いがある．また，single-swap-first
と double-swap-firstは改善率が 1.4近くと，大きく改善できる場合があることが分かる．









 21～ 60 工程の場合は，計算時間と評価値どちらも GA よりも優れている
single-swap-first か double-swap-first が有効である．より短い計算時間で近似解を求める
必要がある場合は single-swap-first を利用し，single-swap-first と比べて 5～10 倍程度計
算時間をかけてでもより良い解を求めたい場合は double-swap-first を利用すると良い． 
 61 工程以上の場合は，GA よりも double-swap-first の計算時間が長くなる．そこで，
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