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The Sun is the main external driver of Earth’s climate. Various mechanisms of the solar
influence on climate have been proposed. The debate is ongoing, but variation in the
radiative flux of the Sun is among the main candidates. Direct measurements of the solar
irradiance exist for merely 40 years, which is a rather short period to derive conclusions
about any possible long term changes in solar irradiance and their possible influence on
climate.
The main driver of the irradiance variations on time-scales of days to decades, and
possibly longer, is believed to be the solar surface magnetism. Models have been devel-
oped that reconstruct the irradiance by using appropriate proxies of the magnetic activity
of the Sun. Irradiance models require input data representing both dark and bright mag-
netic features emerging at the solar surface. The most widely ever used proxies are the
sunspot areas (available since 1874), the sunspot number (available since 1700), and the
sunspot group number (available since 1610). However, these records do not provide di-
rect information on bright features. Their evolution has to be inferred from the sunspot
data via certain assumptions whose justification is still very unclear. Therefore, there is a
strong need for a more direct facular proxy.
Ca II K full-disc spectroheliograms are uniquely suited for that purpose. Observations
in the Ca II K line started as early as in 1892 at various sites, providing a good temporal
coverage of the whole 20th century. However, these data suffer from a variety of problems
hindering their immediate applicability. The historical Ca II K observations are stored in
photographic plates or films, which have a non-linear response to the incident radiation.
Information on this relation has not been recorded for the majority of the historical obser-
vations. Furthermore, a plethora of artefacts have been introduced on these images during
their various life stages. These artefacts need to be accurately accounted for in order to
provide meaningful results from such data.
We have developed a method to recover the relation for the response of the plates to
the incident radiation by using information that is stored on the solar disc of the image.
This method is based on the assumption that the darker parts of the quiet Sun regions
remain unchanged in time. We have also developed a method of calculating the quiet
Sun background of the images, which includes the centre-to-limb variation and takes into
account various large-scale artefacts. We have shown that the accuracy of this method is
greater than that of previously proposed techniques.
We have also reassessed the relation between the magnetic field strength and the Ca
II K contrast, by using a larger number of Ca II images than was done in earlier such
studies. We find that this relation can be well described with a power law function, and
the best fit parameters are unaffected by the activity level or the position on the disc.
Hence this relation potentially allows a reconstruction of pseudo-magnetograms from the
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available Ca II K observations covering almost the whole 20th century, that can be used
by irradiance models.
The sunspot data (i.e. records of sunspot number), despite their extensive use, are not
free of problems either. The process of cross-calibrating different records by individual
observers has recently become a matter of debate. This debate brought to light that the
majority of the methods used so far fail to take into consideration the non-linearity that
arises due to different observing capabilities of the observers. We addressed the issue of
the shape of the relation for the inter-calibration between different group sunspot number
series. We have shown, with the aid of synthetic observations derived from the royal
Greenwich observatory sunspot area records, that it is strongly non-linear, contrary to
what is commonly assumed. We have developed a method to recalibrate the sunspot
group number series with a non-linear non-parametric method based on daily statistics
between the observers. Using Monte Carlo simulations we have accounted for the error
propagation, which has not been done by any previous reconstruction. Our reconstruction
of the group sunspot number favours moderate activity levels for the 18th and 19th century
and supports the existence of the modern grand maximum of solar activity.
This thesis is divided into 8 chapters. Chapter 1 contains some background physics
about the Sun and the motivation for this work. Chapter 2 gives an introduction to Ca
II K observations and data processing, including information about the instruments, the
photographic processes and the storage of the photographic plates. Various available ob-
servations are described along with the different methods that have been used to process
them and to produce plage area time-series. Chapter 3 describes our method to process
the historical Ca II K observations. All the tests on the synthetic data and results of pro-
cessing and calibrating the historical data are described in detail, and the results are com-
pared with those from other published works. In Chapter 4 we test various segmentation
methods and present preliminary results for the plage areas derived from the calibrated
historical Ca II K observations. In Chapter 5, we reassess the relation between the Ca II K
contrast and the magnetic field strength. Chapter 6 first reviews available sunspot obser-
vations and their composites, and then our study on the dependence of the sunspot-group
size on the level of solar activity and its effects on the calibration of records of different
observers. Chapter 7 presents our recalibration of the group sunspot number series. Our
results are also compared to the previously published series. Finally, Chapter 8 gives a
summary and the outlook of the thesis.
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1 Introduction
ἥλιος γὰρ οὐχ ὑπερβήσεται μέτρα· εἰ δὲ μή, >Ερινύες μιν Δίκης ἐπίκουροι ἐξευρήσουσιν.
Ηράκλειτος
1.1 Sun-climate connection
The Sun has been worshipped since antiquity, being one of the first conceived deities.
One of the reasons is its crucial influence on the conditions on Earth. Giving light and
warmth, the Sun enables life to exist. Historically, the influence of the Sun on Earth had
been considered unaltered, creating the idea of an unchanging Sun. However, sightings
of “blemishes” or spots on the solar surface, with a roughly 11-year periodicity in their
amount, were hinting that this was not the case. Galileo, Scheiner, and Riccioli were first
to postulate a connection between the sunspots and the temperature on Earth (Benestad
2006). Herschel (1801) found a negative correlation between sunspot appearance and
wheat price in London. His explanation was that the more spots are observed on the Sun
the less rain will occur on Earth, thus modulating the wheat price. Since then, numerous
studies searched for the evidence of solar influence on climate and its mechanisms (e.g.
Haigh 1994, 1996, 1999, 2003, Cubasch et al. 1997, 2006, Hartley et al. 1998, Shindell
et al. 1999, Larkin et al. 2000, Kodera and Kuroda 2002, Tourpali et al. 2003, Krivova and
Solanki 2004b, Matthes et al. 2006, Haigh 2007, Meehl et al. 2008, Frame and Gray 2009,
Roy and Haigh 2012, Solanki et al. 2013, Xiang et al. 2014, Cnossen et al. 2016, Dima and
Voiculescu 2016, Foster et al. 2017, Sukhodolov et al. 2017). The exact mechanism (or
possibly an interplay of multiple mechanisms) has not yet been identified. However, two
of the most widely considered options are changes in the amount and spectral distribution
of the solar energy entering the Earth system and changes in the galactic cosmic ray
(GCR) flux and solar energetic particles (SEP).
Changes in the solar radiative energy flux entering the climate system have two main
sources: changes in the Earth’s orbital parameters and intrinsic solar variability. Changes
in Earth’s orbital elements, such as eccentricity, obliquity, and precession affect the amount
of energy that reaches Earth and its distribution on the surface. Variations in Earth’s or-
bital parameters introduce periodicities between about 20 Kyr and 2 Myr (Adhémar 1842,
Croll 1875, Paillard 2001, Crucifix et al. 2006, Eldrett et al. 2015, Maher 2016). These
are called Milankovitsch cycles and have a more or less known effect on climate, being
considered the reason for the glacial and interglacial periods on Earth.
Intrinsic variability of the solar radiative flux includes changes in the total solar ir-
radiance (TSI) and in the spectral solar irradiance (SSI). The TSI and SSI are defined
as the spectrally-integrated and wavelength-resolved solar radiative flux at the top of the
13
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Earth’s atmosphere at the mean distance of one astronomical unit. Figure 1.1 shows the
spectrum of the Sun between 100 and 10,000 nm, its relative variation over the 11-year
solar-cycle as well as the altitude in Earth’s atmosphere to which radiation can penetrate.
Two different mechanisms have been identified through which changes in solar irradiance
can affect Earth’s climate, the bottom-up and top-down mechanisms (Gray et al. 2010).
The bottom-up mechanism involves irradiance reaching the surface, i.e. mainly in the
visible or infra-red, where it causes heating. The globally averaged temperature varia-
tions over the solar cycle have been estimated to be roughly 0.07K (White et al. 1997,
Gray et al. 2010). Heating of the surface introduces feedback mechanisms that increase
the solar forcing. The most prominent such mechanism involves solar radiation that can
reach sub-tropical sea surfaces. There it causes increased evaporation which eventually
strengthens the hydrological cycle. This way the cloud coverage in the tropics and sub-
tropics gets reduced thus allowing for more solar radiation to reach sea surfaces in these
regions (e.g. Cubasch et al. 1997, Meehl et al. 2003, Cubasch et al. 2006, Meehl et al.
2008, Meehl and Arblaster 2009). The top-down mechanism involves the dynamical cou-
pling between the stratosphere and troposphere (e.g. Haigh 1994, 1996, Hartley et al.
1998, Haigh 1999, Shindell et al. 1999, Kodera and Kuroda 2002, Shindell et al. 2006).
The SSI in the UV varies by up to 100% (e.g. Floyd et al. 2003, Krivova et al. 2006, Gray
et al. 2010), which is much higher than variations of the TSI, and gets absorbed mainly
in the stratosphere. The UV radiation causes ozone production as well as destruction,
such that the net effect is an increase in the ozone production during high activity peri-
ods (Haigh 2007). The increased ozone concentrations during activity maxima reduce the
irradiance in wavelengths <330 nm and >500 nm that can reach the troposphere. This
affects the Earth-system non-linearly, and with strong spatial fluctuations.
There are also two suggested processes involving energetic particles. The first one
involves the SEP events in the Earth’s atmosphere. The SEP are accelerated into the he-
liosphere by solar flares or coronal mass ejections (Reames 2013) and hence their flux
depends on the overall solar activity level (Hathaway 2015). SEPs, having rather high en-
ergies, are able to reach the Earth’s atmosphere where they cause ionisation, dissociation
and can eventually destroy ozone molecules (Solomon et al. 1982, Jackman et al. 2008,
Sukhodolov et al. 2017). The second process involves the modulation of the GCR flux by
solar activity. The interplanetary magnetic field and Earth’s magnetic field act as a shield
protecting Earth from charged particles. The solar wind carries the solar magnetic field,
which varies with the activity of the Sun (e.g. Zank and Müller 2003). Therefore, the Sun
modulates the flux of GCRs (e.g. Potgieter 2013). The higher the activity, the fewer en-
ergetic particles of GCRs are able to reach Earth. Cosmic rays within Earth’s atmosphere
have been suggested to destroy ozone, mostly at polar latitudes, where these particles are
able to enter Earth’s atmosphere. It has also been suggested that clouds can form due
to cosmic rays (e.g. Ney 1959, Dickinson 1975, Svensmark and Friis-Christensen 1997,
Marsh and Svensmark 2000, Svensmark et al. 2016). Nonetheless, the physical connec-
tion between GCRs and cloud formation has not been established yet and this effect is
debated (e.g. Todd and Kniveton 2001, Laken et al. 2009, Pierce and Adams 2009, Čal-
ogović et al. 2010, Kulmala et al. 2010, Dorman 2012, Laken et al. 2012, Laken and
Čalogović 2013). Possible energetic particle effects on the Earth’s atmosphere are inves-
tigated by the CLOUD experiment at CERN. Although it has given some evidence for
GCRs’ influence on cloud formation, the significance level is low (Kirkby et al. 2011,
14
1.1 Sun-climate connection
Figure 1.1: Top: Solar irradiance spectrum (black), and the spectrum of the radiation
reaching the surface of the Earth (dotted blue). Also shown is the spectrum of a 5770
K blackbody (dashed red). Middle: Altitudes of radiation penetration at different wave-
lengths. Bottom: Relative variability of solar irradiance over the solar cycle. The vari-
ability level of TSI is marked with the horizontal dashed line. Taken from Gray et al.
(2010).
Mironova et al. 2015, Dunne et al. 2016). Clouds and ozone concentrations increase
Earth’s reflectance. According to this conjecture, energetic particles affect the amount of
energy reaching the surface.
The latest assessment report (AR5) by the Intergovernmental Panel on Climate Change
(IPCC) estimates the radiative forcing due to solar irradiance changes to be 0.05 ± 0.05
W m−2 for the period 1750 – 2011. With the anthropogenic forcing considered to be
2.3 ± 1.0 W m−2, the Sun contributed up to 8% to the total radiative forcing over this pe-
riod (Myhre et al. 2013). Importantly, however, the IPCC contends that the uncertainties
in solar forcing are particularly high.
Accurate assessment of the solar influence on climate requires reliable records of solar
irradiance over long periods, which, as we will discuss in Sect. 1.4, are not available.
15
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Without sufficiently long direct observations the secular trend of solar irradiance is rather
speculative. Improving our knowledge of the Sun and understanding of the underlying
physical mechanisms of the irradiance variations is the only feasible approach to infer the
needed information in the past and reduce uncertainties in climate models.
1.2 The Sun
The Sun, being on average 1.496 ×108 km (Brumfiel 2012) from Earth (varying in the
range 1.471 - 1.521 ×108 km within a year), is our nearest star that can be observed
in great detail. The Sun is classified as an average G2V (Vaquero and Vázquez 2009)
spectral type star lying on the main sequence of the Hertzsprung–Russell diagram. It
is thought to be 4.6 Gyr old (e.g. Patterson 1956, Bonanno et al. 2002, Connelly et al.
2012) with mass M = 1.99 × 1030 kg and radius R = 696, 000 km (Schou et al. 1997,
Antia 1998, Brown and Christensen-Dalsgaard 1998). It is considered to consist mostly
of hydrogen and helium (∼ 75% and ∼ 24% by mass, respectively) with few heavier
elements providing the remaining ∼ 1% in mass (Anders and Grevesse 1989, Grevesse
and Sauval 2002, Lodders 2003, Basu and Antia 2008).
1.2.1 Solar interior
The solar interior is highly stratified and comprises a core (up to ∼ 0.25R), a radiative
zone (up to ∼ 0.71R Christensen-Dalsgaard et al. 1991, Basu and Antia 1997), and a
convection zone reaching up to the solar surface. The temperature in the core is estimated
to be Tc = 1.6×107 K, while the density is ρc ∼ 1.5×105 kg m−3 (Carroll and Ostlie 2006),
which are high enough values for hydrogen fusion to take place. The hydrogen fusion in
the core is achieved mainly through the proton-proton chain reaction, and with a lower
probability via the Carbon-Nitrogen-Oxygen (CNO) cycle (Adelberger et al. 2011). Both
cycles have the same net effect of converting four hydrogen atoms into one helium atom,
2 positrons, and releasing electron neutrinos and gamma ray photons with total energy
of 26.7 MeV (Caughlan and Fowler 1988, Stix 2004). Neutrinos barely interact with the
matter of the Sun and mainly escape directly, while the photons take a more complex
path. The core and radiation zones are very dense and hot, so that energy transfer occurs
through direct interaction of particles and photons. Transfer of energy via conduction
also occurs, but it is negligible due to the extremely small mean free path of particles
compared to that of the photons (Stix 2004). Hence the energy is transported mainly by
radiation. The photons get absorbed and re-emitted multiple times and it takes roughly
170,000 years for the energy from the core to reach the bottom of the convection zone
(Mitalas and Sills 1992). The temperature decreases outward from the core, reaching
T ∼ 5 × 105 K at the top of the radiative zone (Priest 2003).
In the convection zone the magnitude of the temperature gradient becomes greater
than the adiabatic gradient, leading to the gas becoming unstable to convection (Stix
2004). The energy in this layer is transported by turbulent plasma motions. Energy trans-
fer in the convection zone occurs much faster than in the radiation zone, and it takes
approximately 35 days to transfer a parcel from the bottom to the top of the convection
zone (Eggleton 2011). Convective layers extend until the opacity of matter becomes low
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Figure 1.2: Temperature profile of lower solar atmosphere. Adapted from Athay (1976).
enough for the photons to escape by radiation. We define this layer as the solar surface
and this point marks the bottom of the solar atmosphere.
The rotation of the radiative zone is that of a rigid body (Howe 2009). The rotation in
the convection zone is differential and depends on the latitude and radius. At the surface
it is roughly 25 days at the equator and 38 days at the poles as seen from a fixed point in
space, i.e. sidereal rotation period (Schou et al. 1998, García et al. 2007). The synoptic
period of 27.3 days at about 26◦ latitude (Cox 2000) is usually taken to be the solar
rotation period unless otherwise specified (called Carrington rotation period).
1.2.2 Solar atmosphere and limb darkening
The solar atmosphere is usually divided into the following regions: photosphere, chromo-
sphere, transition region and corona. The division of these layers is rather loosely defined
based on the temperature profile (Fig. 1.2).
In the photosphere the Sun radiates almost like a perfect black body with an effective
temperature ∼5770 K (see Fig. 1.1). The continuous spectrum of the Sun along with some
absorption lines originates predominantly in the photosphere. The temperature in the pho-
tosphere steadily decreases with height (see Fig. 1.2). The convection cells (granules) are
visible here as bright cellular patterns. The centres of the granules appear brighter than
the surroundings, being comprised of hot plasma that rises and flows outwards horizon-
tally. Granules can be observed in a range of sizes, with typical diameters of 1–2 Mm and
an average lifetime of 8 min (Roudier and Muller 1987, Title et al. 1989, Schrijver et al.
1997). Larger cells are also observed, which are thought to originate at greater depths
in the convection zone. These are called super-granules and have typical diameters of
roughly 30 ± 20 Mm and lifetimes of a few days (Hagenaar et al. 1997, Meunier et al.
2008, McIntosh et al. 2011, Williams and Pesnell 2011, Tlatov 2012). Existence of giant
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cells with diameters of 200 Mm and lifetimes of about a month has also been suggested
(Simon and Weiss 1968, Miesch et al. 2008, Hathaway et al. 2013).
In the chromosphere, the temperature starts to increase again, with acoustic or MHD
waves (Liu 1974, Carlsson and Stein 1992, 1997) and magnetic reconnection (Morita
et al. 2010) being sources of the heating required to achieve this. Figure 1.3 shows the
approximate formation heights of some of the most important lines observed in the pho-
tosphere and chromosphere. The strong lines of Ca II K (393 nm) and H (397 nm), Mg II
K (280 nm) or Hα (656 nm) are formed in the chromosphere.
Above the chromosphere lies the transition region. This is a rather narrow layer, where
the temperature increases rapidly from ∼ 3×104 K in the chromosphere to ∼ 106 K in the
corona (Parenti et al. 2000, Lemaire and Stegen 2016, Warren et al. 2017). The corona is
characterised by high temperatures and low density. The various atoms in this layer are
highly ionized and bright emission lines are formed in this layer. A continuous stream
of charged particles, called the solar wind, starts from the corona (Parker 1958, Owens
and Forsyth 2013). During its outward expansion solar wind fills an area which is called
heliosphere and is the last layer of the solar atmosphere. The heliosphere extends much
further than the planets of our solar system to approximately a distance of 18.5 billion km
or 123 AU from the Sun (Krimigis et al. 2013, Webber and McDonald 2013, Stone et al.
2013, Gloeckler and Fisk 2015).
When we observe the photosphere of the Sun in the visible, near UV and IR, the
centre of the disc appears brighter than the limb. This effect is called limb darkening
and is illustrated in Fig. 1.4. The reason this effect takes place is that light coming
from the centre of the disc originates from lower and hence hotter regions in the solar
atmosphere than those closer to the limb. At the disc centre the line of sight crosses
higher layers of the solar atmosphere, while closer to the limb, it only crosses the highest
levels. This effect depends on the wavelength, with limb darkening being stronger at
short wavelengths because of the wavelength dependence of the sensitivity of the Planck
function to temperature. This is illustrated in Fig. 1.5 which shows the centre-to-limb
variation (CLV) profiles as measured by Pierce and Slaughter (1977), Pierce et al. (1977),
for the wavelength range 303 – 2402 nm, normalised to the central intensity, I0. The limb
darkening at 730 nm is merely 0.25I0, i.e. the intensity drops from I0 at disc centre to
0.75I0 at the limb, while at 303 nm it is 0.55I0.
1.3 Magnetic activity
1.3.1 Magnetic field generation
The magnetic field plays an extremely important role on the Sun, making its observation
always new and interesting thanks to their evolution with time and its interaction with the
turbulent convection and with waves. The fields also make processes occurring on the
Sun very complex. Magnetic field is thought to be generated below or in the convection
zone through the dynamo mechanism (e.g. Parker 1955, Dikpati and Gilman 2009, Char-
bonneau 2010). This process requires a rotating and electrically conducting fluid. The
time evolution of the magnetic field, B, can be described by the induction equation:
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Figure 1.3: Approximate formation heights for some prominent lines in the lower solar











where υ is the fluid velocity, σ the conductivity, and µm the magnetic permeability or
magnetic constant. The first term on the right hand side of the equation describes the
induction of the field by the plasma flow, while the second term the magnetic diffusion.
The ratio of these two terms is defined as the magnetic Reynolds number,
Rm = µmσVL, (1.2)
where V and L represent the typical velocity and length scales. Rm  1 values mean
that there is a coupling between the magnetic field and the plasma, usually termed frozen-
in magnetic field. In this case the magnetic field is advected with the plasma flow, the
internal fields are maintained and no new field lines are able to penetrate them. Rm  1
values mean that the field will tend to diffuse. In the Sun we get Rm  1 and the magnetic
field is frozen in the plasma (Priest 2003).
The ratio of the gas pressure to the magnetic pressure defines the plasma-β. β 
1 means that the magnetic field dominates energetically (e.g., magnetic fields will be
unaffected by motion of the plasma, but will drag the plasma with them if they move),
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centre of discT ∼ 6600 K









Figure 1.4: Schematic drawing of limb darkening. The blue rays show the different paths
of photons originating at the disc centre and at the limb. θ is the heliocentric angle. Not
to scale.
Figure 1.5: CLV profiles for wavelengths 303 – 2402 nm (black to red according to the
colour bar) as a function of µ = cos θ, where θ is the heliocentric angle, as tabulated by
Pierce and Slaughter (1977), Pierce et al. (1977). The intensities are normalised to that at
disc centre (I[0]). The dashed red line corresponds to 395 nm, the wavelength closest to
the position of the Ca II K line considered in this thesis, among the wavelengths listed in
Pierce and Slaughter (1977).
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while β  1 means that the gas pressure dominates, i.e. the field will follow the motions
of the plasma. In the convection zone and the photosphere of the Sun (outside sunspots
and other localized magnetic flux concentrations) β is  1, but it decreases to values
below unity in the chromosphere and increases again in the upper parts of the corona and
the solar wind (Gary 2001).
In classical dynamo models solar differential rotation strengthens the magnetic field
until it becomes unstable to buoyancy and rises (e.g. Parker 1955, Caligari et al. 1995).
It typically reaches the surface as an Ω-shaped loop, whose two foot-points form the two
opposite polarity parts of active regions (or of smaller bipolar features, such as ephemeral
active regions; Harvey and Harvey 1973). Field that is not sufficiently buoyant does not
reach the surface, getting shredded by the turbulent convection (Rempel et al. 2000). It
can then be transported further by the turbulent plasma. In addition, there is evidence for
a small-scale turbulent dynamo acting closer to the solar surface, which produces a small-
scale, turbulent magnetic field (Vögler and Schüssler 2007, Danilovic et al. 2010, Bühler
et al. 2013, Lites et al. 2014). This has the consequence that the whole solar atmosphere
is permeated by magnetic field in the form of small- and large-scale concentrations. The
gas pressure drops with height and the magnetic pressure balances the decrease with an
expansion of the flux tubes (Solanki and Steiner 1990). The various phenomena observed
on the solar surface are categorised into active and quiet, depending on the amount of
magnetic flux present.
1.3.2 Active features
The most prominent active or magnetic features in the photosphere are sunspots and pores.
Figure 1.6 shows a close-up of a sunspot region. Pores are small isolated dark features
with unipolar magnetic field |B| ∼ 2500 G and diameters of a few hundred km to 6 Mm
(Brants and Zwaan 1982, Martinez Pillet 1997, Sütterlin 1998, Keil et al. 1999, Ermolli
et al. 2017, Solanki et al. 2017). They are created when the magnetic flux exceeds a few
times 1018 Mx. For even larger fluxes, a penumbra forms around the central umbra, so
that a sunspot is formed. Pores are relatively short-lived with lifetimes of an hour to ∼ 1
day (Stix 2004).
Sunspots typically appear as groups in large bipolar regions, where each spot forms
a foot-point of a loop or set of loops of magnetic field lines. Within a pair, spots have
opposite polarities. The leading one, typically the one closer to the equator, has the same
polarity as the average polarity of the hemisphere (Hale et al. 1919). Sunspots (with
pores) cover only a small fraction (< 1%, e.g. Balmaceda et al. 2009, Hathaway 2015)
of the solar disc and this amount varies with the activity level. The latitude of sunspot
emergence also varies with time. At the beginning of the cycle they appear on average
around 25◦ latitude and gradually move to lower latitudes. This is called Spörer’s law
(Carrington 1863).
Sunspot latitudes as a function of time (shown in Fig. 1.7), define the so-called but-
terfly diagram (Arlt et al. 2013, Hathaway 2015, Leussu et al. 2017). The sunspot groups
are tilted with respect to the equator and the tilt angle increases almost linearly with their
latitude, which is referred to as Joy’s law (Hale et al. 1919, Wang and Sheeley 1989).
Sunspots can typically be divided into umbra and penumbra. The umbra is the dark cen-
tral portion of the spot, while the penumbra is the brighter region surrounding the umbra
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(although it is still slightly less bright than the normal or quiet photosphere). The penum-
bra covers roughly 80% of the total spot area (McIntosh 1981, Steinegger et al. 1990,
Brandt et al. 1990, Beck and Chapman 1993, Solanki 2003). The effective temperature
in the umbra is around 4200 K, while it is 5400–5500 K in the penumbra (Solanki and
Krivova 2009). These temperatures are lower than outside the spot (∼5770 K), hence
sunspots appear dark. The diameter of a sunspot usually lies in the range 3–40 Mm (Bray
and Loughhead 1964, Martinez Pillet 1997, Sobotka 2003). Their lifetime is linearly re-
lated to their maximal area with the Gnevyshev-Waldmeier rule (Gnevyshev 1938, Wald-
meier 1955, Petrovay and van Driel-Gesztelyi 1997, Solanki 2003) and varies between
hours and months. The decay of their area with time has been described with linear and
parabolic decay laws (Moreno-Insertis and Vazquez 1988, Howard 1992, Martinez Pillet
et al. 1993, Petrovay and van Driel-Gesztelyi 1997, Baumann and Solanki 2005, Hath-
away and Choudhary 2008, Litvinenko and Wheatland 2015). Sunspots have a magnetic
field strength of B ∼ 2500 − 3500 G near their centre which drops to B ∼ 700 − 1000
G at the edges (Solanki and Marsch 2006). Their total magnetic flux is Φ > 5 × 1020
Mx (Zwaan 1985, Dacie et al. 2016, Sheeley et al. 2017). The central parts of the umbra
have lower temperatures and densities hence are less opaque to radiation. Also, because
of horizontal pressure balance, the interiors of sunspots are strongly evacuated. Together
these effects cause the observed light from the umbra to originate from lower heights (by
400–800 km Loughhead and Bray 1958, Gokhale and Zwaan 1972, Martinez Pillet et al.
1993, Solanki et al. 1993, Mathew et al. 2004) than its surrounding, with the darkest parts
having the highest magnetic field (Kopp and Rabin 1992) and lying lowest. This is called
Wilson depression (Suzuki 1967), named after the observer who first noticed it in 1769.
Observationally this effect manifests itself as a progressive diminishing of the disc-side
penumbra and the umbra as the sunspot moves from the centre of the disc towards the
limb. After a certain point the umbra is no longer visible.
Sunspots are usually surrounded by bright regions called faculae. These in turn are
formed of magnetic concentrations or small flux tubes having a magnetic field strength
that decreases from ∼ 1500 G in the lower–middle photosphere to ∼ 200 G at the tem-
perature minimum (Stenflo and Harvey 1985, Zirin and Popp 1989, Rabin 1992, Rüedi
et al. 1992, Bruls and Solanki 1995, Martínez Pillet et al. 1997). Near the centre of the
solar disc they appear dark (in the infrared part of the spectrum, e.g. Foukal and Duvall
1985, Moran et al. 1992, Sütterlin et al. 1999, Sobotka et al. 2000) or similar to their sur-
roundings in the visible continuum, while they become bright towards the limb. They are
observed as ensembles of flux tubes, hence forming large bright areas. Faculae as a whole
have lifetimes of about 40 days and sizes of up to about 50 Mm although the individual
flux tubes forming them have diameters typically smaller than 300 km and lifetimes of
minutes to hours. Note that when observed in chromospheric radiation, faculae are called
plage and are bright all over the solar disc.
Small short-lived bipolar features are called ephemeral regions. Their life-times are
on the order of a day and each carries a total flux of Φ < 1020 Mx (Harvey and Martin
1973, Zwaan 1985, Hagenaar et al. 2008, Wang et al. 2012, Zhao and Li 2012, Yang and
Zhang 2014).
The magnetic features emerge in the form of loops that rise up to the corona. Magnetic
field lines that close at distances more than ∼ 1.8 − 2.5R from the Sun are termed open






Figure 1.6: Observation of sunspots with solar optical telescope on board Hinode space-
craft. Adapted from www.nasa.gov.
Figure 1.7: Top: Butterfly diagram, showing the spot emergence latitudes as a function
of time. The colours indicate the percentage of the solar disc area covered by sunspots.
Bottom: Daily sunspot areas in percentage of visible hemisphere as a function of time.
The numbers near the bottom of the plot denote the conventional solar cycle numbering.
Taken from Hathaway (2015).
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Figure 1.8: Schematic drawing of a magnetic flux tube. See text for details. Taken from
Solanki et al. (2013) which is an adaptation from Zwaan (1978).
magnetic flux from the loops forming active regions constitutes the closed flux, while the
one from the open field lines is the open solar magnetic flux.
Faculae, spots, and pores are all manifestations of the emerging magnetic field on the
surface of the Sun. However, spots and pores appear as dark features, while faculae are
bright. Figure 1.8 is a schematic drawing of the structure of a flux tube. The magnetic field
within the flux tube suppresses the convective flows making the "bottom" of the feature
(i.e. the optical depth unity surface inside the feature) to appear darker. Concurrently,
there is also radiative heating of the walls of the flux tube from the surroundings. The
flux tubes forming faculae are sufficiently narrow for the inflowing energy from the walls
to render them bright especially near the limb where the walls can be seen best. Pores
and sunspots are big enough with high magnetic field strengths inhibiting the convection
and hence they appear dark. Simulations by Knölker and Schüssler (1988), Grossmann-
Doerth et al. (1994) showed a transition between bright and dark features to take place
approximately for widths of 400–700 km.
In the chromosphere the magnetic pressure starts to dominate over the gas pressure
and the flux tubes expand. Sunspots are still visible as dark structures, while plage (the
extension of faculae) can be seen on the disc even at disc centre locations. The super-
granulation pattern is seen in the chromosphere as dark cells, surrounded by bright web-
like structures called network, populated by small magnetic flux concentrations.
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Figure 1.9: Left: The length of the solar cycle as a function of cycle number. The
filled (open) circles show the periods derived with a 13-month mean (24-month Gaus-
sian smoothing). Right: Distributions of periods (solid line for 13-month mean, dashed
line for Gaussian smoothing). Taken from Hathaway (2015).
1.3.3 Solar cycle
The number of sunspots on the solar disc was the first quantity that was observed to exhibit
a periodicity of roughly 11 years (Schwabe 1844), now known as the 11-year solar cycle
(or Schwabe cycle). The period of the cycle is not constant and has been observed to vary
between 9 and 14 years (see Fig. 1.9, e.g. Fligge et al. 1999, Hathaway 2015).
Solar activity varies significantly between activity minima and maxima. Also, the
strength of individual cycles changes with time. It has been suggested that the strength of
a cycle is related to the period of the preceding cycle (Hathaway et al. 1994, Solanki et al.
2002).
Shorter periodicities of approximately 1.3 years and 156 days have been suggested
(Lean and Brueckner 1989, Oliver et al. 1998, Lockwood 2001, Krivova and Solanki
2002). There is also a 22-yr periodicity of the polarity of the average polar magnetic
field, called Hale’s magnetic polarity cycle (Babcock 1959). This occurs due to cross-
equator cancellation of flux in magnetic elements. This results in an excess of magnetic
elements with polarities opposite to the average of the given hemisphere (following po-
larities). Magnetic field elements are transported towards the poles by the meridional
circulation, which at the surface is directed from the equator towards the poles. The mag-
netic elements of the following polarity mostly having the polarity opposite to the polar
field, so that their flux cancels with that already present at the poles. This process even-
tually leads to a reversal of the polar field every ∼11 years and is illustrated in Fig. 1.10.
Longer periodicities have also been found, e.g. with an average period of ∼100 yr, called
the Gleissberg cycle (e.g. Gleissberg 1939, Garcia and Mouradian 1998, Ogurtsov et al.
2002, Feynman and Ruzmaikin 2014, Vázquez et al. 2016, Le Mouël et al. 2017). A
longer ∼210 year periodicity has also been noticed in the cosmogenic radioisotope data,
called Suess or de Vries cycle (e.g. Suess 1980, Wagner et al. 2001, Usoskin et al. 2004,
Vonmoos et al. 2006, Steinhilber et al. 2012).
There are also periods of extended high or low activity, called grand maxima and min-
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Figure 1.10: Magnetic butterfly diagram derived from longitudinally averaged radial mag-
netic field measurements from Kitt Peak and SOHO. Taken from Hathaway (2015).
ima. Figure 1.11 shows the sunspot number series (Usoskin et al. 2016a) reconstructed
from the concentration of the cosmogenic radioisotope 14C for the last 9000 years (see
Sect. 1.4.2.1). Red stars and blue circles highlight the periods of grand maxima and
grand minima, respectively. The period between 1930 and 2010 is considered as the mod-
ern grand maximum (Solanki et al. 2004, Usoskin et al. 2007). This has recently been
debated by Svalgaard and Schatten (2016), and will be discussed in more detail in Chap-
ter 7. The period between 1640 and 1720 is called the Maunder minimum and is the only
grand minimum covered by direct observations (Eddy 1976, Sokoloff 2004). The exis-
tence or the strength of the Maunder minimum has also been a matter of debate recently
(Usoskin et al. 2015, Zolotova and Ponyavin 2015, 2016, Carrasco and Vaquero 2016,
Svalgaard and Schatten 2016, Usoskin et al. 2017). The period of low sunspot numbers
between 1790 and 1830 is called Dalton minimum, although the activity was not low
enough to be considered a grand minimum. The sunspot series reconstructed by Usoskin
et al. (2016a) suggests that the Sun is in a grand maximum (minimum) state for ∼10%
(∼20%) of the time, although these percentages depend on how exactly grand maxima
and minima are defined.
1.4 Solar irradiance
The solar irradiance, like other changes wrought by the magnetic field, also follows the
solar activity cycle. Evidence exists that irradiance might vary on longer time-scales, too,
which is of particular importance for Earth’s climate. In this section we give an overview
of the available irradiance measurements and models.
1.4.1 Measurements of irradiance
Early ground-based measurements performed before the late 1970s were unable to detect
variations in TSI so it was considered to be invariant and given the name “solar constant”.




Figure 1.11: Decadal sunspot numbers over the last 9000 years reconstructed from the
cosmogenic radioisotope 14C. Red stars (blue circles) denote the grand maxima (minima).
From Usoskin (2017).
to be roughly 1227 W m−2. Several ground-based programs to measure the “solar con-
stant” were initiated in the beginning of the 20th century. Two such programs took place
at the Smithsonian astrophysical observatory (1902 – 1957, Langley and Abbot 1900,
Abbot 1933, 1952, 1963) and Mt Wilson observatory (Abbot 1919). Abbot (1919) de-
rived the value of 1360 W m−2 for the “solar constant”, while Abbot (1933, 1952, 1963)
inferred a 0.1% variability. However, these measurements cannot be considered very re-
liable because they suffered from high ambiguities connected to processes in the Earth’s
atmosphere. For example, most of the UV part of the spectrum does not reach the sur-
face at all, and thus cannot be measured (see middle panel in Fig. 1.1). More precise
space-based measurements started in 1978 (e.g. Hickey et al. 1980, Willson and Hud-
son 1988, Kopp et al. 2005, Fröhlich 2006, Schmutz et al. 2013). Figure 1.12 shows the
space-based measurements of TSI. These measurements show, in general, a very similar
relative variability, but different absolute levels of TSI. The currently adopted value of TSI
is approximately 1360.8 Wm−2 for the period of solar minimum in 2008 (Kopp and Lean
2011). Measurements of SSI exist since 1978 as well, however they cover mostly the UV
part of the spectrum (Deland and Cebula 2012, Ermolli et al. 2013, Yeo et al. 2015a). The
wavelength coverage is not complete and for various wavelengths there are gaps in time.
Measurements show that TSI and SSI vary on all time-scales (Fröhlich 2013, Kopp
2016). p-mode oscillations are responsible for variations over minutes, while convection,
flares or planetary transits for minutes to hours (e.g. Fröhlich and Lean 2004, Kopp et al.
2005). Longer-period variations are attributed to the evolution of the magnetic features
on the solar surface (e.g. Seleznyov et al. 2011). The effect of the magnetic features is
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illustrated in Fig. 1.13, which shows the variation of TSI due to the passage of a sunspot
group. There is an appreciable dip in TSI when the sunspot group is visible, and the dip
becomes deeper when the sunspot reaches the disc centre. A small increase in TSI is
often observed prior to and after the sunspot passage due to the brightening produced by
the faculae surrounding the sunspot, which is strongest near the limb.
Since the Sun is evolving on the main sequence, its radiative output is expected to
increase approximately by up to 1% every 100 million years (Gough 1981). For the
current observing capabilities, this is, however, a negligible amount.
Very few TSI radiometers covered periods longer than one solar cycle (see Fig. 1.12).
The instruments also suffer from degradations affecting their stability in time. Various
methods have been adopted to account for these degradations (Kopp 2014), however resid-
ual uncertainties remain. With problems besetting inter-calibration and potential residual
errors due to instrument degradations, these measurements do not allow deriving reliable
conclusion about potential long term solar variability, e.g. on the change in TSI since
the end of the Maunder minimum. In the past three different composites were created to
homogenise these observations. The composites are ACRIM (Active Cavity Radiome-
ter Irradiance Monitor, which is the instrument taken as the reference by Willson 1997,
Willson and Mordvinov 2003), PMOD (named after Physikalisch-Meteorologisches Ob-
servatorium Davos; Fröhlich 2006), RMIB (named after Royal Meteorological Institute
of Belgium, in french called IRMB; Dewitte et al. 2004). The calibration of these time-
series is achieved with daisy-chaining (i.e. using a series of data, where each one gets
calibrated to the level of the reference data-set and then acts as the reference for the next
data, see also Sect. 6.1.3) keeping values from only one instrument per day.
Figure 1.14 shows daily values from the PMOD composite marking with different
colours the various instruments whose data entered it. Issues with the calibration of these
composites result in them having significantly different trends (Zacharias 2014, Kopp
2016). Comparing the periods of minima in 1986 and 2009 one notices almost no trend
in RMIB composite, while ACRIM and PMOD show weak opposite trends of ∼0.001%
annual increase and decrease, respectively. PMOD shows the same decreasing trend over
all three minima that measurements exist, though this is not the case for ACRIM. ACRIM
exhibits a larger increase of ∼0.005% per year between 1986 and 1996 (Willson and
Mordvinov 2003), but then decreases by ∼0.004% per year between 1996 and 2009.
More recently, Dudok de Wit et al. (2017) presented a new purely statistical method-
ology for the creation of a composite. It considers all instruments for a given day with
weights which are based on their estimated uncertainties. Somewhat problematically, ex-
trapolations of datasets from other days also enter the composite. The uncertainty of this
composite is rather large and encompasses all previously existing composites. Due to the
high uncertainties of the early data, the long-term TSI trend cannot be recovered. Pos-
itively, however, it is the first time that such an uncertainty was provided at all. The 4
existing TSI composites are plotted in Fig. 1.15.
1.4.2 Irradiance reconstructions
In the absence of direct space-based measurements of solar irradiance before 1978, there
is a need to develop models to reconstruct it (e.g. for Earth’s climate studies) using other
available data. The models reconstruct the solar irradiance by accounting for the com-
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Figure 1.12: Space-based TSI measurements. The monthly sunspot number is shown in
the lower part of the plot (black dots). From Kopp (2016).
peting dark and bright contributions from magnetic features on the solar surface. Data
that have been used to describe the evolution of the magnetic features are magnetograms,
which are are direct measurements of the solar magnetic field and are available since 1974
(e.g. Livingston et al. 1976, Howard et al. 1983, Scherrer et al. 1995, Schou et al. 2012a),
and various proxies of the solar magnetic activity.
1.4.2.1 Proxies of solar activity
The various proxy data that have been used to reconstruct solar irradiance can be divided
into direct observations of the Sun, and indirect proxies.
The direct observations of the Sun can be further split into disc-integrated, full-disc
spatially resolved, and sunspot observations. Disc-integrated direct observations of the
Sun are Sun-as-a-star observations taken at different wavelengths. Proxies that have
been used include the Mg II core-to-wing ratio (available since 1978, e.g. Heath and
Schlesinger 1986, Viereck and Puga 1999, Viereck et al. 2004, Snow et al. 2014), Ca II
K 1Å index (available since 1974, e.g. White and Livingston 1981, Donnelly et al. 1994,
Keil et al. 1998), Ly−α flux (available since 1969, e.g. Vidal-Madjar 1975, Woods et al.
2000), He I equivalent widths (available since 1974, e.g. Harvey and Recely 1984), and
the F10.7 index (available since 1947, e.g. Covington 1969, Tanaka et al. 1973, Tapping
1987, Tapping et al. 2007). The F10.7 index is the radio flux at 10.7 cm (2800 MHz) and
is expressed in solar flux units (sfu, where 1 sfu= 10−22 Wm−2Hz−1).
Full-disc resolved observations have been used to derive information on the areas and
locations of active regions. Full-disc observations that have been used have been taken in
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Figure 1.13: Relative change in TSI measured by SOHO/VIRGO in November – Decem-
ber 1996. On top are shown Michelson Doppler Imager (MDI) continuum images for the
periods marked in the plot. Taken from Solanki and Fligge (2002).
the Ca II K line (photographic spectroheliograms since 1892, and CCD filtergrams since
1986 e.g. Hale 1893, Chapman et al. 1997, Ermolli et al. 2007b), and in continuum wave-
lengths (available since 1874, e.g. Ermolli et al. 1998, Scherrer et al. 2012, Willis et al.
2016a). Observations in the continuum are used to derive information about sunspots and
faculae in the photosphere. Ca II K observations sample the chromosphere (see Chapter
2) and are used to derive information about plage areas. Ca II K images can act as a sub-
stitute for magnetograms (although without information on the magnetic polarity) and can
be used to trace the evolution of the magnetic field on the Sun. The reason for this is the
reported relation between Ca II K brightness and magnetic field strength averaged over
a pixel (e.g. Babcock and Babcock 1955, Skumanich et al. 1975, Schrijver et al. 1989,
Harvey and White 1999, Loukitcheva et al. 2009, Kahil et al. 2017). However, the exact
characteristics of this relation are not well defined (see Chapter 5). Use of Ca II K data
has been limited so far mostly to the CCD filtergram observations, available since about
1986, while earlier photographic filtergrams and spectroheliograms suffer from the lack
of proper photometric calibration, besides suffering also from artefacts and other defects
(see Chapters 2 and 3). Analysis of the uncorrected and uncalibrated data carries high
uncertainties.
Three types of sunspot records have been used, sunspot areas, sunspot number, and
group sunspot number. The photometric sunspot index (PSI) is derived from the sunspot
areas by taking the average spot contrast into account and describes the deficit in irradi-
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Figure 1.14: The PMOD TSI composite. The values on the y axis on the left corre-
spond to the original Virgo scale, while on the right after the corrections. The different
colours correspond to values from different instruments according to the labels at the up-
per part of the plot. The horizontal lines mark the average value of TSI over the whole
interval (green) and the average values during the minima between cycles 21/22 (blue
dashed) and cycles 23/24 (black). The TSI values of the horizontal lines are noted at
the lower part of the plot. Taken from http://pmodwrc.ch/pmod.php?topic=tsi/
composite/SolarConstant.
Figure 1.15: Composites of TSI: PMOD (yellow), ACRIM (green), RMIB (blue), and
the one by Dudok de Wit et al. (2017). The composites are plotted in 27-day smoothed
values. The horizontal lines denote the approximate level of TSI around 1986 in PMOD
and RMIB composites. Courtesy of Greg Kopp.
ance due to the sunspots (e.g. Willson et al. 1981). Measurements of sunspot areas exist
since 1874, sunspot number records are available since 1700 (see Chapter 6 for more de-
tails), and the group sunspot number series extend back to 1610. These data can provide
information on the bright features only using some assumptions. A more detailed dis-
cussion of the available sunspot number series and issues concerning their calibration is
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given in Chapters 6 and 7.
Indirect proxies of solar activity are, e.g., the aa-index, cosmic ray flux, and concentra-
tions of cosmogenic isotopes 10Be and 14C. The aa-index (Mayaud 1973) is a geomagnetic-
activity index measured from two almost antipodal observatories in the UK and Australia.
It is correlated with solar activity (Pulkkinen et al. 2001, Beer et al. 2006) through the in-
duction of currents when the Sun’s open magnetic field lines are passing the Earth change.
That in turn leads to fluctuations of the geomagnetic field. Measurements of the aa-index
go back to 1868. The cosmic ray flux has been measured since 1951 from various neutron
monitors around the globe (Moraal and Stoker 2010, Mavromichalaki et al. 2016, Jung
et al. 2016, Usoskin 2017). The cosmic ray influx in the heliosphere is considered con-
stant for the time-scales considered here (periodicities of ∼ 143 Myr in the cosmic ray
flux have been identified due to the passage of the Solar system through the spiral arms of
our galaxy Shaviv 2002). Within the heliosphere, the cosmic ray flux is affected by solar
activity via the Sun’s open magnetic flux. Hence, the cosmic ray flux measured on Earth
is higher during low activity periods and vice versa (Forbush 1954, 1958).
Cosmogenic isotopes 10Be and 14C are formed due to interactions of cosmic rays
mostly with nitrogen and oxygen in Earth’s atmosphere and eventually get stored in plant
material and ice, respectively (Lal and Peters 1967, Beer et al. 2012). Just as the cos-
mic ray fluxes are affected by solar activity, so are the production rates of 10Be and 14C.
Therefore, by measuring the abundances of 14C along different rings of tree trunks or the
concentrations of 10Be at different depths in ice cores enables us to infer the amount of the
isotopes that was deposited and hence the amount of incoming cosmic rays. This enables
deriving the heliospheric modulation potential which describes how the Sun modulates
the flux of cosmic rays and is hence related to solar activity. The 10Be data that have been
recovered in ice cores go back to ∼1,000,000 BP (e.g. Beer et al. 1990, Berggren et al.
2009, Beer et al. 2012), while 14C has been measured from various sources and go back
to ∼100,000,000 BP (e.g. Goslar et al. 2000, Kitagawa and Plicht 2006, Beer et al. 2012).
In particular, measurements of 14C that have been done in tree rings go back to ∼14,000
BP (e.g. Stuiver and Polach 1977, Pilcher et al. 1984, Spurk et al. 1998, Hua et al. 2009,
Beer et al. 2012, though disconnected measurements have been recovered in sub-fossil
kauri trees covering 3500 years within the period 23,000–43,000 BP Turney et al. 2010),
in corals ∼50,000 BP (e.g. Bard 1998, Druffel et al. 2008, Beer et al. 2012, Reimer et al.
2013), in lake or sea sediments ∼100,000,000 BP (e.g. Goslar et al. 2000, Kitagawa and
Plicht 2006, Beer et al. 2012), and in speleothems ∼50,000 BP (e.g. Beck et al. 2001,
Hoffmann et al. 2010, Reimer et al. 2013).
The radioisotopes undergo radioactive decay and hence their concentrations get re-
duced with time. Based on their known half-lives one can estimate how many years it
will take for their concentrations to become unmeasurable, which is found to be ∼15 Myr
for 10Be (10 times its half-life) and ∼40,000 yr for 14C (Beer et al. 2012). The mea-
surements further back in time have significantly reduced resolution and considerably
increased uncertainties (Beer et al. 2012). Use of 14C after ∼1900 is hindered, because
of the burning of C from coal and oil, which are so old that all 14C in them has decayed,
during the industrial era. This introduces great uncertainties in the dating of 14C. This is
called the Suess effect (Suess 1955).
Among other products of interactions of cosmic rays in the atmosphere, 14C, 36Cl,
39Ar, and 81Kr get deposited in ice cores too, but in lower abundance than 10Be. 44Ti is
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produced after interactions of GCRs with Fe and Ni (Bonino et al. 1995). It has been
measured in stony meteorites that have fallen on Earth, but as a time-series it has, at the
moment, only 20 values covering the period 1766 – 2001 (Usoskin et al. 2006, Asvestari
et al. 2017). However, it is a very important proxy since, in contrast to 14C and 10Be,
it is not affected by Earth’s atmosphere (e.g. climate, which can influence the terrestrial
archives storing 10B and 14C). Auroral sightings extending back to 567 BC (e.g. Legrand
1987, Schröder 1992, Stephenson et al. 2004) provide indirect information on solar activ-
ity (Siscoe 1980, Pulkkinen et al. 2001, Stephenson et al. 2004, Beer et al. 2006, Vázquez
and Vaquero 2010). Various other data have been suggested to potentially carry informa-
tion about solar activity, but their use has been rather limited so far due to poor cadence,
poor understanding of the connection to solar activity, or high uncertainties. Varved lake
sediment data can give information on the yearly rate of snow melting based on the thick-
ness of detrital lamina. The snow melting rate is suggested to be anti-correlated with the
TSI (Saarni et al. 2016). These data extend back 3600 years (Saarni et al. 2016). How-
ever, they suffer from potential layer mixing and high uncertainties in their dating, quite
aside of the very indirect and controversial connection with solar activity. Variations in
tree-ring formation in fossil forests going back for almost 300 Myr have been suggested
to carry information on solar activity too (Luthardt and Rößler 2017).
1.4.2.2 Irradiance models
Models have been developed that use magnetograms and the proxies described in Sect.
1.4.2.1 to account for the contributions of the magnetic features on the solar surface to so-
lar irradiance. These features include sunspots (usually separated into umbra and penum-
bra), faculae, and network. In some models faculae and network are subdivided into
further subcategories (e.g. Ermolli et al. 2011, Fontenla et al. 2011). Everything not be-
longing to these classes is tagged as the quiet Sun (QS, hereafter). Several models have
been successful in reproducing the measured TSI (Fröhlich and Lean 1997, Fligge et al.
2000b, Preminger et al. 2002, Krivova et al. 2003, Wenzler et al. 2006, Ermolli et al. 2011,
Ball et al. 2012, Yeo et al. 2014b). Two distinct categories of such models exist:
• proxy (or empirical) models (e.g. Hudson et al. 1982, Oster et al. 1982, Heath and
Schlesinger 1986, Tapping 1987, Tapping and Morton 2013, Foukal and Lean 1988,
1990, Lean et al. 1995, Chapman et al. 1996, 2012, 2013, Keil et al. 1998, Lean
2000, Worden et al. 2001, Preminger et al. 2002, Wang et al. 2005, Steinhilber et al.
2009, Delaygue and Bard 2011, Coddington et al. 2015, Foukal 2015, Georgieva
et al. 2015, Tebabal et al. 2015, Yeo et al. 2017).
• semi-empirical models (e.g. Fligge et al. 1998, Fligge and Solanki 2000, Fligge
et al. 2000a, Solanki and Fligge 1998, 1999, Ermolli 2001, Ermolli et al. 2003b,
2011, Krivova et al. 2003, 2007, 2009, 2010, 2011, Penza et al. 2003, Fontenla
et al. 2006, 2011, Wenzler et al. 2006, Crouch et al. 2008, Haberreiter et al. 2008,
2014, Shapiro et al. 2011, Vieira et al. 2011, Ball et al. 2012, Bolduc et al. 2014,
Dasi-Espuig et al. 2014, 2016, Yeo et al. 2014b).
The empirical models make use of proxies of solar magnetic activity and apply re-
gressions to them to match the direct measurements of TSI and SSI. Proxy-based models
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have used the Mg II index (e.g. Heath and Schlesinger 1986, Donnelly et al. 1994, Cod-
dington et al. 2015, Tebabal et al. 2015, Yeo et al. 2017), Ca II K 1Å index (e.g. White
and Livingston 1981, Donnelly et al. 1994, Keil et al. 1998), Ly−α flux (e.g. Foukal and
Lean 1990), He I equivalent widths (e.g. Foukal and Lean 1988), the F10.7 index (e.g.
Lean and Foukal 1988, Foukal and Lean 1990, Yeo et al. 2017), white-light observa-
tions (e.g. Foukal 2015), Ca II K full-disc observations (Oster et al. 1982, Foukal and
Lean 1986, Chapman et al. 1996, Worden et al. 2001, Foukal and Milano 2001, Foukal
et al. 2009, Chapman et al. 2012, 2013), sunspot number series (e.g. Hudson et al. 1982,
Lean et al. 1995), and the modulation potential derived from cosmogenic radioisotopes
(e.g. Steinhilber et al. 2009, Delaygue and Bard 2011). One of the main problems of the
empirical models is that they rely heavily on actual measurements of solar irradiance to
derive information about the long-term trend. However, the limited availability of direct
measurements and problems with instrument degradations prohibit any robust conclusion
about such trends at this moment. This becomes yet more problematic with the spectral
irradiance where the available data are even scarcer. The empirical models also make an
intrinsic assumption that linear combinations of proxy series can reproduce the irradiance
variations at different time-scales and wavelengths (Yeo et al. 2015b).
The semi-empirical models use solar observations to derive information on the loca-
tions and areas covered by magnetic features. The brightness of these features is computed
with spectral synthesis codes from semi-empirical model atmospheres. The sunspot con-
tribution to irradiance has in all models been derived from continuum observations or the
sunspot number series. A number of different observations have been used to describe
the facular contributions. Magnetograms, being direct measurements of the magnetic
field, provide the most accurate reconstruction of the solar irradiance (Fligge et al. 2000a,
Krivova et al. 2003, Wenzler et al. 2006, Ball et al. 2012, Yeo et al. 2014b), however
magnetograms exist for almost the same period of time as the direct measurements of
irradiance. Full-disc CCD-based Ca II K filtergrams have been used in a similar manner
to magnetograms (e.g. Ermolli 2001, Ermolli et al. 2003b, 2011, Fontenla et al. 2006,
2011). The sunspot areas, or a reconstructed version of them from the sunspot number
series, have been used to infer the filling factors of faculae via some model (e.g. Solanki
and Fligge 1999, Fligge and Solanki 2000, Krivova et al. 2007, 2010), or used to compute
magnetograms with the help of surface flux transport simulations (e.g. Dasi-Espuig et al.
2014, 2016).
The cosmogenic radioisotope concentrations have also been used to reconstruct the
open solar magnetic flux and the sunspot numbers from which the irradiance is finally
computed (e.g. Vieira et al. 2011). In these reconstructions, the geomagnetic field needs
to be known as well. Besides the direct measurements of the geomagnetic field (available
since 1834 Courtillot and Le Mouel 1988), it has been reconstructed back to ∼10,000 BC
based on information found in lava flows, lake or marine sediments, and archaeological
artifacts (Donadini et al. 2009, 2010). This is currently limiting the use of the cosmogenic
radioisotope data for irradiance reconstructions back to ∼10,000 BC. However, both the
sunspot observations and the cosmogenic radioisotope concentrations provide informa-
tion about the bright regions only in a rather indirect way under some assumptions.
Relying on solar observations to describe the distribution of the magnetic features on
the solar surface, the semi-empirical models are also susceptible to uncertainties from
these data. However, semi-empirical models are able to take into account the CLV of the
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magnetic features for all wavelengths. Furthermore, the use of intensity spectra derived
from radiative transfer and model atmospheres allows for more accurate SSI reconstruc-
tions. The semi-empirical models also have the potential of improving our understanding
about the physics of the Sun. This can be achieved because the models use approxima-
tions and assumptions based on our current knowledge of the Sun, which can be validated
by directly comparing the output of the irradiance models with actual irradiance measure-
ments.
Figure 1.16 shows six TSI reconstructions based on sunspot records, or 10Be and 14C
data back to 1600. It is obvious that the reconstructions differ in the magnitude of the
changes in TSI between the present time and the Maunder minimum. Shapiro et al. (2011,
not shown in Fig. 1.16) derived the largest difference of 6 W m−2, while Schrijver et al.
(2011, this was just an estimate of the irradiance changes not a complete irradiance re-
construction) found a difference of only 0.7 W m−2. Other reconstructions favour a more
moderate difference of 1.0–1.5 W m−2 (Wang et al. 2005, Krivova et al. 2007, 2010, Vieira
et al. 2011, Dasi-Espuig et al. 2014). This illustrates that there is a significant disagree-
ment among the various reconstructions on the secular trend of the solar irradiance. These
discrepancies arise due the differences in the models used, but also due to the ambiguities
of the data used for the reconstructions, in particular the lack of information on the bright
component, which alone determines the secular trend since the Maunder minimum. It is
imperative to improve the quality of the available data in order to reduce the uncertainties
in the irradiance reconstructions as well.
1.5 Motivation for this thesis
As explained in Sect. 1.4.1 and 1.4.2.2 the existence or the magnitude of any secular
trend in irradiance variations is uncertain both from measurements and reconstructions.
This is due to the long-term uncertainties in the direct irradiance measurements, in the
proxy data used by models, and due to the missing information on the evolution of bright
features. In this context, Ca II K spectroheliogram (SHG) observations are a really critical
dataset. They can provide information on plage regions and their locations on the disc,
allowing for more accurate irradiance reconstructions back to the beginning of 1900’s.
Furthermore, this can be used as a test of existing models to provide constraints on the
magnitude of variations over the 20th century. Thus, Ca II K data can set the grounds
for an improvement in the irradiance reconstructions also further back in time than the
20th century. However, these old SHG data were stored in photographic plates or films,
which are not linear detectors (as will be discussed in Chapter 2). A plethora of large-
scale artefacts have been introduced during the storage of the plates, that also need to be
accounted for.
A lot of existing irradiance reconstructions are currently based on the sunspot num-
ber record. However, even this dataset is far from being consistent. Being a composite
of observations by different observers made with different instruments and capabilities,
it is predominantly made by stitching the data together through simple linear scaling.
However, as we will demonstrate in Chapter 6, the relation for the inter-calibration of
individual observers is not linear. Hence the available series carry significant errors that
increase vastly further back in time.
The work presented here aims at enhancing our understanding of solar variability on
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Figure 1.16: TSI reconstructions since 1600 based on sunspot areas (blue colours) and
cosmogenic radioisotopes 10Be (green colours), and 14C (red). Sea09 is for Steinhilber
et al. (2009), DB11 for Delaygue and Bard (2011), Wea05 for Wang et al. (2005), Kea10
for Krivova et al. (2010), Dea14 for Dasi-Espuig et al. (2014), and Vea11 for Vieira et al.
(2011). From Usoskin et al. (2015).
time-scales of decades to centuries by improving or producing new long-term proxies of
solar magnetic activity. In particular, we develop a method to photometrically calibrate
the available digitised Ca II K spectroheliograms and to correct them for various artefacts.
The data are described in detail in Chapter 2 and the method in Chapter 3. In Chapter 4
we test various segmentation methods and present preliminary results for the plage areas
derived from historical Ca II K observations. The relation between the bright features
and the magnetic field strength, studied in Chapter 5, allows a conversion of these data
to magnetograms. In Chapter 6 we discuss the dependence of the sunspot group areas
on the level of solar activity. This has important implications on the relation between
the sunspot group measurements by two observers, and hence is important for evaluating
the aptness of existing calibration methods. In Chapter 7 we propose a new method for
a more accurate reconstruction of the group sunspot number series. This reconstruction
takes into account the non-linearity of the relation between observers, enabling also to
account accurately for error transport. Finally, in Chapter 8 a brief outlook is given and
some future steps described.
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This chapter provides some general information about observations of the Sun in wave-
length ranges centred in the Ca II K line. We first discuss characteristics of the solar
spectrum around this line. We continue with a brief description of the instruments used
for solar observations in this wavelength. This is followed by some basic aspects of pho-
tographic processes with focus on the response of the plates to the incident radiation. We
give an overview of the numerous observational programs performed in the Ca II K line
for the Sun since the late 19th century. Finally we briefly review previous studies aimed
at processing such data.
2.1 Ca II K line
The Ca II K line is centred at 393.367 nm, and is a rather broad and deep line having a core
intensity that is roughly 5% of that in the continuum. It is characterised by 2 peaks (K2V,
K2R), a reversal at the centre (K3), and 2 secondary minima (K1V, K1R). The labels V and R
denote whether the peak/minimum is towards the violet (V) or red (R) part of the spectrum
relative to K3. Figure 2.1 shows two intensity profiles of the Ca II K line corresponding to
a QS and a plage region superimposed on each other. All individual features introduced
above, occur within the 1Å interval marked in Fig. 2.1. The formation height in the
solar atmosphere of the Ca II K line can be seen in Fig. 1.3. From the wings of the
Ca II K line towards the K1 minima it samples the photosphere with increasing height
until the K1 minimum, which is formed at the temperature minimum, at the boundary
between the photosphere and chromosphere. The decreasing temperature with height
in the photosphere results in a normal absorption line. Closer to the line core than the
K1 minima the line gets brighter with increasing height. In the lower chromosphere the
source function follows the Planck function. This is the case nearly up to the heights
where the K2 peaks are formed. Above these heights the source function becomes smaller
than the Planck function. As a result absorption dominates again and causes the K3 feature
to be the darkest in the line (Stix 2004).
A very important aspect of Ca II K line that can be seen in Fig. 2.1 is the ability of this
line to provide information about the magnetic features. Thus the change in intensity of
the line core is significantly stronger when sampling a plage region (upper curve in Fig.
2.1) compared to a QS region (lower curve in Fig. 2.1).
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K1V K1R
K2V K2R
Figure 2.1: Ca II K line profile for quiet Sun (lower curve) and plage (upper curve). The
horizontal arrows and dashed line below K3 denote 1Å and 0.5Å intervals, respectively.
Taken from Skumanich et al. (1984).
2.2 Observing instruments
Two general groups of optomechanical instruments have been used to image the Sun in
the core of the Ca II K line. The first one is a spectroheliograph, which was first used
in 1889 and is still employed in various observatories (see Table 2.1). More modern
observatories, however, usually use a filtergraph (see Table 2.2). The observations then
are stored on photographic plates or films and more recently as digital files recorded with
CCD cameras.
2.2.1 Spectroheliograph
A spectroheliograph is a device used to produce images of the Sun in a specific (nar-
row) band of wavelengths. It was invented by George E. Hale in 1889 (Hale 1893). The
principle of this instrument is the use of a prism or a diffraction grating to separate the
incoming light into different wavelengths followed by a narrow slit to allow the passage
of the desired range of wavelengths based on its width. At the entrance of the instru-
ment there is a narrow slit allowing light from only a narrow strip of the Sun to enter,
and this strip is then photographed. The entrance slit and the photographic material are
then synchronously moved to photograph the next strip on the Sun. Figure 2.2 shows the
schematic of the spectroheliograph employing 2 prisms used at the Kodaikanal observa-
tory. The siderostat (Fig. 2.2a)) that was used to follow the movement of the Sun was an
18-inch diameter plane mirror (marked as M1 in Fig. 2.2b)). A 12" in diameter triplet
lens (L1) focused the rays on the first slit (S1). A set of two prisms (P1, P2) were used.
Then an achromatic lens (L3) focused the rays on the second slit (S2), while also passing
through a violet filter (F1). Finally the rays are sent to the photographic plate (P).
Scanning the full solar disc with a spectroheliograph requires several minutes. The
movement of the instrument has to be extremely accurate and constant, otherwise various
image distortions are introduced. Archived observations that were stored on photographic
material show that a very common problem they suffered from was that the subsequent




Figure 2.2: Siderostat (a)) and schematic of spectroheliograph (b)) used at the Ko-
daikanal observatory. The telescope-spectroheliograph combination includes a sidero-
stat (M1); a triplet lens (L1) focusing the rays to the first slit (S1); a doublet lens
(L2); a plane mirror (M2); two prisms (P1, P2); a doublet lens (L3), a violet fil-
ter (F1), a second slit (S2) and the photographic material (P). Images taken from
https://kso.iiap.res.in//observatory/instruments
issues include the varying spectral passband, because the slit width was not maintained
at a constant value. Small unwanted movements of the slit can also change the sampled
wavelength band.
2.2.2 Filtergraph
Filtergraphs are much simpler configurations than the spectroheliographs. They simply
consist of a telescope with appropriate filters that allow light only within the desired wave-
length band to pass and focus it on to the detector (photographic or electronic) located at
the end. The great advantage of filtergrams is that the exposure can be very short, of the
order of a few seconds. Also it is possible to record the whole solar disc simultaneously
without the need of complex and sensitive mechanisms, thus minimizing geometrical dis-
tortions in the images.
2.3 Observational aspects
All ground-based observations taken with spectroheliographs and filtergraphs suffer to
some extent from certain problems. The most common among those are seeing, stray-
light, and vignetting.
Seeing is produced by variations in the refractive index in the Earth’s atmosphere.
Seeing can manifest itself as distortions in the image due to variable displacement of dif-
ferent parts of the image. Displacements over shorter time than the exposure will show up
as motion blurring, while if they last longer than the exposure they will appear as distor-
tions in the image. Changes in temperature and/or wind speed in the Earth’s atmosphere
are the common sources of this phenomenon. Consequently, the time of day at which
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Figure 2.3: Schematic of optical vignetting, demonstrating how a finite distance between
two lenses can introduce vignetting in the recorded image from an off axis point (D).
Taken from Smith (2007).
the observation is carried out plays a significant role, and usually early morning is the
optimum period for solar observations to minimise seeing. The location of the telescope
affects the seeing conditions as well, thus mountaintop locations near flat surfaces are
preferred.
Stray-light includes any light rays that originate from a source different from the target
or taking a path different than the intended one. Stray-light reduces the signal-to-noise
ratio and lowers the dynamic range. This can occur due to another bright light source near
the telescope, due to scattering in Earth’s atmosphere or even within the telescope. Since
the Sun is an extended, relatively homogeneously bright source, most stray-light in solar
images comes from another part of the solar disc.
Vignetting is the effect of reducing the intensity at the edges of the recorded image.
It is divided into mechanical, optical, and natural vignetting. Mechanical vignetting is
caused by abstraction of incident light due to external mechanical components (Smith
2007). Figure 2.3 shows a simplified schematic for optical vignetting (Smith 2007). There
is a finite distance between lens A and B which acts to limit the light coming from off axis
points. For example light arriving from point D is bounded by the lower end of lens A
and the upper end of lens B. Hence, less light comes from point D than from C. Natural
vignetting is caused due to the geometry of the optics (Gardner 1947). It manifests itself
as a cos4 φ decrease in brightness from the centre towards the edges of the image, where φ
is the angle between the object and the normal to the lens. The cos4 φ law is valid provided
that the lens has no distortions, and that the diaphragm is between the lens and the object
which is at an infinite distance (Gardner 1947).
2.4 Photographic processes
In this section we follow Mees (1942), James and Higgins (1960), and Dainty and Shaw
(1974) to give a brief overview of photographic processes. The photographic material
consists of a base, usually a glass plate or a paper or plastic sheet, coated with some
photosensitive material (termed emulsion). The emulsion usually consists of silver ions
(Ag+) and halides forming a cubic lattice, commonly referred to as grains (Dainty and
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Shaw 1974), that are embedded in gelatine. The halide used in photographic material is
predominantly bromide (Br−), sometimes along with small amounts of iodide (I−) (James
and Higgins 1960).
Upon incident radiation (or thermal fluctuations), photoelectrons can be released into
the conduction band, where they can be trapped due to imperfections of the crystal. Thus
a “latent” image is formed, when the electrons attach to the silver ions producing metallic
silver. This image is not visible, unless the exposure is excessive. The conversion to
metallic silver occurs at a very low rate, and ends when every exposed silver halide has
been eliminated (Mees 1942). In order to speed up this phase and reveal the image that
has been created, developing agents that react preferentially with the exposed grains are
applied. This process is called development. Some of the unexposed grains also interact
with the developing agents and convert into metallic silver, thus introducing what is called
photographic fog.
The relation between the plate darkening and the incident radiation is called charac-
teristic curve (CC, hereafter). Abney (1889) was the first to investigate quantitatively the
changes in the plate darkening with a series of increasing exposures. He suggested that
the CC is described as a square function. This form can now be considered appropriate
only for the lower part of the CC. Hurter and Driffield (1890) expanded this analysis by
increasing the accuracy of the instruments involved. They introduced the nomenclature
used even today for the photographic processes and the CC is also called Hurter-Driffield
curve.
A simple response relation between the incident radiation and the darkening it causes
on the photographic material can be derived by making the following considerations. The
silver halides are assumed to be identical and separate photoreceptors, independent of
their surroundings, uniformly spaced in the emulsion with only one layer of grains. These
conditions do not represent the real case. However, they enable us to derive a simple
model to describe the underlying relation. Departures from these assumptions will only
slightly distort the resulting curve. We also make the assumption that counts below (L)
and above (H) a certain threshold do not get recorded. By assuming that the illumination
over the emulsion is uniform, the statistics of the incident quanta can be described with a
Poisson distribution.
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This can be expressed in the form:




















When this image is digitised, it is scanned by different photoreceptors that we consider
to be ideal. These photoreceptors have an aperture, A, that is different to the grain size.
The image that gets recorded depends on the opacity of the plate, O. The transmitted
(recorded) intensity (It) is the incident radiation (Ii) with a fraction removed due to the
opacity of the plate. The amount that is subtracted can be considered proportional to the
average count of each grain, so that It = Ii − lbIi, where b is a proportionality constant.



















where NA is the number of photoreceptors.
The density, d, of the photographic material is defined as




d = − log10
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In reality we expect the grain size to vary, also the emulsion will have multiple grain
layers instead of just one. However, these simple considerations bring out the qualitative
behaviour of the photograph to different exposures.
This relation between d and E is the CC and has a sigmoid shape if plotted against
E in logarithmic scale. The CC in general is defined as the relation d = f (log E). Here,
E = I × t, I is the incident energy per unit area and t the exposure time. Assuming that
the plate was exposed evenly, the CC becomes d = f (log I). Application of the specific
appropriate relation between d and I converts the density values of the photographs to
intensity units. This process is called photometric calibration.
Figure 2.4 shows a typical example of a CC, where one can see four distinct regions.
The middle section (denoted with label c in Fig. 2.4) is to a good approximation linear,
and the response is directly proportional to the incident radiation. This is the region of
proper exposure and the main object of the photograph should be aimed to be within this
region. The slope of the line along this region is called the γ of the plate. It is the slope of
the dotted line in Fig. 2.4.
The region on the lower left part of the curve (label a in Fig. 2.4) represents the fog
level, where silver halides turn to metallic silver mostly due to thermal fluctuations. This
is essentially the sensitivity of the film/plate to light. The more sensitive it is, the lower
the value of the fog level should be.
Immediately after the fog level there is the underexposure region (label b in Fig. 2.4),
where the incident photons affect the plate increasingly more with increasing incident
radiation.
Right after the linear section (label c in Fig. 2.4), there is the overexposure region
(label d in Fig. 2.4), also called the shoulder. In this region the incident photons have a
constantly decreasing impact on the plate, eventually leading to a saturation level where
no more increase in density occurs.
There is a 5th region, called solarisation (label e in Fig. 2.4), which did not arise from
this simple consideration described here. It occurs if the exposure is even greater than
the one that results in saturation. In this region the resulting density decreases further
when yet more photons arrive at the plate. Solarisation causes the reflectance of these
regions to change and introduces bronzed shadows. It has been shown that solarisation
can be compensated with extended development (Wilsey and Pritchard 1926, Mees 1942),
however this does not correct for the saturation. Figure 2.5 shows the effect of increasing
development time on the CC and the appearance of solarisation.
The photographic material has a range of exposure times within which the ratio of
brightness to exposure time is constant. With exposures outside that range this is no longer
the case and we have the effect called reciprocity failure. At low light levels, during the
exposure several atoms of silver are formed within an unexposed crystal. If that happens,
then there is the possibility for the whole crystal to develop into silver. In order to reduce
such effects various techniques have been used, such as the use of sensitizers on the film
prior to exposure (Babcock 1976).
The characteristics of the CC depend on a variety of factors, e.g. the exposure time, the
gelatine of the photographic plate, the composition of the developers (reducing and fixing
baths), the wavelength of observation, the duration of plate development, the temperature,
and the degree of stirring during this step.
The emulsion has different sensitivity to different wavelengths. This is illustrated in
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Figure 2.4: A typical form of a characteristic curve. Details are given in Sect. 2.4.
Figure 2.5: CC derived for different development times (given in minutes on the right end
of the curves) illustrating the effect of development on the CC and solarisation. Taken
from Wilsey and Pritchard (1926).
Fig. 2.6 that shows the resulting γ of a medium-speed emulsion as a function of the
wavelength of observation for different sensitizers. One can notice an almost consistent
increase in γ with increasing wavelength for all sensitizers up to ∼ 460 nm. The behaviour
for higher wavelengths depends strongly on the sensitizer. The sensitivity of a high-speed
emulsion to wavelength of observation shows a similar behaviour, but with a smaller
change in γ (Mees 1942).
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Figure 2.6: Dependence of γ to wavelength (in nm) of observation for a medium-speed
emulsion. The curves show results for different sensitizers: unsensitized (A), pseudo-
cyanine (B), meroocyanine (C), thiacarbocyanine (D), dibenzthiacarbocyanine (E). Taken
from Mees (1942).
2.5 Ca II K observations
Regular observations in the Ca II K line have been performed throughout the 20th cen-
tury. Table 2.1 lists some of the observatories that took photographs in the Ca II K line
with a spectroheliograph and the most relevant reference(s) for each site. The table is not
intended to be a comprehensive list, but rather to illustrate the wealth of available data.
Information about such datasets in some cases is difficult to be found, since not all obser-
vational programs have been sufficiently described in publications, or the documentation
of the observatories might not be publicly available. Another issue concerns the period
and number of observations that is reported. The reported values are sometimes the oper-
ational period of the observatory, but sometimes these are only the periods covered by the
discovered plates. For instance, the plates reported here to stem from the Hamburg obser-
vatory are only those found in the archive of the Kiepenheuer-Institut für Sonnenphysik,
the rest of the plates are probably lost.
The plates from the Arcetri, Catania, Coimbra, Kodaikanal, Kyoto, McMath-Hulbert,
Mitaka, Mt Wilson, Rome, and Sacramento Peak observatories have been digitised and
made publicly available. However, the digitizing devices and methods varied not only
among datasets but also with time. This results in solar images with different sizes and
characteristics depending on the archive. The status of the plates from other observatories
is unclear. Samples of digitised observations from Meudon, Wendelstein, and Schauins-
land observatories have been made available on-line. For certain datasets there have been
multiple digitisations. For instance, Mt Wilson and Kodaikanal data have been digitised
twice. The observatories of Coimbra, Meudon, and Kislovodsk continue performing ob-
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servations with the spectroheliograph, though the data are now taken with CCD cameras.
Table 2.2 lists various observatories that performed observations with a filter centred
in the Ca II K line. There are still a number of observatories continuing surveys in Ca II
K with a spectroheliograph or a filtergraph. All observatories functioning now employ a
CCD camera and do not use photographic plates any more.
Figure 2.7 shows some examples of digitised spectroheliograms (SHG) from the
archives of Arcetri, Catania, Kodaikanal, Meudon, Mitaka, McMath-Hulbert, Mt Wilson,
Wendelstein, and Yerkes observatories. The images from Arcetri, Catania, Kodaikanal,
Mitaka, and Mt Wilson are shown as negatives containing values of transparency. The
images by McMath-Hulbert, Meudon, Wendelstein, and Yerkes are converted to posi-
tives, containing values of density. Visual inspection of historical data shows QS density
patterns (2D QS background, hereafter) that are in general strongly non-symmetric and
inhomogeneous. This is due to a plethora of problems affecting the data, which are in-
troduced either during the observation (e.g. partial coverage by clouds, vignetting, un-
even movement of the slit, seeing, stray-light), the development (e.g. non-homogeneous
bathing, touching the plate before the process was finished), the storage period (e.g. dust
accumulation, scratches, humidity, ageing burns), or the digitization (e.g. dust, hair, loss
of dynamic range) of the plate. The solar disc is also often distorted (see e.g. Fig. 2.7 g)).
The analysis presented in this work, was restricted to the digitised SHGs from the
Arcetri (Ar), Coimbra (Co), Kodaikanal (Ko, first digitisation), Meudon (Me), Mitaka
(Mi), McMath-Hulbert (MM), and Mt Wilson (MW, second digitisation) observatories.
These images were taken in the Ca II K line at λ = 393.367 nm, with nominal bandwidths
ranging from 0.01 nm to 0.05 nm and scanning time of several minutes to cover the solar
disc. The bandwidths presented for the different archives are the nominal ones, while the
real values can vary even within a single photograph. The varying bandwidths change the
height of the atmosphere that is sampled. Broader bandwidths increase the photospheric
contributions and plage regions appear less bright while sunspots are better visible. Figure
2.8 shows an example of a MW observation where the right part of the image was clearly
taken with a broader bandwidth than the left part, possibly due to instrumental problems.
In this work we also use modern observations. They were taken at the Istituto
Nazionale di Astrofisica (INAF) Osservatorio Astronomico di Roma (OAR) with the Pre-
cision Solar Photometric Telescope (PSPT, Ermolli et al. 1998, 2007a). The Rome/PSPT
has been acquiring daily full-disk observations since July 1996, but with the final instru-
ment only from mid 1997 onwards. A second PSPT telescope operated at the Mauna Loa
solar observatory (MLSO Rast et al. 2008) between 1998 and 2015. The PSPT telescopes
acquire full-disk solar images on 2048×2048 CCD arrays with various narrow-band inter-
ference filters within a few minutes of each other. The observations were carried out with
filters centred on the Ca II K line and were processed to apply the standard instrumental
calibration (Ermolli et al. 2003a, Rast et al. 2008). The exposure time is much shorter
than the historical observations, usually about 0.06 s.
Modern observations suffer significantly fewer problems than the historical ones, how-
ever they are still not free of artefacts. Large-scale inhomogeneities are present in modern
observations too, mostly due to passage of clouds. Stray-light, seeing, and vignetting can
also affect modern data.
It is therefore clear that processing of both historical and modern observations requires












Figure 2.7: Examples of digitised SHGs taken at the: (a)) Arcetri (06/09/1957), (b))
Catania (21/01/1970), (c)) Kodaikanal (14/09/1912), (d)) Mitaka (25/01/1959), (e)) Mt
Wilson (01/01/1969), (f)) McMath-Hulbert (19/02/1948), (g)) Meudon (18/05/1894), (h))
Wendelstein (13/08/1947), and (i)) Yerkes (16/02/1907) observatories. (a)–e)) are shown
in transmittance values (negative), (f)–i)) are shown in density values (positive).
facts and large-scale inhomogeneities affecting the images. Processing of the historical
observations requires one additional step, the photometric calibration of the images.
2.6 Processing techniques
Ca II K photographic observations have been used to derive the area, position, and contrast
of plage regions, as well as their relation to sunspots. In this section we describe all earlier
methods developed to analyse digitized photographic SHG, in particular, the methods
used to photometrically calibrate the photographic plates, to calculate the limb-darkening
with various inhomogeneities of the solar disc, and to segment them to identify the plage
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Table 2.1: List of historical full-disc SHG Ca II K archives including the period of obser-
vations, rough estimate of the number of images, whether they have been digitised, and
the bibliography entry.
Observatory Years Plates Digitised Reference
Arcetri 1931–1974 6000 yes 1
Cambridge 1913–1941 4000 no 2, 3
Catania 1963–1977 5000 yes 4
Coimbra1 1926–2007 16000 yes 5
Crimea2 1955–1979 no 6
Ebro 1905–1937 no 7
Hamburg3 1943–1958 200 partially 8
Kenwood4 1892–1895 no 9
Kislovodsk1 1957–2002 no 10
Kodaikanal 1904–2007 30000 yes 11
Kyoto 1926–1969 7500 yes 12
Madrid 1912–1917 no 13
Manila 1963–1976 no 14, 15
McMath-Hulbert 1942–1979 10000 yes 16
Meudon1 1894–2002 partially 17
Mitaka 1917–1974 8500 yes 18
Mt Wilson4 1915–1985 40000 yes 19
Sacramento Peak 1963–2002 6000 yes 20
Schauinsland3 1944–1964 3000 partially 8
South Kensington5 1902–1912 no 21
Wendelstein3 1943–1977 5000 partially 8
Yerkes4 1895–1907 partially 22
References. (1) Ermolli et al. (2009a); (2) Hubrecht (1912); (3) Moss (1942); (4) Zuccarello
et al. (2011); (5) Garcia et al. (2011); (6) http://craocrimea.ru/ru/; (7) Curto et al. (2016);
(8) Wöhl (2005); (9) Hale (1893); (10) Tlatov et al. (2015); (11) Makarov et al. (2004); (12)
Kitai et al. (2013); (13) Vaquero et al. (2007); (14) Hennessey (1969); (15) Mattig and Schroeter
(1977); (16) Mohler and Dodson (1968); (17) Mein and Ribes (1990); (18) Hanaoka (2013);
(19) Lefebvre et al. (2005); (20) Tlatov et al. (2009); (21) Lockyer (1909); (22) Hale and
Ellerman (1903);
Notes.
1 Have implemented a CCD camera after that period and continue to make observations.
2 These are the earliest and latest dates we could find that mention Ca II K observations,
but they do not necessarily coincide with the start and end of the program.
3 These data were found in the Fraunhofer-Institut (now Kiepenheuer-Institut für Sonnen-
physik) and the numbers correspond only to the recovered plates, not the total amount of
observations.
4 The dates are estimated, Hale created Kenwood observatory in 1889, but managed to
take the first full-disc photograph of the Sun with a spectroheliograph in 1892. He moved
along with the telescope and spectroheliograph to Yerkes observatory in 1895. Moved
again in 1905 to Mt Wilson along with the Snow telescope constructed in Yerkes obser-
vatory, in order to improve the seeing conditions.
5 This was the Solar physics observatory, which was moved to Cambridge in 1912.
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Table 2.2: List of full-disc filtergram Ca II K archives including the period of observa-
tions, and bibliography entry.
Observatory Years Reference
Plates CCD
Anacapri 1968–1973 - 1, 2, 3
Baikal6 1995–2003 2003– 4
Big Bear 1971–1995 1996–2005 5, 6
Chrotel - 2009– 7
Kandilli7 1968–1994 - 8
Kanzelhöhe - 2010– 9
Kodaikanal twin - 2008–2013 10
Mees - 1988– 11
MLSO/PSPT - 1998–2015 12
Rome/PSPT - 1996– 13
Rome Monte Mario 1964–1979 - 14
Brussels - 2012– 15
Pic du Midi - 2007– 16
San Fernando - 1986– 17
Schauinsland 1968–1984 - 1, 18
References. (1) Kiepenheuer (1969); (2) Kiepenheuer (1974); (3) Antonucci et al. (1977); (4)
Golovko et al. (2002); (5) Naqvi et al. (2010); (6) Zirin (1974); (7) Bethge et al. (2011); (8)
Dizer (1968); (9) Hirtenfellner-Polanec et al. (2011); (10) Singh and Ravindra (2012); (11)
http://www.solar.ifa.hawaii.edu/; (12) Rast et al. (1999); (13) Ermolli et al. (2007a);
(14) Cimino (1967); (15) http://sidc.be/uset/; (16) Koechlin (2015); (17) Chapman et al.
(1997); (18) Münzer et al. (1989);
Notes.
6 Observations before 2003 were stored on 80-mm film, therefore still need photometric
calibration.
7 Observation were stored in 35-mm film.
regions.
2.6.1 Photometric calibration methods
2.6.1.1 Calibration wedges
The importance of recovering the CC of the images used for scientific purposes was not
always realised. This led to no attempt to photometrically calibrate such images for al-
most half a century. When its importance was realised, calibration wedges started to
be recorded as well. These are multiple exposures (usually from 7 to 21) that were im-
printed by using entrance slits on the same optical components employed for the solar
observations or by exposing the plate to a controlled light-box after the solar image was
obtained. Therefore, they provide information needed to recover the CC. One example of
a calibration wedge imprint can be seen in Fig. 2.9.
Despite their extended use (e.g. Fredga 1971, Kariyappa and Sivaraman 1994,
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Figure 2.8: MW observation taken on 28/06/1979. The right part of the image was taken
with a broader bandwidth than the left part, possibly due to problems of the instruments.
Figure 2.9: Example of a calibration wedge.
Kariyappa and Pap 1996, Worden et al. 1998a, Giorgi et al. 2005, Ermolli et al. 2009a),
calibration wedges have serious shortcomings. First of all, these wedges were not stored
in the majority of the historical data. For example, SHGs were taken regularly since 1915
at the MW Observatory, but calibration exposures were imprinted on the plates only from
1961 onwards; at the Ko site observations started in late 1904 while step-wedges were first
exposed on the plates in 1958. Recovery of the CC from the step-wedge exposures was
problematic until numerical procedures allowed to overcome computational difficulties
associated with its sigmoidal shape. The photographic calibration was frequently carried
out by considering only those portions of the plate exposure where the relation between
d and log E was linear. Another issue is that the intensity range covered by the wedges
does not necessarily coincide with that of the solar disc. This means that 7 points can be
insufficient to reconstruct the CC if the range of intensities they cover is small compared
to the range for which the CC changes. Figure 2.10a) shows one such example, where the
points from the wedge lie only on the linear part of the CC. A more important issue is that
very often the multiple exposures for the same intensities yielded significantly different




Figure 2.10: Values determined from the calibration wedge of Arcetri observation of (a))
16/05/1938, (b)) 28/06/1938.
2.6.1.2 Alternative calibration methods
Three alternative ways to calibrate historical SHGs have been presented in the literature.
Priyal et al. (2013) and Steinegger et al. (1996) calibrated Kodaikanal and Sacramento
peak data, respectively by applying to them a CC averaged over all available step-wedge
exposures. As discussed in Sect. 2.4, the CC is expected to vary significantly among
different observations, thus making this approach questionable (see also Sect. 3.4.2).
Ermolli et al. (2009b) have used the method by Mickaelian et al. (2007) originally
derived to calibrate photographic plates of star surveys. This method uses information
stored in the unexposed and darker parts of the plate. The CC is derived as Ii = (V −
B)/(Ti − B), where V is the average value of the unexposed part of the plate, B is the
average of the darkest pixels and Ti is the transparency value of the ith pixel.
Tlatov et al. (2009) suggested to calibrate SHGs by using a linear relation between a
standardized CLV profile from Pierce and Slaughter (1977) and the average image values
at two radial distances. The standardized CLV they used was derived with a 2nd degree
polynomial fit at 390.928 nm. The image values were scaled linearly to the values of the
standardized profile, without conversion to density values as required by the photographic
theory. Essentially this method is simply a linear scaling of the image to match a desired
range of intensity values (see also Sect. 3.4.2).
2.6.2 Methods of the background computation
Various methods have been used to process Ca II K images and to compensate for the
CLV. These methods can be divided into 5 categories.
1. Sampling values radially:
- Brandt and Steinegger (1998) divided the disc in 50 concentric annuli of equal
area. Within each annulus they calculated the cumulative histogram of the pixel
values. The threshold value of 5% for the cumulative histogram defined the QS
level of each annulus. The 1D QS CLV was calculated as a 2nd degree fit to the
average values of the annuli.
- Walton et al. (1998) computed the median value within concentric annuli of equal
area. The final CLV was a cubic Hermite fit to the median values.
- Johannesson et al. (1998) applied an azimuthal median filter, but calculated the
values at disc centre with a polynomial fit. They then smoothed the resulting map
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with a low-pass filter with a variable window width that decreases in size towards
the limb.
- Denker et al. (1999) calculated the median intensity within a 200" × 200" window
at disc centre. They then transformed the images to polar coordinates through a
bilinear interpolation. A median filter is applied to different radial positions. A
second degree polynomial fit to the average profile is used to replace the values
close to the centre. They further smooth this map with a low-pass filter with a
varying window, which gets smaller towards the limb.
- Zharkova et al. (2003) applied the same method as Denker et al. (1999) but
additionally performed a fast Fourier transform and applied a Butterworth low-pass
filter. In this way they were able to remove radial artefacts.
- Tlatov et al. (2009) divided the disc in four radial and azimuthal segments. Within
each segment they calculated the mode pixel values and iteratively repeated the
calculation up to two times by halving the segments each time. In each step they
consider only the pixels with I < Imode + 2σ. The final background is derived by
interpolating the mode values to the rest of the disc.
2. Running window median filter methods: (e.g. Lefebvre et al. 2005, Bertello et al.
2010, Chatterjee et al. 2016). In these methods the background is computed by
assigning to each image pixel the median value of the pixels that are within ± half
the window width in pixels.
3. Methods applying 2D polynomial fits to the whole disc:
- Worden et al. (1998b) fitted a 2D polynomial to the whole disc. The authors did
not specify the order of the polynomial.
- Caccin et al. (1998) fitted a 2D 4th order polynomial to the whole disc. They
ignored regions lying outside the 2σ interval.
4. Method applying 1D polynomial fits to rows and columns of the image:
- Worden et al. (1998a) fitted a 1D 5th degree polynomial along image rows and
columns to density values of the original observation and on the image resulting
from its 45◦ rotation. Regions with values outside the ±2σ interval of the image
were excluded from the analysis and the background was estimated by applying a
median, low-pass filter to the average surface derived from the fits.
5. Methods applying combinations of the other methods:
- Fuller et al. (2005) used the method of Zharkova et al. (2003) to remove the limb
darkening. To identify and account for any residual large scale inhomogeneities,
they applied a running-window median filter twice, first with a large window and
then with half its dimensions.
- Ermolli et al. (2009b) used the method by Walton et al. (1998) with 100 annuli
and then divided each row and column of the image by the result of a 2nd degree
polynomial fit to their intensity values.
- Singh et al. (2012) used the method of Denker et al. (1999) and a variant of the
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approach suggested by Worden et al. (1998a) applying a 3rd degree polynomial fit
to the image values instead of a 5th degree polynomial.
- Priyal et al. (2013) used the method of Denker et al. (1999) and a variant of the
approach suggested by Worden et al. (1998a), applying a 3rd degree polynomial
fit instead of a 5th degree one. Priyal et al. (2013) fitted only the rows of the solar
observation and kept about a quarter to half of the darker pixels in each row.
The majority of these methods are not suitable for historical observations. The meth-
ods from the first category (except the one by Tlatov et al. 2009) result in radially sym-
metric backgrounds, failing to account for all large scale inhomogeneities. The methods
from the second and third category fail to account for density variations between adjacent
lines, which is one of the most common artefacts found in the historical observations.
The method by Worden et al. (1998a) (and effectively all others as well) are affected by
inaccurate exclusion of active regions (AR, hereafter), or in a few cases a complete lack
of such an exclusion (see Sect. 3.4.1). This may introduce artificial trends in the results
that depend on the activity level.
2.7 Plage areas
Modern and historical Ca II K data have been used to derive plage area coverage of the
solar disc. Various works used different sets of images from different observatories, and
more importantly employed different processing and segmentation methods. Another im-
portant aspect is that even though all these studies aimed at deriving the plage areas, the
definition of plage was not always the same.
Foukal (1996) used uncalibrated MW data from the first digitisation and produced a
time series by manually selecting plage regions in every image. As an extension of this
work, Foukal (1998, 2002) used again uncalibrated MW data, but segmented them with
a constant multiplicative factor to the standard deviation of the contrast images obtained
after the removal of the CLV. In this work they identify plage including parts of the net-
work component. This index is called Apn. With the same processing, Foukal and Milano
(2001) derived network areas from uncalibrated MW data. Foukal and Milano (2001) ar-
gued that the network area coverage did not change over the 20th century, which would
imply a weak secular change in the irradiance or even no change at all.
A series of plage areas was also derived from MW data at the university of California,
Los Angeles (UCLA). The Ca II K images were calibrated with CCs derived from the
available step-wedge measurements and processed as described in Lefebvre et al. (2005)
(see Sect. 2.6.2). The histogram of contrast image values was calculated and a Gaussian
function was fit to it. This process was repeated iteratively by keeping only the regions
on the disc that correspond to the central part of the histogram. The additive parameter of
the function is defined as a Ca II K plage index, called UCLA plage index (Foukal et al.
2009). Bertello et al. (2010) processed uncalibrated data in a similar way (see Sect. 2.6.2)
and produced another plage index. The index is defined in the same way as in the UCLA
series, with differences in the fitting process of the Gaussian function. These two indices
do not carry information on the absolute disc fraction, and need to be calibrated again.
53
2 Ca II K observations
Tlatov et al. (2009) processed the data from the Ko, MW and Sacramento Peak obser-
vatories. The method they used to identify the QS was described in Sect. 2.6.2, and the
calibration was performed as described in Sect. 2.6.1.2. The segmentation was performed
on the calibrated image without compensating for the CLV. The thresholds were defined
as a constant multiplicative factor to the full width at half maximum of the intensity distri-
bution of pixels within each sector (see Sect. 2.6.2). They found good agreement with the
Apn index (Foukal 1998) and plage areas from UCLA (Lefebvre et al. 2005) (Spearman
correlation 0.94 and 0.95 respectively).
Ermolli et al. (2009b) processed all Ar, Ko, and MW as described in Sect. 2.6.1.2 and
then segmented them with constant thresholds. They found a good agreement (Pearson
coefficient 0.95) with the results by Foukal (1998), even though the reported values by
Ermolli et al. (2009b) are systematically lower than those by Foukal (1998). They found
good agreement between their series and the UCLA index too, with Pearson coefficient
of 0.97 and differences usually within 3%, which reach 40% for cycle 19 though.
Ermolli et al. (2009a) processed all Ar data that were calibrated with the available
CCs. An average CC from those derived from the available wedges was applied on the
data lacking wedge measurements. The segmentation was done in two steps, first they
applied a low-pass filter on the image and identified regions with lax constant thresholds
in contrast and size. Then they applied another constant threshold derived with the method
by Nesme-Ribes et al. (1996) to the original image this time and only within the regions
identified with the first threshold.
Priyal et al. (2013) processed Ko data as described in Sect. 2.6.1.2 and 2.6.2 and then
segmented them with constant thresholds. They found a good agreement between their
time-series and that by Foukal (1996) for MW data. However, the results by Priyal et al.
(2013) for cycle 19 are lower by 20% than those by Foukal (1996).
Chatterjee et al. (2016) applied the same methodology as Bertello et al. (2010) on
uncalibrated Ko data and identified the plage regions as those with C > Cmedian +σ, where
C is the contrast of each pixel, Cmedian the median contrast of the disc and σ the standard
deviation of contrasts. They found a Pearson coefficient of 0.96 between their series and
the one by Bertello et al. (2010). They also reported that the plage areas over cycle 19
from Ko data are lower than those obtained from MW data as derived by Bertello et al.
(2010).
Four other plage area records have been derived from Ca II K filtergrams taken at the
Big Bear solar observatory (BBSO Johannesson et al. 1998), the San Fernando observa-
tory (SFO Chapman et al. 2011), Rome/PSPT (Ermolli et al. 2010b), and MLSO/PSPT
(Rast et al. 2008).
The BBSO series8 is a composite, using observations from the MM observatory over
the period 1942-1979, MW over 1979-1981, and BBSO over 1981-1987 (Foukal 1993).
Gaps were filled with data from Sacramento Peak observatory. The data were used un-
calibrated and the segmentation was performed with a constant threshold relative to the
disc-centre intensity. However, the analysis of data of poor quality, as well as corrections
to all data, were done with manual inspection.
The San Fernando observatory (SFO) index is derived from data obtained with two




indices provide values of the total area, in millionths of hemisphere, covered by sunspots
and faculae. The facular regions are identified with a constant threshold of 4.8% in con-
trast (Chapman et al. 2011).
The Solar Radiation Physical Modelling (SRPM) values provide the disc fractions
covered by the various classes of features as described in Fontenla et al. (1999). Red con-
tinuum images are used to identify sunspots, while all other (bright) features are identified
on Ca II K images. There are two SRPM series, the first one employs the Rome/PSPT
observations described in Sect. 2.5, while the second one uses MLSO/PSPT observations.
The AR areas are derived with a constant contrast threshold.
2.8 Conclusions
There is a wealth of solar observations taken in the core of the Ca II K line. With the
earliest observation taken in 1892, the available data cover the entire 20th century. The
recognition of the potential of such data for solar activity studies has led to a process
of digitizing the available data, which is an ongoing process. The instruments used to
record the observations vary among dataset and sometimes even changed with time. The
historical observations were predominantly stored in photographic plates or films. All
these result in the digitised archives to be highly inhomogeneous and each image suffering
from a different set of problems. We gave an overview of the various methods that have
been used to process the historical data. However, the efficiency of these methods has
not been studied quantitatively. In the next two chapters we describe our work on the
historical Ca II K images. Where we introduce a new method to correct the images for




3 Photometric calibration and artefact
correction of Ca II K observations
*This chapter is based on a journal article in preparation (Chatzistergos et al. 2017a)
3.1 Introduction
This chapter describes the processing of full-disc Ca II K images. Such data have been
sometimes used to derive plage areas as an index of solar activity (see Sect. 1.4.2.1 and
2.7). However, these data suffer from a plethora of problems, that need to be accounted
for before employment of these data. The historical observations were stored on pho-
tographic plates that are non-linear detectors and the information to recover the relation
between the incident and recorded radiation is missing for the majority of the available
data. Moreover, the images exhibit a variety of artefacts and large scale inhomogeneities
(see Sect. 2.2 - 2.5). Many methods have been proposed to perform the photometric cal-
ibration and to identify the centre-to-limb variation (CLV) with the inhomogeneities and
artefacts (outlined in Sect. 2.6). However, all available methods have shortcomings and
fail to some extent to account for all known problems affecting such data. Furthermore,
there has been no quantitative study of the errors introduced by these methods.
Here we present a new method to calibrate the historical photographic Ca II K spec-
troheliograms (SHG) as well as a novel method to compensate for various artefacts in
the data. This includes correction of the CLV of the solar intensity and of patterns of
non-solar origin introduced by observational and archival processes. This method, which
works without knowledge of the specific characteristic curve (CC) of the analysed plate
and in the absence of step-wedge imprints, is based on the computation of the CLV of den-
sity values on quiet Sun (QS) regions. Importantly, we rigorously test our technique on
modern CCD-based data artificially degraded to correspond to photographically obtained
SHGs.
In this study we used the historical archives from Arcetri (Ar), Coimbra (Co), Ko-
daikanal (Ko), Meudon (Me), Mitaka (Mi), McMath-Hulbert (MM), and Mt Wilson
(MW) observatories and modern observations from Rome/PSPT, which were described
in Sect. 2.5. Key information about the datasets used in this study is summarised in Table
3.1.
The method is presented in Sect. 3.2. In Section 3.3 we assess the accuracy of the
method with synthetic data, that have known characteristics, and artefacts and test the
proposed method on a large sample of SHGs. In Section 3.4 we compare it with other
approaches presented in the literature.
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3.2 Method description
Our method of calibration and processing of the SHG is based on the assumption that,
in these observations, the CLV of intensity in the internetwork regions, i.e. the quietest
part of the QS, does not vary with time, in agreement with White and Livingston (1978,
1981), Livingston and Wallace (2003), and Livingston et al. (2007). This assumption
is also supported by the results of Bühler et al. (2013) and Lites et al. (2014) that the
internetwork magnetic flux, which is the main component of magnetic field populating
these quietest parts of the solar surface, remains unchanged over the solar cycle. Before
applying the proposed method to the historical images, we convert their values to densities
according to Eq. 2.4. Figure 3.1a) shows the density image corresponding to the Ko
observation displayed in Fig. 2.7c). The main steps of our method can be summarised as:
• Calculation of the 2D map of QS regions in each image (including CLV and inho-
mogeneities);
• Extraction of the 1D QS CLV profile in each image;
• Construction of CC by relating the 1D QS CLV to a reference 1D radial intensity
QS CLV from CCD-based Rome/PSPT observations;
• Calibration of the image using the CC;
• Compensation for the intensity CLV.
We assume that all departures of the 2D internetwork map in SHG from a radially
symmetric map are image artefacts of non-solar origin. This is supported by results from
modern observations that indicate the radial uniformity of radiative emission of the in-
ternetwork (1D radial QS, Livingston and Sheeley 2008, Peck and Rast 2015). We also
assume that the bandwidth of the observations has remained constant over the disc and
for all data within an archive. This might not always be the case, but this assumption is
























































































































































































































































































































































































































































































































































































































































































Figure 3.1: Selected processing steps of Ko observation taken on 14/09/1912: (a)) original density image, (b)) first estimate of background
map, (c)-h)) results of each step of the iterative process (2.1–2.5), (e) and f)) correspond to Step 2.3. The black square in panel f) shows the
dimensions of the window used for the median filter in Step 2.4 (see Sect. 3.2.1 for details).
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3.2 Method description
We first derive the 2D QS background. For this it is essential to accurately exclude
active regions (AR), otherwise there is a risk of overestimating the background due to the
contribution of remaining ARs. The process of calculating the 2D QS background can be
outlined as follows:
• Get a rough estimate of the background;
• Use the last estimate of the background to identify and exclude ARs;
• Iteratively repeat the process of calculating the background and identifying the ARs
until sufficient accuracy is achieved;
The first rough estimate of the background is obtained in 3 steps.
– Step 1.1. The solar disc is divided into azimuthal slices of 30◦ that cover the disc in
steps of 5◦. Within each slice we apply a 5th degree polynomial fit of the form d = f (µ),
where µ = cos θ and θ is the heliocentric angle. The best fit values of d are assigned
to all pixels within a given slice. Results obtained from contiguous slices are gradually
averaged and stitched together (this method will be referred to as rotating slices).
– Step 1.2. We identify the regions in the density image lying outside 1σ of the result of
Step 1.1. These are tentatively identified as AR and are excluded from the further analysis
(note that the removal of non-AR pixels in this process does not influence the results; it is
more important to discard as many AR pixels as possible).
– Step 1.3. We apply a 5th degree polynomial fit to the density image, excluding ARs
defined in Step 1.2, along each column and row of the image separately (similarly to
Worden et al. 1998a, but without the 45◦ rotation of the disc). To all pixels of each
analysed column/row we assign the density values resulting from the best fit. We get
a background map by stitching together the results obtained from the best fit; multiple
values derived for the same location on the solar disc are averaged (we will refer to this
method as column/row fittings).
The calculations described in Steps 1.1–1.3 provide a rough, first estimate of the back-
ground. However, the identification of ARs at this stage is rather inaccurate. During this
preliminary calculation ARs lead to overestimates of the values of the background, while
the varying contrast for different µ positions renders the identification near the limb less
accurate.
Therefore in order to improve the AR identification and the calculation of the back-
ground, we iteratively repeat the following steps:




i , where di is
the original density image and dQSi the density background resulting from the previous
calculation at the ith pixel. During the first iteration dQS is the rough background estimate
(from Step 1.3), afterwards we use the result of the previous iteration.
– Step 2.2. We remove the AR in the original density image, retaining only the pixels that
fulfil the threshold criteria Cdi > 〈C
d〉+l1σ or Cdi < 〈C
d〉−l2σ, where l1,l2 are the applied
thresholds. For the first 3 iterations l1 = 1 and l2 = 4, afterwards l1 = 0.5 and l2 = 1.
These threshold values were chosen following a series of tests which showed that they
effectively removed plage, network and sunspots, leaving just internetwork regions. See
discussion in Sect. 3.3.3.
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– Step 2.3. To fill in the gaps left by the AR over the whole disc in the original density
image we apply the column/row fittings on the image obtained in Step 2.2, where the
fitting is repeated three times to improve the accuracy of the computation (see discussion
in Sect. 3.3.3). To avoid artefacts of the fit at the limb due to missing values, the gaps by
the ARs in the outer 0.1R are first filled in with the rotating slices method.
– Step 2.4. We apply a running window median filter on the image resulting from
Step 2.3. The filter window width used is R/6 (shown with a rectangle in Fig. 3.1f; see
discussion in Sect. 3.3.3). To avoid inconsistencies, the outer R/12 part of the disc is
re-sampled outside the disc to fill the space between R and R + R/12 and the pixel values
of the re-sampled section are adjusted so that the median filter is not affected by the pixel
values outside the disc.
– Step 2.5. We identify dark and bright linear artefacts affecting many of the SHGs (for
instance see Fig. 2.7e)) by separately fitting a polynomial to every row and column of the
residual image between the original density image and the result of Step 2.4, excluding
the AR.
The sum of the maps derived in Step 2.4 and Step 2.5 is the final background map of
each iteration. The five-step processing described above is repeated until the difference
between two subsequent background maps does not improve the accuracy of the QS back-
ground further. Usually 4 iterations allow lowering the relative unsigned mean difference
between maps from two consecutive iterations to < 0.1%.
The result of the processing described so far is usually an asymmetric map (non-
symmetric background, NSB hereafter) that describes the 2D QS background of the orig-
inal image. The asymmetry is caused by a residual pattern that includes small- and large-
scale inhomogeneities due to image problems, e.g. dark and bright bands and linear arte-
facts, stray light features, image gradients. Figure 3.1 shows different steps of the process-
ing on a randomly selected Ko SHG. In particular, the original density image is shown in
panel a), the result of the first column/row fittings process in panel b), while panels c)–h)
show the results of each step (2.1–2.5) of the iterative process.
Finally, we apply the method of Nesme-Ribes et al. (1996) on the residual image
between the original and the NSB to identify and compensate any offset in the average
level of the computed NSB and the analysed image. The method by Nesme-Ribes et al.
(1996) identifies the level of the QS as the minimum of the average densities of disc
regions with density values within ±kσ, where σ is the standard deviation and k takes
values between 0.1 and 3.0.
3.2.2 CLV extraction
We compute the radially symmetric background (SB hereafter), which in turn gives the
1D QS CLV, by applying a 5th degree polynomial fit to the density values d = f (µ) of the
deduced NSB. All image pixels are considered with their respective µ position and the fit
is weighted with the local σ defined within 100 concentric and equal area annuli. This is
the most important step for the calibration process, because the way the 1D QS CLV is
defined, it determines the CC.
Our calculation of NSB includes possible vignetting affecting the original SHGs, how-
ever this leads to miscalculation of the 1D QS CLV. Under-exposure depends on the in-
tensity level, while vignetting is a purely geometric effect. Unfortunately, the geometry
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is such that their effects are similar, and vignetting is known to darken solar observations
towards the limb, resembling the effects of under-exposure. The effects of vignetting are
expected to be restricted mostly at the edges of the image, in which case it might not affect
the solar disc at all or it is almost indistinguishable from under-exposure. Notwithstanding
the similarities of their effects on the solar observation, some differences in the signatures
of vignetting and under-exposure on the QS CLV and CC exist. In fact, vignetting can
potentially affect larger parts of the solar observation than under-exposure, by modifying
the CLV even near the image centre in contrast to under-exposure that mainly affects ob-
servations near the solar limb (see Fig. 3.21). This is valid as long as the under-exposure
is not extreme. However, in extreme cases the image quality is anyway very poor and
such images cannot be processed meaningfully.
We attempt to estimate the vignetting on the analysed image and account for it in
the calculation of the 1D QS CLV, by comparing the SB with a rescaled version of the
logarithm of the CLV retrieved from the CCD-based Rome/PSPT observations. If there is
no vignetting, the SB from the polynomial fit is kept. Otherwise, the SB is computed by
rescaling the CLV from the modern observations. Its lower values are adjusted so as to
find the minimum density for which the difference between SB and the CLV derived with
the fit continuously increases towards the limb.
3.2.3 Photometric calibration
In our approach, we perform the photometric calibration by seeking for information stored
on the solar disc that can be used in a similar manner as the often missing calibration
wedges.
For each analysed image, we deduce the CC by relating the density values obtained
from its SB at a given µ position to the logarithm of intensity values derived from modern
Rome/PSPT observations at the same disc location. The amount of equal area annuli we
use to acquire this relation and apply a linear fit to it is equal to the nearest integer of
2R. This is consistent with the assumption that the QS density values in good-quality
observations lie on the linear part of the CC. From the fit we only exclude the last value
that corresponds to the regions very close to the limb, due to the higher uncertainties that
characterise these regions. We linearly extrapolate the computed relation to the whole
range of density values on the image and make use of the fit parameters to photometrically
calibrate the original density image. The result of this procedure is illustrated in Fig.
3.2a). We also photometrically calibrate the estimated NSB. Removal of the QS CLV
from the calibrated image and normalization to it then provides the contrast image of the
analysed SHG (Fig. 3.2b)).
Figure 3.3 shows the CC derived from the processing of the Ko observation displayed
in Fig. 3.1a).
3.3 Performance of the method
3.3.1 Synthetic data
We tested the method proposed in Sect. 3.2 on a large number of synthetic images that
were obtained from contrast Rome/PSPT images by imposing on them known radially
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a) b)
Figure 3.2: (a) Photometrically calibrated, and (b) contrast image corrected for the CLV
for the Ko observation shown in Fig. 3.1.
Figure 3.3: Left: CC derived from the processing of the Ko observation shown in Fig.
3.1 (red), measured CC for the QS (orange) with 1σ uncertainty (black) and the whole
background (blue). The slope of the derived CC is also shown. Right: Distribution of
density values for the QS (blue), AR (red) and whole disc (black). The horizontal dashed
line in both panels denotes the highest value of the QS CLV.
symmetric CLVs and a variety of inhomogeneities identified in historical observations
(and converted to intensity). We then converted the degraded images from intensities to
densities by applying various CCs, thus emulating historical observations. We used 2000
Rome/PSPT images taken between 21/08/2000 and 07/10/2014 after the usual reduction
steps (dark current removal, flat fielding etc.) that greatly reduce instrumental effects.
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They were also resized to half their original dimension (2 arcsec per pixel after resizing),
to roughly match the size of the historical data. The Rome/PSPT images were processed
as presented in Section 3.2.1 to derive contrast images. These contrast images are defined




i , where Ii is the intensity, and I
QS
i the intensity of the QS of the
ith pixel. The imposed CLVs are in the form of a 5th degree polynomial function of
ln µ, as presented by Pierce and Slaughter (1977), with parameters determined from the
Rome/PSPT observations. The range of values of the imposed intensity CLV is [0.6, 1.0],
while the contrast range of the facular pattern is [0.1, ∼0.6], and of the network pattern is
[0.026, 0.1]. These ranges match the ones found on images of the Ko, Ar and Mi archives.
We produced 8 subsets of synthetic images with the following features:
- Subset 1: Ideal density images with symmetric backgrounds, no linear artefacts or
bands, to estimate the precision of the proposed method and the sensitivity of results to
the level of solar activity.
- Subset 2: Images with imposed CCs that are linear functions with varying slopes, to test
the sensitivity of the method to different slopes of CC within the range 0.1 – 4.0.
- Subset 3: Images with imposed CCs that are non-linear functions with various levels
of over- and under-exposure (shown in Fig. 3.4), to estimate errors in the retrieved
calibration due to exposure problems.
- Subset 4: Images with different sizes, to test the accuracy of the method on the various
datasets. The disc diameter was varied between 200 and 1100 pixels.
- Subset 5: A vignetting function with different strength levels was added to images, to
test the ability of the method to identify possible vignetting effect and to distinguish it
from other artefacts.
- Subset 6: Various large scale density patterns of non-solar origin were imposed (shown
in Fig. 3.5), to evaluate the efficiency of the method to distinguish between the solar and
non-solar patterns and the accuracy of accounting for the latter.
- Subset 7: Images with a different CLV (shown in Fig. 3.6) than the one used during
the standardization of the CC, to test the errors of calibrating data obtained with different
bandwidths.
– Subset 8: A combination of all the artefacts mentioned above was added randomly on
each image, to produce an inhomogeneous dataset resembling the historical ones. The
CC is defined as a 3rd degree polynomial function with randomly selected parameters
within the following ranges: [-4.6, -1.3] for the constant term, [0.5, 4.0] for the linear
term, [-0.03, 0.00] for the quadratic term, and [-0.03, 0.00] for the cubic term. The range
of intensities within the undegraded images varies and the logarithm of it lies between
-1.2 and 0.5 (similar to those shown with the light grey area in Fig. 3.4).
Figures 3.7 - 3.10 show some examples of the synthetic images derived from the
same contrast Rome/PSPT observation (taken on 21/08/2000), illustrating the variety of
problems we aim at addressing with the application of the proposed method on these data.
In the same figures we show the results obtained for these synthetic data and the pixel-
by-pixel errors in the NSB calculation and the calibrated contrast images. The contrast
images used to derive the errors are offset so that the mean QS contrast value is 1.
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Figure 3.4: CC relations imposed on the data of subset 3. Note that the parts of each
curve for log I < −0.1 (corresponding to underexposure) can be combined with the part
of the same or any other curve for log I ≥ −0.1 (overexposure). E.g. 10,1 implies very
strong underexposure, no overexposure, while 10,10 corresponds to very strong under-
and overexposure. The dark (light) grey shaded areas denote the range of values of the
QS (entire disc) for Rome/PSPT image taken on 21/08/2000 which was used to create the
synthetic images shown in Fig. 3.7 – 3.10). The dotted black line denotes the CC imposed
on data of subset 1. Find details in Section 3.3.1.
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Figure 3.5: Inhomogeneities used to create images of subsets 6 and 8. The first 5 back-
grounds were derived from Ar observations, the sixth one is artificial and introduces a
gradient of a fourth root function over the disc, 7–10 from Ko, 11–18 from MW, and
19–20 from Mi images.
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Figure 3.6: Intensity CLV imposed on the images of subset 7. The dashed black line
denotes the average CLV measured on Rome/PSPT observations. The colours from black




















Figure 3.7: Examples of the calibration procedure on synthetic images from subsets 1 and 2 (from top to bottom) produced by Rome/PSPT
image taken on 21/08/2000. From left to right: (1)) density images, (2)) imposed backgrounds, (3)) calculated backgrounds, (4)) calibrated
contrast images, (5)) pixel-by-pixel relative errors in NSB, and (6)) relative errors in calibrated contrast images. Here we show the following
cases: subset 2 – CC with slope of 0.1. Also given (below the images in columns 5 and 6 are the values of the RMS, mean, mean absolute
























Figure 3.8: Same as Fig. 3.7 but for subsets 3 and 4. Here we show the following cases: subset 3 – combination of the strongest under- and




















Figure 3.9: Same as Fig. 3.7 but for subsets 5 and 6. Here we show the following cases: subset 5 – strongest vignetting (red curve in Fig.
























Figure 3.10: Same as Fig. 3.7 but for subsets 7 and 8. Here we show the following cases: subset 7 – CLV No. 4 (shown in Fig. 3.6);
subset 8 – vignetting No. 2, level 5 of inhomogeneity No. 4, CC d = −3.6 + 3.6 log I − 0.01(log I)2 − 0.004(log I)3, and CLV used
d = 1.0 + 0.33 log(µ) + 0.06(log(µ))2 − 0.04(log(µ))3 − 0.05(log(µ))4 − 0.01(log(µ))5 that lies roughly between cases 6 and 7 in Fig. 3.6.
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3.3.2 Analysis of the synthetic data
Table 3.2 summarises key aspects of the various synthetic datasets, and quantitative results
obtained by testing the proposed method on them. The results are briefly presented in the
following and are later described in greater detail by introducing each subset of synthetic
data individually. Table 3.2 summarizes the results derived from the analysis of all data
within the various subsets. An exception is made for subsets 3 and 6, for which the pre-
sented values correspond to results restricted to images representative of historical data of
reasonable quality, i.e. excluding synthetic images made to suffer from extreme exposure
problems affecting the QS regions or images with superposed large-scale patterns whose
amplitudes were larger than 0.6 of the CLV.
Briefly, the results obtained for subsets 1–6 show that our method recovers the QS
density CLV with average relative error < 3% in the absence of strong non-solar patterns
affecting the image, and error < 6.5% if the extreme cases of inhomogeneities encom-
passed in subset 6 are also included. The results derived from subset 7 prove that the
above accuracy is maintained as long as the CLV differs by roughly < 10% from the one
we imposed on the data. The results on subset 8 show that we can produce consistent
results from a rather inhomogeneous dataset.
Subset 1: Linear relation without inhomogeneities
We selected 500 Rome/PSPT images that sample the period 2000–2014 regularly, we
computed the logarithm of each image and applied a linear CC to them to emulate the
response of the plate. This set thus represents almost ideal density images without any
large scale inhomogeneities or exposure problems, allowing to estimate the precision of
the proposed method in the presence of AR.
Figure 3.11 shows an example of results obtained on one image from the subset 1,
where a) is the density image derived from the Rome/PSPT observation, b) is the imposed
CLV, c) is the calculated NSB and d) is the calculated SB.
Figure 3.12 shows results derived by comparing the NSB retrieved from the proposed
method and the imposed background for all the data of subset 1 (disc positions within
0.98R). Throughout this analysis the relative differences are given in absolute values
(unsigned), but we also provide the signed average difference. The red curve displays the
maximum relative difference divided by 10 to improve the clarity of the plot. The mean
values of the maximum and average relative difference between the retrieved NSB (SB)
and the CLV intensity imposed on all images of subset 1 are 0.025 (0.006) and 0.002
(0.0007), respectively; the RMS difference is 0.005 (0.002). On average only 0.2% of the
pixels show differences exceeding the average value ±3σ for the NSB. All above values
show that the proposed method is able to retrieve radially symmetric backgrounds with
great accuracy, even though this assumption is not made during processing.
Figure 3.13 shows results obtained by comparing the contrast image derived with the
proposed method and the original data; the mean values of the maximum and average
relative difference are 0.024 and 0.003, respectively, and the RMS difference is 0.004.
The calculated slopes for the CC derived from the method are in good agreement with
the imposed one. The results we get have a slope of on average 0.505 with standard
deviation 0.001, compared to the imposed one of 0.5.
To estimate the accuracy of the method when applied on data unaffected by intensity
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3.3 Performance of the method
variations between adjacent lines, we analysed subset 1 one more time but now bypassing
step 2.5 of the background calculation (Sect. 3.2.1). We found that the method’s accuracy
is on average a factor of 2 higher than obtained by applying the line fittings. In particular,
the mean values of the maximum and average relative difference between the retrieved
NSB (contrast) and the CLV intensity (background) imposed on all images of subset 1
are lower than 0.02 (0.013) and 0.006 (0.001), respectively; the RMS difference is 0.0027
(0.002). The errors of NSB can be seen in Fig. 3.14, while those for the calibrated contrast
images in Fig. 3.15
a) b) c) d)
Figure 3.11: Example of application of our method to one image from subset 1. a) is the
density image derived from the Rome/PSPT observation (saturated to the range of the QS
for illustration purposes), b) is the imposed CLV, c) is the calculated NSB and d) is the
calculated SB. The colour bar is the same for all 4 images.
Figure 3.12: Left: Relative difference between the NSB and the imposed background for
all images of subset 1 (disc positions within 0.98R). For clarity, the maximum difference
is divided by 10. The solid lines are 30 point averages and the shaded surfaces denote the
asymmetric 1σ intervals. Right: Distribution functions of the difference values.
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Figure 3.13: Left: Relative difference between the contrast image retrieved using our
method and original undegraded data for all images of subset 1 (disc positions within
0.98R). Labels are as in Fig. 3.12. Right: Distribution functions of the difference values.
Figure 3.14: Same as Fig. 3.12 but without performing the line fittings (Step 2.5).
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Figure 3.15: Same as Fig. 3.13 but without performing the line fittings (Step 2.5).
Subset 2: Different linear relations without inhomogeneities
This subset was created to test the efficiency of the proposed method to account for dif-
ferent linear relations of the CC. Due to the changes in the photographic plates or films
that were used, the different conditions of observations, development or digitization, the
historical data have different CC. Therefore this subset tests the accuracy of our method to
restore good quality images with different CCs, but with no large-scale inhomogeneities
or exposure problems. We selected 10 Rome/PSPT images covering the period 2000–
2014 and imposed on them 20 different linear relations with slopes in the range 0.1–4.0.
Subset 2 therefore consists of 200 images.
Figure 3.16 shows the relative differences obtained by comparing images retrieved
using our method and original undegraded data; panels a) and b) (c) and d)) refer to values
of NSB (contrast) images, respectively. Each box represents a different image of subset
2, the rows (columns) show values derived from synthetic images created with different
Rome/PSPT contrast observations (different imposed CC relations). The values on the
y-axis represent the year when the used contrast Rome/PSPT observations were taken.
The different colours give the errors according to the colour bar next to the plot. The
relative differences between the retrieved NSB (SB) and imposed background increase
with increasing slope of the relation applied, remaining however relatively small. The
maximum difference measured is 0.03 (0.01) for the extreme case, but on average remains
< 0.0009 and maximum of RMS difference is 0.009 (0.004).
The relative difference between the contrast image derived from our method and the
original data reaches up to 0.06 for individual pixels in the worst case (on average <
0.0009); the RMS difference is less than 0.006.
Subset 3: Non-linear relations without inhomogeneities
This subset was created to test the effects of applying a linear calibration on data that
were constructed by imposing non-linear CC relations. We used the same 10 images as
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Figure 3.16: Colour-coded errors resulting from application of our method to images of
subset 2. Each box of a given colour corresponds to a different observation (there are 200
boxes in all). Each row (column) of boxes shows results derived from a given observation
(imposed CC relation). The colour bar applies to all boxes in a given subfigure. a) mean
relative and b) RMS difference between the NSB and the imposed background for all
images, c) mean relative and d) RMS difference between the retrieved contrast image and
the original data. The values are given for disc positions within 0.98R.
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employed for subset 2, computed the logarithm of each image and applied a series of non-
linear relations on them. This way we can evaluate the accuracy of the proposed method
for data suffering over- and under-exposure and to quantify the expected deviations in-
troduced when applying a linear calibration on them. Figure 3.4 shows the imposed
relations. We used 2 separate functions to describe under-exposure and over-exposure.
For each exposure problem we used 10 different strength levels and considered all com-
binations of these functions (in total 100 cases per image). The first 5 cases of over- and
under-exposure (labelled 1-5 in Fig. 3.4) produce images with intensity values belonging
to the QS lying on the linear part of the CC, while for all the rest of the cases only a small
part of the QS lies on the linear part of the CC. Subset 3 consists of 1000 images.
Figure 3.17 shows the relative differences between the images derived with our
method and the original undegraded data of subset 3; panels a) and b) (c) and d)) refer to
values of NSB (contrast) images, respectively. Each 10 × 10 box is for synthetic images
derived from different Rome/PSPT contrast images. In each panel, rows (columns) show
values derived from different levels of over-exposure (under-exposure).
Overall the accuracy introduced by the method decreases with increasing exposure
problems. Nonetheless the errors remain relatively small (maximum relative difference is
0.02 for the extreme case and 0.006 maximum RMS difference) and are always com-
parable with the results from Subset 1. The inaccuracy increases in the cases when
over-exposure affects the QS. The differences in SB remain extremely low for no under-
exposure problems affecting the QS, maximum relative difference is 0.007, while maxi-
mum RMS difference is 0.005.
The maximum relative difference obtained by comparing the retrieved and original
undegraded contrast images is usually > 0.1 and reaches up to 0.95 for the extreme ex-
posure problems (case 10 in Fig. 3.4); RMS is < 0.62. These errors affect mostly the
bright features. The maximum differences remain < 0.2 for the maximum over-exposure
and under-exposure considered which does not affect the QS (cases 1–5 in Fig. 3.4) and
decrease with decreasing exposure problems. The errors are usually reasonable for the
cases when there is no over-exposure on the QS.
Figure 3.18 shows the CC constructed for the extreme exposure problems considered.
The green, blue, and red curves display the imposed relation, the measured QS CLV,
and the standardized linear relation, respectively. For all the data, our method allows
calculating the NSB accurately enough so that the obtained CLV reproduces the imposed
relation for almost the whole range of QS values. In particular, the maximum relative
difference between the imposed CC and the one recovered by the method is less than
0.005. The accuracy drops slightly for the last point at the limb and only for the cases of
severe under-exposure, rising to 0.017.
Subset 4: Different disc sizes with linear CC without inhomogeneities in the image
The photographic plates from different observatories have different sizes. Even among the
images of the same archive there are variations due to changes of the spectroheliograph
and of the photographic plates. The digitization affects the number of pixels covered by
the disc as well. The disc size is also affected by the seasonal variation of the Sun–Earth
distance. Therefore, this subset was created to test the efficiency of the proposed method
when applied to datasets that have a different disc size. We selected 10 Rome/PSPT
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Figure 3.17: Colour-coded errors from application of our method to images of subset 3.
The colour of each box (so-to-say each pixel of the plotted pattern) represents the error
introduced when processing one particular Rome/PSPT image with different introduced
exposure problems. Each square composed of 10× 10 boxes in a given panel corresponds
to synthetic images created from a given Rome/PSPT image, with the rows (columns)
within the square showing the errors for different combinations of under- (over-) expo-
sures considered (the employed CC curves are shown in Fig. 3.4). The colour bar applies
to all boxes in a given panel. a) mean relative and b) RMS difference between the NSB
and the imposed background for all images, c) mean relative and d) RMS difference be-
tween the retrieved contrast image and the original data. The values are given for disc
positions within 0.98R.
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Figure 3.18: Left: Imposed CC (green), standardized CC derived with our method (red),
CC estimated from the QS (orange) with its 1σ level (black circles), and the whole back-
ground (blue, lying almost perfectly behind the black circles) of the synthetic image of
subset 3 derived from Rome/PSPT observation taken on 21/08/2000 (shown in Fig. 3.7
S3/1)), which corresponds to an extreme case of over- and under-exposure on the QS con-
sidered in our study (level 10 for both under- and over- exposure). Shown also is the slope
of the derived CC. Right: Distribution of density values for the QS (blue), the AR (red)
and the whole disc (black). The dashed line in both panels denotes the highest value of
the QS CLV.
images covering the period 2000–2014 and re-sampled them, so that each was represented
in the form of solar images with 10 different radii between 100 and 550 pixels. The range
of radii was defined to include the sampling present in most available datasets, however
the upper limit was dictated by the number of pixels covered by the disc on Rome/PSPT
observations. Subset 4 consists of 100 images.
Figure 3.19 shows the relative differences between the images derived with our
method and the original Rome/PSPT data; panels a) and b) (c) and d)) refer to relative
differences between NSB (contrast) images, respectively, each (coloured) box for a differ-
ent image of subset 4. In each panel, rows (columns) show values derived from different
observations (imposed radii). The relative difference between the retrieved NSB (SB) and
imposed background decreases with increasing radius of the disc; the maximum differ-
ence measured is 0.03 (0.007) for the images with the smallest radius, average difference
is < 0.0008, and maximum of RMS difference is 0.006 (0.002).
The relative difference between the contrast image derived with our method and the
original data reaches up to 0.053; the average differences are < 0.0013; the RMS differ-
ences are < 0.007.
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Figure 3.19: Colour-coded relative differences between the images retrieved by applying
our method to images of subset 4 and the underlying original, undegraded Rome/PSPT
images. Each box (with a given colour) corresponds to a different synthetic image; row
(column) shows results derived from a given Rome/PSPT observation (imposed radius).
The colour bar corresponds to all boxes. a) mean relative and b) RMS difference between
the NSB and the imposed background within a given subfigure, c) mean relative and d)
RMS difference between the retrieved contrast image and the original data. The values
are given for disc positions within 0.98R.
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Subset 5: Vignetting with linear CC without inhomogeneities
This subset was created to evaluate the effects of vignetting on the performance of the
proposed method. We took the same 10 Rome/PSPT observations as employed above
and imposed on them the same radially symmetric CLV as in subset 1, along with the
vignetting function c×cos4 s (Gardner 1947, Goldman and Chen 2005) in intensity, where
s is the distance of each pixel to the centre of the disc and c is a constant that takes 10
discrete values between 0 and 0.5. This vignetting function causes maximum decrease
in normalised intensities between 0.0 near the disc centre and 0.3 (which corresponds to
50%) near the limb in the density images. Subset 5 consists of 100 images.
Figure 3.20 shows the relative differences between the images derived with our
method and the original data. Panels a) and b) (c) and d)) refer to values of NSB (con-
trast) images, respectively, each box corresponds to a different image of subset 5. In
each panel, rows (columns) show values derived from different observations (imposed
vignetting). The relative difference between the retrieved NSB (SB) and imposed back-
ground increases with increasing strength of vignetting (value of c); the maximum differ-
ence measured is 0.018 (0.014) for the extreme case, the average differences are < 0.0004,
and maximum of RMS difference is 0.006 (0.016).
The relative difference between the contrast image derived with our method and the
original data reaches up to 0.047; the average differences are < 0.0003; the RMS differ-
ences are < 0.007.
Figure 3.21 shows the effect of the vignetting on the CC. As intended, vignetting
decreases non-linearly the density towards the limb. This results in significantly wrong
slopes for the computed CC if the vignetting is not accounted for. Calibrating the data with
the wrong slope of the CC results in lower contrasts than the ones from the undegraded
data and the contrast tends to decrease with increasing magnitude of vignetting.
Subset 6: Varying magnitude of inhomogeneities with linear CC
This subset was created to evaluate the effects of the varying levels of inhomogeneities
on the results derived with the proposed method. The magnitude of the inhomogeneities
is compared to the range of values of the CLV and we construct for each background
10 cases with inhomogeneities whose amplitude lies in the range [0.1 – 1.0] of the CLV.
The backgrounds used here are shown in Fig. 3.5. The facular patterns overlain on these
backgrounds were derived from 10 Rome/PSPT observations in the period 2000–2014.
Subset 6 consists of 2000 images, resulting from 20 backgrounds, 10 amplitudes for each
background, each applied to the 10 chosen Rome/PSPT images.
The relative differences of the NSB derived with our method and the original data of
subset 6 can be seen in Fig. 3.22. We show the results for only two Rome/PSPT images,
one taken at high and one at low solar activity periods, in order to make it easier to discern
the differences between the results obtained from the various inhomogeneities and levels.
In particular, in Fig. 3.22 the x axis represents the different backgrounds, the circles show
results for the high activity image, while the squares for the low activity image and the
colours signify the varying levels of inhomogeneities (black implying low amplitudes,
while red is for large amplitudes).
Unsurprisingly, the errors introduced when retrieving the intensity image using the
proposed method increase with magnitude of the inhomogeneities on the analysed im-
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Figure 3.20: Colour-coded relative differences between the images retrieved by applying
our method to images of subset 5 and the underlying original, undegraded Rome/PSPT
images. Each box corresponds to a different synthetic image. Each row (column) shows
results derived from a given Rome/PSPT observation (imposed vignetting). The colour
bar corresponds to all boxes within a subfigure. a) mean relative and b) RMS difference
between the NSB and the imposed background for all images, c) mean relative and d)
RMS difference between the retrieved contrast image and the original Rome/PSPT data.
The values are given for disc positions within 0.98R.
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Figure 3.21: CC for synthetic images with vignetting (subset 5) created from Rome/PSPT
observation taken on 21/08/2000. The colours denote the magnitude of the vignetting,
with red for the strongest case and black for no vignetting. The solid curves are derived
with the values measured on the density image, while the dotted curves are after the
correction for the vignetting by our method.
age. In many images the errors remain relatively low, e.g. background No. 6 in Fig.
3.5, where the maximum difference is 0.007. The maximum difference is obtained for
the images with very bright/dark small artefacts, while larger-scale inhomogeneities and
small artefacts with mild brightness are reliably processed by our method. The errors
are highest when density variations in adjacent image lines are significantly brighter than
their surroundings, with a maximum relative difference of 0.5. The maximum differences
for NSB remain < 0.1 for most of the backgrounds even in the extreme cases that were
considered.
The results for the rest of the data in subset 6 are very similar to the ones presented
here. We did not find any significant dependence of the results on the level of solar
activity.
Subset 7: Different CLVs with linear CC
Subset 7 was created to study the effects of applying our method on data that have a dif-
ferent CLV than the one we use to standardize them. The data could have a different CLV
because the observation was centred at a different wavelength than the core of the Ca II
K line, or possibly due to a different bandwidth (e.g. due to a different spectral resolution
or slit width). We used again 10 Rome/PSPT images to derive the facular pattern and on
each one of those imposed 10 different functions for the quiet Sun (seen in Fig. 3.6), de-
scribing deviations from the one we measure in modern Rome/PSPT observations. Subset
7 consists of 100 images.
Figure 3.23 shows the relative differences between the corrected and calibrated images
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Figure 3.22: Errors in the images retrieved with our method applied to subset 6. The
circles (squares) correspond to errors in images based on Rome/PSPT data taken at a high
(low) activity period. The colours denote the different magnitudes of the inhomogeneities.
The scale (relative to the background intensity variation from the limb to disc centre) is
given in the topmost frame. The various backgrounds are numbered following Fig. 3.5. a)
mean relative and b) RMS difference between the NSB and the imposed background for
all images, c) mean relative and d) RMS difference between the retrieved contrast image
and the original data. The values are given for disc positions within 0.98R.
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derived with our method and the original data; panels a) and b) (c) and d)) refer to values
of NSB (contrast) images, respectively, each box for a different image of subset 7. In each
panel, rows (columns) show values derived from different observations (imposed CLV).
The relative difference between the retrieved NSB (SB) and imposed background has a
maximum value of 0.019 (0.004), the average differences are < 0.0004, and the maximum
RMS difference is 0.004 (0.0015).
We found that the different CLVs affect more the calculation of the slope of the CC
and the errors for the contrast images increase, where the changes in the RMS differences
reach up to 0.038, the maximum differences remain < 10% for 3 CLVs surrounding the
average curve we use.
Subset 8: Random problems
Subset 8 was created to study the performance of our method on data where every im-
age suffers from a different set of problems. We used 2000 Rome/PSPT images to derive
the facular pattern and on each one of those imposed a random function for the quiet
Sun (shown in Fig. 3.6), describing deviations from the one we measure in modern
Rome/PSPT observations. We also added a random pattern of inhomogeneities that were
used for subset 6 (Fig. 3.5), with a random level of strength for each image. We convert
the images to density by applying a CC in the form of a 3rd degree polynomial with ran-
domly selected parameters within the following ranges: [-4.6, -1.3] for the constant term,
[0.5, 4.0] for the linear term, [-0.03, 0.00] for the quadratic term, and [-0.03, 0.00] for
the cubic term. A random level of vignetting was also added. Subset 8 consists of 2000
images.
Figure 3.24 shows the relative errors for the background calculation on data of subset
8. The results demonstrate that the proposed method allows retrieving the NSB affecting
the observation with maximum relative error < 2% averaged over all the analysed images.
We found that, similarly to artefacts on the historical images, the presence of gradients on
the synthetic images affects the range of values in the calibrated data, due to errors in the
calculated SB.
Figure 3.25 illustrates the accuracy of the proposed method on the most challenging
subset 8. Shown are the maximum and average values of the relative difference as well as
the RMS difference between the calibrated and processed contrast image and the original
undegraded synthetic contrast image. These values quantify the final errors of our image
processing which is comprised of the photometric calibration and the removal of the CLV
and other image patterns from the analysed image and finally provides the corrected con-
trast image. We found that the maximum differences are on average < 6.5%, while the
average differences are < 1%. There is, however, a tail consisting of images with higher
maximum or average differences. For images representative of low activity periods, max-
imum errors are approximately 2% lower than those found for images at high activity
periods, which illustrates the need for a very careful removal of ARs prior to carrying out
any image processing.
3.3.3 Performance on individual steps of the processing
Our method includes original ideas applied to the purpose of processing SHG (e.g. rotat-
ing slices), but it also partly uses ideas from the previously published methods described
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Figure 3.23: Colour-coded relative differences between the images retrieved by applying
our method to images of subset 7 and the underlying original, undegraded Rome/PSPT
images. Each box corresponds to a different observation. Each row (column) of boxes
shows results derived from a given observation identified by the year in which it was
recorded (imposed CLV, numbered as in Fig. 3.6). The colour bar is applicable to all
boxes in the corresponding sub-figure. a) mean relative and b) RMS difference between
the NSB and the imposed background for all images, c) mean relative and d) RMS differ-
ence between the retrieved contrast image and the original data. The values are given for
disc positions within 0.98R.
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Figure 3.24: Left: Relative difference between the NSB and the imposed background
(within 0.98R) for all the synthetic data of subset 8. RMS difference (green), mean ab-
solute difference (blue), mean difference (orange) and maximum difference (red). These
differences are plotted vs. the date on which the original Rome/PSPT images (that were
randomly distorted) were recorded. Note that the maximum difference values have been
divided by 10 to plot them on the same scale as the other quantities. The solid lines are
100 point averages and the shaded surfaces denote the asymmetric 1σ interval. Right:
Distribution of the relative difference values.
in Sect. 2.6. By testing all these methods on synthetic data we identified their drawbacks,
which helped us to optimize the steps of our proposed method.
For example, in our calculation of the background, we do not rotate the image by
45◦ as proposed by Worden et al. (1998a). We found that the rotation does not improve
the accuracy of the image processing further, if the outcome of other processing steps
has been optimized. In contrast, our iterative fitting improves the accuracy of the AR
identification and, in turn, of the QS estimation by allowing more accurate results than
obtained from both non-iterative computations with a 5th degree polynomial function
as suggested by Worden et al. (1998a) and iterative computations with higher degree
functions. However, we also noticed that on average more than three computations of
the fit per iteration step merely results in an increase of the noise of the final NSB map
derived from the processing without improving the accuracy of the result.
In Step 2.2 to identify and exclude ARs we apply a thresholding scheme with asym-
metric limits, by using the values +0.5
−1 σ instead of the more widely employed ±2σ. The
asymmetric range allows us to account for both, the potentially inaccurate identification
of AR near the solar limb at earlier processing steps and the small disc fraction of dark
features in Ca II K observations. For example, Fig. 3.26 shows the relative errors in the
NSB calculation on the synthetic image shown in Fig. 3.7 S1/1) if symmetric limits of
±1σ and ±2σ are used. The errors derived with our method and the asymmetric limits
are shown in Fig. 3.7 S1/5) and are 1.8%. The use of the symmetric limits tends to give
results overestimating the QS background around AR. The errors increase and reach 3.5%
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Figure 3.25: Left: Relative difference between the calibrated and CLV corrected image
with our method and the original image (within 0.98R) for all the synthetic data of subset
8. RMS difference (green), mean absolute difference (blue), mean difference (orange)
and maximum difference (red). Each of these values refers to a single image at a time
(e.g. the difference averaged over all pixels, or the maximum value found in one pixel of
the image). These differences are plotted vs. the date on which the original Rome/PSPT
images (that were randomly distorted) were recorded. Note that the maximum difference
values have been divided by 10 to plot them on the same scale as the other quantities. The
solid lines are 100 point averages (i.e. averages over the values obtained for 100 images)
and the shaded surfaces denote the asymmetric 1σ interval. Right: Distribution of the
relative difference values.
and 6.3% for ±1σ and ±2σ limits, respectively. The employed upper limit of +0.5% was
found to be a good compromise. Larger values led to the inclusion of significant portions
of ARs in the QS background, while lower values for the lower limit risk to wrongly ex-
clude large regions of the solar observations near the limb from the 2D QS background
calculation.
The window width for the median filter used in Step 2.4 was chosen to scale with R,
to achieve consistent results from different data with varying disc size. The adopted width
is larger than the typical scale of the network on the analysed observations, in order to
avoid effects of small-scale density patterns of solar origin on image processing results,
but is small enough to account for rapid changes of the background near the solar limb.
We found that window widths in the range R/6–R/8 perform best on all available data
and we adopted the more conservative value of R/6. This finding is in contrast to that
of Chatterjee et al. (2016) who used a window width of ∼ R/13. Figure 3.27 shows one
example of testing different window widths on an image from subset 1 (shown in Fig.
3.7 S1/1)). We show widths of R/2, R/4, R/13, and R/20 pixels. Large window widths
fail very close to the limb, while smaller widths progressively fail with ARs and network.
Window width of R/4 gives comparable results with those of our adopted value.
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a) b)
Figure 3.26: Relative error in NSB calculation for one image of subset 1 derived from
Rome/PSPT observation taken on 21/08/2000 excluding ARs with symmetric limits. The
limits used are (a)) ±1σ and (b)) ±2σ. Also shown are the values of the RMS, mean,
mean absolute, and maximum relative differences by comparing image regions within
0.98R. The colour bars apply to the images below them. The errors from processing with
our method are shown in Fig. 3.7 S1/5).
The accuracy of our processing also decreases if we do not identify the density varia-
tions of adjacent image lines2 and simply derive a smooth background map. Furthermore,
if these variations are not properly accounted for in the analysed image its subsequent
analysis aimed at the estimation of e.g. the photometric properties of AR returns inaccu-
rate results.
Tests on subset 3 that includes non-linear CCs, showed that our method is very ac-
curate in recovering the shape of the CC even on observations with strong exposure
problems, with relative errors in the computed CC being usually < 0.5% under typical
conditions as well as for the other synthetic subsets. Even in the extreme cases of over-
or under-exposure the relative error in the computed CC lies below 1.7%.
The analysis of the images of the subset 2 suggests that the CC slope only mildly
affects the results. Our method also accurately disentangles the vignetting contribution on
the CC (see Fig. 3.21). Figure 3.28 shows an example of processing an image from subset
5 without attempting to recover the vignetting (see Fig. 3.9 S5/6) for the results with the
vignetting recovery). The vignetting contribution increases the slope of the CC which
in turn reduces the contrast values of the plage regions. The errors over these regions
become 35 times greater than if we account for the vignetting with our method.
2Such lines may have been introduced during the observation due to problems of the spectroheliograph
employed, e.g. irregular drive.
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Figure 3.27: Relative error in NSB calculation for one image of subset 1 derived from
Rome/PSPT observation taken on 21/08/2000 shown in Fig. 3.7 S1/1). The NSB was
derived with our method and running window median filter width of (a)) R/2, (b)) R/4,
(c)) R/13, and (d)) R/20 pixels. Also shown are the values of the RMS, mean, mean
absolute, and maximum relative differences by comparing image regions within 0.98R.
The colour bars apply to the images below them.
3.3.4 Examples of calibrated SHGs
We have applied the proposed method to many SHG randomly selected from the seven
available historical (photographic) archives. Figures 3.29 and 3.30 show examples of the
results obtained from observations taken at periods of high and low solar activity, re-
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a) b)
Figure 3.28: Examples of applying our method on a synthetic image of subset 5 derived
from Rome/PSPT observation taken on 21/08/2000: (a)) contrast image derived after
processing of the synthetic image without compensation for the vignetting; (b)) relative
error of the calibrated contrast images. Also shown are the values of the RMS, mean,
mean absolute, and maximum relative differences by comparing image regions within
0.98R. The colour bars apply to the images below them.
spectively. From left to right, each panel shows the original observation (density image),
the density image saturated to show the background, the background (CLV plus inho-
mogeneities) deduced from the proposed processing, the calibrated image, the identified
inhomogeneities of the analysed image, and the final contrast image after the QS CLV
removal. From top to bottom each such set of images is shown for SHG extracted from
the Ar, Co, Ko, Me, Mi, MM, and MW archives, respectively. All the calibrated images
are shown within the intensity range [0.0, 2.0], while the contrast images (i.e. images
compensated for the CLV) are plotted within [-0.5, 0.5]. For the rest there is a colour
bar denoting the range of values. Further examples can be found in Chatzistergos et al.
(2016).
The deduced backgrounds describe the different patterns in the analysed images quite
accurately. Figures 3.29 and 3.30 clearly show that the method works consistently with
data extracted from various photographic archives, taken at different activity levels. All
calibrated images lie within the same range of values and show a similar CLV pattern.
The same is true for the contrast images that return plage regions within the same intensity
ranges and no obvious residual large scale artefacts. The method is able to account even
for strong inhomogeneities and rather peculiar patterns (e.g. Fig. 3.29 Ar, or Fig. 3.30
Ko) without affecting the plage regions. The inhomogeneities identified here show a
CLV that is usually off-centred, in many cases having its highest value towards the limb.
Furthermore, images show many dark/bright bands that could occur due to something
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Figure 3.29: Examples of the calibration procedure of historical images from the Ar,
Co, Ko, Me, Mi, MM, MW archives (from top to bottom) taken at high activity periods.
From left to right: (1)) density images, (2)) density images saturated such as to clearly
show the backgrounds, (3)) calculated backgrounds, (4)) calibrated images, (5)) identified
inhomogeneities, and (6)) images corrected for QS CLV. The colour bar between images
in columns 2) and 3) applies to both images.
occluding the Sun for a short period, or not constant exposure over the different rasters.
The tests on historical observations with good quality, resulted in 1D QS CLVs very
similar to the one from the Rome/PSPT data. This strengthens our argument that the CCs
of the good quality historical data can be described by a linear relation.
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Figure 3.30: As in Fig. 3.29 for images taken at low activity periods.
3.4 Comparison with other methods
3.4.1 Background calculation methods
We found that the methods presented in the literature that apply radially symmetric com-
putations suffer from their inability to account for the asymmetric patterns affecting the
images and do not account for small-scale image artefacts, e.g. the density variations in
adjacent lines. Therefore they cannot be used with the historical observations. However,
they can potentially be used in modern observations in the absence of large-scale inhomo-
geneities. For that purpose we tested these methods on the data of subset 1, which have
no such problems. Figure 3.31 shows the errors we get in recovering the SB of one image
from subset 1 (shown in Fig. 3.7 S1/1)) with our method and those by Brandt and Steineg-
ger (1998), Walton and Preminger (1999), and Caccin et al. (1998). These methods are
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applied as they were described in Sect. 2.6.2. However, for the method of Caccin et al.
(1998) we stretched the disc to the regions outside the disc in the same way as is used
in our method. We notice that our method succeeds in getting the level of the QS more
accurately than the other methods. The method by Brandt and Steinegger (1998) shows
an offset in the level of the QS along with significant errors. The method by Walton and
Preminger (1999) gets the level of the QS more closely, but with higher errors than from
application of our method. By applying the methods of Caccin et al. (1998) and Worden
et al. (1998b) on the degraded synthetic SHGs we found that these techniques provide
inaccurate QS CLV values towards the limb, with errors that reach 15%. These methods
also fail at the disc centre.
Application of median filtering suffers under presence of AR and its inability to ac-
count for density variations along adjacent image lines. The method by Tlatov et al.
(2009) is also unable to account for these lines.
Figure 3.32 shows the pixel by pixel relative differences between the NSB and the
imposed background derived with our method and that by Worden et al. (1998a)3, on
two synthetic images from subset 6. Part of the AR remained undetected by the latter
method and so enters the computation of the background. Thus the method by Worden
et al. (1998a) overestimates the actual background in some plage areas and introduces
processing errors. The maximum relative errors in NSB are lower for observations taken
at low solar activity (3.7%), than at periods of high solar activity (26%), but on average
the method by Worden et al. (1998a) introduces one order of magnitude higher errors over
the disc than obtained from our proposed method.
We applied the method by Priyal et al. (2013) on all data of subset 6 (shown in Fig.
3.33) and we found that the method by Priyal et al. (2013) works reasonably well on
images with weak anisotropies, but consistently fails to account for the large inhomo-
geneities affecting the data, by introducing up to 16 (25) times larger maximum (RMS)
errors than those from our method. Besides, the method by Priyal et al. (2013) does
not allow recovering any image patterns that occur in a direction different from the one
considered for the fit.
3.4.2 Calibration methods
We tested the accuracy of the method by Priyal et al. (2013) by applying an average CC
to calibrate a whole dataset with our synthetic data. We derived the average CC from the
curves we imposed to all the data of subset 8, and studied the differences between contrast
images obtained from the original data and the ones resulting from the calibration with the
average CC. We used the imposed background of each image to compensate for the limb
darkening, in order to avoid any other uncertainties of our procedure. This error estimate
can be considered only as a lower limit, since the CCs used to derive the average were the
imposed ones, therefore without taking into consideration any errors in the calculation
of the individual CCs. Figure 3.34 shows that the errors introduced by the calibration
with the average CC as proposed by the method by Priyal et al. (2013) are on average
3When we applied the method by Worden et al. (1998a) we did not perform the last step of the low-pass
filtering, because the information of the window-width or the way they applied it on regions very close to
the limb is not described. Applying this step could potentially reduce the errors of isolated pixels, but it
would not make a difference in the misidentification of the AR.
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Figure 3.31: Relative error in SB calculation for one image of subset 1 derived from
Rome/PSPT observation taken on 21/08/2000 shown in Fig. 3.7 S1/1). The SB was
derived (a)) with our method, and the methods by (b)) Brandt and Steinegger (1998), (c))
Walton and Preminger (1999), and (d)) Caccin et al. (1998). Also shown are the values of
the RMS, mean, mean absolute, and maximum relative differences by comparing image
regions within 0.98R. The colour bars apply to the images below them and are different
for each image.
∼50%. These errors reach values as high as 300% for few cases. We stress, however, that
we cannot rule out that in actual historical data sets the CCs display a smaller variation
than in our subset 8. Therefore, the above test mainly shows the greater versatility of the
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present technique for handling a range of CC values.
Figure 3.35 shows two examples of Ko images processed with our method (left panels)
and by Priyal et al. (2013)4. The input data employed for this comparison come from
different digitizations of the same observation. This limits our analysis of the results
to qualitative aspects only. Our images were saturated at the same level to illustrate all
ARs clearly, however the data by Priyal et al. (2013) were provided in JPG file format and
hence we are unable to saturate the images to the same level. Still, Fig. 3.35 clearly shows
that images processed by Priyal et al. (2013) are affected by uncorrected inhomogeneities,
to a significantly larger extent than images processed by our method.
Figure 3.36 shows the relative difference between results derived from the applica-
tion of the method by Tlatov et al. (2009) and our method to one synthetic image from
subset 1 produced from the contrast Rome/PSPT observation shown in Fig. 3.7 S1. The
image calibrated with the method of Tlatov et al. (2009) displays a significant offset ∼0.7
and fainter plage and dark regions than in the original image (contrast of ∼0.1 and ∼0.5
obtained by the method of Tlatov et al. 2009, and ours, respectively).
The method by Ermolli et al. (2009b) cannot be tested on the synthetic data, since it
relies on information of the unexposed regions of the plate that we cannot replicate in a
meaningful way in the synthetic data.
Finally, we compared the CC computed with our technique and from the calibration
wedges stored on Ar data.
Since our method sets the QS near the solar disc centre to be around 1, whereas the
wedges describe the response of the whole plate and contain no information as to which
range the QS corresponds, there is a scaling factor between the images calibrated with
our method and with the wedges. This factor depends mostly on the digitization (i.e.
the range of values of the QS in the digital files), but also on other factors (e.g. slightly
different exposure time should change the location of the QS in the CC). Thus, a direct
comparison of the CCs derived from the two methods is not straightforward.
To account for the difference in values range, we derived the CC from the wedges by
applying a polynomial fit to the wedge measurements (Ermolli et al. 2009a). We used this
CC to calibrate the density CLV that was calculated with our method. We then rescaled
it to match the range of values in the CLV that was calibrated with the CC derived with
our method. Since information is lost with the rescaling, this approach does not allow any
conclusion on the slope of the CC. Nonetheless, in this way we can test the assumption of
using a linear curve to calibrate these data, provided the fitting of the wedge measurements
is done accurately enough. However, this may not happen for all Ar data, because of
insufficient or inaccurate information stored on the wedges. The wedges of the Ar data
usually consist of 3 scans for 7 known exposures, giving 7 points in intensities to fit the
sigmoid CC. These values do not necessarily cover the whole range of values on the disc,
or even if they do their number may be too low to describe a sigmoid function (as was
discussed in Sect. 2.6.1.1).
Figure 3.37 shows an example of a derived CC for one Ar observation including the
rescaled wedge measurements and fit. This is one of the good cases where the CC derived
with our method matches almost perfectly the one derived from the wedges, missing




values derived from the wedges is almost the same as the scatter in the background of the
image. We achieve pixel by pixel relative differences between the image calibrated with
our method and that with the wedge that are < 5%, which is consistent with the results
presented with the synthetic data from subset 6 (the example tested here was found to
have inhomogeneities with a range within 0.6 that of the CLV).
3.5 Conclusions
We have developed a new method to photometrically calibrate the historical full-disc Ca
II K SHGs and to correct them for various artefacts of solar and non-solar origin. The
method is based on the standardization of the QS CLV intensity pattern to the one re-
sulting from modern observations, under the assumption that it does not vary with time.
Modern observations suggest that this holds within the accuracy of the proposed method.
We showed that the errors introduced by the above assumptions are relatively small and
have minor impact on the CLV estimation unless the analysed observation is of very poor
quality. We assume that QS regions store all the information required to construct the CC
for the range of brightnesses covered by the QS anywhere on the solar disc. This is not
fulfilled for observations with strong over-exposure effects, as these introduce errors into
the bright plage regions near the centre of the solar disc, that cannot be calibrated away by
our method. Therefore very poor quality observations are rejected. However, they consti-
tute a very small fraction of the available data. In addition, it can be that only part of the
characteristic curve is accurately represented by the QS density values and the assumed
linear relation. This would affect mostly plage regions near disc centre or fainter regions
towards the limb and can limit the accuracy of our processing. However, we showed
that our method results in much lower errors than different approaches presented in the
literature
To test the accuracy of the proposed method, we created a large number of synthetic
images emulating various problems encountered in historical observations. The maximum
error of our method is < 6.5% averaged over all the degradations studied here, while the
average error is < 1%. These errors were derived on synthetic data including extreme
cases of imposed artefacts. The maximum errors reduce to < 2% if we exclude images
with the most extreme artefacts. Application of other methods for the processing of SHGs
presented in the literature, returns errors that are between 3 and 300 times larger than those
derived from our method.
We estimated the accuracy of processing modern Ca II K data by applying the pro-
posed method to synthetic images unaffected by linear artefacts. The error estimates
decreased by almost a factor of 2 with respect to those reported earlier, with maximum
relative errors being on average < 0.6%.
We have also applied the proposed method to images from seven historical SHG
archives. We showed that the method allows us to process images from different archives
consistently, without adjustments for observations taken with different instruments at var-
ious observatories and at times of different levels of solar activity.
It is worth noting that our method to derive the CLV can be applied with minor adjust-
ments to full-disc solar observations taken in other spectral ranges than Ca II K. Examples
are archival white-light photographic images used for identifying and measuring sunspot
properties (e.g. Ravindra et al. 2013, Willis et al. 2013, Hanaoka 2013), or SHG in the
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Hα line (e.g. Mein and Ribes 1990, Pötzi 2008, Garcia et al. 2011, Hanaoka 2013, Kon-









Figure 3.32: Relative error in NSB calculation with our method (c)–d)) and the method
by Worden et al. (1998a, e)–f)) for two images of subset 6 with the lowest level of in-
homogeneities (density images shown on a)–b)). The facular pattern was derived from
the Rome/PSPT observations taken on 21/08/2000 (left) and 09/08/2008 (right). Also
given (below the images) are the values of the RMS, mean, mean absolute and maximum
relative differences within the disc up to 0.98R.
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Figure 3.33: Relative difference between the NSB and the imposed background up to
0.98R for the synthetic images of subset 6 as obtained by applying the method of Priyal
et al. (2013). See Fig. 3.22 for results with our method. The circles (squares) corre-
spond to results obtained from images taken at a high (low) activity period. The colours
denote the different levels of the magnitude of the inhomogeneities. Top: mean relative
difference, Bottom: RMS difference.
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Figure 3.34: Left: Relative error for the contrast images derived from the calibration with
the average CC as suggested by Priyal et al. (2013) of all the synthetic images of subset
8. Note that the red line (maximum value of the unsigned relative difference) has been
divided by 10 to allow it to be plotted together with the other curves. The solid lines are
100 point averages and the shaded surfaces denote the asymmetric 1σ interval. Right:
Distribution of the relative difference values.
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Figure 3.35: Examples of calibrated and CLV compensated images from the Ko archive
derived with our method (left) and with the method of Priyal et al. (2013, right); the lat-
ter data were taken from the Kodaikanal website (http://kso.iiap.res.in/data).
The results from Priyal et al. (2013, right) are given in JPG files and shown here unsat-
urated, while the results from our processing are saturated in the range [-0.5, 0.6]. The







Figure 3.36: Relative error of the calibrated (top) and the contrast images (bottom) pro-
duced after linear calibration with our method (left) and the method of Tlatov et al. (2009,
right) for an image of subset 1. The facular pattern was derived from a Rome/PSPT ob-
servation taken on 21/08/2000 (shown in Fig. 3.7 S1). Also listed are the values of the
RMS, mean, mean absolute and maximum relative differences by comparing image re-
gions within 0.98R. The colour bars apply to the images below them and are different for
each image.
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Figure 3.37: Left: Standardized CC derived from our method (red, extrapolated to the
range of values of the whole disc), measured CC for the QS (orange) with 1σ uncertainty
(black), the whole background (blue), calibration wedge measurements and fit (green
rhombuses and curve, respectively) of Ar observation taken on 20/07/1948. Shown also
is the slope of the derived CC. Right: Distribution of densities for the QS (blue), AR (red)
and whole disc (black). The horizontal dashed line in both panels denotes the highest
value of the QS CLV.
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*This chapter will be part of a journal article in preparation (Chatzistergos et al. 2017b)
4.1 Introduction
This chapter describes our work on deriving plage area time-series from the historical Ca
II K spectroheliograms. We first test different segmentation methods (described in Sect.
4.2) on modern CCD-based Ca II K observations to assess their efficiency and to allow us
to estimate expected errors when analysing the historical observations (Sect. 4.3). We also
study the relation between the average contrast and the size of active regions (AR). Then
in Sect. 4.4 we use the synthetic data (introduced in Sect. 3.3.1) to evaluate effects of
segmenting historical Ca II K observations that are either uncalibrated or photometrically
calibrated with the method introduced in Chapter 3. Finally in Sect. 4.5 we present
preliminary results for the plage and network areas from 4 of the available historical Ca
II K archives.
4.2 Segmentation schemes
Here we have tested the following four segmentation methods, which are the most widely
used ones for studies with Ca II K observations.
1. A threshold in contrast values, K, that is kept constant over the solar disc (this
method is hereinafter called CT for Constant Threshold. e.g. Steinegger et al.
1996, Singh et al. 2012, Priyal et al. 2013, 2014).
2. A threshold of a constant multiplicative factor, n, to the standard deviation of the
contrast values, σ, over the whole disc calculated for each image separately (CMF
for Constant Multiplicative Factor, hereafter. e.g. Foukal 1998, Chatterjee et al.
2016):
K = median(C) + nσ, (4.1)
where C are the contrast values of the image. This method has been used in the
literature to derive areas for plage, but not for network. Here we use it for the
network as well in order to compare with the other methods.
3. A variant of the method presented in Nesme-Ribes et al. (1996) (NR, hereafter) as
used e.g. by Ermolli et al. (2009b). This method assumes a Gaussian background
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brightness distribution, while magnetic features add a non-Gaussian contribution
in the wings of the distribution: at the low and high contrast for dark spots and
bright plage, respectively. We first compute the mean contrast, C̄, and the standard
deviation of the contrast, σC, over the disc. For an array of values of k (typically
in the range 0.1 to 3.0), we identify pixels that have contrasts within C̄ ± kσ. For
these locations we calculate the mean contrast and the standard deviation. The
minimum of the calculated mean contrasts, C̄min, best represents the background
quiet Sun (QS) regions. The idea is that network and plage skew the distribution
and cause C̄ to be shifted to positive values, while the darker spots and pores cover
a sufficiently small part of the solar surface as not to dominate over the effect of
plage and network. The value of k that gives the lowest mean contrast is adopted
as the best representation of the QS contrast. Nesme-Ribes et al. (1996) find that
the optimum threshold K is the contrast that corresponds to k being right after kC̄min .
They consider values of k between 0.3 + kC̄min and 0.6 + kC̄min . However NR aimed at
identifying the QS, while we aim at segmenting the image, i.e. identifying various
magnetic features. For this purpose we consider a multiplicative factor, m, to the
standard deviation within the disc and the contrast threshold used to identify plage
and network is then given by the following equation:
K = C̄min + mσC̄min . (4.2)
4. A method based on the Multiple Level Tracking (MLT hereafter) code by Bovelet
and Wiehr (2001, 2007). Note that we will refer to this method as MLT hereafter,
even though it is not exactly the same. Plage and network are initially identified as
in CT. Then we use a second constant threshold (K2) for network and tag pixels that
exceed this second threshold if they are adjacent to those already identified to be-
long to network. These regions are maintained as network regions till the end of the
process. We separately identify all pixels with contrast above the second network
threshold and we merge all neighbouring pixels into separate individual regions.
The values within each region are separately normalized such that the maximum
value within each region is 1. Finally we apply yet another threshold (K3), in the
normalised contrast values this time. All pixels above this third threshold are ap-
pended to the previously defined network regions.
Preminger et al. (2001) suggested the three-trigger algorithm to segment Ca II K im-
ages, but since it is similar to MLT we do not consider it separately here.
In all these schemes we applied an additional weak limit on the feature sizes of 20
pixels for the plage and 4 pixels for the network, which in the latter case often corresponds
to the spatial resolution element (and even below it on days with poor seeing).
To derive plage and network areas from the Ca II K observations we create masks for
each image separately. These masks have the value of unity over the selected regions of
interest and the value of 0 elsewhere. For each image we can determine the fraction of the
disc covered by ARs by simply getting the ratio of the number of pixels identified as ARs
to that of the whole disc. We also consider feature areas corrected for projection effects
and express the results as the fraction of the hemisphere area.
The independent threshold parameters in each segmentation scheme were set to iden-
tify different contrast regimes as the plage and network. The values that provide a rea-
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Plage Network
CT K = 0.21 K = 0.029
CMF n = 2.70 n = 0.5
NR m = 6.73 m = 1.05
MLT K = 0.21 K1 = 0.034, K2 = 0.014, K3 = 0.35
Table 4.1: Segmentation parameters used on the various schemes for plage and network.
The parameters used in MLT for the network correspond to upper (K1), lower threshold
(K2), and the one for the normalised values (K3).
sonably good match with the results from the Rome Solar Radiation Physical Modelling
(SRPM, see Sect. 2.7) were adopted and are listed in Table 4.1. We do not identify the
sunspot regions to derive their areas. The masks derived with CT, NR, MLT, and CMF
count the sunspots to the QS regions. Due to some ambiguities very close to the limb, we







Figure 4.1: Examples of the masks for the observation taken on 18/02/2005 with
Rome/PSPT (a)), produced with (b)) CT, (c)) NR, (d)) MLT, (e)) CMF, and (f)) SRPM.
Red marks plage, green the network, blue the QS, and black the sunspots.
4.3 Test of different segmentation schemes on modern
data
To assess the efficiency of different segmentation approaches and estimate expected er-
rors when analysing the historical observations, we first apply the four segmentation ap-
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Figure 4.2: Magnified 400×400 arcsec2 sub-arrays at disc centre of Rome/PSPT obser-
vations (column 1) and corresponding masks derived with CT (column 2), NR (column
3), MLT (column 4), and CMF (column 5). The observations were taken on (from top to
bottom) 21/08/2000, 10/02/2005, 07/06/2007, 12/11/2009, and 09/04/2011.
proaches described in Sect. 4.2 on modern CCD-based Ca II K observations taken with
the Rome Precision Solar Photometric Telescope (PSPT, see Sect. 2.5). We used 2338
observations taken over the period 08/2000–04/2016 (see Table 3.1). The centre-to-limb
variation (CLV) has been compensated in the same way as was described in Sect. 3.2.1,
bypassing Step 2.5 since the Rome/PSPT images do not suffer from any linear artefacts
(i.e. lines of a different exposure produced by problems in the movement of the instru-
ment).
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4.3.1 AR coverage areas
Figure 4.1 shows examples of masks derived from a Rome/PSPT observation taken on
18/02/2005. We show masks derived with each of the four segmentation methods tested
here, as well as the SRPM mask for comparison. Different features are shown by different
colour. The differences between the masks are small, and not easily discerned by eye.
However, we notice that MLT identifies features seemingly covering the whole disc, while
with all other methods there are small regions with lower concentration of network.
Figure 4.2 shows magnified 400×400 arcsec2 sub-arrays of five Rome/PSPT observa-
tions and the corresponding masks with all four segmentation methods. These sub-arrays
were taken at disc centre and cover active and quiet periods. The seeing conditions are
also different, for instance the image in the second row was taken under worse seeing than
the rest. The masks derived with CT, NR, and MLT are very similar, with only subtle dif-
ferences. The masks with CMF, however, show greater variations. The features with CMF
in the fourth row are more expanded, while in the fifth row they are smaller compared to
those in the masks derived with the other methods.
Time-series of plage and network areas in disc fractions derived with all aforemen-
tioned segmentation methods are plotted in Figs. 4.3 and 4.4, respectively. MLT and
CT results match well those by SRPM. For the series derived from all images for the net-
work and plage areas together, we find correlation coefficients (RMS differences) with the
SRPM series of 0.97 (0.012), 0.93 (0.012), 0.68 (0.023), and -0.58 (0.06) for CT, MLT,
NR, and CMF, respectively.
We notice that CT and MLT show a very similar evolution of the disc fractions with
time for both plage and network regions. Both methods give results that are in good
agreement with the SRPM values. NR and CMF show similar behaviour with each other
for the network component. Both show an anti-cyclic behaviour, even though the effect on
the results of NR is much less pronounced and the disc fractions are essentially constant
in time within the 1σ uncertainty. For the plage component NR returns results that are in
good agreement with those of SRPM, CT, and MLT, with RMS differences of the order
of 0.001. The plage component derived with CMF is roughly 1% higher during activity
minima than found with any other method. Overall, CMF results appear to be strongly
affected by the solar activity.
Figures 4.5 and 4.6 show the disc fractions as functions of µ. The results with all seg-
mentation methods show the same behaviour for the plage disc fractions, which are higher
near disc centre and reach an almost constant value towards the limb. This is consistent
with the fact that ARs preferentially emerge in middle to low latitudes. The disc fractions
of network identified with all segmentation schemes decrease almost consistently with µ,
but seem to reach a constant value with MLT for µ < 0.6.
4.3.2 Average contrast of ARs
Figures 4.7 and 4.8 show the change of the average contrast of the plage and network
features with time. The contrasts of plage and network increase with activity. However,
the variation of the average contrast values with time depends on the segmentation method
as well. CT and MLT show the smallest variation in contrast with time, which is on
average 30% (20%) for network (plage). The temporal variation of contrast for either
plage or network identified with CMF is ∼ 60%.
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Figure 4.3: Change of the plage disc fraction over time derived from Rome/PSPT ob-
servations by applying different segmentation techniques. The curves are yearly median
values: blue for the CT, red for NR, green for MLT, yellow for CMF, and black for Rome
SRPM. The shaded areas are the standard deviations among all derived disc fractions
within each year.
Figure 4.4: Same as Fig. 4.3 but for the network.
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Figure 4.5: Disc fraction of plage as a function of µ as derived with CT (blue), NR (red),
MLT (green), and CMF (yellow). The disc fractions were calculated within 10 equal area
annuli and the solid lines are median values within each annulus, while the shaded areas
are the standard deviations of the disc fractions.
Figure 4.6: Same as Fig. 4.5 but for the network.
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Figure 4.7: Change of the average contrast of plage over time derived from Rome/PSPT
observations by applying different segmentation techniques. The curves are yearly me-
dian values: blue for the CT, red for NR, green for MLT, and yellow for CMF. The shaded
areas are the standard deviations among all derived contrasts within each year.
Figures 4.9 and 4.10 show the dependence of the average contrast of plage and net-
work on the heliocentric angle. The average contrasts of plage exhibit the same variation
over µ with all tested segmentation methods, which is to slightly increase towards the
limb. There are almost constant offsets in the average contrasts of plage among the dif-
ferent segmentation methods for the used parameters. The contrasts of network show the
opposite trend and decrease with µ. The average contrasts derived with MLT, CT, and NR
are almost identical near disc centre, but the contrasts derived with MLT diverge towards
the limb to lower values. This shows that the difference between MLT, CT, and NR are
likely caused by the fact that MLT is identifying more faint network features close to the
limb.
4.3.3 AR size-contrast relation
We now look at the average contrast of the identified features as a function of their size.
All contiguous pixels identified as plage or network are categorised as separate features
and we describe their size in terms of disc fraction. These dependencies are shown in
Figs. 4.11 and 4.12 for CT and NR, respectively. The plots show a well defined relation,
with small differences for the two segmentation schemes. The contrasts increase with
increasing feature size, but saturate for disc fractions greater than ∼0.02. The results
presented here are similar to those found by Ermolli et al. (2007a). We found a generalised
logistic function to best fit the data:






4.3 Test of different segmentation schemes on modern data
Figure 4.8: Same as Fig. 4.7 but for network.
Figure 4.9: Average contrast of plage as a function of µ as derived with CT (blue), NR
(red), MLT (green), and CMF (yellow). The contrasts were calculated within 10 equal
area annuli and the solid lines are median values within each annulus, while the shaded
areas are the standard deviations of the contrasts.
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Figure 4.10: Same as Fig. 4.9 but for network.
where A is the area of the features, C their average contrast and p0 to p3 the free param-
eters of the fit. The parameters of the fit for the values over the whole disc are shown in
Figs. 4.11 and 4.12 as well. The relation of contrast as a function of size was then derived
again for features within 10 equal area annuli. The results are also shown in Figs. 4.11
and 4.12 for different µ locations. We do not find any significant variation over the disc.
Figure 4.13 compares the dependence of the average contrast of the identified features
on their size as derived with CT, NR, CMF, and MLT. The curves are the averages of the
results obtained from each observation over the whole disc. Compared to CT, all other
methods result in saturation at higher contrasts. The curve by NR follows the one by CT
very closely, while CMF is systematically higher.
Figures 4.14 and 4.15 show the dependence of the average contrast of the identified
features on their size as a function of time for every Rome/PSPT image, segmented with
CT, and CMF respectively. The evolution of the size-contrast relation for NR, and MLT
is similar to that for CT. We notice that fewer features with size greater than 10−3 of the
disc are observed during activity minimum periods with all segmentation methods. There
are also brighter features during activity maxima and the relation shows a more rapid
increase in contrasts with size during activity maxima. The variations between activity
minima and maxima are more pronounced in the results with CMF. There is no obvious
physical reason why the brightness of magnetic features of a certain size should change
over the solar cycle. Therefore Figs. 4.14 and 4.15 show the limitations of the methods.
In particular, Fig. 4.15 speaks against the use of the CMF segmentation technique.
4.3.4 Discussion
Results shown in Figs. 4.3, 4.4, 4.7, and 4.8 indicate that segmentation methods applying
a simple multiplicative factor to σ, such as our tested CMF, produce feature area val-
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Figure 4.11: The dependence of the average contrast values of the features on their size
for Rome/PSPT observations. The segmentation was done with CT. The black dashed line
shows the disc averaged values, the red line is the result of the fit of a function of the form
of Eq. (4.3). The error bars are the standard deviations in the measured values derived
over the whole disc among all images. The coloured lines show the same relation within
equal area annuli with µ shown in the legend. The function of Eq. (4.3), the parameters
of fitting Eq. (4.3) to the size-contrast relation, along with their 1σ uncertainties and the
χ2 of the fit are provided in the lower part of the plot.
Figure 4.12: Same as Fig. 4.11 but derived with the NR method.
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Figure 4.13: The dependence of the average contrast values of the features on their size
for Rome/PSPT observations as derived with CT (blue), NR (red), MLT (green), and CMF
(yellow). The curves are the averages over the whole disc among all available images.
Figure 4.14: Colour-coded average contrast values of features identified in Rome/PSPT
images as a function of their size (in disc fraction, y axis) and time (x axis). The segmen-
tation was done with CT. The colour bar is in units of contrast.
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Figure 4.15: Same as Fig. 4.14 but the segmentation was done with CMF.
ues that are strongly affected by the solar activity level. In particular, CMF results in a
contrast-size relationship that is strongly dependent on the activity, which casts doubt on
the reliability of this method. Therefore application of these methods should be avoided.
Methods such as the tested CT, NR, and MLT produce similar results for the plage
areas. For the network, MLT turns out to produce more homogeneous masks, identify-
ing network features in regions that are too dark to be identified by all other techniques
mentioned here. MLT gives disc fractions closer to those of the SRPM series.
Results with CT are found to be consistent with the SRPM values as well, however
CT works only under the assumption that the image preprocessing was accurate enough
and images are free of inhomogeneities and effects of solar activity.
The average contrast of the QS, C̄min as derived with NR, for all Rome/PSPT images
analysed here is plotted in Fig. 4.16. C̄min exhibits a negligible variation (∼ 0.001) among
the different images and even less so for low activity periods. This demonstrates that
the processing of the images to compensate the CLV was done quite accurately. Figure
4.17 shows the standard deviation, σ, of the contrast values over the disc, as well as σC̄min
derived with NR. The value of σ varies by 0.1 with the solar cycle. The value of σC̄min
shows a similar pattern, however the variation is one order of magnitude smaller, being
merely 0.01.
The variation ofσC̄min over the solar cycle is greater than that of C̄min and the thresholds
derived with NR are dominated by the behaviour of σC̄min . Hence, this scheme is still
affected by the level of activity, but the effects are one order of magnitude smaller than in
CMF.
In Fig. 4.16 and 4.17 one can notice a discontinuity in C̄min, σC̄min , and σ in September
2001. The Rome/PSPT was initially located in Monte Mario in Rome, but it was relocated
to Monte Porzio Catone in September 2001. Also visible in the plots are the seasonal
variations due to varying average seeing conditions. Therefore, application of NR and
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Figure 4.16: Contrast corresponding to the average QS, C̄min, as a function of time, as
derived by applying NR on Rome/PSPT observations. The red dotted line denotes C̄min =
0.
CMF accounts for the discontinuity in 2001 and greatly reduces the seasonal variations of
image quality from the derived time-series.
For the rest of our analysis here we will use the NR method and CT for the tests
in Sect. 4.4. NR is the only method, among those tested here, that is not significantly
affected by the solar activity level and which can at the same time also work on data with
various inhomogeneities and varying dynamic ranges. However, at this point we cannot
rule out residual effects of the activity level on results derived with the NR method.
4.4 Effect of photometric calibration on derived disc
fractions
Before applying our processing and segmentation method to historical data, we test its
accuracy on synthetic data. We use subset 8 of the synthetic data, described in Sect. 3.3.1,
which includes 2000 images obtained from the Rome/PSPT observations taken during the
period 2000–2014 and degraded to simulate historical observations. The degrading was
done by adding random amount and strength of inhomogeneities and converting them
to density images with random non-linear characteristic curves (CC). Thus this sample
of synthetic image represents a rather inhomogeneous dataset, emulating the historical
datasets. Figure 4.18 shows the relative difference between the disc fraction of plage and
network identified on the processed images of subset 8 compared to those computed on the
original undegraded synthetic data. The segmentation was done with CT. The thresholds
on contrast values used here were the same as those we defined on the Rome/PSPT data
(see Sect. 4.2), specifically thp = 0.21 and thn = 0.029 for the plage and network,
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Figure 4.17: Changes of the standard deviation σ of the contrast values of the disc with
time (black), and σC̄min derived by applying NR (yellow) on Rome/PSPT observations.
respectively. Figure 4.18 demonstrates that the estimated disc fractions for the synthetic
data after our processing typically lie within 2% of the values derived from the original
Rome/PSPT observations that were used to create the synthetic data.
Foukal (1996, 1998), and Foukal and Milano (2001) derived plage areas from uncali-
brated spectroheliograms (SHG). Since these papers do not provide adequate information
about the method applied to remove the CLV, we cannot directly compare the accuracy of
the processing applied to the data to our method (see Sect. 3.2.1). Therefore, we resorted
to making use of the synthetic data that were created to test the accuracy of the calibration
process and are described in Sect. 3.3.1. With these data we can study how accurately we
can recover the AR areas if no photometric calibration was performed on the data. We
use subsets 1 and 6 (described in Sect. 3.3.1), which were degraded with a linear CC.
Subset 6 included various strength levels of inhomogeneities which were extracted from
historical data.
Figure 4.19 and Table 4.2 illustrate the effects of calibration and CLV removal on
the AR disc fractions derived for subset 1. The segmentation was done with CT, but
the parameters in each case were adjusted to match the disc fractions of the undegraded
Rome/PSPT observations used to create these data. We show the difference between
the disc fractions obtained for the original Rome/PSPT observations and for subset 1,
which we refer to as residual disc fractions. We find the smallest variation with time
of the residual disc fractions to those derived from the undegraded Rome/PSPT images
for the uncalibrated data flattened, i.e. CLV compensated, with the imposed background.
This might sound peculiar, but recall that the CC is a logarithmic function and has to
be applied on the images that include the CLV in order to mimic the historical data.
Using the imposed background is, though, an idealised situation where there are no errors
in the background calculation. These results are very close to those we derive with our
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Figure 4.18: Left: Relative difference between the disc fractions of ARs obtained on the
images processed with our method and on the original undegraded images of subset 8.
Disc fractions are shown separately for plage (blue), and network (red), as well as for
their sum (green). The features were identified with constant thresholds. The solid lines
are 100 point averages and the shaded areas show the asymmetric 1σ intervals. Right:
Distribution of the relative difference values.
calibration method (keep in mind that a linear relation was initially imposed on these data,
these results might be different if the imposed relation was non-linear). The variations in
time increase if we use uncalibrated data where the CLV was removed with our method.
The differences become significant if we use uncalibrated data that were compensated
for the CLV with other methods, e.g. the one by Worden et al. (1998a). This illustrates
the importance of an accurate computation of the CLV. For instance, if the CLV was
removed with the method of Worden et al. (1998a), we notice variations in the residual
disc fractions that are in phase with the solar cycle, something we do not observe in the
other cases. This confirms that the method of CLV removal by Worden et al. (1998a) is
affected by the activity level and returns erroneous results for the AR areas.
In order to test effects of various image inhomogeneities on the segmentation results,
we repeated this analysis for the data of subset 6. The segmentation now is done with NR
(described in Sect. 4.2). In fact, the presence of inhomogeneities affect the dynamic range
of the images rendering the datasets rather inhomogeneous. A segmentation with a CT
cannot produce consistent results on these data. We compare the results obtained from
the reconstructed data, with the disc fractions derived on the original Rome/PSPT images
with the same segmentation scheme. Figure 4.20 shows the relative errors in the calcula-
tion of the disc fractions from the data of subset 6 for all features if they are derived from
data that were linearly calibrated with our method (red squares and dashed line for the
lowest level of inhomogeneities), uncalibrated data that were flattened with our method
(light blue circles) and uncalibrated data that were flattened with the imposed background
(green circles and dashed line for the lowest level of inhomogeneities). For low to medium
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Table 4.2: Differences in disc fractions derived for subset 1. The first column denotes
if the data were calibrated with our method or were uncalibrated. The second column
gives information about the method used to compensate for the CLV. Then are given
the maximum absolute, mean absolute, and RMS differences between the disc fractions
calculated in each case and those from the original Rome/PSPT images.
Calibration CLV compensation Max abs. Mean abs. RMS
Linear Our method 0.0036 0.0006 0.0008
Uncalibrated Our method 0.0115 0.0021 0.0026
Uncalibrated Imposed CLV 0.0019 0.0005 0.0006
Uncalibrated Worden et al. (1998a) 0.0142 0.0036 0.0044
levels of inhomogeneities affecting the analysed image, we achieve the lowest errors if we
perform a linear calibration on the data. The disc fractions derived on uncalibrated data
flattened with the imposed background exhibit smaller deviations to those from the unde-
graded data, and the errors are comparable to the ones we get with the linear calibration.
However this is an idealised situation since we do not know the background for histori-
cal observations. The errors and the scatter of the results increase dramatically (reaching
100% in some cases) if we use uncalibrated data that were flattened with the background
calculated with our method. It is worth noting that potentially the results can be different
if one applies a different segmentation scheme. On average the error is 2% for the disc
fractions derived from the linearly calibrated data or the uncalibrated data flattened with
the imposed background.
These results indicate that although the photometric calibration of the image is impor-
tant, this step is, however, not the most critical one if one wants to simply derive plage
areas. The results from the uncalibrated data, are significantly affected by the errors in the
calculation of the CLV.
Bertello et al. (2010) presented a method to derive a plage coverage index from un-
calibrated data. Density contrast images were produced with a running window median
filter. Then a Gaussian function was fit to the histogram of the whole image. A second
histogram was calculated, this time keeping only the regions within x+7σ
−2σ, where x is the
centre of the Gaussian. The histogram was split into 30 bins and divided by the total
number of pixels. Another four-parameter Gaussian was fitted to these normalised bins,
and the Ca K index was defined as the additive parameter from the fit. Here we study
the efficiency of this index with the synthetic data and compare it with the results derived
with our processing. Bertello et al. (2010) do not provide information on how the images
were compensated for QS CLV patterns. Therefore, we used our method to remove the
CLV that we have tested for its accuracy (in Sect. 3.3).
Figure 4.21 shows plage regions derived from all synthetic data of subsets 1 and 6
with our method and that by Bertello et al. (2010). The values derived with the method
by Bertello et al. (2010) were linearly scaled using parameters of the linear fit to the
original Rome/PSPT values. In this way we achieve on average the best match with the
original Rome/PSPT values, however we obtain negative values of disc fractions which
is unrealistic. Requiring that all values be positive reduces significantly the agreement
between the two series. The Ca K index by Bertello et al. (2010) exhibits higher scatter
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Figure 4.19: Difference between the disc fractions for all ARs obtained for the original flat
Rome/PSPT data and for subset 1. The data from the subset 1 were processed as follows:
linearly calibrated with our method (Sect. 3.2, yellow), uncalibrated but the imposed CLV
was used to remove the CLV (blue), uncalibrated but with the CLV removed with our
method (green), uncalibrated but with the CLV removed following Worden et al. (1998a)
(red). The segmentation was done with a constant threshold, the parameters in each case
were adjusted to match the average disc fractions over all original Rome/PSPT data.
over the whole period, but follows the same trend. The maximum absolute difference we
get between the result obtained with our method and the original data is 0.1%, showing
that calibrating the data leads to more accurate results. For subset 6, when including all
backgrounds and levels of inhomogeneities, we get a higher scatter for the Ca K index by
Bertello et al. (2010). However part of the differences might be due to different definitions
of the contrast threshold of the plage regions. Considering that the Ca K index by Bertello
et al. (2010) does not reach a plateau during activity minimum it might partly include the
network component.
4.5 Segmentation of historical data
In this section we present preliminary results of the segmentation of the historical Ca II K
observations. The images were first calibrated and processed with the methods described
in Sect. 3.2. Analysis of multiple archives, specifically of those from the Ar, Ko, Mi, and
MW observatories, helps us to better assess systematic changes and sources of artefacts
in individual data sets. We calculate the disc fraction and areas of active features in mil-
lionths of a hemisphere (msh, hereafter) corrected for projection effects. We complement
the results from historical data with areas from modern observations as well. In particular
plage areas from Rome/PSPT data that were processed as described in Sect. 4.3 and from
the San Fernando observatory (SFO, these data were provided by Angela M. Cookson).
The computed series are then compared with other results found in the literature. The Mi
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Figure 4.20: Relative errors in disc fractions of ARs between the original flat Rome/PSPT
data and the images from subset 6. The green asterisks are for uncalibrated data flattened
with the imposed background, the blue circles are uncalibrated data flattened with the
background calculated with our method (Sect. 3.2.1), the red squares are for data that
were linearly calibrated with our method (Sect. 3.2.3). The dashed lines connect the
errors for the images of subset 6 created with the lowest strength level of inhomogeneities
for our method (red) and the uncalibrated data (green).
Figure 4.21: Comparison between disc fractions derived from the original Rome/PSPT
data (blue plus signs), calibrated data of subset 1 (green circles, notice that they lie almost
perfectly on top of the blue plus signs) and subset 6 (dark blue squares) with our method,
and the Ca K index reproducing Bertello et al. (2010) for subset 1 (red circles) and subset
6 (orange squares). Note, subset 6 is available on for 10 days during the considered period.
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Figure 4.22: Examples of the historical observations analysed in this study. Shown are
the raw density images taken on 23/01/1968 at the: (a)) Arcetri, (b)) Kodaikanal, (c))
Mitaka, and (d)) Mt Wilson observatories. The colour scale of each image covers the full
range of brightness (density) on the disc, from maximum (white) to minimum (black).
The colour bar at the top is in units of normalised densities and corresponds to all images.
The images are not compensated for solar ephemeris.
Figure 4.22 shows an example of a typical density image from each historical data set
taken on the same day. The brightness scale is individually normalized to cover the values
from the minimum (black) to the maximum (white) within the disc in each figure. This
shows for instance, saturated regions in the Ar observation.
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Figure 4.23: Examples of historical observations that were excluded from this study.
Shown are the raw density images taken at the: (a)) Arcetri (13/02/1942), (b)) Kodaikanal
(12/12/1909), (c)) Mitaka (09/05/1948), and (d)) Mitaka (05/11/1971) observatories. The
images are not compensated for solar ephemeris.
4.5.1 Processing
For the analysed historical data, estimates of the centre of the solar disc and radius are
listed in their FITS file headers. These estimates, with a few exceptions, have adequate
accuracy. They are, however, less accurate for Mi data and had to be recalculated. This
task is complicated because historical SHG very rarely show a regular solar disc. This is
due to distortions or misalignments of subsequent slit observations. The main complica-
tion of getting the coordinates of the disc centre and radius automatically are the artefacts
affecting the image near the limb and outside the disc, e.g. stray light, markings, dust,
scratches, missing portions of the disc. To identify the edge of the disc, we first apply a
Sobel filter on the image. We create a mask containing only regions within appropriate
thresholds in the image that resulted from the Sobel filter set to 1. However, at this stage
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a)
b)
Figure 4.24: The number of images per year used in this study (a)) and the fraction of
available images per year that was used (b)) from the Ar, Ko, Mi, and MW archives.
the result of the Sobel filter is strongly affected by artefacts within the images and is not
sufficient to define the edge of the disc. Therefore, we do the following steps to improve
the determination of the edge of the disc. We dilate and erode the mask to make its edges
smooth and then remove all small-size and isolated regions in the mask that are most
likely due to image artefacts. We apply another Sobel filter to the smoothed mask to iden-
tify the edge of the disc creating yet another mask. We perform a bootstrap Monte Carlo
simulation where we randomly choose half of the points from the mask and fit a circle.
We repeat this process 1000 times and then adopt the average parameters for the radius
and centre coordinates. We then exclude from the previous mask the regions with the
distance to the centre of the disc greater than 1.03R and perform one last fit. This method,
however, does not work on Mi data. The reason is that regions outside the disc in Mi data
suffer from significant problems. Therefore we ended up defining the centre coordinates
and the radius for Mi by fitting a circle on three manually selected points. This allows an
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Figure 4.25: Examples of produced masks with the NR segmentation method. Column
1 shows the contrast images saturated within the range [-0.3,0.3], column 2 the masks
showing all features and column 3 the masks of the network component for Ar (top), Ko
(2nd row), Mi (3rd row), MW (bottom) observations respectively. Note that the images
have not been turned to align solar north.
estimate of the disc centre and the radius with accuracy sufficient for further processing.
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This method was also used to correct problematic data from the other datasets. For our
analysis, we only consider pixels within 0.99R (0.98R for Ko) to avoid uncertainties in
the radius estimates. This corresponds to µ = cos θ = 0.14 (µ = 0.2 for Ko), where θ is
the heliocentric angle.
To remove remaining small artefacts and outliers, we smoothed the image with a run-
ning window median filter with a very small width (4 pixels), produced a contrast image
and replaced the pixels of the original image with C > 1.2 or C < 0.5 with the correspond-
ing values from the smoothed image. These limits were chosen to be very conservative,
in order to ascertain that the bright plage or the dark parts of the sunspots are not affected
by this procedure.
We found a lot of duplicate files in the MW dataset by applying a code that checked for
the pixel-by-pixel similarity of the images. Of these, more than 80 pairs of files contained
the same image but listed different dates. The date of these recordings was identified
by comparing with alternative datasets. The duplicate images with the wrong date were
excluded from our analysis. Other datasets sometimes have incorrect dates too, usually
due to mistakes in naming files during the digitisation. These kind of errors in the data are
unsurprising considering that the digitisation process (which was not limited to Ca II K
images) had to deal with ∼ 104−105 files and usually lasted several years. This highlights
the need to analyse multiple SHG series to reduce effects of these errors.
Many historical images suffer from various problems that do not allow any meaningful
analysis. Images with high noise levels, or extremely low contrast regions (hinting at
exposure problems), or with missing parts of the disc were excluded from this work.
Examples of such images are shown in Fig. 4.23. Some ARs in the Ar data are saturated.
This could have resulted from the digitization, or from overexposure and saturation of the
photographic plates. The results we can derive from such data is limited, however we tag
the saturated regions as plage regions and use such images to gain information on fainter
features.
Figure 4.24 shows the annual distribution of the number and the fraction of the images
from the four archives we used for our analysis. In particular, we used: 3885, 18381,
3227, and 31306 images from Ar, Ko, Mi and MW respectively.
The data have been photometrically calibrated and compensated for the limb dark-
ening as described in Sect. 3.2. The segmentation was done with the NR method (see
Sect. 4.2). Examples of the derived masks of plage and network features can be seen in
Fig. 4.25. The parameters for the segmentation are listed in Table 4.1 and were the same
for all datasets. These masks are used to calculate the disc fractions covered by various
magnetic structures. We also produce time-series of the plage areas in millionths of solar
hemisphere. To do that we first correct the pixel areas by dividing with the corresponding
µ. The areas are derived by summing up all the pixel areas corresponding to a feature and
normalising them with the area of the hemisphere 2πR2.
4.5.2 Plage areas
Figure 4.26 shows the daily and the annual median values of the combined plage and
network disc fractions for all the processed SHG data along with the Rome/PSPT data.
The Rome/PSPT data were processed in the same way as the historical data. The sunspot
areas compiled by Balmaceda et al. (2009) are plotted in the lower panel for comparison.
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Figure 4.26: Disc fraction of plage and network (top) over time, derived with the NR
thresholding scheme with the same parameters for the datasets of Arcetri (red); Ko-
daikanal (blue); Mt Wilson (green); Rome/PSPT (black). Also shown are the sunspot
areas from Balmaceda et al. (2009) (bottom). Individual small dots represent daily val-
ues, while the thick lines indicate annual median values.
The derived plage disc fractions generally agree well between the different datasets. The
results for MW are slightly higher than those from the other datasets. The differences
could be because of the narrower slit width used in MW than in the other observatories.
Figure 4.27a) shows the derived plage disc fraction for the historical archives as well
as Rome/PSPT and SFO data. The disc fractions agree well between all datasets, except
for the MW dataset before 1970’s which gives disc fractions that are higher by up to 5%
(cycle 18) than values derived from all other datasets. The values from SFO are over-
plotted to bridge the Rome/PSPT and Ko series. These records appear to be consistent. In
the same figure panels b) – d) compare annual means of our results for individual archives
with those available in the literature. Panel e) shows the areas derived in this study for Ar
and Ko data together with the published Big Bear solar observatory (BBSO) series (see
Sect. 2.7). The various published series are given in msh for data from all observatories
but Ko and SFO, which are given in disc fractions. Therefore to enable to compare our
results with the published series we show values of disc fractions in panels a) and c), and
areas in msh in panels b), d), and e). Figure 4.28 compares our results from Ko data to
those by Ermolli et al. (2009b). The areas derived by Ermolli et al. (2009b) were corrected
for projection effects and had to be presented separately to those by Tlatov et al. (2009),
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Priyal et al. (2013), and Chatterjee et al. (2016) that provide areas uncorrected for the
projections effects.
Ar data were used by Ermolli et al. (2009b) to derive plage areas. Our series and that
by Ermolli et al. (2009b) agree rather well after 1950, but our series is consistently higher
for earlier periods. The differences reach 10,000 msh during cycle 17. According to Fig.
7 of Ermolli et al. (2009b) the plage areas from Ar data during that cycle they derived are
too low compared to the results they obtained from MW and Ko data. This supports the
area values obtained here. However, the amount of data used in our study before 1950 is
significantly low, which could also be the reason for the differences.
The Ko data were analysed by Ermolli et al. (2009b), Tlatov et al. (2009), Priyal et al.
(2013), and Chatterjee et al. (2016). Our time-series lies close to those by Priyal et al.
(2013) and Tlatov et al. (2009). Compared to ours, the series by Ermolli et al. (2009b)
and Chatterjee et al. (2016) are systematically lower and higher, respectively.
Our MW series shows a good agreement with that of Bertello et al. (2010), however it
should be noted that the series by Bertello et al. (2010) was rescaled by applying a linear
relation derived with our series. Our plage areas and those from Bertello et al. (2010) are
systematically higher or equal (cycle 20) than those derived by Ermolli et al. (2009b) and
Foukal (1996), except for cycle 19. The areas by Foukal (1996) are slightly lower than
those by Ermolli et al. (2009b), except for cycle 19 that are considerably higher.
The published time-series are provided in annual values, and the data included in each
year may vary among the different series. This might partly explain the differences be-
tween the time-series obtained here and in earlier studies. However, the main differences
come from the calibration, CLV compensation and segmentation schemes. For instance,
Foukal (1996) segmented the images by manually selecting the plage regions potentially
introducing bias of selection. Another critical issue is the definition of plage, which differs
from study to study and is rather arbitrary.
Our Ar and Ko disc fractions agree rather well with the BBSO series before the 1980’s.
For this period The BBSO series consists of data from the MM observatory, but when
the Big Bear and MW data are used the BBSO series becomes significantly lower than
ours. This suggests that there might be unaccounted systematic differences between the 3
observatories contributing to the BBSO composite.
Figure 4.29 shows scatter plots between our series and those of Ermolli et al. (2009b),
Foukal (1996), Priyal et al. (2013), and Bertello et al. (2010). The plots show that there is
an almost linear relation between our series and those by Ermolli et al. (2009b), Bertello
et al. (2010), Foukal (1996), and Priyal et al. (2013). The scatter is slightly higher for
Foukal (1996) and Priyal et al. (2013).
4.5.3 Contrast of plage and network
Figure 4.30 shows the variation of the average contrast of plage (top) and the network
(bottom) with time for the historical SHGs analysed here. The mean contrast in the Ko
data declines. MW contrasts do not show any systematic trend, but features appear on
average significantly brighter than in other datasets or at other periods around 1960. This
is important and should be discussed, as further analysis is needed to understand whether
this is a problem of the data or whether our method fails during this period. Bertello et al.
(2010) encountered the same problem with the MW data around 1960 and they explained
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Figure 4.27: Plage area variation with time: (a)) our results for different datasets derived
with NR thresholding scheme (see Table 4.1 for the values of segmentation parameters)
and the same parameters. Plotted are the areas for the datasets of Arcetri (red); Kodaikanal
(blue); Mitaka (orange), Mt Wilson (green); Rome/PSPT (black). Also shown are the
SFO values (light blue). Panels (b) – d)) compare our results to those by other authors:
(b)) Ermolli et al. (2009b, red) for Ar data; (c)) Chatterjee et al. (2016, purple), Priyal
et al. (2013, blue), Tlatov et al. (2009, green) for Ko data; (d)) Bertello et al. (2010,
red), Ermolli et al. (2009b, red), Foukal (1996, red) for MW data. Panel (e)) compares
our results for Ar (red) and Ko (blue) data with the published BBSO series (black). The
curves are annual median values. Panels b), d), and e) give area values in millionths of
hemisphere corrected for projection effects, while panels a) and c) are in disc fraction.
The numbers near the x axis denote the conventional solar cycle numbering.
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Figure 4.28: Plage area variation with time as derived from Ko observations with our
method (black) and that of Ermolli et al. (2009b, red). The curves are annual median
values and are given in millionths of hemisphere corrected for projection effects. The
numbers near the x axis denote the conventional solar cycle numbering.
this with a narrower band pass. Contrast values from Ar, Ko, Mi, and MW archives are
comparable with those from the Rome/PSPT observations.
Figure 4.31 shows the average contrast of the network among all analysed images
from the Ar, Ko, Mi, MW, and Rome/PSPT data for different heliocentric angles. The
average contrast of the network components remains almost constant over the disc for
all datasets. For Ko data we find a difference between inner and outer bin on average of
0.007.
We have also analysed the dependence of the contrast on the size of the features.
Figure 4.32 shows the results for all the processed Ko data. The dependence is similar
to that obtained with the modern Rome/PSPT observations (Fig. 4.12), however with a
higher scatter, reaching 0.15 (compared to 0.05 that we found for Rome/PSPT). Figure
4.33 shows the average size-contrast relation over all images of each historical archive and
Rome/PSPT. We notice that the relation saturates at higher contrast values in the historical
archives, except for Ko. The curve from Ko is the one closest to that from Rome/PSPT.
The curve derived from Ar is not reliable due to the saturated regions. The much higher
contrast from MW may have to do with the narrower slit, i.e. narrower wavelength range
covered by MW SHGs, as the contrast tends to increase the core of Ca II K. Remaining








Figure 4.29: Scatter plots between our plage area series and those presented in (a)) Er-
molli et al. (2009b), (b)) Foukal (1996), (c)) Priyal et al. (2013), and (d)) Bertello et al.
(2010) for data recorded at Ar (red), Ko (blue), and MW (green). Annual values are com-
pared in all panels, but in panel (b)) we also compare the daily values (orange circles).
The solid black lines have a slope of unity. The dashed (dotted) lines are linear fits to
the annual (daily) data. Also shown is the linear correlation factor between the different
series and the parameters of the linear fits.
4.6 Conclusions
We tested different segmentation schemes on modern CCD-based Ca II K observations.
We showed that the method of applying a multiplicative factor to the standard deviation
of the intensity values on the disc as a threshold (CMF) is strongly affected by the activity
and should be avoided. All other published methods we tested return consistent results
with each other. However, CT and MLT require accurate processing to remove the CLV
prior to the segmentation. With NR we identify residual effects due to active features,
though to a lesser extend than for CMF.
Finally, we segmented SHG data and calculated preliminary plage areas over the
whole period they are available. We compared our results to those presented in the lit-
erature. We showed the feasibility of accurate processing of different historical SHG
time-series and to derive consistent results in terms of plage and network areas and con-
135
4 Plage areas time-series from Ca II K observations
Figure 4.30: Average contrast of plage (top) and network (bottom) as a function of time
derived with the NR thresholding scheme with the same parameters for the datasets of Ar
(red); Ko (blue); Mi (yellow); MW (green); Rome/PSPT (black). Thin lines show daily
values, while thick show lines annual median values.
trasts. We showed that the photometric calibration is not the most critical step if the aim
is to only segment the data and get plage areas. The most important step is an accurate
estimate of the background of the image (i.e. the quiet Sun CLV) and accounting for all
possible artefacts. This is only true under the assumption that the data had been prop-
erly exposed. By testing other suggested methods of processing uncalibrated data, we
showed that processing with the method we developed and presented here returns much
lower uncertainties. Further work is required to improve the segmentation method. The
differences between the various archives need to be studied, too.
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Figure 4.31: Average contrast of the network over all images of each dataset as a function
of the heliocentric angle. The segmentation was done with the NR thresholding scheme
with the same parameters for all datasets: Ar (red); Ko (blue); Mi (yellow); MW (green);
Rome/PSPT (black). The error bars denote the 1σ level and have been slightly offset in µ
to improve visibility.
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Figure 4.32: Dependence of the contrasts of Ca II K bright features on their size for Ko
data. The segmentation was done with NR. The black dashed line shows the disc averaged
values, the red line is the result of the fit of a function of the form of Eq. (4.3). The error
bars are the standard deviations in the measured values derived over the whole disc among
all images. The coloured lines show the same relation within equal area annuli with µ
shown in the legend. The function of Eq. (4.3), the parameters of fitting Eq. (4.3) to the
size-contrast relation, along with their 1σ uncertainties and the χ2 of the fit are provided
in the lower part of the plot.
Figure 4.33: The dependence of the average contrasts of the features on their size for Ar
(red), Ko (blue), Mi (yellow), MW (green), and Rome/PSPT (black) observations. The
curves are the averages over the whole disc among all available images.
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5 Relationship between the Ca II K
intensity and the photospheric
magnetic field
*This chapter is based on a journal article in preparation (Chatzistergos et al. 2017c)
5.1 Introduction
Since the first comparative analysis of full-disk solar magnetograms and Ca II K spec-
troheliograms by Babcock and Babcock (1955) there has been consistent evidence of a
link between the magnetic field strength and the excess Ca II K emission. Babcock and
Babcock (1955) mentioned a “one-to-one correspondence” between bright regions in Mt
Wilson Ca II K spectroheliograms and magnetic regions in magnetograms. This reported
association, which was promptly confirmed by Howard (1959) and Leighton (1959), has
led to numerous studies of solar and stellar Ca II data aiming to determine its exact char-
acteristics.
Considerable efforts have been devoted to understand the relation between magnetic
field strength and Ca II K intensity for different solar magnetic regions of the Sun. In
particular, by following active regions (AR) over the disc, Frazier (1971) found a poly-
nomial function, while Skumanich et al. (1975) obtained a linear relationship for a quiet
Sun (QS, hereafter) region at the disc centre. Schrijver et al. (1989) reported that, after
the subtraction of the basal flux from the observed Ca II K data, the relation between
magnetic field strength and Ca II K intensity was best described by a power law with an
exponent of about 0.6. Nindos and Zirin (1998) found that the linear relationship applies
when magnetic field strengths below a particular threshold B are excluded. Looking sep-
arately at ARs, decaying ARs, enhanced network and quiet network, Harvey and White
(1999) obtained a power law relationship between Ca II K intensity and line-of-sight mag-
netic flux density. The study by Harvey and White (1999) was the first one to consider
the whole solar disc. The exponents they derived varied between 0.47 and 0.78 for both
the active and QS and were constant over the disc. The different results for the exponents
they presented could be due to fitting of features at different positions on the solar disc.
More recently, Rast (2003a) and Ortiz and Rast (2005) found a power law exponent value
of 0.66 for the QS in full-disc data, while Rezaei et al. (2007) estimated the exponent to
be 0.2 in a QS region and 0.4–0.5 in network regions. They also noticed that the expo-
nent depends on the magnetic field threshold below which the data are excluded from the
fitting. Vogler et al. (2005) studied 60 pairs of full-disc Ca II K observations and mag-
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netograms found a power law exponent with exponents that were consistent with those
derived by Harvey and White (1999). By analysing a QS region observed in three wave-
length ranges including the Ca II K-line, Loukitcheva et al. (2009) found a power-law
relation between the magnetic field strength and the Ca II K intensity, with an exponent
of 0.3. Kahil et al. (2017) analysed high resolution Ca II H observations of QS regions
taken with Sunrise balloon-borne telescope (Solanki et al. 2010, Barthol et al. 2011) and
reported a logarithmic function to fit the data best. This was the first study with data
that have resolved strong magnetic field elements in the internetwork. From an analy-
sis of Kitt Peak magnetograms, uncalibrated Mt Wilson Ca II K spectroheliograms, and
SOLIS/VSM observations of Ca II taken at 854.2 nm and magnetograms, Pevtsov et al.
(2016) reported a linear relation between the magnetic flux and the area covered by plage
in two Ca II lines (K and infra-red). They concluded that Ca II observations are unreliable
proxies for the magnetic field strength. However, they did not differentiate between plage
and sunspots or consider the fact that the Ca II data they used were not photometrically
calibrated (see Chapters 2 and 3). Table 5.1 summarises the main features of the studies
discussed here.
Major efforts have been invested in measuring the disk integrated Ca II H and K emis-
sion of many stars. In fact, such emission has been regularly analysed e.g. by the synoptic
programs carried out with the ground-based Mt Wilson Observatory H and K photometers
(1966–2003, Wilson 1978, Duncan et al. 1991, Baliunas et al. 1995) and Lowell Obser-
vatory Solar-Stellar Spectrograph (1994–present, Hall et al. 2007), and by the space-born
photometer on-board the CoRoT mission (Michel et al. 2008, Auvergne et al. 2009, Gon-
doin et al. 2012). Indeed, based on the fact that such emission is an indicator of the
strength of, and area covered by, magnetic fields on the Sun (Leighton 1959), and that
in many active stars the Ca II H and K variations due to magnetic regions can be easily
detected1, the Ca II H and K measurements have been used to trace long-term changes in
surface activity of stars caused by e.g. the activity cycle, rotation, and convection (e.g.
Sheeley 1967, White and Livingston 1978, Keil and Worden 1984, Baliunas et al. 1985,
etc.).
The Ca II H and K measurements of stars have led to an improved knowledge of stellar
rotation and activity, and of the degree to which the Sun and other stars share similar dy-
namical properties (for reviews, see e.g. Lockwood et al. 2007, Hall 2008, Reiners 2012,
Lockwood et al. 2013). For example, the variation of the disc-integrated Ca II K line over
the activity cycle (Sheeley 1967, Skumanich et al. 1984) was found to be quite common
among main-sequence stars, albeit not universal, often with quite a different amplitude
than the 40% change reported for the Sun (Schrijver et al. 1989). Stellar brightness is
affected by the level of the stellar magnetic activity. Indeed, the Sun and stars with low
magnetic activity levels become photometrically brighter when their activity increases,
while magnetically more active stars display the opposite behaviour and become fainter
when their activity increases (Radick et al. 1990, Lockwood et al. 2007, Shapiro et al.
2014). Stellar Ca II observations are per force integrated over the whole stellar disk.
However, except for the study of Harvey and White (1999), restricted to a few images,
no investigation has determined the relation between Ca II brightness and magnetic field
strength covering the full solar disc.
1Being of the order of a few tens of percent.
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Many studies require long data series of the solar surface magnetic field, e.g. to de-
rive information on the structure, activity, and variability of the Sun, or for related ap-
plications such as e.g. Earth’s climate response to solar irradiance variability. Regular
magnetograms are, however, available only for the last four solar cycles. In recent years,
following the availability of a few digitized series of historical Ca II K observations some
attempts have been made to reconstruct magnetograms from Ca II K observations, based
on the relation between the Ca II K intensity and magnetic field strength. In particular,
Pevtsov et al. (2016) reconstructed magnetograms from Ca II K synoptic charts made
from Mt Wilson observatory images. For their reconstruction they used sunspot records
to get information about the polarity and assigned to each plage area a single magnetic
field strength value based on the sunspot measurements. The areas and locations of plage
regions were derived from photometrically uncalibrated Ca II K images, which were pro-
cessed in a similar way as done by Bertello et al. (2010). There were two more studies
(Sheeley 2008, Muñoz-Jaramillo et al. 2012) that inferred information about the polar
magnetic field with a linear scaling to the amount of polar faculae found on Mt Wilson
white light and Ca II K observations, respectively. Sheeley et al. (2011) and Chatterjee
et al. (2016) constructed carrington maps with Ca II K images from the Mt Wilson and
Kodaikanal observatories, respectively. These maps can be used to trace the evolution of
the plage regions, however they provide Ca II K contrast and need to be converted into
magnetic field strength.
In this chapter we present a new observational study of the relation between magnetic
field strength and Ca II K intensity from full-disc observations derived from two archives
of high quality solar observations. We used new observations from the space-borne He-
lioseismic and Magnetic Imager (HMI, Scherrer et al. 2012, Schou et al. 2012b) aboard
the Solar Dynamics Observatory (SDO, Pesnell et al. 2012) and the ground-based Preci-
sion Solar Photometric Telescope at the Rome Observatory (Rome/PSPT, Ermolli et al.
1998, 2007a), whose quality is superior to most previously available data. The amount
of available data is also far greater than that used in previous studies, thus allowing us
to extend the previous studies by analysing the relation between magnetic field strength
and Ca II K intensity more accurately, over the whole disc and at different levels of solar
activity during the current cycle. Here we test the accuracy of using the results derived
from our study to model the variability of the solar surface magnetic field by its signature
on available Ca II K data. This allows us to produce more accurate reconstructions of
magnetograms. We provide additional constraints for modelling the stellar variability by
studying the relation between the magnetic field strength and the Ca II K intensity for
almost the entire solar disc and as a function of the size of the magnetic region. In this
way we can make use of the wealth of available historical Ca II K spectroheliograms to
reconstruct magnetograms throughout the whole 20th century.
This chapter is organised as follows. Section 5.2 describes the data and methods
employed for our analysis. In Section 5.3 we present our results and discuss them in
Section 5.4. In Section 5.5 we summarize the results of this study.
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5.2 Data and methods
5.2 Data and methods
5.2.1 Data
We analysed full-disc photospheric longitudinal magnetograms and continuum intensity
images from the SDO/HMI, and full-disc filtergrams taken at the Ca II K line and red
continuum from the Rome/PSPT.
Rome/PSPT, in operation since 1996, is a 15 cm telescope designed for photomet-
ric solar observations characterized by 0.1% pixel-to-pixel relative photometric preci-
sion (Coulter and Kuhn 1994). The images2 analysed in this study were acquired with
narrow-band interference filters within 3 minutes from each other, by single exposure of
a 2048×2048 CCD array. The filter employed for these observations is centred at the Ca
II K line core (393.3 nm) with bandwidth of 0.25 nm, and in the red continuum at 607.2
nm with bandwidth of 0.5 nm. At the acquisition, the data were reduced to a pixel scale
of 2′′ to account for typical conditions of local seeing. Standard instrumental calibration
has been applied to the data (Ermolli et al. 1998, 2010a).
SDO/HMI, in operation since April 2010, takes full-disc 4096×4096 pixel filtergrams
at six wavelength positions across the Fe I 617.3 nm line at 1.875 s intervals. The filter-
grams are combined to form simultaneous continuum intensity images and longitudinal
magnetograms with a pixel scale of 0.505 arcsec and 45 s cadence. For each Rome/PSPT
image pair, we took the 360s average of the SDO/HMI images and magnetograms taken
close in time (on average less than 2 minutes apart and no more than 8 minutes). The
averaging was done to suppress intensity and magnetogram signal fluctuations from noise
and p-mode oscillations.
For our analysis, we have selected data with the highest spatial resolution (for
Rome/PSPT), closest time between SDO/HMI and Rome/PSPT observations and high-
est signal-to-noise ratio. In our selection we avoided winter periods and kept observations
mostly during summer months, when the seeing conditions are best. Our data sample
consists of 131 sets of near-simultaneous observations covering the period 18/05/2010 to
29/08/2016.
5.2.2 Data reduction
We have ignored the pixels with flux density below 20 G. The value of 20 G corresponds
roughly to three times of the noise level as evaluated by Yeo et al. (2013, 2014b). Since
the magnetic flux tubes making up network and faculae tend towards an orientation nor-
mal to the surface, while magnetograms measure the line-of-sight component of it (BLOS),
we have corrected the magnetograms for foreshortening by dividing the pixel signal by
the corresponding µ (cosine of the heliocentric azimuthal angle). We also removed the
polarity information from the SDO/HMI data, and only consider the absolute value of the
magnetic flux density, |BLOS|/µ (i.e. the magnetic field strength averaged over the effec-
tive pixel). The Rome/PSPT images were initially rescaled to match the size of SDO/HMI
so that we can align both observations with highest accuracy. The Rome/PSPT images
were then rotated and aligned to the SDO/HMI observations, by applying compensa-
tions for ephemeris. Both observations were then re-scaled to the original dimensions of
2Available at http://www.oa-roma.inaf.it/solare
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Figure 5.1: Examples of the observations analysed in this study taken on 01/04/2011 at
09:06:00 UT: (a)) SDO/HMI unsigned BLOS magnetogram, (b)) SDO/HMI continuum
contrast image (i.e. compensated for intensity CLV), (c)) Rome/PSPT Ca II K and (d))
red continuum contrast images. The grey-scale bars on the right-hand side of each panel
show values in G and contrast, respectively. The squares denote the insets shown in Fig.
5.4.
Rome/PSPT. To further reduce effects due to seeing, we also reduced the resolution of
the SDO/HMI data to that of the Rome/PSPT by smoothing them with a low-pass filter
with a 2 pixel running window width. In the following, we refer to the SDO/HMI data so
obtained as SDO/HMI degraded magnetograms.
For each Ca II K image we removed the limb darkening and obtained a contrast map.
In particular, for each image pixel i, we define its contrast Ci as Ci = Ii/I
QS
i where Ii is
the measured intensity of pixel i, and IQSi is the intensity of the QS at the same position.
The latter was derived from the iterative procedure described in Sect. 3.2.1. In short,
we mapped IQS by centring a window on each disc position and calculating the median.
Bright features were excluded by replacing them with the results of fifth order polynomial
fitting in the horizontal, vertical, and radial directions. Then the whole procedure was
repeated until the result did not change any more.
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Figure 5.2: Same as Fig. 5.1 but for stray-light corrected data.
In this study we are interested in bright magnetic regions. Therefore, we masked out
sunspots in the magnetograms and in Ca II K observations. Sunspots were identified
in SDO/HMI continuum intensity as regions having intensity contrast lower than 0.89
(following Yeo et al. 2013) and in Rome/PSPT red continuum images lower than 0.95.
The threshold for the red continuum images is derived as the average value of Ī − 3σ
from all Rome/PSPT red continuum and SDO/HMI continuum images separately. The
plage regions immediately surrounding sunspots were excluded as well, as they may be
affected by stray-light and by extended low-lying sunspot canopies (e.g. Giovanelli and
Jones 1982, Solanki et al. 1994, 1999), as was shown by Yeo et al. (2013). This was done
by expanding the sunspot regions with a varying size kernel, corresponding to 10×10 and
30 × 30 pixel2 at disc centre and limb, respectively.
Figure 5.1 shows examples of the analysed SDO/HMI and Rome/PSPT images.
5.2.3 Stray-light removal
We also investigate whether removal of stray-light on the analysed data affects our re-
sults. To this end, we restored 51 of the SDO/HMI and Rome/PSPT data as proposed
by Yeo et al. (2014a) and Criscuoli and Ermolli (2008), respectively. In particular, for
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the SDO/HMI observations, the point-spread function (PSF) of the instrument was de-
convolved from Stokes I and V observables that were then used to produce the stray-light
corrected magnetograms; for the Rome/PSPT, the data were deconvolved by using ana-
lytical functions defined by modelling the centre-to-limb variation of intensity in the data
and instrumental PSF. Figure 5.2 shows the same observations as in Fig. 5.1 after the
stray-light removal.
5.2.4 Segmentation
For our analysis we also selected pixels that correspond to magnetic regions in magne-
tograms and bright regions in Ca II K images. Identifying individual bright magnetic
features helps to investigate potential differences in the relation between magnetic field
strength and Ca II K intensity in regions with different magnetic field strength. We iden-
tified features of interest with two different methods.
In the first method, we consider two different classes of magnetic features and separate
them with simple cut-off thresholds depending on their contrast ranges in Ca II K images
and |BLOS|/µ ranges in SDO/HMI magnetograms. Pixels within the same intensity range
from different locations on the disc are grouped together. These features are labelled
network, and plage, respectively. The ranges are 20 G≤ |BLOS|/µ < 75 G and 1.1 ≤
C < 1.21 for network and |BLOS|/µ ≥ 75 G and C ≥ 1.21 for plage. The threshold for
the plage in Ca II K images is the same as the one in Sect. 4.2 for CT. The threshold
for the network in the magnetograms of 20 G is roughly 3 times the noise level in HMI
magnetograms. The threshold of plage for the magnetograms and the one for the network
for Ca II K images were adapted to minimise the differences between the disc fractions
calculated in the magnetograms and Ca II K images. Figure 5.3a) (b)) shows the derived
mask of Rome/PSPT Ca II K (SDO/HMI magnetogram) with this segmentation method
on the image shown in 5.1c) (a)). Plage regions are shown in red, network in green and
QS in blue.
Figure 5.4 displays examples of insets of one active and one quiet region from the
observations shown in Fig. 5.1. Also plotted are the corresponding masks of plage and
network combined, illustrating that the bright features in the Ca II K images belong to
magnetic regions and network in the magnetograms. The ARs appear slightly smaller
and show smaller-scale features in the magnetograms than in the Ca II K data. This can
occur for a variety of reasons. The flux tubes comprising the ARs expand with height in
the solar atmosphere, therefore the ARs are expected to be more extended. Other possi-
ble reasons include lower spatial resolution and seeing effects due to Earth’s atmosphere
that are smearing the features in the Ca II K observations. However, these effects should
be minimised after the degrading we applied to the magnetograms. The choice of the
segmentation thresholds has an effect as well, if they are not consistent between the mag-
netograms and Ca II K images. We evaluated a variety of threshold combinations, but we
were unable to match better the AR areas in the two observations without introducing even
smaller scale features in the magnetograms. Therefore, we consider that the differences
are mostly due to the expansion of the flux tubes.
The second method is similar to that used by Harvey and White (1999). With this
method we aim at isolating individual activity clusters (which may be composed of mul-




Figure 5.3: Segmentation masks of bright magnetic features derived with the two methods
applied in our study for observations shown in Fig. 5.1. (a)) Mask of Ca II K image and
(b)) magnetogram showing plage (red), network (green), and QS (blue). (c)) Mask of
magnetogram aiming at isolating individual activity clusters, shown with different colours
and the QS in blue. The masks are shown prior to the exclusion of the sunspot regions.
magnetic field strength and the Ca II K contrast varies among features of different sizes
and locations on the disc. We apply a low pass-filter with a 50 pixel window width to the
degraded magnetogram and a constant threshold of |BLOS|/µ = 15 G to isolate individual
magnetic regions. Contiguous pixels are grouped together, and all isolated regions are
considered as separate clusters. We also apply a 50 pixel threshold in the size of the clus-
ters. Pixels not being assigned to any cluster are categorised as QS, though they include
the network as well. Figure 5.3c) shows the mask derived with this segmentation method
on the image shown in Fig. 5.1a). The different features are shown with different colours,
while the QS is shown in blue.
In our analysis we exclude all pixels with µ < 0.14 (outermost 0.01 of the solar radius)
to restrict errors due to projection effects. Finally, the sunspot regions were excluded from
all masks as described in Sect. 5.2.2.
5.3 Results
5.3.1 Physical relationship
We start by considering the data without the corrections for stray-light and without per-
forming any segmentation other than excluding the sunspot regions. We take pairs of
pixels from all the available degraded magnetograms and the corresponding Ca II K ob-
servations for all disc locations with µ > 0.14. Figure 5.5 shows the relation between the
Ca II K brightness and |BLOS|/µ for all pairs of the degraded magnetograms and corre-
sponding Ca II K images considered in our study. Each dot represents one pair of pixels.
The Spearman correlation coefficient between |BLOS|/µ and Ca II K contrast supports
a monotonous relationship. The coefficient obtained for individual images is on average
ρ = 0.60, while it is ρ = 0.98 for all pixels from all data. The significance level is zero
with double-precision accuracy, implying a highly significant correlation.
Figure 5.5 shows that the Ca II K contrast increases with increasing magnetic field
strength, but tends to saturate at high |BLOS|/µ. The purple curve in Fig. 5.5 is a run-
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ning mean over |BLOS|/µ values. It suggests that the relation saturates at around 400 G.
However, binning the data over the Ca II K contrast values (light blue curve), suggests a
somewhat different relation. Attenuation bias due to errors in the independent variable in
each case can cause these relations to skew compared to the true relationship. The choice
of the quantity over which the binning is performed affects the exact form of the relation
between the magnetic field strength and the Ca II K intensity. Therefore, we also per-
form the fit on the bisector between the binned curves assuming each of the two different
quantities as independent variables (yellow curve).
In order to find the best relation describing the data, we considered three different
functions: a) a power law with an offset (PF) as commonly used in the literature (e.g.
Schrijver et al. 1989, Harvey and White 1999, Ortiz and Rast 2005, Rezaei et al. 2007,
Loukitcheva et al. 2009); b) a logarithm (LFL) as proposed by Kahil et al. (2017); and
c) a power law function of the logarithm of |BLOS|/µ (PFL). These three functions can be
described by the following equation:
C = a1 + a2xa3 , (5.1)
where x = |BLOS|/µ for PF, and x = log (|BLOS|/µ) for PFL and LFL (with a3 being 1 for
LFL). We perform these fits on the bisector of the two running means based on all selected
pixel pairs from all images, where |BLOS|/µ > 20 G. However, just for comparisons we
also perform the fits on the curve derived by binning the data in |BLOS|/µ intervals, we
refer to these fit as PF∗, PFL∗, and LFL∗. Table 5.2 lists the derived parameters. Both
PF and PFL give low values for χ2, being ' 0.03 and ' 0.01, respectively. The fit is not
satisfactory for the LFL which gives χ2 ' 3.31.
The fits with the three tested functions are also shown in Fig. 5.5. PF and PFL
closely follow each other up to about 400 G, but slightly diverge at higher magnetic field
strengths, with PFL following the binned curve more closely. They also differ in the
extrapolated region for |BLOS|/µ < 20 G, with PFL giving higher contrasts. However, the
differences between the two curves are minute. LFL fails to reproduce the binned curve
for low magnetic fields, but follows the curve binned over |BLOS|/µ at high magnetic field
strengths.
The exponent derived for PF is consistent with those obtained by Schrijver et al.
(1989), Harvey and White (1999), Ortiz and Rast (2005) favouring an exponent of 0.6,
0.69, 0.65, respectively for all bright features considered. This value is higher than those
derived by Rezaei et al. (2007), Loukitcheva et al. (2009) and Vogler et al. (2005). The
difference to the results by Loukitcheva et al. (2009) (exponent of 0.31) can potentially be
explained by the different threshold in the magnetic field strength used by the two stud-
ies. Loukitcheva et al. (2009) used a threshold of 1.5 G, and showed that the exponent
increases to roughly 0.6 if a threshold of 20 G is used. The same stands for Rezaei et al.
(2007) who found the exponent to increase to 0.51 when the threshold was 20 G. Our
results for LFL differ from those presented by Kahil et al. (2017): a1 = 0.29 ± 0.003 and
a2 = 0.51 ± 0.004 for |BLOS|/µ > 50 G in Ca II H data. The differences can be due to
different atmospheric heights sampled in the analysed data, as well as due to the lower
spatial resolution of the observations used here compared to those used by Kahil et al.
(2017). Thus, LFL might be not an appropriate function for the data we use here.
We also studied how these results depend on the |BLOS|/µ threshold applied. Figure
5.6 shows the parameters derived by applying all three functions to the data shown in Fig.
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Table 5.2: Parameters of the three fit functions (Eq. 5.1) to all pixel pairs of all degraded
magnetograms and Ca II K observations (as described in Sect. 5.3.1). Also listed are
the χ2 of the fits. Also listed are the results of the fits of the three functions to the curve
derived after binning in |BLOS|/µ.
Function x a1 a2 a3 χ2
PF |BLOS|/µ 1.004 ± 0.004 0.014 ± 0.001 0.67 ± 0.01 0.03
PFL log (|BLOS|/µ) 1.064 ± 0.002 0.015 ± 0.001 3.93 ± 0.06 0.01
LFL log (|BLOS|/µ) 0.622 ± 0.003 0.347 ± 0.002 1.00 3.31
PF∗ |BLOS|/µ 0.995 ± 0.001 0.015 ± 0.001 0.62 ± 0.01 0.03
PFL∗ log (|BLOS|/µ) 1.089 ± 0.001 0.035 ± 0.001 2.84 ± 0.01 0.14
LFL∗ log (|BLOS|/µ) 0.980 ± 0.001 0.105 ± 0.001 1.00 4.31
5.5 and varying the threshold in |BLOS|/µ between 1 and 50 G. For PF and PFL we show
only the exponents, though the other parameters of the tested functions are affected as
well. The exponents for PF and PFL reach a plateau after a threshold of ∼8 and ∼18 G,
respectively, and after that they tend to slightly decrease. The two parameters of LFL show
opposite behaviours: a1 is constantly decreasing, while a2 is increasing over the range of
thresholds considered here. The curves derived with PF and PFL show a stable behaviour
for thresholds greater than ∼8 and ∼18 G, respectively showing that the differences in the
exponents are due to compensation in the other parameters of the fit. The PFL exponents
are more stable against the choice of the |BLOS|/µ threshold.
5.3.2 Exponents over time and different µ positions
We also study if the exponents of the fits change with the activity level and the position
on the disc. To understand the change with time we performed the fits to every image
separately first for all pixels with µ > 0.14, and then for the plage and network regions
separately, as defined with the first segmentation method. To study the variation of the
exponent we fixed a1 and a2 for the PF and PFL fits to the values derived in Sect. 5.3.1
and are listed in Table 5.2. The parameters were let free for LFL though. Figure 5.7
shows the coefficients of the fits as a function of time. The resulting exponents for PF
and PFL depend on the type of feature and are slightly higher for plage than the network.
Performing the fit to all pixels on the disc with µ > 0.14 and each image separately, we
find an average exponent of 0.66 ± 0.01 and 3.9 ± 0.1 for PF and PFL, respectively. The
average parameters for LFL are a1 = 0.64 ± 0.06 and a2 = 0.33 ± 0.04. The errors are
the 1σ intervals among all the daily calculated values. These values agree within the 1σ
uncertainty level with those we derived in Sect. 5.3.1 for all three functions. As seen in
Fig. 5.7 the scatter of the resulting exponents is such that within the limits of the current
analysis, we see no evidence that the relationship between |BLOS|/µ and Ca II K intensity
varies over the solar cycle. We notice exactly the same behaviour for the plage component
for PF and PFL. There are some changes in the network component that result in higher
exponents for the low activity period in 2010 for PF and PFL, but they are still constant
in time within the derived uncertainties. Harvey and White (1999) analysed data from
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three observatories and segmented the features into 4 sub-categories. Their exponent for
the feature class they term enhanced network is higher than the one we derived here for
network or plage. For all other feature classes the results of Harvey and White (1999)
for Kitt Peak data are consistent with ours, favouring exponents of 0.62–0.73. However,
their analysis for data from Sacramento Peak or Big Bear Solar Observatory returns lower
exponents (0.47–0.58).
We have also studied the dependence of the relationship on the heliocentric angle.
Figure 5.8 shows the coefficients of the various features as a function of their position
on the solar disc. We considered 10 concentric annuli of equal area covering the solar
disc up to µ = 0.14. The mean values of the exponents computed over the various an-
nuli slightly decrease towards the limb, but their standard deviation increases so that the
exponents do not show any significant variation with the position on the disc (within the
1σ uncertainty). In particular, the relative difference between the average value of the
exponents within the innermost and outermost annuli for PF (PFL) is 6% (10%). The
same behaviour is seen even when network and plage regions are considered separately.
Our finding of such a small CLV of the computed exponents supports the assumption that
these are mainly vertical magnetic fields that lead to the Ca II K excess brightness.
5.3.3 Exponents for individual activity clusters
To test if the results are the same for individual activity clusters, we segmented the images
with the second method and repeated fitting the three tested functions to each individual
cluster separately. We also considered the QS (including the network) separately. Figure
5.9 shows the Ca II K contrast plotted against |BLOS|/µ for the images shown in Fig. 5.1.
The individual pixels lying within the patches identified as an activity cluster with the
second segmentation method are shown with coloured dots. Figures 5.10 and 5.11 show
scatter plots for the same images, but now including only the pixels corresponding to
activity clusters and QS, respectively. The binned curves from different activity clusters
are in agreement with each other, with the exception of one cluster. However, this cluster
is very small in size and the statistics are worse than for the other clusters. The relation
shown by QS regions shows a smaller slope than the one obtained for active regions.
However, this is probably due to a much lower number of QS and network pixels with
strong magnetic fields resolved in the analysed SDO/HMI degraded data.
Results for different clusters agree well with each other within the accuracy of the fit.
Table 5.3 lists the results for each cluster for observations taken in June 2014 (close to the
maximum of cycle 24). Averaging all exponents derived for clusters (QS and network)
from all images give on average the values of 0.67 ± 0.03 (0.64 ± 0.01), and 3.9 ± 0.2
(3.7 ± 0.1), for PF and PFL respectively. The exponents derived here are in agreement
with those derived in the previous subsections. We find no dependence on µ for the derived
exponents with this segmentation method either.
Figure 5.12 shows the exponents derived with PF (red) and PFL (blue) as a function
of the disc fraction of the clusters. We see no dependence of the exponent on the feature
size, however the uncertainty of the derived parameters is obviously higher for smaller
features. This happens because of poorer statistics. Also localised effects of potential











Figure 5.4: Magnified 400×400 arcsec2 parts of the images shown in Fig. 5.1 for a
network (left) and a faculae region (right). SDO/HMI unsigned (and spatially degraded)
magnetogram (a), b)); Rome/PSPT Ca II K (c), d)), and their segmentation masks derived
with constant thresholds (e), f)) from the magnetograms and (g), h)) from the Ca II K
images. The magnetograms are saturated in the range [-300,300] G (the negative value
was chosen merely to improve visibility of the pixels), while the Ca II K observations in
the range [0.5,1.6] (the QS has the average value of 1).
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Figure 5.5: Ca II K contrast plotted against the unsigned line-of-sight magnetic flux den-
sity divided by µ (|BLOS|/µ) for all pixel pairs (excluding sunspots) in all available images
(black dots). Curves show 5000-point running means (over |BLOS|/µ in purple, over C in
light blue, and their average in yellow), as well as power law function (PF, red), power
law function of log (|BLOS|/µ) (PFL, blue) and logarithmic function (LFL, green) fits on
the bisector between the binned curves assuming each of the two different quantities as







Figure 5.6: Parameters of the fits (Eq. 5.1) as a function of the threshold in |BLOS|/µ,
derived for the whole disc for PF (a)), PFL (b)), and LFL (c),d)) fits. The dotted line in
each panel is the best fit parameter derived with the threshold of (|BLOS|/µ) = 20 G.
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Figure 5.7: Parameters of the fits (Eq. 5.1) as a function of time, derived for the whole disc
for all bright features (black), as well as for the network (blue), and plage (red) separately,
for PF (a)), PFL (b)), and LFL (c),d)) fits. The dashed lines connect the median values
obtained from all analysed images within a given year, while the dotted lines mark the







Figure 5.8: Parameters of the fits (Eq. 5.1) as a function of µ, derived for 10 annuli of
equal area for all bright features (black), as well as for the network (blue), and plage (red)
separately, for PF (a)), PFL (b)), and LFL (c),d)). Results for the network are shown in
the middle of the µ interval they represent, while the others are slightly shifted in µ to
improve the clarity of the plot. The dotted lines mark the values of the best fit parameters
derived in Sect. 5.3.1
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Figure 5.9: Ca II K contrast plotted against |BLOS|/µ for all individual activity clusters
identified with the second method in observations shown in Fig. 5.1 (coloured dots).
Each cluster is shown with the same colour as in Fig. 5.3c). The yellow curve is the
bisector of 50-point running mean curves assuming each of the two different quantities as
independent variables independently of clusters. Also shown are the PF fit (red), PFL fit
(blue), and LFL (green) fits.
Figure 5.10: Ca II K contrast plotted against |BLOS|/µ for all activity clusters identified
with the second method in observations shown in Fig. 5.1. The coloured curves are 50-




Figure 5.11: Ca II K contrast plotted against |BLOS|/µ for all QS and network regions
identified with the second method in observations shown in Fig. 5.1. Shown also are
50-point running means for the QS (blue) and all (yellow) regions.
Figure 5.12: Exponents of the PF (red) and PFL (blue) fits as a function of size for indi-
vidual activity clusters. The shaded areas denote the 1σ error in the fit parameters.
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5.3.4 Reconstructing unsigned magnetograms from Ca II K images
In the previous sections we showed that the exponents of the functions tested in our study
remained constant in time and did not depend on µ. This allows us to reconstruct pseudo-
magnetograms from the full-disc Ca II K observations simply by using of the derived
parameters. We investigate the accuracy of such process by comparing the reconstructed
magnetograms to the original magnetograms. Applied to earlier Ca II K observations,
this approach would allow a reconstruction of magnetograms back to the beginning of the
20th century.
We use the Ca II K observations and apply on them the 3 tested relations with their re-
spective best fit parameters derived in Sect. 5.3.1 and listed in Table 5.2. Here we also use
PF∗ to reconstruct magnetograms in order to compare the results with the PF. The pixels
with C ≤ 1 are set to 0 G. We thus produce four synthetic magnetograms from each Ca II
K observation. This approach suffers from the limitation that it does not allow the polar-
ity of the magnetic field to be recovered. However, this is not a problem for a number of
studies and applications, e.g. irradiance reconstructions, where the models do not require
the polarity of the bright features. Figures 5.13 and 5.14 show examples of reconstructed
magnetograms for an active and a quiet day using the PFL on the Rome/PSPT Ca II K
(panel a)) and the corresponding SDO/HMI magnetogram (panel b)), as well as the pixel
by pixel absolute differences between the reconstructed and the original magnetograms by
using PF (panel c)), PFL (panel d)), LFL (panel e)), and PF∗ (panel f)). Prior to getting the
differences, the original and reconstructed magnetograms were multiplied with µ, so that
the compared quantity is |B| and not |B|/µ. In this reconstruction we only made use of the
information we get from the Ca II K image to identify the regions on which we apply the
relation obtained in Sect. 5.3.1. This means that we are not identifying the sunspots accu-
rately and their immediate surroundings are the regions with the highest errors, reaching
differences of up to ∼ 1000 G. These regions have been masked out in Fig. 5.13 and the
errors reported in the plots do not include sunspots. Furthermore, we consider only the
regions with |BLOS|/µ ≥ 20 G in the original (and degraded) magnetogram to calculate
the differences. Comparing the errors between the reconstructed and the original mag-
netograms after excluding the immediate surroundings of sunspots we get similar errors
for both PF and PFL. In particular we find absolute differences with RMS ' 30 G and
RMS ' 20 G for the active and quiet day, respectively for both PF and PFL. We discern
no significant difference between these two reconstructed magnetograms. The differences
for the quiet day show that we slightly underestimate the weak fields. The differences for
the LFL reach up to 2500 G on plage regions. These high errors arise due to the fact that
there are numerous very bright pixels in the Ca II K observations that would correspond
to very strong fields in this case, as the fitted curve increases very slowly. This is a prob-
lem encompassed by reconstructions that use a relation derived from a fit with binning in
|BLOS|/µ. We also show the differences for PF∗, that has been commonly used in the liter-
ature. In this case, the errors are slightly higher than for PF or PFL, but the errors with PF,
PFL, and PF∗ are comparable with each other. Figure 5.15 shows scatter plots between
the four reconstructed magnetograms and the original one for the active day. The recon-
structed magnetograms with PF and PFL show the best correspondence. The one with
LFL and that with the result of PF∗ tend to overestimate the magnetic field. Figure 5.16
shows the pixel by pixel RMS differences between the original and the reconstructed mag-
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netograms obtained using the derived best fit parameters of the three functions we tested,
without masking the surroundings of the sunspots this time. Figure 5.16 reveals that the
RMS differences remain less than 100 G for all unsigned magnetograms reconstructed
with the PF and PFL, but reach 500 G for LFL.
We now check how good the regions in the reconstructed magnetograms correspond
to magnetic regions and network in the original magnetograms. For this, we derive the
disc fractions covered by features with the first segmentation method applying constant
thresholds on contrast in the Rome/PSPT and constant thresholds on |BLOS|/µ in the orig-
inal SDO/HMI and reconstructed images, respectively. The disc fractions derived from
the original (and degraded) magnetograms and the reconstructed ones from all three func-
tions are shown in Fig. 5.17. We also show separately the disc fractions derived from the
original-sized and smoothed SDO/HMI magnetograms. When doing so we use the same
degraded parameters for both cases. Figure 5.18 shows the residual disc fractions with
respect to the ones derived from the degraded magnetograms. There is a good agreement
between the five series, with correlation coefficient of 0.98 for all |BLOS|/µ ranges. For all
feature classes the difference of the disc fractions derived from degraded magnetograms
and Rome/PSPT (original-sized magnetograms) are on average 0.3% (0.8%) and are al-
ways below 1.3% (1.8%). The differences between the degraded magnetograms and the
reconstructed ones with PF (PFL) fits are on average 1.0% (0.8%) and are always below
2.3% (2.0%). We notice that the reconstructed magnetograms exhibit higher disc fractions
for network by ∼1%.
We have calculated the total flux from the reconstructed and the original magne-
tograms; results are plotted in Fig. 5.19 for the same |BLOS|/µ ranges as in Fig. 5.17.
The day by day correlation coefficients between the total flux in the original and the re-
constructed magnetograms with both PF and PFL fits is 0.98 for all bright features and
remains at similar levels for plage and network. We notice that the slightly higher network
disc fractions result in an almost constant offset in the total flux of the network compo-
nents. The total flux in the degraded magnetograms is reduced compared to that from the
original-sized magnetograms, which is consistent with the results of Krivova and Solanki
(2004a).
5.4 Discussion
In Sect. 5.2.2 we mentioned that we had to re-align Ca II K images to match the mag-
netograms. Here we present results obtained by testing the sensitivity of our results to
potential misalignment of the images. We repeated our analysis by using Rome/PSPT
images shifted by a random number of pixels, in both the x and y direction, with respect
to the data considered in Sect. 5.3 and compared results with findings reported there. We
used offsets up to 9 pixels and performed 100 computations for each value. Figure 5.20
shows the relative difference of the derived exponents on the images with the offsets to the
original ones. We show the errors for the exponents derived for PF and PFL separately.
With offsets up to 9 pixels, the errors for the derived parameters with PF (PFL) remain
below 8% (12%), while they are less than 5% (7%) and 2% (3%) for 5 and 1 pixel offsets,
respectively. We notice that errors due to the offsets are higher during low activity periods,










Figure 5.13: Magnetogram reconstructed from the Ca II K image taken on 01/04/2011
using the average parameters for PFL (a)), SDO/HMI magnetogram on the same day (b))
(both are saturated at 200 G), difference between the reconstructed magnetogram from
Ca II K data and original SDO/HMI magnetogram with PF (c)), PFL (d)), LFL (e)), and
PF if the fit was performed on the binned data over |BLOS|/µ (f)). The RMS, mean, mean
absolute, and maximum absolute relative differences are listed under each panel (c)-f)).
As described in Sect. 5.2.2, we removed the polarity information prior to resizing
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Figure 5.14: Magnetogram reconstructed from the Ca II K image taken on 07/06/2010
using the average parameters for PFL (a)), SDO/HMI magnetogram on the same day (b))
(both are saturated at 100 G), difference between the reconstructed magnetogram from
Ca II K data and original SDO/HMI magnetogram with PF (c)), PFL (d)), LFL (e)), and
PF if the fit was performed on the binned data over |BLOS|/µ (f)). The RMS, mean, mean
absolute, and maximum absolute relative differences are listed under each panel (c)-f)).







Figure 5.15: Scatter plots between original (degraded) magnetograms and those recon-
structed from the Ca II K image taken on 01/04/2011 using the average parameters for PF
(a)), PFL (b)) LFL (c)), and PF if the fit was performed on the binned curve over |BLOS|/µ
(d)). The yellow line has a slope of unity. The axes are shown in the range from the
original magnetogram.
independently of their polarity. If we resized signed magnetic maps, the magnetic flux
of opposite polarities would have been cancelled out when falling into the same new
bin, and bright Ca II pixels would be related to pixels with rather low magnetic field
strengths. Here we investigate how the results change if the polarity removal is done
after the resizing. Figure 5.21 shows the fraction of all pixels unaffected in each image,
as well as the fraction of the affected pixels that are isolated or have |BLOS|/µ < 20 G.
The fraction of pixels affected within an image is between 2% and 7%, while 84% of all
these are isolated pixels. Furthermore, 71% of these pixels have values less than 20 G in
the original magnetogram, and are thus below the noise threshold. We find on average
a difference of 15 G (RMS of 36 G) between the values of the resized magnetograms if
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Figure 5.16: RMS pixel by pixel differences in G between the original magnetograms
and the reconstructed ones using the parameters (listed in Table 5.2) derived from the PF
(red), PFL (blue), and LFL (green) fits.
the polarity was removed prior or after the resizing for all pixels within µ > 0.14. Figure
5.22 shows the ratio of the total flux in the magnetograms with the polarity removed prior
and after the resizing. We find on average Φabr/Φaar ' 1.008, but exceed 1.04 for two
observations during low activity periods. Therefore, we find that removing the polarity
before or after the resizing does not affect our results in a significant way.
It is worth noting that the accurate computation of the CLV for the Rome/PSPT Ca
II K and red continuum data and SDO/HMI continuum images is critical for this kind
of analyses. Any residual effects of limb darkening could introduce artificial trends into
the derived fits. This would affect mostly the CLV of the relation, but can also introduce
artefacts if bright regions were not accurately disentangled from the CLV. The accuracy of
the processes has been extensively discussed in Sect. 3.3 and was found to be satisfactory,
with an average error in the contrast images being less than 0.6%.
We have also studied the effect of the stray-light on our results. For this, we have
repeated the same analysis on images that have been corrected for stray light (see Sect.
5.2.3). Since these images have a higher contrast, the segmentation parameters for dif-
ferent features had to be adapted (increased by 0.02 in contrast and 10 G). Otherwise the
process that we applied was exactly the same. Figure 5.23 is similar to Fig. 5.5, but
now for the stray-light corrected data. The scatter in Ca II K contrast is higher. Quali-
tatively, our results remain unchanged, with almost constant exponents over the disc and
time. Also, quantitatively, the values of the exponents are almost the same, with best fit
parameters 0.65±0.01 and 3.89±0.08 for PF and PFL respectively. Figures 5.24 and 5.25
show the exponents as a function of time and µ, respectively, derived from the analysis of
stray-light corrected data.
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Figure 5.17: Disc fractions of magnetic features derived from SDO/HMI observations
(original and reduced spatial resolution in yellow and black, respectively), Rome/PSPT
Ca II K images (green), and reconstructed magnetograms with PF (red) and PFL (blue).
Each panel corresponds to different features (as marked in each panel) identified with the
first segmentation method, while the bottom panel is for all features together.
Pevtsov et al. (2016) claim that Ca II contrast images are unreliable proxies for the
magnetic flux due to the large scatter between Ca II K brightness and the magnetic flux
they found. Furthermore, the scatter plot they show implies a reversal of the relationship
at higher magnetic fluxes. However, it should be noted that the data they analysed are of
significantly lower quality than the ones we used. Moreover, their reported reversal of the
relation at high magnetic fluxes is perfectly consistent with the inclusion of sunspots in
their analysis. Inclusion of sunspots explains the lack of correlation reported by Pevtsov
et al. (2016) also for Ca II 854.2 nm observations.
5.5 Summary and conclusions
We analysed the relation between the excess Ca II K emission and the magnetic field
strength. For this, we used 131 sets of co-aligned near-co-temporal SDO/HMI magne-
togram/continuum observations and Rome/PSPT observations taken in the core of the Ca
II K line and in the red continuum. We confirm the existence of a close relation between
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Figure 5.18: Difference between the disc fraction of magnetic features derived
from SDO/HMI observations with reduced spatial resolution and Rome/PSPT (green),
SDO/HMI (original spatial resolution in yellow), reconstructed magnetograms with PF
(red), and PFL (blue). Each panel corresponds to different features (as marked in each
panel) identified with the first segmentation method, while the bottom panel is for all
features together. The dashed horizontal lines are for a difference of 0.
the excess Ca II K emission and the magnetic field strength. We fit the relation between
the Ca II K intensity and the vertical component of the magnetic field (|BLOS|/µ) with a
power law function of the logarithm of |BLOS|/µ with an offset, and test it against a power
law function and a logarithmic function of |BLOS|/µ that have been presented in the lit-
erature. The parameters we derived for the power law function are consistent with those
presented in the literature. The results for a power law function are also very similar
to those derived with power law function of the logarithm of |BLOS|/µ. A logarithmic
function is found to be not representative of bright features in Ca II K images.
The observations analysed here greatly extend the sample of studied data with respect
to other studies. In particular, we examined a greater amount and higher quality data
than has been done before for such studies. The data are spanning half a solar cycle,
and for this time-scale we report no significant variation of the exponents with time. We
find no variation of the exponents over the disc positions up to µ = 0.14. The results
for the exponents remain the same if stray-light is taken into account. The constancy of
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Figure 5.19: Total flux in Mx of active features derived from the magnetograms (yellow
circles for the original and black plus signs for the reduced spatial resolution ones) and
from the unsigned magnetograms reconstructed from Ca II K observations with PF (red
triangles) and PFL (blue rhombuses). Each of the upper two panels corresponds to a
different type of features (as listed in the panels) identified with the first segmentation
method, while the bottom panel is for all features together. The dashed lines connect the
annual median values.
the exponents in time and µ suggests that maps of the unsigned LOS magnetic field can
be reconstructed from Ca II K observations with merely the knowledge of the exponent
derived here. If other data are also used, for instance sunspot measurements, it might be
possible to recover the polarity of the ARs as well. Having studied this relation for almost
the entire disc, up to µ = 0.14 or 0.99R makes this study more applicable to stellar work
than most earlier investigations.
In conclusion, we show that it is possible to use Ca II K observations to reconstruct
magnetograms of the Sun, however without information on the polarity of the field. The
total magnetic flux in the original magnetograms and in those reconstructed from the
corresponding Ca II K observations agree very well with the correlation factor of 0.98
for the daily values. This means that historical Ca II K spectroheliograms, when properly
processed and calibrated, can be used to extend the series of magnetograms throughout
the whole 20th century.
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a)
b)
Figure 5.20: Colour-coded relative errors in the exponent derived with PF (a)) and PFL
(b)) due to random offsets in position of the Ca II K image. Each Ca II K image was
randomly shifted in both x and y directions up to 9 pixels. The boxes give the average
error after 100 realisations. The y axis gives the value of the maximum possible offset
in any direction. The x axis indicates the analysed images ordered by date covering the
period 2010–2016.
Figure 5.21: Fraction of pixels per image unaffected by flux cancellation due to resizing
(blue). Also shown is the fraction of the affected pixels with |BLOS|/µ < 20 G (black) and
the fraction of these pixels that are isolated pixels (red).
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Figure 5.22: Ratio of total magnetic flux measured in the magnetograms where the polar-
ity was removed prior and after the resizing.
Figure 5.23: Same as Fig. 5.5 but for stray-light corrected data.
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Figure 5.24: Same as Fig. 5.7 but for stray light corrected images.
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Figure 5.25: Same as Fig. 5.8 but for stray light corrected images.
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6 Group sunspot number series
*This chapter is based on a published journal article (Usoskin et al. 2016b).
6.1 Introduction
This chapter describes our analysis of the historical sunspot number observations. We
start (Sect. 6.1.1) with an overview of the available sunspot observations and the earlier
attempts to produce a homogeneous series from them. We also discuss problems affecting
these previous reconstructions. In Sect. 6.2, we study the dependence of the sunspot size
on the activity level and the relationship between the records by two individual observers
with different acuities.
6.1.1 Sunspot observations
Sunspots are the most observed feature among all the various solar surface magnetic phe-
nomena. Since 1610 the number of sunspots on the solar disc has been primarily recorded
with telescopes, but observations have also been made with the naked eye or a camera ob-
scura.
Observations of sunspots with the naked eye are possible if the solar brightness is
diminished, by for example fog or smoke. There have been many reports of spots in an-
cient literature, with possibly the oldest one dating back to 350 BC in ancient Greece by
Theophrastus (Hardy 1991). However the majority of such records come from south-east
Asia. The records of naked eye sightings mostly consist of vague statements mentioning
the existence of spots on the sun rather than accurately quantifying their number or size.
Furthermore, the very low frequency of the recovered observations make a proper cali-
bration impossible. Wittmann and Xu (1987), Yau and Stephenson (1988), Stephenson
(1990) compiled a dataset with such data covering the period 165 BC – 1918 AD. Figure
6.1 shows the recovered naked-eye observations with decadal cadence and illustrates the
small amount of available data and the large gaps without any observation.
The available observations with a camera obscura are rather limited too. Kepler re-
ported the first known viewing of a sunspot in 1607 (Vaquero 2007) with a camera ob-
scura. However, the oldest drawing of the sun using a camera obscura dates back to 1544
(Gemma Frisius et al. 1545) showing no sunspots on the solar disc. Absence of sunspots
in the reports before the 1600s could be explained by the lower activity level of the Sun
(Spörer minimum). It is possible though that sunspots were there, but not reported due to
the fact that observations were mainly made during eclipses or because of the limited ob-
serving capabilities of the camera obscuras. Observations with camera obscura continued
until the middle of the 18th century.
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Figure 6.1: Naked eye observations of sunspots. Taken from Vaquero and Vázquez (2009)
as adapted from Yau and Stephenson (1988).
With the invention of the telescope in 1610, there have been more regular observations
of the Sun. The use of a telescope enabled smaller and finer structures to be seen than
was possible before. The data that survived are either in the form of documentation of the
observations, stating what was seen by observers on the disc, or drawings. More recently
photographs in white light have been used as well. The drawings and photographs allow
for a complete recalculation of the series carrying information on locations and areas of
the spots as well. The documentations in some cases still include vague statements and
mainly give information for the groups.
There have been three major attempts to compile a single homogeneous database with
sunspot number data. The first one was done by Wolf in 1849 (Wolf 1850), who along
with his own observations also started gathering up those from Schwabe, Staudacher, and
Flaugergues. Wolf’s database was maintained and updated at the Zurich observatory and
extended with more recent observations. Hoyt and Schatten (1998) updated this database
and extended it back to 1610 including only the data for the counts of sunspot groups.
However various typos and questionable values were found in this database which led to
the more recent major revision by Vaquero et al. (2016). In this database, all ambiguous
values were removed, and various newly-found observers were added. This database
includes 1,052,413 daily values from 738 different observers covering the period 1610
– 2010. The majority of these observers were located in Europe. Figure 6.2 shows the
number of days with sunspot records per decade in the Hoyt and Schatten (1998, grey)
and Vaquero et al. (2016, black) databases. One can see that there is almost full coverage
after 1800s, but earlier data are more scarce. The scarcity of sunspot data around 1790
gave rise to the debate as to whether a solar cycle was lost and cycle 4 is actually 2 solar
cycles (Usoskin et al. 2001, 2002, 2003a,b, 2009, Krivova et al. 2002, Arlt 2008, Zolotova
and Ponyavin 2011, Karoff et al. 2015, Owens et al. 2015).
All these observations have been carried out by various people, with different instru-
ments, at various locations, and did not always aim at counting spots (e.g., meridian
observations of the Sun or eclipse observations). There are large gaps within the series
of individual observers, leaving the observations after 1739 disconnected to the earlier
ones, and many series do not directly overlap with others. Even for the same observer,
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the quality of the record may vary with time as a result of gaining experience, the ageing
of the observer (e.g. deterioration of eyesight) or the varying conditions at the observing
location (e.g. seeing).
6.1.2 Sunspot classification schemes
Grouping of sunspots was performed rather arbitrarily for most of the available database.
In an attempt to make the process more consistent, three different classification schemes
were suggested.
The first one was devised by Waldmeier (1939). This scheme identified 9 different
stages in the life of a sunspot group, and the groups were assigned a letter depending
on which stage they were at. Figure 6.3 shows the different classes of sunspots, usu-
ally referred to as Zürich classes. Following the evolutionary track of a group affects the
grouping. Newly emerged small spots near other spots would be considered as a separate
group, that otherwise would have been counted as one group. Furthermore, Waldmeier
introduced a group weighting scheme based on the size of the spots (Cortesi et al. 2016,
Svalgaard et al. 2017). Adopting this scheme would increase the counts of the observers.
However, it is unclear when Waldmeier started using this scheme, and it is also ambigu-
ous as to whether other observers adopted it too. Therefore the adoption or not of the
Waldmeier scheme would introduce another discordance between the various series.
A different classification scheme was proposed by McIntosh (1981, 1990), shown in
Fig. 6.4. In this scheme each group is assigned three letters, the first is a modified version
of the Zürich classes (G, J classes were dropped), the second describes the type of the
penumbra (size and symmetry), while the third depends on how compact the group is.
Yet another classification scheme was used at Mt Wilson observatory. It is based
on the magnetic properties of the sunspot groups (Notes from Mt Wilson observatory
1947). The spot groups are divided into three classes, as unipolar (α), bipolar (β), and
complex (γ). Subcategories of bipolar regions exist based on size comparison between
the following and preceding spot. For the unipolar groups the subcategories define if the
spot came from a decaying bipolar group and if it was the following or preceding one.
6.1.3 Sunspot number series
A number of composite series have been produced by cross-calibration of the available
sunspot (group) number data. Here we give an overview of the different series that have
been produced either by calibrating existing data or with extrapolation.
The first series was compiled by Rudolf Wolf from Zürich who introduced the Wolf
sunspot number (WSN) in 1848 (Wolf 1850, continued and updated as the international
sunspot number, ISN), given by the formula
Rs = k(10 G + S ), (6.1)
where k is a constant factor to normalize the different observers with each other, S the
number of sunspots, and G the number of sunspot groups. The observations of Wolf were
chosen as the reference. Data from only one observer were kept for each day, giving prior-
ity to those from the chosen primary observer, ignoring all other available data. Data from
the secondary, tertiary, etc., observer were used, if none were available from the primary
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Figure 6.2: Number of days with sunspot records per decade in the Hoyt and Schatten
(1998, grey) and Vaquero et al. (2016, black) databases. Taken from Vaquero et al. (2016).
Figure 6.3: The different classes of sunspot groups as introduced by Waldmeier (1939).
The scale at the lower part of the figure is in degrees of heliographic longitude. Taken
from Svalgaard and Schatten (2016).
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Figure 6.4: The different classes of sunspot groups as introduced by McIntosh (1990).
Taken from McIntosh (1990).
observer. Wolf would not count small and short-lived sunspots that had no penumbra, or
would not separate sunspots if they were surrounded by the same penumbra (Clette et al.
2014). These criteria were dropped when Wolfer became the primary observer in Zürich
and a scaling factor of 0.6 was used for the data after 1882 to equalize them with the older
observations. This series comprises annual values back to 1700, monthly values back to
1749, and daily values back to 1818.
Since 1981 the WSN/ISN series is synthesized by the Royal Observatory of Belgium
(Clette et al. 2007), adapted to include all available observers for each day, not only the
primary one. The WSN/ISN series was updated as version 2.0 in 2015 by changing the
reference to that of Wolfer (dropping the 0.6 factor) and correcting for some proposed
inhomogeneities (Clette and Lefèvre 2016).
Since 1944 another SN series has been maintained by the American association of
variable star observers (AAVSO), commonly referred to as the American index (Shapley
1946, Taylor 1985). This series was making use of more than 40 observers situated in
the US. The ISN series is taken as the reference, while a secondary observer is used as
reference for all other observers. The correction factor for the secondary observer is taken
to be the average k−factor with comparison to ISN and a tertiary observer for the last 4
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months. All other observers are then calibrated based on the corrected secondary observer.
These were the only available sunspot number series for more than 50 years, until
Hoyt and Schatten (1998) introduced the group sunspot number (GSN, hereafter) series
(HoSc98, hereafter). This series reports the number of sunspot groups alone, neglects
individual spots and averages data from all observers on the same day after they have
been normalised to the same level. The GSN series reduces uncertainties in the counts of
individual sunspots and hence is more robust than WSN/ISN. In addition, there are more
raw data about the group numbers than sunspot numbers and the GSN series extends back







where ki is the individual correction factor of the i-th observer, Gi is the GSN reported
by the i-th observer, N is the total number of observers on the given day, and the con-
stant 12.08 was introduced to match the average level of Rg to that of Rs over the period
1874–1976. The k−factors were derived by dividing the total amount of sunspot groups
reported by the secondary observer to that from the reference observer for their over-
lapping period and using only those days that both observers saw at least one sunspot.
Hence these k−factors are simple linear scaling parameters. Royal Greenwich Observa-
tory (RGO, hereafter) was set to be the reference (including all available observations),
while Horrebow and Galileo were also considered as reference observers for their respec-
tive periods. The cross-calibration of the data recorded by earlier observers was done with
a daisy-chaining sequence of k−factors. Daisy-chaining is the process of starting with a
reference observer, and calculating the k−factors for other overlapping observers. The lat-
ter observers, after their scaling, are in turn used as the reference for other observers with
direct overlap, and so on. Figure 6.5 shows a schematic of the daisy-chaining process.
Multiple routes were used and in the end the average k− factor was used. However, there
is no detailed documentation for the routes that were used in each case, making it almost
impossible to replicate this series exactly. An issue with the daisy-chaining scheme is that
it leads to error accumulation in time when going further away from the reference ob-
server. Galileo, as well as all other disconnected observers (before the gap in 1739), were
arbitrarily calibrated with k = 1.255, which is the average value found for the modern
observers. Therefore the whole series before 1739 is highly ambiguous.
The realisation that these series suffered from various problems, led to the creation
of various new series. Lockwood et al. (2014) applied corrections to the ISN and GSN
series. The corrections to the ISN include an 11.6% decrease for the values after 1940 to
account for the Waldmeier discontinuity. Another correction is the decrease of the values
before 1848 by 20% due to inconsistencies between the observations of Schwabe and
Wolf (Leussu et al. 2013). Lockwood et al. (2014) also extended the ISN back to 1610
by rescaling the GSN, RS = 1.3RG. For the GSN series they adopted some corrected
database values from Vaquero et al. (2011). They made use of the averaging scheme
presented by Usoskin et al. (2003c) to calculate monthly and annual means for periods
with sparse observations. They also extended the series with data by the Solar Optical
Observing Network (SOON).
Cliver and Ling (2016, ClLi16, hereafter) revised the GSN series by using the same
methodology as Hoyt and Schatten (1998). They claim, however, that the early data from
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RGO (i.e. 41 years before 1915) suffer from unsteady quality due to the alleged learning
curve process (Cliver et al. 2015). Therefore, they normalised the RGO data before 1915
to those by Wolfer with a second degree polynomial fit. However, it is not clear yet if
the early RGO data suffer from inhomogeneities or how extensive the problem might be.
Studies by Sarychev and Roshchina (2009), Clette et al. (2014), Lockwood et al. (2016c),
Willamo et al. (2017) found no problem with RGO data after 1880, 1900, 1877, and 1890,
respectively. The ClLi16 series shows the highest levels of activity for the 19th century
among all available GSN series. The ClLi16 series covers the period 1841–1980.
Svalgaard and Schatten (2016, SvSc16, hereafter) produced their series as the
weighted average of the series derived with three different methods. For the period
1749-2015 they used daisy-chaining of k−factors and Wolfer as the reference observer.
They introduced five key observers (called “backbones”, BB hereafter) to calibrate the
records of each overlapping secondary observer to their (see Fig. 6.5). In particular the
BB observers were Locarno (1958–2015), Koyama (1947–1980), Wolfer (1878–1928),
Schwabe (1826–1867), and Staudacher (1749–1799). The BB approach was used in an at-
tempt to reduce the number of daisy-chain steps. However, most of the BB observers they
used did not directly overlap with each other and their inter-calibration was performed
through series that were extended with lower quality secondary observers. Essentially
this means that three steps are needed to calibrate each BB observer to another. With
non-overlapping BBs there is also the problem that there can be observers with records
that have no direct overlap to the BB and hence cannot be calibrated (e.g. Billwiller,
Zurich and Sawyer, E.F. Cambridgeport that have no direct overlap with either Wolfer or
Schrabe BBs). The k−factors for each calibration are determined with linear regression on
annually averaged values, while the fit is forced to go through the origin. For the period
1749-1860 SvSc16 used an extra normalisation to account for differences between the
various observers in this period. They split observers within 1790-1835 into 2 categories,
the high and low observers, and the ratio of their annual averaged counts yielded an av-
erage k = 1.58. This k−factor was then applied to the low observers to match their level
to that of the high observers. They also scaled the Staudacher BB to match the high ob-
servers with k = 1.68. Finally, the third method is applied for the period 1610-2015. This
method is illustrated in Fig. 6.6 and is the only method used for this series to calibrate
the observers prior to 1749. They produced another series, where for each year they keep
the highest count by any observer. They divide the whole period into 4 intervals based
on the period of observation of 4 of the main BB observers they used. The interval of the
Staudacher BB is extended back to 1610. Within each interval they derived one k−factor
as the average ratio between the series they got from the BB method and that of the annual
maxima. This k−factor is used to normalise the series of the annual maxima. SvSc16 also
applied a 7% reduction to the number of sunspot groups after 1940. This was suggested
to be able to compensate for possible effects of the introduction of the Waldmeier classifi-
cation of sunspot groups by the observers used in the series (Waldmeier 1939). However,
it is unclear if, when, and which observers adopted this scheme. Furthermore, Lockwood
et al. (2016b,a) have suggested that such a correction is not needed for the GSN. This is
the only series other than HoSc98 that goes back to 1610 and suggests a somewhat higher
level of solar activity compared to HoSc98, except for the 20th century.
Clette et al. (2016, CEA16, hereafter) produced a new GSN series for the period 1945-
2015 by including mostly data from the Sunspot Index and Long-term Solar Observations
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Figure 6.5: Schematic of daisy-chaining and backbone methods used for the cross-
calibration of sunspot records between observers. The rectangles signify time periods
covered by different observers. Green colour is used for the reference observer, blue for
the observer whose records are aimed at being calibrated, yellow for the secondary ob-
servers, and red for observers whose records have no direct overlap with the reference
observer. The red arrows show the progression of calibration of secondary observers in
the daisy-chaining. The dashed red rectangles show the overlapping periods of the sec-
ondary observers with the reference observers. The dashed green and blue rectangles
show the extended backbone series after all secondary observers have been calibrated and
integrated in each backbone.
(SILSO) World Data Center (WDC). Using Locarno as their reference, they calculated a
series of daily k-factors as the ratio of the group number and the raw Wolf number. With
these k-factors they constructed an average GSN series that then acted as the reference to
derive the k-factors again. CEA16 assume that ISN and GSN should have constant ratios
(cf. Georgieva et al. 2016). They fit a 2nd degree polynomial to the ratio of ISN to GSN
to remove the activity dependent differences that are found. Any residual differences after
the corrections are attributed to variations in the number of sunspots within groups.
Usoskin et al. (2016c, UEA16, hereafter) have presented the only non-linear calibra-
tion method so far. This method also works without the need for the observers to have
directly overlapping records: it is free of daisy-chaining and the associated error accumu-
lation. This method is based on the active day fraction (ADF, hereafter) statistics of an
observer. ADF is the ratio of the days an observer reported at least one spot to the number
of days they performed observations within a month. However, observers have different
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Figure 6.6: “Brightest star” method used for the SvSc16 series. The x axis represents
the year and the y axis the group count. The red curve is the series after calibration of
the backbones, while the blue curve has the maximum group count of any observer per
year. The periods of the backbones are separated with vertical lines (the Koyama and
Locarno backbones are combined here). Also shown is the average k−factor derived with
this method for each backbone. Taken from Svalgaard and Schatten (2016).
observing capabilities which are expressed in having different acuity thresholds. This
threshold corresponds to the smallest size of a spot an observer can detect, and anything
smaller than that size will be missed. A set of artificial observers (created the same way
as those we introduce in Sect. 6.2.1) based on the RGO sunspot area records were created
in order to reproduce the ADF statistics for observers with different acuities. The acuity
threshold of each observer was derived by a direct comparison of their ADF statistics to
those of the artificial observers. The acuity threshold was used to construct the calibration
matrix (in a similar way to the PDF matrices described in Sect. 7.3.3), which was then
applied on the daily values of the observer. Staudacher has a peculiarity in his observa-
tions, which show very few spotless days and the ADF method would consider him an
unrealistically good observer. Therefore, Staudacher was calibrated in a different way. A
direct comparison matrix was built for all overlapping days (±1 days) with Horrebow (in
a similar way to the PDF matrices described in Sect. 7.3.3). This matrix was used to bring
Staudacher to the same level as Horrebow. Then the calibration curve that was derived
for Horrebow was applied on Staudacher as well. UEA16 manually selected 20 observers
that cover the period 1749–1995. This series yields a moderate level of sunspot activity
in the 18th and 19th centuries, lying between the HoSc98 and SvSc16 series. This series
was recently updated to include data from the revised database by Vaquero et al. (2016)
and it now includes 29 observers (Willamo et al. 2017).
Besides the previous series that attempt to calibrate existing observations, there have
been attempts to extend or produce SN series for periods with poor coverage by extrap-
olation of existing series. Schove (1955, 1979) used naked eye observations and auroral
sightings and extrapolated the sunspot number series to cover the period 649 BC – 2000
AD. In a similar manner Nagovitsyn (1997) extrapolated the series back to 1100. Rigozo
et al. (2001) extrapolated the ISN series back to 1000 with a method based on a wavelet
transformation. Nagovitsyn et al. (2016) applied a similar method with a wavelet trans-
formation to extrapolate the ISN v2 series back to 1610 using the SvSc16 GSN series
as well. The reconstruction by Nagovitsyn et al. (2016) shows higher activity during
the Maunder minimum than was previously considered. Travaglini (2017) used Bayesian
method to reproduce the SN series for the period 1610 –1715. As basis he used the ISN
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v2 series, which was unchanged. The extrapolation further back in time was done using
concentrations of cosmogenic radioisotopes 14C and 10Be. These reconstructions differ
significantly with each other, however all of them raise the Maunder minimum period to
levels similar to that of the 20th century.
The main problem of such reconstructions is that they are not based on physics of the
Sun, but rather assume that the SN series is to some extent stationary and the available
measurements provide enough information to predict their evolution. Based on these
assumptions the series of Schove (1955) had predicted the activity until the year 2000 and
proved to be wrong. Another issue is the use of the ISN v2 and SvSc16 GSN series that
have potentially inflated the SN prior to the 20th century, removing any secular trend.
There are also reconstructions of sunspot numbers from the available cosmogenic
radioisotope 14C and 10Be data back to 7000 BC (Usoskin et al. 2007, 2014, 2016a).
Additionally, there are two composite series of sunspot areas compiled by Hathaway
and Harvey (1990)1 and Balmaceda et al. (2009)2. The series by Hathaway and Harvey
(1990) used the data of RGO (1874–1976) and appended them with data from SOON for
the period after 1976. The series by Balmaceda et al. (2009) is a composite of the RGO
(1874–1976), Pulkovo (1977–1986), and SOON (1987–2008) records. Gaps were filled
with additional data from Rome or Yannan observatories. RGO was taken as the reference
and all other series were calibrated with linear regression forced through the origin.
Here we will focus on the sunspot group number series that are created by a direct
calibration of existing sunspot number observations. One important implication of these
series is that they imply different long-term trends for the activity of the Sun (Lockwood
et al. 2016c, Kopp et al. 2016). HoSc98 and UEA16 show a trend of increasing solar
activity, while ClLi16 and SvSc16 show an almost constant level of activity.
All of these series have been criticised and extensively evaluated, with none yet found
to be consistent with all of the available indirect data of solar activity. For instance SvSc16
and ClLi16 disagree with cosmogenic radioisotope (14C, 10Be, 44Ti) records while HoSc98
and UEA16 show a better agreement (Asvestari et al. 2016, Asvestari 2016, Asvestari
et al. 2017); SvSc16 disagree with auroral data (Lockwood et al. 2016d); no series agrees
with the solar wind magnetic field measurements, although SvSc16 agree better than other
series during the maxima (Cliver 2016).
Most of the previously described series use an outdated methodology that is based on
constant k−factors. The computation of the k-factors is done with ordinary linear least
square regression that is forced to go through the origin. Application of this method is
associated with various assumptions and their validity is not usually mentioned. These
assumptions are listed here:
1. The relation between two variables x and y is linear for all x-values. However, the
relationship between the sunspot (group) number series of two observers has been
demonstrated to be non-linear by Lockwood et al. (2016e), Usoskin et al. (2016c),
and Chatzistergos et al. (2017d). This is also discussed in Sect. 6.2.3.
2. The pairs of x- and y-values are taken randomly from the same population and have





Figure 6.7: Schematic drawings showing the effects of applying a linear calibration on
sunspot data with (a), c)) and without (b)) forcing the relation to go through the origin
for the cases that the assumed relation between the counts of the observers is linear (a))
and non-linear (b),c)). Illustrating that forcing the regression through the origin results in
a worse fit. Taken from Lockwood et al. (2016a)
3. The errors follow a normal distribution around the true values and are independent
of each other. This assumption is also invalid for the sunspot numbers, since they
have been shown to be asymmetric and not normal (Usoskin et al. 2016c).
4. The sample has constant variance (homoscedasticity). This assumption is also not
valid since the variance of the data is larger for periods of high activity than around
solar minima.
5. x-values are known precisely and are error-free. This assumption is invalid, since
both variables have uncertainties. Furthermore, in these studies the x-axis corre-
sponds to the observer to be calibrated, and it is most likely to be the one having
greater uncertainties.
6. The relation is assumed to go through the origin. This is also invalid (Lockwood
et al. 2016e) since, if no spots were reported by an observer, it does not necessarily
mean that another observer with better acuity would not see any spots as well (see
Fig. 6.7).
Among the six assumptions made by the k−factor methodology for the sunspot num-
bers, only one is valid and hence such practices are erroneous. It becomes obvious that
the series needs to be revised and reconciled.
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6.2 Dependence of the Sunspot-Group Size on the Level
of Solar Activity and its Influence on the Calibration
of Solar Observers
The contents of this section are based on the journal article Usoskin, I. G., Kovaltsov,
G. A., Chatzistergos, T., Solar Physics, 291, 3793-3805, 2016, with the permission of
Springer.
In Sect. 6.1.1 we mentioned some of the reasons that can make the records from
different observers disagree with each other. The effect of all these cases on the indi-
vidual series is difficult to disentangle. However, we assume that the main difference
arises because all observers are imperfect, each one having their own observational acuity
threshold (Lockwood et al. 2016e, Usoskin et al. 2016c). The different acuities can arise
due to the telescope capabilities, the eyesight of the observer or the average seeing condi-
tions at the location of the observations. This is nicely illustrated in Fig. 6.8 which shows
drawings of the Sun made by Galileo and Jungius on the same day. Galileo was able
to differentiate between small and large spots, but Jungius could not resolve the smaller
spots and so only saw “blobs” over these regions. Therefore, both observers would only
return the same number of sunspot groups in the absence of small isolated spots. The
relation between the counts of two observers depends strongly on the number of isolated
small spots and their proximity to the larger ones. The relation can only be linear if the
fraction of missed to detected groups is constant over the solar cycle. However, various
studies found that the fraction of small groups was higher around solar activity minima
and decreased with the level of solar activity (Kilcik et al. 2011, Jiang et al. 2011, Nagov-
itsyn et al. 2012, Obridko and Badalyan 2014). In this section, we study the dependence
of the sunspot size on the level of the solar activity. We create pseudo-observers with
different acuities to study how the relation between their counts depends on the acuity.
6.2.1 Data
In this work, we used the sunspot group number records from the Vaquero et al. (2016)
database as well as the sunspot group area records from RGO3, Catania4, and Rome4 ob-
servatories. In this section we only consider the RGO data within the period 1916–1976
(17943 days) to exclude data with uneven quality due to the previously suggested
learning-curve process (see Sect. 6.1.3 and 7.4.2.3). We also do not use the SOON data
because of a possible transition inhomogeneity (Balmaceda et al. 2009, Lockwood et al.
2014, Hathaway 2015). We have checked qualitatively that all of our results are unaf-
fected if we use different periods for RGO. The data from the Catania observatory cover
the period 1978–1999 with 4000 days, while the data from the Rome observatory cover
the period 1958–2000 with 8311 days.
We created a number of artificial observers using the sunspot area records from RGO,
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olds (A) on the minimum size of a sunspot group that the observer would count. Therefore
all sunspot groups with size greater than A are counted and all smaller ones are missed.
We used whole sunspot group areas in msd uncorrected for foreshortening, in order to
make these synthetic data similar to what a real observer would see from Earth. We used
thresholds between 0 msd (defining the “ideal” observer) and 200 msd (“poor” observer).
This range of acuities corresponds to actual observers with proper telescopes (e.g., Va-
quero and Vázquez 2009, Arlt et al. 2013, Neuhäuser et al. 2015, Usoskin et al. 2016c).
Using 3 different archives to perform the analysis in this section ensures that our findings
are not artefacts of one archive.
6.2.2 Distribution of sunspot-group sizes5
Here we investigate how the size of sunspot groups changes with solar activity. This is
usually studied using the mean size of sunspot groups (Jiang et al. 2011), but this may be
confusing because the size distribution of spots is highly asymmetric and the mean value
is not a robust feature. Figure 6.9a) depicts the cumulative distribution function (CDF)
of sunspot-group sizes for the RGO synthetic data. CDF(A) is defined as the fraction
of the sunspot groups with area not smaller than the given value of the area threshold
[A]. By definition CDF(0) is equal to unity, since each group has a non-zero size. The
black curve shows the global CDF for all the sunspot groups (about 119300 groups) in
the reference dataset. The blue dotted line represents the CDF for 920 groups (46 days)
for high activity days with 20 groups (G = 20) reported. The red dashed curve depicts
the CDF for 2781 days with low activity (only one group reported, G = 1). One can see
that there is a significant fraction of large groups even for low-activity days: ≈ 10% of
groups have area greater than 500 msd. The group-size distribution changes with the level
of solar activity: while the CDF for low-activity days is lower than the global CDF, the
distribution for high-activity days is significantly higher. For example, as one can see from
Figure 6.9a), the relative contribution of large sunspot groups (A ≥ 500 msd) doubles for
high-activity days (G = 20) with respect to low-activity days (G = 1). This implies that
the rise of activity is mostly due to the emergence of large sunspot groups, indicating that
the sunspot-group size distribution changes with the level of solar activity. To generalize
the study of the CDF dependence on the level of solar activity, we plotted in Figure 6.9b a
contour plot of the CDF as a function of the activity level (quantified in G) and the group
size (quantified in msd). All the CDF were normalized to that at the low-activity level
(G = 1, see red dashed line in Figure 6.9a)) so that CDF(G = 1) is unity for all A. One
can see that the shape of CDF changes with the level of solar activity so that the fraction
of large spots is growing, while the fraction of small spot decreases with activity. For
example, the brown spot in the top-right corner implies that the relative fraction of groups
with area > 500 msd is nearly doubled for high-activity days (G = 20) compared to low-
activity days (G = 1), as discussed above for Figure 6.9a). In the subsequent section we
study how the fact that the size distribution of sunspot groups changes with the level of
solar activity affects solar observers of different quality and their mutual inter-calibration.
5The contents of this subsection are identical to the printed version of Usoskin, I. G., Kovaltsov, G. A.,
Chatzistergos, T., Solar Physics, 291, 3793-3805, 2016, with the permission of Springer.
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a) b)
Figure 6.8: Observations of the Sun made on 09/06/1612 by Galileo (a)) and by Jungius
(b)). Taken from Neuhäuser and Neuhäuser (2016).
6.2.3 Relation between records of observers with different acuities
We define the correction factor c to be the ratio of the sunspot group counts between two





where Gref and GA are the group counts of the reference observer and the one with acuity
threshold A.
Subtracting 1 from c we get:




The numerator corresponds to the number of spots seen by the reference observer but
missed by the secondary one. The denominator corresponds to the number of spots seen
by the secondary observer. Therefore, c(GA)−1 represents the ratio of missed to observed
spots for an observer with acuity threshold A. Figure 6.10 shows c(GA)−1 as a function of
GA for 4 different values of A using the synthetic data from RGO group areas. The figure
illustrates that an observer with a certain acuity threshold would miss higher fraction of
spots for low than for high activity periods. For instance an observer with acuity threshold
of 100 msd would report ∼ 60% and ∼ 20% fewer groups for a low (G = 1) and a high
(G = 15) activity period, respectively. Therefore, applying a linear scaling between the
counts of observers with different acuities would return erroneous results.
To evaluate the relation between the records of two observers that have different
acuities, we used the artificial observers described in Sect. 6.2.1. In this way we mimic
an observer with finite acuities or telescope limitations.
We related the counts by each synthetic observer to the reference observer, using all
daily values. Thus, we created a conversion matrix between the reference observer (A = 0)
and the one with acuity threshold A. This matrix represents the probability for a count G∗
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Figure 6.9: Size distribution of sunspot groups from the synthetic RGO data. Panel a):
CDF of sunspot group size above a given threshold A. The solid line is for all sunspot
groups, while the red (blue) lines show the CDF for low (high) activity days. Panel b):
2D map of the CDF as function of the activity level and the group size, normalized to the
CDF at G = 1. Taken from Usoskin et al. (2016b).
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Figure 6.10: Ratio of the “small” (i.e. smaller than the given value of the threshold [A] in
units of msd as denoted in the inset) to “large” sunspot groups as a function of the number
of “large” groups, in the total daily number of sunspot groups for the RGO dataset for the
period 1916–1976. This corresponds to the correction c−factor minus 1 (see text). The
error bars represent the standard statistical errors of the ratio. Taken from Usoskin et al.
(2016b).
of the reference observer to occur for every possible count G of the secondary observer
(see Sect. 7.3.3 for more details on how the matrices are created). Figure 6.11a) shows
one example matrix for the synthetic data from RGO with acuity threshold A=30 msd
and the original RGO data (A=0 msd). To make the relation better visible we plot the
matrix for the difference between the records of the observers (Fig. 6.11b)). The c factor
is also plotted in Fig. 6.11c). Figures 6.12 and 6.13 show difference matrices derived for
the synthetic data from RGO and Catania for acuity thresholds 10, 50, 100, and 200 msd.
The observer with higher acuity threshold always reports fewer counts. We notice that the
relation between the counts of two observers is non-linear and tends to saturate for higher
G values. The saturation level increases with acuity threshold. We find a similar behaviour
with the synthetic data from the RGO, Rome, and Catania observatories, suggesting that
this is the general effect of different acuities on sunspot observations. The mean of the
difference values within each column asymptotically approaches a constant offset, which
we approximate with the following function:
〈G∗〉 −G = R0 + Be−aG , (6.5)
where 〈G∗〉 is the mean count of the reference observer (here, with A=0 msd) for a given
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count of the secondary observer G. R0 is the asymptotic value, while B corresponds to the
difference of 〈G∗〉 for G = 0 to the asymptotic value, a is the exponential rate. The best-fit
parameters of R0, B, and a are derived with the weighted least mean squares method. 〈G∗〉
is fixed for a pair of observers, hence there are only two unknown parameters. Figures
6.12 and 6.13 also show the fits with green curves. The fit represents all G counts accu-
rately, but tend to lie higher than the last few points in each matrix. This implies that the
observer with a higher acuity threshold is more accurate when more spots are present on
the surface. However, these last bins contain a very limited number of days (for example
in Fig. 6.12a) the bin for GA = 24 is based on 1 day). Therefore they are not statistically
significant.
Figure 6.14 shows the fit parameters of Eq. 6.5 on synthetic data from RGO for
various acuity thresholds. The parameters are found to increase almost smoothly with
increasing acuity threshold.
6.2.4 A test: Wolf vs. Wolfer
Here we analyse the relation between the counts of two prominent observers in the 19th
century: Rudolf Wolf and Alfred Wolfer, both from the Zürich observatory. They have
been considered as primary observers in the WSN/ISN series and define a significant
portion of the series in the 19th and early 20th centuries. The data of Wolf have been cal-
ibrated to those by Wolfer with a k−factor of 1.66. This k−factor was initially suggested
by Wolfer himself for the WSN/ISN, and has been used ever since for the ISN and group
sunspot number series of SvSc16 (Clette et al. 2014, Svalgaard and Schatten 2016). We
did the same analysis as in Sect. 6.2.3 including all days on which both observers re-
ported their values. These are for 4385 days during the period 1876–1893. Figure 6.15
shows the relation matrix between Wolf and Wolfer, implying that Wolf reports fewer
groups than Wolfer for the same day. This is consistent with Wolf having a higher acuity
threshold. The matrix shows similar behaviour as that derived for the synthetic data (Fig.
6.11). In the plots we also show the k−factor of 1.66 with a yellow line. One can see
that the k−factor of 1.66 lies consistently higher than the average values of the bins for
G > 4, while it is slightly lower for G < 4. This means that the linear scaling with k=1.66
applied to the data of Wolf would on average tend to overestimate the activity during ac-
tive periods and underestimate it during less active periods. We also note that when Wolf
reported no groups, Wolfer reported 0.401+0.06
−0.13 groups on average. Figure 6.15c shows the
corrections factor, c, between Wolf and Wolfer and illustrates that the ratio of the missed
to seen groups is highly non-linear. In Fig. 6.16 we show the group counts of Wolfer and
Wolf during August 1893. The shown counts of Wolf are corrected using Eq. 6.5 (black)
and k =1.66 (blue). It becomes obvious that the scaling with the constant k−factor results
in overestimating the higher counts, on average by 3–4 counts when G∗ > 10. The cor-
rection with the non-linear method presented here, results in a better agreement between
the counts of the two observers. This approach is used in Chapter 7 to reconstruct a new
group sunspot number series.
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Figure 6.11: The relationship between daily sunspot-group numbers as counted by a syn-
thetic observer created from RGO data with acuity threshold A = 30 msd (secondary
observer, GA) and RGO (primary, G∗) from 1916–1976. Panel a) shows the PDF of the
scatter plot of G∗ vs. GA: the black line has a slope of unity. Panel b) shows the difference,
G∗ −G vs. GA. Panel c) shows the correction factor, c as a function of GA. The red circles
with error bars depict the mean G∗ values for each GA column and their 1σ uncertainty.
The green curves are the best fits from Eq. 6.5.
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Figure 6.12: Difference matrices, G∗ RGO −GA vs. GA, where G∗ RGO are the counts
from the original RGO data and GA the counts from the RGO synthetic data with acuity
threshold A. Panels a)–d) are for acuity threshold 10, 50, 100, and 200 msd. The green
curves are the best fits from Eq. 6.5.
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Figure 6.13: Same as Fig. 6.12 but for data from the Catania observatory.
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a) R0 + B
b) R0
c) a
Figure 6.14: Dependence of the best-fit parameters of Eq. 6.5 on the acuity threshold A
using the reference dataset. The parameters are shown with the 68% confidence-interval
uncertainties. Taken from Usoskin et al. (2016b). The legends of the plot have been
modified to be consistent with the notation used in this work.
6.3 Summary and conclusions
The sunspot number series is a very important dataset, since it is the only available di-
rect information about the activity of the Sun between 1610 and 1876, when RGO also
started recording other spot properties (areas, position). The data pose a challenge as to
how to calibrate them and produce one homogeneous time-series. Many attempts to per-
form this task applied a simple linear relation, which as we showed does not represent
the data well. Such methods effectively assume that the fraction of small to big spots
remains constant throughout the solar cycle. However, our analysis of the dependence
of the size of sunspot groups on the activity level of the Sun shows that the fraction of
small spots decreases with activity. We studied the relation between the records of ob-
servers with different capabilities using synthetic observers and found that this relation is
strongly non-linear. We further modelled this relation using an exponential function with
an asymptotic approach to the difference of the counts. We find that this approach allows
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Figure 6.15: Same as Fig. 6.11 but using the records of Wolf (secondary observer, G) and
Wolfer (primary, G∗) from 1876–1893. The yellow line shows the k−factor of 1.66 often
used to calibrate the counts of Wolf to Wolfer.
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Figure 6.16: Daily number of sunspot groups for August 1893. The red curve shows the
number of groups reported by Wolfer, the black curve with its 68% confidence interval
denotes the data by Wolf normalized to Wolfer by the method described here, and the
blue dotted curve shows the data by Wolf scaled with the k−factor of 1.66. Taken from
Usoskin et al. (2016b).
a better calibration of the records of two observers, while the commonly used method of
linear k−factors results in potential overestimation of high activity periods.
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7 New reconstruction of the sunspot
group numbers since 1739 using
direct calibration and “backbone”
methods
The contents of this chapter are identical to the printed version of Chatzistergos, T.,
Usoskin, I. G., Kovaltsov, G. A., Krivova, N. A., Solanki, S. K., A&A, 602, A69, 2017,
reproduced with permission c©ESO.
Abstract
Context. The group sunspot number (GSN) series constitute the longest instrumental
astronomical database providing information on solar activity. This database is a compi-
lation of observations by many individual observers, and their inter-calibration has usually
been performed using linear rescaling. There are multiple published series that show dif-
ferent long-term trends for solar activity.
Aims. We aim at producing a GSN series, with a non-linear non-parametric calibration.
The only underlying assumptions are that the differences between the various series are
due to different acuity thresholds of the observers, and that the threshold of each observer
remains constant throughout the observing period.
Methods. We used a daisy chain process with backbone (BB) observers and calibrated all
overlapping observers to them. We performed the calibration of each individual observer
with a probability distribution function (PDF) matrix constructed considering all daily
values for the overlapping period with the BB. The calibration of the BBs was carried out
in a similar manner. The final series was constructed by merging different BB series. We
modelled the propagation of errors straightforwardly with Monte Carlo simulations. A
potential bias due to the selection of BBs was investigated and the effect was shown to lie
within the 1σ interval of the produced series. The exact selection of the reference period
was shown to have a rather small effect on our calibration as well.
Results. The final series extends back to 1739 and includes data from 314 observers. This
series suggests moderate activity during the 18th and 19th century, which is significantly
lower than the high level of solar activity predicted by other recent reconstructions apply-
ing linear regressions.
Conclusions. The new series provides a robust reconstruction, based on modern and non-
parametric methods, of sunspot group numbers since 1739, and it confirms the existence
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of the modern grand maximum of solar activity in the second half of the 20th century.
7.1 Introduction
Observations of sunspots on the solar disc have been performed regularly since the ad-
vent of telescopes in the early 17th century. These measurements constitute the longest
ongoing observational programme in astrophysics, providing important insights into solar
activity and variability on centennial timescales.
However, these observations have been carried out by different people, with different
instruments, at various locations. In some cases observations were taken for a different
purpose but were also later used to define sunspot numbers. The definition of a sunspot
group might have changed with time, gaps exist within the series of individual observers,
and the various series do not necessarily all overlap with each other. Even for the same
observer, the quality of the record may vary with time owing to, for example gaining ex-
perience, ageing of the observer (e.g. deteriorating eyesight), change of instrumentation,
or varying conditions at the observing location. There have been several attempts to har-
monize these measurements and to produce a homogeneous composite series. The first
effort was made by Rudolf Wolf from Zürich who introduced the Wolf sunspot number
(WSN) in 1848 (Wolf 1850, continued and updated as the international sunspot number,
ISN), given by the formula
Rs = k(10 G + S ), (7.1)
where k is a weighting factor to normalize the various observers with each other, S the
number of sunspots, and G the number of sunspot groups. It is important that, for the
sake of homogeneity, data from only one primary observer were used for each day. If
the data from the primary observer were not available for a given day, data from the
secondary, tertiary, etc., observer were used, but only one observation was used per day,
ignoring all other available data. The original records and notebooks of Wolf are not
readily available now, implying that WSN cannot be re-constructed from scratch. This
series contains annual values back to 1700, while monthly and daily values go back to
1749 and 1818, respectively. Since 1981 the WSN/ISN series has been synthesized by
the Royal Observatory of Belgium (Clette et al. 2007), adapted to include all available
observers for each day, rather than only the primary observer. The WSN/ISN series has
been recently updated as version 2.0 by correcting for some proposed inhomogeneities
(Clette et al. 2014).
More than a century after the work by Wolf, Hoyt and Schatten (1998) introduced the
group sunspot number (GSN) series (HoSc98, hereafter), which is based on the number
of sunspot groups only, neglects individual spots and includes data from all observers on







where ki is the individual correction factor of the ith observer, Gi is the GSN reported by
the ith observer, N is the total number of observers on the given day, and the constant
12.08 was introduced to match the average level of Rg to that of Rs over the period 1874–
1976. The GSN series was designed to be more robust than WSN/ISN since it only
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considers sunspot groups and reduces uncertainties in the counts of individual sunspots.
In addition, the GSN series includes a much greater number of raw data than WSN and is
extended further back in time to 1610. An important advantage is that for the GSN series,
a complete database of the raw data (published as Hoyt and Schatten 1998, and revised
recently by Vaquero et al. 2016) is available, which makes it possible to reconstruct the
entire series from scratch.
The homogenization and cross-calibration of the data recorded by earlier observers
was always performed through a daisy-chaining sequence of linear scaling normalization
of the various observers, using the k−factors. This means that starting with a reference
observer, the k−factors are derived for overlapping observers. The latter data are in turn
used as the reference for the next overlapping observers, etc. As is apparent, this leads to
error accumulation in time when moving further away from the reference observer.
It has become obvious that the old series need to be revised because of the new-
found data and the outdated methodology based on constant k−factors. The issue with
such methods is twofold. Firstly, such methods assume that counts by two observers are
proportional to each other, which is generally not correct. Secondly, the k− factors are
assumed to be constant for the entire operational period of each observer, whereas in
reality the acuity of the observers and sensitivity of the instruments may vary with time.
A dedicated activity of the research community (Clette et al. 2014) has led to several new
sunspot series discussed below.
Cliver and Ling (2016, ClLi16, hereafter) have attempted to revise the GSN series us-
ing essentially the same methodology as Hoyt and Schatten (1998). They claim, however,
that the earlier part of the Royal Greenwich Observatory (RGO hereafter) data (i.e. 41
yr before 1915) might suffer from uneven quality owing to the purported learning curve
process. Therefore, they corrected the GSN values over this period by normalizing them
to the data by Wolfer using a second degree polynomial fit. The inhomogeneity of the
early RGO data is still a matter of debate, however. Other studies did not find any exten-
sive problem with RGO data: Sarychev and Roshchina (2009), Clette et al. (2014), and
Lockwood et al. (2016c) reported as potentially problematic periods before 1880, 1900,
and 1877, respectively, while data from Aparicio et al. (2014) and Carrasco et al. (2013)
do not exhibit any apparent trend with respect to RGO data after ∼1885 and 1890, respec-
tively. Thus, the period of 1874–1915 used by ClLi16 to “recalibrate” the RGO dataset is
not well defined. The ClLi16 series covers the period 1841–1980 and yields the highest
level of sunspot activity in the mid-19th century among all available reconstructions.
Svalgaard and Schatten (2016, SvSc16, hereafter) also used the method of daisy-
chaining k−factors. But these authors introduced five key observers (called “backbones”,
BB hereafter) to calibrate each overlapping secondary observer to these BBs. Thus, they
seemingly reduced the number of daisy-chain steps because some daisy-chain links are
moved into the BB compilation rather than being eliminated. The problem with this
method is that most of the BB observers did not overlap with each other. Thus their
inter-calibration was performed via series extended using secondary observers with lower
quality and poorer statistics. In the end, this introduces even more daisy-chain steps,
since each BB observer is normalized to the neighbouring observer using a three-step
procedure. The SvSc16 series also reduced the number of sunspot groups after 1940 by
7% to take into account the possible effect of the introduction of the Waldmeier classi-
fication of sunspot groups (Waldmeier 1939). However Lockwood et al. (2016a,d) have
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questioned the necessity for such a correction for the GSN. The SvSc16 series covers
the period 1610–2015 and suggests a rather high level of solar activity in the 18th and,
especially, 17th centuries.
All of these sunspot number series used calibration methods based on the linear scal-
ing regression to derive constant k−factors. However, this linear k−factor method has
been demonstrated to be unsuitable for such studies (Lockwood et al. 2016e, Usoskin
et al. 2016b,c), leading to errors in the reconstructions that employ them.
An alternative method was proposed by Usoskin et al. (2016c, UEA16, hereafter), who
calibrated each observer directly to the reference dataset, avoiding the daisy chain and er-
ror accumulation. The method is based on comparison of the active day fraction statistics
of an observer with that in the reference dataset (RGO data for the period 1900–1976).
The quality of each observer is characterized by the acuity observational threshold so that
the observer is assumed to miss all sunspot groups that are smaller than this threshold,
and to report all sunspot groups that are larger than this threshold. The acuity threshold
for each observer is found by matching their active day fraction statistic with that of an
artificially created reference dataset. The UEA16 series covers the period 1749–1995 and
yields a moderate level of sunspot activity in the 18th and 19th centuries, lying between
the HoSc98 and SvSc16 series.
Another revision of the GSN series was carried out by Lockwood et al. (2014) who
corrected it for some apparent inhomogeneities. However, since this study is close to the
HoSc98 series, we do not consider it separately here.
Thus, presently there are a number of sunspot reconstructions using different methods
of calibration and yielding results that are inconsistent with each other. The most critical
implication of these series is that they yield different long-term trends for the activity of
the Sun (Lockwood et al. 2016c, Kopp et al. 2016). Over the 19th and 20th centuries,
ClLi16 and SvSc16 show no trend, while HoSc98 and UEA16 show an increase in solar
activity.
In an attempt to bridge the methodologies underlying previous studies and present
more accurate error estimates, we present here a recalibration of the GSN data using an
amendment of the most direct non-parametric calibration method described in Usoskin
et al. (2016b). Similarly to SvSc16, we incorporate BB observers. However, the calibra-
tion of overlapping observers is performed with a non-linear non-parametric probability
distribution function (PDF) derived from sunspot group counts for days when two ob-
servers overlap. This allows us to account for the error propagation in a straightforward
manner. Calibration of the different resulting BB series is achieved with daisy chaining.
The data we use are introduced in Sect. 7.2. The procedure, including information
about all individual BB observers and their processing is described in Sect. 7.3. Our
composite series is presented and compared with other existing series in Sect. 7.4, where
we also discuss the stability of our method and potential problems of our series. We




We employ the database1 of the sunspot group numbers recorded by individual observers
that was recently published by Vaquero et al. (2016) as an update of the HoSc98 database.
Observers are uniquely identified by their identification number in the database. Here we
use these identification numbers as well.
We apply the following filters to these data:
• Data by Wolfer (1880–1928, id 338) were merged with those by Billwiller and
Wolfer (1876–1879, id 335). The two series were combined together to a single
series, since they do not directly overlap. The two series differ in that the former
includes observations solely by Wolfer, while the latter includes observations made
by both Wolfer and Billwiller. By merging these two series together, we can in-
crease the length of the Wolfer series and its overlap with observations by Schmidt.
• Data from Flaugergues, H., Aubenas (1794–1795, id 22) were also merged with
those from Flaugergues, H., Viviers (1788–1830, id 227) using the same proce-
dure. These two datasets were obtained by the same observer, Flaugergues, who
performed the bulk of his observations in Viviers, Ardéche, but who relocated to
Aubenas for a period of about two years.
The dataset from Aubenas contains merely 91 observations for these two years, a
period of otherwise sparse observations (we have only nine records from all other
observers used here). The overlap of the observations of Flaugergues from Aubenas
to other observers is less than three days and does not provide adequate statistics to
properly calibrate this series. Considering that the two locations are close to each
other in the south of France, we make the assumption that the observing conditions
were not significantly different. This enables us to merge the two Flaugergues se-
ries. Furthermore, because of the poor overlap with other series, inclusion of these
data does not affect the rest of our series.
The HoSc98, ClLi16, SvSc16, and UEA16 series were downloaded from the SILSO2
(Royal Observatory of Belgium) website.
7.3 Calibration process
7.3.1 Algorithm and primary observers
We have developed an automated algorithm to perform the calibration of sunspot records
by individual observers which includes the following steps:
• First, we selected primary BB observers who provided long and high-quality obser-
vations.
• Next, we calibrated the data from all other observers, denoted as secondary ob-
servers hereafter, to the primary BB observers using periods of overlapping ob-
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series’, which are composites of data from the BB observer and all other observers
calibrated to him/her.
• Individual BB series were cross-calibrated to each other, using the daisy-chain pro-
cedure.
• Finally, the composite series of daily GSN was constructed by averaging the cali-
brated BB series.
The calibration was carried out using a direct non-parametric method to a single reference
dataset with a straightforward propagation of errors. No regression was used and the
acuity of the observers was assumed constant over their entire observing life. The method
is described in detail in Sect. 7.3.2
The selected sequence of the primary BB observers is Kanzelhöhe, RGO, Wolfer,
Schmidt, Schwabe, Flaugergues, and Horrebow (see Table 7.1). The BB observers were
selected to be those with sufficiently long observational records of high quality. We also
used Schubert, Zucconi, and Hagen as stand-alone BBs. Because of the lacking bridge in
the data in the middle of the 18th century, we were unable to directly calibrate these three
observers to a single observer acting as a BB. Thus we did this by the extended statistics
of the calibrated BB series. These observers are important since they cover periods over
the 18th century when no other data are available. Our reference observer is RGO (but
restricted to the period between 1900–1976) and all other BB series were calibrated to the
level of RGO.
All data from RGO prior to 1900 were ignored when considering the primary BB
observer because of the disputed inhomogeneity, as discussed in the Introduction. We
discuss the effect of this decision on our calibration in Sect. 7.4.2.3.
7.3.2 Secondary observers
Each BB series was also filled with all available secondary observers calibrated to the
primary BB observers. As secondary observers we selected all the observers that have at
least one nominal year of overlap with the primary BB observer. To avoid a distortion
of statistics, each observer was included only in one BB. The assignment of observers
to the BBs was made based on the length of the overlapping period and by trying to
match observers with comparable quality BB observers. The only two successive BB
observers whose observations do not overlap in time are Horrebow and Flaugergues. The
bridging was made using Staudacher data. In this case, we chose Horrebow as the BB
over Staudacher, because he observed more frequently and the data are of higher quality.
Unfortunately, we were not able to go further back in time than Hagen (1739), because
of the very sparse observations over this period with no observer making observations
both before and after 1739 with adequate data to perform the calibration. Table 7.1 and
Figure 7.1 provide key information about the BB observers and series.
All the observers we used for various BBs are listed in Tables 7.2 through 7.8. Figure
7.2 shows the number of days within each year covered by (a) the different BB series (i.e.
including both primary and secondary observers) and by (b) our final composite series.
One can see that the coverage is very good after ca 1800, but very poor in 1780–1795.
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Figure 7.1: Temporal coverage by the BBs used here. Solid black lines represent the
primary BB observers, while grey lines depict the extension of the BBs using calibrated
secondary observers.
7.3.3 Construction of the backbone series
We started by building a direct calibration matrix (cf. Usoskin et al. 2016b) between the
secondary observer to be calibrated and the primary BB observer for the days when both
have observations. If, on a given day, N1 and N2 groups were recorded by the primary
and secondary observers, respectively, then unity was added to the row N1 and column N2
of the matrix. In this way, the matrix was filled with all the overlapping days. Then the
matrix was normalized such that each of its values were divided by the total sum over the
corresponding column. Thus, we obtained a matrix of probability density functions (PDF)
to find a value of G∗ reported by the primary observer for each day with the given value
G reported by the secondary observer. This allows a direct calibration of the secondary
observer to the primary observer by replacing the G value with the PDF of G∗. This is the
most straightforward method for calibration applied directly to the data.
However, this matrix can potentially have some gaps due to poor statistics and limited
range of overlap between the observers. In such cases, we fill the gaps by fitting the
statistically significant part of the matrix with a function
〈G∗〉 −G = R0 + Be−aG , (7.3)
where 〈G∗〉 are the mean counts of the primary observer (i.e., the mean of the PDF of
each column of the matrix) for a given count of the secondary observer G, R0, B, and a
are constants calculated for each pair of observers individually. We used the weighted
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Figure 7.2: Annual coverage (number of observational days per year) by the different BB
series (coloured curves in panel a)) and by our final composite series (panel b)).
least mean squares to find the best-fit parameters. This functional shape (asymptotic
exponential approach to a constant offset in the difference) was proposed by Usoskin
et al. (2016b) and found suitable for this kind of dependence, using synthetic data that
were based on RGO sunspot group area data.
Only those columns of the matrix that contain more that 20 overlapping days were
included into the fitting procedure. If the fit deviated by more than one group from the
actual mean 〈G∗〉, such columns were excluded, and the fit was redone. In such cases
we refilled the column matrices using a PDF derived with a bootstrap Monte Carlo (MC,
hereafter) simulation. For this, we randomly selected half of the overlapping days from
the two observers, reconstructed the matrix using this half-statistics and recalculated the
fit for the matrix. This process was repeated 1000 times. The result of this simulation was
used as a PDF for the corresponding column in the matrix.
An example of the matrix is shown in Fig. 7.3a) for Winkler (secondary observer, G)
and RGO (primary reference observer, G∗) over the period of their overlap (1900 – 1910
with 2480 common days). It is apparent that RGO typically reported more groups than
Winkler for the same day, since most of the matrix values lie above the line expected for
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a perfect match between the two (black line). The matrix of the difference, G∗ −G versus
G, is shown in Fig. 7.3b). The red circles with error bars represent the mean 〈G∗〉 value
in each G column and its (asymmetric) 1σ intervals. The green curve shows the best fit
of the functional form of Eq. (7.3). It is obvious that the relation between G∗ and G is
non-linear and cannot be represented by a simple linear scaling k−factor. One can see
that, because of the limited overlap, the matrix is well constructed only for G < 9. For
higher values, the fit (Eq. (7.3)) has to be used. The full matrix with the values filled with
the MC method for G > 8 is shown in Fig. 7.3c).
Each secondary observer was calibrated to the BB observer by replacing, from the ma-
trix, every daily count G with the PDF of the calibrated counts G∗. In this way we directly
convert the observations of the secondary observer to the BB condition without making
any assumption about the type of relationship (e.g. linearity) and with a straightforward
error estimate.
For each BB we constructed a composite series by averaging all the PDFs of all the
available observations for every day, so that again, instead of one count for each day,
we get a distribution based on all available observers. This composite of averaged PDFs
includes possible errors in a straightforward way.
Only observers with a sufficiently long record of relatively good quality were included
into the analysis. The selection of secondary observers was made using the following
criteria:
1. The overlap with the primary BB observer should be not less than 20 common days
of observations. This criterion was not applied for early years (see Sect. 7.3.3.1).
2. Observers with an overall record longer than 10 yr were considered only if their
overlap with the primary BB observer was at least 4 yr. This is merely to make
sure that long-running observers are not calibrated with a small fraction of their
observations that might not be representative.
3. In cases in which we need to perform the fit to extrapolate to missing values in the
matrix, we requested the conversion matrix for a selected observer to have suffi-
cient data to cover at least three G−value bins. This is necessary since the function
described by Eq. (7.3) has three parameters.
4. The matrix should cover, with sufficient statistics, at least one-quarter of the range
of counts reported by the secondary observer.
5. Observers were excluded from the analysis if the difference matrix (see an example
in Fig. 7.3b)) had an average offset of more than two groups for the G values from
0 to 5.
6. Observers, whose data could not be fitted accurately enough (χ2 per degree of free-
dom < 6), were also excluded.
After the calibration process of all observers, we compared each individual observer
with the composite BB series they were part of. We excluded those that showed signif-
icant and systematic discrepancies. Four observers were removed as they showed such
differences, namely Taipei observatory (Id 456), Lunping (Id 457), Mojica, Cochabamba,
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Bolivia (Id 628), and XE (Id 715). We also excluded the Locarno station (Id 614), because
of the possible lack of stability after 1980 (Clette et al. 2016).
There are also some special cases, which are described below in detail.
7.3.3.1 Sparse data: Schwabe and earlier backbones
Because of the lack of data for the first years of the Schwabe BB, we have not applied the
criterion 1 from the list above to his data. Furthermore, while constructing the calibration
matrix we considered observations not only during overlapping days but also within ±1
day; if there was no direct overlap, we first checked one day earlier and then one day
later, making sure that no more than one pair entered the matrix. Possible errors due to
short-lived groups are negligible compared to the gain of the increased statistical sample
(Willis et al. 2016b, Usoskin et al. 2016c). These relieved constraints were also applied
to the BBs covering earlier periods, when the statistics were poor.
7.3.3.2 Correcting for low quality observations: Flaugergues, Schubert, Zucconi,
and Hagen backbones
For most BBs, we were able to match observers with a relatively similar quality. This was
not the case for Flaugergues, though. Flaugergues’ data are very important, because they
are the only record covering a relatively extended period in the early 1800s. However,
the G values he reported are significantly lower than those by other observers during that
period, implying that his observations are of lower quality (higher acuity observational
threshold). Therefore, a calibration of all other observers, with higher quality data, di-
rectly to Flaugergues would reduce their quality while increasing the uncertainties. In
order to avoid that, we made use of a corrected Flaugergues series, calibrated to the mean
level of the other observers of the period. In order to make the correction, we assumed that
the acuity threshold for Flaugergues is A = 100 msd, which is greater than for any other
observer (Usoskin et al. 2016c). In this case the acuity threshold for Flaugergues does
not even have to be the correct one, but it only should allow us to calibrate the overlap-
ping observers without downgrading their quality. Applying the 100 msd threshold and
the method described in Usoskin et al. (2016b), we obtained the following parameters for
Eq. (7.3) for Flaugergues: a = 0.18, R = 6.94, and B = 6.03. Then other observers were
calibrated to this “corrected” Flaugergues series.
The same process with the same threshold was used for the Schubert, Zucconi, and
Hagen BBs.
7.3.4 Inter-calibration of backbone series
Once the BB series were constructed and calibrated to the primary BB observer, different
BB series had to be inter-calibrated to each other. We used the RGO BB as the reference
one, and the others were calibrated to it using a daisy chain. The calibration of the BB
series was performed using a procedure similar to that for the individual observers, by
constructing the cross-calibration matrix between the whole BB series this time. However
in this case, we have, for each day, not a single G value but a PDF from each observer
(now the entire composite BB series is considered an observer). In order to account for






Figure 7.3: Example of the construction of the calibration matrix for Winkler (secondary
observer, G) to RGO (primary, G∗) over 1900–1910. Panel a) shows the original distribu-
tion matrix G∗ vs. G: the black line has a slope of unity. Panel b) shows the difference,
G∗−G vs. G. Panel c) is the same as b) but the empty columns for G∗ > 8 have been filled
with the results of the MC simulation. The red circles with error bars depict the mean G∗
values for each G column and their 1σ uncertainty. The yellow line shows the k−factor
used in Hoyt and Schatten (1998).
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For each day with simultaneous observations from both “observers” (the BB series), we
randomly selected G values corresponding to the PDFs and filled the matrix. This process
was performed 1000 times for each day, and the final matrix was computed as the average
among all the individual matrices.
Monte Carlo simulations were used to calibrate the secondary BB to the reference one
accounting for the error propagation. We randomly picked a G value from the PDF for
each day of the secondary BB series and obtained, from the matrix, the PDF of the G∗
values for the reference BB. This was repeated 1000 times and the average PDF of the G∗
values was considered as the calibrated PDF of the secondary BB series for that day.
The procedure is illustrated in Fig. 7.4, which shows the result of the calibration of
the secondary Wolfer BB series to the primary RGO BB series. It is evident from the
panel a) that the RGO BB G values are systematically higher than those of the Wolfer
BB (the difference is positive), implying that RGO is a better observer than Wolfer. After
the calibration (panel b)), the two series match each other so that the mean difference
is consistent with zero in the entire range of G values implying that the calibration was
carried out correctly.
This procedure works well for all the BBs. However, the results for the Horrebow BB
series are very uncertain. The overlap of this series with the Flaugergues BB series is short
and occurs only during activity minima around 1775 and 1795, which gives merely four
points (G values) to perform the fit and to extrapolate to the rest of the range of values.
Since the method gives a realistic estimate of the uncertainties, this is clearly expressed
in large error bars for the 18th century.
7.3.5 Construction of the final series
After all the BBs were calibrated to the reference RGO series, the final composite series
was produced. First, for each day, all the available BB series values (in the form of a
PDF) were merged into a single PDF for that day. From the daily PDFs of the calibrated
G values we produced the monthly G values using a MC simulation. For this, for each
day with available data within a month, we randomly selected a G value from the final
daily PDF and then computed the monthly value as the arithmetic mean of these daily
values. This procedure was repeated 1000 times, and the PDF of the monthly values was
constructed for each month. This MC method considers all the uncertainties straightfor-
wardly. Finally, we collected the mean and asymmetric ±1σ uncertainty level (a Table is
available at the CDS).
Next, the annual numbers of sunspot groups with their asymmetric ±1σ uncertainties
were calculated from the monthly values in the same manner as monthly values from the
daily values. The final annual series is given in Table 7.9 and shown in Figure 7.5. The
GSN in years without reliable values are denoted by -99.
7.4 Validation of the results
7.4.1 Comparison with other series
Other published GSN series are also shown in Fig. 7.5, but without the uncertainties.
While all the series are dominated by the 11-yr solar cycle, the centennial variability
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a)
b)
Figure 7.4: Difference between the Wolfer and RGO backbones. Panel a) shows an uncal-
ibrated matrix after the full MC filling; panel b) shows the same matrix after the calibra-
tion. The red circles depict the average values in every column with their 1σ uncertainty
ranges.
differs among different reconstructions. The ClLi16 and SvSc16 series are systematically
higher than our reconstruction in the 19th and 18th centuries, while the HoSc98 series is
somewhat lower. The present result is close to UEA16 and lies between the ‘high’ and
‘low’ models.
Figures 7.6 and 7.7 show the difference between various other series and the result
presented here.
One can see that all the series agree with each other in the 20th century, except the
SvSc16 series which is systematically lower than all others, although still within the error
bars.
The UEA16 series is very close to our series during cycle maxima, while there are
noticeable differences around the minima. The two series diverge for cycles 2 (our series
is lower than UEA16), 8–9 (ours is higher), and 21–22 (ours is lower). The differences in
cycles 22–23 can be explained by different observers used: while UEA16 used only RGO
and Koyama over that period, we used here more than 150 observers, which allows us to
estimate the activity more accurately.
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Figure 7.5: Annually averaged number of sunspot groups. This work is indicated in black
with the ±1σ area shaded; HoSc98 is indicated in yellow; UEA16 is shown in blue;
SvSc16 is shown in green; and ClLi16 is indicated in red. Numbers on top of the curves
denote the conventional solar cycle numbering.
Figure 7.6: Differences of the annual GSN between our series and other series (as denoted
in the legend). Positive values imply that our series is higher. The grey shading denotes
the ±1σ range of our series. The numbers denote the conventional solar cycle numbering.
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During the solar cycle minima our series agrees with SvSc16, but there are distinct
differences during the maxima. The SvSc16 series gives higher values over the cycles
1–5 and 8–11, while lower values are found for almost all cycles over the 20th century.
These differences can be at least partly explained by the -7% ad hoc adjustment applied
by SvSc16 to the data after 1940 and by the choice of Koyama as the reference observer
(see also a discussion about this in Sect. 7.4.2).
Over the 20th century, the ClLi16 series is essentially the same as that of HoSc98, but
they deviate over the 19th century so that maxima in the ClLi16 series are 3–4 groups
higher than in HoSc98, and hence also than in ours. Keeping in mind that we ignored the
RGO data before 1900 and used Wolfer as the reference for that period, the higher values
by ClLi16 suggest a possible overcorrection of the RGO series by these authors. This is
in agreement with the findings of Lockwood et al. (2016c).
In Figure 7.8 we show the secular trends of different series considered here, using the
non-parametric SSA (singular spectrum analysis, Vautard et al. 1992). The SSA method
is based on decomposition of a time series into several components with distinct temporal
behaviours. It is very convenient for the identification of long-term trends and quasi-
periodic oscillations, especially in the conditions when the secular trend is subdominant
with respect to the main periodicity. As the secular trend we consider the first SSA com-
ponents of the SN series. We used the time window for the SSA in the range of 80–100
yr, where the result is stable. All series show that the activity level was highest in the late
20th century, corresponding to the modern grand maximum, but the relative enhancement
differs among series. The greatest increase over the last 200 yr (defined as the ratio of the
values in 2000 and in 1750) is observed for the HoSc98 series (≈ 2.6), followed by the
UEA (1.9) and our final series (1.7). Finally, SvSc16 series yields 1.3. Thus, the modern
grand maximum is observed in all series. According to this work, this grand maximum is
weaker than that in the HoSc16 series but greater than in the SvSc16 series.
7.4.2 Tests of stability
7.4.2.1 Choice of backbone observers
As primary BB observers, we selected those with sufficiently long observational periods
of the best quality for each epoch. This is illustrated in Fig. 7.9, which shows the differ-
ence matrices for Wolf and Schmidt for two cases: Schmidt is considered as the primary
observer and Wolf as the secondary (panel a)) and vice versa (panel b)). It is apparent that
Schmidt was a better quality observer and is more appropriate to be chosen as the primary
BB observer. By choosing Wolf as the BB observer, we would need to degrade Schmidt
and other observers.
To test whether our final series is robust against the choice of the primary BB ob-
servers, we repeated the same analysis for different BB combinations. We used all possi-
ble combinations of high-quality long-lasting observers over four different intervals: (1)
RGO (1900–1976), Koyama (1947–1984), Mt Wilson (1923–1958), (2) Wolfer (1880–
1928), Quimby (1889–1921), (3) Schmidt (1841–1883), Spoerer (1861–1893), Weber
(1859–1883), Wolf (1848–1893), (4) Schwabe (1826–1867), and Stark (1813–1836).
This led to 48 alternative reconstruction series. Additionally, we constructed two more
series by replacing Kanzelhöhe (1957-2010) with Cragg (1947-2009) and Locarno (1958-
2010) and keeping all the other BBs as in the main series. Thus the total number of var-
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Figure 7.7: Differences of the solar cycle averaged GSN between our series and other
series (as denoted in the legend). Positive values imply that our series is higher. The grey
shading denotes the ±1σ range of our series.















  SvSc16 
  This work 
Figure 7.8: The long-term secular trend in different SN series, studied here, defined as
the first SSA component. The shading represents only statistical uncertainties of the SSA
method.
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a)
b)
Figure 7.9: Matrices of the G value difference between Wolf and Schmidt, where Schmidt
(panel a)) and Wolf (panel b)) are selected as reference observers.
ious GSN reconstructions was 50. We also included Flaugergues and Horrebow BBs in
all series, but excluded the stand-alone BBs. The reference observer was chosen between
RGO, Koyama, and Mt Wilson. Locarno has been excluded from all composites and our
main series, however, we include it here as a BB to evaluate its effects on the calibration.
We note that Quimby, as an individual observer, has overlap only with RGO, Wolf and
Spoerer, while Stark has no overlap with any other BB observer used here. Thus, many
of these auxiliary series result from disconnected BBs and are sometimes based on poor
statistics. They can be used to assess uncertainties related to the BB selection, but as indi-
vidual series, they are much less reliable than our main composite series. In this process,
we did not exclude any other observers except those automatically rejected by the code
(Sect. 7.3.3). The selection of observers within the BBs was performed automatically and
may, of course, differ from those listed in Tables 7.2–7.8.
Figures 7.10 and 7.11 show the differences between our main series and the differ-
ent auxiliary series, described above. The difference is mostly within the ±1σ interval.
Moreover, if the three main BB observers, i.e. RGO, Wolfer, and Schwabe, are fixed, the
differences among the reconstructed series are quite small (Fig. 7.11) and, thus, the choice
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Figure 7.10: Difference between the main reconstructed series and all 50 auxiliary series
produced with different backbone combinations. Annual values are shown. Grey shaded
area indicates the ±1σ uncertainties of the main series.
of other BBs is not important. Using Koyama as the BB observer instead of RGO leads
to systematically lower counts of sunspot groups (see blue curve in Fig. 7.10), but these
counts are still within the 1σ error bars.
Thus, we can conclude that the method is stable regarding the exact choice of the BB
observers with the potential uncertainty lying within the formal error bars.
7.4.2.2 Shape of the matrix
The majority of the calibration matrices constructed for individual observers have a shape
(see Fig. 7.3) similar to that expected from synthetic data with an artificial acuity thresh-
old applied (Usoskin et al. 2016b). This implies that the quality of an observer can be
adequately quantified by his/her acuity observational threshold. However, distorted be-
haviour was found for some observers during periods of high solar activity, so that an
observer, who is “poor” (counting less groups than the reference observer) during peri-
ods of low and moderate activity, may appear to report more groups during solar activity
maxima as if he/she were a better observer than the reference observer. This is caused by
the low statistics and such columns in the matrix were replaced by the fit (Sect. 7.3.3).
In the case in which this behaviour occurred over an extended region of the matrix, the
observers were rejected by the code.
7.4.2.3 Quality of the RGO dataset
We also tested how crucial the choice of the exact reference period of the RGO dataset
is. We repeated the same analysis, but considering the RGO dataset to start in 1874 and
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in 1916. Since a change of the reference period affects the statistics used for the calibra-
tion, allocation of some individual observers to specific BBs was automatically changed
and was different than in Tables 7.2 through 7.8. Figure 7.12 shows the differences be-
tween the main series proposed here and these two alternative series. The result within
the Kanzelhöhe BB is not affected at all, and for the rest of the BBs the difference is sig-
nificantly smaller than the error bars, which are on average 0.14 and 0.10 for the annual
values using RGO data for the periods of 1874–1976 and 1916–1976, respectively. At the
same time, the use of the reference period shortened to after 1916 significantly decreases
statistics, ignoring 42 yr of RGO data. Thus, we conclude that the present reconstruction
is also robust against the choice of the reference period of the RGO dataset.
7.4.2.4 Other issues
Our method may suffer from an intrinsic problem related to a possible overestimate of G
for periods of low activity. If a secondary “poor” observer reports no spots, the method
corrects it to a finite non-zero value of G∗ (see e.g. Fig. 7.3). This is different from the
linear k−factor method (e.g. SvSc16), in which zero values of a low-quality observer are
always translated to zero values of the high-quality reference observer.
We explicitly assume, similar to all other SN reconstructions, that the observational
record of any observer is error free in the sense that they report exactly the number of
sunspot groups that should be visible to them on the Sun on a given day (cf. Spearman
1904, Dudok de Wit et al. 2017). If this assumption were violated (e.g. weather or health
conditions may temporarily reduce the acuity of the observer), the method would tend
to slightly underestimate the reconstructed values at high activity levels, while overesti-
mating the values at activity minima. However, at present there is no way to assess these
kinds of errors and we have to rely on this assumption. We note that this also affects all
other methods, including the linear k−factor.
We also assume (as is done in all other reconstructions) that the observational quality
of an observer is constant in time. On the other hand, if it changed over time, especially
outside the calibration period, it may introduce some additional uncertainties in the final
result. However, in this work we cannot account for that and have to make the assumption
on the constancy of the quality of the observer, as done by all the other reconstructions as
well.
7.5 Summary and conclusions
We present a new reconstruction of the number of sunspot groups since 1739, along with
realistic uncertainties, with daily, monthly, and annual time resolutions. The reconstruc-
tion is based on the daisy-chain normalization of individual observers via so-called “back-
bones” built up on the records of the key observers of different epochs. In contrast to most
of the previous works, based on a simple linear k−factor scaling (e.g. Hoyt and Schat-
ten 1998, Clette et al. 2014, Svalgaard and Schatten 2016), our reconstruction employs a
direct non-parametric calibration of observers by linking the values during days of simul-
taneous observations (Usoskin et al. 2016b). This method is based on the assumption that
the quality of the data of the various observers is maintained throughout their observing
period, which may not be well validated (Lockwood et al. 2016c). This will be studied
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Figure 7.11: Difference between the main reconstructed series and the auxiliary series
produced with different backbone combinations that include RGO, Wolfer, and Schwabe.
Grey shaded area represents the ±1σ uncertainties of the main series.
elsewhere. We also assume, as all other methods do, that daily records of each observer
are error free. A further assumption is that the main differences between the observers is
due to their different observing capabilities. This assumption is used merely to extrapolate
for the values that are missing from the overlapping period. Thus this method works with
a minimum number of assumptions and allows for a direct comparison of two observers
with different observational skills. Uncertainties of the reconstruction were assessed us-
ing a Monte Carlo method applied to the derived PDFs. This approach accounts naturally
for the error propagation without making additional assumptions (e.g. about the normality
and independence of errors). In other words, we present a highly advanced daisy-chain
reconstruction of GSN based on the most direct calibration of observers.
We tested the sensitivity of the method to the choice of the BB observers and of the
reference period. We found that the reconstruction was robust and the result remained
within the provided uncertainties.
The new series has been compared with other published GSN reconstructions, i.e.
HoSc98, ClLi16, SvSc16, and UEA16. The new series lies close to UEA16, but is slightly
higher than that in the 18th century. In contrast, it is systematically lower than ClLi16 in
the 19th century and lower than SvSc16 in the 18th century. The latter two series are based
on the k−factor scaling, which is shown to overestimate solar activity during solar cycle
maxima (Lockwood et al. 2016e, Usoskin et al. 2016b,c). The new series confirms the
existence of the modern grand maximum of activity in the second half of the 20th century,
when sunspot cycles were significantly higher than during the 19th and 18th centuries.
The new GSN series provides a robust reconstruction of solar activity (the number
of sunspot groups) with a realistic estimate of uncertainties and forms a basis for further
investigation of centennial variability of solar activity over the last 270 yr.
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Figure 7.12: Differences between the main annual reconstructed G series and those based
on the reference RGO dataset for 1874–1976 and for 1916–1976 (blue and red, respec-
tively). The grey shaded area depicts the ±1σ uncertainties of the main series.
Appendix A: List of observers
In Tables 7.2–7.8 we list all observers that were used in each BB series. The tables
contain information on the Id of the observer in the Vaquero et al. (2016) database, the
observer’s name, the first year of observations employed here, the last year of observations
employed here, the number of daily observations Nd used, and the number of overlap days
of observations with the backbone observer Md (for Schwabe, Flaugergues, and Horrebow
BBs the values for ±1 days are also given). The backbone observer is listed first and the
others are sorted based on their Id.
Appendix B: Additional table
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7.5 Summary and conclusions
Table 7.2: List of observers used for the RGO backbone.
Id Observer Start End Nd Md
332 RGO 1900 1976 28124
341 Winkler, Jena 1882 1910 6161 2480
345 Konkoly, Ogyalla 1885 1905 3531 965
347 Stonyhurst College Obs. 1886 1935 4534 4338
352 Quimby, Philadelphia 1889 1921 10860 7428
358 Mount Holyoke College 1890 1925 2799 2774
361 Schwab, Kremsmunster 1892 1909 3619 2060
362 Catania 1893 1918 7620 5417
366 Sykora, Charkow 1894 1910 1883 1248
368 Lewitzky, Jurjew 1895 1907 1279 647
370 Broger, Zurich 1896 1935 9492 8600
376 Woinoff, Moscow 1898 1919 2881 2758
378 Freyberg, St. Petersburg 1898 1903 530 393
380 Kleiner, Zobten 1899 1918 1965 1823
381 Kitschigin, Spitzbergen 1900 1900 102 102
382 Subbotin, St. Petersburg 1900 1908 1017 1017
383 Gorjatschy, Moscow 1901 1908 603 603
384 Larionoff, Mohilew 1901 1903 202 202
385 Struve, Charkow 1901 1902 179 179
386 Guillaume, Lyon 1902 1925 6340 6340
387 Schatkow, Kola 1902 1910 1057 1057
388 Messerschmitt, Munchen 1902 1910 1715 1715
389 Stempell, Hannover 1903 1925 2760 2760
390 Amherst College Observatory 1903 1906 672 672
392 Morosoff, Moscow 1904 1909 58 58
394 Wasnetzoff, Moscow 1905 1912 455 455
395 Belar, Laibach 1906 1906 144 144
396 Hrase, Prague 1906 1916 1748 1748
397 Brunner, Chur 1906 1906 127 127
398 Bodocs, Ogyalla 1906 1916 1674 1674
399 Ginori, Florence 1907 1907 114 114
402 Sykora, Taschkent 1907 1907 155 155
403 Biske, Zurich 1908 1909 377 377
405 Lucchini, Florence 1908 1914 1190 1190
406 Guerrieri, Capodimonte 1908 1910 943 943
407 Braak, Batavia 1909 1925 1586 1586
408 Stefko, Leysin 1909 1913 260 260
409 Schwarz, Kremsmunster 1910 1914 654 654
411 Kavan, Prague 1911 1913 771 771
412 Moye, Montpellier 1911 1925 4744 4744
413 Miloradowitsch, Pulkowo 1913 1914 143 143
414 Buttlar, Simsdorf 1914 1925 1898 1898
417 Bugoslawsky, Moscow 1916 1918 411 411
419 Reed, Kennebunk, Maine 1917 1917 33 33
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Table 7.2: continued.
Id Observer Start End Nd Md
427 Mt. Wilson, Full Disk 1923 1958 11666 11666
428 Brunner, Zurich 1926 1944 4901 4901
429 Buser, Arosa 1928 1937 2722 2722
431 Brunner, W., Zurich 1929 1944 3262 3262
432 N.A.O., Japan, k=0.75 1930 1930 244 244
433 N.A.O., Japan, k=0.65 1931 1934 920 920
434 N.A.O., Japan, k=0.70 1935 1948 1293 1293
436 Waldmeier, Zurich 1936 1947 1615 1615
437 N.A.O., Japan, k=0.55 1936 1936 207 207
438 Protitch, M., Belgrade 1936 1954 3357 3357
439 N.A.O., Japan, k=0.60 1937 1944 2059 2059
440 Rapp, Locarno-monti 1941 1944 1298 1298
441 Valencia Obs., Valencia 1920 1956 5734 5734
442 Waldmeier, Arosa 1942 1944 308 308
443 Djurkovic, P.M., Belgrade 1946 1946 159 159
444 Oskanjan, V., Belgrade 1947 1949 331 331
445 Koyama, H., Tokyo 1947 1996 9848 5746
446 U.S. Naval Observatory 1948 1956 3211 3211
447 National Astron. Obs., Japan 1949 1993 12243 7689
448 Simic, M., Belgrade 1949 1950 158 158
449 Dizer, M., Kandilli Obs. 1949 1954 691 691
451 San Miguel Obs., Argentina 1952 1965 1274 1274
452 Ozguc, A., Kandilli Obs. 1955 1968 1931 1931
454 Rome Observatory 1958 1989 7104 4758
458 Dogan, N., Ankara 1974 1975 455 455
464 Luft, H. 1924 1988 10628 7536
486 Athenes Eugenides, Greece 1967 1982 2386 1877
493 Athenes III, Elias, Greece 1949 1995 7611 4441
610 Luft 2, U.S.A. 1958 1988 4992 2662
612 Looks, Chile 1967 1987 3678 1906
655 Potsdam, Germany 1950 1999 5436 2740
658 Quezon, Philippines 1957 2010 10606 3709
667 Roma 3, Italy 1950 2000 4213 654
671 Santiago, Chile 1957 2005 3781 1356
679 Skalnate, Slovakia 1950 2010 9200 4379
681 San Miguel, Argentina 1967 2010 9400 2402
701 Uccle, Belgium 1949 2010 13283 5033
736 Cragg, T., Los Angeles 1947 2009 17726 8900
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Table 7.3: Same as Table 7.2 but for the Kanzelhöhe backbone.
Id Observer Start End Nd Md
606 Kanzelhöhe Treffen, Austria 1957 2010 12862
435 Madrid Observatory, Madrid 1935 1986 11931 3453
453 Lee Observatory, Bierut 1956 1975 6532 3251
459 Space Environment Laboratory 1977 1995 6922 4764
460 Debrechen Heliophysical Obs. 1977 1977 365 268
461 Catania Observatory 1978 1987 3288 2055
462 Air Force Network 1981 1991 3572 2623
463 British Astron. Assoc. 1992 1995 1002 806
470 N.O.A.A., U.S.A. 1983 1994 2713 2071
472 Astr. Centre Ardenne, Belgium 1992 2003 1220 955
473 Andries Son, Belgium 2003 2010 1187 958
474 Antares, Italy 1994 1995 170 145
476 Aguilar, Valencia, Spain 1985 1988 967 729
477 Ahnert, Germany 1981 1988 1244 975
478 Andrew Johnston, Australia 2009 2010 221 168
479 Alcober Valencia Spain 1985 1990 1177 896
481 Ankara, Turkey 1977 1990 2898 2074
483 Philippe Wittelsheim, France 1989 2010 3984 3255
487 Australian Obs. Coonabarabran, Australia 1988 2007 5717 4325
488 G.O.A.S., Argentina 1987 1993 563 421
489 Observ. Paul Ahnert, Cottbus, Germany 1992 2010 4463 3431
490 Donostia, Spain 1991 1993 225 188
491 Athenes Nat. Obser. (1) 127, Greece 1981 1998 4247 3218
492 Athenes Nat. Obser. (2) 109, Greece 1981 1999 4391 3303
494 A4 Sanvito 32404, Italy 1986 2010 5971 4642
495 Balseiro, Uruguay 1983 1985 333 250
499 Obs.Jordano Dimitrovgrad, Bulgaria 1995 2005 1107 835
500 Bullon, Valencia, Spain 1982 2010 5225 4083
501 Bortolotti Mauro, Italia 1997 2009 3695 2989
502 Boscat Michael, Ca 2008 2010 466 397
504 Basrah, Iraq 1986 1986 228 168
505 Broxton Tony, U.K. 2008 2010 625 508
506 Bucharest, Romania 1981 1998 3828 2940
507 Bob Vanslooten, Netherlands 2009 2010 294 227
509 Beyazit Obser., Turkey 1981 1998 4532 3374
512 Courdurie Marcq En Baroeul, France 1989 2010 3516 2670
515 Claeys Vedrin, Belgium 1988 2010 5334 4169
518 Capricorno, Campinas, Brazil 1981 2009 3064 2233
521 Hans Coeckelberghs, Belgium 2006 2010 390 339
522 Fernandez Ruis, Santander, Spain 1992 2010 4059 3215
523 Culgoora Narrabri, Australia 1985 2010 4528 3484
524 De Backer Boom, Belgium 1983 2010 5485 4325
527 Deman, Belgium 1986 2010 568 471
529 Desrues, France 1981 1985 1289 933
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Table 7.3: continued
Id Observer Start End Nd Md
530 Dubois Langemark, Belgium 1985 2010 6545 5071
533 Vasquez Carlos, Argentina 1991 2000 776 581
534 Ebro, Roquetes, Spain 1949 2010 16266 10698
536 Eleizalde, Caracas, Venezuela 1989 1999 3159 2411
436 Waldmeier, Zurich 1936 1947 1615 1615
548 Observatory Frantiska, Czech Republic 1997 2010 1657 1402
549 Stefaniks, Obs. Prague, Czech Republic 1997 2010 1551 1308
550 Fujimori Nagano, Japan 1968 2010 10558 7724
552 Gema Araujo, Spain 2000 2010 3105 2494
553 Andre Gabriel, Belgium 2006 2010 1497 1249
554 Grognard, Belgium 1981 1991 572 396
555 Gerard Dinant, Belgium 1981 2007 5031 3867
557 Gillissen, Belgium 1981 1993 2543 1925
558 German Morales, Cochabamba, Bolivia 1995 2010 4534 3530
560 Gollkowsky Rudolstadt, Germany 1982 1997 874 711
562 Schott Lutz, Gerd, Germany 2001 2010 2259 1839
563 Guillery Pulligny, France 1985 2005 2914 2395
565 Huancayo, Peru 1983 2006 1093 830
566 Hardie Jordanstown, N.Ireland 1989 1999 2427 1825
567 Hancharia, Italy 1995 1998 434 356
568 Helwan, Egypt 1967 2010 9743 6914
571 Mahmoud S, Mosque Society, Egypt 1995 2005 942 691
572 Holloman, U.S.a. 1983 2010 7498 5697
573 Hvezdaren Presov, Slovakia 1994 2010 3749 3013
576 Hazel Collett, United-kingdom 2003 2007 779 624
577 Hurbanovo, Slovakia 1969 2010 7859 6386
578 Hvezdaren Kysucke, Slovakia 1993 2010 4290 3414
581 Iskum, Budapest, Hungary 1989 1999 655 553
582 Iseo, Italy 1994 2005 1628 1389
583 Jambol, Bulgaria 1991 2003 698 532
584 Astro. De Reux Ciney, Belgium 1992 2010 3363 2647
585 Jef Claes, Belgium 2006 2010 799 654
586 Dragesco Jean, France 2002 2005 774 599
587 Jahn Jost, West-Germany 1987 1993 628 485
588 Observatory Haskovo, Bulgaria 1998 2001 240 186
589 Jorge Luis Garcia, Spain 1996 2010 1166 936
591 Johnston Gwynedd, England 1991 2009 3267 2486
592 Havana Solar Station, Cuba 2001 2010 2582 2057
595 Jeffrey Carels, Belgium 2006 2010 1027 874
596 Kawaguchi, Japan 1981 2010 8122 6151
597 Kandilli, Turkey 1950 2010 11250 7889
598 Karjali, Bulgaria 1992 1999 552 436
599 Kladno, Czech Republic 1993 2008 3507 2855
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Table 7.3: continued
Id Observer Start End Nd Md
600 Koyama, Japan 1981 1996 3250 2401
601 Observatory Rokycany, Czech Republic 1997 2001 351 291
602 Kislovodsk, Russia 1981 2010 9069 6880
607 Larguier, France 1985 1994 2274 1754
613 Lieve Meeus, Belgium 2005 2010 909 766
615 Learmouth, Australia 1983 2010 7466 5614
616 Larissa Observatory, Greece 1989 2010 4751 3837
617 Lunping, Republic Of China 1981 1998 2965 2279
618 Manila, Philippines 1971 1988 5103 3562
620 Mac Kenzie, Dover, United-kingdom 1981 2010 8389 6421
621 Madrid, Spain 1978 1986 1036 734
622 Meadows Peter, U.K. 2008 2010 566 478
625 Michaux, Belgium 1986 1990 319 251
626 Murmansk, Russia 1994 2010 3041 2431
627 Milano, Italy 1994 2010 1805 1505
629 Roberto De Manzano, Italy 2003 2010 1984 1684
630 Mochizuki Urawa, Saitama, Japan 1978 2010 8007 5984
631 Mira Grimbergen, Belgium 1987 2010 2193 1719
632 Smolyan, Bulgaria 1990 2008 856 673
634 Juri Gagarin, Eilenburg, Germany 1992 2010 1818 1428
636 Obs. Copernicus, Varna, Bulgaria 1995 2002 494 352
639 Nijmegen, Netherlands 1983 2010 5344 4168
640 Barnes, Auckland, New-zealand 1985 2010 4037 3089
642 Obs. Solar Bernard Lyot, Brazil 1995 1996 178 121
645 O.M.A. Americana, Brasil 1987 1994 802 601
646 Ondrejov Observ., Czech-republic 1991 2010 4711 3890
645 O.M.A. Americana, Brasil 1987 1994 802 601
646 Ondrejov Observ., Czech-republic 1991 2010 4711 3890
649 Vlasim, Czech Republic 1989 1992 436 360
650 Palehua, Hawai 1983 1997 3512 2637
651 Perroni, Brazil 1981 1986 1413 1021
652 Pasternak, Berlin, Germany 1984 2010 5429 4331
654 Lormont, France 1991 1997 691 555
656 Observatory Prostejov, Czech Republic 1998 2010 1529 1273
657 Pyong Yang, Korea 1985 2003 4324 3306
659 Ramey, Puerto-rico 1983 2003 5957 4505
666 Rokycany - Luzicka, Czech Republic 1997 2001 424 348
668 Paulo Roberto Moser, Brazil 2010 2010 172 144
669 Rasson Mons, Belgium 1988 1997 2126 1626
670 Rodriguez, Venezuela 1986 1989 950 720
672 Siracusa II, Lapichino, Italia 1986 1995 365 294
673 Sjoerd Dufoer, Belgium 2007 2010 366 323
674 Sergio Fabiani, Bolivia 1995 1995 133 105
675 Sigma Octante, Cochabamba, Bolivia 1981 2010 5258 4049
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Table 7.3: continued
Id Observer Start End Nd Md
677 Smith Marlyn, U.K. 2008 2010 379 313
678 San Jose, Buenos Aires, Argentina 1986 1996 702 531
683 Sobota, Slovakia 1992 2010 5258 4280
685 Saudi Arabia, Jeddah 1981 2010 5477 4154
688 Suzuki, Japan 1981 2010 7839 5954
691 Trento, Italy 1994 1994 48 48
692 Thomas Teague, United Kingdom 2005 2010 219 168
693 Central Weather Bureau, Republic Of China 1981 2010 5898 4564
694 Tangjungsari, Indonesia 1984 1989 1358 1031
696 Taipei 2, Republic Of China 1981 2005 3692 2796
697 Trieste, Italy 1967 1993 2704 2074
698 Spaninks Tilburg, Netherlands 1991 2010 3079 2424
700 Tony Tanti Naxxar, Malta 1986 1998 2271 1769
702 U.L.B., Belgium 1983 1986 594 463
705 Sliven, Bulgaria 1989 2003 1301 985
706 Ventura Mosta, Malta 1986 2003 3732 2834
709 Ruben Verboven, Belgium 2006 2010 154 135
713 Monte Mor, Brazil 2006 2010 729 625
717 Y Alarcos, Valencia, Spain 1986 1994 587 441
719 Yvergneaux Ronse-renaix, Belgium 1981 1997 3754 2844
720 Zagora, Bulgaria 1990 2010 2851 2307
721 Zamora, Spain 1993 1999 1138 865
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Table 7.4: Same as Table 7.2 but for the Wolfer backbone.
Id Observer Start End Nd Md
335+338 Wolfer, Zurich 1876 1928 13533
329 Secchi, Rome 1871 1877 1530 298
333 Moncalieri 1874 1893 3598 2422
336 Aguilar, Madrid 1876 1882 1940 1381
337 Monthly Weather Review 1877 1886 2383 1786
339 Ricco, Palermo 1880 1892 3709 2668
343 Merino, Madrid 1883 1896 3221 2394
346 Vogel, Potsdam 1886 1886 162 135
347 Stonyhurst College Obs. 1886 1935 4534 1835
349 Schmoll, Paris 1888 1892 1359 1041
350 Haverford College Obs., PA 1888 1899 2063 1547
353 Carleton College Observatory 1889 1892 523 383
355 Smith Observatory 1890 1891 258 192
356 Hadden, D.E., Alta, Iowa 1890 1890 2964 2256
359 Schreiber, Kalocsa 1891 1895 1173 976
360 Zona, Palermo 1891 1891 282 233
369 Maier, Schaufling 1895 1901 632 529
373 Oliver, A.I., Boston U., MA 1897 1901 254 190
375 Jastremsky, B., Charkow 1898 1900 149 111
377 Mirkowitsch, Jaroslaw 1898 1900 135 111
379 Kaulbars, St. Petersburg 1898 1901 649 508
391 Boston University Obs. 1903 1906 359 239
401 Bemmelen, Batavia 1907 1919 2748 1910
415 Schmid, St. Gallen 1915 1915 225 173
421 Voss, Altona 1918 1918 198 145
465 Wolf, R., Zurich (small Telescope) 1858 1893 8285 4385
Table 7.5: Same as Table 7.2 but for the Schmidt backbone.
Id Observer Start End Nd Md
292 Schmidt, Athens 1841 1883 6970
298 Wolf, R., Zurich 1848 1893 18311 4153
307 Carrington, London 1853 1860 1215 204
311 Weber, Peckeloh 1859 1883 6983 4035
318 Spoerer, G., Anclam 1861 1893 6281 2449
323 Ferrari, Rome 1866 1879 478 429
324 Leppig, Leipzig 1867 1881 2611 1979
325 Dawson, W.M., Spiceland, Ind 1867 1890 1623 824
328 Tacchini, Rome 1871 1900 7584 2388
330 Billwiller, Zurich 1872 1875 308 286
331 Sawyer, E.F., Cambridgeport 1872 1874 282 273
342 Janesch, Laibach 1882 1887 1164 439
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Table 7.6: Same as Table 7.2 but for the Schwabe backbone.
Id Observer Start End Nd Md Md±1day
279 Schwabe, H. Dessau 1825 1867 11945 11945
255 Stark, J.M., Augsburg 1826 1836 1075 924 1029
274 Herschel, J., London 1822 1837 122 37 61
278 Von Both, G., Breslau 1825 1826 183 59 72
280 Hussey, T.J., England 1826 1837 1207 879 1073
282 Lawson, H., Hereford 1831 1832 200 151 180
283 Ruprecht, H., Ziegenhain 1832 1832 39 31 35
284 Boguslawski, P.H.L., Breslau 1832 1832 17 14 17
285 Bohm, J.G., Wien 1833 1836 101 84 96
290 Petersen, A.C., Altona 1840 1841 13 10 13
294 Peters, C.H.F., Clinton, NY 1844 1870 1308 953 1028
299 Greisbach, T.J., England 1850 1865 168 161 168
300 Sestini, Georgetown 1850 1850 42 35 39
304 Pogson, N., London 1851 1851 13 11 13
305 Tomaschek, Wien 1852 1854 15 8 15
306 Borck, Cassel 1852 1855 19 19 19
308 Flagstaff Obs., Melbourne 1857 1858 16 15 16
312 Howlett, F., England 1859 1892 766 505 537
313 Baxendall, J., Manchester 1859 1859 7 7 7
314 Coast Survey, Washington 1860 1862 475 430 460
316 Jenzer, Bern 1861 1865 585 542 566
320 Waldner, Zurich 1863 1864 41 39 41
321 Meyer, Zurich 1864 1871 912 387 397
Table 7.7: Same as Table 7.2 but for the Flaugergues backbone.
Id Observer Start End Nd Md Md±1day
22+227 Flaugergues, H., Aubenas and Viviers 1788 1830 2101 2101
202 Bode, J.E., Berlin 1774 1822 68 26 32
218 Heinrich, P., Munich 1781 1820 396 119 216
236 Herschel, W., London 1794 1818 384 29 67
238 Gemeiner, A.T., Regensburg 1797 1797 3 1 3
245 Lindener, B.A., Glatz 1800 1827 519 114 210
246 Derfflinger, T., Kremsmunster 1802 1824 789 47 101
250 Prantner, S.M.J., Wilten 1804 1844 115 35 67
258 Tevel, C., Middelburg 1816 1836 858 89 156
260 Watts, Cape Diamond, Quebec 1816 1818 83 3 10
262 Adams, C.H., Edmonton 1819 1823 977 34 66
263 Pastorff, J.W., Drossen 1819 1833 1477 53 109
273 Arago, F.D., Paris 1822 1830 923 85 145
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Table 7.8: Same as Table 7.2 but for the Horrebow backbone.
Id Observer Start End Nd Md Md±1day
180 Horrebow, C., Copenhagen 1761 1776 1532 1532
174 Lalande, J., Paris 1752 1798 105 15 26
185 Warschauer 1764 1766 3 2 3
203 Lievog, E., Copenhagen 1776 1777 196 97 101
466 Staudach, J.C., Nuremberg 1749 1799 1172 128 234
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Table 7.9: Annual values of the proposed GSN series with the asymmetric 1σ intervals.
Year G σ+ σ− Year G σ+ σ− Year G σ+ σ−
1739 4.01 2.29 2.08 1779 9.48 1.48 1.35 1819 3.04 0.82 0.62
1740 -99.00 0.00 0.00 1780 7.45 1.11 1.33 1820 2.42 0.65 0.51
1741 -99.00 0.00 0.00 1781 6.33 1.19 1.00 1821 1.87 0.58 0.51
1742 1.73 1.55 0.95 1782 4.20 0.86 0.93 1822 1.56 0.57 0.43
1743 1.63 1.91 1.15 1783 3.41 0.88 0.62 1823 1.28 0.51 0.37
1744 -99.00 0.00 0.00 1784 2.12 0.85 0.74 1824 1.60 0.62 0.39
1745 -99.00 0.00 0.00 1785 2.97 0.59 0.66 1825 2.54 0.78 0.60
1746 -99.00 0.00 0.00 1786 6.00 1.31 0.60 1826 3.67 0.88 0.75
1747 -99.00 0.00 0.00 1787 8.28 1.07 1.11 1827 4.71 0.92 0.83
1748 5.43 1.69 1.28 1788 8.72 1.05 1.03 1828 5.54 1.00 1.00
1749 6.68 0.98 0.99 1789 7.87 1.00 1.22 1829 5.71 0.95 0.92
1750 4.94 1.51 0.49 1790 6.88 1.09 1.10 1830 6.03 1.00 1.00
1751 3.84 0.80 0.62 1791 5.59 0.92 1.16 1831 4.34 0.91 0.87
1752 4.34 0.66 0.77 1792 5.48 1.44 1.22 1832 3.08 0.84 0.63
1753 3.40 0.84 0.65 1793 2.51 1.30 0.56 1833 1.77 0.62 0.52
1754 1.68 0.71 0.50 1794 4.71 0.81 1.23 1834 1.70 0.70 0.51
1755 1.56 0.71 0.50 1795 3.02 0.70 0.92 1835 4.69 0.91 0.80
1756 1.64 0.63 0.52 1796 2.38 0.68 0.57 1836 8.32 1.10 0.93
1757 2.28 0.69 0.45 1797 1.73 0.58 0.45 1837 9.47 0.84 1.08
1758 3.02 0.90 0.47 1798 1.30 0.63 0.34 1838 7.29 1.06 1.02
1759 5.17 1.19 1.19 1799 1.74 0.53 0.51 1839 6.49 1.01 0.96
1760 5.17 1.13 0.97 1800 2.41 0.67 0.61 1840 5.12 1.01 0.90
1761 6.72 0.79 1.10 1801 4.42 0.96 0.82 1841 3.40 0.82 0.77
1762 5.44 0.86 0.76 1802 3.69 0.87 0.71 1842 2.42 0.78 0.63
1763 4.35 0.71 0.69 1803 3.01 0.78 0.73 1843 1.35 0.57 0.40
1764 3.58 0.79 0.66 1804 3.13 0.74 0.71 1844 1.78 0.65 0.54
1765 1.73 0.71 0.47 1805 3.13 0.72 0.69 1845 3.61 0.90 0.83
1766 1.55 0.48 0.48 1806 2.62 0.54 0.67 1846 4.57 0.94 0.90
1767 3.64 0.76 0.51 1807 2.09 0.53 0.70 1847 6.82 0.85 1.19
1768 6.02 1.01 0.80 1808 1.86 0.67 0.38 1848 8.55 0.92 1.00
1769 7.71 1.12 1.07 1809 1.52 0.59 0.46 1849 7.89 1.01 0.94
1770 7.68 1.10 1.07 1810 1.08 0.52 0.40 1850 5.96 1.00 1.01
1771 6.89 0.87 1.19 1811 1.27 0.52 0.44 1851 5.99 1.01 0.94
1772 5.23 0.92 0.66 1812 1.92 0.55 0.60 1852 5.48 1.04 0.94
1773 3.21 0.68 0.51 1813 2.26 0.71 0.53 1853 4.33 0.88 0.85
1774 2.96 0.80 0.44 1814 2.04 0.62 0.49 1854 2.55 0.73 0.70
1775 1.70 0.48 0.47 1815 3.22 0.76 0.60 1855 1.33 0.53 0.44
1776 2.08 0.60 0.43 1816 4.26 0.69 0.81 1856 1.10 0.50 0.39
1777 4.33 1.22 0.53 1817 4.20 0.79 0.81 1857 2.95 0.73 0.75
1778 8.86 1.24 1.12 1818 3.78 0.78 0.70 1858 5.44 0.95 0.83
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Table 7.9: continued.
Year G σ+ σ− Year G σ+ σ− Year G σ+ σ−
1859 7.94 0.97 1.02 1899 1.50 0.50 0.44 1939 8.10 0.72 0.73
1860 8.34 0.96 1.01 1900 1.25 0.53 0.40 1940 6.31 0.77 0.74
1861 7.01 0.94 0.99 1901 0.54 0.36 0.25 1941 4.55 0.78 0.69
1862 5.50 0.93 0.88 1902 0.65 0.35 0.26 1942 2.86 0.62 0.46
1863 4.74 0.91 0.79 1903 2.36 0.64 0.49 1943 1.63 0.41 0.36
1864 4.47 0.87 0.81 1904 4.23 0.68 0.69 1944 1.27 0.43 0.33
1865 3.23 0.79 0.74 1905 5.10 0.85 0.71 1945 3.55 0.70 0.63
1866 2.27 0.66 0.57 1906 5.10 0.74 0.78 1946 8.07 0.99 0.82
1867 1.41 0.56 0.46 1907 5.27 0.84 0.65 1947 11.62 1.07 1.12
1868 3.62 0.84 0.68 1908 4.91 0.84 0.79 1948 10.59 1.04 0.98
1869 6.21 0.98 0.85 1909 4.06 0.78 0.64 1949 10.04 0.98 0.96
1870 9.24 0.84 0.99 1910 2.12 0.54 0.49 1950 6.47 0.86 0.83
1871 7.93 0.91 0.95 1911 0.97 0.42 0.34 1951 5.19 0.79 0.77
1872 7.58 0.87 0.96 1912 0.60 0.37 0.24 1952 2.74 0.57 0.55
1873 5.27 0.90 0.82 1913 0.42 0.34 0.20 1953 1.46 0.48 0.39
1874 4.18 0.79 0.74 1914 1.17 0.50 0.33 1954 0.74 0.32 0.27
1875 2.09 0.69 0.52 1915 4.13 0.78 0.76 1955 3.33 0.73 0.57
1876 1.44 0.54 0.43 1916 5.36 0.90 0.83 1956 10.29 0.98 1.05
1877 1.37 0.54 0.41 1917 8.57 0.89 1.05 1957 13.03 0.99 0.97
1878 0.77 0.40 0.29 1918 7.20 0.88 0.90 1958 13.50 1.11 1.02
1879 0.99 0.42 0.37 1919 6.00 0.78 0.79 1959 11.71 0.90 0.95
1880 3.03 0.72 0.57 1920 3.78 0.70 0.62 1960 8.53 1.05 0.93
1881 4.93 0.88 0.77 1921 2.65 0.63 0.58 1961 4.45 0.74 0.74
1882 4.98 0.82 0.80 1922 1.59 0.55 0.41 1962 2.91 0.60 0.53
1883 5.43 0.90 0.83 1923 0.92 0.37 0.33 1963 2.35 0.54 0.46
1884 5.98 0.82 0.81 1924 1.85 0.49 0.44 1964 1.20 0.39 0.32
1885 4.88 0.75 0.80 1925 4.22 0.76 0.72 1965 1.58 0.44 0.39
1886 2.79 0.63 0.66 1926 5.87 0.82 0.74 1966 3.97 0.61 0.64
1887 1.66 0.57 0.51 1927 6.28 0.83 0.83 1967 7.88 1.02 0.89
1888 1.10 0.51 0.32 1928 6.72 0.85 0.91 1968 8.03 0.91 0.92
1889 1.04 0.46 0.37 1929 6.05 0.81 0.74 1969 7.90 0.98 0.90
1890 1.15 0.49 0.39 1930 3.83 0.77 0.63 1970 8.75 0.91 0.90
1891 3.98 0.76 0.75 1931 2.39 0.53 0.49 1971 6.07 0.80 0.74
1892 6.51 0.94 0.88 1932 1.31 0.43 0.34 1972 5.94 0.91 0.82
1893 7.66 0.97 0.96 1933 0.72 0.33 0.28 1973 3.40 0.71 0.66
1894 7.31 0.95 0.93 1934 1.05 0.42 0.34 1974 3.12 0.72 0.66
1895 5.86 0.94 0.82 1935 3.75 0.77 0.62 1975 1.57 0.41 0.39
1896 3.85 0.78 0.68 1936 7.45 0.95 0.79 1976 1.41 0.39 0.34
1897 3.05 0.70 0.63 1937 10.10 1.14 1.07 1977 2.65 0.55 0.50
1898 2.63 0.68 0.58 1938 9.72 0.98 0.95 1978 7.92 1.02 0.83
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Table 7.9: continued.
Year G σ+ σ− Year G σ+ σ− Year G σ+ σ−
1979 11.61 1.08 1.01 1990 10.86 1.14 1.11 2001 9.76 1.07 0.97
1980 10.50 1.07 1.06 1991 11.00 1.03 1.15 2002 9.52 1.06 0.96
1981 10.78 1.02 1.09 1992 7.46 0.97 0.77 2003 6.13 0.96 0.93
1982 8.85 1.06 0.89 1993 4.53 0.69 0.63 2004 4.15 0.75 0.71
1983 5.52 0.88 0.78 1994 2.96 0.64 0.54 2005 3.09 0.68 0.55
1984 3.56 0.70 0.59 1995 1.83 0.51 0.44 2006 1.95 0.48 0.44
1985 1.51 0.50 0.39 1996 1.05 0.37 0.31 2007 1.15 0.40 0.33
1986 1.19 0.41 0.34 1997 2.00 0.52 0.40 2008 0.69 0.33 0.26
1987 2.28 0.56 0.50 1998 5.53 0.77 0.71 2009 0.70 0.35 0.23
1988 6.65 0.88 0.83 1999 7.61 0.98 0.88 2010 2.03 0.53 0.43
1989 10.81 1.07 1.08 2000 9.51 1.06 0.98
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Understanding of the mechanisms of solar influence on climate requires long and reliable
reconstructions of past solar irradiance. A critical input to such reconstructions are direct
or indirect indices of solar magnetic activity. They need to be as reliable as possible,
homogeneous, self-consistent and with realistic uncertainty estimates, which is usually
not the case. The main goal of this thesis is to construct new or to critically revise existing
datasets of historical solar observations. Two types of data, which are of prime importance
for irradiance models are addressed in this thesis: facular and sunspot observations from
historical Ca II K spectroheliograms and sunspot counting, respectively.
In the introduction (Chapter 1) we give a brief overview of the basic underlying solar
physics, solar irradiance and its connection to Earth’s climate. In Chapter 2 we describe
the historical and modern Ca II K data and provide information on the observational and
photographic process. An overview of the previously published processing techniques
and plage time series is also given. Chapters 3–7 present our work on the historical and
modern data.
In Chapter 3 we present a new technique to process and photometrically calibrate
historical Ca II K spectroheliograms. We have developed a method to compute the CLV
profile and to account for all possible artefacts and large-scale inhomogeneities on the his-
torical observations. The accuracy of the method was evaluated on synthetic observations.
These synthetic data were created by using modern CCD-based Ca II K observations as
their basis, but degraded such that a variety of problems having known characteristics
were introduced. We show that our method to account for the limb darkening and arte-
facts is superior to other methods presented in the literature. Application of our method
to a synthetic dataset with a random set of problems, thus mimicking historical data of
poor quality, showed that pixel-by-pixel errors were on average less than 6.5%. We have
processed subsets of images from 7 available historical datasets and showed that the tech-
nique returns consistent results for diverse data without the need for adaptations or modi-
fications. We test segmentation schemes on modern data in order to evaluate their stability
in time and aptness for application on the historical data (Chapter 4).
In Chapter 5 we re-evaluate the relation between the Ca II K contrast and the magnetic
field strength. We employ full disc Rome/PSPT Ca II K filtergrams along with SDO/HMI
magnetograms and continuum images. Comparing pixel values from near co-temporal
observations we confirm a monotonic relationship which we approximate with a power
law function. We derive the best fit parameters of the power law function from all avail-
able observations. Testing these parameters for observations taken at different levels of
activity showed no significant variance. We also find the exponents to be independent of
the disc position. We use these parameters to reconstruct magnetograms from the Ca II K
observations and show that we replicate the magnetic field (without the polarity informa-
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tion) over the disc with unsigned differences that are on average ∼ 30 G.
In Chapter 6 we first review the existing sunspot data and their cross-calibration meth-
ods. We then study the dependence of sunspot areas on the activity level and show that
during high activity periods large spots dominate the distribution. This poses a problem
to existing cross-calibration methods that assume that the relation between the records of
observers is linear and constant in time. Taking into account that different observers differ
in their observing capabilities, which is expressed in the smallest size of a sunspot they
can detect, the relation between the records of observers could be linear if the fraction
of small spots (which a “poor” observer would miss) was constant in time. We stud-
ied the relation of the sunspot group measurements between observers that have different
acuities with the aid of synthetic data, created from the RGO, Rome, and Catania sunspot
area records. We show that the relation is strongly non-linear for observers with differ-
ent observing capabilities and that methods applying simple linear regressions potentially
overestimate the activity levels.
We have also developed a technique to cross-calibrate the records by individual ob-
servers using a non-linear and non-parametric method with minimum assumptions based
on the daily statistics of the common days of observation (Chapter 7). We used a method
similar to the backbone methodology to calibrate the measurements of observers earlier
in time, with the improvement that the records of the backbone observers directly overlap
with each other. The backbone observers were chosen to be those of the best quality and
long period of records. An important aspect of this work is that we are able to accurately
account with Monte Carlo simulations for the propagation of errors, which has never been
done for previous series. Our reconstruction of the group sunspot number series shows
that the activity level over the 18th and 19th centuries was moderate, as suggested by ear-
lier reconstructions, and supports the high level of activity over the 20th century, known
as the grand modern maximum.
The work carried out here contributes to our understanding of solar variability on
time-scales of decades to centuries and sets the grounds for more accurate analyses of
historical observations of the Sun. This has significant implications for reconstructions
of past solar irradiance changes and thus for our understanding of the role of the Sun in
global climate change.
More work can and has to be done with the historical solar data. For example, the
tests with the synthetic data can be expanded based on other modern CCD-based Ca II
K observations taken with narrower bandwidths than the one used in the Rome/PSPT
observations used in this study. The different segmentation schemes need to be further
tested. We can make use of intensity synthetic data and test the segmentation methods
against a variety of inhomogeneities. It is also important to check how strongly the results
depend on smearing, due to e.g. seeing, which can also be tested with synthetic data.
Analysis of other modern CCD-based archives of Ca II K data, such as those from Chrotel,
Kanzelhöhe, or MLSO/PSPT can help assess the segmentation methods. Further careful
analysis is needed to obtain final plage and network area series from the historical Ca II K
archives. Any residual problems from the processing of the data have to be identified and
the corresponding data have to either be excluded or reprocessed. The differences between
the series resulting from individual archives and their sources need to be understood, e.g.
the characteristics of the observatories such as different pass-bands. A composite series
can be constructed, thus providing a better coverage with fewer data gaps. The rest of the
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digitised historical Ca II K data can be processed and their results used to complement
the ones we have already processed. Inclusion of more datasets can help to reduce any
gaps in the time coverage and help determine uncertainties in the case that there is more
than one observation per day. There are numerous archives of Ca II K observations that
have not been digitised yet. It is important to carefully digitise all available observations.
The time-series of plage areas can be extended to the present with results from modern
observations.
Based on our work on the relation between the magnetic field strength and Ca II K
brightness, we can use a larger sample of CCD-based observations, covering more than a
solar cycle, to reconstruct magnetograms and compare our results for the total magnetic
flux with those from other measurements. We can test the performance of the reconstruc-
tion of magnetograms with narrower band Ca II K observations, which resemble more the
historical observations. Then we can use the photometrically calibrated historical Ca II K
data to produce pseudo-magnetograms covering the whole 20th century. These can in turn
be used as input to perform improved irradiance reconstructions. The reconstructed mag-
netograms can also provide information on how strongly has the network flux changed
over the last century and if there is any trend in its variation.
In our work on the sunspot number series we made the assumption that the quality
of the observers remained constant throughout their observing periods. The next step
would be to assess the stability of the long-running observers over shorter time-intervals
and to evaluate if there are systematic changes in their observations. Another option
would be to check how the acuities of the observers that were derived with this method
vary with time. One way this could be done is by direct comparisons between the PDF
matrices of observers, thus getting a relative acuity difference between them. As was
stated, there is a wall in 1739 due to missing overlap between sunspot observers and
the calibration cannot be applied prior to 1739. Acquiring these relative acuities of the
observers after 1739 employed in our series, can potentially provide a way to make the
leap and calibrate the records of observers prior to 1739. Archives of sunspot data that
include both the group sunspot number and the sunspot number can be used to evaluate the
consistency of individual observers and study effects of grouping with time. We can use
the method we developed to process the historical Ca II K spectroheliograms to process
the historical photographic archives of white-light observations. These data can be used
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