Conditions are established under which the p-adic valuations of the invariant factors (diagonal entries of the Smith form) of an integer matrix are equal to the p-adic valuations of the eigenvalues. It is then shown that this correspondence is the typical case for "most" matrices; precise density bounds are given for when the property holds, as well as easy transformations to this typical case.
Introduction
Recall that any matrix A ∈ Z n×n of degree r can be written as A = P SQ where P, Q ∈ Z n×n are unimodular matrices (i.e., whose inverses are also in Z n×n ) and S = diag(s 1 , . . . , s r , 0, . . . , 0) is the Smith normal form of A, where s 1 , . . . , s r ∈ Z are A's invariant factors, and s i divides s i+1 for 1 ≤ i < r.
Alternatively, if we define the ith determinantal divisor ∆ i of A as the GCD of all i × i minors of A, then ∆ i−1 divides ∆ i and s 1 = ∆ 1 and s i = ∆ i /∆ i−1 for 2 ≤ i ≤ r. See Newman (1972) for a full treatment of this theory.
A priori the invariant factors of a matrix and the eigenvalues of a matrix would seem to be rather different invariants, the former related to the Zlattice structure of A and the latter to the geometry of the linear map. We show that, in fact, they are "usually" in 1-1 correspondence with respect to their p-adic valuations at any prime p. We demonstrate a simple sufficient condition under which this holds for any integer matrix, and provide bounds on the density of matrices for which it holds.
As an example, consider the matrix We find it has three distinct 3-adic roots:
α 0 = −1 − 3 3 − 3 4 − 3 5 − 3 6 − 3 8 + 3 9 + O(3 10 ), α 1 = −3 − 3 2 − 3 3 − 3 4 + 3 6 − 3 8 − 3 9 + O(3 10 ), α 2 = 3 2 − 3 3 − 3 5 + 3 6 − 3 8 + 3 9 + O(3 10 ).
Let v p (a) be the p-adic order or p-adic valuation of a ∈ Z p : the number of times p divides a exactly. This valuation is also well-defined in any algebraic extension of Q p , or more generally in an algebraic closure Q p of Q p or its metric completion C p with regard to the metric induced by the norm |a| p = 1/p vp(a) . In our example we see that v 3 (α 0 ) = 0, v 3 (α 1 ) = 1 and v 3 (α 2 ) = 2. Recalling that the Smith form of A above is S = diag (1, 3, 3 2 ), we see that the diagonal entries of the Smith form have precisely the same p-adic valuations as the eigenvalues of A.
In the remainder of the paper we explore the conditions under which this correspondence occurs, and show that it is, in fact, the "typical" case.
Main Results
We first define two important matrix properties for our purposes.
Definition. Let A ∈ Z n×n be of rank r and p any prime. Assume
(ii) A has non-zero eigenvalues (with multiplicity) λ 1 , . . . , λ r ∈ C p , and
We say A is p-characterized if and only if
Our main goal is to study the notion of p-correspondence; that is the relationship between the spectrum and the invariant factors. The notion of pcharacterization is an auxiliary definition used throughout our proofs, and in the algorithmic preconditioning for forcing p-correspondence. The following theorem gives the relationship between a matrix being p-correspondent and being p-characterized; the proof is in Section 2. Theorem 1. Let A ∈ Z n×n and p a prime. If A is p-characterized then A is p-correspondent.
Of course, not all matrices are p-correspondent at any particular prime p, but it is generally possible to transform a matrix to a p-correspondent one. We offer the following two simple lemmas in this regard, the proofs of which are in Section 2. Lemma 1. Let A ∈ Z n×n and p any prime. There exist unimodular P, Q ∈ Z n×n such that B = P AQ (i.e., B is equivalent to A) is p-correspondent Lemma 2. Let A ∈ Z n×n and p any prime. There exists a U ∈ C n×n p such that B = U −1 AU (i.e., B is similar to A) is p-correspondent.
In Section 3 we establish that in fact "most" matrices are p-correspondent, for any specified Smith form. 
Previous Work
Newman and Thompson (1991), Section 8, study the relationship between eigenvalues and invariant factors of matrices over rings of algebraic integers. Their results are concerned with products of eigenvalues rather than individual eigenvalues (or subsets thereof). For A ∈ Z n×n with invariant factors s 1 , . . . , s n and eigenvalues λ 1 , . . . , λ n , they prove (in Theorem 6) that for all k ∈ {1, . . . , n} and all indexing sets I ⊆ {1, . . . , n}, |I| = k,
(1) Rushanan (1995) studied the Smith form and spectrum of a matrix A ∈ Z n×n for non-singular matrices with integer entries. He established divisibility relations between the largest invariant factor s n and the product of all eigenvalues. Recently, the connection between the eigenvalues and Smith form has also been studied by (Kirkland, 2007) for integer matrices with integer eigenvalues arising from the Laplacian of graphs, and by (Lorenzini, 2008) for Laplacian matrices of rank n − 1.
Establishing p-correspondence
We proceed to show Theorem 1, that all p-characterized matrices are pcorrespondent. First recall that the coefficients of the characteristic poly-
denote the determinant of the i × i submatrix selected by rows σ 1 , . . . , σ i and columns τ 1 , . . . , τ i ; this is the minor of A selected by σ and τ . It is well-known and easily derived that, for all 1 ≤ i ≤ n,
Since ∆ i divides all i × i minors, we have
We will also require the so-called Newton polygon of the characteristic polynomial of A.
has roots λ 1 , . . . , λ n ∈ C p , counting multiplicities, then the Newton polygon of f , denoted by NP(f ), is the lower convex hull of the following points in R 2 :
2 with x 1 < x 2 < . . . < x k . For each segment of NP(f ) connecting two adjacent points (x i−1 , y i−1 ) and (x i , y i ), the slope of the segment is m i = (y i − y i−1 )/(x i − x i−1 ) and the length of the segment is i = x i − x i−1 ; i.e. the projection length of the segment onto the x-axis. An important use of this is the following.
. . , λ n ∈ C p and Newton polygon NP(f ), described by points (x 1 , y 1 ), . . . , (x k , y k ) ∈ R 2 , with slopes m 1 , . . . , m k and lengths 1 , . . . , k as above. Then for each 1 ≤ j ≤ k, f has exactly j roots λ ∈ C p whose valuation v p (λ) = m j .
We now have all the tools to prove Theorem 1.
Proof. Assume that A is p-characterized with rank r and characteristic poly-
, and A has Smith form S = diag(s 1 , . . . , s r , 0, . . . , 0) ∈ Z n×n . Also, assume that the p-adic valuations of the invariant factors s 1 , . . . , s r have multiplicities r 0 , . . . , r e−1 as follows:
), where e = v p (s r ) + 1. Since A is p-characterized, by definition we have for
for all 1 ≤ i ≤ r. For notational convenience, define m i as
Grouping the non-zero coefficients of f by p-adic valuation we then have NP(f ) is easily seen to consist of e segments, where segment i has slope i, and length r i , for 0 ≤ i < e (a segment i may have length 0 if r i = 0). Thus, by Fact 1, f has r i roots λ with v p (λ) = i. This accounts for all the non-zero roots of f , since r 0 + r 1 + · · · + r e−1 = rank(A). Since these roots are the non-zero eigenvalues of A, we immediately see that A is p-correspondent.
We now prove the two simple Lemmas 1 and 2, establishing p-correspondence under unimodular equivalence transformations and similarity. Lemma 1. Let A ∈ Z n×n and p any prime. There exist unimodular P, Q ∈ Z n×n such that B = P AQ (i.e., B is equivalent to A) is p-correspondent
Proof. Simply choose P, Q such that P AQ is in Smith normal form S = diag(s 1 , . . . , s r , 0, . . . , 0). Then the eigenvalues are s 1 , . . . , s r .
Lemma 2. Let A ∈ Z n×n be non-singular and p any prime. There exists a U ∈ C n×n p such that B = U −1 AU (i.e., B is similar to A) is p-correspondent.
Proof. It is well-known that A is similar to a matrix J ∈ C n×n p in Jordan form. That is, there exists an invertible W ∈ C n×n p such that W −1 AW = diag(J 1 , . . . , J ) where
for some (not necessarily unique) eigenvalue µ i ∈ C p of A, and J i has dimensions k i ×k i . However, we could choose an alternative Jordan block J i , similar to J i , by applying the similarity transformation diag(1, 1/µ i , . . . , 1/µ
) to J i and get
We can show that J i has Smith form diag(µ i , . . . , µ i ) as follows. Write J i as the product of µ i I and I + I, where I is the identity matrix and I is the matrix whose entries are zero everywhere and 1's on the superdiagonal. Then the Smith form of µ i I is trivially diag(µ i , . . . , µ i ), whereas I + I is a unimodular integer matrix and its Smith form is diag(1, . . . , 1). Furthermore, the determinants of µ i I and I + I are µ k i i and 1 respectively. The Smith form of a product of two matrices with coprime determinants is equal to the product of their respective Smith form (Newman, 1972, Chapter II) . Therefore the Smith form of J i is diag(µ i , . . . , µ i ), and J i is p-correspondent.
Combining together the different Jordan blocks to form an alternative Jordan form J for A, we see that J is p-correspondent, and similar to A, as required.
Note that if A is singular, Lemma 2 may not hold. Consider for example A = 0 1 0 0 , whose only eigenvalue is zero, with multiplicity two. However, this matrix has rank one, and so one of the invariant factors must always be non-zero.
Density of p-correspondent matrices
This section provides the proof for Theorem 2. We show that most matrices which are unimodularly equivalent to a matrix A ∈ Z n×n are p-correspondent. The main tool is the following.
Lemma 3. Let A ∈ Z n×n have rank r. Let U, V be n × n matrices whose entries U ij , V ij are algebraically independent indeterminates for 1 ≤ i, j ≤ n. Suppose B = UAV has characteristic polynomial
where
Then g k is a polynomial of total degree 2k, and the content of g k is ∆ k , the kth determinantal divisor of A, for 1 ≤ k ≤ r.
Proof. Using the Cauchy-Binet formula,
We see g k is a sum of products of k × k minors, each with degree 2k, and hence has total degree 2k. For every τ, ω ∈ C n k there is a unique summand
which occurs when σ = (1, 2, . . . , k) as the "diagonal" terms in the determinants U . Since this summand is unique (other summands will involve a different sequence of indeterminate entries from U and V) there is no possibility of cancellation. Thus, the content of g k is gcd{A
A similar theorem is found in (Giesbrecht, 2001, Lemma 3.2) . We will use the above lemma in a random "preconditioning" of A. That is, we will choose "random" integer values for the U ij , V ij and bound the probability that the resulting matrix is p-correspondent with the same p-adic invariant factors. This will then allow us to count the number of p-correspondent matrices with entries of a given size.
We can now bound the probability that a random preconditioning of A is p-correspondent.
Lemma 4. Let A ∈ Z n×n , > 0, p a prime greater than (n 2 + 3n)/ , and N a non-zero integer divisible by p. If we choose U, V with integer entries randomly and uniformly selected from Λ = [0, N ), the probability that U and V are both non-singular modulo p, and that U AV is p-characterized, and hence p-correspondent, is at least 1 − . Proof. As above, let U, V be matrices of indeterminates, and B = UAV with characteristic polynomial g = 0≤k≤r g k x n−k , where r is the rank of A. From Lemma 3,
Choosing entries U ij , V ij randomly and independently from Λ, we find g k (U ij , V ij ) ≡ 0 mod p with probability at most 2k/p by the Schwartz-Zippel Lemma (Zippel, 1979; Schwartz, 1980) . The determinant of U (resp. V ) is a polynomial of degree n in U ij (resp. V ij ), and hence det U ≡ 0 mod p with probability at most n/p. Thus, the probability that det U ≡ 0 mod p or det V ≡ 0 mod p, or that g i (U ij , V ij ) ≡ 0 mod p for some k, is at most
To establish the density of p-correspondent matrices, we consider the set of all matrices with a given a Smith form, and show that a random sample from this set is p-correspondent with high probability.
For any integer a and any prime power p m , we use a rem p m to denote the unique (non-negative) integer r < p m such that a = qp m +r for some integer q. We extend the rem p m operator to vectors and matrices using element-wise application. Note that "rem p m " operator is distinct from the "mod p m " equivalence relation; for example,
Lemma 5. Fix a local Smith form S = diag(p e 1 , . . . , p en ) where 0 ≤ e 1 ≤ e 2 ≤ · · · ≤ e n < m. Let S 
The condition in P A is equivalent to U −1 Proof. For brevity, Let (a) = a rem p m . Then (A) = ( (U ) (S) (V )) = (U SV ), where the latter equality follows because the entries of U, S, V are between [0, p m ). Now embed (A), U, S, V in (Z/p m Z) n×n where, again, all these matrices embed in the natural way because of the choice of their entries. Now U, V ∈ GL n (Z/p m Z) because det U , det V are units in Z/p m Z. It can be easily verified, from the structure of the maximal prime ideal of Z/p m Z, and from the divisibility among the elements of the given matrix S, that (A) ≡ U SV (mod p m ) is the Smith decomposition of (A) over the local ring Z/p m Z. We now show that S is in fact the Smith form of (A) over Z/p m+j Z for all j > 0. By way of contradiction, assume that S 1 = S is the Smith form of (A) in a ring Z/p m+j Z for some j > 0. Then there exists
(mod p m ). Then it must be the case that S, S 2 have the same entries or otherwise they can not be unimodularly equivalent over Z/p m Z. Futhermore, since the entries of S, S 2 are of the form p k where k < m, then it follows that S 1 have the same entries as S 2 , which is a contradiction to the assumption that S 1 = S. Note that this is not true if S is singular, since some entries in S 1 can be of the form p m+ = 0, but they will reduce to 0 modulo p m . Hence (A) has the same invariant factors over the rings Z/p m+j Z for all j > 0, and in the limit, over Z p ⊃ Z.
Similarly, the next lemma shows that the p-adic valuations of the eigenvalues are preserved under the rem p m operator. The eigenvalues of A are algebraic integers in C p since A is an integer matrix. More concretely, they are elements in a finite extension R = Z p [x]/(Γ) for some polynomial Γ ∈ Z[x] which is irreducible modulo p. Equivalently we have R = lim ← − R i where
Lemma 7. If λ ∈ R is an eigenvalue of A ∈ M n (Z) and v p (λ) = k < m, then there exists an eigenvalue λ ∈ R of A rem p m such that v p ( λ) = k.
The following lemma is a corollary of Lemma 6 and Lemma 7.
Lemma 8. Fix a non-singular Smith form S = diag(p e 1 , . . . , p en ) and let m = e n + 1. If A is p-correspondent, then A rem p m is p-correspondent.
We can now establish our main density result.
Theorem 2. Let n be a positive integer, > 0, and p a prime greater than (n 2 + 3n)/ . Fix any p-adic Smith form S = diag(p e 1 , . . . , p en ) ∈ Z n×n . Let m > e n and S m S be the set of matrices with entries from Λ p m = {0, . . . , p m −1} which have local Smith form S. Then the number of these matrices which are also p-correspondent is at least (1 − ) · |S m S |.
Proof. By Lemma 5 we can randomly and uniformly sample from S m S by choosing random matrices U, V uniformly from Λ n×n p m , checking that both are invertible modulo p, and if so computing A = U SV and (A) = A rem p m ∈ Λ n×n p m . By Lemma 4 and Theorem 1, A is p-correspondent with probability at least 1 − . By Lemma 8, (A) is p-correspondent as well with the same probability, because the event (A) is p-correspondent only depends on the event A is p-correspondent.
Thus, the probability that the matrix (A) ∈ S m S is p-correspondent, is at least 1 − . Since the sampling from S m S was uniformly random (by Lemma 5), the total number of such matrices with local Smith form S is at least (1 − ) · |S m S |.
