Recently, a novel data mining technique, Multivariate Adaptive Regression Splines (MARS) has begun attracted attention from several hydrological researchers because their application is relatively new in modelling hydrological processes. The power of this approach has been proven in variety learning problems such as financial analysis, species distributions modelling, and doweled pavement performance modelling. Therefore, the objective of this paper is to investigate the performance of MARS model in capture the rainfallrunoff processes at river catchment of Malaysia. Pahang River has been selected as area of study. 30-years data set of daily rainfall and runoff at upstream tributaries of Pahang River were used to developed and validate the capability of MARS model in flood prediction. The effect of different length of record data to performance of MARS model was also examined by arranged the data into 5-years data set, 10 years data set, 20 years data set, and 30 years data set. All these data sets used 1-year data of 2003 for validation process while the others were applied for calibration. Simulation results showed that MARS model was able to learn the rainfall-runoff processes in Pahang River catchment and the model performance improved due to the longer period of data.
INTRODUCTION
Malaysia is located near the equator and has a hot, humid tropical climate with two monsoon seasons which are known as northeast and southwest monsoons. The annual average rainfall for Peninsular Malaysia is 2,420 mm while for Sabah is 2,630 mm and for Sarawak is 3,830 mm (DID, 2003) . Due to this heavy average rainfall, Malaysia has always had the problem of flooding and cause of economic losses and casualties caused by flood hazards. Severe flooding typically occurs during the northeast monsoon season because it brings persistent heavy rainfall in many areas of the country especially to Pahang River Basin at Pahang State.
Pahang is the largest state in Peninsular Malaysia occupying the huge Pahang River basin by covers a total land area of 35,964 sq. km. Therefore, Pahang River plays the important role as ultimate drainage system to drain off the overflowing water resulting from flooding event into the South China Sea (Lun et al, 2011) . However extreme rainfall during northeast season which occurs from November to March every year always caused overflowing of Pahang River into lowland areas nearby and finally contributed to serious flood events. Not only natural phenomena, human activities in the form of exploitation of natural resources and developments are always the external factors which affect and increase the river dynamic process and these changes may continue to river degradation (Lun et al., 2011) .
Non-structural Measures, especially reliable flood forecasting is very essential to reproduce relevant statistical characteristics of the observed series for future planning, design, operation, and management of water resources for reducing risks for life and property (Mehrotra and Sharma, 2006) . Thus, it is imperative to improve the current flood forecasting system by seek new methods of forecast with maximum possible lead time and minimum of uncertainty. Stochastic processes through analysis of hydrological record are widely used in hydrological forecasting where the hydrology behaviour can be described in relationships between system state, input and output. The knowledge in behaviour of hydrological system is needed in develop flood forecasting system associated with rainfall and runoff but the physical basics little required in stochastic model, but let the data speak for themselves. Without detail physical information, hydrological variable like discharged data also can represent the geographical of river based on velocity and area of surface water while rainfall data can represent some characteristics of climate condition of the earth.
This paper concerned with the stochastic model based on Multivariate Adaptive Regression Splines (MARS) method, which is relatively new statistical technique in regression modelling. The mathematical basis for MARS was developed by the American statistician Jerome Friedman in 1990 -1991 . Friedman (1991 found that power of MARS lies in its ability to estimate the contributions of the basic functions so that both the additive and the interactive effects of the predictors are allowed to determine the response variable. According to Edelstein (1999) , the main purpose of MARS was developed by Friedman (1991) is to eliminate several disadvantages which are discontinuous predictions (hard splits), dependence of all splits, and to reduce interpretability due to interactions, especially high-order interactions. There are two algorithms were established for estimating the model function in MARS which are the forward stepwise to select the model and the backward stepwise algorithm to prune the model (Friedman, 1991) . The approximation bends to model curvature at "knot" location and the objective of forward stepwise algorithm is to select appropriate knots. Then, when selection of the basic function is completed, smoothness to achieve certain degree of continuity may be applied.
The study about the potential of MARS in hydrological field still less established either in national or internationally. Nevertheless, Dwinnell (2000) has remark that MARS approach has proven effective at variety learning problem and competitive with Neural Network method and other non-parametric regression. Due to the advantages that provided by MARS including it is ability in overcome the shortcoming of linear models, the application of MARS in hydrology has been studied earlier by Lewis and Ray (1993) , and Lall and Keppene (1996) in forecasting, then followed by Ames (1998) and , Abraham and Steinberg (2001) in rainfall prediction. All these researchers found that forecast technique using MARS model can produce more accurate forecasting. The potential of MARS as reliable forecaster is strongly supported when successful of MARS model in estimating the runoff from hilly watersheds has been demonstrated in study of Sharda et al. (2006) and Sharda et al. (2010) .
The objective of this paper is to introduce a new tool for predicting flood in rivers of Malaysia, which is Multivariate Adaptive Regression Splines (MARS) method. The overall goal was to determine if MARS model is able to learn the rainfall-runoff process at river catchment by specifically use the Pahang River as area of study. The potential of MARS model in short time prediction and long-time prediction was also investigated by study the effect of different length of record data to performance of MARS model.
SITE DESCRIPTION AND METHODS

Study Area and Data
Located in the largest state in Peninsular Malaysia, Pahang River also known as the longest river with the length of 459km and its upstream is located at the Main Range of Titiwangsa. The catchment area of Pahang River spans seven districts in Pahang which are Maran, Jerantut, Bentong, Lipis, Temerloh, Bera and Cameron Highlands and one sub district in Kuantan, eleven sub districts in Pekan and also two districts in Negeri Sembilan State which are Jelebu and Kuala Pilah.
Usually, Pahang River experience flood every year due to the northeast monsoon and the floods of 1971 , 1982 , 1993 , 1994 , 1995 , 1999 , 2000 and 2010 were particularly high (DID,2003 . The districts that over threatened by overflow water from Pahang river are Pekan, Temerloh, Kuantan and Raub. The flood problem not only caused an economic losses and loss of lives but also interruption to transportation system, social and economic.
Pahang River runs from Kuala Tembeling at the confluence of two equally large and long rivers which are the Jelai and the Tembeling as shown in Figure 1 . Jelai River originates from the Central Mountain Range while Tembeling River has its origin at the Besar Mountain Range. The daily rainfall and water discharge which are composed 30 years of historical data from 1973 to 2003 at 12 stations along upstream of Pahang river were used to developed and validate the capability of MARS model in predict flood at Sg. Yap. To determine the performance of model in short term flood prediction and long-term flood prediction, data has been arranged into 5-years data set, 10 years data set, 20 years data set, and 30 years data set. All these data sets used 1-year data of 2003 for validation process while the other data sets were applied for calibration. Figure 1 . Pahang River and Tributaries (Ghani et al., 2012) 
Multivariate Adaptive Regression Splines Methods
A key concept apply in MARS is the notion of knots, which are the points that mark the end of region in data space where a distinct linear regression is run or the behaviour of modelled function changes (Briand et al., 2004) . As example, Figure 2 shows two knots X1 and X2 delimit three intervals where different linear relationships are identified.
In MARS prediction, there are two step procedures should be implemented to develop optimal model which is a forward stepwise selection process then followed by a backward "pruning" process (Zhou et al., 2006) .
Figure 2. Example of Knots in MARS
At the first stage, model will be built using forward stepwise by repeatedly adding basis function until the model reaches some predetermined maximum number of basis functions. The basis function here is an input-output relationship between the knots that have been determined. The basis functions will be defined by either of the two equations given below (Sharda et al.,2006) .
Where in the sub-group i, Y is the output of a basis function f, and C is the constant, call the knot, for input variable of X. According to Equation 1, output Y= X-C when X is larger than C; otherwise Y=0. From Equation 2, Y= C-X when X is smaller than C; otherwise Y=0. These two basis functions are mirror images for each other.
In the second stage, the backward "pruning" process takes place where, the contribution of each basis function will be evaluated using the "lack of fit" criterion (Zhou et al, 2006) . The main purpose of this second process is to eliminate the basis functions which those contributes less to the overall goodness of fit. Therefore, the least effective terms will be removed one by one until the best model found. Here, the "lack of fit" will be computed by using cross-validation criterion (GCV) as shown in Equation 3. 2 n 1 i
(3)
Model Assessment
The parameters used to measure the performance of the model are correlation coefficient (CC), mean square error (MSE), relative squared error (RSE), and relative absolute deviation (RAD).
Correlation Coefficient (R-value) in this study is referring to the Pearson product moment correlation, where it used to measure the relationship between two variables or more variables. R value is ranging from -1.00 to +1.00, with higher values indicating a perfect positive of correlation. It is obtained by performing linear regression between observed flow and predicted flow, and is computes by Equation 4:
Where N is the number of observation, Ei and Oi are predicted and observed values for i=1, 2…, N and are mean values for predicted and observed value respectively.
Mean Square Error (MSE) is a risk function that represents the predictive error that can be expected when the model is applied to new data. It measures the average of the square of the "error" by using Equation 5:
Relative Squared Error (RSE) also one of the lack-of -fit indicator in this study. If this value is 0, the fit (forecast) is perfect. It can be defined by using Equation 6:
Relative Absolute Deviation (RAD) is the average over the verification sample of the absolute value of the differences between predicted and observed data. It measures accuracy for continuous variables, where if this value is 0, the fit (forecast) is perfect. It can be defined by using Equation 7:
RESULTS AND DISCUSSION
The one-year-ahead prediction performance of MARS model based on variable types of input data set was illustrated on Figure 3 . It can see that R2 of each MARS model improved due to the longer period of data sets. To be clearly, Table 1 summarize the comparative performance of these models in term of correlation coefficient (CC), mean square error (MSE), relative squared error (RSE), relative absolute deviation (RAD), and training speed. MARS model with 30 years data set outperformed others model in term of all performance indices except training speed. This proved that using longer period data records on MARS modelling can help in increasing the effectiveness of MARS model in flood prediction. The average correlation coefficient for flow simulation improves from 0.8963 to 0.9898. The unsatisfactory results of MARS model were also observed when trained on minimum flood discharged, but give best prediction on maximum flood discharged. In term of speed, to obtain the best prediction model, MARS model with 30 years data set required longer training time than other data sets. The basic factor that affects the MARS model performance is a number of basis functions. It can be seen in Figure 4 when correlation coefficient of MARS model improved due to the increasing of number of basis functions. The number of basis functions increased due to the longer period of data set. Higher number of basis functions contributed to a more reliable prediction of model because as mentioned earlier, MARS concept is learned directly from measured data. Process of adding basis function to the model always improves the CC, and reduce the MSE, RSE, and RAD of the model. However, finding the best set of knots is a challenging task, it requires far more computing time but it is worthwhile if more accurate predictions can be produced. 
CONCLUSION
From the prediction results, it was revealed that MARS model is capable of learning the rainfall-runoff processes at Pahang River catchment. The effect of different length of record data to performance of MARS model was also critically investigated. The correlation coefficient for 5years data set increased from 0.8963 to as high as 0.9898 for 30-years data set. This indicated that better performance of the MARS model can be achieved by using longer periods of data. Not only availability of data for longer periods, the predictions of MARS can be improved further by increasing the degree of interactions and reducing the values of threshold of the model.
