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Abstract
Subset selection for multiple linear regression aims to construct a regression model that minimizes
errors by selecting a small number of explanatory variables. Once a model is built, various statistical
tests and diagnostics are conducted to validate the model and to determine whether regression
assumptions are met. Most traditional approaches require human decisions at this step, for example,
the user adding or removing a variable until a satisfactory model is obtained. However, this trial-and-
error strategy cannot guarantee that a subset that minimizes the errors while satisfying all regression
assumptions will be found. In this paper, we propose a fully automated model building procedure
for multiple linear regression subset selection that integrates model building and validation based
on mathematical programming. The proposed model minimizes mean squared errors while ensuring
that the majority of the important regression assumptions are met. When no subset satisfies all
of the considered regression assumptions, our model provides an alternative subset that satisfies
most of these assumptions. Computational results show that our model yields better solutions (i.e.,
satisfying more regression assumptions) compared to benchmark models while maintaining similar
explanatory power.
Keywords: Regression diagnostics, Subset selection, Mathematical programming
1 Introduction
Regression analysis is one of the most popular forms of statistical modeling for analyzing the relation-
ship between variables. Due to its intuitive characteristics and simplicity, multiple (multivariate) linear
regression has been the most commonly used model for several decades, with a variety of fields employ-
ing it to handle prediction tasks. Multiple linear regression seeks to identify the most suitable linear
relationship for several explanatory variables and a response variable. A multiple linear regression model
for m explanatory variables can be represented by the linear equation
b
n×1
= A
n×m xm×1
+ e,
where A represents the data matrix corresponding to m explanatory variables with n observations, b
denotes the data matrix corresponding to the values of the response variable, x is the matrix of estimated
parameters corresponding to the coefficients of the variables, and e refers to the errors between the
predictions of the linear model and the response variable. We further assume that data matrices A and
b are already standardized with respective means and standard deviations, and thus, without loss of
generality, we can remove the intercept from the model above. It then makes sense that x should be
chosen to minimize the errors.
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Subset selection is a procedure in which a subset of m explantory variables is selected to reduce
model complexity while maintaining explanatory power. Guyon and Elisseeff [12] and James et al. [13]
demonstrate that a reduced subset can provide faster, more cost-effective predictors, along with a better
understanding of the underlying process that generated the data. A reduced subset can also prevent
over-fitting in the presence of too many irrelevant or redundant features [36] and can help users to more
readily understand the results [15].
Many studies have been conducted on subset selection in the literature. Stepwise selection, includ-
ing forward selection, backward elimination, and their combination, are the most popular algorithms
thanks to their simple implementation and fast computing time. However, the solutions found by these
algorithms is often poor in quality due to their greedy characteristics. Therefore, in order to improve
subset selection, more complicated algorithms have been proposed. Meta-heuristic algorithms, such as
genetic algorithm variations and simulated annealing, are presented in Yang and Honavar [35], Leardi
et al. [19], Siedlecki and Sklansky [30], and Meiri and Zahavi [21]. Subset selection procedures based on
statistical or machine learning methods have also been carried out. For example, Bayesian approach to
subset selection is taken by Mitchell and Beauchamp [22], while George and McCulloch [10] suggest a
selection procedure based on the superiority of each subset estimated from posterior probabilities given
by Gibbs sampling. Genuer et al. [9] point out that random forests can be employed in a strategy that
involves a ranking of explanatory variables which provides insight for the selection of the variable(s).
In addition, other research on machine learning algorithms for subset selection has been conducted by
Rakotomamonjy [27], Castellano and Fanelli [7], and Zou and Hastie [37]. By assigning an L1 penalty
to coefficients, least absolute shrinkage and selection operator (LASSO) is introduced by Tibshirani [32].
Although it has been several years since LASSO was first devised, it is still one of the most commonly
used regression subset selection methods. Note that most of the methods above are heuristics, indicating
that they do not necessarily give parameters that minimize the mean squared error (MSE).
To find the best subset, several models based on mathematical programming have been proposed.
Although the best subset selection problem can be formulated as mixed integer quadratic programming
(MIQP) when ordinary least squares (OLS) is used, the statistical community has not paid it close
attention because it requires significant computational time for a practical implementation. Recently,
however, Bertsimas and King [1] have pointed out that the computing power of mixed integer pro-
gramming (MIP) solvers has increased at an sensational rate in the last 25 years and also emphasized
eye-opening progress in exact algorithms for solving integer programs. These recent developments have
made integer programming a key method for finding the best subset. Konno and Yamamoto [18] intro-
duce an MIQP formulation to find the best subset with a fixed number of variables for multiple linear
regression with the minimum sum of squared error (SSE). Konno and Takaya [17] proposed a multistep
method to generate a nearly optimal solution in a shorter time. Based on the formulation of Konno and
Yamamoto [18], Bertsimas et al. [2] suggest obtaining tight big-M values in the indicator constraint to
improve computing speed. They also introduce an algorithm to achieve an initial solution for a warm-
start, effectively reducing the computing time. The choice of a best subset for logistic regression via
MIP using piecewise linear approximation is also presented in Sato et al. [28]. Models and algorithms
that do not require the number of selected variables to be fixed have also been proposed. Miyashiro and
Takano [23] introduce mixed integer second-order cone programming formulations that do not restrict
the cardinality of the subsets. Miyashiro and Takano [24] set Mallows’ Cp as the goodness of fit for the
model and formulate the subset selection as MIP. In their work, Mallows’ Cp includes the number of
selected variables and hence the cardinality of the subset need not to be fixed when Mallows’ Cp is used
as a measure of goodness of fit. Park and Klabjan [26] consider a MIQP formulation for subset selection
when the shape of data is not only ordinary (i.e., m < n) but also for high dimensional variable selection
when the number of selected variables is not fixed. They also provide a proof of big-M as an upper
bound on coefficients and an efficient heuristic algorithm for cases when m < n. Note that these studies
only consider several goodness-of-fit measures to obtain an optimal subset.
While numerous studies have focused on regression subset selection, few have considered regression
assumptions and diagnostics in their solution approach. Bertsimas and King [1] suggest an algorithmic
approach that iteratively solves MIP problems to obtain a desirable model. They use penalized objective
functions and constraints for sparsity, multicollinearity reduction, robustness to outliers, and statistical
significance. Tamura et al. [31] propose MIQP for best subset selection while eliminating multicollinearity
from linear regression models. Carrizosaa et al. [6] study a mathematical model for subset selection in
order to construct a linear regression model with the significance of coefficients and small multicollinearity
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by constraints performing shrinkage of the coefficients.
In this paper, we propose a fully automated model building and validation procedure for multiple
linear regression via a mathematical programming-based algorithm that minimizes MSE while guaran-
teeing both (i) statistical significance of the regression coefficients and (ii) regression assumptions and
diagnostics. Note that it is not trivial to incorporate this model validation step into other popular subset
selection approaches such as LASSO and stepwise selection. Our model is also capable of providing an
alternative solution when there is no subset that satisfies all of the considered regression assumptions and
tests. Our model is different from Bertsimas and King [1] and Carrizosaa et al. [6] in that our algorithm
finds a solution that satisfies the tests and diagnostics with only one call to an MIP solver, whereas they
use an iterative method that calls an MIP solver multiple times or heuristic observations for modeling.
The contributions of our paper can be summarized as follows:
• We provide a mathematical programming-based algorithm that allows a regression model to be
built that satisfies the majority of statistical tests and diagnostics. In particular, residual-based
diagnostics are incorporated into the model for the first time.
• Our algorithm smartly uses a commercial MIP solver to which exactly one call is required. To
the best of our knowledge, our algorithm is unique in the sense that it does not require multiple
iterative calls to the solver. The experimental results demonstrate the efficiency of our algorithm
in comparison to existing iterative methods.
• The experimental results show that our model identifies a subset that satisfies all of the considered
tests and assumptions within a reasonable time, while at the same time keeping the adjusted R2
values close to those of the benchmarks (without statistical tests and diagnostics).
• We present a logical procedure to find a near-feasible solution when no subset satisfies the tests and
diagnostics or our model fails to find a feasible solution within the given time limit. The proposed
procedure mimics the typical steps used to building a linear regression model. The experimental
results show that our procedure produces higher quality subsets than the benchmarks.
The paper is structured as follows. In Section 2, we discuss several characteristics of a desirable mul-
tivariate linear regression model which incorporates transformed variables and meets essential regression
assumptions. In Section 3, a mathematical programming approach for the best subset which reflects the
features discussed in Section 2 is presented. A logical procedure for obtaining an alternative solution
when the model is infeasible is proposed in Section 4. The result of computational experiments are
presented in Section 5, followed by conclusions in Section 6.
2 Model Validation for Multiple Linear Regression
As mentioned previously, building a multivariate linear regression model involves finding a linear equa-
tion which explains well the relationship between the explanatory variables and the response variable.
“Explain well” in this case means that the errors between the predictions and the observations are suit-
ably small. At the same time, the model needs to satisfy the assumptions of linear regression from a
statistical point of view. However, when a model is obtained from a single run using one of the pop-
ular least squares methods, some of the statistical assumptions are usually violated. Neter et al. [25]
suggests building a regression model by repetitively checking the assumptions and diagnostics. Figure
1 summarizes this strategy. After preprocessing the collected data, several explanatory variables (or
non-linear transformed variables) are selected to build a statistically significant model. Diagnostics are
then conducted on the model. If the model satisfies all assumptions, it is forwarded to the postprocessing
step. Otherwise, another subset of explanatory variables is selected and tested. As a result, construct-
ing a useful regression model requires many diagnostics tests. In this section, we discuss three popular
techniques and tests that will be included in the mathematical formulation proposed in Section 3.
2.1 Transformation of explanatory variables
When the explanatory and response variables have a non-linear relationship, it is possible to have non-
linear residual trend versus fitted values. In these cases, the transformation of the explanatory variables
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Figure 1: Strategy for linear regression model construction [25]
using a non-linear function including x2 or log x is one of the most commonly used techniques to resolve
this problem. A model can be established with a subset of explanatory variables and their transforma-
tions, with restriction that a variable and its transformation cannot be selected simultaneously because
this leads to multicollinearity. If the explanatory variables are transformed using an appropriate function,
then a model constructed with transformed variables will no longer demonstrate a non-linear relationship
in the residual plot. Therefore, we generate transformed data as fixed candidates set of selected variables.
The MIQP model presented in Section 3.2 has a constraint to select at most one between an original
and transformed variable pair.
2.2 Statistical tests for linear regression parameters
Because linear regression models are constructed based on statistical assumptions, any proposed model
should be verified to determine whether it satisfies these assmptions. One linear regression assumption is
that the data always has noise that is generated from a normal distribution. For this reason, the estimated
coefficients have a probability distribution. Suppose that rank(A) = n. The standard deviations of the
coefficients are then composed of the diagonal of a matrix derived as
s2{x} = MSEA(A′A)−1,
where MSEA denotes the mean squared error of the model developed from data matrix A (refer to Neter
et al. [25] for its proof). The j-th element of the diagonal of s2{x} is equal to the standard deviation
of the j-th estimated coefficient (i.e., j-th the element of x). We denote the standard deviation and the
estimated coefficient as s2(A)j = MSEA(A
′A)−1j and xˆj , respectively. If we employ a data matrix with
k variables, then the coefficients follow Student’s t-distribution.
xˆj − xj
s(A)j
∼ t1−α2 ,n−k−1, j = 1, ..., k. (1)
Note that the t-statistic is constant when the number of selected variables k is fixed. Our interest is to
test whether coefficient xˆj is equal to zero. If xˆj is close to zero, then it can be regarded that there is
no linear relationship between the response variable and xj . Formally, the following hypothesis can be
tested:
H0 : xj = 0
H1 : xj 6= 0.
Thus, to reject the null hypothesis, the following inequality must hold:∣∣∣∣ xˆjs(A)j
∣∣∣∣ ≥ t1−α2 ,n−k−1, j = 1, ..., k. (2)
We will discuss how this requirement can be handled with a mathematical programming approach in
Section 3.3 and Section 3.4.
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2.3 Model validation with residual plots
One of the key assumptions of linear regression is that errors have constant variance over fitted values or
over independent variables. This can be verified by drawing residual plots. The residuals have constant
variance if they form a band-like region with constant width over the entire range of fitted values. Breusch
and Pagan [5] noted that the violation of residual assumptions can lead to inefficiency when using OLS
and subsequently invalid inferences. However, linear models often do not satisfy these assumptions.
Thus, once a linear regression model is constructed, it is critical to check the diagnostic plots of the
residuals.
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Figure 2: Examples of residual plot
Figure 2 shows representative plots of residuals verses fitted values. In Figure 2a, the variance
of the residuals seems to be constant over the fitted values and thus the generated model satisfies the
assumption that the variance of residuals is constant. However, this is not the case for the other examples
in Figure 2. Figure 2b displays a positive correlation between the residuals and fitted values, Figure 2c
shows heteroscedasticity in which the variance of the residuals increases as the fitted values increase, and
Figure 2d presents non-linear relationship between the residuals and fitted values.
In fact, the latter three cases in Figure 2 are frequently observed when implementing linear regression
models in many real-world problems. Thus, we need to run several statistical tests to diagnose these
cases and thus allow an appropriate combination of explanatory variables to be selected.
To detect the situation depicted in Figure 2b, a univariate linear regression model, called an auxiliary
model, is constructed where the explanatory and response variables are the fitted values and residuals
in the plot, respectively. If there is no issue, the estimated slope is close to zero. If linearity exists, the
estimated slope is non-zero. A simple hypothesis test can be used to check whether the estimated slope
is zero. If the test rejects the null hypothesis (xj = 0), then we conclude that the model violates the
residual assumption. Otherwise, we conclude that the model does not suffer linearity.
To detect heteroscedasticity (Figure 2c), two statistical tests will be introduced. The first test,
referred to as an absolute residual test in this paper, is identical to the previous test except for the
fact that the values of response variable in the auxiliary model are the absolute values of the residuals.
Figure 3b shows that, if the negative side of Figure 2c is flipped to overlap the positive side, an increasing
trend in the residuals is observed. On the other hand, the constant variance of the absolute values of
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the residuals with respect to the fitted values is presented in Figure 3a, which is associated with the
desirable residual plot of Figure 2a. Thus, as a linear residual trend, if a statistical test on the coefficient
of the auxiliary model rejects the null hypothesis, we can regard the residuals of the linear model as
having heteroscedasticity. Another widely used diagnostic tool for heteroscedasticity is the Breusch-
Pagan test [5]. To prevent being overly rigorous, we consider the residual assumption to be violated if
both proposed tests indicate heteroscedasticity. In Section 3.4, our mathematical programming-based
diagnostic approach will be presented to capture the features of heteroscedasticity.
Finally, for the case illustrated in Figure 2d, we formulate a model that selects variables from among
the explanatory variables and their non-linear transformations.
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Figure 3: Examples of absolute residual plot
3 Integrated Model Building and Validation Procedure via Math-
ematical Programming
In this section, we develop an automated procedure based on mathematical programming models that
minimize SSE to select a subset of a fixed number of explanatory variables and include statistical tests
and diagnostics for multivariate linear regression. In Section 3.1, we introduce the base model from
the literature, which does not consider statistical test or diagnostics. In Section 3.2, we extend the base
model to include log-transformed explanatory variables. In Section 3.3, we propose constraints to remove
statistically insignificant coefficients. In Section 3.4, we present the final algorithm, which considers all
of the remaining tests and diagnostics.
3.1 Base model
We start with a basic model similar to that proposed by Wilson [33]. All the sets, parameters, and
decision variables used are as follows.
Sets and Parameters
n : number of observations
m : number of independent variables
I : index set of observations, I = {1, ..., n}
J : index set of independent variables, J = {1, ...,m}
i : index of observations, i ∈ I
j : index of independent variables, j ∈ J
k : number of selected independent variables
A : standardized data matrix corresponding to independent variables, A = [aij ] ∈ Rn×m
b : standardized data matrix corresponding to dependent variables, b = [bi] ∈ Rn
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Decision Variables
xj : coefficient of independent variables, ∀j ∈ J
ei : error between the i-th observation and its prediction value, ∀i ∈ I
zj : 1 if the j-th independent variable is selected; 0 otherwise, ∀j ∈ J
Using the parameters and decision variables above, the basic mathematical programming model is
presented as follows.
minimize
∑
i∈I
e2i (3a)
subject to ei =
∑
j∈J
aijxj − bi, ∀i ∈ I, (3b)
−Mzj ≤ xj ≤Mzj , ∀j ∈ J , (3c)∑
j∈J
zj = k, ∀j ∈ J , (3d)
xjunrestricted, ∀j ∈ J , (3e)
eiunrestricted, ∀i ∈ I, (3f)
zj ∈ {0, 1}, ∀j ∈ J (3g)
The basic model (3) minimizes the SSE of a multivariate linear regression model with a fixed k.
Remark that MSE is actually calculated as MSE =
∑
i∈I e
2
i
n−k−1 , but it is equivalent to simply minimizing SSE
=
∑
i∈I e
2
i because k is fixed as a given parameter. Constraint (3b) defines the residuals, and constraint
(3c) indicates that if an explanatory variable is not selected, then the coefficient of the variable must be
zero. Lastly, constraint (3d) ensures that the number of selected variables is k.
The mathematical model (3) can be converted into an MIQP with a popular linearization technique.
Instead of unrestricted continuous decision variables xj and ej , non-negative variables x
+
j , x
−
j , e
+
j , and
e−j are used, where ei = e
+
i − e−i and xi = x+i − x−i . By plugging these in, the following MIQP can be
obtained.
minimize
∑
i∈I
(
e+i
2
+ e−i
2
)
subject to e+i − e−i =
∑
j∈J
aij
(
x+j − x−j
)− bi, ∀i ∈ I,
x+j + x
−
j ≤Mzj , ∀j ∈ J ,∑
j∈J
zj = k, ∀j ∈ J ,
x+j , x
−
j ≥ 0, ∀j ∈ J ,
e+i , e
−
i ≥ 0, ∀i ∈ I,
zj ∈ {0, 1}, ∀j ∈ J
(4)
It is to be remembered that the main purpose of our study is to build a multivariate linear regression
model that considers diagnostics. To meet this goal, we now extend the base mathematical model (4)
above to include several of the important diagnostic tests presented in Section 2.
3.2 Inclusion of log-transformed explanatory variables
We first discuss how to include log-transformed explanatory variables in the model. Because an explana-
tory variable and its log-transformation are highly correlated, we need to prevent both variables from
being selected simultaneously, as discussed in Section 2.1. Let us then define new parameters and sets.
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Set and Parameters
J l : index set of the logarithm of the independent variables, J l = {m+ 1, ..., 2m}
Al : standardized data matrix corresponding to the logarithm of the independent variables,
Al = [alij ] = [log aij ] ∈ Rn×m
A˜ : data matrix concatenating A and Al, i.e., A˜ = [A Al] = [a˜ij ] ∈ Rn×2m
If a vector corresponding to the j-th column of A possesses non-positive elements, we compute the
logarithm of the column using a conventional method to deal with the non-positives: alij = log(aij +
|min({aij |i ∈ I})| + 1). Since all original explanatory variables have transformed variables, we can
define jl = j +m for each jl ∈ J l. The model incorporating the log-transformed explanatory variables,
MPbase(k), can be formulated as follows:
MPbase(k) : minimize
∑
i∈I
(
e+i
2
+ e−i
2
)
(5a)
subject to e+i − e−i =
∑
j∈J∪J l
a˜ij
(
x+j − x−j
)− bi ∀i ∈ I, (5b)
x+j + x
−
j ≤Mzj , ∀j ∈ J ∪ J l, (5c)∑
j∈J∪J l
zj = k, ∀j ∈ J , (5d)
zj + zjl ≤ 1, ∀j ∈ J , jl = j +m, (5e)
x+j , x
−
j ≥ 0, ∀j ∈ J ∪ J l, (5f)
e+i , e
−
i ≥ 0, ∀i ∈ I, (5g)
zj ∈ {0, 1}, ∀j ∈ J ∪ J l (5h)
The extended modelMPbase(k) is similar to formulation (4). The difference is that (5) has additional
derived explanatory variables in J l, while presenting the simultaneous selection of original and log-
transformed explanatory variables by (5e). We note that, in addition to the log-transformation, another
type of transformation of the explanatory variables can be considered in a similar manner. Finally, we
remark that an appropriate value of M in (5c) is required to solve the problem. When M is too small, we
cannot guarantee optimality. When M is too large, the optimization solver can struggle due to numerical
issues. Park and Klabjan [26] proposed a sampling-based approach, where M is estimated by iteratively
sampling a subset of explanatory variables. We use this method of with a slight modification to make sure
that the sampled explanatory variables do not simultaneously include an original explanatory variable
and its transformation.
3.3 Inclusion of constraints corresponding to t-tests for the significance of
the regression coefficients
In this section, we present constraints to check the statistical significance of the regression coefficients.
Formulating such constraints is not a trivial task because the statistical significance of an estimated
coefficient depends on the selected subset. In detail, s(A)j in (1) can only be calculated given a subset
so that an inequality including s(A)j cannot be trivially formulated as a convex constraint. In order to
address this issue, we convert the inequality (2) into a constraint that checks the statistical significance
of the j-th variable if it is selected. We derive∣∣∣∣ xjs(As(k))j
∣∣∣∣ ≥ t1−α2 ,n−k−1 (6a)
=⇒ |xj | ≥ t1−α2 ,n−k−1
∣∣s(As(k))j∣∣−M(1− zj) (6b)
=⇒ x+j + x−j ≥ t1−α2 ,n−k−1s(As(k))j −M(1− zj) (6c)
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where s(k) is a subset with k explanatory variables, As(k) is a submatrix of A derived from s(k),
and s(As(k))j is the standard deviation of the estimated coefficient for explanatory variable j which
is equilvalent to
√
MSEAs(k)(A
′
s(k)As(k))
−1
j and only defined for explanatory variables in s(k). The
resulting constraint above is only activated when the j-th variable is selected (i.e., zj = 1). Note that
As(k) varies according to the selected variables. It implies that the values s(As(k))j in the constraint
above vary accordingly. Hence, it is still difficult to add constraint (6c) in its current form to the MIQP
model.
To handle the changing values of s(As(k))j depending on the selected subset, we instead use the
lower bound of s(As(k))j , which gives a relaxed version of the exact constraint. A tight lower bound for
s(As(k))j can cut some of the subsets with insignificant regression coefficients.
To obtain a lower bound for s(As(k))j , we consider the definition of s(As(k))j , Since s(As(k))j =√
MSEAs(k)(A
′
s(k)As(k))
−1
j , it is straightforward to multiply the lower bound of
√
MSEAs(k) by the
lower bound of
√
(A′s(k)As(k))
−1
j to provide the lower bound of s(As(k))j .
We first consider the lower bound of MSEAs(k) . Exact MSEAs(k) can be calculated by solving
MPbase(k). However, solving MPbase(k), which is an MIQP, can take a long time. Thus, we instead
use its LP relaxation,
MSELB(k): minimize (5a)
subject to (5b), (5c), (5d), (5e), (5f),
0 ≤ zj ≤ 1, ∀j ∈ J ∪ J l,
which gives us the lower bound of MSEAs(k) , notated as MSELB(k).
We next consider the lower bound of (A′s(k)As(k))
−1
j . In a multivariate linear regression model with
data matrix A, the elements of the diagonal of (A′A)−1 are called a variance inflation factor (VIF).
The VIF for the j-th coefficient is calculated by following equation:
V IFj =
1
1−R2j
,
where R2j is the coefficient of determination for a linear regression model, where variable j is the response
variable and all variables except for j are explanatory variables. Note that V IFj ≥ 1 since 0 ≤ R2j ≤ 1
for a linear model with an arbitrary data matrix. Therefore, we can set the lower bound of the j-th
diagonal element of (A′s(k)As(k))
−1
j to 1.
Finally, the lower bound of s(As(k))j , denoted as s(k)LB, can be derived based on the following
inequality:
s(As(k))j =
√
MSEAs(k)(A
′
s(k)As(k))
−1
j ≥
√
MSELB(k) = s(k)LB ≥ 0.
Thus, we can formulate the relaxed constraint of (6) as
x+j + x
−
j ≥ t1−α2 ,n−k−1s(k)LBzj , ∀j ∈ J . (7)
Since s(k)LB is a calculated constant and t1−α2 ,n−k−1 is determined by the user, constraint (7) is a linear
constraint and can be added to the MIQP model.
We remark that (7) is a relaxed version of the exact t-test constraint and can be useful in reducing
the search space of the branch-and-bound algorithm of the solver.
3.4 Final algorithm
Recall that constraint (7) is a relaxed constraint derived from the lower bound of s(As(k)) and a feasible
solution for (8) can have statistically insignificant coefficients, while we want all coefficients to be sta-
tistically significant. Furthermore, it is challenging to formulate tests to check the residual assumptions
in Section 2.3 as linear or convex constraints. To overcome all these limitations, we propose a lazy
constraint-based approach to solve the following problem.
9
minimize (5a)
subject to (5b)-(5h), (7),
coefficients t-tests constraints (2) from Section 2.2,
residual diagnostics constraints from Section 2.3
(8)
Lazy callback is mainly employed in practical implementation using an optimization solver when
the number of constraints in an MIP model is extremely large [11]. For example, we may use the lazy
callback when solving a traveling salesman problem (TSP) because it has a large number of subtour
elimination constraints. Instead of adding all subtour elimination constraints at the root node of the
branch-and-bound algorithm, we can iteratively and selectively add some of the subtour elimination
constraints. In detail, when the solver arrives at a branch-and-bound node and the solution contains a
subtour, lazy callback allows us to add the corresponding subtour elimination constraint at the current
node. Although our MIQP model does not have an extremely large number of constraints, we can use
lazy callback to stop at a branch-and-bound node and check if the solution completely satisfies all of the
tests and diagnostics. The lazy constraint-based procedure is presented in Algorithm 1.
Algorithm 1 Lazy constraint procedure (at each node Jnode)
Input: a set of α (significance levels for each statistical test)
1: for each j′ ∈ Jnode do
2: if the coefficient corresponding to variable j′ is not statistically significant then
3: add a lazy constraint
∑
j∈Jnode zj ≤ k − 1 to the model
4: return
5: end if
6: end for
7: if The model with variables in Jnode fails to pass the residual diagnostics test then
8: add a lazy constraint
∑
j∈Jnode zj ≤ k − 1 to the model
9: end if
10: return
In the algorithm, Jnode is the index set of selected variables at the current node in the brand-and-
bound tree. The lazy constraint
∑
j∈Jnode zj ≤ k − 1 is added to the model when (a) a linear model
associated with j ∈ Jnode fails to pass at least one of the statistical tests for the coefficients or (b) the
model fails to pass the residual diagnostics test. The lazy constraint eliminates the solution of selecting
all explanatory variables in Jnode from the feasible region. For example, let us consider a problem with
10 explanatory variables with the associated binary variables set {z1, ..., z10}. We assume that we set
k = 4 and the solver is currently at the node with a solution having z1 = z4 = z9 = z10 = 1 and zj = 0
for all other explanatory variables. The procedure generates a linear model with the selected explanatory
variable set Jnode = {1, 4, 9, 10} and performs statistical tests and diagnostics for the model. When the
regression model fails to pass at least one of the tests, lazy constraint
∑
j∈Jnode zj = z1+z4+z9+z10 ≤ 3
is added to the MIQP model. As a result, the solution z1 = z4 = z9 = z10 = 1 (the others are zero by
constraint (5d)) becomes infeasible in all of the subsequent branches.
4 Alternative Solution Procedure for Infeasible or Difficult Prob-
lems
When all possible subsets violate at least one of the tests and assumptions, model (8) in Section 3.4
becomes infeasible and the algorithm will not return a solution. However, even for this case, a near-
feasible solution is desired (i.e., satisfying most of the tests and assumptions while mildly violating a few
of the tests). In this section, we propose a procedure, referred to as the alternative solution procedure,
to find the most attractive near-feasible solution when the original problem is infeasible or no feasible
solution is found in a suitable period of time.
The alternative solution procedure is invoked at each branch-and-bound node while no feasible so-
lution satisfying all tests and diagnostics has been found by the algorithm. Once a feasible solution is
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found, the alternative solution procedure will not be invoked since at least one feasible solution to the
problem satisfying all of the tests and diagnostics exists. When the alternative solution procedure is
invoked, it compares a new subset with the incumbent best subset (not feasible, but the best alternative
near-feasible subset) and decides which subset is better. Our model updates and keeps only one alter-
native solution until it finds a feasible solution. The new subset, denoted as Snew, is the subset at the
current branch-and-bound node and the incumbent best subset, denoted as Sbest, is the best alternative
subset found so far. Remark that Snew and Sbest must be infeasible solutions with some insignificant
coefficients or residual assumption violations, as the alternative solution procedure keeps Sbest until a
feasible solution is found. To simplify the discussion, we will use Sbest and Cnew to refer to both selected
subsets and linear regression models.
Note that one of the simplest approaches to compare Snew, Sbest, and all other subsets is to add
penalty terms to the objective function based on diagnostic violations such as average p-values or number
of insignificant variables. Before presenting the details of the alternative solution procedure, we first
explain why the simple penalty approach may fail and the proposed procedure is needed. First, the
penalty approach cannot effectively reflect the overall development procedure of a linear regression model.
In typical model development, explained in Section 2, we first establish a linear regression model with
statistically significant coefficients. We then check the residual assumptions via diagnostics. That is, we
should consider the residual assumptions after establishing a statistically significant model. This cannot
be achieved with the simple penalty approach. Next, there exist non-trivial cases where the penalty
approach may fail to select the better subset. The problem is discussed with the illustrative examples in
Table 1.
Cases Set of p-values Better set
Case 1
Sbest {0.06,0.06,0.06, 0.025, 0.02} SnewSnew {0.055,0.055, 0.04, 0.025, 0.02}
Case 2
Sbest {0.06,0.06,0.06, 0.025, 0.02} SbestSnew {0.95, 0.04, 0.04, 0.025, 0.02}
Case 3
Sbest {0.06,0.06,0.06, 0.025, 0.02} SnewSnew {0.065, 0.04, 0.04, 0.025, 0.02}
Table 1: Illustrative examples for the alternative solution procedure
Table 1 includes three cases determining which solution is better between Sbest and Snew, where k and α
are set to 5 and 0.05, respectively. The set of p-values from the statistical test for the coefficients is shown
for each case. In Case 1, it is not surprising that we choose Snew because the number of insignificant
coefficients of Snew is less than that of Sbest (i.e., 3 > 2), and the average of the violating p-values for
Snew is also less than that of Sbest (i.e., 0.06 > 0.055). On the other hand, Sbest must be better in Case
2 because the average of the violating p-values for Snew is much larger than that of Sbest (0.06 < 0.95)
although the number of insignificant coefficients of Snew is greater than that of Sbest (3 > 1). In Case
3, although the average of the violating p-values of Sbest is less than that of Snew (0.6 < 0.65), selecting
Snew as the better solution seems to be reasonable because the difference is negligible while the number
of insignificant coefficients of Sbest is significantly greater than of Snew (i.e., 3 > 1). These illustrative
examples indicate that we should consider both the average of the violating p-values and the number of
insignificant coefficients. However, due to the different magnitudes of the measures, it is not trivial to
set apropriate weights. Consequently, it is necessary to develop an intuitive procedure that reflects the
framework of linear regression model construction and further alleviats the scale difference for measures
of diagnostic violations.
Now, we discuss the alternative solution procedure. For a more efficient explanation of the procedure,
we define the functions related to a significance test for coefficients.
pi(S) : number of insignificant coefficients in the model with subset S
E(S) : average p-values of the insignificant coefficients in the model with subset S,
0 if all coefficients in subset S are statistically significant
fq(S1, S2) : decision by quality ; S1, S2 are subsets
ft(S1, S2; τ) : decision with tolerance; S1, S2 are subsets
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The last two functions, fq(S1, S2) and ft(S1, S2; τ) decide whether S1 or S2 is better based on different
principles, which will be discussed in detail later in this section.
The overall alternative solution procedure is presented in Algorithm 2.
Algorithm 2 Alternative solution procedure
Input: Sbest, Snew
Output: the better subset between Sbest and Snew
1: if pi(Sbest) > 0 and pi(Snew) = 0 then
2: return Snew
3: else if pi(Sbest) = 0 and pi(Snew) > 0 then
4: return Sbest
5: else if pi(Sbest) = 0 and pi(Snew) = 0 then
6: return fq(Sbest, Snew)
7: else if pi(Sbest) > 0 and pi(Snew) > 0 then
8: return ft(Sbest, Snew; τ)
9: end if
Step 1 is for when Snew is the statistically significant model while Sbest is not. Hence, it is natural to
return Snew in Step 2. Steps 3 and 4 consider the opposite case to that of Steps 1 and 2. In Steps 5-9,
non-trivial cases are considered: both models are statistically significant in Step 5 and both models are
statistically insignificant in Step 7. For these two cases, fq, referred to as decision by quality, and ft,
referred to as decision by toloerance, are employed to make a decision.
Function fq(Sbest, Snew) returns the better solution between Sbest and Snew, as determined by quanti-
fying the quality of the solutions. Function fq quantifies the solutions using penalty function q of solution
S introduced below.
MSE(S) : the MSE of solution S
rl(S) : p-value from the residual linearity test for solution S
rh(S) : p-value for the residual heteroscedasticity tests, which is the maximum p-value
between the p-values of the absolute residual test and the Breusch-Pagan test
λ : penalty parameter for MSE(S)
λpi : penalty parameter for pi(S)
λE : penalty parameter for E(S)
λl : penalty parameter for rl(S)
λh : penalty parameter for rh(S)
w1(p, α) : percentage transform function for E(S);
max (p−(1−α),0)
α
w2(p, α) : percentage transform function for rl(S) and rh(S);
max((1−α)−p,0)
1−α
q(S;λ, λn,λE , λl, λh) =
λMSE(S) + λpipi(S) + λEw1(E(S), αE) + λlw2(rl(S), αl) + λnw2(rh(S), αh)
where αE , αl, and αh are the significance levels for the t-tests for coefficients, diagnostics for residual
linearity, and residual heteroscedasticity, respectively. Note that function q includes percentage transform
functions w1(p, α) and w2(p, α) to indicate the percentage gap from the significance levels. We introduce
these functions for the following two reasons. First, we want to accurately measure the insignificance
of the p-values when the significance levels are at different scales. Second, we do not want to apply
penalties if the p-value is within the significance level.
Two examples are provided for w1 and w2 to support our claims and demonstrate their necessity.
The first example is of penalty nullification. Suppose rh(S1) = 0.2 and rh(S2) = 0.04, which implies the
residuals of S1 are consistent while those of S2 have heteroscedasticity. Given αh = 0.9, we can calculate
w2(rh(S1), αh) =
max((1−0.9)−0.2,0)
0.1 = 0, and w2(rh(S2), αh) =
max((1−0.9)−0.04,0)
0.1 =
0.06
0.1 = 0.6. The
penalties make sense because the S1 does not violate the test. Hence, the evaluation of S1 is based only on
the MSE and the significance of coefficients. The second example demonstrates the role of scaling between
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p-values from different statistical tests. Suppose that we get E(S3) = 0.15, rh(S3) = 0.05. Further, αE
and αh are both set to 0.9. Then, S3 violates the t-tests of the coefficients by 0.15 − (1 − 0.9) = 0.05,
which is equal to the value of the heteroscedasticity test violation (1 − 0.9) − 0.05 = 0.05. However,
the violation of 0.05 is relatively small for the possible t-test violation range [0, 0.9] compared to the
possible residual test violation range [0, 0.1]. Thus, despite the same violation value, the significance of
the violation can differ depending on the tests and diagnostics. We can scale the magnitudes of the
violations through w1 and w2: w1(E(S3), αE) =
0.15−0.1
0.9 ≈ 0.056, and w2(rh(S3), αh) = 0.1−0.050.1 = 0.5.
Algorithm 3 Decision with tolerance, ft
Input: Sbest, Snew, τ
Output: the better subset between Sbest and Snew
1: if E(Snew)− E(Sbest) > τ then
2: return Sbest
3: else
4: if E(Sbest) > E(Snew) and pi(Sbest) > pi(Snew) then
5: return Snew
6: else if E(Sbest) < E(Snew) and pi(Sbest) < pi(Snew) then
7: return Sbest
8: else
9: return fq(Sbest, Snew)
10: end if
11: end if
We now discuss the decision with tolerance presented in Algorithm 3. Steps 1-2 are key to our
procedure. If E(Snew) − E(Sbest) exceeds the tolerance τ , a positive parameter predetermined by the
user, then the alternative solution procedure concludes that Sbest is better. When the average of the
violating p-values of Snew is smaller or not significantly worse (smaller than τ) than that of Sbest, we
conclude Snew is competitive and investigate further in Steps 3-11 by comparing the two solutions based
on two factors, pi and E. Steps 4-5 conclude that, if Snew is smaller than Sbest in terms of those two
factors, Snew is better. The opposite case is shown in Steps 6-7. If there is a conflict between the two
factors, fq settles the decision. Remark that Algorithms 2 and 3 imitate the linear regression model
building procedure described in Section 2 by using statistical significance tests first to make the decision,
followed by other diagnostics.
We illustrate the entire alternative solution procedure using the three toy examples presented in Table
1. Suppose that our model is searching a subset whose cardinality k is set to 5 and a feasible solution
has not been found yet. A user sets the significance levels and τ to 95 percent and 0.1, respectively.
• Case 1. Our model cannot determine which solution is better at the first step because pi(Sbest) =
3 > 0 and also pi(Snew) = 2 > 0. Hence, the decision with tolerance is invoked (Algorithm 3). In
Step 1, the algorithm computes E(Sbest) =
1
3 (0.06 + 0.06 + 0.06) = 0.06, E(Snew) =
1
2 (0.055 +
0.055) = 0.055, and E(Snew)−E(Sbest) = −0.005 < τ = 0.1. Thus, the next steps compare E(Snew)
with E(Sbest) and pi(Snew) with pi(Sbest). Since E(Snew) < E(Sbest) and pi(Snew) < pi(Sbest), Snew
is determined to the better solution.
• Case 2. Since pi(Sbest) and pi(Snew) are both greater than 0, our model cannot determine which
solution is better in Step 7 of Algorithm 2, and ft is called. In Algorithm 3, since E(Snew) −
E(Sbest) = 0.95− 0.06 = 0.89 > τ = 0.1 in Step 2, Sbest is returned.
• Case 3. Similar to the previous cases, ft is called in Step 8 of Algorithm 2. In Algorithm 3,
although E(Snew) − E(Sbest) = 0.065 − 0.06 = 0.005 and E(Snew) is greater than E(Sbest), Steps
4-10 are considered because E(Snew) − E(Sbest) = 0.005 < 0.1 = τ . However, since E(Snew) is
greater than E(Sbest) (0.065 > 0.06) and pi(Snew) is less than pi(Sbest) (1 < 3), the winning solution
is determined by fq.
Overall, we found that the alternative solution procedure picks the desired solution discussed in
Table 1. Throughout the alternative solution procedure, we first compare Snew with Sbest using the
significance of the estimated coefficients, in particular with pi(S) and E(S). If this step cannot make
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a decision, residual diagnostics are considered. This multistage procedure reflects the linear regression
model building framework discussed in Section 2. The procedure also deals with the possible issues
illustrated in Case 2 and 3 in Table 1 by introducing ft. A user can intuitively give a value of τ based
on the average level of p-value difference he or she can permit.
In the next sections, we will refer our final algorithm, solving (8) with Algorithm 1 and the alternative
solution procedure in Algorithms 2 and 3, to MP lazy(k).
5 Computational Results
In this section, the results of numerical experiments using the proposed model and benchmarks are
presented. The experiments are designed to demonstrate the performance of the proposed model and
the necessity of the alternative solution procedure presented in Section 4.
5.1 Benchmark dataset description and preprocessing
Twelve publicly available datasets are used in the experiment. We collect five datasets for regression from
the UCI machine learning data repository [20], seven datasets from several sources. Table 2 summarizes
the features of the experimental datasets.
Dataset Observations (n)
Explanatory variables
Source
Raw Preprocessed (m)
Housing 506 13 26 UCI data repository
Servo 167 4 38 UCI data repository
AutoMPG 392 8 50 UCI data repository
Automobiles 159 26 124 UCI data repository
Winequalityred 1599 11 22 UCI data repository
Bodyfat 252 15 30 Johnson [14]
Barro 161 13 26 Koenker and Machado [16]
Carseats 400 10 28 James et al. [13]
Crime 630 22 50 Cornwell and Trumbull [8]
Framing 265 14 30 Brader et al. [4]
Griliches 758 19 50 Blackburn and Neumark [3]
Hprice3 321 19 22 Wooldridge [34]
Table 2: Datasets used in the experimental demonstration
We preprocess the datasets as follows. First, we remove records which include at least one missing
value. Second, dummy variables are introduced for the categorical variables. Third, nominal variables
are changed into numerical variables. Next, log-transformed variables are created for the numerical
variables in the original data. Finally, all of the datasets are standardized.
5.2 Experimental design
In this section, we present the design of the experiments. To demonstrate the practical viability of
our model, we set a time limit of 600 seconds for every experiment. The algorithm time includes the
computation time for big-M in (5c) and s(k)LB in (7). For all experiments, we use the values in Table
3 for the significance levels of the tests and parameters for the alternative procedures.
Experiment 1: proposed model vs. simple benchmark models
We compare MP lazy(k) with two simple benchmark models: MPbase(k) and a forward selection algo-
rithm. With this experiment, the performance of the proposed model in terms of the aforementioned
statistical significance and regression assumptions can be verified. The forward selection algorithm is
presented in Algorithm 4.
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Significance level Parameters
αE 0.95 τ 0.1
αl 0.99 λ 4
αh 0.99 λE 6
λpi 0.5
λh 0.5
λl 0.5
Table 3: Parameters for the experiments
Algorithm 4 FS(k): revised stepwise algorithm for the inclusion of log-transformation
Input: A˜, b, k
Output: Jselected: selected variable set
1: Jcandidate ← J ∪ J l, Jselected ← ∅
2: while cardinality of Jselected is less than k do
3: j∗ ← arg min
j∈Jcandidate
{ MSE of model constructed with {j} ∪ Jselected }
4: Jselected ← {j∗} ∪ Jselected
5: Jcandidate ← Jcandidate − {j∗and the paired variable}
6: end while
The algorithm is constructed by modifying a standard forward selection algorithm to select from
among variables and their log-transforms. In Step 5 in FS(k), once a variable is selected, both the
original and transformed variables are excluded from the candidate set of variables. If j∗ ∈ J , then the
log-transformed variable is excluded as well. If j∗ ∈ J l, then the original variable is excluded as well.
Thus, FS(k) always provides a solution, with at most one variable from an original and transformed
variable pair.
For each dataset in Table 2, all models and algorithms are tested over k = 3, 4, ..., 10. For each case,
we check the goodness-of-fit with adjusted R2, denoted as R2adj . Although the objective of all models
and algorithms is to maximize the SSE, it is equivalent to maximizing R2adj because k is fixed. Also,
since R2adj ranges from 0 to 1, we can compare the goodness-of-fit over different k values and datasets
easily.
Experiment 2: proposed model vs. iterative model
We compare our model with an iterative algorithm used in Bertsimas and King [1] for cases where the
solution for MPbase(k) violates some of the tests and diagnostics. The algorithm iteratively adds con-
straints to avoid subsets with insignificant coefficients. We will refer to the iterative model asMP iter(k)
in this paper. Recall that a key feature of our algorithm is the ability to avoid iterative calls of the MIQP
solver, where iterative approaches solve multiple MIQPs by adding constraints. In this comparison, we
demonstrate the effectiveness of our lazy constraint-based algorithm. As the two models have different
constraints and parameters, we compare the two models using common constraints, the number of vari-
ables selected and t-tests. In detail, we exclude residual test constraints and set λh = λl = 0 from the
default parameters in Table 3.
Algorithm 5 MP iter(k): Iterative algorithm
1: CutSet ← ∅
2: while Siter includes statistically insignificant coefficients or execution time ≤ time limit do
3: Siter ← solve MPbase(k) with additional constraints in CutSet
4: if Siter includes statistically insignificant coefficients then
5: CutSet ← CutSet ∪ {∑j∈Siter zj ≤ k − 1}
6: end if
7: end while
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The algorithm is initialized with the empty set of constraints CutSet in Step 1. The algorithm
continues while the obtained subset Siter has at least one statistically insignificant coefficient. In Step 3,
the current model (MPbase(k) with constraints in CutSet) is solved to obtain Siter. In Steps 4-6, if Siter
includes statistically insignificant coefficient, then a constraint that cuts Siter from the feasible region is
added to CutSet.
Experiment 3: alternative solution procedure vs. simple penalty function
We demonstrate the effectiveness of the alternative solution procedure by comparing it with a simple
penalty function. The benchmark is obtained by replacing the alternative solution procedure with simple
penalty function fq. The benchmark model will be referred to as MPpenalty(k).
5.3 Experimental Results
For all experiments, we utilize an Intel(R) Core(TM) i7-4770 CPU @ 3.40GHz (8 CPUs) and 8GB RAM.
All models and algorithms are implemented with Python, in which mathematical models are solved
by Gurobi 7.0.0. For the construction of the linear model in FS(k), we employ the Python package
statsmodels [29].
In every experiment, all of the solutions from every comparative model do not demonstrate linearity
between their residuals and fitted values, so the corresponding results are not provided.
Result for Experiment 1: proposed model vs. simple benchmark models
To measure the explanatory power of each model, we introduce a measure for relative explanatory power
REP =
R2adj(S)
R2adj(SMPbase )
, where SMPbase is a subset obtained by solving MPbase and S is the solution of
the corresponding model. We use the R2adj ofMPbase as a denominator of REP sinceMPbase provides
the greatest R2adj among all of the compared models because MPbase does not have any diagnostic
constraints.
To provide better insights, we present the summarized results for the datasets and over number of
variables selected (k) in Tables 4 and 5, respectively. In both tables, REP is the average over datasets or
k values. To check the performance for feasible datasets, we also present REPfeas, which only considers
cases with feasible solutions available when calculating the average. Additionally, we count the number
of cases satisfying the (i) t-test and residual test, (ii) t-test only, and (iii) residual test only.
In Table 4, we observe that MP lazy obtains solutions with REP 90% or above except for the Servo,
Barro, and Crime datasets. This implies that our model maintains explanatory power while satisfying
all diagnostics constraints. Column REPfeas also indicates our model maintains an R
2
adj closer to the
base model. The results in the ‘t-test & residual test’ column indicate that our model can find substan-
tially more linear models satisfying both the statistical significance of all coefficients and the residual
assumptions for most of the datasets. In particular, our model finds optimal solutions satisfying all
diagnostics constraints for all cases for four data sets (bolded in the ‘t-test & residual test’ column).
On the other hand, our model finds the same number of feasible solutions as the benchmarks for the
Barro and Framing datasets, with the results from our model for REPfeas equal to 1 for these datasets.
In fact, the corresponding solutions for MPbase are exactly the same as those of our model. It implies
that although MPbase finds an optimal solution without considering any diagnostics or statistical sig-
nificance, the solution fortunately has no insignificant coefficients and satisfies the residual assumptions.
Thus, these results in Table 4 make clear that our model is powerful to provide a quality linear model
independent of the dataset. Finally, the execution time indicates that our model can find linear models
in an practical timeframe.
Table 5 presents the results by averaging or summing the number of variables selected (k). We can
verify that the results of our model for REPfeas are close to 1, and those in ‘t-test & residual test’ are
substantially greater than those of the benchmarks, as in Table 4. Thus, it suggests that our model can
also provide quality subsets regardless of the size of k.
In Figure 4, we check the results for the alternative solution procedure for cases where no feasible
solution is found within the 600-second time limit: Servo, Winequality, Bodyfat, Barro, and Framing
with k = 7, 8, 9, 10. In the plot matrix of Figure 4, the horizontal and vertical axes are for datasets
and the performance measure, respectively. In each plot of Figure 4, the horizontal and vertical axes
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Dataset
REP REPfeas Execution time
MP lazy MPbase FS MP lazy MPbase FS MP lazy MPbase FS
Housing 0.9420 1 0.9999 0.9430 1 0.9999 344.05 11.24 0.07
Servo 0.8614 1 1 0.4420 1 1 503.78 5.49 0.11
AutoMPG 0.9424 1 0.9981 0.9420 1 0.9981 491.96 23.10 0.16
Automobile 0.9935 1 1.0003a 0.9933 1 1.0003a 559.67 423.02 0.40
Winequality 0.9143 1 0.9998 0.6589 1 1 528.10 45.43 0.07
Bodyfat 0.8160 1 1 0.8365 1 1 463.53 75.42 0.08
Barro 0.9286 1 0.9857 1 1 0.9675 376.14 6.10 0.08
Carseats 0.9979 1 1 0.9980 1 1 113.27 4.96 0.12
Crime 0.8432 1 0.9926 0.8238 1 0.9916 461.27 31.43 0.18
Framing 0.9989 1 0.9998 1 1 1 305.42 4.58 0.09
Griliches 0.9477 1 0.9976 0.9423 1 0.9972 369.99 33.37 0.18
Hprice3 0.9218 1 0.9880 0.9177 1 0.9883 334.92 4.67 0.07
Dataset
t-test & residual test t-test Residual test
MP lazy MPbase FS MP lazy MPbase FS MP lazy MPbase FS
Housing 8 1 1 8 8 8 8 1 1
Servo 2 0 0 8 7 7 2 0 0
AutoMPG 8 0 0 8 8 8 8 0 0
Automobile 8 4 5 8 8 8 8 4 5
Winequality 2 0 0 7 5 5 2 0 0
Bodyfat 3 0 0 3 0 0 8 8 8
Barro 3 3 3 3 3 3 8 8 8
Carseats 8 5 5 8 5 5 8 8 8
Crime 7 0 0 8 8 8 7 0 0
Framing 4 4 4 4 4 4 8 8 8
Griliches 7 4 2 8 6 5 7 4 2
Hprice3 7 0 0 7 6 4 7 0 0
a In a few cases, MPbase fails to find an optimal solution and FS finds a solution for which R2adj is greater than that
of MPbase.
Table 4: Results by datasets
k
REP REPfeas Execution time
MP lazy MPbase FS MP lazy MPbase FS MP lazy MPbase FS
3 0.9520 1 0.9962 0.9336 1 0.9440 48.88 9.95 0.06
4 0.8690 1 0.9971 0.8770 1 0.9521 166.06 16.81 0.09
5 0.9310 1 0.9954 0.9576 1 0.9312 323.34 33.07 0.1
6 0.8731 1 0.9989 0.8856 1 0.9399 476.8 70.03 0.13
7 0.9542 1 0.9983 0.9385 1 0.9121 538.5 70.1 0.14
8 0.9271 1 0.9977 0.9397 1 0.9108 542.5 77.9 0.16
9 0.9141 1 0.9979 0.8955 1 0.9120 568.05 82.15 0.18
10 0.9485 1 0.9982 0.9560 1 0.9995 570.61 85.87 0.21
k
t-test & residual test t-test Residual test
MP lazy MPbase FS MP lazy MPbase FS MP lazy MPbase FS
3 11 4 4 12 11 11 11 5 5
4 12 4 4 12 11 11 12 5 5
5 9 4 4 11 11 11 10 5 5
6 10 3 3 11 10 10 11 5 5
7 7 3 2 9 9 8 10 6 5
8 7 2 1 9 7 5 10 6 5
9 7 0 1 8 5 5 10 4 5
10 4 1 1 7 4 4 7 5 5
Table 5: Results by k
17
present the corresponding performance measure and k, respectively. Note that E = 0 if a solution has no
statistically insignificant coefficient because, as illustrated in Section 4, a penalty term is activated when
violation of corresponding statistical test occurs. For instance, heteroscedasticity would not be a concern
for the Barro dataset because every case in the dataset satisfies the regression assumption (rh > 0.01).
The plots in Figure 4 explicitly show the promising performance of the alternative solution procedure.
According to the charts in the first row, the REP of the proposed model is kept above 0.89 except for
the Winequality dataset. Moreover, except three cases marked by ‘∗’ (Servo (k = 10), Barro (k = 8),
and, Framing (k = 9)), each measure pi, E, and rh of the alternative solutions is better than or equal
to those of the benchmarks. These results indicate that the alternative solutions dominates those of the
benchmarks in most cases. For example, in the results for Bodyfat (k = 8), the pi and E of MP lazy are
considerably less than those of the benchmarks while its REP is greater than 0.99. On the other hand,
REP for the alternative solutions for Winequalityred (k = 8, 9, 10) is relatively less than for the other
results. However, pi and E are significantly better than the benchmarks. This implies that our model
sacrifices explanatory power (i.e., MSE) to improve the statistical tests and diagnostics (pi and E).
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Figure 4: Comparison of alternative and benchmark solutions: in each plot, the horizontal axis is the
number of selected variables (k).
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We investigate the three cases marked by ‘∗’ in detail, where the alternative solutions do not dominate
the benchmark solutions. In fact, the results are due to our algorithm’s ability to balance E and pi given
the default parameters λE = 6 and λpi = 0.5. Consider Framing (k = 9) as an example. Let S
′
current be
the solution ofMPbase with pi = 4 and E = 0.2203 and S′alternative be the solution ofMP lazy with pi = 3
and E = 0.2793 from the result in Figure 4. These two solutions can be compared by our alternative
solution procedure. Based on Algorithms 2 and 3, the algorithm calls fq in Step 9 of Algorithm 3. Note
that pi(S′current) − pi(S′alternative) = 1 and differences of the corresponding values of REP and rh can be
ignored. Thus, if S′current is to be selected, it must be held that E(S
′
alternative) − E(S′current) > 0.0833
( λpiλE =
0.5
6 ≈ 0.0833). However, E(S′alternative) − E(S′current) = 0.2739 − 0.2203 = 0.0536 < 0.0833. In
turn, the alternative solution procedure concludes that S′alternative is a better solution.
Figure 5 presents representative residual plots (residuals verses fitted values) for AutoMPG (k = 8),
Automobile (k = 5) and Hprice3 (k = 8). In Table 6, the corresponding p-values are presented. The
plots in Figure 5 shows that the variance of the residuals from the benchmarks gradually increases, while
the linear regression model derived from our model has a relatively constant residual trend along with
fitted values. The p-values in Table 6 show that our model provides better solutions, as higher p-value
is better for the heteroscedasticity tests.
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Figure 5: Residual plots for three representative cases
Results for Experiment 2: proposed model vs. iterative model
In Table 7, we compare our model with the iterative model (MP iter) for cases where the solution for
MPbase violates some of the tests and diagnostics. We only consider these 28 cases because both
algorithms are not needed if MPbase can provide a solution that satisfies all tests and diagnostics.
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Case rh
(dataset, k) MP lazy MPbase FS
AutoMPG (k = 8) 0.0236 2.4500× 10−5 6.0700× 10−6
Automobile (k = 5) 0.2227 6.4700× 10−5 6.4700× 10−5
Hprice3 (k = 8) 0.1255 7.1587× 10−8 1.0238× 10−6
Table 6: P-values from heteroscedasticity tests
In the Status column, ‘alt sol’ means that, within the time limit, a model could not find a solution
with statistically significant coefficients for all of the selected variables, and an alternative solution is
obtained at termination. Terms ‘opt’, ‘best feas’ represent cases where an optimal solution (satisfying
all constraints) and a feasible solution are found, respectively. The term ‘infeas’ for MP lazy means that
the problem is infeasible and our model returns an alternative solution. Dominative relationships over
them are decided as follows : ‘opt’ > ‘best feas’ > ‘alt sol’ = ‘infeas’. In columns Status, E, and pi,
results indicating our model is better are boldfaces. The results in Table 7 are summarized in Table 8.
Dataset k
Status REP E pi Execution time
MP iter MP lazy MP iter MP lazy MP iter MP lazy MP iter MP lazy MP iter MP lazy
Servo 10 alt sol best feas 1 0.9963 0.1745 0 1 0 600 600
Bodyfat 3 opt opt 0.9998 0.9998 0 0 0 0 158 6
Bodyfat 4 alt sol opt 0.9999 0.7557 0.3498 0 2 0 600 69
Bodyfat 5 alt sol alt sol 1 0.9996 0.1608 0.1069 4 2 600 600
Bodyfat 6 alt sol alt sol 1 0.9999 0.1207 0.1826 5 3 600 600
Bodyfat 7 alt sol alt sol 1 0.7432 0.2297 0.1086 6 2 600 600
Bodyfat 8 alt sol alt sol 1 0.7564 0.2907 0.1192 7 3 600 600
Bodyfat 9 alt sol alt sol 1 0.7567 0.3293 0.2113 8 3 600 601
Bodyfat 10 alt sol alt sol 1 0.7490 0.3204 0.2530 9 4 600 600
Barro 6 alt sol alt sol 0.9609 0.5191 0.5751 0.0931 1 1 600 600
Barro 7 alt sol alt sol 0.9872 0.9012 0.3500 0.1587 3 2 600 600
Barro 8 alt sol alt sol 0.9936 0.9551 0.3448 0.1845 3 3 600 600
Barro 9 alt sol alt sol 0.9960 0.9506 0.3493 0.2457 4 4 600 600
Barro 10 alt sol alt sol 0.9965 0.9717 0.3052 0.2589 5 5 600 601
Winequalityred 8 alt sol opt 0.9995 0.9924 0.2684 0 1 0 600 453
Winequalityred 9 alt sol opt 0.9998 0.9974 0.2674 0 2 0 600 483
Winequalityred 10 alt sol alt sol 0.9999 0.9982 0.1253 0.1947 4 1 600 600
Carseats 8 opt opt 0.9998 0.9998 0 0 0 0 465 19
Carseats 9 alt sol opt 0.9999 0.9923 0.2392 0 2 0 600 459
Carseats 10 alt sol opt 1 0.9922 0.2401 0 3 0 600 536
Framing 7 alt sol alt sol 0.9959 0.9971 0.1887 0.1768 2 1 600 600
Framing 8 alt sol alt sol 0.9972 0.9938 0.1909 0.2547 3 2 600 600
Framing 9 alt sol alt sol 0.9980 0.9980 0.2739 0.2739 3 3 600 600
Framing 10 alt sol alt sol 0.9985 0.9997 0.3073 0.2868 4 4 600 600
Griliches 9 alt sol best feas 1 0.9963 0.0509 0 1 0 600 600
Griliches 10 alt sol best feas 1 0.9937 0.0603 0 2 0 600 600
Hprice3 9 alt sol opt 0.9961 0.9952 0.2704 0 1 0 600 22
Hprice3 10 alt sol infeas 0.9952 0.9936 0.2110 0.0943 2 1 600 192
Average - - 0.9969 0.9284 0.2355 0.1144 3.1429 1.5714 579.38 487.28
Table 7: Comparative results with the iterative model
Measures MP iter wins MP lazy wins Tie
Status 0 9 19
E 3 22 3
pi 0 20 8
Execution time 0 9 19
Table 8: Summary table for the results in Table 7
According to Tables 7 and 8,MP lazy outperformsMP iter in most cases, while maintaining explana-
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tory power above 90% of MPbase. In cases MP lazy finds an optimal solution, MP lazy is appreciably
faster thanMP iter. Moreover, by comparing performance measures E and pi for alternative solutions, we
can see that alternative solutions from our model dominate those from the iterative model in terms of the
statistical significance of the coefficients, while differences in explanatory power can be ignored in most
cases. Furthermore, in Framing (k = 7), our model finds a better solution for both explanatory power
and statistical significance. Even though the three cases that MP iter performs better in E (Bodyfat
(k = 6), Winequalityred (k = 6), and Framing (k = 8)), MP lazy outperforms MP iter in pi. Hence,
our solutions are not outperformed by the iterative solutions. Several results in the Bodyfat and Barro
datasets indicate that the explanatory power of our model is less than 80% of the MPbase. However,
MP lazy clearly outperforms theMP iter in the sense of the statistical significance of coefficients in these
cases.
Result for Experiment 3: alternative solution procedure vs. simple penalty function
In Table 9, the p-values for the coefficients from the linear models derived from MP lazy and MPpenalty
for the Bodyfat (k = 10) are presented. Recall that the only difference between MP lazy and MPpenalty
is that the former uses the alternative solution procedure whereas the latter uses simple penalty function
fq. The p-values which are greater than 1 − αE = 1 − 0.95 = 0.05 are bolded. Note that the average
of the violating p-values (E) for MP lazy is significantly less than that of MPpenalty (0.1946 < 0.2485).
For MPpenalty, although an insignificant p-value in the model (0.0613) is close to the significance level,
the other two p-values for the insignificant coefficients are relatively large (0.3002, 0.3842) compared
to MP lazy (0.1318, 0.2698, 0.1824). Furthermore, the difference in R2adj is negligible. Thus, our model,
which contains the alternative solution procedure, can provide a better solution than the model employing
a simple penalty function.
Model R2adj E p-values
MP lazy 0.7348 0.1946 0.0352 0.0228 0.0000 0.0006 0.0003 0.1318 0.2698 0.0192 0.0118 0.1824
MPpenalty 0.7365 0.2485 0.0613 0.3002 0.0000 0.0007 0.0497 0.0009 0.0300 0.0133 0.0360 0.3842
Table 9: P-values from t-tests for coefficients (Bodyfat (k = 10))
6 Conclusion
Although minimizing fitting errors is the most important task in building a regression model, it is also
important to satisfy regression assumptions and diagnostics to build a good model. However, most of
the current approaches cannot incorporate this model validation step into the algorithm.
In this work, we propose a fully automated model building procedure for multiple linear regression
subset selection by integrating model building and validation steps based on mathematical programming.
The proposed procedure is also capable of providing an alternative solution when there is no feasible
solution or a feasible solution is not found within the time limit. Since many of the constraints for
statistical tests are non-convex and nonlinear, it is not trivial to solve the problem in its original form.
To overcome this difficulty, we used the lazy constraint approach, which is available in many commercial
optimization solvers. At every branch-and-bound node, diagnostics are implemented to decide whether
the solution satisfies the assumptions and tests. If the solution at the current node violates some of the
assumptions and tests, our model adds a lazy constraint that restricts the selection of the subset.
Given a feasible problem (there exist subsets satisfying all of the assumptions and tests), our model
can provide an optimal subset minimizing the SSE while satisfying all assumptions given a fixed number
of explanatory variables to be selected. However, the proposed model can fail to provide an optimal
solution or a feasible solution if the problem is infeasible or hard to solve within a time limit. Hence, we
establish the alternative solution procedure to derive an alternative solution which is near-feasible. The
procedure follows the typical steps for constructing and validating a linear regression model.
Through computational experiments using various real-world datasets, we show that our model can
provide quality solutions satisfying all of the considered diagnostics while maintaining a R2adj value close
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to the base solution. Furthermore, the results demonstrate the viability of our model in real regression
analysis by setting a practical time limit. We also find that the alternative solutions are superior to those
from the benchmarks. The R2adj value of the alternative solutions are comparable with those from the
benchmarks, while being significantly better in terms of diagnostics. We also show that our model based
on lazy constraints outperforms the existing iterative approach. The proposed lazy constraints-based
procedure is faster than the iterative approach while providing more quality alternative solutions within
the time limit. Lastly, we demonstrate the necessity of the alternative solution procedure by comparing
it with the simple penalty function.
In conclusion, we strongly believe that our model is useful in practice as we integrate model building
(subset selection) and validation steps, whereas traditional approaches include human decisions and re-
quire many trial-and-error steps. Furthermore, the proposed lazy constraint approach in mathematical
programming to address several statistical tests or diagnostics for linear regression is substantially more
efficient than the existing iterative model. One of the most challenging research directions to the im-
prove the current procedure includes formulating a linear or a convex constraint to replace the current
approximation constraint for t-tests.
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