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WORCESTER POLYTECHNIC INSTITUTE
Abstract
Data Science
Master of Science
by Xiaozhou Zou
In this thesis, we address two major problems in Generative Adversarial Networks (GAN), an
important sub-field in deep learning. The first problem that we address is the instability in
the training process that happens in many real-world problems and the second problem that
we address is the lack of a good evaluation metric for the performance of GAN algorithms.
To understand and address the first problem, three approaches are developed. Namely, we
introduce randomness to the training process; we investigate various normalization methods;
and most importantly we develop a better parameter initialization strategy to help stabilize
training. In the randomness techniques part of the thesis, we developed two randomness ap-
proaches, namely the addition of gradient noise and the batch random flipping of the results
from the discrimination section of a GAN. In the normalization part of the thesis, we compared
the performances of the z-score transform, the min-max normalization, affine transformations
and batch normalization. In the most novel and important part of this thesis, we developed
techniques to initialize the GAN generator section with parameters that can produce a uni-
form distribution on the range of the training data. As far as we are aware, this seemingly
simple idea has not yet appeared in the extant literature, and the empirical results we obtain
on 2-dimensional synthetic data show marked improvement. As to better evaluation metrics,
we demonstrate a simple yet effective way to evaluate the effectiveness of the generator using
a novel “overlap loss”.
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Chapter 1
Introduction
Deep neural networks are primarily applied in two types of tasks. The first is discrimination,
such as image recognition and fraud detection. The second is to generate data that is faithful
to the distribution of real data. So far, deep learning has demonstrated striking successes in
both fields, with successful applications in the discriminative tasks such as face recognition and
medical image segmentation and in generative tasks such as artificial Go players and machine
translation. Compared with discriminative models, generative models are usually harder to
train. The goal of a generative model is is to learn the probability distribution of data by
way of learning a probability density. A classic method for learning probability distributions is
likelihood maximization. Given a set of data points, a likelihood maximization method tries to
learn the distribution from which the data were most probably drawn. Recently, an architecture
called generative adversarial network (GAN) [1] is proposed as an alternative to the generative
models. This architecture soon became an area of active research due to its novel design and
good performance on some generative tasks. However, its application is limited by two prob-
lems. The first is the unstable training process; the second is the lack of an effective evaluation
score to measure the quality of the generated data. Since the proposal of this architecture,
many endeavors have been attempted to solve these two problems. For the problem of the
unstable training process, two types of solution are quite effective. The first type is to modify
the objective function of a GAN, using a different metric to measure the distance between the
true distribution and the distribution of the generated data. Famous examples are [2], which
uses the Wasserstein distance to measure the distance between two probability distributions;
and [3], which uses the Cramer distance. The second type of approach stabilizes the training
process via various normalization techniques. Two widely used methods in this category are
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batch normalization [4] and gradient penalty [5]. We have addressed these key problems, in the
following directions:
1. We introduce randomness into the training process. Adding randomness into the algo-
rithm has been proven to be an effective way of improving some machine learning algorithms.
For example, random forest algorithm randomly selects some features and train a decision tree
only on those selected features. Although there are already some methods of adding random
noise to improve the algorithm, such as adding noise to the input data to make the objective
function more well-defined, we consider that this field needs to be further explored. Specifically,
we tried two methods. First, we add noise to the gradient before making updates to the pa-
rameters. Second, we modify the discriminator’s response to the generator by a random flipping.
2. We decompose batch normalization method and compare batch normalization with simi-
lar yet simpler normalization techniques such as min-max normalization, z-score transformation
and affine transformation. Although batch normalization is quite effective in many practical
problems, it is not fully investigated whether this technique has to be performed as a whole
to have a good performance; nor do people have a good intuition on the differences between
batch normalization and some other similar normalization techniques. We replace the batch
normalization module in our benchmark architecture by various combinations of its components
and some other normalization techniques. Then we train various architectures and visualize
the generated data. Through comparison among the generated data, we obtain a more intu-
itive understanding of how normalization affects the training process and the pros and cons of
normalization techniques.
3. We proposed a novel training algorithm of GAN called Step-up GAN. Step-up GAN
decomposes a complex learning task into a successive of easier learning tasks and learn each by
training a GAN. Each generator, except the first, inherits knowledge from the previous gener-
ator. By specifying a particular learning path, the generator, step by step, accumulates more
and more correct knowledge of the complex task and therefore learn the eventual goal much
faster. We have successful examples of this idea implemented on 2-dimensional synthetic data,
which converges 10 times faster compared with our benchmark architecture.
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The second problem is that this architecture lacks a good evaluation metric to measure the
quality of the generated data. Currently, the evaluation of generated data is largely dependent
on human judgement, which is subjective and time-consuming. Based on our empirical results,
the loss of the generator is quite misleading and can not be used as an evaluation metric. One
popular choice of the evaluation metric is the Inception Score [6]. This metric is obtained by
letting Google Inception model [7] classify the generated images. The higher the percentage of
generated images being correctly classified, the higher the quality of the generated image. The
Inception model is pre-trained on the ImageNet dataset [8]. However, although the Inception
score behaves well on some problems, it relies on an external model and dataset. We designed
and implemented an evaluation metric that is effective for 2-dimensional multiple Gaussian
distributions. This evaluation metric, called overlap loss, provide an objective judgement to
the quality of the generated data purely based on the generated data and real data.
In this thesis, work related to step-up GAN and overlap loss are in collaboration with Harsh
Pathak.
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Chapter 2
Background
2.1 Maximum likelihood estimation
Maximum likelihood estimation is a classic way of learning a distribution. It achieves this goal
by defining a parametric family of functions (Pθ)θ∈Rd and finds the one that maximizes the
likelihood on the data. Suppose that the data examples are x(i)
m
i=1, the problem to be solved
is:
max
θ∈Rd
1
m
m∑
i=1
logPθ(x
i)
Denote the distribution of the output of the parametrized function Pθ by Pθ. If the
probability density of the real data distribution Pr is well-defined, then asymptotically, the
above likelihood maximization problem amounts to minimizing the Kullback-Leibler divergence
KL(Pr||Pθ), which is defined as follows (Supposing Pr and Pθ are both continuous distributions):
KL(Pr||Pθ) =
∫ ∞
−∞
[logPr(x)− logPθ(x)]Pr(x)dx (2.1)
Note that the KL-divergence is not a distance in that it is not symmetric, which means that
KL(Pr||Pθ) does not equal to KL(Pθ||Pr). This is one undesirable property of KL-divergence.
Another undesirable property of the KL-divergence is that it evaluates to infinity at points
where Pθ(x) = 0 and Pr(x) > 0. The property that Kullback-Leibler divergence may not be
defined everywhere on supp(Pr) ∩ supp(Pθ) is one reason why training generative models is
hard.
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2.2 Feed-forward neural network
Feed-forward neural networks are the simplest type of neural networks. A feed-forward neural
network is composed of multiple layers. The first layer is called the input layer; the last layer
is the output layer and all intermediate layers are called hidden layers. The input layer may
contain some pre-processing operations on the input data. The training of neural network is
usually done using batches. A batch is a group of data points that are fed into the neural
network together. Suppose that a batch of data contain m data points and each data point
has d features. Then, in a feed-forward neural network, this batch of input data is usually
represented as the following matrix:

x
(1)
1 x
(2)
1 x
(3)
1 ... x
(d)
1
x
(1)
2 x
(2)
2 x
(3)
2 ... x
(d)
2
x
(1)
3 x
(2)
3 x
(3)
3 ... x
(d)
3
... ... ... ... ...
x
(1)
m x
(2)
m x
(3)
m ... x
(d)
m

(2.2)
Besides representing the input data, such representation can also represent the intermediate
data within the neural network and the output data from the output layer.
The above matrix is then processed by a succession of hidden layers, each of which consists
an affine transformation, a normalization which is optional but usually helpful, and a non-linear
activation. The output from a previous layer is the input of the following layer. The output of
the hidden layers may be further processed by some post-processing operations in the output
layer. Normalization is a key component in our work so it will be introduced in more detail
in a later section. In what follows, we briefly introduce affine transformations and non-linear
activations.
An affine transformation maps an n-dimensional vector to an m-dimensional vector in the
following way:
x 7→ Wx+ b (2.3)
where W is a n×m matrix and b a m-dimensional vector.
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Non-linear transformations are needed in a neural network because by stacking a series of
affine transformations, the representational ability of the neural network, in theory, doesn’t
increase. Use the case of two affine transformations as an example. Suppose we have an affine
transformation
f1 : y = W1x+ b1
and another affine transformation
f2 : z = W2y + b2
Then z can be obtained by applying an affine transformation f3 to x. f3 is the composite of
f1 and f2. Specifically,
f3 : z = W1W2x+W2b1 + b2
By using induction, it can be shown that the composite of a series of affine transformations is
also an affine transformation. Therefore, to increase the modeling ability of a neural network,
non-linear transformations are introduced. The non-linear transformation is applied to each
feature of a data point. The following four non-linear transformations are commonly used.
Their diagrams are shown in figure 2.1.
1. Logistic sigmoid function (Sigmoid)
x 7→ e
x
ex + 1
(2.4)
2. Hyperbolic tangent funciton (Tanh)
x 7→ e
x − e−x
ex + e−x
(2.5)
3. Rectified linear fucntion (ReLU)
x 7→
0 x < 0x x ≥ 0 (2.6)
4. leaky Rectified linear fucntion (leaky ReLU)
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Figure 2.1: This figure demonstrations four commonly used non-linear functions in neural net-
works. Namely, sigmoid function; hyperbolic tangent function (Tanh); rectified linear function
(ReLU); leaky rectified linear function (leaky ReLU). The domain of demonstrated functions
is [-5,5]
x 7→
kx x < 0, 0 < k < 1x x ≥ 0 (2.7)
Figure 2.2 shows an example 2-layer feed-forward neural network. It shows how the above
techniques are combined. Suppose the input data point has m1 features. Or in other words,
the dimension of the input data point is m1. This data point is at first processed by the first
hidden layer. In this hidden layer, this m1-dimensional data point is at first transformed into
a m2-dimensional data point by an affine transformation, then normalized, and finally, each
one of the m2 dimensions is processed by a ReLU function. After the ReLU transformation,
the m2-dimensional data point is passed to the second hidden layer. In this hidden layer, the
m2-dimensional data point is at first transformed to an m3-dimensional data point by an affine
transformation, then normalized and then again, processed by an element-wise ReLU function.
Having been processed by the second hidden layer. The m3-dimensional data point is passed
to the output layer, in which an affine transformation transforms it to a data point that has
m4 features. In sum, the feed-forward neural network converts an m1-dimensional data point
to an m4-dimensional data point.
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Figure 2.2: An example of a feed-forward neural network that contains two hidden layers. Each
layer is composed of an affine transformation, a normalization and a non-linear activation. The
blue arrow shows how data flows in this network
2.3 Convolutional neural network
Convolutional neural networks are used in our project to process image data. They are more
commonly used to process image data than feed-forward neural network because they can
achieve in much shorter time comparable performance to a feed-forward neural network the
size of which is much greater.
In a feed-forward network, the input and output of a layer are vectors. In a convolutional
neural network, however, the input and output of a layer are often represented as feature maps.
A feature map organizes features as a matrix. For example, consider a d-dimensional data point
p = (a(1), a(2), ..., a(d)). Suppose that d = k1 × k2, where k1 and k2 are two integers. Then one
feature map representation of this data point could be:
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
a(1) a(2) ... a(k1)
a(k1+1) a(k1+2) ... a(2k1)
... ... ... ...
a((k2−1)k1+1) a((k2−1)k1+2) ... a(k2k1)

Representing data using feature maps is suitable for images. An RGB image contains three
color channels (red channel, green channel and blue channel). Each color channel is a matrix
of pixel values, which can be considered a feature map. Therefore, an RGB image can be
represented as three stacked feature maps.
The most fundamental operation in a convolutional neural network is convolution. A con-
volution operation transforms a stack of feature maps F1 to another stack of feature maps
F2. It is a binary operation between feature maps and kernels. A kernel is a smaller matrix
that traverses one by one all feature maps during the process of a convolution operation. All
the entries on a kernel are parameters to be learned in the training process of a convolutional
neural network. To make the description clear, we explain the situation which involves only
one feature map and one kernel. The kernel starts at a corner of the feature map and moves
horizontally and vertically until it traverses the whole feature map. On each position it moves
to, each element on the kernel will be multiplied by the element it overlaps on the feature map.
Then all the products are summed to obtain the output of the convolution operation at the
current position. Figure 2.3 shows an example of this situation. This example and the figure
are referenced from [9].
This figure contains nine smaller figures, labeled as (1) to (9). Each labeled figure explains
how a value on the output feature map is calculated. In a labeled figure, The large blue grid
represents the input feature map; the small green grid represents the output feature map. The
shaded value on the output feature map is the output value corresponding to the current po-
sition of the kernel. The shaded area on the input feature map shows the current position of
the kernel. The elements of the kernel are at the bottom-right corner of the shaded blue grid.
The kernel starts at the top-left corner of the feature map, as shown in (1), and moves to the
position in (9) in the order of the label.
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Figure 2.3: A demonstration of discrete convolution. Each labeled figure explains how a value
on the output feature map is calculated. In a labeled figure, The large blue grid represents
the input feature map; the small green grid represents the output feature map. The shaded
value on the output feature map is the output value corresponding to the current position of
the kernel. The shaded area on the input feature map shows the current position of the kernel.
The elements of the kernel are at the bottom-right corner of the shaded blue grid. This figure
is referenced from [9]
Each kernel corresponds to an output feature map. Therefore, use multiple kernels if mul-
tiple output feature maps are to be obtained. In practice, the number of output feature maps
is usually greater than the number of input feature maps. As is shown in the previous exam-
ple, the size of the output feature map is usually smaller than that of the input feature map.
Therefore, the convolution operation can be interpreted as obtaining an increased number of
feature maps at the cost of a decreased size of each feature map.
To keep the content concise and relevant, many technical details are omitted. To get more
concrete information, please reference [9].
Demonstrating the convolution operation as the way shown above is helpful to understand-
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ing. Yet it may blur the fact that a convolution transformation is also a linear transformation.
This fact becomes clear if we represent the convolution by a matrix multiplication. Also consider
a convolution transformation that involves only one 4× 4 input feature map
Ic =

i11 i12 i13 i14
i21 i22 i23 i24
i31 i32 i33 i34
i41 i42 i43 i44

and one 3× 3 kernel
Wc =

w11 w12 w13
w21 w22 w23
w31 w32 w33

Suppose that the strides on both vertical and horizontal directions are one. The output of this
convolution is a 2× 2 feature map. Denote this feature map by:
Oc =
 o11 o12
o21 o22

To represent this convolution operation as a matrix multiplication, at first we unroll the input
feature map into a vector
I = (i11, i12, i13, i14, i21, i22, i23, i24, i31, i32, i33, i34, i41, i42, i43, i44)
T
Then the same convolution operation can be represented by multiplying the input vector by
the following matrix
W =

w11 w12 w13 0 w21 w22 w23 0 w31 w32 w33 0 0 0 0 0
0 w11 w12 w13 0 w21 w22 w23 0 w31 w32 w33 0 0 0 0
0 0 0 0 w11 w12 w13 0 w21 w22 w23 0 w31 w32 w33 0
0 0 0 0 0 w11 w12 w13 0 w21 w22 w23 0 w31 w32 w33

where wi,j is the entry in the kernel matrixWc. The output of this matrix multiplication is a 4×1
vector: O = (o11, o12, o21, o22)
T , which can be obtained by flattening the output feature map Oc.
15
When represented as a matrix multiplication O = WI, the advantage of a convolution oper-
ation over an ordinary affine transformation becomes apparent. First, there are many zeros in
the matrix, which makes the computation faster. Second, among the entries that are non-zero,
a large fraction are repetitive. The second characteristic is called parameter sharing and it
makes the training much more computationally efficient. This representation also makes the
definition of transposed convolution clear and easy.
A transposed convolution can be regarded as the inverse transformation of a convolution
in that it decreases the number of feature maps and increases the size of each feature map. In
the previous convolution example a 16-dimensional vector I is transformed to a 4-dimensional
vector O. If we calculate W TO, then a 16-dimensional vector I ′ will be obtained. We can
then reshape O back to Oc reshape I
′ as a 4× 4 feature map. As a result, by transposing the
convolution matrix, we upsample a 2× 2 feature map Oc to a 4× 4 feature map I ′.
Since convolutions and transposed convolutions are in nature linear transformation, non-
linear activations are also needed in a convolutional neural network. By replacing the affine
transformation by convolution or transposed convolution, we get a convolutional neural network
that either downsamples the input data (by using convolution) or upsamples data (by using
transposed convolution). An example of convolutional neural networks is shown in figure 2.4.
This example shows how different techniques are combined in a convolutional neural network.
2.4 Normalization
Normalization is a technique that prevents the parameters or outputs (either final outputs or
intermediate outputs) from growing too fast. It has a huge application in practice yet is largely
dependent on the specific data and algorithm used. An normalization method that is proven
to be effective in one problem might be useless in another. In this section, we introduce the
following normalization techniques: min-max normalization, z-score transformation, batch nor-
malization and weight clipping.
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Figure 2.4: An example of a convolutional neural network that contains two convolutional
layers. Each convolutional layer is composed of a convolution operation, a normalization and
a non-linear activation. The blue arrow shows how data flows in this network
.
2.4.1 Min-max normalization
Consider a group of n values X = {x1, x2, ..., xm}. Denote the normalized value of xi by xˆi.
The min-max normalization works as follows:
xˆi ← 2× range× xi −min(X)
max(X)−min(X) − range (2.8)
where min(X) is the minimum value in X and max(X) is the maximum value in X. The min-
max normalization normalizes the values in X to [−range, range], where range is a positive
real number.
The way in which a group is defined varies in different problems. We demonstrate in the
rest of this section four common strategies for defining a group:
As stated in section 2.2, for a feed-forward neural network, a batch of data can be repre-
sented as matrix (2.2). Under such representation, there are three common grouping strategies:
1. A group can be defined as a row in matrix (2.2). That is, for the ith group Gi, 1 ≤ i ≤ m,
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Gi = {x(1)i , x(2)i , x(3)i , ..., x(d)i }
There are in total m groups in this group definition. This is the most common grouping
strategy. In lots of machine learning problems, this is the default grouping strategy.
2. A group can be defined as a column in matrix (2.2). That is, for the ith group Gi, 1 ≤
i ≤ d,
Gi = {x(i)1 , x(i)2 , x(i)3 , ..., x(i)m }
There are total d groups in this definition. This grouping strategy can be described as
grouping along the batch axis. Batch normalization employs this grouping strategy. When
various normalization techniques are compared with batch normalization, they all employ this
grouping strategy.
3. A group can be defined as a neighborhood of a feature along the row. Under this grouping
strategy, each feature has its own group. For feature xji , its group contains k features to its left
and k features to its right. More clearly, the following features are in the group Gji ,
Gji = {x(u)i , x(u+1)i , ..., x(j)i , ..., x(v−1)i , x(v)i }
where u = max(1, j−k) and v = min(d, j+k). Here u and v are used to show that the feature
index cannot be greater than d or smaller than 1.
This grouping strategy is used in a normalization technique called local response normal-
ization in [10].
In a convolutional neural network, the normalization along the batch axis can be done in a
different way. Data are usually represented by stacked feature maps in a convolutional neural
network. Suppose that each data point is represented as h feature maps and there are m data
points per batch. Then the first group is defined as all the first feature map of each data point;
the second group is defined as all the second feature map of each data point; so on and so forth.
Therefore, there are in total h groups. The reason for employing this grouping strategy in a
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Figure 2.5: Four commonly used grouping strategies for performing normalization. (1), (2) and
(3) are common strategies for a feed-forward neural network. (4) shows how to normalize along
the batch axis for a convolutional neural network. In each figure, features in the red frame form
a group. In (3), the blue frame shows the feature that is to be normalized in the group
.
convolutional neural network is that this grouping strategy obeys the convolutional property,
which means that different elements of the same feature map of all data points are normalized
in the same way. Under this circumstances, the effective mini-batch size m′ = m× p× q, where
p and q are length and width of each feature map.
These four grouping strategies are classic. But in practice the way of grouping features is
quite flexible and should be chosen based on the particular problem to be solved. For example,
it is totally acceptable if the neighborhood grouping strategy is performed along the batch axis.
Figure 2.5 summarizes the four commonly used grouping strategies introduced above.
Although we only discuss in detail the grouping strategies in this section, the same discus-
sion is applicable to z-score transformation.
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2.4.2 z-score transformation
For a group of m values X = {x1, x2, ..., xm}, the z-score transformed value of xi, denoted by
xˆi (1 ≤ i ≤ m), is calculated as follows:
µX ← 1
m
m∑
i=1
xi
σX ← 1
m
m∑
i=1
(xi − µX)2
xˆi ← xi − µX√
σX2 + 
where a small real number  is added to the denominator to avoid numerical instability problem.
In this thesis, the grouping strategy we use for a z-score transformation is to group along
the batch axis.
2.4.3 Batch normalization
Batch normalization is first proposed in [4]. It is very successful in stabilizing the training pro-
cess and has been a standard technique for normalizing an machine learning algorithm. Batch
normalization is proposed to solve the problem of the internal covariate shift. The internal
covariate shift refers to the change in the distribution of the input of a layer during the training
process. The internal covariate shift is problematic because when it happens, the layer needs
to continuously adapt to the new distribution of its input, which makes the learning process
unstable and slow. Batch normalization stabilizes the distribution of the input of a layer by
performing a z-score transformation on the output of the convolution operation in the previ-
ous layer. After that, the batch normalization applies an affine transformation to the z-score
normalized value to recover the representational ability of the features [4]. The parameters of
the affine transformation are also a part of the learned parameters. Mathematically, the batch
normalization algorithm does the following:
Use matrix (2.2) to represent the data in some layer of a feed-forward neural network. Batch
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normalization groups the features along the batch axis, as shown in (2) in figure 2.5. Denote
a group of features as X = {x1, x2, ..., xm}. The the normalized value of xi, denoted as xˆi, is
calculated as follows:
1. A z-score transformation is applied to each feature in the group:
µX ← 1
m
m∑
i=1
xi
σ2X ←
1
m
m∑
i=1
(xi − µX)2
x˜i ← xi − µX√
σX2 + 
2. A scale and shift is applied to x˜i:
xˆi ← γX x˜i + βX
The scale and shift parameter, γX and βX , are shared across the group. For convolutional
neural networks, the convolutional way of grouping along the batch axis is used, as shown in
(4) in figure 2.5.
2.4.4 Weight clipping
Weight clipping is a normalization technique that is used in [2] to provide a theoretical guarantee
of the Lipschitz condition. In [2], the Lipschitz condition must be guaranteed since it is the
foundation of all convergence properties of the architecture. The weight clipping method works
as follows: Suppose a neural network has l trainable parameters that are updated in the training
process. For each weight x and a preset parameter c > 0, the clipped value of x is:
clip(x) =

x −c ≤ x ≤ c
c x > c
−c x < −c
By performing the weight clipping technique, the weights lie in a compact space [−c, c]l. A
parametrized function f is k-Lipschitz for some k if all its parameters lie in a compact space
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[−c, c]l, where l is the number of parameters f has.
Although weight clipping is a simple way to provide a guarantee to Lipschitz condition, it
actually changes the optimal parameter update decision made by the gradient descent method.
[2] is aware of this issue. However, as stated in [2], since using weight clipping does no harm
to their empirical results, they keep using it to guarantee the Lipschitz condition. But we find
in our experiments on the synthetic dataset that the weight clipping completely collapses the
training process. So in practice, this technique should be applied with caution.
2.5 Generative adversarial networks
Generative Adversarial Networks is a deep learning architecture that trains two neural networks
simultaneously. One network is called generator and the other discriminator. The generator
samples data from a simple distribution, such as a normal distribution or an uniform distri-
bution, and maps it to a complex real data distribution. The discriminator distinguishes fake
data, which are generated by the generator, from the real data. The generator is trained based
on its feedback from the discriminator.
The basic GAN architecture, proposed in [1], works as follows: Let Pr represent the dis-
tribution of real data and Pz represent some simple probability distribution such as Gaussian
distribution. The generator samples from Pz and attempts to output data that are distributed
as Pr. Denote the distribution of the generated data by Pθ. The discriminator takes as input
samples drawn from Pr and Pθ and tries to assign high scores to samples from Pr and low scores
to samples from Pθ. Combining the objectives of the generator and that of the discriminator,
one way to formulate the objective of the GAN is:
min
G
max
D
Ex∼pdata(x) logD(x) + Ez∼pz(x) log(1−D(G(z))) (2.9)
where D is the discriminator and G is the generator. This is the objective function used in [1].
In such formulation, the output of the discriminator is in (0, 1) to ensure that both logD(x)
and log(1−D(G(z))) are defined.
[1] proves that when the discriminator is optimal, the objective for the generator amounts to
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minimizing the Jenson-Shannon divergence between Pr and Pθ. Jenson-Shannon divergence is a
metric that measures the similarity between two probability distributions. The Jenson-Shannon
divergence between Pr and Pθ is defined as:
JS(Pr,Pθ) =
1
2
KL(Pr||Pm) + 1
2
KL(Pθ||Pm) (2.10)
where Pm = (Pr+Pθ)/2 and KL() refers to the Kullback-Leibler divergence, as defined in (2.1).
Jenson-Shannon divergence is, by definition, symmetrical and always defined, which reme-
dies two serious drawbacks of Kullback-Leibler divergence. However, Jenson-Shannon diver-
gence has the undesirable property that it is not continuous on its domain. When optimizing
a discontinuous objective function using a gradient descent method, the gradient may van-
ish before a local minimum is reached. An example is given in the next section to illustrate
this problem. This example compares Jenson-Shannon divergence with Wasserstein distance,
another metric for measuring the similarity between two probability distributions.
2.6 Wasserstein distance
Given that using a discontinuous objective function is undesirable, a metric that can measure
the divergence between two probability distributions and provide a continuous output is needed.
Motivated by this objective, [2] proposes using Wasserstein distance instead of Jenson-Shannon
divergence to measure the similarity between two probability distributions. Wasserstein dis-
tance, which is also called earth-mover distance, has an intuitive geometric interpretation.
Consider the probability density function of a continuous random variable as a unit quantity
of earth piled on its domain. The Wasserstein distance between two continuous probability
distributions P1 and P2 is the minimum cost of transforming one pile of earth (P1) to another
pile of earth (P2). It is formally defined as:
W (Pθ,Pr) = inf
γ∈Π(Pθ,Pr)
E(x,y)∼γ[‖x− y‖] (2.11)
where Π(Pθ,Pr) denotes the set of all joint distributions γ(x, y) whose marginal distributions
are Pθ and Pr, respectively.
The advantage of Wasserstein distance over Jensen-Shannon divergence is that, under some
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mild assumptions, Wasserstein distance is continuous everywhere and differentiable almost ev-
erywhere on the set where both Pr and Pθ are defined. Having a continuous objective function
is very helpful in an optimization problem in that meaningful gradients can be provided almost
everywhere on the objective function. The following example, which is referenced from [2],
illustrates this statement via comparing the behavior of Wasserstein distance with that of
Jenson-Shannon divergence using a simple optimization problem:
Let Z ∼ U [0, 1] be the uniform distribution on the unit interval. Let P0 be the distribution
of (0, Z) ∈ R2 (a 0 on the x-axis and the random variable Z on the y-axis), uniform on a straight
vertical line passing through the origin. Suppose that we know P0 is a uniform distribution on
the y-axis but we don’t know on which position of x-axis P0 resides. We want to figure out the
position of the distribution on the x-axis via solving an optimization problem. Specifically, we
define a parametrized distribution Pθ = (θ, Z), with θ a single real parameter representing the
position of the uniform distribution on the x-axis. We hope that by optimizing some similarity
metric between Pr and Pθ, we can find that θ = 0. If the metric being used is Jenson-Shannon
divergence, the objective function is:
JS(P0,Pθ) =
log 2 θ 6= 00 θ = 0
The value of this objective function is a constant except at the origin. The right plot in figure
2.6 pictures the curve of this objective function. Figure 2.6 is referenced from [2]. In this
situation, we are not able to find the optimal solution unless θ is initialized precisely at 0. If θ
is initialized elsewhere, the gradient of the objective function is 0, therefore no update will be
done to θ, thus the training process collapses.
In the contrast, the Wasserstein distance between Pθ and P0 in the above example is:
W (Pθ,P0) = |θ|
which is continuous everywhere and differentiable everywhere except at the origin.
The left plot in figure 2.6 visualizes the Wasserstein distance between Pr and Pθ with regard
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Figure 2.6: This figure shows the comparison between Jenson-Shannon divergence and Wasser-
stein distance on a simple problem. The left image shows the Wasserstein distance between Pθ
and Pr with respect to θ. The right image shows the Jenson-Shannon divergence between Pθ
and Pr. This image is referenced from [2].
to different θ values. Suppose that now we use the Wasserstein distance between Pr and Pθ as
the objective function. In this situation, no matter at which point on the x-axis θ is initialized,
as long as the learning rate is small enough, θ will converge to a small neighborhood of 0 after
enough training steps.
2.7 Wasserstein GANs
A Wasserstein GAN is a GAN architecture that uses Wasserstein distance to formulate the
objective function. However, equation (2.12), which is the definition of Wasserstein distance,
can’t be directly used as the objective function of an optimization problem in that the infimum
in this representation makes it highly intractable, according to [2]. To circumvent this problem,
[2] uses Kantorovich-Rubinstein duality to obtain an equivalent yet tractable form of equation
(2.11) to formulate the following objective function:
min
G
max
D
Ex∼pdata(x)[D(x)]− Ez∼pz(x)[D(G(z))] (2.12)
where D refers to the discriminator, G the generator, pdata the probability density function
of the real data distribution and pz the probability density function of the distribution of the
input to the generator. In this formulation, the discriminator should be a K-Lipschitz function
so that when it is optimal (the one that maximizes Ex∼pdata(x)[D(x)]− Ez∼pz(x)[D(G(z))] for a
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fixed G(z) ), then minimizing this objective function with respect to the generator parameters
minimizes W (Pr,Pθ).
In [2], the Lipschitz condition is guaranteed by letting the parameters of the discriminator
lie in a compact space W . This is achieved by clipping each weight to [−c, c] after each gra-
dient update, where c is a positive real number. [2] uses the following algorithm for training
a Wasserstein GAN. For a Wasserstein GAN using convolutional neural networks, we use pre-
cisely the same algorithm. For a Wasserstein GAN using feed-forward neural networks, we use
the following algorithm with the weight clipping technique removed.
Algorithm 1 A Wasserstein GAN training algorithm. α is the learning rate. c the clipping
parameter, m the batch size, ndiscri the number of updatess of the discriminator per update
of the generator. Suppose w0 is the initial parameters of the discriminator and θ0 the initial
parameters of the generator. grw represents the gradient of the objective function of the dis-
criminator with respect to parameter w and grθ represents the gradient of the objective function
of the generator with respect to θ
while θ has not converged do
for t = 0, . . . , ndiscri do
Sample minibatch of m noise samples {z(1), . . . , z(m)} from noise prior pg(z).
Sample minibatch of m examples {x(1), . . . , x(m)} from real data distribution Pr(x).
Update the discriminator by ascending its stochastic gradient:
grw ← ∇w 1m
∑m
i=1[D(x
(i))−D(gθ(z(i)))]
w ← w + α ·RMSProp(w, grw)
w ← clip(w,−c, c)
end for
Sample minibatch of m noise samples {z(1), . . . , z(m)} from noise prior pz.
Update the generator by descending its stochastic gradient:
grθ ← −∇θ 1m
∑m
i=1D(gθ(z
(i)))
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Figure 2.7: The benchmark feed-forward Wasserstein GAN. Both the generator and the discrim-
inator are feed-forward neural networks that have two hidden layers. Each layer is composed of
an affine transformation, a batch normalization and a ReLU activation. The blue arrow shows
how the data flow in a network. The notation m → n means an affine transformation that
transforms a data point with m features to a data point with n features.
θ ← θ − α ·RMSProp(θ, grθ)
end while
where RMSProp() is an unpublished, adaptive learning rate method proposed by Geoffrey
Hinton in Lecture 6e of his Coursera Class. Please reference this link for more information on
the RMSProp optimization algorithm.
http://www.cs.toronto.edu/∼ tijmen/csc321/slides/lecture slides lec6.pdf
2.8 Feed-forward Wasserstein GAN
We use feed-forward neural networks to process the 2-dimensional synthetic data. In this ar-
chitecture, both the generator and the discriminator are feed-forward neural networks. Since
the 2-dimensional synthetic data we are trying to generate is not complex, both the generator
and the discriminator contain only two layers. The training algorithm we use for the feed-
forward Wasserstein GAN is Algorithm 1 with the weight clipping technique removed. Figure
2.7 demonstrates the benchmark architecture of the our feed-forward Wasserstein GAN. In the
rest part of this thesis, we refer to this architecture as the benchmark feed-forward Wasserstein
GAN.
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2.9 Convolutional Wasserstein GAN
We use convolutional neural networks to generate image data. The architecture of the con-
volutional Wasserstein GAN we use is depicted in figure 2.8. This architecture is modified
from the one used in [11]. In the rest part of this thesis, this architecture is referred to as the
benchmark convolutional WGAN. The discriminator in this benchmark convolutional WGAN
contains four convolution layers, each composed by a convolution, a batch normalization and
a leaky ReLU activation. The generator also has four convolutional layers, each containing a
transposed convolution, a batch normalization and a ReLU function. The input of the gener-
ator is a 100-dimensional random vector. Each component of this random vector is a random
variable that follows a uniform distribution. The 100-dimensional vector is at first mapped to
a vector with more dimensions and then reshaped to a stack of feature maps that can be fed
into the following convolutional layer. The output of the generator is processed with a Tanh
function. The reason for using a Tanh function at the end of the generator is that: As argued
in [11], using a bounded activation at the end of the generator allows the model to learn more
quickly to saturate and cover the color space of the training distribution. We keep this feature
on our network.
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Figure 2.8: The benchmark convolutional Wasserstein GAN. Both the generator and the dis-
criminator are convolutional neural networks that contain four convolutional layers. In the
discriminator, each convolutional layer is composed of a convolution, a batch normalization
and a leaky ReLU activation. In the generator, each convolutional layer is composed of a trans-
posed convolution, a batch normalization and a ReLU activation. The blue arrow shows how
data flow in this network. The notation (h1, w1, c1) → (h2, w2, c2) means a convolution that
transforms a data point with shape (h1, w1, c1) to a data point with shape (h2, w2, c2).
.
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Chapter 3
Datasets
3.1 CelebFaces Attributes Dataset
The CelebFaces Attributes (CelebA) Dataset [12] is a large-scale face dataset with 202599
images and 10177 identities. The image dataset we use in this thesis is a subset of the original
CelebA dataset which contains around 160000 images. Some image examples in this subset
are shown in the left figure of figure 3.1. The CelebA dataset is intensively used for computer
vision related tasks. In our thesis, we train convolutional Wasserstein GANs on this dataset
to generate human faces. Before being fit into the model, the face images are pre-processed as
follows: At first, a center crop is performed on the image to crop out the central image patch.
The size of the cropped patch is 64×64. Then a min-max normalization is applied to normalize
the pixel value to [−1, 1]. In this min-max normalization, the grouping strategy is (1) in figure
2.5.
3.2 2-Dimensional Multiple Gaussian distributions
To have a better understanding of the training process, we train feed-forward Wasserstein
GANs on a 2-dimensional synthetic dataset. The dataset is composed of multiple Gaussian
distributions on a 2-dimensional plane. The complexity of this dataset is determined by:
1. The number of Gaussian distributions.
2. The standard deviation of the Gaussian distributions.
3. the configuration of those Gaussian distributions.
Since 2-dimensional data are points on a plane, it is easy to understand by visualization how
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Figure 3.1: The left figure shows some sample images from the CelebA dataset. The right
figure shows an example of the 2-dimensional multiple Gaussian distributions. There are 25
Gaussian distributions evenly distributed on [−4, 4]× [−4, 4]. Each Gaussian distribution has
a standard deviation of 0.001.
.
the training process updates the positions of the generated points. Moreover, it is easy to
find how effectively the generator performs via plotting the generated points and the real
data on the same coordinates. One variation of this dataset that we use the most frequently
in our experiments is shown in figure 3.1. In this example, the means of those Gaussian
distributions are evenly placed on [−4, 4] × [−4, 4]. The standard deviation of each of these
Gaussian distributions is 0.001.
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Chapter 4
Methods
In this chapter, we introduce in detail the methods that we develop to address the two major
problems in GAN. Namely, the unstable training process and the lack of evaluation metric
for the quality of the generated data. Specifically, section 4.1 introduces the two randomness
methods we develop to stabilize the training process. Section 4.2 introduces the investigation
we perform on batch normalization. Specifically, we substitute the batch normalization module
with similar techniques and check if comparable performances can be achieved by those substi-
tutions. Section 4.3 introduces a novel training mechanism that we propose called the step-up
GAN. This architecture achieves a convergence rate that is 10 times faster than the benchmark
feed-forward Wasserstein GAN on the 2-dimensional synthetic dataset. Finally, section 4.4
introduces an evaluation metric that we design and implement for the 2-dimensional synthetic
data.
4.1 Randomness methods
4.1.1 Addition of gradient noise
The first randomness method we develop is the addition of the gradient noise. Denote by θ the
parameter of a function f and grθ the gradient of f with respect to θ. By using the method of
adding noise to the gradient, we mean that, instead of updating the parameter in the common
way:
θ ← θ + grθ
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we update the parameter as follows:
θ ← θ + grθ + 
where  is a random noise that follows a simple distribution.
We consider that the addition of gradient noises might help the algorithm reach a better
convergence in the following two situations, which are illustrated in figure 4.1.
The first situation is that the generator is stuck at an extremely narrow local maximum
of the objective function, as demonstrated in the left figure of figure 4.1. Suppose that the
red curve is the discriminator and P1 is the point that the generator generates at the current
training step. By updating the parameter of the generator using the gradient obtained from the
current training step, the parameter of the generator will not change since the generated point
has already corresponded to a local maximum. However, it is very probable that P1 is not a
sample of the true distribution because a large proportion of values in its vicinity correspond
to low values on the discriminator. This is unlikely to happen to real data because in real
data, a sample that is very similar to a real data sample is also very probable to be a real data
sample. The local maximum that P1 corresponds may result from the high flexibility of the
discriminator, which is common for very flexible functions such as neural networks. When the
generator gets stuck at this local maximum, it will generate data that are very dissimilar to
the real data. By adding a random noise to the gradient, it is possible that the generated data
points, which should have appeared at P1, are moved to P2. At this new position, they are
moved after several updates of the generator to a much wider local maximum such as the one
that P3 corresponds to.
The right figure of figure 4.1 shows the second situation in which adding a random gradient
noise may help. In this situation, the generated data points are on a plateau of the objective
function. The training process stops when this happens because in the gradient-based opti-
mization method, obtaining a gradient of 0 means the data point is at the local maximum and
therefore no update needs to be done. We hope to remedy this problem by adding a random
noise to the gradient. The ideal situation is that, by adding a random gradient noise, the
generated points are moved from P1 to P2. P2 is far enough from P1 therefore in the following
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Figure 4.1: Two situations in which adding gradient random noise may help. The first left
image shows how adding a gradient noise may prevent the generator from getting stuck at a
narrow local maximum. The right figure shows how adding a gradient noise may prevent the
generator from getting stuck in a long plateau.
training steps, the generator can be optimized by meaningful gradient information to generate
P3, which corresponds to a local maximum of the objective function.
4.1.2 Batch random flipping
The second randomness approach we develop, called batch random flipping, is to modify the
discriminator’s response to the generator. The batch random flipping algorithm works as fol-
lows:
For each training step of the generator, we draw a random number η from a uniform dis-
tribution between 0 and 1. If η is greater than a pre-defined threshold τ , we flip the response
of the discriminator to the generator in this training step, which means that the discriminator
will assign a low score to the generated data that are of high quality and a high score to the
fake data points.
This idea is inspired by the reusable holdout algorithm [13], which is usually used to help
the following situation:
Given a classification task and a data set D, we train a classification model M to perform
this classification task. M has a hyper-parameter λ that needs to be tuned. To select the op-
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timal value of lambda, we apply a basic version of cross-validation, which works as follows: At
first, we split the dataset D into a training set DT and a validation set DV . For each candidate
value λC , the model with this specific parameter value is trained on DT and then validated
on DV . The optimal λ value is the one that has the best performance on DV . However, the
problem with this method is that the performance of the model on a fresh dataset is often not
as good as it has on the validation set. This phenomenon is called data-snooping or overfitting
to the validation set. The reason why this happens is that if we know the true performance
score on DV and make adjustment according to that score, we know some information about
the validation set without actually knowing any record in it. By repetitively validating models
with different hyper-parameters on DV , we know more and more information about it and
finally overfits to it in an unaware manner.
The reusable holdout algorithm fixes this problem in the following way: The algorithm
checks the difference of the performance score on DT with that on DV . If the difference is
smaller than a randomized threshold, then the algorithm returns the performance score on DT ;
otherwise the algorithm returns the performance score on DV plus a Laplacian noise. The
intuition is as follows: If the performance score on DT does not differ much from that on DV ,
the reusable holdout algorithm considers them as the same and return the training performance
score to prevent information leakage from DV ; otherwise the algorithm reduces the information
leakage by adding a random number to the real performance score.
In the context of generative adversarial networks, adding a random noise shows our lack of
confidence in the discriminator. In the mechanism of GAN, the generator learns its parame-
ters from the response of the discriminator. The discriminator acts as an intermediate layer
between the generator and the real data. Training the generator using the true response of the
discriminator means that we are fully confident in its discriminative ability. However, at the
early stage of training, it is impossible that the discriminator is able to perfectly distinguish
mock data from real data. Even when the discriminator has been trained for many iterations,
it may still be biased because the it is trained using the samples rather than the population.
In sum, using the true response of the discriminator may cause the generator to overfit to the
discriminator.
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4.2 Investigation on batch normalization
Batch normalization can usually improve the stability of a GAN by a large margin. We find in
our experiments that the convolutional Wasserstein GAN we are using has great stability to a
reduced size of the training data. By removing different parts of the architecture, we find that
batch normalization is the key to such stability.
To have a better understanding of batch normalization, two groups of experiments are done.
The first group is the visualization of feature maps. For each convolutional layer of the discrim-
inator, we organize all the feature maps of a data point on a grid. By visualizing the feature
maps, we know what immediate effect batch normalization has on each layer of the network.
The second group is to substitute the batch normalization module with its sub-components
and check if those sub-components have comparable effectiveness. By doing this group of
experiments, we know whether certain part of batch normalization is the most critical to its ef-
fectiveness. The sub-components are obtained by decomposing batch normalization into atomic
components and re-composing some successive atomic components. Specifically, according to
section 2.4.3, batch normalization can be decomposed into a z-score transformation and an
affine transformation. The z-score transformation can be further decomposed into a subtrac-
tion of the batch mean and a division of the batch standard deviation. Therefore, we substitute
the batch normalization module with the following sub-components. The notations used here
are the same the ones in section 2.4.3.
Substitution 1. Subtract the feature values by the batch mean:
µX ← 1
m
m∑
i=1
xi
xˆi ← xi − µX
Substitution 2. Divide the feature values by the batch standard deviation:
σX ← 1
m
m∑
i=1
(xi − µX)2
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xˆi ← xi√
σX2 + 
Substitution 3. Apply the z-score transformation, which combines the previous two sub-
components:
µX ← 1
m
m∑
i=1
xi
σX ← 1
m
m∑
i=1
(xi − µX)2
xˆi ← xi − µX√
σ2X + 
Moreover, we substitute the batch normalization with an affine transformation, as shown below:
Substitution 4. Apply an affine transformation along the batch axis:
xˆi ← γXxi + βX
The reason for this experiment is that a batch normalization is, in nature, an affine trans-
formations. This fact is more clear if we do the following derivation:
xˆi = γX
xi − µX√
σ2X + 
+ βX
=
γXxi√
σ2X + 
− γXµX√
σ2X + 
+ βX
= αXxi + θX
where αX =
γX√
σ2X+
and θX = βX − γXµX√
σ2X+
.
We are interested in whether, in practice, we can substitute the batch normalization module
with an affine transformation to obtain a comparable performance.
4.3 Step-up GAN
The idea of the Step-up GAN is inspired by the observation demonstrated in figure 4.2: For
the target of learning a multiple Gaussian distributions, if at some training step, the generated
data uniformly cover the true distribution, as shown in the left figure, then it is very likely that
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Figure 4.2: This figure visualizes the generated data at 5000 step (left) and 50000 step (right).
The blue arrow indicates that when the generated data uniformly cover the real data, they are
very likely to converge to the true distribution in the future training process.
they converge to the true distribution of the data in later training steps, as shown in the right
figure.
This observation gives us the enlightenment that we can decompose the original learning
process into two phases. In the first phase, the generator learns to generate a uniform cover on
the range of the true distribution; in the second phase, the generator starts from the learned
uniform cover and learns the true distribution. To achieve the goal of the first phase, we also
use a GAN, for the following two reasons:
1. The aim of the first phase is to learn a distribution, the task for which GAN is a good
fit.
2. We need the generator in the second phase to inherit the outcome of the first phase. By
using GAN in the first phase, the inheritance is clear. When the training of the first phase is
finished, we can initialize the parameters of the generator in the second phase using the trained
parameters of the generator in the first phase, which will make the second generator initially
generate the same data as the trained first generator.
Furthermore, the two-phase learning can be generalized as follows: We decompose a hard
task of learning a complex distribution into a series of simpler tasks, each of which learns a
simpler distribution. Each task is more difficult than its previous one and the original hard
task is the final task to perform. For each learning task, a GAN is trained. The parameters of
every but the first generator is initialized using the learned parameters of the previous genera-
tor. That way, a generator inherits the knowledge learned by all its previous generators. The
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discriminator of each GAN is initialized from scratch.
Here we introduce a specific implementation of the Step-up GAN for learning the 2-dimensional
multiple Gaussian distributions with standard deviation 0.001. Denote this multiple Gaussian
distributions by MG0.001, where the subscription tells the standard deviation of each Gaussian
distribution. The learning process for MG0.001 is decomposed into three steps: In the first step,
a GAN is trained to learn a uniform cover on the range of MG0.001. In the second step, a GAN
is trained to learn MG0.003, a 2-dimensional multiple Gaussian distributions with standard de-
viation 0.003. In the third step, MG0.001 is set as the target of learning. This implementation
is illustrated in figure 4.3.
4.4 Overlap loss
In this section, we introduce a simple yet effective evaluation metric for the 2-dimensional
multiple Gaussian distributions. We call this evaluation metric overlap loss. It works as follows:
Suppose there are m 2-dimensional Gaussian distributions. And suppose in each training
step, the generator generates n fake data points. Then ideally, the mean of each Gaussian
distribution should have n
m
points distributed around it. Denote the mean of the kth Gaussian
distribution by µk and its standard deviation by σk. We count the number of generated points
that are within the circle centered at µk with radius α × σk, where α is an integer that helps
decide the magnitude of the radius so as to objectively reflect the divergence between the
generated data and real data. Denote the count by Ck. Then the overlap loss contributed by
the kth Gaussian distribution is:
l(k) =
0 Ck ≥ ExpGen1− Ck
ExpGen
Ck < ExpGen
where ExpGen = n
m
. The total overlap loss is obtained by summing over the losses contributed
by each Gaussian distribution:
OverlapLoss =
m∑
k=1
l(k)
We show in chapter 5 how this evaluation metric objectively reflects the quality of the
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Figure 4.3: This figure shows a simple implementation of the Step-up GAN. The final target
distribution is labeled by a red frame. We decompose the task of learning this final target
distribution into three simpler tasks. Each task is performed via training a GAN. The first
task is to learn a uniform distribution that can cover the range of the final target distribution.
This uniform distribution is labeled by a purple frame. The second task is to learn a simpler
version of the final target distribution. This simpler version is 2-dimensional multiple Gaussian
distributions with standard deviation 0.003. This dataset is labeled by the green frame. The
third task is to learn the final target distribution. In each phase of learning, the discriminator is
initialized from scratch but the generator inherits the parameters from the previous generator.
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generated data.
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Chapter 5
Empirical results
In this chapter, we demonstrate the experiment results for the methods we introduced in chap-
ter 4. The results are organized in a way that shows how the previous one motivates the later
one. The first group of results that we show is results on batch random flipping method.
5.1 Batch random flipping
Batch random flipping flips by some probability η the response from the discriminator to the
generator. Suppose the original response from the discriminator to the generator is a 0 < a < 1.
If the flipping happens, the discriminator will respond to the generator (1 − a) instead of a.
For clearance, we denote the benchmark convolutional Wasserstein GAN by CA (convolutional
architecture) and the architecture with batch random flipping by CAB (convolutional architec-
ture with batch random flipping). There are two differences between CA and CAB:
1. The output of the discriminator of CAB is processed by a sigmoid function. The reason
for using a sigmoid function at the end of the discriminator is that, when the output of the
discriminator is bounded in (0, 1), it is easy to flip the output. For a real number a(0 < a < 1),
we can just use 1− a to represent the flipping.
2. The output of the discriminator of CAB is processed by the batch random flipping
algorithm, as is indicated by the subscription.
The first thing we want to investigate on CAB is how the flipping probability impacts the
quality of the generated data. To obtain this knowledge, we set the flipping probability η to
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Figure 5.1: The influence of different flipping probability on the generated data. The flipping
probability is marked at the bottom of each group of generated images.
10%, 20%, 30%, and 40% and compare the generated images from CAB(η) for each value of η.
Figure 5.1 shows the result.
From this result, we find that as the flipping probability increases, the generated images
become more and more blurred. This behavior is expected because as the flipping probability
increases, the generator receives more and more misleading information, based on which fewer
meaningful updates can be made.
Besides the results shown in figure 5.1, we have also tried other flipping probabilities. How-
ever, for any of the η value we attempt, CAB(η) does not outperform CA. Among all flipping
probabilities, we find that 10% is an appropriate choice in that it contains a non-trivial per-
centage of flipping and the quality of the generated images does not deteriorate a lot. So in
later experiments in this section, η is fixed at 10%.
We conjectured the reason why CAB does not outperform CA is that the capacity of CA
is far beyond the complexity of the problem so that the batch random flipping method only
interferes the training process instead of effectively regularizing it. To validate this conjecture,
two approaches can be attempted. The first approach is to reduce the size of CA. The second is
to increase the difficulty of the learning task. Since CA is not a large-scale neural network, we
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Figure 5.2: This figure shows the images with certain amount of noise. The level of added noise
is marked at the bottom of each group of images.
increase the difficulty of the learning task instead of reducing the size of the network. There are
two ways that we attempted to increase the difficulty of this problem. The first is to add noise
to the image data, which works as follows: For each pixel p on an image, a random number ι,
which follows a uniform distribution between 0 and 1, is drawn. If ι is smaller than a preset
parameter υ (υ ∈ R, 0 < υ < 1), then p is converted to a noise pixel, which is a black pixel in
our experiment. In this group of experiments, we experiment with υ values 0.1, 0.2, 0.3, 0.4
and 0.5. Figure 5.2 shows the images with different levels of noise added. We trained both CA
and CAB on the data with different levels of noise and compare the generated data from CA
with those from CAB under each noise level. Figure 5.3 shows the comparison.
From the results shown, we find that when this specific type of noise is added to the data,
CAB does not outperform CA under each level of noise. Both architectures fail to perform as
well as they do on the original dataset. The added noise interferes the GANs in learning refined
features on faces.
The second approach we use to increase the difficulty of the learning task is to reduce the
size of the training data. Specifically, we sample ρ percent of data from the original CelebA
dataset and use the small sample as the training data. We tried different ρ values such as 10%,
1% and 0.1%. There are about 160000 images in CelebA dataset. So when we draw 0.1% of
the data as the training set, the training set only contains around 160 images, which is a very
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Figure 5.3: This figure compares, under different levels of noise, the generated data from the
benchmark architecture with the generated data from the benchmark architecture plus batch
random flipping. The flipping probability is 10%. For each level of noise, the left figure shows
the generated data from the benchmark architecture and the right figure shows the generated
data from the benchmark architecture plus batch random flipping.
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Figure 5.4: This figure compares, for different percentage of sampling, the generated data from
the benchmark architecture with the generated data from the benchmark architecture plus
batch random flipping. The flipping probability is 10%. For each percentage of sampling, the
left figure shows the generated data from the benchmark architecture and the right figure shows
the generated data from the benchmark architecture plus batch random flipping.
small number for CA. On each of the reduced training sets, we train both CA and CAB and
compare the generated images from both architectures. The result for this group of experiments
is shown in figure 5.4. From this figure we find that, when trained on a small sample of CelebA
dataset, CAB also fails in outperforming CA.
5.2 Batch normalization
When CA is trained on a small sample of the original CelebA data, it is surprising that even
when there are only around 160 training samples, the quality of the generated image does not
deteriorate much. This shows that CA has a strong stability to the reduced size of the training
data. To know which part of CA is the key to such stability, we check how much the quality of
the generated images deteriorates when a certain module is removed from CA. By comparing
the quality of the generated images, we find that batch normalization is the key to the stabil-
ity of CA. Denote by CAnoBN (convolutional architecture with no batch normalization) the
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Figure 5.5: This figure shows the difference between the generated images obtained from CA
and those from CAnoBN . We can find that batch normalization brings huge improvement to
the generated images. CA learns rich human face features but CAnoBN fails in learning any
meaningful feature
benchmark convolutional Wasserstein GAN without batch normalization. Figure 5.5 compares
the generated image from CA with those from CAnoBN .
To have a deeper understanding in how a batch normalization affects the output of each
layer in the human face generation problem, in each layer of the discriminator of CA, the fea-
ture maps of the a specific data point are visualized. For the convenience of comparison and
demonstration, the visualized feature maps are placed on a large square board. The feature
maps are organized in the following ways: Suppose the a data point has m output feature maps,
i is the largest number whose square is less than or equal to m, that is, i2 ≤ m. Then the first
i2 output feature maps are placed on a large square board, both each column and each row con-
taining i feature maps. For each layer of CA and CAnoBN , we compared the visualized feature
maps of the first data point. Figure 5.6 shows the comparison between the two architectures.
From the comparison shown in figure 5.6, we find that batch normalization has an instant
impact on a convolutional layer. Intuitively, the impact could be summarized as the following:
The feature maps from CA show greater diversity. The pattern on one feature map is quite
different from that on another. On the contrary, only a few patterns can be found on the
feature maps from CAnoBN .
From a mathematical point of view, the z-score transformation in a batch normalization
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Figure 5.6: This figure compares the feature maps in the discriminator of CA with those in
the discriminator of CAnoBN . A comparison is made for each layer. In each layer, the feature
maps of the first data point are visualized. In each group of comparison, the left figure shows
the feature maps in CA and the right figure shows the feature maps in CAnoBN . The feature
maps are organized on a grid for the convenience of demonstration
makes the feature values across feature maps comparable. Without batch normalization, the
difference between different feature values are so huge that all feature values fall in several
groups. The impact of a group of small feature values are overwhelmed by that of a group of
large feature values. As a result, the information delivered by the feature maps in CAnoBN is
much less than those in CA. Our conjecture is that the huge information loss is the reason why
the CA outperforms CAnoBN by a large margin.
If this conjecture holds, the z-score transformation, by itself, should bring a huge improve-
ment to the quality of the generated images. Motivated by this conjecture, we substitute the
batch normalization module with the z-score transformation and compare the generated images
from the two architectures. Extending this experiment, we substitute the batch normalization
module with its sub-components and an affine transformation to systematically investigate the
techniques that are the most critical to a batch normalization, as explained in section 4.2. The
results of all the substitution experiments are shown in figure 5.7.
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Figure 5.7: This figure compares the results of substituting the batch normalization with its sub-
components as well as an affine transformation. Exp 1 substitutes the batch normalization with
a batch mean subtraction. Exp 2 substitutes it with a batch standard deviation division. Exp 3
substitutes it with a z-score transformation. Exp 4 substitutes it with an affine transformation.
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Based on the result, we find that the z-score transformation is the key to the effectiveness
of batch normalization. By simply removing the batch mean or dividing the feature values by
the batch standard deviation, the quality of the generated images is not at all improved. After
combining those two techniques, the quality of generated images gets improved a lot.
The last figure in figure 5.7 shows that only learning a pair of scale and shift parameters
is not equivalent to performing a complete batch normalization. This means that, although
z-score transform and batch normalization are in nature affine transformation, by explicitly ap-
plying an affine transformation to the output of a discrete convolution, our current architecture
is not capable of learning the specific affine transformation that a z-score transform or a batch
normalization performs.
5.3 Side effect of batch normalization
When experimenting with batch normalization on the 2-dimensional synthetic dataset, we find
that although batch normalization accelerates the convergence rate by a large margin, it has the
side effect of leading to a biased convergence. For the 2-dimensional synthetic data, although
the generated data converge much slower to the true distribution when there is no normaliza-
tion, they are converging to a much better convergence. This observation is demonstrated in
figure 5.8. For clearance, we denote the benchmark feed-forward Wasserstein GAN by FA (feed-
forward architecture) and the benchmark architecture without batch normalization by FAnoBN .
From the figure, we find that with batch normalization, the generated data show a similar
pattern to the true distribution at an early stage of training (50 steps). In the contrast,
the generated points from FAnoBN are extremely dissimilar to the true distribution after the
same amount of training. However, after obtaining a satisfactory training result at an early
stage, the learning process of FA basically stops. What’s more, the convergence obtained
from FA is biased from two perspectives: 1. The generated points from FA converge to the
true distribution plus an offset; 2. The convergence from FA shows a grid pattern, which
is not existent in the true distribution. On the contrary, in the training process of FAnoBN ,
although it takes a large amount of training for the generated points to uniformly overlap the
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Figure 5.8: This figure compares the generated data from some training steps of FA with
the generated data from some training steps of FAnoBN . From this figure, we find that batch
normalization can make the architecture converge faster. The generated data from FA are close
to the true distribution at the early training stage. However, it also makes the convergence
biased. The generated data from FA converge to the true distribution plus an offset, which
does not happen to the generated data from FAnoBN .
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true distribution (5000 steps), a better convergence is reached in the end.
5.4 Step-up GAN
Another important observation we get from figure 5.8 is that: When the generated data can
uniformly cover the true distribution, it is much easier for FAnoBN to have a good convergence.
Motivated by this observation we come up with the Step-up GAN, as described and explained
in 4.3. In this section, we demonstrate one simple implementation of the step-up GAN and
the superior performance it has in both the rate and the quality of convergence. The specific
step-up GAN that we implement is depicted in figure 4.3. Please refer to figure 4.3 for all the
technical details of this implementation. We train the first phase for 1000 steps, the second
phase for 2000 steps and the third for 2000 steps. In each of the three training phases, the
GAN architecture that we use is FAnoBN . The convergence obtained by the step-up GAN is
compared with that obtained from FA and that from FAnoBN . All three architectures are
trained on the 2-dimensional synthetic data. In a total number of 5000 steps, the Step-up GAN
achieves a comparable convergence to the one achieved by FAnoBN in 50000 steps, which is 10
times faster. Compared with the convergence obtained from FA, the convergence from this
step-up GAN is less biased. Figure 5.9 shows this result.
5.5 Effectiveness of overlap loss
We use the training process of FAnoBN on synthetic data to show the effectiveness of the overlap
loss. Figure 5.10 shows the training process, the generator loss, the negative discriminator loss
and the overlap loss. The negative discriminator loss is the approximate Wasserstein distance
between the distribution of real data and the that of the generated data. In this figure, we find
that the loss of the generator, as shown in the first figure on the first row, keeps increasing. This
pattern indicates that the quality of generated data is becoming worse and worse. It is easy to
find, via visualizing the true data and generated data on the same graph, that the generated
data are more and more similar to the true distribution. Therefore, the generator loss can-
not objectively reflect the similarity between the true distribution and the distribution of the
generated data. For the same reason, the approximate Wasserstein distance cannot objectively
reflect the quality of the generated data, either. However, the overlap loss, as shown in the
last figure in the first row, does objectively reflect the change of the quality of the generated
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Figure 5.9: This figure compares the convergence achieved by the step-up GAN introduced in
figure 4.3 with other two convergences. The first convergence is the one obtained from FAnoBN .
This convergence is good but takes 50000 training steps to obtain. The second convergence
is the one obtained from FA. This convergence is reached in 5000 steps due to the batch
normalization module in it but is biased. The convergence from the step-up GAN takes in
total 5000 steps to reach (1000 steps in the first phase. 2000 steps in second and third phase,
respectively.), yet is as good as the convergence that takes 50000 training steps. It is 10 times
faster compared with the convergence obtained from FAnoBN and less biased compared with
the convergence from FA
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Figure 5.10: This figure compares, when used as an evaluation metric for the generated data,
the effectiveness of the generator loss, the approximate Wasserstein distance between the true
distribution and the generated distribution (which is the negative discriminator loss), and the
overlap loss. The plots for those three candidate metrics are on the first row. The training
process to which they correspond is on the second row. We list several training steps that can
represent the whole training process.
data. The whole training process can be described as follows: The generated data improves a
lot in the first 5000 steps and slowly converges to a slightly biased solution from 5000 step till
the end. We consider this convergence slightly biased because this convergence contains several
linear patterns which are not present in the true distribution. The above description aligns
very well with the curve of the overlap loss. For this specific target distribution, in which the
standard deviation of each Gaussian distribution is 0.001, we find an α value of 10 is appropriate.
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Chapter 6
Conclusion and future work
In this thesis, we address two open problems in Generative Adversarial Networks. The first
problem is the instability in the training process. The second is the lack of evaluation metric
for the quality of generated data.
First, we tackled the instability problem by introducing randomness to the training process.
Two algorithms are developed in this approach. The first is the addition of gradient noise; and
the second is batch random flipping. We experimented these two algorithms on the CelebA [12]
face image data. Although the new methods fail to outperform the benchmark algorithm, it
brings our attention to batch normalization, an effective way of stabilizing the training process
and accelerating the convergence. We perform a decomposition of batch normalization and
compare batch normalization with other similar yet simpler algorithms including z-score trans-
formation, min-max normalization and affine transformation. From the experimental results
on 2-dimensional synthetic data, we find that normalization has the effect of preventing the
generator from generating data that are too far from the real data. Based on this observation,
we developed our own novel modification of GANs called a “step-up GAN”. We obtained a
much faster convergence on the 2-dimensional synthetic dataset.
As for better evaluation metrics, we design and implement for 2-dimensional multiple Gaus-
sian distributions a simple yet effective metric called overlap loss. This metric has been demon-
strated to align very well with human perception. Compared with generator loss and negative
discriminator loss which give confusing results, this overlap loss gives an objective evaluation
to the quality of the generated data.
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Our next step is to generalize the step-up GAN and overlap loss to real-life data, such as the
CelebA dataset. In the current implementation, they both rely heavily on the data composed
of Gaussian distributions. The calculation of overlap loss takes advantage of the mean and
standard deviation of Gaussian distribution. The step-up GAN decreases the complexity of
the problem by using a multiple Gaussian dataset that has a greater standard deviation. To
experiment the idea of step-up GAN and overlap loss on real-life data, a way needs to be
discovered to find the counterpart to Gaussian distribution in a practical dataset.
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