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Bridging-hydride inﬂuence on the electronic structure
of an [FeFe] hydrogenase active-site model complex
revealed by XAES-DFT†
Nils Leidel,a Chung-Hung Hsieh,b Petko Chernev,a Kajsa G. V. Sigfridsson,‡a
Marcetta Y. Darensbourgb and Michael Haumann*a
Two crystallized [FeFe] hydrogenase model complexes, 1 = (μ-pdt)[Fe(CO)2(PMe3)]2 (pdt =
SC1H2C2H2C3H2S), and their bridging-hydride (Hy) derivative, [1Hy]
+ = [(μ-H)(μ-pdt)[Fe(CO)2 (PMe3)]2]+
(BF4
−), were studied by Fe K-edge X-ray absorption and emission spectroscopy, supported by density
functional theory. Structural changes in [1Hy]+ compared to 1 involved small bond elongations (<0.03 Å)
and more octahedral Fe geometries; the Fe–H bond at Fe1 (closer to pdt-C2) was ∼0.03 Å longer than
that at Fe2. Analyses of (1) pre-edge absorption spectra (core-to-valence transitions), (2) Kβ1,3, Kβ’, and
Kβ2,5 emission spectra (valence-to-core transitions), and (3) resonant inelastic X-ray scattering data
(valence-to-valence transitions) for resonant and non-resonant excitation and respective spectral simu-
lations indicated the following: (1) the mean Fe oxidation state was similar in both complexes, due to
electron density transfer from the ligands to Hy in [1Hy]+. Fe 1s→3d transitions remained at similar ener-
gies whereas delocalization of carbonyl AOs onto Fe and signiﬁcant Hy-contributions to MOs caused an
∼0.7 eV up-shift of Fe1s→(CO)s,p transitions in [1Hy]+. Fed-levels were delocalized over Fe1 and Fe2 and
degeneracies biased to Oh–Fe1 and C4v–Fe2 states for 1, but to Oh–Fe1,2 states for [1Hy]
+. (2) Electron-
pairing of formal Fe(d7) ions in low-spin states in both complexes and a higher eﬀective spin count for
[1Hy]+ were suggested by comparison with iron reference compounds. Electronic decays from Fe d and
ligand s,p MOs and spectral contributions from Hys,p→1s transitions even revealed limited site-selectivity
for detection of Fe1 or Fe2 in [1Hy]+. The HOMO/LUMO energy gap for 1 was estimated as 3.0 ± 0.5 eV.
(3) For [1Hy]+ compared to 1, increased Fed (x2 − y2) − (z2) energy diﬀerences (∼0.5 eV to ∼0.9 eV) and
Fed→d transition energies (∼2.9 eV to ∼3.7 eV) were assigned. These results reveal the speciﬁc impact of
Hy-binding on the electronic structure of diiron compounds and provide guidelines for a directed search
of hydride species in hydrogenases.
Introduction
Hydride species bound to transition-metal sites1 play impor-
tant roles in numerous areas of biological2–4 and chemical5–7
catalyses, H2-storage technologies,
8–10 and present and future
renewable energy applications for a hydrogen economy.11–13
An improved understanding of the structural and, in particu-
lar, the electronic properties of hydride-binding in transition-
metal compounds, therefore is expected to impact the develop-
ment of improved tailored materials.14
In nature, dedicated metal complexes bound to protein
molecules have evolved which catalyze reversible H2-formation
via metal-bound hydrides at very eﬃcient rates. Prominent
examples are hydrogenase enzymes, which contain iron and/or
nickel atoms at their active sites.15–17 In particular the so-
called [FeFe] hydrogenases of bacteria and green algae are
promising for (bio)technological applications18 because of
their superior H2-production activity.
19–21 They contain a six-
iron complex termed H-cluster (Fig. 1), which comprises a
catalytically functional binuclear complex (2FeH) linked to a
[4Fe4S] cubane cluster that is involved in electron transfer to
2FeH.
22,23 The diiron sub-complex carries carbon monoxide
(CO) and cyanide (CN−) ligands24,25 and a bridging dithiolate
species, apparently being an azadithiolate (adt) group.26,27
Limited information on the binding of O2 to the diiron site of
†Electronic supplementary information (ESI) available: (1) Crystallographic co-
ordinates of 1 and [1Hy]+ (Table S1), (2) Kβ emission spectra of iron reference
compounds for resonant excitation (Fig. S1), (3) Kβ CIE spectra for excitation at
7115.8 eV (Fig. S2). See DOI: 10.1039/c3dt33042g
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[FeFe] hydrogenases has been obtained.28–30 The most impor-
tant aspect of the enzyme function, however, which is insuﬃ-
ciently understood, is the nature of H2/H
+ reaction
intermediates involving iron-hydride species. Improvement of
the enzymes by protein engineering31,32 and novel hydrogen
catalysts may result from insights into the natural [FeFe] active
site in comparison to synthetic hydride-bearing model
complexes.
The presence of Fe–Fe bridging and/or terminal hydride
species has been invoked in propositions for the H2-catalysis
mechanism of [FeFe] hydrogenases.20,33,34 The H-cluster in its
oxidized state may be formulated as (OC)(NC)Fed(μ-adt)(μ-CO)-
Fep(CO)(CN)-[4Fe4S] (Fed and Fep denote the iron atoms in
distal and proximal positions to the closest Fe of the [4Fe4S]
unit), carrying a bridging CO ligand and an open coordination
site at Fed.
25 Under reducing conditions, the bridging CO
switches to a terminal Fed ligand
25 and recently, on the basis
of EPR results, it has been speculated that a hydride species
then may become bound to iron in the super-reduced state
(Fig. 1).35 Further insights into the structures and electronic
configurations of potential hydride states in the enzymes are
required to discriminate bridging and terminal species.
In the last few decades, synthetic chemists have been very
successful in preparing model complexes for the diiron site of
[FeFe] hydrogenases.36–46 A substantial fraction of this work
has been devoted to complexes, (a) which contain iron-bound
hydrides in metal-bridging and/or terminal positions, (b) that
focus for example on the reactivity and redox potential of the
compounds, (c) that explore the role of the dithiolate bridge in
proton transfer, and (d) that demonstrate the influence of
ligand exchange and coordination geometry at the iron
atoms.44,47–65 Unfortunately, the stabilities, turnover rates, and
numbers of synthetic [FeFe] catalysts are thus far too low for
technical applications. Furthermore, detailed information on
the electronic configuration is available only for a limited
number of complexes. The properties of hydride binding inter-
mediates are of paramount interest, but diﬃcult to study by
spectroscopic methods. Novel approaches to characterize
relationships between the molecular and electronic structures
may aid the ongoing attempts to improve diiron complexes for
H2-catalysis applications.
In principle, a variety of experimental techniques is avail-
able for the physico-chemical characterization of metal-
hydride compounds, including, for example, crystallography
methods,66 infrared,67 Raman,68 Mössbauer,69 and photo-
electron70,71 spectroscopy, nuclear and electron magnetic reso-
nance techniques,72,73 and neutron scattering.74 In
combination with quantum chemical calculations, Raman
spectroscopy has been used recently to assign vibrational fre-
quencies of, e.g., bridging and terminal Fe–H bonds.75–78 Syn-
chrotron-based X-ray absorption and emission spectroscopy
(XAS, XES) and resonant inelastic X-ray scattering (RIXS)
permit the study of all states of [FeFe] compounds in solid
material and in solution.79–83 By the combination of high-
resolution XAS and narrow-band detection XES in a single
experiment (XAES),79,80,84–92 specific structural features (inter-
atomic distances, site geometry, ligation patterns) and elec-
tronic properties (metal oxidation and spin states; molecular
orbital energies, occupancies, and interactions) are derived, in
an even spin- and site-selective fashion.79,84,91–99 In particular,
XAES has been employed to characterize iron
compounds,84,91–93,100–107 and the calculation of respective
XAES spectra, i.e. emission and absorption lines due to
valence-to-core transitions (e.g. Kβ2,5 emission) and core-to-
valence transitions (e.g. pre-edge peaks of the metal K-edge) by
density functional theory (DFT) methods is feasi-
ble.84,91,92,100,102 The XAES-DFT approach has allowed, for
example, assignment as a carbon of the central atom in the
iron–molybdenum cofactor of nitrogenase,108,109 determi-
nation of the electronic structure of industrial catalysts,110 and
site-selective determination of electronic parameters for the
individual Fe ions84 and discrimination of rotational isomers
and iron-hydride intermediates in solution91 for asymmetric
[FeFe]-site models.
In the present study, XAES-DFT was employed to compare
the electronic structures of two symmetric, crystallized diiron
complexes, 1 = (μ-pdt)[Fe(CO)2(PMe3)]2 (pdt = SCH2CH2CH2S),
and its bridging-hydride derivative, [1Hy]+ (BF4
−) = [(μ-H)-
(μ-pdt)[Fe(CO)2(PMe3)]2]+ (BF4−).111 Specific spectral changes
due to the hydride were well discernable in XAS pre-edge
spectra (core-to-valence transitions), in XES Kβ spectra
(valence-to-core transitions), and in respective RIXS data
Fig. 1 Molecular structures of diiron sites in [FeFe] hydrogenase (top) and
model complexes (bottom). For selected bond lengths and respective atomic
coordinates in crystal structures of 1 (left) and [1Hy]+ holding a bridging
hydride (right) see Tables 1 and S1.† The iron atom located closer to the central
C-atom of the pdt ligand is denoted as Fe1. Putative structures for the diiron
unit of the active-site H-cluster of [FeFe] hydrogenase in the oxidized (ox, left)
and super-reduced (sred, right)35 states were derived by modiﬁcation of crystal-
lographic data (PDB entry 3C8Y)134 to include a nitrogen atom in the dithiolate
bridge.26 The dashed circle in the ox state denotes a ligand that may be a water
species or absent;23 [4Fe4S] denotes the cubane cluster unit and Cys a cysteine
ligand from the protein. Rearrangement of the bridging CO ligand in the sred
state is indicated by FTIR data and may be accompanied by binding of a hydro-
gen species (H) in a presently unknown position.35.
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(valence-to-valence transitions). Spectral analysis revealed the
overall MO configurations and eﬀective spin states, HOMO–
LUMO energy gaps, and energy diﬀerences between unoccu-
pied d-electron levels of iron, all of which was near-quantitat-
ively corroborated by the DFT calculations. Herein is a
comprehensive picture of the valence level energies and of the
influence of the bridging hydride on the electronic configur-
ation, in response to the structural alterations due to the
hydride binding. Building on our previous XAES work on
diiron compounds,84,91,104 this study provides the methodo-
logy for the tracking of metal–hydride interactions in the
reaction cycles of hydrogenase enzymes.
Materials and methods
Synthesis and sample preparation procedures
Complex 1 = (μ-pdt)[Fe(CO)2(PMe3)]2 (pdt = SCH2CH2CH2S)
was prepared and crystallized as described earlier (see ref. 49
and 111 and references therein). Complex [1Hy]+ (BF4
−) =
[(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2]+ (BF4−)49,111 was prepared by
direct reaction of the diiron conjugate base with HBF4. Powder
material of 1 or [1Hy]+ was diluted by grounding with solid
boron nitride and samples for the X-ray experiments were
loaded into Kapton-covered acrylic-glass holders and frozen in
liquid nitrogen until use.
X-ray experiments
X-ray spectroscopy was carried out at the undulator beamline
ID26 of the European Synchrotron Radiation Facility (ESRF) at
Grenoble (France).84,91,104 Samples were held in a liquid-He
cryostat at 20 K. The incident energy was set by an Si[311]
double-crystal monochromator (energy bandwidth ∼0.2 eV at
the Fe K-edge). Iron XANES spectra were collected either in
transmission mode or by monitoring the total X-ray fluor-
escence using a scintillation detector (∼20 cm2 area, placed at
90° to the incident X-ray beam and at ∼1 m to the sample),
which was shielded by a 10 μm Mn foil against scattered inci-
dent X-rays, using the rapid-scan mode of ID26. After signal
averaging, XANES spectra were normalized to an edge jump of
unity using the EXAFS region of the monochromator scan (not
shown) and the pre-edge region was isolated by subtraction of a
polynomial spline through the main edge rise. High energy-
resolution emission detection was facilitated by a vertical-plane
Rowland-circle spectrometer and a silicon-drift detector for
monitoring the X-ray fluorescence. An energy bandwidth of
∼1.0 eV at the Fe Kβ fluorescence lines was achieved using the
[620] Bragg reflection of 5 spherically bent Ge wafers (R =
1000 mm). The energy axes of the monochromator and emis-
sion spectrometer were calibrated (accuracy ±0.1 eV) as outlined
elsewhere.84,91 For collection of RIXS plane data, the emission
detection energy for XANES measurements was varied over the
Kβ spectral region in 0.25–0.40 eV steps; RIXS data were aver-
aged and evaluated using in-house Matlab (MathWorks) tools.
For a schematic depiction of the set-up and further technical
details of the X-ray experiments see ref. 84 and 91.
Density functional theory calculations
Spin-unrestricted single-point DFT calculations were per-
formed with the program package ORCA113 as previously.84,91
The BP86 exchange correlation functional114–116 and a triple-ξ
valence plus polarization (TZVP+P) basis set117 were used.
Crystal structures of 1 and [1Hy]+ were used with a singlet
ground state and an appropriate total charge of 0 (unproto-
nated) or 1+ (protonated at the Fe–Fe bond). The resulting
MOs were visualized as isosurfaces with the programs Jmol or
UCSF Chimera. The contributions of individual Fe-d atomic
orbitals to the MOs were determined from calculations on
appropriately oriented model structures,84,91 using Mulliken
population analysis.118 X-ray absorption K-edge intensities in
the pre-edge region (core-to-valence transitions) were calcu-
lated using a time-dependent DFT (TD-DFT) formalism101,102
and Kβ valence-to-core transitions (Kβ2,5 emission) were calcu-
lated using the DFT approach described in ref. 100 and 106
(see also ref. 84 and 91). A spin multiplicity of M = 1 was
employed in both calculation procedures. A shift to higher
energies by 181.35 eV and, if not otherwise stated, 1.0 eV
Lorentzian broadening of stick spectra were applied to calcu-
lated Kβ emission lines and pre-edge absorption spectra for
comparison with the experimental data. For further compu-
tational details see ref. 84 and 91.
Results
FeFe model complex synthesis and crystal structures
Two diiron-carbonyl compounds, 1 and [1Hy]+ (Fig. 1), were
synthesized following previously established procedures.
(μ-pdt)[Fe(CO)2(PMe3)]2 (pdt = SCH2CH2CH2S), further on
denoted 1, was prepared and crystallized as outlined in ref.
111, reproducing the previously reported structural para-
meters. A derivative of 1, [(μ-H)(μ-pdt)[Fe(CO)2(PMe3)]2]+,
henceforth denoted [1Hy]+, was prepared by direct reaction of
the diiron conjugate base with HBF4, resulting in protonation
of the iron–iron bond to produce a formal bridging hydride.
The crystal structure of the BF4
− salt of [1Hy]+ was very similar
to that of the PF6
− salt of the same hydride compound,111
showing statistically non-significant diﬀerences in bond
lengths. Respective atomic coordinates are summarized in the
ESI (Table S1†). The main structural eﬀects of the Fe–Fe bond
protonation in [1Hy]+ were minor elongations of the iron–
ligand bonds, by ∼0.01 Å on the average, and an ∼0.03 Å larger
Fe–Fe distance. Slight positional changes of the CO and PMe3
ligands resulted in more regular octahedral (Oh) geometries at
both iron atoms, as compared to the distorted square-pyrami-
dal (C4v) iron atoms in 1. The two Fe–H bonds in [1Hy]
+ diﬀer
by as much as ∼0.03 Å (Table 1). This emphasizes the inherent
asymmetry in [1Hy]+ (and 1) due to the orientation of the
central C-atom of the μ-pdt group towards Fe1 (Fig. 1). Thus,
the two iron atoms in principle were distinguishable in the
powder samples of 1 and [1Hy]+ used for the XAES
experiments.
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Configurations of valence orbitals of iron from DFT
Single-point DFT calculations at the BP86/TZVP theory level on
the electronic configuration of 1 and [1Hy]+ were performed
using the crystal structures and assuming a low-spin (l.s.)
ground state with unity spin multiplicity (M = 2S + 1) in both
cases, i.e. two electrons from each of the formal FeI(3d7) ions
are paired. The latter was experimentally revealed by the XAES
results described in the next section. For both 1 and [1Hy]+,
the calculated MOs with predominant Fed character in general
were strongly delocalized over both Fe ions (Fig. 2). The
respective MO energies and occupancies translated into appar-
ent d-orbital degeneracies in an atomic level representation,
which diﬀered between the two iron atoms and between 1 and
[1Hy]+ (Fig. 2). For both complexes, the Fedz2 orbital is pointed
along the axis defined by the apical CO ligands and the vacant
coordination site in 1 or the bridging hydride in [1Hy]+. In ten-
dency, in 1 the d-level degeneracy for Fe1 more closely
resembled a l.s. OhFe
II ion with unoccupied Fedx2−y2 and Fedz2
orbitals whereas Fe2 more closely resembled a l.s. C4vFe
0 ion
with an occupied Fedz2 orbital at lower energy. This reflects
considerable electronic asymmetry at the two iron atoms. The
HOMO and LUMO in 1 showed predominant Fedz2 character
with an apparent energy gap of 2.5 eV. The HOMO reflected
Fe–Fe bonding and showed Fe1 and Fe2 contributions of
21.2% and 27.4%. Two electrons from the formal FeI ions pair
in an MO with mixed Fed character (Fig. 2).
Compared to 1, for [1Hy]+ lower energies, by ∼0.4 eV, of all
MOs reflect the surplus positive charge, the electronic asym-
metry was lessened, and the d-level degeneracies of both Fe
ions more closely resembled l.s. OhFe
II species. However, the
Mulliken charges on the Fe ions of [1Hy]+ were calculated to
be close to zero and therefore by a mean value of ∼0.15 units
more negative than for 1 (Table 2). The hydride carried a
charge of only about −0.06 units. This is by ∼0.28 units more
negative than the average charge of the remaining protons in
the complex, thus reflecting significant charge transfer onto
the μ-H bridge, mainly from the non-Fe atoms. For [1Hy]+ the
LUMO still displayed Fedz2 character, but now the Fe–Fe anti-
bonding HOMO at an energy of −8.69 eV was dominated by
Table 1 Bond lengths in crystal structures of 1 and [1Hy]+. For the mean iron–
ligand distances, values in parentheses represent the full range of bond length
variations in the structures (Fig. 1)
1 [1Hy]+ [1Hy]+ − 1
Mean distance, R [Å] ΔR [Å]
Fe1–H — 1.693 —
Fe2–H — 1.659 —
Fe1–C(O) 1.758(3) 1.777(17) 0.019
Fe2–C(O) 1.758(9) 1.770(9) 0.012
Fe1–P(Me3) 2.235 2.251 0.016
Fe2–P(Me3) 2.234 2.237 0.003
Fe1–S 2.253(6) 2.265(3) 0.012
Fe2–S 2.253(6) 2.262(1) 0.009
Fe–Fe 2.555 2.580 0.025
Fe1(C)vO 2.914(2) 2.915(14) 0.001
Fe2(C)vO 2.915(3) 2.913(10) −0.002
Fig. 2 Energies, Fed-AO contributions, and shapes of MOs from DFT calcu-
lations. Values were derived for crystal structures of 1 (A) and [1Hy]+ (B) at the
BP86/TZVP level of theory. Bar energies give average values for spin-up and
spin-down MOs. Solid bars, occupied MOs; open bars, empty MOs; magenta
(Fe1) and green (Fe2) bars denote contributions from the indicated Fed AOs to
the total sum (black bars). Energies are for consecutive MOs, except for the
highest-energy MO of [1Hy]+, which is the 9th one after the shown MO with
the 2nd-highest energy. Calculated HOMO–LUMO energy gaps and HOMO
character are indicated. The insets show idealized Fed AO degeneracies in an
atomic-level description. Graphs on top of (A) and (B) show MO shapes for the
largest indicated Fed AO contributions. Graphs on the right represent MOs
proposed to contain the paired d-electrons of the two formal FeI(d7) ions.
Table 2 Mulliken charges from DFT for crystal structures
1 [1Hy]+ [1Hy]+ − 1
Mulliken charge, CM ΔCM
Fe1 0.13 −0.02 −0.15
Fe2 0.16 −0.01 −0.17
Hy — −0.06 —
CO −0.86 −0.23 0.63
PMe3 0.64 1.11 0.47
S −0.16 −0.02 0.14
pdta 0.09 0.23 0.14
Sum 0 1 1
Hy = bridging hydride. Given values represent the sum over the
respective atoms or groups. a The bridging ligand without the S-atoms
is denoted pdt.
Paper Dalton Transactions
7542 | Dalton Trans., 2013, 42, 7539–7554 This journal is © The Royal Society of Chemistry 2013
Pu
bl
ish
ed
 o
n 
12
 F
eb
ru
ar
y 
20
13
. D
ow
nl
oa
de
d 
by
 T
am
ka
ng
 U
ni
ve
rs
ity
 L
ib
ra
rie
s o
n 
08
/0
4/
20
15
 0
4:
19
:1
3.
 
View Article Online
Fedxy contributions mostly from Fe2, showing total Fe1/Fe2
contributions of 20.1/46.2%. The HOMO–LUMO gap was
reduced to 2.4 eV, and two electrons from the Fe ions see-
mingly pair in an MO with an altered Fedxz,yz mixture (Fig. 2).
Fe XANES spectra and core-to-valence transitions
XANES spectra of 1 and [1Hy]+ were collected to study elec-
tronic transitions from the 1s core level to bound unoccupied
valence states (Fig. 3). The main edge energies (at 50% level)
of both complexes were similar (∼7122.5 eV) and therefore the
apparent mean oxidation state of the Fe ions was similar
(Fig. 3A), in agreement with the calculated Mulliken charges
(Table 2). The steeper edge slope for [1Hy]+ was attributable to
the increased symmetry at its Fe ions due to the hydride
binding. The pre-edge features in the XANES exhibited two
main maxima (Fig. 3A, inset), with the 1st maximum being at
similar energies for both complexes, again suggesting a
similar Fe oxidation state. The 2nd maximum was at higher
energies by ∼1.7 eV for 1, but by ∼2.2 eV for [1Hy]+ (Table 3).
Time-dependent DFT calculations revealed the electronic
transitions that accounted for the pre-edge absorption
(Fig. 3B). The pre-edge spectra that were obtained based on the
calculated transition intensities reproduced the experimental
spectra quite well for both complexes, in particular the relative
intensities of the two peaks and the increased energy diﬀer-
ence between peaks 1 and 2 for [1Hy]+ compared to 1
(Table 3). The 1st pre-edge peak was dominated by 1s→Fedz2
and 1s→Fedx2−y2 transitions, with the former transitions into
the LUMO being at the lowest energies, and this peak thus can
be considered as a true 1s→3d feature.119 The second peak is
not a pre-edge feature in the narrow sense, because it mostly
reflects transitions from the 1s level into MOs with predomi-
nant (>55%) s,p-character of the (CO) ligands. For 1, these
transitions occurred mainly into (CO)s,p MOs, which were
quite localized at Fe1 or Fe2, for excitation of either Fe1 or Fe2.
In contrast, the respective (CO)s,p MOs were more delocalized
over both Fe ions for [1Hy]+. For [1Hy+], the hydride contribu-
ted significantly (∼10%) to the transitions at the highest ener-
gies of the second pre-edge feature (Fig. 3B). Therefore, energy
up-shifts of more delocalized (CO)s,p-dominated MOs and
hydride contributions accounted for the higher energy of the
second pre-edge feature in the experimental XAS spectrum of
[1Hy]+.
Kβ XES spectra and valence-to-core transitions
X-ray emission spectra in the Kβ region were collected to study
electronic decay processes from occupied levels (Fe3p, valence
states) to the 1s core hole (Fig. 4). For non-resonant excitation
into the continuum using an energy of 7600 eV well above the
iron K-edge, the Kβ main line (Kβ1,3, Kβ′) spectra due to Fe
3p→1s decay processes revealed overall similar shapes for 1
and [1Hy]+ and a slight shift of spectral intensity to lower ener-
gies for [1Hy]+ (Fig. 4A). The small amplitude of the Kβ′ feature
of both complexes is typical for low-spin transition metal com-
plexes carrying no unpaired electrons.79,96,120 The Kβ′ emission
is a spin-polarization feature mostly explained by Fe(3p,3d)
exchange coupling between unpaired metal 3d spin-up (or
spin-down) electrons and a spin-up (or spin down) hole in the
3p level in the final state.98,121–123 The Kβ′ intensity thus
decreases with decreasing numbers of unpaired 3d electrons,
i.e. with the spin state.79,96,99,120 This showed that two elec-
trons of the formal FeI(d7) ions were paired (spin multiplicity
of 1), i.e. unpaired electrons were absent, as used in the DFT
Fig. 3 Iron pre-edge spectra from XANES and DFT due to core-to-valence tran-
sitions. (A) Experimental Fe K-edge spectra and (arrows) isolated pre-edge fea-
tures in the inset for X-ray absorption (abs) or total-ﬂuorescence (ﬂu) detection.
Curves in the inset represent ﬁts to the data points by two Gaussians with
(mean) parameters in Table 3. (B) DFT-calculated energies and intensities of elec-
tronic transitions at the pre-edge (bars: solid, 1; open, [1Hy]+; magenta/green,
excitation of Fe1 or Fe2; dominant AO contributions from Fe or (CO)-ligands to
the MOs shown on top are indicated. Lines were obtained by 1 eV Lorentzian
broadening of stick spectra (black, sum of spectra for Fe1 (magenta) and Fe2
(green)); for peak energies and areas see Table 3.
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calculations. Indeed, the intensity of the Kβ′ feature for both
complexes was located close to the zero position on the
straight line, which accounts, in the case of non-resonant exci-
tation, for the relation between the number of spin–spin inter-
actions and the Kβ′ intensity for a series of iron complexes
with increasing numbers of unpaired electrons84 (Fig. 4A, see
the legend).
A quite diﬀerent picture was obtained for resonant exci-
tation into the two pre-edge features (Fig. 4B). Excitation into
the first pre-edge feature (7113.4 eV), initiating 1s→3dz2,x2−y2
transitions, resulted in an about doubled intensity of the Kβ′
emission. In this case, a surplus unpaired spin-up (or spin
down) electron in the Fed levels and a spin-up (or spin down)
3p hole were expected in the Fe3dn+13p5 final state. Compari-
son with the Kβ′ intensities of spectra (ESI, Fig. S1†), obtained
by a similar resonant 1s→3d excitation of a series of iron com-
plexes with increasing spin state, revealed that the Kβ′ intensity
for 1 and [1Hy]+ indeed was in agreement with the presence of
a single unpaired electron (Fig. 4B, see the legend). However,
the slope of the line, describing the correlation between the
Kβ′ intensity and the number of spin–spin interactions for
resonant excitation, was about 4 times larger than the one
for non-resonant excitation (Fig. 4B, inset). Accordingly,
resonant excitation into Fed levels enables considerably more
sensitive counting of unpaired electrons and spin state
determination.
For excitation into the second pre-edge feature (7115.8 eV),
initiating mostly 1s→(CO)s,p transitions, the Kβ′ feature was
smaller compared to the 1s→3d case, but larger than for non-
resonant excitation (Fig. 4A). Presumably, this is explained by
the decreased coupling between the 3p hole and the surplus
electron in the ligand-s,p levels at higher energies. This
observation suggests that the Kβ′ feature probes an eﬀective
spin state, e.g. depending on the energy level and coupling
strength of the unpaired electron, rather than the absolute
(calculated) number of unpaired spins. This view seemingly
was corroborated by the slightly higher Kβ′ intensity for 1
compared to [1Hy]+ as revealed in the respective diﬀerence
spectrum (Fig. 4A), because for 1 the apparent Fed-level con-
figuration (Fig. 3B) could account for a higher eﬀective mean
spin state.
Emission spectra in the Kβ2,5 region were collected, which
reflect electronic decay processes from valence levels to the 1s
hole (valence-to-core transitions) (Fig. 4B). The summed Kβ2,5
intensities for both complexes are located well on the line that
accounts for the relation between the Kβ2,5 intensity and the
mean Fe–ligand bond length in a series of iron complexes84
(Fig. 4B, inset). For non-resonant excitation, the Kβ2,5 spectra
showed five main peak features (a–e, Table 3) and in particu-
lar, significant higher intensities of peaks (c) and (d) and
lower intensity of peak (e) were observed for [1Hy]+. This
suggested considerable hydride contributions to the Kβ2,5
spectrum of [1Hy]+, as quantified by the DFT calculations
described further below.
Resonant excitation resulted in an increased resolution of
the five peak features in the Kβ2,5 lines, due to the diminished
influence of lifetime broadening eﬀects,105,124 and in the
enhancement of spectral diﬀerences between 1 and [1Hy]+
(Fig. 4B). For excitation into the first pre-edge feature
(1s→3dz2,x2−y2 transitions), the emission peak (d) showed the
highest intensity for both complexes and intensity mainly was
gained in the region of peak (c) for [1Hy]+ compared to 1. For
excitation into the second pre-edge feature (1s→(CO)s,p
transitions), peak (c) showed the highest intensity for both
complexes and intensity mainly was gained in the region of
peak (d) for [1Hy]+. For both excitation energies, peak (e) was
almost absent for [1Hy]+. These spectral changes are consist-
ently explained by the DFT calculations described in the next
section.
DFT calculation of Kβ2,5 emission lines
The spectral shapes of the Kβ2,5 lines that resulted from broad-
ening of the stick spectra, as calculated for both complexes
using DFT, are shown in Fig. 5. They almost quantitatively
Table 3 Peak areas (A) and energies (B) of XAS pre-edge and XES Kβ2,5 spectra
1 [1Hy]+ [1Hy]+ − 1
A [r.u.] E-7100 [eV] A [r.u.] E-7100 [eV] ΔA [r.u.] ΔE [eV]
exp. (DFT)b
XAS pre-edge 0.11 (0.12) 13.3 (13.3) 0.15 (0.16) 13.5 (13.4) 0.03 (0.04) 0.2 (0.1)
0.07 (0.06) 14.9 (15.0) 0.09 (0.08) 15.6 (15.7) 0.03 (0.02) 0.7 (0.7)
−0.04a (−0.06)a 1.6a (1.7)a −0.06a (−0.08)a 2.1a (2.3)a 0a (−0.02)a 0.5a (0.6)a
XES Kβ2,5 1.7 (1.2) −5.0 (−5.0) 1.6 (1.3) −5.4 (−5.1) −0.1 (0.1) 0.4 (0.1)
3.3 (4.3) 0 (0) 3.4 (3.9) 0.2 (0.3) 0.1 (−0.4) 0.2 (0.3)
6.1 (6.1) 4.1 (4.1) 6.1 (6.5) 4.2 (4.2) 0 (0.4) 0.1 (0.1)
5.0 (4.9) 7.6 (7.8) 6.0 (7.1) 7.6 (7.7) 1.0 (2.2) 0 (−0.1)
4.8 (4.3) 10.3 (10.6) 5.0 (3.3) 10.0 (10.5) 0.2 (−1.0) −0.3 (−0.1)
Values were derived from fits using 2 (pre-edge; FWHM of 1.3 eV for 1 and 1.6 eV for [1Hy]+) or 5 (Kβ2,5; FWHM of 3.5 eV) Gaussians to
experimental spectra in Fig. 3A (inset) and 4B (non-resonant excitation) and to DFT-calculated spectra in Fig. 3B and 5 (black sum spectra).
Experimental parameters from XAS are mean values for absorption- and fluorescence-detected spectra. aDiﬀerences between values in the
vertical direction of the table. b The energy axes for values from DFT were scaled by a factor of 1.25 and the summed amplitudes were normalized
to the experimental data for comparison with the experimental data.
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reproduced the main features (i.e. five maxima, Table 3) of the
experimental spectra (compare Fig. 4B). Examination of the
occupied MOs, the decay from which accounted for most of
Fig. 5 DFT calculations of Kβ2,5 valence-to-core transitions. Calculated tran-
sition energies and intensities (sticks; magenta/green, Fe1/2 transitions) and
line spectra for 1 eV Lorentzian broadening (black lines, mean of spectra for Fe1
and Fe2; for peak areas and energies see Table 3) are displayed together with
the line spectra for the indicated AO contributions to the electronic transitions
(see colour code). The bridging ligand without the S-atoms is denoted pdt.
Graphs on top show MO shapes and dominant AO contributions for transitions
with highest intensities in the spectral regions a–e. Graphs on the right show
the HOMO; note the pronounced intensity diﬀerence of HOMO→1s transitions
for 1 and [1Hy]+.
Fig. 4 Iron XES spectra in the Kβ emission region. (A) Spectra in the Kβ1,3 and Kβ’
energy range (Fe 3p→1s transitions) for non-resonant (7600 eV) and resonant
excitation at incident energies (Ein) centered at the ﬁrst (7113.4 eV) or second
(7115.8 eV) pre-edge peak of the XANES (compare Fig. 3A). Spectra were normal-
ized to unity total area in the whole Kβ region and vertically displaced for compari-
son. Grey bars emphasize Kβ’ intensity diﬀerences. Diﬀerence spectra: black line,
7600 eV; open circles, 7113.4 eV; open triangles, 7115.8 eV. The inset shows Kβ’
intensities (for 7038–7048 eV integration of spectral areas) for 1 and [1Hy]+ and
iron reference compounds (see ref. 84 and 91 for respective structures and Kβ
spectra) for non-resonant excitation at 7600 eV (solid squares, for increasing Kβ’
area: FeIIS2, Fe
0
2(CO)9, Fe
III(dedtc)3 (dedtc = diethyldithiocarbamate), Fe
IIO, FeII-
FeIII2O4, Fe
III
2O3) or resonant excitation into the 1st pre-edge peak (open squares;
for increasing Kβ’ area: FeIIFeIII2O4, Fe02(CO)9, [Cl2bdtFeI2(CO)4(Ph2P–CH2–NCH3–
CH2–PPh2)] (bdt = benzene-1,2-dithiolate), Fe
III(dedtc)3 (see ESI, Fig. S1† for
respective Kβ spectra and ref. 84 for structures) and linear regression lines. (B) Kβ2,5
emission lines (valence-to-core transitions) for the same measuring conditions as in
(A). The inset shows Kβ2,5 intensities (for 7085–7115 eV integration) of reference
compounds (squares, for increasing Fe–ligand distance; see also ref. 84): Fe02(CO)9,
FeII(CN)6, Fe
I
2S2(CO)6, Fe
II
2(cp)2(CO)4, [Fe
I
2(μ-adt–CH2–Ph)(CO)4(PMe3)2] (adt = S–
CH2–NBz–CH2–S), Fe
IIS2, Fe
III(dedtc)3; and a linear regression line. The origin of line
features denoted a–e is discussed in the text. For energies and areas of emission
lines in (B) see Table 3. The dashed line in (B) shows the DFT-calculated Kβ2,5 spec-
trum of 1 after application of a scaling factor of 1.25 to its energy axis.
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the intensity (largest stick) of the peak features (a–e), revealed
that for both complexes, peak (a) was dominated by decay
from MOs with (pdt,S)s,p character and peak (b) mostly
reflected decay from MOs with (CO)s,p character. Peaks (c) and
(d) were due to decays from MOs with dominant (CO)s,p and
((PMe3),S)s,p character. For [1Hy]
+, peak (c) for excitation of
Fe1 and peak (d) for excitation of Fe2 in addition revealed sig-
nificant hydride contributions. Accordingly, the pronouncedly
increased intensity around peaks (c) and (d) in the experimen-
tal Kβ2,5 spectrum of [1Hy]+ reflected specifically the hydride
binding.
High oscillator strength of decay from the HOMO, showing
mostly Fedz2 character, accounted for peak (e) in the calculated
spectrum of 1. The pronouncedly reduced amplitude of this
peak for [1Hy]+ was attributable to a largely diminished inten-
sity (to <20%) of the HOMO→1s decay, but the transition was
calculated to be even at ∼0.05 eV higher energy in [1Hy]+.
A similarly decreased peak (e) was observed in the experimen-
tal Kβ2,5 spectra of [1Hy]+, best visible for resonant excitation
(Fig. 4B), and thus attributed to the diminished HOMO→1s
contribution. Accordingly, only for 1 could a reasonable esti-
mate of the HOMO–LUMO energy gap from the energy of peak
(e) in the Kβ2,5 spectrum (Fedz2HOMO→1s decay) and from the
energy of the first pre-edge peak (1s→Fedz2
LUMO excitation)
from the experimental data (Table 3) of 3.0 ± 0.5 eV be
obtained. This value is in good agreement with the value of
∼3.1 eV that was calculated on the basis of the DFT result
(Fig. 2; Table 3; see the legend for calculation details).
Comparison of the experimental Kβ2,5 spectra for resonant
excitation (Fig. 4B) and the calculated lines (Fig. 5) revealed
that for 1s→Fe3d (1st pre-edge peak) or 1s→(CO)s,p excitation
(2nd pre-edge peak) the (PMe3),Ss,p→1s or (CO)s,p→1s fea-
tures were maximal for both complexes. In other words, a
surplus electron in the Fe3d or (CO)s,p levels enhanced decays
from the (PMe3),Ss,p or (CO)s,p levels, at the expense of the
respective complementary levels. In the calculated spectra,
overall rather small spectral diﬀerences were observed for
decay into the 1s holes on either Fe1 or Fe2. However, hole
refilling on Fe1 or Fe2 occurred from (CO)s,p dominated MOs,
which were quite localized on the respective (CO) ligands of
either ion, in particular for 1. For [1Hy]+, an increased degree
of delocalization of (CO)s,p MOs was observed. For 1, peak (c)
mainly reflected decay from (CO)s,p MOs of Fe2 and peak (d)
from (PMe3),Ss,p MOs of Fe1, whereas for [1Hy]
+ this was
reversed. This suggested a limited degree of site-selectivity in
the spectra, i.e. monitoring preferentially of either Fe1 or Fe2
at selected emission energies.84,91–93 A closer inspection of
experimental and calculated Kβ2,5 diﬀerence spectra ([1Hy]+ −
1) corroborated this notion (Fig. 6). Apparently, the diﬀerence
spectrum calculated for Fe1 more closely resembled the exper-
imental spectrum for 1s→Fe3d excitation, meaning that a
surplus Fed electron enhanced (CO)s,p→1s transitions, and
the diﬀerence spectrum calculated for Fe2 was better in agree-
ment with the experimental spectrum for 1s→(CO)s,p exci-
tation, i.e. a surplus (CO)s,p electron enhanced (PMe3),Ss,p→1s
transitions, for [1Hy]+.
RIXS studies in the Kβ emission regions
By variation of the excitation energy and of the emission detec-
tion energy in an RIXS experiment in the Kβ region, the ener-
gies of initial, intermediate, and final states are obtained.79,80
In principle, this permits access to electronic transitions using
high-energy K-edge excitation, for example metal p,d→d,
metalp,d→ligands,p, ligands,p→metald, and ligand s,p→s,p
transitions, which otherwise can only be initiated using low
X-ray energies at the metal M-edge or even UV/vis light for
excitation125 (Fig. 7).
Contour plots of emission intensities for excitation in the
pre-edge region of the Fe K-edge and emission detection in the
Kβ1,3/Kβ′ and Kβ2,5 regions (RIXS plane data) for 1 and [1Hy]+
overall appeared to be rather similar for the two complexes
(Fig. 8). However, transects through the RIXS planes for con-
stant incident energy (CIE) or constant final state energy (CFE)
revealed more subtle spectral diﬀerences (Fig. 9).
CIE line plots in the 1st pre-edge peak region for Kβ1,3 emis-
sion detection in principle correspond to M-edge spectra due
to Fe 3p→3d excitations (Fig. 9A). Fits of the Kβ1,3 CIE and CFE
spectra using two Lorentzians revealed an ∼0.4 eV larger
energy diﬀerence between the two lines in the case of [1Hy]+
compared to 1 (Table 4), due to a more pronounced shift of
the second line to higher energies in [1Hy]+. The DFT calcu-
lations have yielded an ∼0.4 eV increased energy diﬀerence
between the 1s→3dz2 and 1s→3dx2−y2 transitions for [1Hy]
+,
due to a larger energy up-shift of the latter transitions
Fig. 6 Comparison of experimental and DFT-calculated Kβ2,5 spectral diﬀer-
ences ([1Hy]+ − 1). Dots, experimental data (compare Fig. 4B); lines, DFT calcu-
lations (compare Fig. 5); spectra were vertically shifted. Experimental spectra are
for three excitation energies, calculated spectra are for non-resonant excitation
(top, average of spectra for Fe1 and Fe2; middle, Fe2; bottom, Fe1). The energy
axes of calculated spectra were scaled by a factor of 1.25 and spectra were
realigned with the experimental data for comparison.
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(Table 4, Fig. 3B). Accordingly, analysis of the Kβ1,3 CIE and
CFE spectra provided experimental estimates of the energy
diﬀerences between the unoccupied Fedz2 (LUMO) and Fedx2−y2
levels (mean of ∼0.5 eV for 1 and ∼0.9 eV for [1Hy]+), which
are in reasonable agreement with the values from DFT
(∼0.4 eV and ∼0.8 eV).
From CIE lines in the 1st pre-edge region for Kβ2,5 detec-
tion, the energies of valence-to-valence transitions can be
estimated (Fig. 9B). Respective spectra in the final state
energy region of about 4–19 eV for excitation at 7113.4 eV
into Fed levels were well simulated using 5 Gaussians at
similar energies within ±0.2 eV for 1 and [1Hy]+, except for
the lowest energy maximum, which was at ∼0.8 eV higher
energy for [1Hy]+ (Table 4). We note that the lowest energy
maximum was insuﬃciently resolved for 1 because it
overlaps with the elastic scattering peak of the incident X-rays.
For excitation at 7115.8 eV preferentially into (CO)s,p levels
(compare Fig. 3), the CIE spectra were shifted to about 2 eV
higher final state energies and 3 maxima were discernable,
which were at similar energies for 1 and [1Hy]+ (Fig. S2,†
Table 4).
At present, RIXS data in the Kβ region, i.e. for resonant
excitation, cannot be calculated with the ORCA DFT-package.
However, comparison of apparent CIE spectra derived from
DFT-calculated Kβ2,5 lines for non-resonant excitation (Fig. 5)
still was in quite good agreement with the experimental data,
taking into account the limited spectral resolution of our
experimental Kβ2,5 CIE spectra (Fig. 9B). This presumably
means that the possibly small perturbations of the MO energy
diﬀerences and valence-to-core emission yields in the Kβ2,5
region due to a surplus electron in the valence levels here
were not resolved. Comparison of the metal and ligand
contributions to the calculated Kβ2,5 emission maxima allows
for approximate attributions of the CIE line features to Fe
d→d, ligands,p→Fed, and (for excitation into e.g. (CO)s,p
levels, Fig. S2†) ligands,p→ligands,p transitions (Fig. 7 and
9B). Accordingly, the mean energy diﬀerences between
occupied and empty Fed levels (d→d transition) are estimated
as ∼2.9 eV for 1 and ∼3.7 eV for [1Hy]+ (ΔE = 0.8 eV) from
the experimental CIE data, which is in reasonable agreement
with the values of ∼3.4 eV and ∼4.1 eV (ΔE = 0.7 eV) from the
Fig. 8 RIXS plane data in the iron pre-edge and Kβ emission regions. The ﬁnal
state energy is the diﬀerence between incident and emission energies; highest
and lowest emission intensities correspond to dark-red and dark-blue colours in
the contour plots. Top (1) and bottom ([1Hy]+) panels show Kβ1,3 and Kβ’ (left)
and Kβ2,5 (right) spectral regions in the region of the two pre-edge peaks (main
K-edge rise along the diagonals to the right). Absolute intensities for the two
complexes diﬀer because of slight variations in sample concentration and X-ray
beam intensity. Directions for CIE (constant incident energy) and CFE (constant
ﬁnal state energy) transects are indicated in the upper left panel.
Fig. 7 Overview of electronic transitions in resonant-excitation XAS, XES, and
RIXS. Shown are transitions between metal-d and ligand-s,p electronic states in
an atomic level description. The energy diﬀerences, ΔE, derived from RIXS data
(bottom) result from the diﬀerences of excitation, E(XAS), minus emission,
E(XES), energies (top). Respective energy diﬀerences here were obtained using
hard X-rays at the Fe K-edge and otherwise may be determined by low-energy
M-edge or UV/vis spectroscopy of metal/ligand charge transfer processes
(M/LCT).
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calculated CIE data (Fig. 9B) and of ∼3.3 eV and ∼3.8 eV (ΔE =
0.5 eV) from the calculated Fed-MO energies (Fig. 2).
The Fe d→d transition energies of about 2.5–4.0 eV corres-
pond to photon wavelengths of 500–300 nm, i.e. in the green
and near-UV region of the visible spectrum; all other tran-
sitions are in the UV at <225 nm. Thus, the optical (electronic)
absorption spectrum of [1Hy]+ was expected to show a loss
of intensity in this region compared to that of 1, due to the
shift of Fe d→d transitions to higher energies. Indeed, the
UV/vis spectrum of 1 shows a prominent absorption
maximum at ∼350 nm and broad absorption around 500 nm,
both of which are almost completely absent in the spectrum of
[1Hy]+ (Fig. 10). Comparison of the ([1Hy]+ − 1) UV/vis and
Kβ2,5 RIXS spectra allows for assignment of the absorption
peak at ∼350 nm and of the broader features to metal-to-
metal charge transfer (MMCT) transitions (i.e. Fe d→d) in 1,
which are blue-shifted by >100 nm in [1Hy]+ (Fig. 9 and 10;
Table 4). An absorption maximum at ∼220 nm, which is
present for 1 and increased for [1Hy]+, is attributed to
ligand-to-metal charge transfer (LMCT) mostly of Fed→Ss,p
character in 1, but may gain MMCT contributions in [1Hy]+
(Fig. 10).
Fig. 9 Transects through Kβ RIXS planes and DFT calculations. (A) CIE and CFE
(inset) line plots in the Kβ1,3 emission region for resonant excitation (Fig. 8, left)
and for the indicated energies; spectra were normalized to unity area. Curves
represent ﬁts to the data points with parameters in Table 4. (B) Top panel: CIE
line plots in the Kβ2,5 emission region for resonant excitation at 7113.4 eV
(Fig. 8, right); spectra were normalized to unity area; the spectrum of 1 was ver-
tically shifted. Dots, experimental data; solid lines, ﬁts with 5 Gaussians and
parameters in Table 4. Dashed lines show ﬁts using the same spectral resolution
as in the experiment (Table 4) to DFT-calculated Kβ2,5 emission intensities for
non-resonant excitation (see Fig. 5), displayed on a ﬁnal state energy axis (calcu-
lated emission energies minus 7113.4 eV), which was multiplied by a factor of
1.25 for better comparison with the experimental data. Indicated transition
assignments resulted from comparison of experimental emission peaks with
contributions from iron or ligand AOs to the calculated emission peaks, as
shown in the middle (1) and bottom ([1Hy]+) panels. The bridging ligand
without the S-atoms here is denoted pdt.
Table 4 Comparison of emission line energies from RIXS data and DFT
calculations
1 [1Hy]+ [1Hy]+ − 1
Final state energy, E [eV] ΔE [eV]
Spectrum Exp. DFTd Exp. DFTd Exp. DFTd
CIE Kβ1,3 (7113.4 eV) 55.9 — 56.2 — 0.3 —
56.7 — 57.6 — 0.9 —
0.8a — 1.4a — 0.6a —
CFE Kβ1,3 (51.8 eV) 7112.9 — 7113.0 — 0.1 −0.1b
7113.1 — 7113.5 — 0.4 0.3b
0.2a 0.4a,b 0.5a 0.8a,b 0.3a 0.4a,b
CIE Kβ2,5 (7113.4 eV) 2.9 3.4c 3.7 4.1c 0.8 0.7c
5.4 5.7c 5.6 6.2c 0.2 0.5c
9.4 9.8c 9.4 9.6c 0 −0.2c
13.5 13.8c 13.3 13.5c −0.2 −0.3c
16.7 16.3c 16.6 16.1c −0.1 −0.2c
3.5a 3.2a,c 3.2a 3.0a,c −0.2a −0.2a,c
CIE Kβ2,5 (7115.8 eV) 7.8 — 7.9 — 0.1 —
11.1 — 11.0 — −0.1 —
15.6 — 15.3 — −0.3 —
3.9a — 3.7a — −0.2a —
CIE = constant incident energy, CFE = constant final state energy;
respective energies are indicated). Experimental values were derived
from Lorentzian fits of spectra in Fig. 9A for resonant excitation
(FWHM of 0.6 eV for CFE Kβ1,3 and 1.5 eV for CIE Kβ1,3; an additional
Gaussian at 7115.3 eV for CFE Kβ1,3 and at 67.1 eV for CIE Kβ1,3 was
used) and Gaussian fits of spectra in Fig. 9B and S2 (FWHM = 2.3 eV).
a Values are the (mean) diﬀerences between adjacent peak energies in
the vertical direction of the table. b Values correspond to DFT-
calculated transition energies for XAS pre-edge spectra (Fig. 3B) and
represent the diﬀerence between the mean energies for Fe1 and Fe2 of
the two Fed(x2 − y2) transitions and the Fed(z2) transition. cDFT-
calculated values for Kβ2,5 peaks are for non-resonant excitation and
were obtained by Gaussian fits of respective spectra (Fig. 9B). dDFT
values were obtained after applying a scaling factor of 1.25 to the
respective calculated energy axes and realignment with the
experimental spectra.
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Discussion and conclusions
Binding of a bridging-hydride (Hy) to a symmetric diiron
complex causes pronounced spectral changes of Fe pre-edge
absorption spectra and Kβ emission spectra, highlighting the
Hy influence on the electronic structure. The respective spec-
tral alterations (energy shifts and intensity changes) were
similar to those of a more asymmetric complex ([2Hy]+ = [(μ-H)-
(μ-adt)[Fe(CO)2(PMe3]2]+, adt = SCH2(NCH2Ph)H2CS). [2Hy]+
was derived by protonation of the parent compound (2) in
MeCN solution, causing also formation of rotamers.91 The
specific Hy-induced spectral features for diiron models thus
appear to be relatively insensitive to individual ligation pat-
terns and geometries at the irons and any ligand reorienta-
tions upon solvation.91
This is rationalized by three prevailing eﬀects: first, Hy-
binding in both [1Hy]+ and [2Hy]+ 91 leaves the iron oxidation
state practically unchanged and the weak hydride (H−) charac-
ter of the proton at the Fe–Fe bond is achieved by electron
density transfer to Hy (and Fe) from the CO and PMe3 ligands
and the dithiolate bridge. For [1Hy]+, prevailing donation from
the S-pdt ligands has been discussed previously.49,126 An FeII–
H−–FeII configuration in [1Hy]+ vs. an FeI–FeI configuration in
1 has been suggested.111 However, this view is challenged
because the eﬀective iron oxidation state in 1 and [1Hy]+
appears to be invariant. Secondly, Hy-binding causes a symme-
trization of the molecular structure, due to CO and PMe3
ligand rearrangements and elongation of the Fe–Fe distance.
This has been noted before for the PF6
− salt of [1Hy]+ 49,111
and holds also for the isostructural BF4
− salt. Notably, 1 and
[1Hy]+ in the solid state adopt a basal-transoid geometry
whereas in solution the apical–basal isomer of 1 may
prevail,111,127,128 depending on the solvent.128–130 Thus, XAES
spectral changes due to rotamer formation may be expected.91
Concomitant symmetrization of the electronic configuration
manifests, e.g., in enhanced delocalization of Fed-dominated
MOs over Fe1 and Fe2 and of (CO)s,p levels onto the Fe ions in
[1Hy]+ and [2Hy]+. Finally, MOs with significant Hy character
in particular contribute to the Kβ2,5 spectra and the reduced
yield of the HOMO→1s decay reflects diminished Fed charac-
ter of the HOMO (in [2Hy]+)91 or enhanced HOMO localization
at Fe2 (in [1Hy]+).
The complexes 1 and [1Hy]+ have been extensively charac-
terized in the literature using, e.g., 1H- or 2H-NMR and
FTIR,49,56,111,126–132 but a detailed picture of their electronic
structures had not been reported, partly because DFT calcu-
lation for example of vibrational spectra is a diﬃcult task.67,133
For a variety of iron complexes84,91,100,106,107 and for 1 and
[1Hy]+, spectral features of pre-edge absorption and Kβ2,5 emis-
sion spectra were reproduced by DFT at the cost-eﬃcient BP86/
TZVP+P theory level. This has allowed experimental estimation
of core-to-valence, valence-to-core, and valence-to-valence tran-
sition energies. An apparent underestimation of respective
electronic energy diﬀerences was observed for this DFT
approach, but a slight scaling of the calculated energy axes (by
a factor of 1.25, see the next section) results in good agreement
between the experimental and calculated energy values (see
Tables 3 and 4).84,91 This systematic deviation, however, does
not aﬀect the general conclusions drawn on the electronic
structures.
The analysis of XAES-DFT data for 1 and [1Hy]+ has revealed
spin-pairing of the formal FeI(d7)ions in low-spin states, pro-
vided energy diﬀerences between Fe3d- and (CO)s,p-dominated
MOs of 1.6 eV and 2.1 eV (DFT: 1.3 eV and 1.8 eV, scaling by a
factor of 1.25 yields 1.6 eV and 2.2 eV), a HOMO–LUMO gap
(for 1) of 3.0 ± 0.5 eV (DFT: 2.5 eV or scaled 3.1 eV), and energy
separations of unoccupied Fed (x2 − y2) and (z2) levels of ∼0.5 eV
and ∼0.9 eV (DFT: ∼0.3 eV and ∼0.6 eV or scaled ∼0.4 eV and
∼0.8 eV). This shows that the experimental and calculated
(scaled) energy diﬀerences match within about ±0.1 eV. The
estimated Fe d→d transition energies of 2.9–3.7 eV correspond
to optical absorption features around 500–300 nm, which
therefore are assigned to MMCT transitions. A prominent
absorption peak at ∼350 nm for 1 previously has been attribu-
ted to MLCT128 and now is reassigned to MMCT mostly of
Fe d→d character.
The XAES spectral features for 1 and [1Hy]+ generally agree
with correlations to structural properties for other low-spin
iron compounds.84,91 This corroborates that the decreasing
Kβ2,5 emission intensity for longer Fe–ligand bonds is due to
reduced electronic overlap of occupied and empty MOs.84 A
general trend emerges also for the HOMO, which is deloca-
lized over both Fe ions for fully symmetric complexes (e.g. for
[(OC)3Fe(μ(CO))3Fe(CO)3)], largely located on one Fe ion for
very asymmetric ligation (e.g. in 3 = [(CO)3Fe(μ-bdtCl2)Fe(CO)-
(Ph2PCH2NCH3CH2PPh2)], (bdt = benzene-1,2-dithiolate),
84
and slightly (for 1) or more pronouncedly (for [1Hy]+ and
Fig. 10 UV/vis absorption spectra of complexes in acetonitrile solution.
Spectra were normalized to concentrations of ∼90 μM in MeCN. Inset: compari-
son of UV/vis and Kβ2,5 CIE (from RIXS data, scaled for comparison, see Fig. 9)
diﬀerence spectra. Peak features marked by symbols are attributed to the LMCT
or MMCT transitions as outlined in the text.
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[2Hy]+ 91) localized at Fe2. The first reduction potential of
[1Hy]+ is about 0.75 V more positive than that of 1,132 in line
with the lower calculated LUMO energy and the correlation
between the HOMO and LUMO energies and the first oxi-
dation and reduction potentials for [2Hy]+ and 2.91 HOMO–
LUMO gaps of ∼2.5 eV for 1, ∼2.3 eV for 2, and ∼2.8 eV for
384,91 were estimated from the Fe pre-edge and Kβ2,5 energies
and confirmed by DFT; for [1Hy]+ an ∼0.1 eV decrease and for
2 an ∼0.1 eV increase of the gap were observed. Apparently,
the HOMO/LUMO energies are determined by the interplay
between the electron donation and abstraction properties of
the diverse terminal and bridging-dithiolate ligands. We show
that qualitative assignment of electronic transitions for diiron
compounds in Kβ RIXS data is feasible, even for the neglect of
interactions between a resonantly excited surplus Fed (or, e.g.,
(CO)s,p) electron and the other valence electrons in the
current distribution of the ORCA DFT-package.113
Resonant excitation into (i) Fedz2,x2−y2 or (ii) (CO)s,p levels
probes exchange–coupling interactions between a spin-up
(down) hole in the Fe 3p level and spin-up (down) Fed/ligands,
p electrons in the 1s23p5d/s,pn+1 final state.79,80 Respective Kβ′
intensities were larger compared to those observed for non-
resonant excitation, as explained by the surplus excited-level
unpaired spin in the low-spin states, and similar to the intensi-
ties for iron reference compounds holding one unpaired spin
(i) or lower (ii). Presumably, a decrease of the coupling
strengths for the unpaired spin in a higher energy (i.e. ligands,
p) level accounts for the latter eﬀect. The Kβ′ emission thus
seems to reflect the eﬀective spin state. Along this line, com-
pared to 1 for [1Hy]+ the eﬀective spin count was slightly
reduced for non-resonant excitation due to the enhanced l.s.
OhFe
II character in [1Hy]+. On the other hand, excitation into
(CO)s,p or Fed levels resulted in slightly smaller or larger spin
counts for [1Hy]+, compatible with the higher energies of
(CO)s,p and lower energies of Fed levels in this complex.
Depending on the energy of resonant excitation, even limited
site-selectivity for preferential probing of Fe1 or Fe2 was
observed. This may oﬀer a way for experimental determination
of electronic parameters of the individual iron sites.84
In summary, the experimentally determined energy diﬀer-
ences allow for a comprehensive comparison of the changes of
valence electronic levels in response to the Hy-binding in
[1Hy]+ compared to 1 (Fig. 11). The extraction of electron
density from the ligands by the Hy and Fe ions, i.e. the deloca-
lization of the positive charge of the proton (H+) at the Fe–Fe
bond onto the ligands, causes even a slight reduction and
enhanced Oh character of iron. This is reflected in overall
elongated and thus more ionic Fe–ligand bonds and correlates
with an energy increase by ∼0.7 eV of ligands,p-dominated
MOs. These results corroborate a previous Mössbauer study of
(μ-dmpdt)[Fe(CO)2(PMe3)]2 (dmpdt = SCH2CMe2CH2S) (4) and
its bridging-hydride derivative [(μ-H)(μ-dmpdt)[Fe(CO)2
(PMe3)]2]
+ ([4Hy]+), which are analogues of 1 and [1Hy]+.112
The isomer shift for the irons of [4Hy]+, δ = 0.04 mms−1, is
similar to that for 4, δ = 0.06 mms−1 and 0.07 mms−1, i.e. elec-
tron density that converts H+ into the bridging Hy is largely
derived from the CO and phosphine ligands, without changing
the electron density of the irons.112 For the occupied MOs with
Fedxy,yz,xz character, an energy decrease by roughly −0.3 eV is
attributed to decreased electron density in these orbitals,
which point to the voids between the Fe–ligand bonds. On the
other hand, increased electron density in the unoccupied
Fedx2−y2 MOs directed along the Fe–ligand bonds accounts for
their ∼0.7 eV energy increase (Fig. 11). The Fedz2 levels align
with the Fe–Hy bonds and the bonds to the apical CO ligands
and their almost unchanged energies are related to decreased
electron density in these MOs, counteracted by the slight nega-
tive charge on Hy. In addition, the structural symmetrization
causes an elongation of the Fe–Fe distance. Investigations on
electronic structures in a larger series of iron–hydride com-
plexes may be expected to unravel further relationships
between the molecular and electronic configurations.
In conclusion, the influence of a bridging hydride on the
electronic structure of [FeFe] model complexes is well revealed
by XAES-DFT. The feasibility of discrimination between the
eﬀects of terminally coordinated and bridging hydride species
is less clear. For the [FeFe] hydrogenases, it is an open ques-
tion whether and in which intermediate bridging and/or termi-
nal hydride species at the diiron site are involved in the
reaction cycle. Future XAES studies including site-selective
Fig. 11 Electronic energy levels of valence states. Given energies resulted from
a combination of transition energies determined from XAS, XES, and RIXS data
(Tables 3 and 4) and represented the mean respective values. The energy of the
LUMO with predominant Fed(z2) character for 1 was arbitrarily chosen as the
zero energy level and data for [1Hy]+ were normalized by application of the
same energy shift, which accounts for the same Fe3p-level energy for both com-
plexes. The labels denote the dominant Fe- or ligand-AO character of respective
MOs.
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approaches84,91–93 may enable monitoring of hydride inter-
mediates also in the [FeFe] hydrogenases, thereby allowing for
deeper insight into their H2-formation mechanism.
Abbreviations
AO Atomic orbital
DFT Density functional theory
EXAFS Extended X-ray absorption fine structure
FWHM Full width at half maximum
HOMO Highest occupied MO
Hy Hydride
L/MCT Ligand/metal charge transfer
LUMO Lowest unoccupied MO
MO Molecular orbital
RIXS Resonant inelastic X-ray scattering
XANES X-ray absorption near edge structure
XAS X-ray absorption spectroscopy
XAES X-ray absorption spectroscopy using narrow-band
emission detection
XES X-ray emission spectroscopy
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