Edge of spiked beta ensembles, stochastic Airy semigroups and reflected
  Brownian motions by Lamarre, Pierre Yves Gaudreau & Shkolnikov, Mykhaylo
ar
X
iv
:1
70
6.
08
45
1v
1 
 [m
ath
.PR
]  
26
 Ju
n 2
01
7
EDGE OF SPIKED BETA ENSEMBLES, STOCHASTIC AIRY
SEMIGROUPS AND REFLECTED BROWNIAN MOTIONS
PIERRE YVES GAUDREAU LAMARRE AND MYKHAYLO SHKOLNIKOV
Abstract. We access the edge of Gaussian beta ensembles with one spike
by analyzing high powers of the associated tridiagonal matrix models. In the
classical cases β = 1, 2, 4, this corresponds to studying the fluctuations of the
largest eigenvalues of additive rank one perturbations of the GOE/GUE/GSE
random matrices. In the infinite-dimensional limit, we arrive at a one-parameter
family of random Feynman-Kac type semigroups, which features the stochastic
Airy semigroup of Gorin and Shkolnikov [13] as an extreme case. Our analysis
also provides Feynman-Kac formulas for the spiked stochastic Airy operators,
introduced by Bloemendal and Vira´g [6]. The Feynman-Kac formulas involve
functionals of a reflected Brownian motion and its local times, thus, allowing
to study the limiting operators by tools of stochastic analysis. We derive a
first result in this direction by obtaining a new distributional identity for a
reflected Brownian bridge conditioned on its local time at zero.
1. Introduction
A remarkable advance in the study of random matrices and related point pro-
cesses has been the development of a theory of operator limits for such objects
in [6], [7], [11], [13], [15], [17], [25], [26], [27], [29], [30]. This line of research
originates from the publications [10], [11] by Edelman and Sutton, who have real-
ized that the random tridiagonal matrices of Dumitriu and Edelman [9] (see (1.2)
below for a definition) can be viewed as finite-dimensional approximations of suit-
able random Schro¨dinger operators. Since the joint eigenvalue distributions in
the Dumitriu-Edelman models for the parameter values β = 1, 2, 4 are given by
the eigenvalue point processes of the Gaussian orthogonal/unitary/symplectic en-
sembles (GOE/GUE/GSE), respectively, the insights of [10], [11] suggest that the
limiting fluctuations of the largest eigenvalues of the latter can be read off from the
random Schro¨dinger operators associated with the former. This approach has been
carried out rigorously in the seminal paper [26] by Ramı´rez, Rider and Vira´g. We
also refer to [17] for a corresponding universality result, to [6], [7] for extensions to
spiked random matrix ensembles, to [25], [15], [27] for operator limits describing the
fluctuations of the smallest eigenvalues of large positive definite random matrices,
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and to [29], [30] for operators arising in the study of the bulk eigenvalues of random
matrices.
More recently, Gorin and Shkolnikov [13] have proposed a different operator limit
approach to the study of the largest eigenvalues in the Gaussian beta ensembles.
The latter are point processes on the real line, in which the joint density of the
points λ1 ≥ λ2 ≥ · · · ≥ λN is proportional to
(1.1)
∏
1≤q1<q2≤N
(xq1 − xq2 )β
N∏
q=1
e−βx
2
q/4.
For β = 1, 2, 4, the Gaussian beta ensemble describes the eigenvalue process of a
random matrix from the GOE/GUE/GSE, respectively (see e.g. [1, Section 2.5]).
Gaussian beta ensembles with general values of β > 0 appear frequently in the
statistical physics literature and are commonly known therein as “log-gases”, see
e.g. [12, Section 4.1].
The starting point of [13] is the celebrated result of Dumitriu and Edelman [9]
establishing (1.1) as the joint eigenvalue distribution, for all values of β > 0, of the
random matrix
(1.2) HβN :=
1√
β

√
2G1 χ(N−1)β
χ(N−1)β
√
2G2 χ(N−2)β
χ(N−2)β
√
2G3
. . .
. . .
. . . χβ
χβ
√
2GN
 ,
where G1, G2, . . . , GN are independent standard Gaussian random variables, χβ,
χ2β, . . . , χ(N−1)β are independent chi random variables indexed by their parame-
ters, and the chi random variables are independent of the Gaussian random vari-
ables. Then, the convergence in finite-dimensional distribution sense, as N → ∞,
of the fluctuations
(1.3) Λq,N := N
1/6
(
2
√
N − λq
)
, q = 1, 2, . . .
to the eigenvalues Λ1 ≤ Λ2 ≤ · · · of the stochastic Airy operator
(1.4) Hβf :=
(
− d
2
dx2
+ x+
2√
β
W ′x
)
f, f ∈ L2([0,∞)), f(0) = 0
(see [26, Theorem 1.1]), where W ′ is the white noise on [0,∞), and the simple
computation
(1.5)
(
λq
2
√
N
)⌊TN2/3⌋
=
(
1− Λq,N
2N2/3
)⌊TN2/3⌋
→ e−TΛq/2, T ≥ 0
suggest the convergence of the random matrices
(
HβN
2
√
N
)⌊TN2/3⌋
, N ∈ N to e−THβ/2
in a suitable operator topology. The main result of [13] (see [13, Theorem 2.8])
establishes a more general version of such an operator convergence directly, without
relying on the findings of [26]. In contrast to Hβ , the operator e−THβ/2 is an
integral operator, and the corresponding integral kernel can be written in terms of
the Brownian motion W and an independent Brownian bridge (see [13, equation
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(2.4)]). This allows to study the properties of e−TH
β/2 by tools of stochastic analysis
(see [13, Proposition 2.14], [14, Theorem 1.1] for an example).
In this paper, we continue the program initiated in [13] and consider the case of
Gaussian beta ensembles with one spike. To this end, it is useful to recall that the
stochastic Airy operator Hβ describes the limiting behavior of the largest eigenval-
ues in the Laguerre beta ensemble (see [26], [9]). The latter interpolates between
the eigenvalue processes of sample covariance matrices XX∗, where the entries of
X are independent standard Gaussian random variables. From the point of view
of statistical applications, the Laguerre beta ensemble is arguably not the most
interesting model, since the entries in the columns of X are uncorrelated. Instead,
one often considers multiplicative perturbations ofXX∗ of the formXΣX∗, where
Σ = Σ˜r⊕IN−r is the direct sum of a deterministic full rank r×r matrix Σ˜r and the
(N − r)× (N− r) identity matrix IN−r. Such models are known in the literature as
the spiked covariance models, and we refer to the introduction in [6] for an excellent
summary.
As first discovered by Baik, Ben Arous and Pe´che´ [2] in the case of complex co-
variance matrices, the fluctuations of the largest eigenvalues exhibit a phase transi-
tion (known as the BBP phase transition) depending on the size of the perturbation.
In the subcritical regime, the perturbation Σ is so insignificant that the limiting be-
haviour is the same as in the unperturbed case; in the critical regime, the fluctuation
exponents are the same as in the unperturbed case, but the limiting distributions
are different; and in the supercritical regime, the size of the perturbation is so large
that the largest eigenvalues of XΣX∗ separate from the bulk of the spectrum.
For rank one perturbations, the critical regime of the BBP phase transition has
been analyzed in detail by Bloemendal and Vira´g [6], and we describe their main
result in the case of an additive perturbation. The corresponding tridiagonal model
(1.6) Hβ;wN :=
1√
β

√
2G1 +
√
βNℓN χ(N−1)β
χ(N−1)β
√
2G2 χ(N−2)β
χ(N−2)β
√
2G3
. . .
. . .
. . . χβ
χβ
√
2GN

can be obtained for β = 1, 2, 4 by applying the Dumitriu-Edelman tridiagonaliza-
tion procedure to the sum of a GOE/GUE/GSE matrix and a rank one matrix with
non-zero eigenvalue
√
NℓN , where
(1.7) lim
N→∞
N1/3(1− ℓN) = w ∈ R.
Then, for all β > 0 and under the scaling of (1.3), the ordered eigenvalues of
Hβ;wN converge in finite-dimensional distribution sense, as N → ∞, to the ordered
eigenvalues of the spiked stochastic Airy operator
(1.8) Hβ;wf :=
(
− d
2
dx2
+ x+
2√
β
W ′x
)
f, f ∈ L2([0,∞)), f ′(0) = wf(0).
The case w =∞ formally corresponds to the Dirichlet boundary condition f(0) = 0,
motivating the convention Hβ;∞ := Hβ.
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Remark 1.1. The limit in (1.7) determines the regime in the BBP phase transition:
a limit of ∞ corresponds to the subcritical regime, a finite limit to the critical
regime, and a limit of −∞ to the supercritical regime.
We turn to our main results. For the sake of convenience, we work with a
modification of the tridiagonal model (1.6):
(1.9)
Mβ;wN :=

√
NℓN
√
N + ξ0√
N + ξ0 a1
√
N − 1 + ξ1
√
N − 1 + ξ1 a2
. . .
. . .
. . . 1 + ξN−1
1 + ξN−1 aN
 .
The following assumption summarizes the conditions we impose on the matrix
entries throughout the paper. We emphasize that we allow the random variables
a1, a2, . . . and ξ0, ξ1, . . . to vary with N , even though the dependence on N is
suppressed to simplify the notation.
Assumption 1.2. The random variables a1, a2, . . . and ξ0, ξ1, . . . are mutually
independent and such that:
(a)
∣∣E[am]∣∣ = o((N −m)−1/3) and ∣∣E[ξm]∣∣ = o((N −m)−1/3) as (N −m)→∞,
(b) E[a2m] = s
2
a
+ o(1) and E[ξ2m] = s
2
ξ + o(1) as (N −m) → ∞, where sa, sξ are
non-negative constants satisfying
s2
a
4 + s
2
ξ =
1
β for some β > 0,
(c) E
[|am|p] ≤ Cppγp and E[|ξm|p] ≤ Cppγp for all N , m and p, with some
constants C <∞ and 0 < γ < 2/3.
Moreover, we assume that the non-random sequence ℓN , N ∈ N satisfies (1.7) and
use the convention a0 := 0.
Remark 1.3. Assumption 1.2 holds, in particular, when the am’s are chosen to
be i.i.d. Gaussian with mean 0 and variance 2/β, whereas the ξm’s are drawn
independently such that each
√
β(
√
N −m + ξm) is a chi random variable with
parameter β(N −m) (see [13, Lemma 2.2]).
Motivated by the computation in (1.5), we consider the powers
(1.10) Mβ;wT ;N :=
(
Mβ;wN
2
√
N
)⌊TN2/3⌋
, T ≥ 0.
The operator limits of the latter turn out to be given by the following definition.
Definition 1.4. For every β, T > 0 consider the operator
(1.11)
(Uβ;wT f)(x) := ERx
[
exp
(
−
∫ T
0
Rxt
2
dt+
∫ ∞
0
LaT (R
x)√
β
dWa − wL
0
T (R
x)
2
)
f(RxT )
]
acting on the space
(1.12)
D :=
{
f ∈ L1loc([0,∞)) :
∣∣f(x)∣∣ ≤ C1eC2x1−δ for some C1, C2 <∞, δ ∈ (0, 1)},
where
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(a) Rx is a reflected Brownian motion started at x ≥ 0,
(b) ERx [ · ] is the expectation with respect to Rx,
(c) the local time of Rx is defined as the continuous version of
(1.13) LaT (R
x) := lim
ε↓0
1
ε
∫ T
0
1[a,a+ε)(R
x
t ) dt, a ≥ 0,
(d) W is a standard Brownian motion independent of Rx,
(e) the Itoˆ integral with respect to W is defined pathwise, as per [16].
Remark 1.5. A trivial restatement of Definition 1.4 is that Uβ;wT is a random
integral operator with the kernel
Kβ;wT (x, y) :=
exp
(
− (x−y)22T
)
+ exp
(
− (x+y)22T
)
√
2πT
· ERx
[
exp
(
−
∫ T
0
Rxt
2
dt+
∫ ∞
0
LaT (R
x)√
β
dWa − wL
0
T (R
x)
2
)∣∣∣∣RxT = y].
(1.14)
Remark 1.6. For each N , the matrixMβ;wT ;N can be regarded as an integral opera-
tor acting on L1loc([0,∞)) by associating RN+1 with the subspace of step functions
(1.15) L1N ([0,∞)) :=
{ N∑
l=0
vl1[N−1/3l,N−1/3(l+1)) : v0, v1, . . . , vN ∈ R
}
,
and then mapping functions f ∈ L1loc([0,∞)) into L1N([0,∞)) via
(1.16) (πNf)(x) :=
N∑
l=0
N1/6
∫ N−1/3(l+1)
N−1/3l
f(y) dy · 1[N−1/3l,N−1/3(l+1))(x)
before acting with Mβ;wT ;N on them.
Our main convergence result reads as follows.
Theorem 1.7. For every β > 0, w ∈ R, and with D defined in (1.12), one has
(1.17)
∀ f, g ∈ D, T ≥ 0 : lim
N→∞
(
πNf
)⊤Mβ;wT ;N(πNg) = ∫ ∞
0
f(x) (Uβ;wT g)(x) dx,
where the convergence is in distribution and in the sense of moments. Moreover,
these convergences hold jointly for any finite collection of T ’s, f ’s and g’s, and
in the case of the convergence in distribution also jointly with the convergence in
distribution
(1.18)
√
β lim
N→∞
N−1/6
⌊N1/3x⌋∑
m=0
(am
2
+ ξm
)
= Wx, x ≥ 0
with respect to the Skorokhod topology. Here W is the Brownian motion from (1.11).
Next, we present some natural properties of the operators Uβ;wT , T ≥ 0, viewed as
operators on L2([0,∞)), and, in particular, connect them to the spiked stochastic
Airy operator Hβ;w in (1.8).
Proposition 1.8. For every β > 0 and w ∈ R, the following statements hold.
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(a) If the same Brownian motion W is used in the definitions of Hβ;w and Uβ;wT ,
then for every T ≥ 0,
(1.19) Uβ;wT = exp
(
− T
2
Hβ;w
)
almost surely,
in the sense that if (fq,Λq : q ∈ N) are the eigenfunction-eigenvalue pairs
of Hβ;w, then Uβ;wT is the unique operator on L2([0,∞)) with eigenfunction-
eigenvalue pairs (fq, e
−TΛq/2 : q ∈ N) almost surely.
(b) The family (Uβ;wT : T ≥ 0) has the almost sure semigroup property in the sense
that for all T1, T2 ≥ 0, one has Uβ;wT1 U
β;w
T2
= Uβ;wT1+T2 almost surely.
(c) For every T > 0, the operator Uβ;wT is symmetric, non-negative and belongs to
the Hilbert-Schmidt class almost surely.
(d) For every T > 0, the operator Uβ;wT is almost surely trace class and obeys the
trace formula
(1.20) Tr
(Uβ;wT ) = ∫ ∞
0
Kβ;wT (x, x) dx.
(e) The family (Uβ;wT : T ≥ 0) is L2-strongly continuous in expectation, that is, for
all p > 0, T ≥ 0 and f ∈ L2([0,∞)), one has
(1.21) lim
t→T
E
[∥∥Uβ;wT f − Uβ;wt f∥∥pL2([0,∞))] = 0.
Remark 1.9. Proposition 1.8(a) should be viewed as a Feynman-Kac formula for
the spiked stochastic Airy operator Hβ;w.
Remark 1.5 shows that one might be able to understand observables of the
limiting operators Uβ;wT , T ≥ 0, such as moments of certain linear statistics of
their spectra, by investigating the corresponding functionals of reflected Brownian
motions conditioned on their endpoints. As a first step in this direction, we consider
E
[
Kβ;wT (0, 0)
]
, which, in view of the next proposition, seems to be the simplest
object to study.
Proposition 1.10. For every β, T > 0 and w ∈ R,
E
[
Kβ;wT (0, 0)
]
=
√
2
πT
E
[
exp
(
− T
3/2
2
(∫ 1
0
rt dt−
∫ ∞
0
La1(r)
2
β
da
)
− T 1/2wL
0
1(r)
2
)]
,
(1.22)
where rt, t ∈ [0, 1] is a reflected Brownian bridge.
Since the density of L01(r) is known (see e.g. [21, equation (3)]), it suffices to
find the conditional distribution of the functional
(1.23)
∫ 1
0
rt dt−
∫ ∞
0
La1(r)
2
β
da
given L01(r) to compute the right-hand side in (1.22). For β = 2, this leads to the
following theorem of independent interest.
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Theorem 1.11. Let rt, t ∈ [0, 1] be a reflected Brownian bridge. Then, for every
α ≥ 0, the conditional distribution of the functional
(1.24)
∫ 1
0
rt dt−
∫ ∞
0
La1(r)
2
2
da
given L01(r) = α is Gaussian with mean −α/4 and variance 1/12.
Remark 1.12. Conditional on L01(r) = 0, the process rt, t ∈ [0, 1] is a standard
Brownian excursion, so that Theorem 1.11 is a generalization of the distributional
identity for the latter found in [13, Corollary 2.15] (see also [14, Theorem 1.1]).
As a consequence of Theorem 1.11, we obtain an explicit formula forE
[
K2;wT (0, 0)
]
.
Corollary 1.13. For any w ∈ R and T > 0, and with
(1.25) Cw;T :=
√
T (T − 4w)
4
√
2
,
it holds
(1.26)
E
[
K2;wT (0, 0)
]
=
√
2
πT
exp
(
T 3
96
)(
1 +
√
πCw;T exp
(
C2w;T
)(
erf(Cw;T ) + 1
))
,
where erf(z) := 2√
pi
∫ z
0 e
−a2 da denotes the error function.
For β 6= 2, we were not able to obtain an analogue of Theorem 1.11.
Open Problem 1.14. Find the conditional distribution of the functional in (1.23)
given L01(r) for all β > 0.
Remark 1.15. A simple computation based on Theorem 1.11 shows that the
unconditional distribution of the random variable
(1.27) A :=
√
12
(∫ 1
0
rt dt−
∫ ∞
0
La1(r)
2
2
da
)
has a moment-generating function given by
(1.28) E
[
exp(κA)
]
= exp
(
κ2
2
)
−
√
3
2
κ exp
(
2κ2
)
erfc
(√
3
2
κ
)
,
where erfc(z) := 2√
pi
∫∞
z
e−a
2
da denotes the complementary error function. There-
fore, it seems natural to view the density of A as a sum of the standard Gaussian
density and a function that integrates to 0, which yields a corresponding decompo-
sition of the moments of A (see Table 1 for the first few moments). In particular,
Table 1 suggests the following formula for the odd moments of A:
(1.29) E
[
A2n−1
]
= −2
n(2n− 1)!
4(n− 1)!
√
6π, n = 1, 2, . . . ,
leading us to believe that A admits an interesting combinatorial interpretation.
The remainder of the paper is structured as follows. In Section 2, we prove a
strong invariance principle for certain non-negative random walks and their families
of occupation times, which plays a central role in the proof of Theorem 1.7. The
proof of the invariance principle is based on the observation that the non-negative
random walks in consideration can be viewed as images of simple random walks
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Table 1. The first few moments of A
E[A] −√6π/2
E[A2] 1 + 6
E[A3] −6√6π
E[A4] 3 + 108
E[A5] −120√6π
E[A6] 15 + 2646
E[A7] −3360√6π
E[A8] 105 + 85032
E[A9] −120960√6π
E[A10] 945 + 3404430
E[A11] −5322240√6π
E[A12] 10395 + 163446660
E[A13] −276756480√6π
E[A14] 135135+ 9153449550
under the Skorokhod reflection map, and we expect the same idea to apply for a
wide variety of constrained discrete processes. Section 3 is devoted to the proof
of Theorem 1.7. The proof has the following general structure: first, we write
the entries of the matrix Mβ;wT ;N as expectations of suitable functionals of the non-
negative random walks of Section 2 and the entries of the matrix Mβ;wN ; then, we
derive the limiting behavior of suitably truncated versions of such expectations
using the strong invariance principle of Section 2; finally, we remove the truncation
by obtaining appropriate uniform moment estimates on the functionals involved.
In Section 4, we show the properties of the limiting operators Uβ;wT , T ≥ 0 listed
in Proposition 1.8. Lastly, in Section 5 we establish Theorem 1.11, as well as
Proposition 1.10 and Corollary 1.13. The proof of Theorem 1.11 combines the
ideas of [14] with the analogue of Jeulin’s theorem for a reflected Brownian bridge
conditioned on its local time at zero from [22, Corollary 16(iii)].
2. A strong invariance principle
This section focuses on the strong invariance principle for certain non-negative
random walks and their families of occupation times, which is at the heart of the
proof of Theorem 1.7. For starters, we let Y = (Y0, Y1, . . .) be a random walk on
the non-negative integers with transition probabilities
P[Yn+1 = z + 1 |Yn = z] = P[Yn+1 = z − 1 |Yn = z] = 1
2
, z = 1, 2, . . . ,
P[Yn+1 = 1 |Yn = 0] = P[Yn+1 = 0 |Yn = 0] = 1
2
.
(2.1)
In other words, when Y is away from 0, it behaves like a simple symmetric random
walk (SSRW), and when Y is at 0, it stays at 0 or moves to 1 with equal probability.
Given T > 0 and N ∈ N, we let k = k(T,N) := ⌊TN2/3⌋ and Tk := kN−2/3.
Moreover, for each x ≥ 0, we define a process Xk;xt , t ∈ [0, Tk] satisfying
(2.2)
(
Xk;x0 , X
k;x
N−2/3
, . . . , Xk;xTk
) d
= (Y0, Y1, . . . , Yk |Y0 = ⌊xN1/3⌋)
and interpolating linearly between these time points (see Figure 1 for an illus-
tration). We also introduce the normalized occupation times of Xk;x for positive
levels:
(2.3) La(Xk;x) := N−1/3
∣∣{t ∈ [0, Tk] : Xk;x = aN1/3}∣∣, a > 0
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and use the convention
(2.4) L0(Xk;x) := lim
a↓0
La(Xk;x).
Finally, we let
(2.5) H(Xk;x) :=
∣∣{t ∈ [0, Tk] ∩N−2/3N : Xk;xt−N−2/3 = Xk;xt = 0}∣∣
be the number of the horizontal steps at zero in
(
Xk;x0 , X
k;x
N−2/3
, . . . , Xk;xTk
)
. Our
strong invariance principle can now be stated as follows.
0
2
4
Figure 1. A sample path of Xk;x with k = 28 and ⌊xN1/3⌋ = 3.
Theorem 2.1. For every T > 0 and x ≥ 0, there exists a coupling of the sequence
of processes Xk;x, N ∈ N and a reflected Brownian motion Rx such that
sup
t∈[0,Tk]
∣∣N−1/3Xk;xt −Rxt ∣∣ ≤ CN−1/3 logN, N ∈ N,(2.6)
sup
a>0
∣∣La(Xk;x)− LaT (Rx)∣∣ ≤ CN−1/16, N ∈ N,(2.7) ∣∣N−1/3H(Xk;x)− L0T (Rx)/2∣∣ ≤ CN−1/3 logN, N ∈ N,(2.8)
where C is a suitable finite random variable.
A direct construction of the coupling in Theorem 2.1 appears to be difficult.
Instead, our proof of Theorem 2.1 relies on the Komlo´s-Major-Tusna´dy coupling
of a SSRW with a standard Brownian motion and an application of the Skorokhod
reflection map. We briefly recall the definition and some properties of the latter.
Definition 2.2. Given a T > 0 and a continuous process Zt, t ∈ [0, T ], we define
the Skorokhod map evaluated at Z as the continuous process
(2.9) Γ(Z)t = Zt + sup
s∈[0,t]
(−Zs)+, t ∈ [0, T ],
where (·)+ := max(0, ·) denotes the positive part of a real number.
A reflected Brownian motion Rx can be defined by Rx = |x+ W˜ |, where W˜ is a
standard Brownian motion. According to Tanaka’s formula (see e.g. [24, Chapter
VI, Theorem 1.2]) one has
(2.10) Rxt = x+
∫ t
0
sgn(W˜s) dW˜s + L
−x
t (W˜ ), t ∈ [0, T ].
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Furthermore, if we let
(2.11) Bxt := x+
∫ t
0
sgn(W˜s) dW˜s, t ∈ [0, T ],
which is a Brownian motion started at x, then it follows from a classical result of
Skorokhod [24, Chapter VI, Lemma 2.1 and Corollary 2.2] that
Rxt = B
x
t + sup
s∈[0,t]
(−Bxs )+ = Γ(Bx)t, t ∈ [0, T ],(2.12)
sup
s∈[0,t]
(−Bxs )+ = L−xt (W˜ ) = L0t (x+ W˜ ) =
L0t (R
x)
2
, t ∈ [0, T ].(2.13)
We give in the next proposition a discrete analogue of these results.
Proposition 2.3. Let Y˜ = (Y˜0, Y˜1, . . .) be a SSRW and define the process X˜
k;x,
t ∈ [0, Tk] by using the same procedure as for Xk;x (that is, equation (2.2) followed
by a linear interpolation), but with with the SSRW Y˜ instead of the random walk
Y . Then, Y and Y˜ can be coupled in such a way that Xk;xt = Γ(X˜
k;x)t, t ∈ [0, Tk]
and H(Xk;x) = supt∈[0,Tk] (−X˜k;xt )+.
Proof. Both Xk;x and X˜k;x can take a total of 2k possible sample paths, and the
measures that Y and Y˜ induce on these paths are uniform in both cases. Therefore,
we need to show that Γ is a bijection taking paths of X˜k;x to paths of Xk;x and
that H(Γ(X˜k;x)) = supt∈[0,Tk] (−X˜k;xt )+.
Whenever min X˜k;x ≥ 0, the Skorokhod map Γ leaves X˜k;x unchanged, and
trivially H(Γ(X˜k;x)) = 0 = supt∈[0,Tk] (−X˜k;xt )+. On the other hand, whenever
min X˜k;x < 0, the application of Γ can be described as follows (see Figure 2 below):
(a) one determines the first hitting times τ−1 < τ−2 < · · · of the negative integer
levels by X˜k;x;
(b) one sets Γ(X˜k;x)t := X˜
k;x
t for t ∈
[
0, τ−1 −N−2/3
]
;
(c) for j = 1, 2, . . . , −min X˜k;x, one lets Γ(X˜k;x)t := 0 for t ∈
(
τ−j−N−2/3, τ−j
]
;
(d) for j = 1, 2, . . . , −min X˜k;x − 1, one defines Γ(X˜k;x)t := X˜k;xt + j for t ∈(
τ−j , τ−j−1 −N−2/3
]
;
(e) one puts Γ(X˜k;x)t := X˜
k;x
t −min X˜k;x for t ∈
(
τmin X˜k;x , Tk
]
.
It follows immediately from this description that the horizontal steps at zero
in
(
Γ(X˜k;x)0, Γ(X˜
k;x)N−2/3 , . . . , Γ(X˜
k;x)Tk
)
occur at τ−1 − N−2/3, τ−2 − N−2/3,
. . ., τmin X˜k;x − N−2/3, so that H(Γ(X˜k;x)) = −min X˜k;x = supt∈[0,Tk] (−X˜k;xt )+.
Moreover, for every path of Xk;x, one can uniquely reconstruct the corresponding
path Γ−1(Xk;x) = X˜k;x by inferring the sequence τ−1 < τ−2 < · · · from the
horizontal segments in the path of Xk;x, solving the equations in (b), (d), (e)
above, and inserting the remaining H(Xk;x) downward sloping segments. 
Next, we prepare another coupling needed for the proof of Theorem 2.1.
Lemma 2.4. For every T > 0 and x ≥ 0, there exists a coupling of the sequence of
processes X˜k;x, N ∈ N defined in Proposition 2.3 and a standard Brownian motion
B such that
(2.14) sup
t∈[0,Tk]
∣∣N−1/3X˜k;xt − (x+Bt)∣∣ ≤ CN−1/3 logN, N ∈ N,
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Figure 2. Illustration of the discrete Skorokhod map.
where C is a suitable finite random variable.
Proof. Consider a probability space which supports a standard Brownian motion
B and define the standard Brownian motions
(2.15) B
(N)
t := N
1/3BtN−2/3 , t ≥ 0
for all N ∈ N. According to a well-known procedure of Komlo´s, Major and Tusna´dy
(see e.g. [19, Section 7]), one can construct random walks (Y˜
(N)
0 , Y˜
(N)
1 , . . .) , N ∈ N
as deterministic functions of the Brownian motions B(N), N ∈ N, respectively, such
that for every α > 0, there exists a C <∞ so that
(2.16) P
[
max
0≤n≤k
∣∣Y˜ (N)n −B(N)n ∣∣ ≥ C logN] ≤ CN−α, N ∈ N.
As a result, we can couple the sequence X˜k;x, N ∈ N with B ensuring
(2.17) P
[
max
0≤i≤k
∣∣N−1/3Xk;x
N−2/3i
−BN−2/3i
∣∣ ≥ CN−1/3 logN] ≤ CN−α, N ∈ N.
Lastly, we let α > 1 and conclude by applying the Borel-Cantelli lemma and the
Le´vy modulus of continuity theorem. 
Finally, we define the random walk Y = (Y 0, Y 1, . . .) on the integers, to be used
in the proof of Theorem 2.1, by
P[Y n+1 = z + 1 |Y n = z] = P[Y n+1 = z − 1 |Y n = z] = 1
2
, z ∈ Z\{0},
P[Y n+1 = 1 |Y n = 0] = P[Y n+1 = −1 |Y n = 0] = 1
4
, P[Y n+1 = 0 |Y n = 0] = 1
2
.
(2.18)
For every n ∈ N, we let
(2.19) Hn(Y ) =
∣∣{1 ≤ i ≤ n : Y i−1 = Y i = 0}∣∣
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be the number of the horizontal steps at zero among the first n steps of Y and
define v(Y )n, n = 0, 1, . . . as the process obtained from Y by removing all the
horizontal steps at zero, so that
(2.20) Y n = v(Y )n−Hn(Y ), n = 0, 1, . . . .
We also introduce, for m ∈ N, T > 0 and a 6= 0, the normalized occupation times
(2.21) Lam;T (Y ) := m
−1/2∣∣{0 ≤ t ≤ ⌊mT ⌋ : Y t = √ma}∣∣,
where we define Y for non-integer times by linear interpolation. Lastly, we let
Lam;T (v(Y )) be given by (2.21) with v(Y ) in place of Y .
Remark 2.5. By examining the transition probabilities of Y it becomes clear that
v(Y )n, n = 0, 1, . . . is a SSRW, and that Y and Y can be coupled to obey
(2.22) |Y n| = Yn, n = 0, 1, . . . ,
provided the two processes have the same starting point. If we condition on the
starting point Y0 = Y 0 = ⌊N1/3x⌋, then it holds under this coupling that
(2.23) La(Xk;x) = LaN2/3;T (Y ) + L
−a
N2/3;T
(Y ), a > 0.
We conclude the section with the proof of Theorem 2.1.
Proof of Theorem 2.1. The maps Γ and f 7→ supt∈[0,T ](−f(t))+ are 2-Lipschitz
and 1-Lipschitz with respect to the supremum norm, respectively, so that (2.6)
and (2.8) follow from (2.14) by combining Proposition 2.3 with (2.12) and (2.13),
respectively.
The remaining estimate (2.7) is a consequence of the estimate (2.6) and the
regularity of the local time processes involved. More specifically, by using the same
arguments as in [13, Appendix B] (note that a 7→ LaT (Rx) inherits the regularity
properties of a 7→ LaT (W˜ ) due to Rx = |x+W˜ |), we can reduce (2.7) to the following
statement: for every ε > 0, there exists a finite random variable Cε such that
(2.24) sup
a1,a2>0
|a1−a2|≤N−2/15
∣∣La1(Xk;x)− La2(Xk;x)∣∣ ≤ CεN−1/15+ε, N ∈ N
(cf. [13, Lemma B.3]). To this end and in view of (2.23), it suffices to prove that
(2.25) sup
a1,a2∈R\{0}
|a1−a2|≤N−2/15
∣∣La1
N2/3;T
(Y )− La2
N2/3;T
(Y )
∣∣ ≤ CεN−1/15+ε, N ∈ N.
Applying [3, Proposition 3.1] to the SSRW v(Y ) we get
(2.26)
sup
t∈[0,T ]
sup
a1,a2∈R\{0}
|a1−a2|≤N−2/15
∣∣La1
N2/3;t
(
v(Y )
)− La2
N2/3;t
(
v(Y )
)∣∣ ≤ CεN−1/15+ε, N ∈ N,
at which point the desired estimate (2.25) follows from (2.20). 
3. Proof of Theorem 1.7
This section is devoted to the proof of Theorem 1.7. Since the proof is rather
long, we first present an informal overview of the arguments in Subsection 3.1,
before rigorously carrying out the proof in Subsections 3.2–3.4.
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3.1. Informal overview of the proof. Let β > 0, w ∈ R, T > 0 and f, g ∈ D be
fixed. Our object of study is the scalar product
(3.1)
(
πNf
)⊤Mβ;wT ;N(πNg) = N∑
l,l′=0
(
πNf
)
[l] · Mβ;wT ;N [l, l′] ·
(
πNg
)
[l′].
Here and throughout the paper, we index all (N + 1) × (N + 1) matrices A by
l, l′ ∈ {0, 1, . . . , N} and write A[l, l′] for the (l, l′)-entry of A. Similarly, the entries
of all (N + 1)-dimensional vectors v are denoted by v[l] for l ∈ {0, 1, . . . , N}. By
the definition of πN in (1.16), we then see that
(
πNf
)⊤Mβ;wT ;N(πNg) = ∫ N2/3
0
∫ N2/3
0
f(x)Kβ;wT ;N(x, y) g(y) dxdy, where
Kβ;wT ;N :=
N∑
l,l′=0
N1/3Mβ;wT ;N [l, l′]1[N−1/3l,N−1/3(l+1))×[N−1/3l′,N−1/3(l′+1)).
Recalling k = k(T,N) = ⌊TN2/3⌋ and the definition of Mβ;wT ;N in (1.10), we find
for all l, l′ ∈ {0, 1, . . . , N}:
(3.2)
Mβ;wT ;N [l, l′] =
1
(2
√
N)k
∑
0≤l1,...,lk−1≤N
Mβ;wN [l, l1]M
β;w
N [l1, l2] · · · Mβ;wN [lk−1, l′].
Since Mβ;wN is tridiagonal, only (k + 1)-tuples (l0, l1, . . . , lk) that satisfy l0 = l,
lk = l
′ and |ls−1 − ls| ∈ {0, 1} for all s contribute to Mβ;wT ;N [l, l′]. Any such (k + 1)-
tuple can be thought of as a path from l0 to lk that takes steps of size +1 or −1
(when |ls−1 − ls| = 1), and horizontal steps (when ls−1 = ls). In the following, we
rely on this observation to write the sum on the right-hand side of (3.2) in terms
of expectations with respect to the random walks of Section 2.
For j = 0, 1, . . . and x ≥ 0, we define the random walk Xk−j;x, its normalized
occupation times and its number of horizontal steps at zero by (2.2)-(2.5), with
(k − j) in place of k. We also let X̂k−j;xt , t ∈ [0, Tk−j − N−2/3H(Xk−j;x)] be the
path obtained from Xk−j;xt , t ∈ [0, Tk−j ] by removing all horizontal segments at
zero (see Figure 3). Finally, we introduce the functional
Fj(X
k−j;x, a, ξ) :=
k−j−H(Xk−j;x)∏
i=1
√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i√
N
·
k−j−H(Xk−j;x)∏
i=1
(
1 +
ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i
)
ℓ
H(Xk−j;x)
N
·
(
1
(2
√
N)j
∑
0≤i1≤···≤ij≤k
j∏
j′=1
aX̂k−j;x
N−2/3i
j′
)
,
(3.3)
where the random walk Xk−j;x is independent of all am’s and ξm’s.
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Figure 3. Realizations of Xk−j;x (top) and X̂k−j;x (bottom).
If x ∈ [N−1/3l, N−1/3(l+1)) and y ∈ [N−1/3l′, N−1/3(l′+1)), then by definition
of Mβ;wN , one has
(3.4) Mβ;wT ;N [l, l′] =
k∑
j=0
Qx,yk−j
2k−j
EXk−j;x
[
Fj(X
k−j;x, a, ξ)
∣∣Xk−j;xTk−j = ⌊N1/3y⌋],
with Qx,yk−j being the number of paths X
k−j;x can take such that Xk−j;xTk−j = ⌊N1/3y⌋,
or equivalently,
(3.5) Qx,yk−j := 2
k−j P
[
Xk−j;xTk−j = ⌊N1/3y⌋
]
.
In the above, the parameter j represents the number of times it holds ls−1 = ls 6= 0
within a (k+1)-tuple (l0, l1, . . . , lk). Removing the corresponding horizontal steps
from the associated path leaves us with a path of Xk−j;x. At the same time, the
term in the third line of (3.3) keeps track of all the possible ways j horizontal steps
away from zero can be inserted into a given realization of Xk−j;x. Finally, the
term Qx,yk−j arises from the normalization inherent to the conditional expectation
EXk−j;x [ · |Xk−j;xTk−j = ⌊N1/3y⌋].
Next, we let
Scjk(f, g) :=
∫ N2/3
0
∫ N2/3
0
N1/3f(x)
· Q
x,y
k−j
2k−j
EXk−j;x
[
Fj(X
k−j;x, a, ξ)
∣∣Xk−j;xTk−j = ⌊N1/3y⌋] g(y) dx dy,
(3.6)
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j = 0, 1, . . . and observe
(3.7)
(
πNf
)⊤Mβ;wT ;N(πNg) = k∑
j=0
Scjk(f, g).
We also note that, by the total probability rule,
(3.8)
Scjk(f, g) =
∫ N2/3
0
f(x)EXk−j;x
[
Fj(X
k−j;x, a, ξ) ·N1/3
∫ N−1/3(Xk−j;xTk−j +1)
N−1/3Xk−j;xTk−j
g(y) dy
]
dx,
j = 0, 1, . . .. The proof of Theorem 1.7 now hinges on justifying the following
heuristic computation.
Heuristic computation 3.1. We recall the strong invariance principle of Theorem
2.1. Since log(1 + z) = z +O(z2) when z ≈ 0, we have for j = 0, 1, . . . that
k−j−H(Xk−j;x)∏
i=1
√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i√
N
= exp
(
1
2
k−j−H(Xk−j;x)∑
i=1
log
(
1−
X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i
N
))
≈ exp
(
− 1
2N2/3
k−j−H(Xk−j;x)∑
i=1
(
X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i
N1/3
))
→ exp
(
−
∫ T
0
Rxt
2
dt
)
, N →∞.
(3.9)
At the same time, (1− z)−1/2 = 1+O(z) when z ≈ 0 suggests for j = 0, 1, . . . that
k−j−H(Xk−j;x)∏
i=1
(
1 +
ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i
)
=
k−j−H(Xk−j;x)∏
i=1
(
1+
ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i√
N
(
1−
X̂k−j;x
N−2/3(i−1)∧X̂
k−j;x
N−2/3i
N
)−1/2)
≈ exp
(
k−j−H(Xk−j;x)∑
i=1
log
(
1 +
ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i√
N
))
≈ exp
(
k−j−H(Xk−j;x)∑
i=1
ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i√
N
)
= exp
( ∑
a∈N−1/3(N−1/2)
La(Xk−j;x)
ξ⌊N1/3a⌋
N1/6
)
→ exp
(
sξ
∫ ∞
0
LaT (R
x) dW ξa
)
,
(3.10)
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as N →∞, where W ξ is the Brownian motion arising from a Donsker type invari-
ance principle for the sequence ξ0, ξ1, . . . (see (3.20) below). Moreover,
ℓ
H(Xk−j;x)
N =
(
1− N
1/3(1− ℓN)
N1/3
)N1/3·(H(Xk−j;x)/N1/3)
→ exp
(
−wL
0
T (R
x)
2
)
, N →∞,
(3.11)
for j = 0, 1, . . ..
Next, we consider j = 2 and make the simple observation
(3.12)
1
N
∑
0≤i1≤i2≤k
aX̂k−2;x
N−2/3i1
aX̂k−2;x
N−2/3i2
=
1
2N
( k∑
i=0
aX̂k−2;x
N−2/3i
)2
+
1
2N
k∑
i=0
a2
X̂k−2;x
N−2/3i
.
In addition, from k = O(N2/3) and Assumption 1.2 we infer that the second sum-
mand on the right-hand side of (3.12) is negligible in the limit N → ∞. Similar
reasoning for j = 3, 4, . . . reveals that, for all j = 1, 2, . . ., as N →∞,
1
(2
√
N)j
∑
0≤i1≤···≤ij≤k
j∏
j′=1
aX̂k−j;x
N−2/3i
j′
≈ 1
j! (2
√
N)j
( k∑
i=0
aX̂k−j;x
N−2/3i
)j
=
1
j! 2j
( ∑
a∈N−1/3N
La(Xk−j;x)
a⌊N1/3a⌋
N1/6
)j
→ 1
j! 2j
(
sa
∫ ∞
0
LaT (R
x) dW aa
)j
,
(3.13)
where W a is the Brownian motion in a Donsker type invariance principle for the
sequence a1, a2, . . . (see (3.20) below).
Finally, the Lebesgue differentiation theorem suggests that
(3.14) N1/3
∫ N−1/3(Xk−j;xTk−j +1)
N−1/3Xk−j;xTk−j
g(y) dy → g(RxT ), N →∞.
All in all, we expect that, for each j = 0, 1, . . ., the quantity Scjk(f, g) converges,
as N →∞, to∫ ∞
0
f(x)ERx
[
exp
(
−
∫ T
0
Rxt
2
dt+ sξ
∫ ∞
0
LaT (R
x) dW ξa − w
L0T (R
x)
2
)
1
j!
(
sa
2
∫ ∞
0
LaT (R
x) dW aa
)j
g(RxT )
]
dx.
(3.15)
Summing over j = 0, 1, . . . and letting W :=
√
β
(
sξW
ξ + sa2 W
a
)
we end up
precisely with the right-hand side of (1.17).
3.2. Truncated convergence. Our first step in the rigorous proof of Theorem
1.7 consists in establishing a convergence result for truncated versions of Scjk(f, g),
j = 0, 1, . . .. To this end, we define for all S ∈ [−∞, 0] and S ∈ [0,∞] the truncated
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functionals
F˜
(S,S)
j (X
k−j;x, a, ξ) = S ∨
(
k−j−H(Xk−j;x)∏
i=1
√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i√
N
·
k−j−H(Xk−j;x)∏
i=1
(
1 +
ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i
)
ℓ
H(Xk−j;x)
N
· 1
j! (2
√
N)j
(
k−j−H(Xk−j;x)∑
i=0
aX̂k−j;x
N−2/3i
)j )
∧ S, j = 0, 1, . . .
(3.16)
and for all K ∈ N ∪ {0,∞} the truncated functions fK = fhK and gK = ghK ,
where the continuous hK : [0,∞)→ [0, 1] satisfy hK ≡ 1 on [0,K) and hK ≡ 0 on
[2K,∞).
Remark 3.2. Note that, apart from the truncation at S and S, the functionals Fj
and F˜
(S,S)
j differ in the way the am’s enter into them.
We now truncate the terms Scjk(f, g), j = 0, 1, . . . according to
S˜c
j
k(f, g;S, S)
:=
∫ N2/3
0
f(x)EXk−j;x
[
F˜
(S,S)
j (X
k−j;x, a, ξ) ·N1/3
∫ N−1/3(Xk−j;xTk−j +1)
N−1/3Xk−j;xTk−j
g(y) dy
]
dx
(3.17)
and introduce the limiting operators
(U (S,S)T ;j f)(x) := ERx[(S ∨ exp(−∫ T
0
Rxt
2
dt+ sξ
∫ ∞
0
LaT (R
x) dW ξa − w
L0T (R
x)
2
)
· 1
j!
(
sa
2
∫ ∞
0
LaT (R
x) dW aa
)j
∧ S
)
f(RxT )
]
(3.18)
for f ∈ D and j = 0, 1, . . ..
Proposition 3.3. Let S, S and K be finite. Then, for all functions f ∈ D and
g ∈ D ∩ C([0,∞)),
(3.19) lim
N→∞
S˜c
j
k(fK , gK ;S, S) =
∫ ∞
0
fK(x)
(U (S,S)T ;j gK)(x) dx
in distribution and in the sense of moments. These convergences hold jointly for
any finite collection of j’s, T ’s, f ’s and g’s, and in the case of the convergence in
distribution also jointly with the convergences in distribution
(3.20)
lim
N→∞
⌊N1/3x⌋∑
m=0
am
N1/6
= saW
a
x , x ≥ 0 and lim
N→∞
⌊N1/3x⌋∑
m=0
ξm
N1/6
= sξW
ξ
x , x ≥ 0
with respect to the Skorokhod topology.
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The key ingredient in the proof of Proposition 3.3 is the next lemma. Therein
and henceforth, for probability measures µ on [0,∞), we use the notations Xk;µ
and Rµ for the random walk Xk;x started according to the image of µ under the
map x 7→ ⌊xN1/3⌋ and the reflected Brownian motion Rx started according to µ,
respectively.
Lemma 3.4. Let n ∈ N and µ1, µ2, . . . , µn be probability measures on [0,∞).
Then, there exists a coupling of independent Xk;µ1 , Xk;µ2 , . . . , Xk;µn with indepen-
dent Rµ1 , Rµ2 , . . . , Rµn such that the following limits in distribution hold jointly
over l = 1, 2, . . . , n, and also jointly with (3.20),
lim
N→∞
sup
t∈[0,Tk]
∣∣N−1/3Xk;µlt −Rµlt ∣∣ = 0,(3.21)
lim
N→∞
∑
a∈N−1/3(N−1/2)
La(Xk;µl)
ξ⌊N1/3a⌋
N1/6
= sξ
∫ ∞
0
LaT (R
µl) dW ξa ,(3.22)
lim
N→∞
N−1/3H(Xk;µl) =
L0T (R
µl)
2
,(3.23)
lim
N→∞
∑
a∈N−1/3N
La(Xk;µl)
a⌊N1/3a⌋
N1/6
= sa
∫ ∞
0
LaT (R
µl) dW aa .(3.24)
Proof. The lemma can be obtained from the coupling construction of Theorem 2.1
by the same arguments as in the derivation of [13, Proposition 4.9] from the coupling
in [13, Proposition 4.1]. More specifically, one starts with the case n = 1 and
µ1 = δx for some x ≥ 0. Then, the joint convergences (3.21)-(3.24) in distribution
are due to the convergence of the associated joint characteristic functions, which
under the coupling of Theorem 2.1 is a consequence of the almost sure convergences
of the conditional characteristic functions
lim
N→∞
Eξ
[
exp
(
i θ
∑
a∈N−1/3(N−1/2)
La(Xk;x)
ξ⌊N1/3a⌋
N1/6
)]
= EW ξ
[
exp
(
i θ sξ
∫ ∞
0
LaT (R
x) dW ξa
)]
,
(3.25)
lim
N→∞
Ea
[
exp
(
i θ
∑
a∈N−1/3N
La(Xk;x)
a⌊N1/3a⌋
N1/6
)]
= EWa
[
exp
(
i θ sa
∫ ∞
0
LaT (R
x) dW aa
)](3.26)
for all θ ∈ R (see [13, first half of p. 18] for more details). The latter follow from
the central limit theorem in the form of the upper bound in [4, Theorem 8.4], the
coupling of Theorem 2.1 and Assumption 1.2 (see [13, pp. 18–19] for more details).
In the case of n = 1 and a general probability measure µ1, the joint convergences
(3.21)-(3.24) in distribution can be deduced from the previous case by integrating
with respect to µ1 and relying on the uniform boundedness of characteristic func-
tions. Finally, in the case of n > 1, one can repeat the same proof, but invoking the
multidimensional version of the central limit theorem used before, obtaining this
way also the convergences of (3.20) in the sense of convergence of finite-dimensional
distributions. The latter can be improved to the desired distributional convergences
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of processes by applying a standard tightness result (see e.g. [5, Problem 8.4 and
proof of Theorem 8.1]). 
We also prepare the following lemma needed in our proof of Proposition 3.3.
Lemma 3.5. Let µ be a probability measure on [0,∞). Then, for each j = 0, 1, . . .,
under any coupling such that limN→∞N−1/3X
k−j;µ
Tk−j
= RµT almost surely, it holds
(3.27) lim
N→∞
N1/3
∫ N−1/3(Xk−j;µTk−j +1)
N−1/3Xk−j;µTk−j
g(y) dy = g(RµT )
with probability one, for any uniformly continuous function g : [0,∞)→ R.
Proof. It suffices to write
N1/3
∫ N−1/3(Xk−j;µTk−j +1)
N−1/3Xk−j;µTk−j
g(y) dy
= N1/3
∫ N−1/3(Xk−j;µTk−j +1)
N−1/3Xk−j;µTk−j
g(y)− g(N−1/3Xk−j;µTk−j ) dy + g(N−1/3Xk−j;µTk−j )
(3.28)
and to note that the integral on the right-hand side tends to 0 with probability one,
as N → ∞, by the uniform continuity of g, whereas limN→∞ g(N−1/3Xk−j;µTk−j ) =
g(RµT ) almost surely. 
We are now ready to prove Proposition 3.3.
Proof of Proposition 3.3. Let us first consider fixed j, T , f and g. Since the
terms S˜c
j
k(fK , gK ;S, S) are bounded uniformly in N , it suffices to show the con-
vergence of moments. Further, without loss of generality we may assume fK ≥ 0
and
∫∞
0 fK(x) dx = 1 (otherwise we write fK as the difference of its positive and
negative parts, and the latter as multiples of functions of the described kind). In
particular, this allows to define µ as the probability measure with the density fK .
With i.i.d. copies Xk−j;µ1 , Xk−j;µ2 , . . . , Xk−j;µn of Xk−j;µ and i.i.d. copies
Rµ1 , Rµ2 , . . . , Rµn of Rµ, the n-th moment of S˜c
j
k(fK , gK ;S, S) can be expressed
using Fubini’s theorem as
(3.29) E
[ n∏
l=1
(
F˜
(S,S)
j (X
k−j;µl , a, ξ) ·N1/3
∫ N−1/3(Xk−j;µlTk−j +1)
N−1/3X
k−j;µl
Tk−j
gK(y) dy
)]
,
whereas the n-th moment of
∫∞
0 fK(x)
(U (S,S)T ;j gK)(x) dx reads
E
[ n∏
l=1
((
S ∨ exp
(
−
∫ T
0
Rµlt
2
dt+ sξ
∫ ∞
0
LaT (R
µl) dW ξa − w
L0T (R
µl)
2
)
· 1
j!
(
sa
2
∫ ∞
0
LaT (R
µl) dW aa
)j
∧ S
)
gK(R
µl
T )
)]
.
(3.30)
To establish the convergence of the expectation in (3.29) to that in (3.30) we work
under the coupling of Lemma 3.4 and view the random walksXk−j;µ1 , Xk−j;µ2 , . . . ,
Xk−j;µn as the respective restrictions ofXk;µ1 , Xk;µ2 , . . . , Xk;µn to [0, Tk−j ]. Then,
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Xk−j;µ1 , Xk−j;µ2 , . . . , Xk−j;µn inherit the asymptotics (3.21)-(3.24) from Xk;µ1 ,
Xk;µ2 , . . . , Xk;µn , and Lemma 3.5 applies, so that
(3.31) lim
N→∞
N1/3
∫ N−1/3(Xk−j;µlTk−j +1)
N−1/3X
k−j;µl
Tk−j
gK(y) dy = gK(R
µl
T ), l = 1, 2, . . . , n
with probability one.
We proceed to the asymptotics of F˜
(S,S)
j (X
k−j;µl , a, ξ), l = 1, 2, . . . , n. Our
first claim is that
(3.32) lim
N→∞
k−j−H(Xk−j;µl )∏
i=1
√
N − X̂k−j;µl
N−2/3(i−1) ∧ X̂
k−j;µl
N−2/3i√
N
= exp
(
−
∫ T
0
Rµlt
2
dt
)
for l = 1, 2, . . . , n almost surely. Indeed, for every such l, according to the Taylor
expansion log(1 + z) = z + O(z2) about z = 0, an approximation as in the third
line of (3.9) (with Xk−j;x, X̂k−j;x replaced by Xk−j;µl , X̂k−j;µl ) holds up to a
multiplicative error of at most
(3.33) exp
(
O
(
N−4/3
(
sup
t∈[0,Tk−j ]
Xk−j;µlt
)2))
.
Writing the resulting approximation in terms of Xk−j;µl we obtain (3.32) as an
elementary consequence of (3.21).
Next, we prove the joint convergence in distribution
lim
N→∞
k−j−H(Xk−j;µl )∏
i=1
1 + ξX̂k−j;µlN−2/3(i−1)∧X̂k−j;µlN−2/3i√
N − X̂k−j;µl
N−2/3(i−1) ∧ X̂
k−j;µl
N−2/3i

= exp
(
sξ
∫ ∞
0
LaT (R
µl) dW ξa
)(3.34)
for l = 1, 2, . . . , n. To this end, we use the Taylor expansion (1 − z)−1/2 =
1+O(z) about z = 0 to conclude that, for each l, an approximation as in the third
line of (3.10) (with Xk−j;µl , X̂k−j;µl in place of Xk−j;x, X̂k−j;x) applies up to a
modification of each
(3.35)
ξ
X̂
k−j;µl
N−2/3(i−1)
∧X̂k−j;µl
N−2/3i√
N
to
ξ
X̂
k−j;µl
N−2/3(i−1)
∧X̂k−j;µl
N−2/3i√
N
(
1 +O
(
N−1 sup
t∈[0,Tk−j ]
Xk−j;µlt
))
.
At this point, we employ the Taylor expansion log(1 + z) = z +O(z2) about z = 0
to obtain an expression as in the fourth line of (3.10), with the summands therein
modified to
ξ
X̂
k−j;µl
N−2/3(i−1)
∧X̂k−j;µl
N−2/3i√
N
(
1 +O
(
N−1 sup
t∈[0,Tk−j]
Xk−j;µlt
))
+O
((ξ
X̂
k−j;µl
N−2/3(i−1)
∧X̂k−j;µl
N−2/3i
)2
N
(
1 +O
(
N−1 sup
t∈[0,Tk−j ]
Xk−j;µlt
))2)
.
(3.36)
The contribution of the first line in (3.36) can be evaluated as in the equality on the
fifth line of (3.10), which leads to the limit in distribution of (3.22) after recalling
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(3.21). The contribution of the second line in (3.36) is asymptotically negligible
due to the almost sure convergence
(3.37) lim
N→∞
k−j−H(Xk−j;µl )∑
i=1
(
ξ
X̂
k−j;µl
N−2/3(i−1)
∧X̂k−j;µl
N−2/3i
)2
N
= 0
(simply apply the Borel-Cantelli lemma upon bounding the fourth moment of the
latter sum via Assumption 1.2(c)) and (3.21). All in all, we arrive at (3.34).
Putting (3.32) and (3.34) together with the almost sure convergences
(3.38)
ℓ
H(Xk−j;µl )
N =
(
1− N
1/3(1− ℓN )
N1/3
)N1/3·(H(Xk−j;µl )/N1/3)
→ exp
(
− wL
0
T (R
µl)
2
)
for l = 1, 2, . . . , n (see (3.23)), the convergences in distribution
(3.39)
lim
N→∞
1
j! (2
√
N)j
(
k−j−H(Xk−j;µl )∑
i=0
a
X̂
k−j;µl
N−2/3i
)j
=
1
j!
(
sa
2
∫ ∞
0
LaT (R
µl) dW aa
)j
for l = 1, 2, . . . , n (see (3.24)) and (3.31) we conclude that the expectation in
(3.29) converges to that in (3.30). Moreover, the joint convergence for any finitely
many j’s, T ’s, f ’s and g’s can be shown by the same arguments, the only difference
being that the formulas for moments in (3.29) and (3.30) have to be replaced by
the corresponding formulas for joint moments. 
3.3. Uniform moment bounds. In this subsection, we establish some uniform
moment estimates, which will allow us to lift the truncations and the continuity
assumption on the g’s of Proposition 3.3. To this end, we define the functionals
F˜j(X
k−j;x, a, ξ) =
k−j−H(Xk−j;x)∏
i=1
√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i√
N
·
k−j−H(Xk−j;x)∏
i=1
1 + ξX̂k−j;xN−2/3(i−1)∧X̂k−j;xN−2/3i√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i
 ℓH(Xk−j;x)N
· 1
j! (2
√
N)j
(
k−j−H(Xk−j;x)∑
i=0
aX̂k−j;x
N−2/3i
)j
, j = 0, 1, . . .
(3.40)
and, with any f, g ∈ D and random variable ZN (possibly depending on Xk−j;x,
the am’s and the ξm’s), set
S˜c
j
k(f, g;ZN)
:=
∫ N2/3
0
f(x)EXk−j;x
[
F˜j(X
k−j;x, a, ξ) ·N1/3
∫ N−1/3(Xk−j;xTk−j +1)
N−1/3Xk−j;xTk−j
g(y) dy · ZN
]
dx
(3.41)
for j = 0, 1, . . .. We also let
(3.42) Sc
j
k(f, g,K;ZN) := S˜c
j
k(f, g;ZN )− S˜c
j
k(fK , gK ;ZN), j = 0, 1, . . .
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for K ∈ N ∪ {0}.
Proposition 3.6. For all f, g ∈ D, one can find N0 ∈ N and C(K,n) < ∞ with
limK→∞ C(K,n) = 0 such that, for all N ≥ N0, if ZN satisfies
(3.43) E
[|ZN |3n] ≤ Θ(3n),
one has
(3.44) E
[∣∣Scjk(f, g,K;ZN)∣∣n] ≤ C(K,n)Θ(3n)1/3(3/2)jn , K ∈ N∪{0}, j = 0, 1, . . . .
The proof of Proposition 3.6 relies on the following lemma.
Lemma 3.7. For all 1 ≤ p < 3 and θ ≥ 0, there exist constants C = C(p, θ) <∞,
c = c(θ) > 0 and N0 ∈ N such that
sup
N≥N0
E
[
exp
(
− θN−2/3
k∑
i=1
N−1/3Xk;x
N−2/3i
)]
≤ Ce−cx, x > 0,(3.45)
sup
N≥N0
E
[
exp
(
θN−1/3
∑
a∈N−1/3N
La(Xk;x)p
)]
≤ C, x > 0,(3.46)
sup
N≥N0
E
[
exp
(
θN−1/3
∑
a∈N−1/3(N−1/2)
La(Xk;x)p
)]
≤ C, x > 0,(3.47)
sup
N≥N0
E
[
ℓ
θH(Xx;k)
N
]
≤ C, x > 0.(3.48)
Proof. Recall the random walks Y and v(Y ) introduced in (2.18) and the sentence
following it. Throughout this proof, we condition on Y 0 = ⌊N1/3x⌋ and assume
that Y and Xk;x are coupled as in Remark 2.5. We further write
(3.49) ρk = max
0≤i≤k
v(Y )i − min
0≤i≤k
v(Y )i
for the range of the SSRW v(Y ) after k steps. It is clear that, for i = 0, 1, . . . , k,
(3.50) −Xk;x
N−2/3i
≤ − min
0≤i≤k
Y i ≤ − min
0≤i≤k
v(Y )i ≤ −⌊N1/3x⌋+ ρk.
According to [8, inequality (6.2.3)] (the case p = 1 therein), one has
(3.51) E
[(
N−1/3ρk
)n] ≤ √n! (CT 1/2)n, n ∈ N
with some uniform constant C < ∞. Thus, the exponential moment of N−1/3ρk
can be bounded by a constant independent of N and x, yielding (3.45).
In view of (2.23),
(3.52) La(Xk;x)p ≤ 2p−1
(
LaN2/3;T
(
v(Y )
)p
+ L−a
N2/3;T
(
v(Y )
)p)
.
Hence, it suffices to show (3.46) with θ replaced by 2p−1θ and
∑
a∈N−1/3N L
a(Xk;x)p
by
∑
a∈N−1/3Z\{0} L
a
N2/3;T
(
v(Y )
)p
. Repeating the proof of [13, Proposition 4.3]
verbatim we find a constant C = C(p) <∞ such that
(3.53) N−1/3
∑
a∈N−1/3Z\{0}
LaN2/3;T
(
v(Y )
)p ≤ C((N−1/3ρk)p−1 +N−(p−1)/3)
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(note that even though [13] considers SSRW bridges, all the combinatorial iden-
tities therein apply to SSRWs as well). At this point, (3.46) follows from (3.51).
Moreover, (3.47) is a consequence of
(3.54) La(Xk;x) ≤ 2La+N−1/3/2(Xk;x), a ∈ N−1/3(N− 1/2)
and (3.46).
From Proposition 2.3 we know that H(Xx;k) = supt∈[0,Tk](−X˜k;xt )+ under an
appropriate coupling. In particular, H(Xx;k) is stochastically dominated by ρk.
Consequently, for N ∈ N large enough, the random variable inside the expectation
in (3.48) is stochastically dominated by
(3.55) ℓθρkN =
(
1− N
1/3(1− ℓN )
N1/3
)N1/3·(θN−1/3ρk)
= e−(w+o(1))·(θN
−1/3ρk),
where o(1) is non-random, so that (3.48) also follows from (3.51). 
Proof of Proposition 3.6. After observing
Sc
j
k(f, g,K;ZN) =
∫ N2/3
0
∫ N2/3
0
N1/3f(x)
· Q
x,y
k−j
2k−j
EXk−j;x
[
F˜j(X
k−j;x, a, ξ) · ZN
∣∣Xk−j;xTk−j = ⌊N1/3y⌋] g(y) dx dy
−
∫ N2/3
0
∫ N2/3
0
N1/3f(x)hK(x)
· Q
x,y
k−j
2k−j
EXk−j;x
[
F˜j(X
k−j;x, a, ξ) · ZN
∣∣Xk−j;xTk−j = ⌊N1/3y⌋] g(y)hK(y) dx dy
(3.56)
we estimate
∣∣Scjk(f, g,K;ZN)∣∣ by moving the absolute value inside the double in-
tegral and using
(3.57) 0 ≤ 1− hK(x)hK(y) ≤ 1[K,∞)(x) + 1[K,∞)(y), x, y ≥ 0.
Since the roles of the variables x and y are symmetric, we only focus on the term in
E
[∣∣Scjk(f, g,K;ZN)∣∣n] originating from 1[K,∞)(x). We bound the latter by insert-
ing an absolute value into the conditional expectation, applying Fubini’s theorem
and letting f˜K := f 1[K,∞), thereby obtaining
∫
[0,N2/3]n
E
[
n∏
l=1
∣∣f˜K(xl)∣∣EXk−j;xl[∣∣F˜j(Xk−j;xl , a, ξ)∣∣
·N1/3
∫ N−1/3(Xk−j;xlTk−j +1)
N−1/3X
k−j;xl
Tk−j
|g(y)| dy · |ZN |
]]
dx1 dx2 . . . dxn.
(3.58)
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A repeated application of Ho¨lder’s and Jensen’s inequalities shows further that the
quantity in (3.58) is at most
(∫ N2/3
0
∣∣f˜K(x)∣∣E[|ZN |3n]1/(3n)E
[(
N1/3
∫ N−1/3(Xk−j;xTk−j +1)
N−1/3Xk−j;xTk−j
|g(y)| dy
)3n]1/(3n)
·E
[∣∣F˜j(Xk−j;x, a, ξ)∣∣3n]1/(3n) dx
)n
.
(3.59)
Due to f ∈ D and (3.43), we have
(3.60)
∣∣f˜K(x)∣∣E[|ZN |3n]1/(3n) ≤ C1eC2x1−δ 1(K,∞)(x)Θ(3n)1/3n.
In view of g ∈ D, we can choose C1, C2 and δ such that also
(3.61) N1/3
∫ N−1/3(Xk−j;xTk−j +1)
N−1/3Xk−j;xTk−j
|g(y)| dy ≤ C1 exp
(
C2
(
N−1/3Xk−j;xTk−j )
1−δ
)
.
Moreover, by the argument leading to (3.50) and with the same notation as there,
(3.62) N−1/3Xk;xTk−j ≤ x+N−1/3ρk.
It then follows from (3.51) that, with some C˜1 = C˜1(C1, n) <∞,
(3.63) E
[(
N1/3
∫ N−1/3(Xk−j;xTk−j +1)
N−1/3Xk−j;xTk−j
|g(y)| dy
)3n]1/(3n)
≤ C˜1eC2x
1−δ
.
It remains to control E
[|F˜j(Xk−j;x, a, ξ)|3n]1/(3n). For this purpose, we fix an
ε ∈ (0, δ/3) and distinguish the cases x ∈ (0, N2/3−ε] and x ∈ (N2/3−ε, N2/3]. In
the first case, we use Ho¨lder’s inequality to estimate E
[|F˜j(Xk−j;x, a, ξ)|3n]1/(3n)
by the product of the four terms
E
[(
k−j−H(Xk−j;x)∏
i=1
√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i√
N
)12n]1/(12n)
,(3.64)
E

k−j−H(Xk−j;x)∏
i=1
∣∣∣∣∣∣1+
ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i
∣∣∣∣∣∣
12n

1/(12n)
,(3.65)
E
[
ℓ
12nH(Xk−j;x)
N
]1/(12n)
,(3.66)
E
[(
1
j! (2
√
N)j
∣∣∣∣∣
k−j−H(Xk−j;x)∑
i=0
aX̂k−j;x
N−2/3i
∣∣∣∣∣
j )12n]1/(12n)
.(3.67)
Thanks to
√
N−z√
N
≤ e−z/(2N), z ∈ [0, N ] and (3.45), the quantity in (3.64) is not
greater than Ce−cx+O(jN
−ε). Turning to the term in (3.65), we write the expecta-
tion with respect to the ξm’s as a product and note that, due to Assumption 1.2(c),
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[13, inequality (4.21)] yields for each factor a bound of the form
(3.68)
exp
(
12nLa(Xk−j;x)
∣∣E[ξa]∣∣
N−1/3
√
N − a + C
′
((
12nLa(Xk−j;x)
)2
N−2/3(N − a) +
(
12nLa(Xk−j;x)
)γ′
N−γ′/3(N − a)γ′/2
))
,
with some C′ < ∞ and 2 < γ′ < 3. For N ∈ N large enough, N − a ≥ N/2 when
La(Xk−j;x) 6= 0, which with Assumption 1.2(a) leads to the expectation of
(3.69)
exp
(
C
∑
a∈N−1/3(N−1/2)
12nLa(Xk−j;x)
N1/2
+
(
12nLa(Xk−j;x)
)2
N1/3
+
(
12nLa(Xk−j;x)
)γ′
Nγ′/6
)
as an estimate on the expectation in (3.65). In addition, (3.48) reveals that the
expression in (3.66) is at most CeO(jN
−1/3). Finally, the expectation with respect
to the am’s in (3.67) can be controlled via a combination of
|z|j
j! ≤ e|z| ≤ ez + e−z,
z ∈ R, [13, inequality (4.20)] and Assumption 1.2(a) by
(3.70)
C
212jn
exp
(
C
∑
a∈N−1/3N
12nLa(Xk−j;x)
N1/2
+
(
12nLa(Xk−j;x)
)2
N1/3
+
(
12nLa(Xk−j;x)
)γ′
Nγ′/6
)
,
with the same 2 < γ′ < 3 as before. Putting everything together, applying Ho¨lder’s
inequality, and appealing to (3.47), (3.46) we arrive at
(3.71) E
[∣∣F˜j(Xk−j;x, a, ξ)∣∣3n]1/(3n) ≤ Ce−cx+O(jN−ε)
2j
, x ∈ (0, N2/3−ε].
In the case x ∈ (N2/3−ε, N2/3], for all N ∈ N large enough, Xk−j;xt ≥ N1−ε/2,
t ∈ [0, Tk−j ] , so that
k−j−H(Xk−j;x)∏
i=1
∣∣∣∣∣∣∣
√
N − X̂k−j;x
N−2/3(i−1) ∧ X̂
k−j;x
N−2/3i
+ ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i√
N
∣∣∣∣∣∣∣
≤
k−j∏
i=1

√
N −N1−ε/2 +
∣∣ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i
∣∣
√
N

=
(
1− 1
2Nε
)(k−j)/2
·
k−j∏
i=1
1 +
∣∣ξX̂k−j;x
N−2/3(i−1)
∧X̂k−j;x
N−2/3i
∣∣√
N −N1−ε/2

≤ e−kN−ε/4+O(jN−ε) · exp
(
2
∑
a∈N−1/3(N−1/2)
La(Xk−j;x)
|ξ⌊N1/3a⌋|
N1/6
)
.
(3.72)
Using Ho¨lder’s inequality and Lemma 3.7 as above, but changing the am’s and ξm’s
to their absolute values and Assumption 1.2(a) to Assumption 1.2(c), we get
(3.73)
E
[∣∣F˜j(Xk−j;x, a, ξ)∣∣3n]1/(3n) ≤ Ce−kN−ε/4+O(jN−ε)+CN1/6
2j
, x ∈ (N2/3−ε, N2/3].
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Lastly, we insert the right-hand sides of (3.60), (3.63), (3.71), (3.73) into (3.59):
CeO(jnN
−ε)Θ(3n)1/3
2jn
·
(∫ N2/3−ε∨K
K
eCx
1−δ−cx dx+ e−kN
−ε/4+CN1/6
∫ N2/3∨K
N2/3−ε∨K
eCx
1−δ
dx
)n
.
(3.74)
The estimate (3.44) readily follows upon recalling k = ⌊TN2/3⌋ and ε ∈ (0, δ/3). 
3.4. Proof of Theorem 1.7. In order to establish Theorem 1.7, we first argue that
Proposition 3.3 remains true when S = −∞ and S = ∞. Indeed, the convergence
in distribution of the random variable inside the expectation of (3.29) to that inside
the expectation of (3.30) continues to hold. This yields the convergence (3.19) with
S = −∞ and S =∞ in the sense of moments, since the random variable of (3.29) is
uniformly integrable, as N ∈ N varies, by (3.44) with K = 0 and ZN = 1. The same
argument gives also the joint convergence in the sense of moments. The convergence
(3.19) with S = −∞ and S = ∞ in distribution results from an identification of
the limit points in distribution with the limit in the sense of moments via the
stochastic domination argument in [13, proof of Lemma 4.15]. Such identification
in the case of the joint convergence in distribution is most easily seen after an
application of the Skorokhod representation theorem, leading to two random vectors
with componentwise inequalities between them and same joint moments.
Next, we prove Theorem 1.7 under the additional assumption that the g’s therein
are continuous. Let
(3.75) ∆jk(f, g) := Sc
j
k(f, g)− S˜c
j
k(f, g; 1), N ∈ N, j = 0, 1, . . . .
In view of (3.7), for all K ∈ N, one has
(3.76)(
πNf
)⊤Mβ;wT ;N(πNg) = k∑
j=0
S˜c
j
k(fK , gK ; 1) +
k∑
j=0
Sc
j
k(f, g,K; 1) +
k∑
j=0
∆jk(f, g).
We aim to take the N → ∞ limit of the right-hand side in (3.76) and start
with the asymptotics of the first sum therein. For every finite set of summands
S˜c
1
k(fK , gK ; 1), S˜c
2
k(fK , gK ; 1), . . . , S˜c
J
k (fK , gK ; 1), their joint limit in distribution
and in the sense of moments is determined by the right-hand side of (3.19) with
S = −∞ and S = ∞. This and the moment bounds of (3.44) imply that the
first sum on the right-hand side of (3.76) converges to
∫∞
0 fK(x)
(Uβ;wT gK)(x) dx
in distribution and in the sense of moments. Since the moment bounds of (3.44)
for Sc
j
k(fK , gK , 0; 1) are inherited by their N →∞ limits, we have, in addition,
lim
K→∞
lim
N→∞
k∑
j=0
S˜c
j
k(fK , gK ; 1) = lim
K→∞
∫ ∞
0
fK(x)
(Uβ;wT gK)(x) dx
=
∫ ∞
0
f(x)
(Uβ;wT g)(x) dx
(3.77)
in distribution and in the sense of moments.
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Moreover, the moment bounds of (3.44) reveal that
(3.78) lim
K→∞
lim
N→∞
k∑
j=0
Sc
j
k(f, g,K; 1) = 0
in Ln, for all n ∈ N. To analyze the third sum on the right-hand side of (3.76) we
introduce, for all j = 1, 2, . . ., the notations
(3.79)
hj(N) =
∑
0≤i1≤···≤ij≤k
j∏
j′=1
aX̂k−j;x
N−2/3i
j′
, pj(N) =
k−j−H(Xk−j;x)∑
i=0
(
aX̂k−j;x
N−2/3i
)j
,
and [zj]P (z) for the coefficient of zj in a power series P (z). Then, the Newton
identities relating the complete homogeneous symmetric functions to the power
sums (see e.g. [20, Chapter 1, Section 2]) yield
(3.80)
hj(N)
(2
√
N)j
=
p1(N)
j
j! (2
√
N)j
+
j−1∑
ι=0
p1(N)
ι
ι! (2
√
N)ι
(
[zj−ι] exp
( ∞∑
j′=2
pj′(N)
j′(2
√
N)j′
zj
′
))
.
Therefore, with
(3.81) Zj,ιN := [z
j−ι] exp
( ∞∑
j′=2
pj′(N)
j′(2
√
N)j′
zj
′
)
, ι = 0, 1, . . . , j − 1,
it holds
(3.82)
k∑
j=0
∆jk(f, g) =
k∑
j=0
j−1∑
ι=0
Sc
ι
k(f, g;Z
j,ι
N ).
By [13, Lemma 4.20], one can find bounds E
[|Zj,ιN |n] ≤ Θ(3n, j − ι, N) such that
(3.83) lim
N→∞
k∑
j=0
j−1∑
ι=0
Θ(3n, j − ι, N)1/(3n)
(3/2)j
= 0.
A combination of the triangle inequality for the Ln norm, the moment bounds of
(3.44) and the property (3.83) gives
(3.84) lim
N→∞
k∑
j=0
∆jk(f, g) = 0
in Ln, for all n ∈ N. This finishes the proof of Theorem 1.7 under the continuity
assumption on the g’s.
For general f, g ∈ D, the same arguments as above reveal that it suffices to
identify, for all K ∈ N, the limit of ∑kj=0 S˜cjk(fK , gK ; 1) in distribution and in the
sense of moments as
∫∞
0
fK(x)
(Uβ;wT gK)(x) dx. In fact, it is enough to establish
(3.85) lim
N→∞
k∑
j=0
S˜c
j
k(fK , gK ; 1) =
∫ ∞
0
fK(x)
(Uβ;wT gK)(x) dx
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in distribution, since the moment bounds of (3.44) for Sc
j
k(fK , gK , 0; 1) then imply
the convergence of moments. To see (3.85) we pick gη,K , η ∈ N in C([0,∞)) so that
(3.86) υη := ‖gη,KhK − gK‖L2([0,∞)) −→
η→∞
0.
Recalling the symmetry of S˜c
j
k( · , · ; 1) (cf. (3.56)), applying the Cauchy-Schwarz
inequality, and repeating the proof of Proposition 3.6 mutatis mutandis we get
E
[∣∣S˜cjk(fK , gK ; 1)− S˜cjk(fK , gη,KhK ; 1)∣∣2]
≤ υ2η E
[ ∫ N2/3
0
EXk−j;x
[
F˜j(X
k−j;x, a, ξ) ·N1/3
∫ N−1/3(Xk−j;xTk−j +1)
N−1/3Xk−j;xTk−j
fK(y) dy
]2
dx
]
≤ υ2η
CeO(jN
−ε)
22j
.
(3.87)
To complete the proof of Theorem 1.7 we observe that
(3.88)
∀ η ∈ N : lim
N→∞
k∑
j=0
S˜c
j
k(fK , gη,KhK ; 1) =
∫ ∞
0
fK(x)
(Uβ;wT (gη,KhK))(x) dx
in distribution and that
(3.89) lim
η→∞
∫ ∞
0
fK(x)
(Uβ;wT (gη,KhK))(x) dx = ∫ ∞
0
fK(x)
(Uβ;wT gK)(x) dx
almost surely, thanks to Proposition 1.8(c).
4. Properties of the limiting operators
The goal of this section is to prove Proposition 1.8. We start by preparing some
auxiliary constructions and results. From this point on, the entries of Mβ;wN are
specified as in Remark 1.3. We also let
(4.1) Aβ;wN := N
1/6
(
2
√
N −Mβ;wN
)
,
viewed as an operator acting on L2([0,∞)) via Remark 1.6. The next proposition is
a direct corollary of [6, Proposition 2.8, Remark 2.9, Lemma 2.7, Theorem 2.10 and
its proof] (note that [6, Assumptions 1-3] for our particular model can be verified
as in [6, Section 3, last paragraph]).
Proposition 4.1. For all β > 0 and w ∈ R, the operator Hβ;w of (1.8) almost
surely possesses a purely discrete spectrum Λ1 < Λ2 < · · · satisfying Λq → ∞ as
q →∞. The corresponding eigenspaces are one-dimensional, and each is therefore
spanned by a normalized eigenfunction fq. Moreover, one can couple Hβ;w with a
subsequence of Aβ;wN , N ∈ N along which, almost surely,
(4.2) lim
N→∞
Λq,N = Λq and lim
N→∞
‖vq,N − fq‖L2([0,∞)) = 0, q = 1, 2, . . . ,
where Λ1,N < Λ2,N < · · · < ΛN,N and v1,N , v2,N , . . . , vN,N are eigenvalues and
corresponding eigenfunctions of Aβ;wN . Along the same subsequence, the standard
Brownian motion W in the definition of Hβ;w arises in the almost sure limit (1.18).
Next, we present an alternative formula for the kernel Kβ;wT of (1.14), to be used
in the proof of Proposition 1.8.
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Lemma 4.2. For all β > 0, w ∈ R and T > 0, define the kernels
KβT (x, y) =
exp
(
− (x−y)22T
)
√
2πT
·E
W˜x
[
1{min0≤t≤T W˜xt >0} exp
(
−
∫ T
0
W˜ xt
2
dt+
∫ ∞
0
LaT (W˜
x)√
β
dWa
)∣∣∣∣W˜ xT = y]
(4.3)
and
K
β;w
T (x, y) =
2 exp
(
− (x−y)22T
)
√
2πT
E
W˜x
[
1{min0≤t≤T W˜xt ≤0}
· exp
(
−
∫ T
0
|W˜ xt |
2
dt+
∫ ∞
0
LaT (|W˜ x|)√
β
dWa − wL
0
T (|W˜ x|)
2
)∣∣∣∣W˜ xT = y],
(4.4)
where W˜ x is a Brownian motion started at x, independent of W . Then,
(4.5) Kβ;wT (x, y) = K
β
T (x, y) +K
β;w
T (x, y), x, y ≥ 0.
Proof. With Rx := |W˜ x|, the formula for Kβ;wT in (1.14) can be rewritten as
exp
(
− (x−y)22T
)
√
2πT
· E
W˜x
[
exp
(
−
∫ T
0
|W˜ xt |
2
dt+
∫ ∞
0
LaT (|W˜ x|)√
β
dWa − wL
0
T (|W˜ x|)
2
)∣∣∣∣W˜ xT = y]
+
exp
(
− (x+y)22T
)
√
2πT
· E
W˜x
[
exp
(
−
∫ T
0
|W˜ xt |
2
dt+
∫ ∞
0
LaT (|W˜ x|)√
β
dWa − wL
0
T (|W˜ x|)
2
)∣∣∣∣W˜ xT = −y].
(4.6)
Next, we decompose the first expectation in (4.6) according to the events
(4.7)
{
min
0≤t≤T
W˜ xt > 0
}
and
{
min
0≤t≤T
W˜ xt ≤ 0
}
,
and note that, on the former event, |W˜ x| = W˜ x and L0T (|W˜ x|) = 0.
In addition, by the strong Markov property and the symmetry about 0 of Brow-
nian motion, instead of conditioning on W˜ xT = −y in the second expectation of
(4.6), we can condition on min0≤t≤T W˜ xt ≤ 0, W˜ xT = y. This operation, in turn,
is equivalent to inserting 1{min0≤t≤T W˜xt ≤0} into the expectation, conditioning on
W˜ xT = y and normalizing the result by P
[
min0≤t≤T W˜ xt ≤ 0
∣∣W˜ xT = y]. Computing
(4.8) P
[
min
0≤t≤T
W˜ xt ≤ 0
∣∣∣W˜ xT = y] = e−2xy/T
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from the joint density of the running minimum and the current value of a Brownian
motion (see e.g. [24, Chapter III, Exercise 3.14]) and observing
(4.9) e2xy/T ·
exp
(
− (x+y)22T
)
√
2πT
=
exp
(
− (x−y)22T
)
√
2πT
we arrive at the right-hand side of (4.5). 
We are now ready to prove Proposition 1.8.
Proof of Proposition 1.8. (a). The identity (1.19) follows from Theorem 1.7 by
the same arguments as were used to obtain [13, Corollary 2.12] from Theorem 2.8
therein. One only needs to replace every reference to the main result of [26] by a
reference to Proposition 4.1, the pointer to [13, Lemma 6.1] by a pointer to (1.5),
and the assertion that the eigenvalues of − 12Hβ tend to −∞ by the same statement
for − 12Hβ;w (cf. Proposition 4.1).
(b), (c). We proceed to the almost sure Hilbert-Schmidt property of Uβ;wT , for
each T > 0. In view of Lemma 4.2, it is enough to show that
(4.10) E
[∫ ∞
0
∫ ∞
0
(
KβT (x, y) +K
β;w
T (x, y)
)2
dx dy
]
<∞.
Since
(4.11) E
[ ∫ ∞
0
∫ ∞
0
KβT (x, y)
2 dx dy
]
<∞
is established in [13, proof of Lemma 5.1], it suffices to check
(4.12)
∫ ∞
0
∫ ∞
0
E
[
K
β;w
T (x, y)
2
]
dx dy <∞.
Next, we estimate E
[
K
β;w
T (x, y)
2
]
by moving the square function into the expec-
tation E
W˜x
[ · |W˜ xT = y], dropping the indicator random variable, employing
(4.13) LaT (|W˜ x|)2 =
(
LaT (W˜
x)+L−aT (W˜
x)
)2 ≤ 2LaT (W˜ x)2+2L−aT (W˜ x)2, a ≥ 0,
and evaluating the expectation with respect to W :
E
[
K
β;w
T (x, y)
2
]
≤
2 exp
(
− (x−y)2T
)
πT
· E
[
exp
(
−
∫ T
0
|W˜ xt | dt+
∫ ∞
−∞
4LaT (W˜
x)2
β
da− 2wL0T (W˜ x)
)∣∣∣∣W˜ xT = y].
(4.14)
According to Ho¨lder’s inequality, the latter expectation is at most
E
[
exp
(
−
∫ T
0
3|W˜ xt | dt
)∣∣∣∣W˜ xT = y]1/3E[ exp(∫ ∞−∞ 12L
a
T (W˜
x)2
β
da
)∣∣∣∣W˜ xT = y]1/3
·E
[
e−6wL
0
T (W˜
x)
∣∣∣W˜ xT = y]1/3.
(4.15)
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Thanks to |W˜ xt | ≥ W˜ xt , the identity in distribution
(4.16)
(
W˜ xt : t ∈ [0, T ]
∣∣∣ W˜ xT = y) d= (W˜ 0t + (1− tT )x+ tT y : t ∈ [0, T ] ∣∣∣ W˜ 0T = 0),
and
(
1− tT
)
x+ tT y ≥ x ∧ y, the first factor in (4.15) is bounded above by
(4.17) e−T (x∧y)E
[
exp
(
−
∫ T
0
3W˜ 0t dt
)∣∣∣∣W˜ 0T = 0]1/3.
In addition, the coupling of [13, Proposition 4.1] reveals the random variable∫∞
−∞ L
a
T (W˜
x)2 da, conditioned on W˜ xT = y, as the almost sure N → ∞ limit of
the left-hand side in [13, inequality (4.15)]. Thus, the second expectation in (4.15)
can be controlled by the limit inferior of the corresponding exponential moment of
the right-hand side in [13, inequality (4.15)]. Proceeding as therein we arrive at
(4.18) E
[
exp
(∫ ∞
−∞
12LaT (W˜
x)2
β
da
)∣∣∣∣W˜ xT = y]1/3 ≤ CeC|x−y|,
with a constant C = C(β, T ) < ∞. Also, we see from [21, equation (3)] that the
density of the local time at 0 of a Brownian bridge from x′ to y′ on [0, 1] is
(4.19) (z + x′ + y′) exp
(
1
2
(
(x′ − y′)2 − (z + x′ + y′)2
))
, z > 0
and from (4.8) that this local time vanishes with probability 1− e−2x′y′ . Hence,
E
[
exp
(
θL01(W˜
x′)
)∣∣W˜ x′1 = y′]
= 1 +
√
π
2
θe−2x
′y′ exp
(
(x′ + y′ − θ)2
2
)(
2− erfc
(−x′ − y′ + θ√
2
))
≤ C(θ) <∞
(4.20)
due to standard estimates for the complementary error function. All in all, it follows
that the left-hand side in (4.12) is less or equal to
(4.21)
∫ ∞
0
∫ ∞
0
C exp
(
− (x− y)
2
C
− x ∧ y
C
+ C|x − y|
)
dx dy <∞,
where C = C(β,w, T ) is a finite positive constant.
We turn to the proof of the semigroup property in Proposition 1.8(b) and assume
without loss of generality T1, T2 > 0. By the just established Hilbert-Schmidt
property, it suffices to verify that, almost surely,
(4.22) Uβ;wT1 U
β;w
T2
f = Uβ;wT1+T2f
on a countable dense set of functions f ∈ L2([0,∞)). Fixing such a function f ,
writing it as the difference of its positive and negative parts, and applying Fubini’s
theorem we reduce the statement of Proposition 1.8(b) further to
(4.23)
∫ ∞
0
Kβ;wT1 (x, z)K
β;w
T2
(z, y) dz = Kβ;wT1+T2(x, y), x, y ≥ 0.
Let us introduce the transition kernels
(4.24) γT (x, y) :=
exp
(
− (x−y)22T
)
+ exp
(
− (x+y)22T
)
√
2πT
, x, y ≥ 0, T > 0
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and the additive functionals
(4.25) FT (R
x) := −
∫ T
0
Rxt
2
dt+
∫ ∞
0
LaT (R
x)√
β
dWa − wL
0
T (R
x)
2
, T > 0.
Then,
∫ ∞
0
Kβ;wT1 (x, z)K
β;w
T2
(z, y) dz = γT1+T2(x, y)
·
∫ ∞
0
γT1(x, z)γT2(z, y)
γT1+T2(x, y)
ERx
[
eFT1(R
x)
∣∣∣RxT1 = z]ERz[eFT2(Rz)∣∣∣RzT2 = y] dz.
(4.26)
To identify the right-hand side of (4.26) with Kβ;wT1+T2(x, y) it remains to notice that
the process (Rxt : t ∈ [0, T1 + T2] |RxT1+T2 = y) therein can be sampled by
(a) picking a random point Z according to the density
γT1(x,z)γT2(z,y)
γT1+T2(x,y)
, z > 0,
(b) conditional Z = z, sampling processes R(1), R(2) independently such that
(R
(1)
t : t ∈ [0, T1]) d= (Rxt : t ∈ [0, T1] |RxT1 = z),(4.27)
(R
(2)
t : t ∈ [0, T2]) d= (Rzt : t ∈ [0, T2] |RzT1 = y),(4.28)
(c) concatenating the paths of R(1) and R(2).
As with the semigroup property, for each T > 0, the symmetry property of the
operator UT can be reduced to an assertion about its kernel:
(4.29) Kβ;wT (x, y) = K
β;w
T (y, x), x, y ≥ 0.
Since the transition kernels γT ′ , T
′ > 0 of the reflected Brownian motion R are
symmetric, we have
(4.30)
(
Rxt : t ∈ [0, T ]
∣∣RxT = y) d= (RyT−t : t ∈ [0, T ] ∣∣RyT = x),
and therefore (4.29). Finally, the non-negativity of Uβ;wT follows by extending
(4.31)∫ ∞
0
(Uβ;wT f)(x) f(x) dx=
∫ ∞
0
(Uβ;wT/2(Uβ;wT/2f))(x) f(x) dx=∫ ∞
0
(
(Uw;βT/2f)(x)
)2
dx ≥ 0,
for a fixed f ∈ L2([0,∞)), to the same almost sure property for all f ∈ L2([0,∞))
simultaneously, by means of the almost sure Hilbert-Schmidt property of Uβ;wT .
(d). To obtain the almost sure trace class property of Uβ;wT and the trace formula
(1.20) we combine the spectral theorem for symmetric compact operators with the
definition of the trace to find
(4.32) Tr
(Uβ;wT ) = ∞∑
q=1
e−TΛq/2.
The latter sum is the square of the Hilbert-Schmidt norm of the symmetric Hilbert-
Schmidt operator Uβ;wT/2 (see e.g. [18, Section 28, Exercise 11]) and, thus, equals to
(4.33)
∫ ∞
0
∫ ∞
0
Kβ;wT/2(x, y)K
β;w
T/2(y, x) dy dx =
∫ ∞
0
Kβ;wT (x, x) dx.
(e). For the L2-strong continuity in expectation of (1.21), without loss of generality
we fix an integer p ≥ 2, an f with ‖f‖L2([0,∞)) = 1, and a sequence (tη)η∈N in
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[0, T + 1] converging to T such that tη > 0 for at least one η. Then, by applying
[18, Section 28, Theorem 7] to the commuting symmetric operators Uβ;wtη , η ∈ N and
Uβ;wT , with at least one Uβ;wtη being compact, we can write f as
∑∞
q=1 cqfq, where
fq, q ∈ N form an orthonormal basis of common eigenfunctions for Uβ;wtη , η ∈ N and
Uβ;wT , and cq, q ∈ N are the corresponding coefficients. By Jensen’s inequality,
E
[∥∥Uβ;wT f − Uβ;wtη f∥∥pL2([0,∞))] = E[( ∞∑
q=1
c2q
(
e−TΛq/2 − e−tηΛq/2)2)p/2]
≤ E
[ ∞∑
q=1
c2q
(
e−TΛq/2 − e−tηΛq/2)p].(4.34)
The random variable (ω, q) 7→ (e−TΛq(ω)/2− e−tηΛq(ω)/2)p tends to 0 in the η →∞
limit P×∑∞q=1 δc2q almost surely. Its uniform integrability is due to
(4.35) E
[ ∞∑
q=1
c2q
(
e−TΛq/2 − e−tηΛq/2)2p] ≤ 22p−1E[2(e−p(T+1)Λ1 + 1)]
and a bound on e−p(T+1)Λ1 by the squared Hilbert-Schmidt norm of Uβ;wp(T+1), whose
expectation has been controlled in the proof of part (c). 
5. Functionals of the reflected Brownian bridge
In this section, we prove Theorem 1.11, Proposition 1.10 and Corollary 1.13,
in the order stated. The key ingredient in the proof of Theorem 1.11 is the next
lemma, which extends an argument of Hariya [14].
Lemma 5.1. Let rt, t ∈ [0, 1] be a reflected Brownian bridge, α > 0 and ψα be the
joint moment-generating function of
(5.1)
(∫ 1
0
rt dt,
∫ ∞
0
La1(r)
2
2
da
∣∣∣∣L01(r) = α).
Then, with the three-dimensional Bessel bridge
(5.2) db
α/2
t =
1
b
α/2
t
dt− b
α/2
t
1− t dt+ dW˜t, b
α/2
0 = α/2
and the joint moment-generating function ψ˜α of
( ∫ 1
0 b
α/2
t dt,
∫ 1
0 W˜t dt
)
, it holds
(5.3) ψα(θ1, θ2) = e
−αθ1/4 ψ˜α(θ1 + 2θ2,−θ1/2), θ1, θ2 ∈ R.
Proof. Define the function
(5.4) h(a) :=
∫ 1
0
1{rt≤a} dt =
∫ a
0
La
′
1 (r) da
′,
as well as the corresponding quantile function h−1(t) := inf{a ≥ 0 : h(a) ≥ t}. In
[22, Corollary 16(iii)] (see also [23, equation (8.20)]), Pitman shows that
(5.5)
(
1
2
L
h−1(t)
1 (r) : t ∈ [0, 1]
∣∣∣L01(r) = α) d= (bα/2t : t ∈ [0, 1]),
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which extends Jeulin’s theorem beyond the α = 0 case. Relying on (5.5) we find(
1
2
∫ 1
0
1− t
b
α/2
t
dt,
∫ 1
0
b
α/2
t dt
)
d
=
(∫ 1
0
1− t
L
h−1(t)
1 (r)
dt,
1
2
∫ 1
0
L
h−1(t)
1 (r) dt
∣∣∣∣L01(r) = α)
=
(∫ ∞
0
1− h(a)
La1(r)
h′(a) da,
1
2
∫ ∞
0
La1(r)h
′(a) da
∣∣∣∣L01(r) = α)
=
(∫ ∞
0
1− h(a) da, 1
2
∫ ∞
0
La1(r)
2 da
∣∣∣∣L01(r) = α)
=
(∫ ∞
0
∫ 1
0
1{rt>a} dt da,
1
2
∫ ∞
0
La1(r)
2 da
∣∣∣∣L01(r) = α)
=
(∫ 1
0
rt dt,
1
2
∫ ∞
0
La1(r)
2 da
∣∣∣∣L01(r) = α).
(5.6)
On the other hand, (5.2) implies
(5.7)
∫ 1
0
(1− t) dbα/2t =
∫ 1
0
1− t
b
α/2
t
dt−
∫ 1
0
b
α/2
t dt+
∫ 1
0
(1− t) dW˜t.
Using integration by parts for the two stochastic integrals and rearranging we get
(5.8)
∫ 1
0
1− t
b
α/2
t
dt = −α
2
+ 2
∫ 1
0
b
α/2
t dt−
∫ 1
0
W˜t dt.
Finally, a sequential application of (5.6) and (5.8) yields
E
[
exp
(
θ1
∫ 1
0
rt dt+ θ2
∫ ∞
0
La1(r)
2 da
)∣∣∣∣L01(r) = α]
= E
[
exp
(
θ1
2
∫ 1
0
1− t
b
α/2
t
dt+ 2θ2
∫ 1
0
b
α/2
t dt
)]
= e−αθ1/4E
[
exp
(
(θ1 + 2θ2)
∫ 1
0
b
α/2
t dt−
θ1
2
∫ 1
0
W˜t dt
)]
,
(5.9)
that is, (5.3). 
Theorem 1.11 can be now obtained from Lemma 5.1 as follows.
Proof of Theorem 1.11. The case α = 0 is the subject of [13, Corollary 2.15],
[14, Theorem 1.1], so we focus on the α > 0 case. By Lemma 5.1, for every θ ∈ R,
(5.10) E
[
exp
(
θ
∫ 1
0
rt dt− θ
2
∫ ∞
0
La1(r)
2 da
)∣∣∣∣L01(r) = α] = e−αθ/4ψ˜α(0,−θ/2).
Since
∫ 1
0
W˜t dt is Gaussian with mean 0 and variance
1
3 , the right-hand side of
(5.10) equals to e−αθ/4+θ
2/24, the moment-generating function of a Gaussian ran-
dom variable with mean −α/4 and variance 1/12. 
We conclude the paper with the proofs of Proposition 1.10 and Corollary 1.13.
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Proof of Proposition 1.10. Let r˜t, t ∈ [0, T ] be a reflected Brownian bridge from
0 to 0 on [0, T ]. By the definition of Kβ;wT in (1.14),
(5.11) Kβ;wT (0, 0) =
√
2
πT
Er˜
[
exp
(
−
∫ T
0
r˜t
2
dt+
∫ ∞
0
LaT (r˜)√
β
dWa−wL
0
T (r˜)
2
)]
.
Conditional on r˜, the integral
∫∞
0
LaT (r˜)√
β
dWa is Gaussian with mean 0 and variance∫∞
0
LaT (r˜)
2
β da. Hence, by taking the expectation with respect to W first, we find
(5.12) E
[
Kβ;wT (0, 0)
]
=
√
2
πT
E
[
exp
(
−
∫ T
0
r˜t
2
dt+
∫ ∞
0
LaT (r˜)
2
2β
da−wL
0
T (r˜)
2
)]
.
At this point, the proposition is a consequence of(∫ T
0
r˜t dt,
∫ ∞
0
LaT (r˜)
2 da, L0T (r˜)
)
d
=
(
T 3/2
∫ 1
0
rt dt, T
3/2
∫ ∞
0
La1(r)
2 da, T 1/2L01(r)
)
,
(5.13)
which, in turn, is due to the scaling property of (reflected) Brownian bridges. 
Proof of Corollary 1.13. In view of (4.19), the local time L01(r) is a continuous
random variable with the density α4 e
−α2/8 on (0,∞). Using this and Theorem 1.11
for the right-hand side of (1.22) we compute
E
[
K2;wT (0, 0)
]
=
√
2
πT
∫ ∞
0
α
4
e−α
2/8 exp
(
− T 1/2wα
2
)
·E
[
exp
(
− T
3/2
2
(∫ T
0
rt dt− 1
2
∫ ∞
0
La1(r) da
))∣∣∣∣L01(r) = α] dα
=
√
2
πT
∫ ∞
0
α
4
e−α
2/8 exp
(
− T 1/2wα
2
+
T 3/2α
8
+
T 3
96
)
dα
=
e
T3
96
(
8 +
√
2πeT (T−4w)
2/32
√
T (T − 4w)
(
erf
(√
T (T−4w)
4
√
2
)
+ 1
))
4
√
2πT
,
(5.14)
which simplifies to the right-hand side of (1.26). 
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