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I. In this fiscal year five AD/Cs and two digital 
I/0 units of CAMAC were newly installed in the 
CHS data acquisition system (DAS). Data from 
CHS experiments are over 22 Mbytes/shot (2.2 
Gbytes/day). DAS writes experimental data on a 
physical memory, not on a virtual memory. This 
unique method is capable of quick reading and 
writing of experimental data compared with that 
utilizing the virtual memory. 
II. D AS has some computers used for data 
acquisition and analysis. All computers of CHS 
are connected through the network as shown in 
Fig.l. CHS experimental data are acquired by 
CAMAC AD/C and other quantitative devices 
which put the data on the physical memory of data 
acquisition computers. The data are distributed to 
other computers on the network. CHS plasma is 
generated every five minutes, then the data 
analysis computer must finish the data analysis 
within five minutes. While CHS data acquisition 
and analysis system has three computers in early 
times, now it has over 20 computers which are 
micro tip computers, personal computers, work 
stations and mini computers. Those computers are 
linked to network by TCPIIP and DECnet protocol 
on the Ether net. The communication of the 
network has two big problems which are traffic 
jams and collisions of data in the network. The 
problems become big in proportion to the number 
of computer and to the flowing quantity of the data 
on the network. The network traffic jam and 
collision make a delay of distribution time of data 
from DAS. We have developed the new method 
of data distribution by the socket function. The 
socket is a very famous function of TCP/IP 
protocol. DAS arid data analysis computers use 
the VMS and UNIX which have TCPIIP protocol 
and we made use of this function for data 
distribution on the network. A busy time of DAS I 
data analysis computers and the network is 
immediately after generating the plasma. We 
designed the forwarding model of experimental 
data by the socket on the network. The program 
developed by using the socket function has data 
sending and reading modules. The sending and 
reading programs make a pair. This program 
watches flags of other computers on the network. 
When other computers are sending experimental 
data, this program is waiting until flags of other 
computers are cleared. When the flags are cleared, 
this computer sends experimental data. By using 
this synchronized transfer method DAS got a good 
performance being free from the traffic and 
collision problems on the network. According to 
this method DAS can send/receive experimental 
data within 5 minutes. 
III. CHS DAS uses experimental data storage 
system which has 150 cartridges of optical disk 
which has 600 Mbytes per one cartridge (total90 
Gbytes). The specification of the optical disk is of 
"One write" type. We will not be able to get this 
type from the factory in a few years. Then we 
introduced new experimental data storage system. 
The new storage system has 50 cartridges of 
optical disk which has 300 Mbytes per one 
cartridge (total30 Gbytes). The specification of 
the optical disk is of "Read/Write continuous" 
type. We are using this data storage system now, 
of course we can read old data from the data 
storage system of 90 Gbytes. 
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on the network 
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