Abstract. Decisions are often based on the results of quantitative analysis. To gain confidence in these results, some indication of their quality is needed. Measurement uncertainty, as proposed by the International Organization for Standardization (ISO), is a way to express this quality. Most measurement techniques compare references and therefore need to be calibrated. Usually least squares methods ignoring uncertainties associated with the calibration references are applied. In this article we show how the measurement uncertainty can be computed in compliance with the ISO proposal, taking into account the covariances of the calibration references. Two new fitting methods, XiP-fit and P-fit, are devised and compared to other fitting methods. For our examples the P-fit method outperforms the other methods in terms of parameter recovery. Additionally, we introduce a solver which is well suited for the class of problems arising from calibration and measurement uncertainty estimation.
Introduction.
Measurements are ubiquitous in science and engineering. Unfortunately, every measurement is associated with intrinsic errors. Assessing the quality of measurements is thus of crucial importance and discriminates meaningful results from useless data. Uncertainty is an established means to gauge this quality, but computing good estimates from this means requires knowledge about all relevant influences on the measurement. Acquiring this knowledge is known as calibration.
All measuring devices need calibration. Calibration is the process of adjusting the model of a measuring device to the current conditions of a measurement. Let us illustrate this definition with an example. Scales and thermometers are very typical examples of measuring devices. The reading of the scale is primarily dependent on the balance mechanism and the weight employed. But it obviously also depends on various other physical parameters, such as the temperature. These parameters are called device parameters. It might not be possible to neglect device parameters for highly accurate measurements. Thus, in our example, it is important to gauge the temperature and consider its influence on the scale. The model of the scale is then adjusted to that temperature; i.e., the scale is calibrated. Yet, the thermometer used to measure this temperature is just another measuring device with inherent uncertainty. Consequently the device parameter temperature is also error-prone. Such calibration errors naturally propagate and induce an additional uncertainty in the final measurement, the weight.
In real applications the number of device parameters n is certainly larger than one. Each one of the device parameters p i is associated with its own uncertainty. Some of the p i might even be correlated. This correlation naturally affects the uncertainty in the final measurement but is neglected in some popular calibration methods. This paper deals with the basic principle of considering covariances of calibration data in the calibration process. In section 2 we state assumptions about quantities and functions used throughout this article and introduce the ISO Guide to the Expression of Uncertainty in Measurement. Section 3 describes our calibration models and two new methods, P-fit and XiP-fit, that consider the correlations between calibration data. Moreover, the methods are cast into computationally more suitable forms, leading to formulations that are very similar to nonlinear least squares problems. Section 4 then describes how good estimates of measurement uncertainties based on calibration parameters can be calculated. In section 5 we compare the two new models to the classical least squares method and the method described in the ISO guide. We therefore apply this set of calibration models to four simple functions that may represent different devices. We conclude that the P-fit model performs best in terms of measurement quality, while the computational requirements are similar for all methods. The appendix concludes the paper with details about the construction of an efficient nonlinear least squares solver for the new calibration models. The algorithm is based on a truncated singular value decomposition regularization.
First order approximations-Achieving ISO compliance.
In general, the result of a measurement is an approximation of the value of the measurand and thus needs to be accompanied by a statement of the uncertainty of the estimate. Reasonable requirements for reporting and for evaluating uncertainty of measurement are specified by various ISO standards, among them 17025 [2] . They in turn refer to the Guide to the Expression of Uncertainty in Measurement (GUM) [1] , which proposes to apply the law of propagation of uncertainty in order to determine measurement uncertainty.
This uncertainty propagation law is mainly based on assumptions about moments and distributions of certain random variables (r.v.) and functions thereof. Usually, the availability of the most prominent moments such as the expectancy and the variance is required and mappings applied to relevant r.v., are assumed to not exhibit strong nonlinear behavior. On the interval of interest, such mappings can thus be well approximated by linear functions. Measurement processes are often described by functions whose purpose consists of reflecting the physical behavior of an underlying device, including all external influences. Given an appropriate function g(·, ·), output uncertainties are then expressed in terms of input quantities and their stochastic parameters.
Let the r.v. Y with mean y be a measurement yield induced by the unknown r.v. X, which is to be estimated, and a set of randomly perturbed parameters P i with mean p i ,
The GUM then suggest computing a first order approximation of the function with respect to all its input quantities in order to estimate the mean x = E[X] and variance σ 2 = Var[X], i.e.,
. . , p n ) and
where the subscripts on g denote derivatives.
3. Calibration. Many measurement methods are relative to some reference values and thus need a "reference mark" with known absolute position in order to yield absolute measurement results. This can be accomplished by measuring known quantities x i whose measurement yields y i are almost exactly known in advance, i.e., whose associated uncertainties are assumed to be small. After having performed these measurements, the parameters p i occurring in the measurement function g(·, ·) are somehow estimated. This process is referred to as calibration, and the known quantities are known as reference materials or calibration standards.
Calibration standards are quantities which are almost exactly known. However, even though the uncertainties of these quantities are small, they do exist and must be taken into account when calibrating a device.
Usually [3] . In [8, 3] this is referred to as maximum likelihood fitting of a functional relationship (MLFR) and a possible way of computing such an MLFR fit is described.
In this article we present two slightly different approaches. The first method, the so called XiP-fit, is very similar to the MLFR but allows one to take covariances between input data into account. The second method, the so-called P-fit, yields results-at least in our tests-close to the effective variance approach as described in [17] , but again it allows one to take into account covariances among input data.
In practice it may be very difficult to estimate covariances between input data. Yet, if available, there is no reason to ignore this additional information.
Calibration models.
Let the reading η i induced by the quantity to be measured ξ i and the underlying device parameters p k be exact. We then assume that any measurement can be exactly expressed by means of the measurement function
is the socalled calibration function. Since both the reference data ξ i and the readings η i are normally not known exactly and therefore equipped with uncertainty descriptions, we define ξ = x + e (x) and
where
We further assume that the single errors e are normally distributed with zero mean and that their covariance matrices C (x) and C (y) are known, i.e.,
) and
which is fully compliant with the GUM [1] . Moreover, we assume that no two errors e
and e (y) j are correlated, i.e., that errors in the readings are independent of errors in the quantities. We denote the multivariate probability density function (pdf) for a vector u of normally distributed r.v. with mean µ and covariance matrix C as
A crucial point for the further development of calibration models is the exact specification of the calibration process. A reasonable assumption for a calibration measurement is the following (the process is schematically depicted in 
Let p be the real but unknown set of parameters that describes the measurement device exactly. Then η i shall denote the true but (again) unknown value f (ξ i , p).
3. Finally, the reading mechanism of the device generally imposes an additional error e (y) i . This leads to
i . The Berkson model. According to the assumptions and definitions introduced so far, the process given above suggests considering the quantities
and
which might then be used to express the governing distribution function
This deliberately chosen process and the resulting pdf are referred to as the Berkson model [6, 9, 10, 14] .
The definition of the distribution function (3.1) enables one to compute a maximum likelihood estimate 1 (MLE) of the parameters p and ξ. As a matter of fact, we are not really interested in estimates for ξ, since they will not influence the estimation of measurement uncertainty in any way. We will therefore investigate the MLE problem both with and without the parameters ξ in the following.
The first variant, where both p and ξ are taken into consideration, can readily be transformed into a maximization problem whose solutions are the MLE with respect to pdf(y, ξ):
In case of uncorrelated errors e (x) (and e (y) ), the covariance matrix C turns out to be diagonal and the problem becomes even simpler. Astonishingly enough, many models that are in use these days deliberately omit the off-diagonal entries of C, acting as if calibration standards would never be correlated. One prominent representative of this class of models is the fit proposed by the ISO standard 6143 [3] , against which our experiments will be compared in section 5.
A modified Berkson model. In the previous section we fitted for both parameters ξ and p. Hence, we found the most probable pairing for ξ and p, i.e., an estimation for the true shape of f and simultaneously for the true values of the calibration standards x. However, it is often the case that one is not interested in an estimate for the calibration standard values, but rather one is interested in the most probable shape of the calibration function f regardless of any estimate ξ for x.
Consequently, the appropriate distribution to consider is obtained by eliminating the ξ's in (3.1). The application of the law of total probability yields
Unfortunately, the computation of this integral may become arbitrarily complicated, mainly depending on the structure of the calibration function f (·, ·). Still, if the calibration function is only linear in ξ, the resulting pdf reduces to a slightly modified multivariate normal distribution. And this in turn enables us to express the distribution in closed form. Using Taylor's expansion, we write
defining F x to be F x = diag(∂xf (x 1 , p) , . . . , ∂xf(x n , p)). Note that this linearization can be justified by the argument that the measurement, and thus the calibration function, were assumed to not exhibit strong nonlinear behavior. Substituting (3.4) in (3.3) and evaluating the integrals yields
where z p = y − f (x, p) and
. For a more detailed derivation of these quantities and the distribution function pdf(y) the reader is referred to [5] . We conclude the desired maximum likelihood problem to be given by P-fit : max
3.2.
Recasting the fitting models. In this section we summarize reformulations of problems (3.2) and (3.5) which are more suitable for computation. For details we refer to [4, 5] .
A closer look at the XiP-fit problem reveals that maximizing the expression in (3.2) is equivalent to minimizing XiP-fit : min
where R is the Cholesky factor of C and r = R −T z. Note that the determinant appearing in the former problem can safely be ignored since it depends neither on ξ, nor on p.
Equation (3.6) shows that the problem belongs to the class of nonlinear least squares problems for which a whole repertory of solvers is available, e.g., the GaussNewton method, the Levenberg-Marquardt method, the Newton method, the spectral decomposition method, and many more; see [7, 11, 12, 16, 18] . A variant of the spectral decomposition algorithm, which in our experiments showed a promising performance, is presented in Appendix A.
The reformulation for the P-fit problem is more complicated. Before we state the minimization problem corresponding to (3.5), let us first introduce R p as the Cholesky factor of C p and r p = R p −T z p . Note that this time C p and R p are functions of p.
P-fit : min
This is no longer a nonlinear least squares problem as in the XiP-fit case. The nonlinear least squares solvers mentioned above still compute the minima, but with noticeably lower convergence rate. Suppose that we have solved the above minimization problems, i.e., that we have computed estimates for the parameters p (and ξ). With their help we would then be able to compute information about the close surroundings of the respective minimum. This in turn can be used to estimate perturbations in p depending on perturbations in the input data, which finally can be exploited in order to estimate the covariance C (p) of the device parameters p. Again, we will refrain from giving computational details about how to perform this step but instead refer the reader to [4, 5] .
Measurement.
One goal of calibration is to compute a good set of parameters to quantify the measurement tool's behavior and to gain information about the distribution of the fitted parameters. However, estimating measurement uncertainty by means of the newly fitted parameters and their lowest moments is just as important.
Let us assume that the measuring tool is calibrated, i.e., that we have computed the estimatesp andĈ (p) . Furthermore, let y m be a vector of readings (normally distributed r.v.) returned by the device, and let their covariance C (y) m be given as well.
The corresponding x m values which we want to determine may then be computed by either evaluating x m = g(y m ,p) or by solving y m = f (x m ,p). Note that the latter variant usually requires the use of root finders such as bisection, regula falsi, Newton's method, etc.; see [18, 19] .
The computation of the measurement uncertainty is now performed as follows. Suppose that x ex are the exact quantities which are induced by the exact readings y ex = f (x ex , p ex ), assuming that we know the exact parameters p ex . Even though none of these values is known exactly, we possess estimates for them. Thus a linearization of this identity yields
where F p represents the Jacobian of f with respect to p. With this relation at hand we are able to approximate the covariance C
First, note that the covariance matrix Cov(y,p) which arises during transformations can be ignored, since the reading error is independent from the calibration error introduced earlier. Second, it is obvious that none of the diagonal entries of F x is allowed to vanish. In practice, however, this does not represent a problem, since measurement devices are never driven in ranges where the slope of the calibration function is even close to zero. Note further that solving (4.1) for C (y) m shows the dependency of the reading uncertainties on the measurement uncertainties and the device parameters. In practice, this can be used to design appropriate reading mechanisms
Numerical comparisons and simulations.
In this section we compare the classical least squares fit with the new fitting methods and the method described in [8, 3] . We apply the fitting methods to four different calibration functions. The test cases consist of a linear, an exponential, a power, and a sigmoidal function. To allow a comparison between the methods, we use a set of exact parameters p ex and generate data by random perturbation with known covariances in x and y, as depicted in Figure 3 .1.
We choose unfavorable (x, y) positions and large error variances. As a consequence the gaps between the parameter sets will be large, and nonrobust behavior should immediately appear.
For each function we present two graphs. The left-hand graph depicts the fitted functions for one instance of the randomly generated data, using XiP-fit (thick line), P-fit (medium line), ISO-fit (thin line), the classical least squares fit (dash-dotted line), and the exact function (fine dotted line), respectively.
The right-hand graph displays simulated measurement uncertainties for the XiP-fit and the P-fit (dashed lines) compared to the estimated uncertainties (solid lines). The covariance in x used is given by the following matrix: (a) Fitting a linear function with different methods.
(b) Estimated and simulated measurement uncertainty. .1 summarizes our experiments for the linear function fitting and shows that the matching between estimated and simulated measurement uncertainty seems equally accurate for all methods in our set of fitting methods. Note that in spite of the presence of correlations, the XiP-fit and the ISO-fit do not exhibit appreciable differences.
Test case 2: Exponential function. The calibration function is given by
As in the previous test case, we list the calibration data and the covariances for xand y-values: We obtain the following fitting parameters p: (a) Fitting an exponential function with different methods.
(b) Estimated and simulated measurement uncertainty. The difference between the fitting methods now become apparent. Figure 5 .2(a) shows that the exponentials obtained by the ISO-fit, the XiP-fit, and the P-fit are much closer to the exact function than the classical least squares fit. The errors induced by linearizations become obvious by looking at the difference between the simulated and the estimated uncertainties in Figure 5.2(b) . The simulated uncertainties are larger in magnitude than the estimated uncertainties, but qualitatively the estimated ones are still acceptable.
Test case 3: Power function. Now the calibration function is given by
The following calibration data is retrieved from an NIST website: We again report the fitted parameters p: (a) Fitting a power function with different methods.
(b) Estimated and simulated measurement uncertainty. 
Test case 4: Sigmoid function. In this last test case we use the calibration function
The data for the calibration Figure 5 .4 is provided by NIST again: (a) Fitting a sigmoid function with different methods.
(b) Estimated and simulated measurement uncertainty. 6. Summary. In our four examples we find that the P-fit leads to slightly higher measurement uncertainties, but it recovers the "exact" parameters better. We explain this improvement with pdf(y) being the true distribution to consider. The XiP-fit, in contrast, yields the same results as the ISO-fit as long as no correlations among the calibration data are involved.
Classical least squares fitting is generally not suitable for calibration tasks. There may be exceptions to this rule in peculiar situations where one is aware of negligible covariances.
We have shown in the previous examples that taking the covariance of calibration data into account is important, especially if the correlations are strong. The consideration of covariances in the calibration data does not seriously affect the computational requirements of the solution method. It is therefore unjustified to deliberately omit covariances which are at hand. Appendix A. Gauss-Newton using truncated SVD regularization. The Gauss-Newton algorithm is not reliable when trying to recover the parameters of the minimization problems stated in subsection 3.2. The main reason for this can be found in the poor condition of the problems, especially in the case of strongly nonlinear calibration functions f (·, ·).
