In this paper, we rst formally identify a FIFO uid network that corresponds to the queueing network under a rst-in rst-out (FIFO) service discipline, thus complementing the result of Dai (1995a) for the use of the uid model for the stability of a multiclass queueing network under a FIFO service discipline. Then we establish two su cient conditions for the stability of a multiclass FIFO queueing network. The results extend the previous work on the single class network, the single station network and a network studied by Rybko and Stolyar (1992) . Finally we establish a uid approximation theorem for the queueing network under FIFO service discipline.
Introduction
In the last few years, a lot of attention has been given to the stability of multiclass queueing networks. The stimuli for such research are several important examples that show, contrary to the common belief, a multiclass queueing network may not be stable under the usual tra c intensity condition (that the nominal workload is less than the unity). These examples include Rybko and Stolyar (1992) who proved the instability of a network under a priority service discipline, and Bramson (1994a,b) and Seidman (1994) who proved the instability of a network under a FIFO service discipline. The other related counterexamples include Kumar and Seidman (1990) , Lu and Kumar (1991) , Dai and Wang (1993) , and Whitt (1993) .
Naturally, one would ask when a multiclass queueing network is stable. Rybko and Stolyar (1992) in studying a 2-station network brilliantly linked the stability of the queueing network to the stability of its limiting uid network. This linkage was generalized by Dai (1995a) , covering more general networks, service disciplines and probability distributions for arrival and service times. Therefore, it provides a substantially simple approach for establishing the stability of the multiclass queueing network. With this approach, various su cient conditions have been obtained for the stability of the multiclass queueing networks under general workconserving service disciplines and priority service disciplines, Botvitch and Zamyatin (1992), Chen (1995) , Dai and Weiss (1994) , Down and Meyn (1994) , among others. Kumar and Meyn (1995) took a di erent approach by directly constructing a Lyapunov function for the Markov process. For a recent survey, see Dai (1995b) . Meyn and Tweedie (1993) is a very good source for a general stability theory. While this paper is under review, Bramson (1994c) established the stability of FIFO uid models of Kelly type, and Foss and Rybko (1995) established the stability of multiclass Jackson-type queueing networks. In addition, Winograd and Kumar (1995) established the stability of a class of deterministic FIFO multiclass queueing networks.
The focus of this paper is on the multiclass queueing network under a FIFO service discipline. In Dai (1995a) , the limiting uid network under a FIFO service discipline is not identi ed, other than those relations that must be satis ed by all work-conserving service disciplines. Here, we formalize the result of Dai (1995a) to the network under a FIFO service discipline, in particular, identifying a FIFO limiting uid network. This complements the result of Dai (1995a) for the use of the uid model for the stability of a multiclass queueing network under a FIFO service discipline. Then, we identify two su cient conditions for the stability of the uid network. These extend the previous work on the single class network, the single station network and a network studied by Rybko and Stolyar (1992) . In addition, under these su cient conditions, we establish the uid approximation for the multiclass queueing network under the FIFO service discipline, which extends the result of Johnson (1983) and Chen and Mandelbaum (1991) for the generalized Jackson network, and complements the result of Chen (1995) for the multiclass queueing network under the general work-conserving service disciplines.
The paper is organized as follows. The su cient conditions and several examples are given in Section 2. The multiclass queueing network under the FIFO service discipline is formally introduced in Section 3. In Section 4, we describe a heterogeneous FIFO uid network that corresponds to the queueing network introduced in the previous section, and then prove that the queueing network with a proper scaling in time and space converges to the uid network. The main theorems in Section 2 are proved in Section 5. We conclude in Section 6 with some comments.
We close the introduction with some notation and convention used throughout the paper. All vectors are understood to be column vectors, and the transpose of a vector or a matrix is denoted by a prime. The J-dimensional Euclidean space and its nonnegative orthant are denoted by < J and < J + , respectively. When acting on vectors and matrices, all operators such as j j, sup and min are taken coordinate-wise unless speci ed otherwise; for example, if A = (a ij ), then jAj = (ja ij j). For , both x(y) and x(z) denote functions in D J ; the j coordinate of x(y) is x j (y j ), and the jth coordinate of x(z) is x j (z). A sequence of processes x n in D J is said to converge u:o:c: to a process x 2 D J , if x n converges to x uniformly on any compact sets in < + as n ! 1.
Main Results
The queueing network consists of J single server stations that serve K classes of customers.
Each station may serve more than one classes, while each class must be served at one station; thus, necessarily, K J. The correspondence between classes and stations is described by a mapping with (k) indicating the station at which class k customers are served; an alternative description is given by a J K matrix C = (c jk ), where c jk = 1 if (k) = j, and c jk = 0 otherwise. The (exogenous) arrival process and the service process are renewal processes with rates = ( k ) and = ( k ), respectively. Independent of everything else, a customer of class k after service completion may turn into a customer of class i with probability p ki . We assume that > 0 and P = (p ki ) has a spectrum radius less than unity. Throughout this paper, we assume that the tra c intensity := CM(I ? P 0 ) ?1 < e; (1) where M = diag(m) and m = (m k ) with m k = 1= k being the mean service time of class k customers. We call := (I ? P 0 ) ?1 the nominal total arrival rate, and write = diag( ). In addition, we make technical assumptions (10)-(12) given in Section 3, which, roughly speaking, are to assume that the interarrival times are unbounded and spread. Readers are referred to Section 3 for a more complete description of the model and the assumptions.
A queueing network is said to be stable if its underlying Markov process is positive Harris recurrent; readers are referred to Dai (1995a) for a more complete description of the underlying Markov process.
Su cient Conditions for Stability
The rst su cient condition is to formalize the result in Dai (1995a) and its re nement in Chen (1995) Next, we present two su cient conditions for the stability of the multiclass queueing network under FIFO service discipline. Theorem 2.2 In addition to the tra c intensity condition (1), if jP 0 + (I ? P 0 )Hj n ! 0; as n ! 1; (2) then the queueing network is stable, where H = C 0 CM.
Remark Condition (2) can be replaced by jP 0 + H(I ? P 0 )j n ! 0; as n ! 1;
Theorem 2.3 In addition to the tra c intensity condition (1), if G n ! 0 as n ! 1, then the queueing network is stable, where G = CMP 0 (I ? P 0 ) ?1 C 0 .
Fluid Approximations
Let Z, Q and Y be the workload, the queue length, and the idle time processes as de ned in Section 3. Then under any one of the su cient conditions in Subsection 2.1, the following almost sure limits (known as uid limits) hold uniformly on compact sets in 0; 1): 
These limits imply that the long-run average arrivals equal the long-run average departures for all customer classes; the latter is also known as a pathwise stability. These limits still hold, even when the initial queue length is allowed to grow with n as long as it grows at a rate less than n.
Examples
The su cient conditions in Subsection 2.1 are used to test some special cases and simple examples of a multiclass queueing network.
Generalized Jackson Network
The network is called the generalized Jackson network when J = K, and it is often referred to as a single-class queueing network. It is well-known that the generalized Jackson network is stable when < e. This result is also implied by Theorem 2.2. To see this, we note that when J = K, we can assume without loss of generality that C = I (an identity matrix) by a possible renumbering of class indices. Then the matrix H, as de ned in Theorem 2.2, is a diagonal matrix of . Then it is clear that P 0 + (I ? P 0 )H = P 0 (I ? H) + H 0 and (I ? P 0 + (I ? P 0 )H]) ?1 = (I ? H) ?1 (I ? P 0 ) ?1 exists and is nonnegative. Hence, P 0 +(I ?P 0 )H] n ! 0 as n ! 1 (see Berman and Plemmons (1979) ).
We note that in this case, the stability may not be established by Theorem 2.3.
A Multiclass Station
Consider a single station network, i.e., J = 1. It is known that this network is stable if < 1.
We show that this result can also be established by Theorem 2.2. First, note that in this case, C = e 0 , a K-dimensional row vector of ones. This implies that H = m 0 , and hence, P 0 + (I ? P 0 )H = P 0 + ( ? P 0 )m 0 = P 0 + m 0 0; where we used = + P 0 . On the other hand, since H n+1 = ( m 0 ) n+1 = n ( m 0 ) ! 0 as n ! 1, (I ?H) ?1 exists and is nonnegative. Therefore, I ? P 0 +(I ?P 0 )H] = (I ?P 0 )(I ?H) also has a nonnegative inverse. Thus, P 0 + (I ? P 0 )H] n ! 0 as n ! 1 (see Berman and Plemmons (1979) ).
Again, the stability in this case may not be established by Theorem 2.3. 
Rybko-Stolyar Network and Its Extension
is satis ed. Later Botvitch and Zamyantin (1992) and Dai and Weiss (1994) proved that in addition to (7) , condition m 2 + m 4 < 1 (8) is a necessary and su cient condition for the network to be stable under all work-conserving and/or all priority service disciplines.
The result of Rybko and Stolyar (1992 it clearly has a spectrum radius less than unity, since m 2 < 1 and m 4 < 1 under (7).
We note that the su cient condition given by Theorem 2.2 may not outperform condition (8) in this case.
Finally, we comment that with Theorem 2.3, we can show the stability for the bidirectional manufacturing systems considered in Winograd and Kumar (1995) . These systems generalize Rybko and Stolyar network to more than four classes of customers.
Lu-Kumar Network
Lu-Kumar network is also a network of 2-stations (J = 2) and 4-classes (K = 4) but with a di erent routing matrix. This network has been studied by Lu and Kumar (1991) , Dai and Weiss (1994) , among others. The necessary and su cient condition for this network to be stable under all work-conserving or all priority disciplines is the same as the one for Rybko-Stolyar network, i.e., condition (8) , in addition to the usual condition (7) .
The su cient condition given by Theorem 2.3 for the stability of this network under the FIFO service discipline is and that in this case, G has a spectrum radius less than unity if and only if det(I ? G) > 0.
We note that neither one of the conditions (8) and (9) implies the other. We also note that Theorem 2.2 does not give a su cient condition better than (8) in this case.
Outline of Proofs for Main Theorems
Our starting point for the proof of Theorem 2.1 is Theorem 4.2 in Dai (1995a) . First, we identify a uid network that corresponds to the queueing network. This correspondence has been identi ed in Dai (1995a) for the queueing network under general work-conserving service disciplines and priority service disciplines. However, additional dynamics that is unique to a FIFO service discipline have not been identi ed. To this end, we describe the dynamics of a queueing network under a FIFO service discipline in Section 3. Then in Section 4, we describe the dynamics of the corresponding uid network, and show that any uid limits of the queueing network described in Section 3 are processes of the uid network (Proposition 4.3). This con rms that the proposed uid network is indeed the uid network that corresponds to the queueing network under a FIFO service discipline. We note that unlike for a priority queue, proving the convergence of the FIFO queueing networks to the uid network (along a subsequence) is non-trivial; in this case, one of the key sequence f n ; n 1g (to be described later) may not always be tight, and even when it is, it is non-trivial to establish. See remark (1) after Proposition 4.1 and the remark after Proposition 4.3 for details.] With Theorem 2.1, the proof for Theorems 2.2 and 2.3 is to establish the stability of the uid network, through a lengthy algebraic manipulation which is given in Section 5.
A FIFO Multiclass Queueing Network

Primitive Data and Assumptions
As described in Section 2, the queueing network under consideration consists of J single server stations that serve K classes of customers. We assume that arrival and service processes are renewal processes, the routing is Markovian, and all of them are mutually independent. Specifically, we assume all of the following processes and sequences are de ned on a common probability space: 2K independent sequences of nonnegative i.i.d. random variables, fu k (n); n 1g and fv k (n); n 1g, k = 1; :::; K, and K independent sequences of K-dimensional i.i.d. random vectors, f k (n); n 1g, k = 1; :::; K. The random variable u k (1) is the arrival time of the rst exogenously arrived customer of class k, and u k (n) is the interarrival time between the (n?1)st and the nth exogenously arrived customers of class k, n 2. We let u k (n) 1 for all n 1, if class k does not have exogenous arrivals. The random variable v k (n) is the service time for the nth customer of class k. Each coordinate of random vector k (n) takes value either 0 or 1, and at most one of them takes value 1; if its i coordinate k i (n) = 1, then the nth served customer of class k will turn into a customer of class i; if none of its coordinates equal 1, then the nth served customer of class k will leave the network after service. We assume that E u k (n)] < 1; k 2 E and E v k (n)] < 1; k = 1; :::; K; (10) Pfu k (n) xg > 0; for x 0; k = 1; :::; K; (11) 6 and there exist an n and a function p(x) 0 on < + with R 1
p(x)dx; for any 0 a < b; k 2 E; (12) where E is the set of classes that have exogenous arrivals. Let p ki be the probability that k i (n) = 1, and call K K matrix P = (p ik ) a transition matrix or a routing matrix. Clearly, P is a substochastic matrix; we assume that it has a spectrum radius less than unity, or equivalently, (I ? P 0 ) ?1 exists and is nonnegative. and V k (t) = V k (btc) and k (t) = k (btc) for all non-integer t 0, k = 1; :::; K. It follows from the functional strong law-of-large-numbers that as n ! 1, with probability one, the following limits hold uniformly on compact sets (nt) ! t; (13) V n (t) := 1 n V (nt) ! mt; (14) n (t) := 1 n (nt) ! P 0 t; (15) S n (t) := 1 n S(nt) ! t; (16) where = ( k ) 0, m = (m k ) > 0, and = ( k ) are three K-dimensional vectors. Vectors , m and are called the exogenous arrival rate, the mean service time and the service rate, respectively; we have m k = 1= k is the mean service time and 1= k the mean (exogenous) interarrival time of class k customers, k = 1; :::; K. Note that convergences of (14) and (16) are equivalent.
The use of Dai (1995a)'s Theorem 4.2 calls for a Markovian description of the queueing network. This makes it necessary to model u k (1) and v k (1) as the initial residual interarrival time and the initial residual service time (therefore, they may have di erent distributions than u k (n) and v k (n) for n 2, respectively). When dealing with the uid limits in Subsection 4.2, one would need to consider the initial residual interarrival and service times vary with n. In that case, the limits in (13)- (14) and (16) Dai (1995a) . In considering multiclass queueing networks under general workconserving service disciplines, Chen (1995) proved that Theorem 4.2 in Dai (1995a) still holds without explicitly considering the initial residual interarrival and service times. We can prove that the simpli cation by Chen (1995) also holds for FIFO queueing networks here. To avoid unnecessary complexity, we shall not explicitly consider the initial residual arrival and service times, therefore, assuming the convergences (13)- (16).
Finally, we de ne a J K matrix C = (c jk ) with c jk = 1 when (k) = j and c jk = 0 otherwise, and call it a constituent matrix.
FIFO Dynamics
Performance measures of particular interest are J-dimensional workload process Z = (Z j ) with Z j = fZ j (t); t 0g, J-dimensional idle time process Y = (Y j ) with Y j = fY j (t); t 0g, and K-dimensional queue length process Q = (Q k ) with Q k = fQ k (t); t 0g. Here, the workload Z j (t) indicates the amount of time needed for station j to complete the service of all customers currently at the station, if there are no more arrivals to the station; Y j (t) indicates the cumulative amount of time that station j has been idle during (0; t]; Q k (t) indicates the number of class k customers in the network at time t. We assume that the initial queue length Q(0) is given. Let A k (t) indicate the total number of arrivals of class k customers during (0; t] (including both exogenous and endogenous arrivals). 
Now what remains is to describe the total arrival process A = fA(t); t 0g and the departure process D = fD(t); t 0g. To this end, we, following Dai and Nguyen (1994), de ne j (t) to be the arrival time to station j of the customer currently in service if Z j (t) > 0, and to be t if Z j (t) = 0. Note that j is a nondecreasing process. Let t k be the time required to serve all class k jobs initially in the network; note that it may not be uniquely determined by the given primitive data, since it may depend on the speci c order at which all initial jobs are served. However, the time required to serve all jobs initially at station j is uniquely speci ed by the primitive data under any work-conserving service disciplines, which is given by t j = max
From the de nition of j , it is clear that for j = 1; :::; J and k = 1; :::; K, j (t) = 0; 0 t t j ; Z j ( j (t)) = t ? j (t) + j (t); t t j ; (20) D k (t) = Q k (0) + A k ( (k) (t)?); t t k ; (21) where j (t) is 0 if Z j (t) = 0, and otherwise, is the remaining service time of the customer currently in service at station j, j = 1; :::; J. Note that for k 2 C(j) and t < t j , the departures of class k customers up to time t, D k (t), depend on the order at which the initial customers of di erent classes are served.
On the other hand, we have
Note that substituting (21) into (22) would yield an equation for A, and substituting (22) into (21) 
j = 1; :::; J and k = 1; :::; K. Note that it follows from the de nition that t k = infft 0 : S k (T k (t)) = Q k (0)g; k = 1; :::; K:
Finally, we remark that though the queue length process, the workload process and the other related processes de ned above satisfy relations (17)- (24), these relations do not uniquely determine these processes in general. In order to completely determine the sample path of these processes, it is necessary to specify at which order the initial customers are to be served; for our analysis, it is not necessary. Our starting point is relations (17)-(24).
Fluid Limits of Queueing Networks: A FIFO Fluid Network
We rst present a uid network and then show any uid limits of the queueing networks under a FIFO service discipline are the processes of this uid network. Thus, we call this uid network a FIFO uid network.
A Heterogeneous FIFO Fluid Network
Corresponding to the multiclass FIFO queueing network, we describe a heterogeneous FIFO uid network. To avoid unnecessary complication, we will use the same sets of notation to describe the corresponding processes. The network consists of J stations (or bu ers) that process K classes of uids. Fluids of class k is processed at station (k), and station j processes uids of classes in C(j) = fk : (k) = jg. The constituent matrix C is de ned the same as in the queueing model.
The uid network are described by two K-dimensional nonnegative vectors, Q(0) and , one K-dimensional positive vector , one K K substochastic matrix P with a spectrum radius less than unity, and one J K constituent matrix C. Such a uid network is referred to as uid network ( ; ; P; C; Q(0)) or uid network ( ; ; P; C) with initial uid level Q(0). Vectors Q(0), and are referred to as the initial uid level, the exogenous in ow rate, and the potential out ow rate. Matrix P is referred to as the ow-transfer matrix.
The same as the queueing network, the performance measures of interest are a J-dimensional workload process Z, a K-dimensional uid level process (corresponding to the queue length process) Q, and a J-dimensional idle time process Y . Corresponding to (17)- (24), the following relations prevail in the uid network: We note that relations (25)- (32) are closely related to the uid networks proposed by Harrison (1995) . The j (t) here corresponds to the inverse of his t + Z j (t). Harrison (1995) provided a more complete description for the initial period of the uid dynamics. But for our purpose, the simpler description here is su cient.
We call any one of processes (Z; Y; Q; A; D; T; ) a feasible process, if (Z; Y; Q; A; D; T; ) jointly satis es (25)- (33). We note that the set of feasible processes is not unique in general.
The above FIFO uid network is said to be (strongly) stable if given an 0 < < 1, for any Q(0) with e 0 Q(0) = 1, there exists a nite time t 0 such that e 0 Q(t) < for all t t 0 and all feasible Q. The uid network is said to be weakly stable if Q(0) = 0 implies that Q(t) = 0 for all t 0 and all feasible Q. It is clear that replacing Q by Z would yield an equivalent de nition for the stability and the weak stability. Our de nition of stability appears weaker than the de nition in Dai (1995a) , which requires the existence of a nite t 0 such that Q(t) = 0 for all t t 0 and all feasible Q with Q(0) satisfying e 0 Q(0) = 1. However, Stolyar (1996; Theorem 6.1) proved that they are actually equivalent.
In Theorem 3.3 in Chen (1995), it was proved that if the network under all work-conserving disciplines is stable, then it is also weakly stable. We note that the similar result holds here, i.e., if the FIFO uid network is stable, then it is weakly stable; this follows from exactly the same line of the proof as the one for Theorem 3.3 in Chen (1995) .
To close this subsection, we state two propositions which provide some useful properties of the FIFO uid network and are proved in the appendix. (ii) Suppose that for each xed j = 1; :::; J and each xed n = 1; 2; :::, Z j (t) = 0 for at least one point t 2 (s n ; s n+1 ), where s n is an increasing sequence with s 1 maxft j : 1 j Jg. Then for all n 1, j 1 ( j 2 ( jn (t))) s 1 for all t s n+1 , where 1 j i J, i = 1; :::; n.
(iii) If < e, then there exists an increasing sequence fs n g with s n ! 1 as n ! 1 such that for each xed j = 1; :::; J and each xed n = 1; 2; :::, Z j (t) = 0 for at least one point in (s n ; s n+1 ).
Fluid Limits of Queueing Networks
Consider the queueing network as described in Section 3 with initial queue length Q n (0), where n is an integer parameter. All other processes that depend on the initial queue length, such as the queue length and the workload processes, will be appended with a superscript n, to indicate its association with the initial queue length Q n (0). Assume that almost surely, Q n (0) = 1 n Q n (0) ! Q(0); as n ! 1:
Then we consider the convergence of the following scaled processes:
Z n (t) = 1 n Z n (nt); Q n (t) = 1 n Q n (nt); Y n (t) = 1 n Y n (nt); A n (t) = 1 n A n (nt); D n (t) = 1 n D n (nt); n (t) = 1 n n (nt); T n (t) = 1 n T n (nt):
Our main result in this subsection is Proposition 4.3 Suppose that (13)- (16) and (34) hold. Then (i) any subsequence of ( Z n ; Q n ; Y n ; A n ; D n ; n ; T n ) contains a subsequence, along which ( Z n ; Q n ; Y n ; A n ; D n ; T n ) converges u:o:c: in 0; 1) and n converges u: Proof of Proposition 4.3. First, we write the set of equations corresponding to (17)- (24) for the scaled processes:
Z n (t) = C V n ( Q n (0) + A n (t)) ? et + Y n (t); t 0;
Y n (t) = sup 0 u t eu ? C V n ( Q n (0) + A n (u))]
Q n (t) = Q n (0) + A n (t) ? D n (t); t 0;
Z n j ( n j (t)) = et ? n (t) + n (t); t t n j ;
t t k;n ;
A n (t) = A 0;n
Y n (t) = et ? C T n (t); t 0;
D n (t) = S n ( T n (t)); t 0;
where n (t) = n (nt)=n, t n j = C V n ( Q n (0))] j , and t k;n = infft 0 : S n k ( T n k (t)) = Q n k (0)g. Since j T n k (t) ? T n k (s)j jt ? sj for all n 1, k = 1; :::; K, and 0 s; t < 1, T n is equicontinuous (see Royden (1988) ). Also note that n is non-decreasing and bounded (with 0 n j (t) t for all t 0 and j = 1; :::; J). Therefore, for any subsequence of T n and n , there exists a further subsequence, along which T n converges u:o:c: and n converges on all rational points in < + . Without loss of generality, assume that T n converges u:o:c: to T as n ! 1, and n converges to on all rational points in < + . Then we show momentarily that all of the other processes converge u:o:c:, and their limits are corresponding feasible uid processes as de ned in Subsection 4.1 satisfying relations (25)-(33) for at least all rational points in < + .
By Proposition 4.1, these limiting processes must be Lipschitz continuous. Then by Lemma 4.1 in Dai (1995a) (which states that if a sequence of nondecreasing functions converges on all rational numbers to a continuous function then the convergence is uniform on compact sets), all of the above convergences are uniformly on compact sets.
In proving the convergence of other related processes, we use repeatedly the continuous mapping theorem as given in Whitt (1980) . First, it follows from (16) Next, using (13) and (15) (25)- (27) and (30)-(32) for all t 0, and satisfy (28) and (29) for at least all rational points in < + . That and T satisfy (33) is obvious.
Finally, we note that by (14) , (16) From (28) and (29), it is clear that j (t) = 0; t t j ; j = 1; :::; J; k (t) = Q k (0); t t k ; k = 1; :::; K: Substituting (44) into (30) yields A(t) = t + P 0 A(C 0 (t)) + P 0~ (t): LetÂ(t) = t ? A(t) and recall that = + P 0 ; the above equality can be rewritten aŝ A(t) = P 0Â (C 0 (t)) + P 0 C 0 Z( (t)) + (t);
where equality (43) is also used, and (t) = ?P 0~ (t) ? P 0 C 0~ (t):
Note that (t) = ?P 0 Q(0) for t maxft j : 1 j Jg.
Next, from (31)- (32) and (44) 
where R = CM C 0 = diag( ), and (t) = ?R~ (t) ? CM(~ (t) ? Q(0)): Note that j (t) = 0 for t t j , j = 1; :::; J.
Relations (45) and (46) are the key to our proof. Now we provide an outline for the proofs of Theorems 2.2 and 2.3. First, recall that our goal is to show that for any given > 0, there exists an t 0 such that jjZ(t)jj < for t t 0 . The rst step in proving Theorem 2.2 is to \solve" Z(t) from relation (46) (Lemma 5.1) and then to substitute it into relation (45) to obtain an equation forÂ (Lemma 5.2). However, we cannot \solve"Â from this equation. Instead, we rewrite this equation in a convenient form for our analysis (Lemmas 5.3-5.5). Next, under the assumption of the theorem, we show from this equation thatÂ is bounded (Lemma 5.6) and thatÂ is \close to" a constant for large t (Lemma 5.7) . With this latter result, the proof is then completed by using relations (25) and (26) (Lemma 5.8) .
In proving Theorem 2.3, we rst \solve"Â from relation (45) (Lemma 5.9) and substitute it into relations (25) and (26) . Based on the obtained relations, we rst show that Z is bounded and then is \close to" 0 for large t, under the assumption of the theorem.
Proof of Theorem 2.2
To make this rather long and di cult proof a bit easier to read, several intermediate steps are stated as lemmas whose proofs are at the end of this subsection. 
If < e, then Z(t) = ? 
(t)):
With equality (49), an obvious approach would be to use an iteration technique developed by Dai and Kurtz (1995) in establishing the di usion approximation for a single station multiclass queue. This approach would work as follows. First, replacing t by C 0 (t) in (49) would yield an expression forÂ(C 0 (t)), and then substituting this expression back into (49) would yield a new expression forÂ in terms ofÂ(C 0 (`) (t) for` 2. Similarly, for any xed n, we could replace t by C 0 (m) (t) in (49) for m = 1; 2; :::; n ? 1, to obtain n ? 1 expressions, and then iteratively substitute the expression backwards in the order of (n ? 1)st, (n ? 2)nd, :::, 1st and 0th expressions, where the 0th is meant to be relation (49). This would lead to an expression ofÂ in terms ofÂ(C 0 (`) (t)) for` n. Finally, letting n approach in nity in the latter expression to ndÂ for large t, and substituting the expression forÂ into (25) to show that Z(t) = 0 for large t.
However, iterating (49) turns out to be more complicated. For example, replacing t by C 0 (t) would not lead to an expression ofÂ(C 0 (t)) in terms ofÂ(C 0 (`) (t)) for` 2, unless is of one-dimension, i.e., J = 1. Therefore, the iteration procedure of Dai and Kurtz (1995) has to be modi ed.
To this end, we need to rewrite (49). But rst, we introduce some notation and list some properties of the introduced notation. LetÂ ( (1) (t)) . . . Now we return to rewriting (49). In view of Lemma 5.3 , it is clear that the equality (49) can be rewritten asÂ
But less obviously, the above equality can be extended to Lemma 5.4 Let (0) (t) = (t) and (n) for n 1 be de ned the same as fromÂ (0) toÂ (n) .
Then for each n 1,
Note that F
. Using the above equality, we can prove inductively that Lemma 5.5 Suppose that < e. Then for n 1,
(t) + Before turning to the proofs of the above lemmas, we outline brie y the proof for the remark that follows Theorem 2.2: In contrast to the proof for Theorem 2.2, we rst solveÂ (in terms of Z) from relation (45), and then substitute the resulting expression into (46); this leads to an equality similar to (53) but for Z instead of A. Then using this equality, we rst prove that Z is bounded, and then prove that for any > 0, there exists a t 0 such that jjZ(t)jj < for all t t 0 .
Proof(of Lemma 5.1) Note that the jth coordinate of CMÂ(C 0 (n) 
which is clearly the same as the jth coordinate of (CMÂ( ))( (n) (t)). Also note that R is a diagonal matrix. Therefore, it follows from (46) that for n 0, Z(
(t)) + CMÂ(C 0 (n+1) (t)) ? CMÂ(C 0 (n) (t)) + (
With the above, the proof of (47) is clear by induction on n. Since when < e, R n ! 0 as n ! 1, the proof of (48) is completed by taking n ! 1 in (47). 2 Proof(of Lemma 5. 2) Making use of the special structure of matrix CM, it is direct to check that (CMÂ(C 0 (k) ( )))( (t)) = CMÂ(C 0 (k+1) (t)). Also noting that R is a diagonal matrix, we obtain from (48) Z( (t)) = ?
Substituting the above into (45) yieldŝ
The above implies equation ( I n+1 = H n ;
and the proofs for the remaining equalities are similar to one of these. where we used the induction hypothesis to obtain the third equality. This completes the proof for (56).
Next consider (57). First, we explore some special structure of matrix H. By a possible renumbering, we can assume without loss of generality that C(j) = fK j?1 + 1; :::; K j g, j = 1; :::; J, with K 0 = 0 < K 1 < < K J = K. Then it is direct from its de nition that H = C 0 CM has a block diagonal form; its jth block corresponds to all indices of those classes that are served at station j. This special structure implies that the`th component in H k (the kth row of H) equals zero unless`2 C( (k)) (i.e., unless class`is served at the same station as class k). Consider n = 1: (1) ( (1) (t)) . . .
( (1) (t)) . . .
where we made use of the block diagonal structure of matrix H to obtain the third equality. Now suppose that (57) holds for n. Then . . . ( (1) (t))) . . .
where we used the induction hypothesis to obtain the third equality, and the block diagonal structure of matrices H and hence H n to obtain the last equality. This completes the proof. 2 Proof(of Lemma 
We show at the end of this proof that A its kth coordinate isÂ
where L k is the kth row of matrix L. From this, we havê A (1) (t) = 0 B B @Â (0) 1 ( (1) (t) ) . . .
In view of (58) and (59), this is the same as equality (52) for n = 1. Suppose that equality (52) holds for n( 1), i.e., A
Thus, we have proved that equality (52) holds for n + 1, in view of equalities (58) and (59).
To conclude, we prove equality (58). The proof for equality (59) is almost identical.] By de nition, it holds for n = 0. Suppose that it holds for n. Theñ ( (1) (t)) . . .
This completes the proof.
2
Proof(of Lemma 5.5 ) First, we show it holds for n = 1. Substituting the expressionÂ (1) (t) given by (52) into equality (51) yieldŝ given by (52) into equality (53), we obtain equality (53) with n being replaced by n + 1 as 
where the existence of (I ? jFj) ?1 is due to our assumption that jFj n ! 0 as n ! 1, and the existence of (I ? H) ?1 is due to our assumption that < e (implying that H n = C 0 R n?1 CM ! 0 as n ! 1). Since jFj n ! 0 as n ! 1, there exists n 0 (clearly independent of T) such that matrix B := jLjjFj n 0 (I ? H) ?1 has a spectrum radius less than unity, i.e., (I ? B) ?1 exists and is nonnegative. Also note that (t) = 0 and (t) = ?P 0 Q(0) for t su ciently large. Therefore, we obtain from (60), Note that the right-hand-side of the above inequality does not depend on T and is nite. Therefore, letting T ! 1 in the above yields the desired result. 2 Proof(of Lemma 5.7) First choose a sequence of fs n ; n 1g satisfying (iii) of Proposition 4.2, and assume that s 1 maxft j : 1 j Jg. Then for t s 1 , (t) = 0 and (t) = ?P 0 Q(0). Hence, by Proposition 4.2, we know that for each n,
(t) = 0 and (`) (t) = ?I`P 0 Q(0);`= 0; :::; n; t s n+1 : Now, consider n > n 0 , where n 0 > 1 is to be chosen later. It follows from the above and With an argument similar to the one that leads to (60) from (53), we can obtain from the above inequality, Proof(of Lemma 5.8 
where 0 and are nite constant, and we made use of (62) to obtain the last inequality.
Finally, since < e, it is clear that there exists a s 0 such that jjZ(t)jj < for all t s 0 . This, combined with (63), implies that for t t 0 := s + s 0 , sup t 0 t<1 jjZ(t)jj (1 + ) ; completing the proof of the lemma. which follows from the de nition of Z (`) and the fact that 0 (t) t. Next, since (t) = ?P 0 Q(0) for t large, 
for all n 1 and` 0.
In view of (74) 
Note that j j and Z are bounded and that (P 0 ) n ! 0 as n ! 1 and G i ! 0 as i ! 1. Then it is clear that we can choose i and n large enough so that the norm of the right-hand-side of (79) is less than . Letting t = s in proves (73). 2 Proof(of Lemma 5.9 ) Equality (45) can be rewritten aŝ A(t) = A (1) (t) + Z (1) (t) + (1) (t):
Replacing t by C 0 (t) in the above and then multiplying by P 0 yields A (1) (t) = A (2) (t) + Z (2) (t) + (2) (t):
Repeating the same procedure, we can show by induction that where we made use of the fact that 0 (t) t. 2 
Concluding Remarks
In this paper, we have identi ed a FIFO uid network, which, combined with the previous result of Dai (1995a) , provides a basis for the study of the stability of multiclass queueing networks under a FIFO service discipline. We further establish two su cient conditions for the multiclass queueing networks with the FIFO service discipline, extending the result of Rybko and Stolyar (1992) on a 2-station network and complementing the previous results on the networks with general work-conserving and priority service disciplines. The established su cient conditions seem a bit too restrictive. Though in many cases, it goes beyond the results known for the general work-conserving and priority service disciplines, in many other cases, they could not be used to show the stability of the network under the FIFO service discipline even when the network is known to be stable under all work-conserving disciplines. In particular, we believe that condition (2) in Theorem 2.2 is too strong, and it may be relaxed to P 0 + (I ? P 0 )H] n ! 0 as n ! 1, where H = C 0 CM. Finding better su cient conditions is a challenge that lies before us.
On the other hand, using (29) 
where > 0 is a constant.
Combining (82) and (83) ) ; where we used the fact that j (s) s. The above inequality is similar to (84), and following a similar argument as in (i) proves (81). Now, we return to show that j (t) t . Suppose to the contrary, i.e., j (t) <t. Using (25) yields Z j (t) = Z j ( j (t)) ? (t ? j (t)) + CM(A(t) ? A( j (t)))] j + Y j (t) ? Y j ( j (t))] Z j ( j (t)) ? (t ? j (t)) = (t ? j (t)) ? (t ? j (t)) = t ?t > 0; where the rst inequality is due to the monotonicity of A and Y , and the second equality is due to (28) . The above inequality clearly contradicts our assumption thatt is an idle time. 2 Lemma 7.4 There exist a > 0 and a t 0 0 such that for k = 
