An Ansatz for undecidable computation in RNA-world automata by Svahn, Adam J. & Prokopenko, Mikhail
An Ansatz for undecidable computation in RNA-world
automata
Adam J. Svahn and Mikhail Prokopenko
Centre for Complex Systems
University of Sydney
Sydney, Australia
August 13, 2020
Abstract
In this Ansatz we consider theoretical constructions of RNA polymers into automata,
a form of computational structure. The basis for transitions in our automata are plausible
RNA-world enzymes that may perform ligation or cleavage. Limited to these operations,
we construct RNA automata of increasing complexity; from the Finite Automaton
(RNA-FA) to the Turing Machine equivalent 2-stack PDA (RNA-2PDA) and the uni-
versal RNA-UPDA. For each automaton we show how the enzymatic reactions match
the logical operations of the RNA automaton, and describe how biological exploration
of the corresponding evolutionary space is facilitated by the efficient arrangement of
RNA polymers into a computational structure. A critical theme of the Ansatz is the
self-reference in RNA automata configurations which exploits the program-data duality
but results in undecidable computation. We describe how undecidable computation
is exemplified in the self-referential Liar paradox that places a boundary on a logical
system, and by construction, any RNA automata. We argue that an expansion of the
evolutionary space for RNA-2PDA automata can be interpreted as a hierarchical resolu-
tion of the undecidable computation by a meta-system (akin to Turing’s oracle), in a
continual process analogous to Turing’s ordinal logics and Post’s extensible recursively
generated logics. On this basis, we put forward the hypothesis that the resolution of
undecidable configurations in RNA-world automata represents a mechanism for novelty
generation in the evolutionary space, and propose avenues for future investigation of
biological automata.
1 Introduction
In a time period of 4 billion years, life has come to dominate the Earth. It has colonised
and thrived in almost every environment available from the crust to the stratosphere. This
success has been achieved through diversity, following the Darwinian principle of heritable
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adaptation through natural selection. Within this diversity a set of core, essential molecular
components span the breadth of the tree of life and are thought to have been present in
LUCA, the Last Universal Common Ancestor. Ribonucleic acid (RNA) is an essential core
component to all extant life and it is possible to follow the thread of RNA biology back to a
life that existed pre-DNA, and may have developed according to pre-Darwinian principles.
The RNA-world scenario [49] is a view of the moment in the emergence of life that occurred
close to, if not at, the transition from abiotic chemistry to life. In this Ansatz, we investigate
the computational properties of RNA-based systems that may have existed in the RNA-world
scenario.
One of the most fundamental problems in biology is the definition and understanding of
“how the genotype-phenotype relationship had come to be” [68]. In the most general sense,
the genotype-phenotype mapping can be seen as the encoding and decoding relationship
between the information of the encoded organism (i.e. genotype) and the program of the
organism itself (i.e. phenotype). To understand the origin of this relationship we must try to
understand the nature of the organisms in which it emerged. Rather than separate, spatially
contained ‘cellular’ organisms, early individuals in an RNA-world may be best defined as a
persistent temporal representation [28] in a loosely interconnected biochemical conglomerate.
It is within these primitive organisms that there evolved a means to encode their salient
features and enable a rudimentary translation, via a form of Horizontal Gene Transfer (HGT)
[68, 61, 46]. Such a proto-code was essentially an innovation-sharing protocol, as different
proto-cells could come up with different encoding innovations.
Crucially, the information-program relationship, via encoding and decoding, which ultimately
facilitates self-replication is capable of becoming self-referential. A general question is how
and under what conditions a self-referential mapping can evolve in principle, and what are
the evolutionary pressures driving such emergence. Goldenfeld and Woese in particular
focused on self-reference to drive at the question of biological innovation [16]:
“...what is to us the central aspect of evolution: It is a process that continually
expands the space in which it operates through a dynamic that is essentially self-
referential. Self-reference should be an integral part of a proper understanding
of evolution, but it is rarely considered explicitly.”
It is useful to distinguish self-replication and self-reference as distinct concepts. For example,
remarkable self-replicating mineral crystals which propagate patterns of inhomogeneities
from layer to layer and reproduce by random fragmentation [7, 53] are not self-referential,
because the decoding relationship itself is not represented in an encoded form [36]. On the
other hand, computer programs with self-replicating code (e.g., Cellular automata) can be
fully self-referential by employing explicit encoding/decoding mechanisms. Critically, self-
reference, unlike self-replication, generates a form of undecidability (e.g., the Liar paradox,
wherein a self-negating statement is unsolvable within the bounds of the system); manifested
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as the halting problem in computability theory and implicated in studies of novelty generation
and open-ended evolution [33, 24, 34, 71, 1, 45].
Our main objective is to describe an RNA based computational framework that enables an
encoding and decoding relationship that will facilitate the emergence of self-referentiality.
Since the self-referential mapping between the program and data inevitably brings about
computational undecidability, we aim to investigate how the undecidability of biological
computation with RNA creates an impetus for evolution by constructing pathways towards
novelty generation, and self-driven increase in the system’s complexity.
We introduce and explore theoretical RNA automata from the starting point of an RNA-world
scenario in which abiotic chemical processes may generate ribonucleotides [57, 4] and a
pool of short RNA oligomers (perhaps via wet-dry cycling [19] or with mineral catalysts
[21]). With the minimal RNA-mediated functions of ligation and cleavage [50, 67, 14, 22]
we construct theoretical RNA automata with equivalence to a finite automaton and push-
down automata with one and two stacks, with demonstration of computations achievable
within each construction. Importantly, in an RNA automaton, the ribozymes that constitute
the transition rules (the program) and the polymers that serve as symbolic memory (data)
are both composed of the same nucleotide substrate. We describe how, from this shared
substrate, an RNA based Universal Push-Down Automaton (RNA-UPDA) with equivalence
to a Universal Turing Machine (UTM) may simulate any encoded RNA automaton program.
We ultimately hypothesise that an RNA automaton utilising two stacks would be capable
of self-reference and so, would lead to the generation of an auto-negating undecidable
‘Liar paradox’, recognising and resolving which would then allow the system to expand its
boundaries.
This work has two-fold applications. The first regards our understanding of how early life
developed. The operations of our RNA automata are defined by reference to the literature on
RNA-world chemistry and in-vitro demonstrations of RNA operation. As such, we believe
that by defining RNA computation we may help to set bounds for the complexity of molecular
interaction cascades that are possible in the RNA world and to help resolve a fundamental
question of the origin of life: how and by what path life constructed complex macro-polymers
and complex enzymes with co-operative functions. Further, we hope to contribute to the
early, but already productive investigations of computational principles in biological systems
(reviewed in [44]), such as the ‘chromatin computer’ [2]. The computational approach
helps us understand extant life but also to look back at the origin of life, in particular
the investigation of the evolution of evolvability. Evolvability describes how organisms
developed the capacity for evolutionary exploration [62] as a distinct feature of the organism.
Indeed, the methods found at this interface of RNA-world evolution, synthetic biology and
simulated artificial life represent a promising test-bed for construction of computational and
in-vitro models that create self-referential, and paradoxical, scenarios from which the system
must ‘jump out’ and break the paradox by abstraction, or meta-level, simulation. This is
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of fundamental importance as self-referential dynamics may hold a key to real innovation
generation, implicated in evolutionary transitions, such as emergence of universal genetic
code or multicellularity [68]. Such principles hold significant promise for synthetic biology
and the development of artificial life.
2 Background
2.1 RNA world ligation and cleavage enzymes
RNA (ribonucleic acid) is typically a single-stranded bio-polymer that is at the core, and
perhaps the very beginning, of all life on earth. The ribonucleotide monomer is a modular
construction of a ribose sugar, a phosphate and a nucleobase. The nucleobase is the infor-
mation carrying unit of the ribonucleotide. The nucleobases are divided into the purines
(adenine and guanine) and the pyrimidines (cytosine and uracil) which form pairwise affinity
relationships by hydrogen bonding; adenine to uracil and guanine to cytosine. Importantly,
RNA polymers are structurally labile, readily forming complex tertiary structures. These
structures create chemical micro-domains that allow the RNA polymer to act as an enzyme,
facilitating a chemical reaction. RNA ligases (bond forming) and RNases (bond breaking)
make use of the hydrolysing aqueous environment to catalyse the forming or the breaking of
the phosphodiester bonds which link the ribonucleotide monomers together.
Ligation is a catalysed reaction that forms a bond between RNA polymers and is an essential
function in all extant life. No RNA ligases currently described can be traced by conservation
back to the last universal common ancestor, LUCA. However, there are examples of RNA
enzymes that perform ligation in living organisms which point toward an ancient RNA ligase.
An illustrative example of the centrality of ligation to extant life and to the role of RNA
in this process is pre-mRNA splicing. In humans, the Animalia kingdom and across the
eukaryotes the genes encoding proteins are rich in regions that do not contribute to specifying
the protein sequence, referred to as introns. Eukaryote genes are first transcribed from
DNA into a pre-mRNA polymer containing alternating exons (coding) and introns (non-
coding) that are transformed by a series of two-step cleave and ligate ‘splicing’ reactions
into exon-only mRNA by a set of protein-RNA hybrid molecules referred to as snRNPs
(small nuclear ribonucleoproteins) [67]. Importantly, at the core of the snRNP is a conserved
snRNA molecule. The broad conservation of a core snRNA suggests an essential function
for the RNA component in splicing and is suggestive of an ancient origin. A more definitive
catalytic example of RNA can be found elsewhere in the eukaryote genome in the form of
group I and II ‘self-splicing’ introns which hold the sequence for an RNA ribozyme that,
when transcribed from DNA to RNA, is capable of performing the same two-step splicing
reaction as the snRNPs with similar mechanics [67].
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Taking a different approach, we may ask what is the potential for ancient RNA polymers to
form a ribozyme ligase? In this frame, support for ancient RNA ligases may be drawn from
the remarkable ability of novel ligase ribozymes to be generated by in vitro evolution [23].
This has been demonstrated and replicated independently in the form of the class I ligase
[13] and the R3C ligase [51]. The R3C ligase was evolved out of a library of 1014 short
RNA polymers [51] and constituted a 74nt RNA polymer enzyme which ligated a target
RNA polymer to itself. Importantly, this study demonstrated that a shorter R3C motif of 57nt
containing the catalytic site could ligate together two opposing RNA polymers and release
the product. This property was exploited to demonstrate that a redesigned R3C ligase could
ligate split copies of itself [39], starting an auto-catalytic replication cycle [39, 31].
We may then ask what functional role could ligation perform in a computational RNA
system? The product of any ligation is the generation of an RNA polymer which is longer
than the components with which the reaction began. Ribozymes perform catalytic roles
through the formation of secondary and tertiary structures and the ribozyme formed from a
long polymer may possess a greater propensity to form more complex and stable structures
than that of a short polymer. The sequence of RNA nucleotides may also encode information
to represent previous visited states of the system, with longer polymers having the potential
to encode a longer sequence of symbols. The modular nature of RNA means that ligations
may explore a large combinatorial space, limited by the available polymer reactants and the
binding properties of the available ligating ribozymes. In combination, it can be hypothesised
that ligase reaction cascades may be capable of constructing new ribozymes of increasing
complexity, as well as encoding and extending symbolic representations within the system.
If encoding is performed by ligation, then decoding is sub-served by cleavage. To explore
this, we will review another RNA enzyme, RNase P. RNase P is a ribonucleoprotein that
cleaves opposing single-stranded RNA and may bind and cleave multiple targets without
losing function [48]. As a ribonucleoprotein it consists of an RNA and protein components.
Structural and functional study of RNase P has resulted in a consensus that the RNA
component was likely to have been present in LUCA [8]. Indeed, all kingdoms of life retain
the essential RNA core of RNase P. From this ancient catalytic RNA polymer, the story of
RNase P evolution is of broadening target diversity and stabilisation [48, 14, 25].
Inspired by the extensive use of RNaseP throughout the kingdoms of life, there have been
synthetic approaches to utilising such a robust, ubiquitous enzyme. Mutagenesis study
identified an essential motif (a 3′-RCCA) in the tRNA substrate of bacterial RNaseP [66]
which is both essential and sufficient for single-stranded RNA polymer cleavage by RNaseP
[11]. Wielding this motif, synthesised external guide sequence (EGS) RNA polymers may
bind and draw any targeted RNA polymer to the bacterial RNase P enzyme, where the
unbound region adjacent the motif is cleaved [18]. In eukaryotes, a pair of RNA loops
are instead the necessary and sufficient motifs for EGS design [32]. Another successful
in vitro approach is the synthesis or ligation of the minimal catalytic unit of RNaseP [65],
5
labelled M1, to a guide sequence, producing an M1GS which performs targeted cleavage
[11]. Crucially from a computational and synthetic viewpoint, the M1GS approach enables
complete in vitro reactions. By drawing on the now large library of known RNaseP sequences,
artificial in vitro selection may explore an enormous space of EGS [70] and M1GS [72]
targeting.
From the above, we believe that there is sufficient evidence from phylogenetic study and in
vitro demonstration to conclude that ligation and cleavage were feasible operations carried
out by RNA in a proto-cellular RNA world.
2.2 Automata theory
Automata theory is the study of mathematical models of computation. It is important to
recognise that the definition of computation used here goes beyond the design of computing
devices to the mathematical formalisation of an algorithm as an effective procedure for
performing a calculation [58]. Full reviews of automata and computational theory are found
in the canonical texts by Hopcroft and Ullman [20] and Sipser [55]. For our purposes in
this Ansatz, we briefly establish that each model of computation, or automaton, is defined
as an n-tuple, meaning it is composed of n distinct components. To illustrate by example,
an automaton called a finite state system is a 3-tuple {Q,Σ,δ} where Q is a set of possible
internal states of the system and Σ (sigma) is the set of possible distinct inputs to the system.
The internal state of the system may change according to a given transition function, δ
(delta), which maps the current state to a new state dependent on the observed input. This
mapping is written as Q×Σ→ Q. We observe the state, and consider this to be the output
of the system in response to the input. In this conceptualisation, we imagine the system
transitioning within a space of all possible configurations of the state, occupying one of these
locations at any given time. The state transitions occur in discrete steps, meaning it is always
at a single point, never in between points. Looking at our system during its journey through
this space of all possible configurations, we may say that the system state is determined by
the past inputs which in turn guides the next transition in response to input. In this Ansatz,
we will be applying standard constructions from automata theory, imagining how they might
be instantiated with RNA polymers. Our aim is to demonstrate that these configurations
may hold insight for how early biology utilised information as a resource and discovered
computational principles to develop efficient complexity, ultimately arriving at undecidable
computation.
3 Definitions
RNA polymers RNA polymer refers to a single-stranded polymer of RNA molecules
drawn from the canonical A(denine), C(ytosine), G(uanine) and U(racil) nucleobases. In this
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Ansatz we focus on the computational properties of automata encoded into the sequence of
RNA polymers.
RNA enzymes The steps of the computation, referred to as transitions of the automaton,
consist of modular additions and substractions to the RNA polymer(s) that represent compo-
nents in the automaton. The reactions allowed are ligation, the joining of RNA polymers, and
cleavage, the dissociation of an RNA polymer into parts. As discussed above, these reactions
are likely to have occurred in an RNA world. Synthetic ligation and cleavage RNA enzymes
have been extensively demonstrated in in vitro preparations. It is assumed that a desired
ligation or cleavage RNA enzyme is available for any given target RNA polymer(s).
States, symbols and stacks The state of the automaton is represented by a designated
RNA polymer, termed the state polymer. The sequence of this polymer represents the
current state of the automaton at any given time during the computation. The input to our
RNA automata will be the sequential presentation of designated RNA polymers, termed
symbol polymers. These polymers are not enzymes, rather they represent symbols in an
alphabet defined within the automata. The sequential presentation will be referred to as the
input word. In the second and third iteration of our RNA automata, we will introduce an
extensible memory in the form of a stack for storing symbol polymers. The symbols may be
added and subtracted from the stacks by the actions of the ligation and cleavage enzymes
in the same manner as for the state polymer. All of the modifications to the state and to the
stack(s) are modular operations.
Reaction volume The reaction volume is imagined to consist of RNA molecules suspended
in an aqueous solution. Importantly, the enzymes that carry out the reactions that progress
the computation, and the substrates of those reactions, are all RNA polymers.
4 RNA automata
An automaton is an abstract construction for performing a computation. We will start with a
finite automaton (FA) in which only the state polymer is modified in response to the input
word. We will then iterate to add one and two stack polymers. At each automaton type, we
will first give a theoretical background and notation from automata theory. We then outline
the construction of the given RNA automaton and give worked examples of a computation.
We will then relate the RNA automaton to the class of computations it could perform in the
biological context.
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4.1 Finite Automata
A finite automaton (FA) progresses through sequential transitions, where the state may
change in response to the input. The transitions are carried out with reference to a defined
set of transition rules for moving between any given state in response to the input. Certain
states may be designated to have meaning with respect to the input word, e.g. an Accept or
Reject state may be reached and, if halted on, signify a response to the total input. A FA is
defined by a 5-tuple, {Q,Σ,δ ,q0,F}. Q is the finite set of states that the automaton may visit.
Σ is the alphabet that the input may be drawn from. δ is the transition function, the rules
for moving between states, of the form Q×Σ→ Q. q0 is a designated starting state, where
q0 ∈ Q. F is the set of accept states, where F ⊆ Q.
RNA-FA reaction volume The transition function holds the instructions for manipulating
the state in response to the current input. Rules within the transition function take the form
(qi,a)
R−→ (q j), which means that, for automaton R, if the current state is qi ∈ Q, and the
current input is a letter of the alphabet a ∈ Σ, then the automaton will change state to q j ∈ Q.
In an RNA-FA, the transition rules are embodied in the reaction profile of RNA enzymes. In
the example, when the state polymer has sequence qi, and the symbol polymer with sequence
a is the current input, a ligation or a cleavage reaction occurs to the state polymer such that it
is lengthened or truncated to become the sequence q j.
The computation of the automaton proceeds in a series of steps with defined stages, starting
from an inert point either at the initialisation of a new automaton or after the conclusion
of a previous transition. First, a symbol polymer from the input is introduced, and may be
recognised as a pair with the current state polymer sequence qi. A stage of reactions occur to
completion, which may alter the state polymer and thus change the state of the automaton. A
final ‘cleanup’ stage resets the reaction volume to an inert state, prior to the introduction of a
new input which marks the start of a new step.
RNA-FA notation RNA enzymes in our automata perform ligation or cleavage reactions,
which are denoted by λ (lambda, ligation) and µ (mu, cleavage) respectively. The first term
in a recognition pair is the subject of the reaction that will be ligated to or cleaved from. The
second term in the recognition pair may be directly ligated to the first. Alternatively, the
second term may be a catalytic element which is not altered in the reaction. For cleavage, the
second term is always a catalyst in this manner.
For ligation in the RNA-FA:
λ (x,y) : Q×Σ→ Q
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i.e. z = λ (x,y) where z is the state polymer such that z is the ligation of x with or catalysed
by y. For catalysis, the first term is ligated with a short polymer in the reaction volume that
has partial complementarity to y and that is not on its own a member of Σ.
Similarly, for cleavage in the RNA-FA:
µ(x,y) : Q×Σ→ Q
i.e. z = µ(x,y) where z is the state polymer such that z is the cleavage of x catalysed by y.
We also define a stasis operation, where the response to an input is to remain in the same
state.
κ(x,y) : Q×Σ→ Q
i.e. x = κ(x,y) for all y.
4.1.1 RNA-FA for b∗(ab+)∗
To perform a computation, we will encode the required alphabet for our automata into unique
symbol polymers drawn from the ribonucleotide ACGU alphabet with minimum length
determined as required for RNA enzyme activity. We will also encode the unique initial
state polymer in the same format. We then design RNA enzymes that will transition the state
polymer through the designated state sequences in the presence of the symbol polymers.
To illustrate, the RNA-FA we are constructing is to determine whether a specific ordering
of symbol polymers, the input word, conforms to a pattern. Our RNA-FA will recognise
input sequences of the form b∗(ab+)∗. The ∗ indicates ‘0 or more of’ and the + operator
indicates ‘at least 1 of’. Put together, b∗(ab+)∗ indicates the input polymer may have an
arbitrary arrangement of b’s but any instance of a must followed by at least 1 b. An empty
sequence, or a sequence consisting only of b’s should be accepted by this definition. A pair
of specific RNA polymers will represent a and b, forming Σ, from which an ordering of such
polymers is chosen as the input word. A set of RNA enzymes will then be chosen and seeded
into the reaction volume such that the reactions cascading from the sequential presentation
of the input of the form b∗(ab+)∗ will result in reaching (or remaining in) a sequence of the
state polymer designated as the accept state, and any non-conforming input words will reach
a reject state. At the exhaustion of input, the sequence of the state polymer determines the
acceptance or rejection of the input sequence.
The RNA-FA is represented as a five-tuple, (Q,Σ,δ ,q0,F), where:
Q = {q0,q1,q2} where each qi is a unique sequence of the state polymer.
Σ= {a,b} where a and b are unique symbolic RNA polymers.
F = {q0,q1}
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The transition function δ is given by the following transitions:
δ

(q0,a) = q1 ≡ λ (q0,a)
(q0,b) = q0 ≡ κ(q0,b)
(q1,a) = q2 ≡ λ (q1,a)
(q1,b) = q0 ≡ µ(q1,b)
q0 q1 q2
a
b
a
b
Figure 1: State diagram for the RNA-FA.
If we take as input abb:
1. With state polymer sequence q0, a is recognised and the state polymer is ligated to
form the sequence q1.
2. With state polymer sequence q1, b catalyses cleavage of the state polymer to return to
the sequence q0.
3. With state polymer sequence q0, b is a stasis symbol polymer.
4. At the exhaustion of input, the state polymer has sequence q0, so the automaton
accepts.
If we take the input aa:
1. With state polymer sequence q0, a is recognised and the state polymer is ligated to
form the sequence q1.
2. With state polymer sequence q1, a is recognised and the state polymer is ligated to
form the sequence q2.
3. At the exhaustion of input, the state polymer has sequence q2, so the automaton
rejects.
RNA-FA computations We may ask what kind of computing tasks could such an RNA-
FA perform? We may observe that at any given point during the computation, the current
sequence of the state polymer describes a trajectory of visited states and inputs encountered.
If the input word conforms to an accepted pattern, the RNA-FA will step through an accepting
path. Formally, a FA may process the class of regular expressions, which are a simple and
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powerful method of describing patterns [55]. At the molecular scale, biology makes prolific
use of regular expressions. In particular, the non-coding subset of the genome contains an
enormous variety of patterns, referred to as motifs, which characterise families of genomic
elements. For example, the gene argR on the bacterial arginine biosynthesis pathway has an
upstream promoter region which can be described as a regular expression across three species
of the form G[x]AT [x]AA[x]AT [x]CA, where [x] represents any of the nucleotides [AGCT]
[35]. At the level of RNA, splice sites are well documented motifs which indicate the borders
of the exons that are retained in the mature mRNA. Splice sites can be represented as regular
expressions, such as the following examples drawn from a database of mammalian splice site
motifs [63]: [G/A][x]UGAUUG[U/G] . . . [ACGU ]∗
intron
. . .CAUUG[A/G/U ][A/G]. Identifying
this phenomenon led to significant progress in the practice of scanning the genome for new
motifs and expanding correlated genomic elements, such as transcription factor binding sites
[6, 5, 10]. The capability to perform FA computations confers a powerful pattern recognition
ability to this simple arrangement of RNA polymers. Prior to the emergence of distinct,
compartmentalised cells that could exhibit vertical inheritance, the earliest forms of nucleic
acid based life may have resembled a conglomerate of components in a far more loosely
compartmentalised systems of proto-cells. Horizontal transfer, rather than vertical descent,
is more likely to describe the movement of information in such a conglomeration [61, 38].
Proto-cells engaging in HGT [56] may have derived utility from simple pattern matching to
virtually compartmentalise early gene collections. We have previously explored the utility of
HGT as an innovation sharing strategy in pre-coding threshold, pre-cellular conglomerates,
as a form of stigmergic gene transfer [41, 42, 46].
If we broaden the role of the input word in the RNA-FA, we may consider it as a series
of inputs from the niche. These inputs may be directly from the environment or from
parallel enzymatic processes. The trajectory encoding of the RNA-FA provides a temporal
mechanism for simple decision making within the niche. In this context we find a mechanism
driving biological FA construction. If we presume that early, proto-cell, nucleic acid based
life existed in an asymmetric, non-isotropic environment, then we can observe that pattern
matching is a precursor for adaptation. Any conglomeration with characteristics guided by a
FA matching the chemical, physical and temporal dynamics of the environment represents a
more advantageous phenotype within the niche.
A limitation of a FA is that any instance of returning to a previously visited state effectively
erases the encoding of the trajectory beyond that state and as such the FA cannot maintain an
extensible memory of repeated input. In other words, if a loop exists or the FA may return to
some earlier state, there is no way to encode the number of times a loop has been traversed
or a given state visited. In the next automaton, we will augment our RNA-automata with a
polymer to serve as extensible memory.
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4.2 Push-down Automata
To implement a memory component in our RNA automata, we will introduce RNA polymers
with a purely symbolic, informational role. The automaton structure will be a push-down
automaton (PDA) which operates along the same principles as the FA with states and
transition rules. A PDA is augmented by the addition of a stack which can encode information
over the course of the computation in an extensible manner. The stack operates according
to a ‘Last In First Out’ principle, in which symbols are prefixed to the top of the stack in a
‘push’, and removed from the top of the stack in a ‘pop’.
A PDA is defined by a 7-tuple, {Q,Σ,Γ,δ ,q0,Z0,F}. Q,Σ,q0 and F are defined as above for
the FA. With the addition of a stack, we now include Γ (gamma) as a finite set constituting
the stack alphabet, and an initialising stack symbol Z0 ∈ Γ. The transition function δ is of the
form Q×Σε ×Γε → Q×Γε . For additional clarity, we will make use of the instantaneous
description notation such that for every configuration δ (x,y,u) containing (z,w) there exists
an instantaneous description in which (x,yL,uS)` (z,L,wS)where x,z∈Q, y∈ Σε , u,w∈ Γε ,
L ∈ Σ∗ and S ∈ Γ∗. Σ∗ and Γ∗ are the Kleene star of the input alphabet and stack alphabet
respectively, which is the smallest superset containing all possible words derived from
symbols in the input or stack alphabets, including the empty word.
The PDA is defined with the empty symbol ε (epsilon). The input is defined as Σε ≡ Σ∪{ε},
in which ε may appear in place of input. The stack input and output are defined as Γε ≡
Γ∪ {ε}, in which ε may appear in place of the top stack symbol. This means that for
the step-relation (x,yL,uS) ` (z,L,wS), y,u and w may be ε . When ε appears in the input
place of a configuration (y), the transition may occur without reading a symbol from the
input and without progressing to the next input symbol. Σε is required for the full power
of a deterministic PDA [3]. When ε appears in the stack input place of a configuration (u),
the transition may occur without reference to the symbol on the top of the stack. When ε
appears in the stack output place of a configuration (w), the transition proceeds without
a symbol being placed on top of the stack. To maintain our automaton in a deterministic
mode, we establish the rule that if a configuration δ (x,y,u) containing (z,w) exists, then the
configurations δ (x,ε,u) and δ (x,y,ε) are empty. Similarly, a configuration δ (x,y,u) may
contain only one of (z,w) or (z,ε).
RNA-PDA reaction volume To realise a PDA in our reaction volume we need to initialise
an RNA polymer to operate as our stack. In overview, such a polymer would be a modular
structure, consisting of symbol polymers drawn from the available alphabet Γ. A design
feature of the stack must be that only the symbol at the top end of the stack polymer is
available for interaction. RNA monomers are not symmetrical and linearise in an orientation
such that the polymer has a directionality, referred to as the 5′ (5-prime) to 3′ (3-prime)
direction and its inverse. One of many possible solutions to selective availability of the top
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stack symbol polymer may be to separate the symbol polymers on the stack with a bipartite
linker sequence which forms a secondary structure that restricts access to all but the 5′
element 1. Prefixing of a new polymer to the stack and popping the top polymer from the
stack is carried out by the same class of ligating (λ ) and cleaving (µ) enzymes as are already
in use. Finally, we will introduce special symbol polymers to indicate the end of the stack
or of the input word. The stack is initialised with a special end-of-stack symbol polymer
denoted by η (eta). All input words, including the empty word, have a special end-of-input
symbol polymer in the last position, denoted by ν (nu).
RNA-PDA notation PDA operation proceeds by a two-step operation of modifying the
automaton state and the stack. Further, the symbol polymer at the top of the stack may take
part in the transition reaction cascade. We will therefore extend δ to incorporate both the
state and the stack, using a general functional notation ◦= {λ ,µ,κ} representing ligation,
cleavage and stasis as outlined in the RNA-FA description. The state and stack transitions
proceed from a given configuration of state, input and stack symbol (x,yL,uS) ` (z,L,wS)
where the state z = ◦(x◦ (y,u)) and stack wS = ◦(x,◦(y,uS)).
The extensible nature of the stack enables the RNA-PDA to perform counting and comparison
functions. A worked example of an RNA-PDA is given in appendix A that demonstrates
recording and comparison of input over time for the language anbn.
RNA-PDA computations To construct an RNA-PDA, we have added a memory compo-
nent and augmented our transition rules to read and write from this memory. The operation
of this memory is limited to accessing only the top 5′ symbol at each transition. Within this
limitation, memory capacity significantly expands the horizon of computations that an RNA-
PDA may perform over an RNA-FA. A stack allows the RNA-PDA to perform cardinality
and one-one correspondence tests between distinct components of an input. More generally
the stack allows for an extensible counter. The extensibility of the memory is crucial to the
power of the RNA-PDA. As we observed above regarding pattern recognition, an RNA-FA
is not capable of recording the traversals of a loop, or retaining information deeper than any
state which has been returned to. An RNA-FA could be designed to determine any given finite
input word incorporating loops, however, each loop would require a distinct subset of states
and therefore come at the cost of a significant expansion in the state complexity. This state
complexity would be embodied by significant increase in enzyme complexity. As illustrated
by the RNA-PDA above, the innovation of a stack polymer to represent memory enabled
recognition of patterns containing an arbitrary number of loops, while maintaining low state
complexity, and therefore enzyme complexity. As such, we may observe that expanding
from an RNA-FA containing exclusively functional components to include a component
1The molecular level details of stack structure for RNA automata will be left as a topic for future study. It is
assumed here that such a structure is feasible.
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which serves a purely symbolic, informational role, represents a significantly simpler path to
recognition of more complex patterns containing loops.
When considered as a component in an early nucleic acid based proto-cell, we may observe
that the stack polymer confers the ability to write a form of memory influenced by the history
of visited states and observed inputs. What is the power of the ability to write and read with a
stack? The process of writing and reading can be formally captured within the context-free
languages [55]. The CFLs may be generated and analysed by the method of parsing. As
a generating mechanism, parsing is the building up of a sentence from components based
on a given grammar of syntactical relationships for each component, i.e. encoding. For
decoding and analysis the process is the reverse, breaking a sentence into components by
a given grammar. A deterministic PDA based parser has been described (LR, [26]) which
could be implemented by the deterministic RNA-PDA. A grammar of relationships between
RNA polymers, embodied in the transition rules of an RNA-PDA operating as a parser,
may represent a powerful and flexible mechanism for encoding and decoding between a
conglomeration of nucleic acid components operating over time (phenotype) and a linear,
informational representation (genotype) of those components. It may be more appropriate to
refer to this encoding as a proto-genotype, and draw an important distinction between the
power of an encoding with one versus with two or more stacks. Specifically, an RNA-PDA
enables an encoding and thus a distinction between an organisms current phenotype and
the encoded record of states and input observed (the proto-genotype), but not a relationship
between phenotype and genotype. This is because the components are lacking a reflexive
interaction in which the encoding itself becomes the subject of manipulation. Such a true
phenotype-genotype relationship emerges when there is a cross-reference, an ability to copy
and compare within the encoding. Put simply, the automata requires an additional space for
copying and manipulating a stored encoding in successive transitions. In the next iteration,
we will further augment our RNA-PDA with an additional stack to permit this exploration.
4.3 Turing machines and Two-stack pushdown automata
A Turing machine (TM) is an abstract general-purpose computing device, introduced as
a formal model of computation, and intended to capture the entire class of computable
functions (i.e., ‘algorithms’) [59]. As a computing device, TM surpasses the capability of
PDAs, being the most powerful computing model. A TM uses a finite set of rules (program)
which modify symbols on an infinite tape (data), with the latter distinguished from the stack
by being accessible at any location along the tape. The tape is split into discrete cells each
capable of holding a single symbol, or being blank. The TM is conceptualised to have a
‘read-head’ positioned at one cell of the tape, at which it may read and modify the symbol.
At then end of each transition, the read-head may move one cell to the left or right along
the tape. Formally, a TM is defined as an 8-tuple, {Q,Σ,Γ,δ ,q0,qacc,qre j} where Q, Σ and
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Γ are defined as the set of states, the input alphabet and the tape alphabet respectively. q0
is the starting state and qacc and qre j are the predetermined accept and reject states. The δ
transition function is defined as δ : Q×Γ→ Q×Γ×{L,R} where L and R represent left or
right movement of the read head. Mechanically, the tape and read-head operation of the TM
is a departure from the construction of the RNA automata in this study. For this reason, we
will implement a TM-equivalent automaton, the deterministic two-stack PDA (2PDA). As the
name suggests, a 2PDA may operates as the PDA above, with the addition of a second stack.
Both stacks may be accessed during a transition, including switching a symbol between the
stacks. The equivalence of a 2PDA to a TM may be demonstrated by simulation. A 2PDA
may simulate a TM by assigning the two stacks to represent the portion of the tape to the left
and right of the read-head. Interestingly, information storage on the two-stacks of a PDA is
orthogonal to information storage via states, and it can be demonstrated that every TM has
an equivalent deterministic, single-state 2PDA [27].
Standard constructions of PDAs and 2PDAs include a Σ input source external to the automa-
ton. By contrast, TM construction incorporates the input as a buffered tape, where Σ ∈ Γ.
These are not fundamental differences, and it can be observed that both constructions can
be made equivalent by explicitly designing a TM to buffer an input word from an external
source prior to computation, or to buffer the stack of a 2PDA with the input word [27]. In the
RNA-2PDA, we will buffer the stack with the input word prior to computation.
A 2PDA is defined by a 7-tuple, {Q,Σ,Γ,δ ,q0,Z,F}. We will refer to the two stacks as the
‘left’ (L) and ‘right’ (R) stack and we will initialise both stacks with Z, where Z = Γ∗L×Γ∗R.
As we will be initialising our 2PDA with the input on the L stack, the input alphabet Σ ∈ Γ.
The δ function is of the form δ : Q×ΓLε ×ΓRε → Q×ΓLε ×ΓRε , with ε-transitions as above.
RNA-2PDA reaction volume To realise a 2PDA in our reaction volume we will need
to add a second stack polymer, initialised with a unique end-of-stack symbol. To enable
the selective popping from and pushing to each stack, the separator sequences will be
distinguishable as belonging to one or the other stack. To the automaton, a symbol polymer
on the left stack will be distinguishable from a symbol polymer on the right stack.
RNA-2PDA notation As we now have two stacks, we will re-define the end-of-stack
symbols to be end-of-left, ν , and end-of-right, η .
Possessing two stacks which can serve as storage and processing space enables an automaton
to perform repeated computation on iterations of intermediate results. A worked example of
an RNA-2PDA is given in appendix B for a2
n
.
RNA-2PDA computations The languages computable by a TM or 2PDA are referred to
as the recursively enumerable languages [55]. A recursive function is defined in a manner
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which includes reference to itself, such that the procedure of the function may invoke a nested
instance of the function. The recursion theorem demonstrates that an automaton which can
read non-destructively and perform copying and comparison operations, such as a 2PDA,
can derive its own description and compute with it [55]. Specifically, if an RNA-2PDA,
R, was designed to utilise recursion, then it may encode its own transition rules [R] onto the
stacks. The aim may be to self-reproduce, or R may go on to perform any 2PDA computation
on [R] and any other input.
We re-iterate at this stage that computational self-replication does not necessarily entail
self-reference, and the distinction between these two concepts dates back to von Neumann
[64]. On the one hand, the automaton may self-inspect, extract an intermediary description
of itself (via the recursion theorem), and actively use this information to implement copying
[29]. In this case, the extracted description (i.e., encoding) does not have to be reproduced
itself, being used only during the reproduction, without persisting in the new copy. In other
words, the reproduction does not propagate an internal passive storage of the automaton’s
description, and so does not involve self-reference per se. On the other hand, von Neu-
mann considered a replication process using a passive and persistent ‘blueprint’, akin to a
genotype, available to the copying automaton. In this approach self-reproduction utilises a
self-referential phenotype-genotype relation, with the copy inheriting the ‘blueprint’ and
re-instantiating the relationship. Over time variations on this dynamic have been designed
which combine self-inspection and copying of a passive, persistent ‘blueprint’ to facilitate
practical self-replication of computational structures [30, 47].
To consider this dynamic in our class of RNA-2PDA automata, recall that we considered one
stack to represent a proto-genome encoding a memory influenced by the history of states and
inputs encountered. Such stored information may modify the progression of a subsequent
computation. Extending this, the two-stack automaton may now encode its own transition
rules on the stacks. In an RNA automaton this means the automaton is capable of encoding a
representation of itself into symbolic RNA polymers. One form of representation may be as
a direct, linearised copy of the enzyme polymer sequences representing an instruction set for
recreating the active enzymes of the automaton. These encoded, symbolic RNA polymers
may be copied and modified as with any other polymers on the stacks. If we allow for a
machine that is capable of decoding this direct representation from the stacks into active
polymer enzymes, then the RNA automaton has gained a reflexive encoding and decoding
relationship to its own instructions and can be said to possess a true genotype-phenotype
relationship. Such an automaton may generate a chain of replicates, each capable of encoding
their representation, modifying the encoding and decoding it into a new automaton. From
this we may observe that with recursion, a chain of RNA-2PDA automata may explore
an enormous search space by relatively inexpensive stack modification.
An alternative representation of the RNA enzyme automaton may be in the form of an
abstracted representation of the internal relationships of the automaton, i.e. as an alphabet
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and transition rules. Such an encoding contains the information necessary for testing inputs
and modifications of the encoding at the level of the encoding. In other words, some suitable
automaton may simulate the computation of itself or another automaton from such an
encoding. In fact, the ability to match and substitute across two stacks enables the RNA-
2PDA to simulate any automaton through universal computation.
4.4 Universal computation with an RNA-UPDA
A universal automaton, such as the canonical Universal Turing Machine (UTM) [59], may
read the description of any automaton and simulate that automaton on some input. There are
three key components to universal computation; the first is generating the description of the
automaton to be simulated by conversion of its transition rules and inputs into the alphabet
of the universal automaton. The resulting description is referred to as an encoding. Second,
the simulating automaton, in this case our RNA-UPDA, must be capable of manipulating the
encoding to faithfully simulate computation of the encoded automaton. Third, this simulation
must be facilitated within a memory layout (on tape(s), stacks etc.) that accommodates
the encoding and the inputs and outputs of the simulated automaton. We will demonstrate
an RNA-UPDA encoding strategy and procedures for handling the encoding, and explore
how a simulated computation may be accommodated in a specialised RNA-UPDA 3-stack
construction.
To show capability of the RNA-UPDA for universal computation, we will focus our attention
on the known set of small, size efficient UTMs [54, 69]. One strategy for the implementation
of a size efficient UTM is to simulate 2-tag automata. 2-tag automata are a member of the
m-tag automata [37], which compute by modification of an input word on a single linear
tape. An m-tag automaton always reads the first symbol of the input word, deletes m symbols
from the start of the input word and then appends some symbol(s) to the end of the input
word. Importantly, any algorithm that can be computed by a TM-equivalent automaton
can be computed by a 2-tag automaton [9]. Formally, the 2-tag automaton is given by the
3-tuple {2,S,T} where 2 specifies the number of symbols to be erased from the start of
the word being computed, S is the alphabet of unique symbols that may be read from or
appended to the word being computed where S = {s1,s2, . . . ,sn,sn+1} in which sn+1 is a halt
symbol. The transition rules T map the members of S to the finite set of words S∗, which are
appended to the input word. A transition rule is of the form: si→ αi for i = {1 . . .n} where
αi = si1si2 . . .sil .
We will aim to demonstrate that our RNA-UPDA can simulate any 2-tag automaton on any
input. First we will demonstrate an example UPDA alphabet into which the transition rules
and input of any target 2-tag automaton may be encoded to be simulated by the RNA-UDPA.
Second, we will describe RNA-UPDA functions for matching and copy operations that are
required to carry out the simulation. Finally, we will describe an RNA-UPDA with 3 stacks
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that may simulate any target 2-tag automaton by manipulating the encoded alphabet. We aim
to demonstrate that an RNA-UPDA may simulate any 2-tag automaton by demonstrating
that the simulated 2-tag input word during computation and after halting are in concordance
with that which would be observed in the target 2-tag automaton.
RNA-UPDA reaction volume To first encode the finite alphabet S of the target 2-tag
automaton into the alphabet of the RNA-UPDA, we will encode each symbol of S as
complementary pairs of nucleic acid polymers.
Alphabet to symbol polymer encoding Every si ∈ S is assigned a pair of complementary
symbol polymers denoted ai and a¯i. Complementary refers to the property that for all j, the
nucleotide at each position ai j is matched at a¯i j by the complementary nucleotide to which it
preferentially binds (i.e. C↔ G and U ↔ A).
The alphabet of the target 2-tag automaton (S) is therefore encoded into the RNA-UPDA al-
phabet A = {{a1, a¯1},{a2, a¯2}, . . . ,{an, a¯n},{an+1, a¯n+1}}, where the symbol polymer an+1
represents a halt symbol.
Input word to input polymer encoding The input to the RNA-UPDA consists of a word,
denoted as K, composed of the ai members of the encoded pairs of symbol polymers in
the RNA-UPDA alphabet A. Put together, the input of the RNA-UPDA will be the modular
polymer aK0aK1aK2 . . .aKn .
Transition rule to instruction polymer encoding The polymers which will serve as
instructions for modifying the input, denoted as D, will be composed of the a¯i members of
the encoded pairs of symbol polymers in the RNA-UPDA alphabet A. The special symbol
polymer . will serve to demarcate the start and end of each instruction polymer. It will be a
requirement of encoding that every pair {ai, a¯i} ∈ A is associated with exactly one instruction
polymer di ∈ D [52]. Put together, every di ∈ D for i = 1 . . .n is of the form .a¯iρ¯i where
ρ¯i = a¯i0 a¯i1 . . . a¯il for l ≥ 1.
To initialise the stacks for our RNA-U2PDA, we generate instruction polymers of D and
push each to the ‘instruction’ stack, with end-of-stack symbol ν . A special symbol polymer
4 will be initialised at the top of the instruction and will serve to demarcate the boundary of
the instruction polymers and the input polymers. For input, we generate the input polymers
of K and push each to the ‘input’ stack, with end-of-stack symbol η . We also initialise a
third ‘working’ stack, with end-of-stack symbol ω . This stack will take part as a temporary
holding space during computation.
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To simulate a 2-tag automaton transition, the RNA-UPDA first engages in matching (search,
comparison) between the topmost input symbol polymer of the ‘input’ stack at the start of the
transition and the LHS of the instruction polymers, a¯i on the ‘instruction’ stack. After identi-
fying the associated instruction polymer, the RNA-UPDA then engages a copying procedure
to generate ρi from ρ¯i on the RHS of the instruction polymer. To enable these functions
during the computation, we will utilise the binding between complimentary polymers as a
targeting mechanism, which is further outlined below.
Matching The matching function in the RNA-UPDA simulates the transition rule lookup
of the 2-tag automaton. When the matching function is invoked, it takes as input a single
symbol polymer located on the top of the ‘working’ stack (denoted amatch), identifies an
associated instruction polymer on the ‘instruction’ stack and initiates the copy function. The
matching function consists of a repeating cycle:
• amatch is popped from the ‘working’ stack and allowed to bind to the LHS of the
topmost instruction polymer of the ‘instruction’ stack.
– If the current instruction polymer di is associated with amatch, then the com-
plementary binding amatch↔ a¯i will serve as the initiating signal for the copy
function of the RNA-UPDA and amatch is discarded.
– If no binding occurs, amatch is pushed back to the ‘working’ stack and the topmost
instruction polymer is temporarily cycled to the ‘input’ stack.
Copying The copy function is the first part of a two-step process within the RNA-UPDA
that simulates the 2-tag automaton step of appending a new symbol or word to the input
word. The copy function takes as input an instruction polymer and outputs a new polymer to
the ‘working’ stack:
• The input to the copy function is ρ¯i, located on the RHS of di. ρ¯i serves as a template
for the process of template-directed ligation [12] in which short, random sequence
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polymers present in the reaction volume, but not encompassed within A, align to ρ¯i
through complementary binding.
• As short polymers align to ρ¯i, these are ligated together by RNA ligases into the
complete ρi polymer.
• The polymer ρi is pushed to the ‘working’ stack.
RNA-UPDA notation We will now demonstrate an example RNA-UPDA construction to
simulate some 2-tag automaton. We will use a binary encoding, in which C/G corresponds
to 1 and A/U corresponds to 0. This encoding will serve to illustrate the relationship of
nucleotide encoding to binary representation, and to better illustrate the complementarity
mechanism2.
Given a 2-tag automaton with alphabet {s1,s2,s3, . . . ,sn,sn+1} encode every si ∈ S as:
{ai, a¯i} ∈ A :

a1 =C 1 a¯1 = G
a2 =CA 10 a¯2 = GU
a3 = ACC 011 a¯3 =UGG
a4 =CAA 100 a¯4 = GUU
a5 =CAC 101 a¯5 = GUG
a6 =CCA 110 a¯6 = GGU
a7 = ACCC 0111 a¯7 =UGGG
a8 =CAAA 1000 a¯8 = GUUU
...
...
...
an+1 = halt a¯n+1 = ¯halt
The transition rules of the simulated 2-tag automaton T will be encoded into the instruction
polymers of the RNA-UPDA D. For example, let the 2-tag automaton transition rule t1 be
s1→ s6s7. The encoded instruction polymer d1 will be:
.︸︷︷︸
marker
a¯1︷︸︸︷
G unionsq︸︷︷︸
spacer
ρ¯i︷ ︸︸ ︷
a¯6︷ ︸︸ ︷
GGU unionsq︸︷︷︸
spacer
a¯7︷ ︸︸ ︷
UGGG .︸︷︷︸
marker
(1)
2For an instantiation, we assume that it is possible to generate sequences with no enzymatic activity within
the RNA-UPDA and a maximum threshold for similarity that minimises off-target binding. For example, an
encoding of each si ∈ S to a random sequence (ACGU)* with lengths >18 nucleotides and <70% identity between
any two sequences would be in keeping with accepted oligomer design to maximise specificity. Within these
bounds there remains a very large space of unique sequences.
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The input word of the simulated 2-tag automaton will be encoded into the symbol polymers
of the RNA-UPDA that make up the input polymer K. For example, let the 2-tag automaton
input word be s1s3s5. The encoded input polymer K will be:
a1︷︸︸︷
C unionsq︸︷︷︸
spacer
a3︷︸︸︷
ACC unionsq︸︷︷︸
spacer
a5︷︸︸︷
CAC (2)
We will now demonstrate a transition of the simulated 2-tag automata which updates the
input word. The first symbol polymer of K will be popped and utilised in the matching
function, the second symbol polymer of K will be discarded.
a1︷︸︸︷
C︸︷︷︸
Input to matching
@
@@
a3︷︸︸︷
ACC
a5︷︸︸︷
CAC (3)
In our example 2-tag automaton, the transition rule t1 is the associated rule for the symbol s1.
The RHS of t1 is α1, which is the symbol or word that will be appended to the input word to
complete the transition. In the RNA-UPDA, the RHS of d1 (shown in (1)), is ρ¯1 which is
not the direct equivalent of α1. There is an extra step in the RNA-UPDA, in which ρ¯1 is the
template for the template-directed ligation construction of ρ1 during the copy function of the
RNA-UPDA. ρ1, the output of the copy function, is the equivalent of α1:
ρi︷ ︸︸ ︷
a6︷︸︸︷
CCA unionsq︸︷︷︸
spacer
a7︷ ︸︸ ︷
ACCC (4)
To complete the transition, ρi is appended to K, via the working stack.
a5︷︸︸︷
CAC unionsq︸︷︷︸
spacer
a6︷︸︸︷
CCA unionsq︸︷︷︸
spacer
a7︷ ︸︸ ︷
ACCC (5)
This completes the simulation of the 2-tag transition s1→ s6s7.
RNA-UPDA procedure for simulating a 2-tag automaton transition For each simu-
lated transition of the 2-tag automaton, the RNA-UPDA will progress through the sequence
of transitions below to modify the encoded input word. At each new cycle, aK2 j will represent
the symbol polymer at the top of the ‘input’ stack for j ≥ 0 where j is the number of cycles
completed. In overview, the RNA-UPDA computation proceeds as:
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1. If the symbol aK2 j = halt then the RNA-UPDA halts and the ‘input’ stack constitutes
the output of the RNA-UPDA. Otherwise:
2. aK2 j is popped from the ‘input’ stack and placed on the ‘working’ stack. The symbol
polymer aK2 j+1 is popped and discarded. This completes the 2-tag step of removing the
first two symbols of the input word.
3. The matching function is initiated with aK2 j as input at the top of the ‘working’ stack.
The matching function cycles through the instruction stack until the instruction polymer
di associated with aK2 j is at the top. The matching function initiates the copy function.
This completes the 2-tag step of matching the first symbol of the input word to the
associated transition rule.
4. The copy function is initiated with the associated di at the top of the ‘instruction’ stack.
The copy function constructs ρi, which is pushed to the ‘working’ stack.
5. The ‘input’ and ‘instruction’ stacks cycle, sequentially popping the top symbol polymer
of the ‘input’ stack and pushing to the ‘instruction’ stack until the end of the stack
symbol polymer η is reached.
6. When η is the top symbol polymer of the ‘input’ stack, ρi is popped from the ‘working’
stack and pushed to the ‘input’ stack. Steps 4, 5 and 6 complete the 2-tag step of
appending αi to the input word.
7. The ‘input’ and ‘instruction’ stacks cycle in the reverse order, sequentially popping
the topmost symbol polymer of the ‘instruction’ stack and pushing back to the ‘input’
stack. When4, the symbol polymer which demarcates the boundary of D and K, is at
the top of the ‘instruction’ stack the RNA-UPDA has completed one transition of the
2-tag automaton and reset for the next simulated transition.
The RNA-UPDA always starts a new simulated 2-tag transition by popping from the start
of the encoded input word and appending ρi to the last position of the ‘input’ stack. If the
‘instruction’ and ‘input’ stacks are conceptualised as the left and right portions of a single
linear structure, the region containing the encoded input word residing between 4 to the
end-of-stack symbol η is at all times concurrent with the input word of the 2-tag automaton
being simulated. At the end of step 7, the ‘input’ stack, excluding the end-of-stack symbol,
is concurrent with the input word of the simulated 2-tag automaton. Hence, this simulates
the target 2-tag automaton on target input, and therefore, shows universality.
It is instructive to consider which components of the RNA-UPDA above are serving the
role of symbolic ‘data’, and which components are performing an instructive role to guide
the progress of the computation as ‘program’. From this perspective the role of nucleotide
polymers may cycle between representing data as members of K on the ‘input’ stack and
representing program as members of D on the ‘instruction’ stack. RNA represents a natural
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substrate for such program-data duality which we will examine further as a component of
undecideability.
RNA-UPDA computations In the above demonstration, universality was found by en-
acting a process of encoding the rules and input of automata into data for a simulating
computation. An important consequence is observed if we recognise that the transition rules
of the RNA-UPDA may be accessed by recursion which was introduced with the RNA-2PDA.
These rules may be passed through the same encoding process as any other automaton. The
encoded rules of the RNA-UPDA may then serve as the data input for a simulation of its
own computation. Encoding an automaton into the data it computes generates an instance of
self-reference. Such self-reference is a mechanism to generate the Liar paradox at the heart
of undecideability, which we now turn our attention to.
5 Undecideability
The class of 2PDA automata are capable of generating undecidable statements, which can be
exemplified by logical paradoxes like the Liar paradox. To unpack the role of self-reference
in generating undecideability in RNA automata, we will adapt the examples of Sipser [55]
and the Liar paradox constructions of Prokopenko et al. [45].
In the above UPDA, the automata was constructed such that the output of the computation
was the ‘input’ stack after halting. For any 2PDA or equivalent, including the UPDA, there is
a 2PDA that accepts or rejects the input. The input for an accepting automaton is formulated
such that the question is answered by the accept or reject output. Suppose an accepting
RNA-UPDA, U , into which we pass the encoding of some automaton R. With R we will also
pass w, the input word for which R accepts or rejects. U will then accept or reject if R would
accept or reject. We may write U = {[R,w] |w ∈ Σ∗}. The [] notation indicates an encoding
into a word of Σ and we assume that special characters exist such that the encodings of the
transition rules and the input word are distinguishable as such to U .
This relationship of U to R is:
U([R,w])

Accept if R accepts w
Reject if R rejects w
Run forever if R runs forever on w
Observe that we can encode R and pass this as the input word, [R, [R ] ]. In this case, R may
accept or reject the word encoding itself or run forever. This relationship is not necessarily
paradoxical, for that we will need a special automaton called a universal decider.
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The proposed universal decider, D, is similar to U above with the additional ability to reject
when R would run forever on w. The impossibility of the universal decider D is demonstrated
in the paradox that such an automaton generates. The relationship of D to R is:
D([R,w])
 Accept if R accepts wReject if R rejects w or runs forever
Now suppose a contrarian decider, I, which checks and inverts the relationship of D to R
when the input word is [R]:
I([R])
 Accept if R rejects [ R ] or runs foreverReject if R accepts [ R ]
The contrarian decider has introduced negation to the dynamics. If we now introduce self-
reference to negation, we create an auto-negating paradox:
I([I])
 Accept if I rejects [ I ] or runs foreverReject if I accepts [ I ]
We can write this as I([I]) will accept only when I([I]) rejects.
This is a paradox pertinent to all computational frameworks capable of universal computation.
In the preceding sections we have shown the theoretical construction of RNA automata that
are capable of universal computation with self-referential dynamics. We may observe that
RNA-automata demonstrate the key criteria of systems capable of demonstrating undecidable
dynamics [45]: RNA automata demonstrate program-data duality as discussed above, access
to an infinite medium through a renewing supply of short RNA polymers feasible under
the right RNA-world conditions of abiotic polymer synthesis3 [4] and negation through the
ability to encode accept and reject representations which may be flipped.
In the Ansatz elucidated below we argue that resolution of undecidable computation repre-
sents a motive force for system innovation and that self-referential meta-simulation represents
a mechanism of innovation by ultimate expansion of the system boundaries.
6 Self-referential undecidable dynamics are a driving force in
biological evolution
This Ansatz set out to explore configurations of RNA polymers constructed into arrangements
termed automata that compute functions on input. To facilitate this we aimed to formally
express the RNA-mediated functions of ligation and cleavage in terms that aid in exploring
automata construction. Within this framework, we surveyed a progression of RNA-world
3However, an infinite supply of such polymers and an ability to wield an infinitely large polymer are ultimately
not feasible in a closed system.
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automata commencing with the purely functional construction of the RNA-FA, in which
the automaton consists of only the RNA state polymer and the RNA enzyme polymers that
carry out the transitions. This construction recognises regular expressions, which supports a
powerful pattern matching mechanism. RNA world automata wielding FA dynamics could
enact virtual compartmentalisation of functional programs and adaptive control in response
to input from the niche.
An RNA-PDA was constructed by the addition of a Last-In-First-Out stack in the form of
a modular polymer accessed exclusively at the 5′ end. The stack expands the automaton
with a structure for storing RNA symbol polymers which may represent transient memory
within the automaton. The RNA-PDA can recognise the context-free languages, and enable
the building of a syntax for writing and reading (parsing) information to and from a proto-
genotype. An RNA-2PDA was constructed by addition of a second stack. The RNA-2PDA
is equivalent to a TM and can recognise the recursively enumerable languages. Automata
in this class, including the RNA-2PDA, are able to reflexively encode a description of their
program into data, and to compute with and instantiate this encoding, the foundation of a
true phenotype-genotype relationship. Here we first encounter clear program-data duality,
turning a description of an automaton M into some data [M]. From the foundation of a 2PDA,
an RNA-UPDA was explored that could achieve universal computation, that is the capacity
to simulate any other automaton in an encoded form. Self-reference is the basis for a true
genotype-phenotype relationship, and universality of computation enables such a system to
explore the greatest possible solution landscape; but comes with the price of undecidable
dynamics, e.g. when a universal automaton self-referentially runs on its own encoding. In
other words, it becomes possible for such a system to generate undecidable computation,
the outcomes of which may not be determined within the system itself. We have seen an
example of such paradoxical ‘self-negating’ computation, constructed in an analogy with the
Liar paradox, which offers no possible resolution within its own set of rules.
There are two questions that the prospect of undecidable biological computation now raises.
Since the paradox requires a perspective outside the system from which to observe and invert
the output, where is the space in which the paradox may arise? And does undecidability
represent a ceiling for the complexity of biological automata?
To answer the first question we must ask if there exists a larger meta-system, encompassing
the undecidable computation, which may play the role of universal decider and inverter. Such
a system also contains the spark for removing the ceiling on biological complexity. This
is because a key concept in undecidability as stated here is the lack of resolution for an
automaton within its own set of rules.
From a theoretical perspective, an immediate analogy of such a meta-system is an oracle
machine, which supersedes a Turing machine [60], being capable of deciding an outcome
that could not be decidable by a universal Turing machine such as the RNA-UPDA. The
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oracle is some entity which is not itself a machine and which provides to a Turing machine
some information from outside its own bounds. An o-machine, a Turing machine with an
oracle, is analogous to augmenting the original logical system with a new, independent,
axiom. From this basis, a continual, step by step process may follow in which the bounds
of any individual logical system may be overcome and the system continually expanded, as
suggested by Turing in his introduction on systems of ordinal logics (where a logic would
now be described as a formal system) [60]:
“The well-known theorem of Gödel (1931) shows that every system of logic is
in a certain sense incomplete, but at the same time it indicates means whereby
from a system L of logic a more complete system L′ may be obtained... A logic
Lω may then be constructed in which the provable theorems are the totality of
theorems provable with the help of the logics L,L1,L2, . . .”
A continual, step by step process of expanding system boundaries in an attempt to ‘reconcile’
a paradox, is a recurrent motif in studies of formal systems. An influential early result was
established by Post from the perspective of the recursively enumerable sets, by stating that
while no recursively generated logic is complete, every recursively generated logic may be
extended [43]. In doing so, Post showed that the complement set of the set of true propositions
is not recursively enumerable, that is, the sets of propositions which can be ‘guaranteed’ to
be true, T , and false, F , do not exhaust the set of all propositions. The proposition which
was shown to be outside of either of these two sets, i.e., an ‘undecidable’ proposition, was
constructed in a self-referential way, by recursively enumerating false propositions and
identifying the set S0 of corresponding positive integers. The incompleteness is shown by
constructing the proposition describing the set S0 itself: this proposition cannot be false (not
in F) but has to remain outside of set T . It is precisely the addition of this proposition to the
set F , making a new set F ′, that constitutes the expansion of the logic (i.e., innovation), and
so a sequence of such expansions/innovations may be developed.
In context of sequential innovations, the o-machine concept was utilised by Penrose [40],
who defined the class of o-machines that may overcome the undecidable halting problem of
the first-order o-machines. In turn there exist second-order o-machines with oracles capable
of deciding halting states of the first-order o-machines, and so on, generalised in the concept
of α-order machines. Such a chain consecutively expands the boundaries of lower-order
systems, by introducing a pointed innovation (supplied by the outside oracle) in a form of
a new description (i.e., axiom) to the corresponding higher-order system. Importantly, the
innovation can be provided to the system at the (α−1)-order as a form of feedback, reacting
to which extends the system’s boundary to construct an α-order system (discussed further
below). Indeed, Turing gave a mechanical description of the interface of the oracle and TM
of an o-machine to be a configuration of the o-machine in which the next state depends on
feedback from the oracle [60].
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In search for a meta-system to inform the biological automaton, the niche of the biological
system is an obvious candidate. The inter-dependence of the niche and the genome is captured
in the concept of the ‘reactive genome’ [15] here characterised by Griffiths and Stotz [17]:
“The regulatory architecture of the genome reaches outside the genome itself,
outside the cell, and outside the organism... Many of the factors involved in
genome regulation are highly context-sensitive, which allows them to relay
environmental information to a reactive genome which has evolved to let envi-
ronmental input play an instructive role on the determination of phenotypes.”
If we recognise that the universal biological automaton is operating in an environmental
niche, then the coupled phenotype-environment space can be considered as an analogy of a
meta-system. Since it encompasses the automaton, the coupled phenotype-environment space
can operate as a first-order o-machine, in which the oracle detects undecidable computation
of the zero-order automaton, and provides input in the form of feedback to the automaton. We
assume that the meta-system would essentially be performing meta-simulation of the zero-
order universal automaton, by observing and inverting the output of the universal automaton
U running on its own encoding U [U ]. That is, the coupled phenotype-environment space
may operate as the inverter I[I]. The detection of the paradox therefore occurs outside the
bounds of the automaton.
Here we propose the question of delineating the nature of self-referential undecidable com-
putation, generated by the (α−1)-order o-machine of the coupled phenotype-environment
space. In other words, by what mechanism may a self-referential biological automaton in a
pre-Darwinian world generate an undecidable computation and by what form and channel is
the oracle feedback transmitted?
In order to complete the expansion to the first-order system, the automaton needs to receive
a signal from the meta-level. While, as above, the form of such a signal is an open question,
we can presume that the signal carries the information about the detected contradiction,
initiating a generic self-editing response 4. The key element is an extension of the zero-order
automaton’s self-description with a new ‘axiom’ so that the extended genotype better fits
the niche. The resolution is implemented within the bounds of the extended, first-order,
automaton, which thus makes an evolutionary step by absorbing the innovation.
Here we propose the second question. What is the nature of the information by which the
biological automaton within the (α−1)-order o-machine augments feedback from the niche?
In other words, what is the nature of the mutagenic program that incorporates feedback
4If the response were not generic, then some information about the contradiction would have to be known
beforehand.
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from the niche as an adaptive expansion of the genomic representation of the coupled
phenotype-environment space? 5.
Our Ansatz is in two parts:
1 RNA-world conglomerations operated in a manner that can be described by computa-
tional models. Each step in the progression of computational complexity represents
an efficient expansion of the space for evolutionary exploration. For this reason we
believe that biological automata may have organised and been driven to increased
complexity by this pathway.
2 At sufficient complexity (analogous to universal computation), RNA-world automata
encountered self-reference and hence, undecidable computation. Continual resolution
of undecidable computation progressively expanded the boundaries and complexity of
the automata, by innovating within the niche.
We conclude with an insight from the exploration of ‘Life is Physics’ by Goldenfeld and
Woese, in which special attention was paid to self-reference in biological computation and
evolvability [16]:
“These rules themselves need to evolve, but how? We need an additional set
of rules describing the evolution of the original rules. But this upper level of
rules itself needs to evolve. Thus, we end up with an infinite hierarchy, an
inevitable reflection of the fact that the dynamic we are seeking is inherently
self-referential.”
Here we have explored the theoretical possibilities that stem from the arrangement of simple
and plausible RNA-world polymer conglomerations into automata. We believe that from the
simple principle that early RNA world conglomerations may have organised as automata,
the capability to generate undecidability in TM-equivalent automata, like the RNA-UPDA,
provides an innovation mechanism both to explore evolutionary space and, uniquely, to
expand beyond the available evolutionary space.
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A RNA-PDA for anbn
To illustrate the use of an extensible memory encoding, the RNA-PDA we are constructing is
designed to recognise input sequences of the form anbn where n≥ 0, in which the polymer
must consist of an arbitrary number of a’s followed by an equal number of b’s. The automata
must be able to encode the number of instances of a, and then compare this to the number of
instances of b. Under this definition, we will accept an empty input, and reject a single a or b.
We will construct the RNA-PDA such that the automaton will halt at the end of the transition
in which the end-of-input symbol ν is read. If the automaton is in an accept state at this
point the input is considered to be accepted. The automaton does not halt immediately upon
reaching an empty configuration, rather, explicit reject states may be reached from which no
further input or stack symbol will result in a change of transition or stack operation.
Q = {q0,q1,q2,q3,q4,q5,q6} where each qi is a unique sequence of the state polymer.
Σ= {a,b,ν}∪{ε} where a and b are symbol polymers and ν is a special symbol polymer
indicating the end of input.
Γ= {c,η}∪{ε} where c is a symbol polymer and η is a special symbol polymer indicating
the bottom of the stack.
Z0 = {η}.
F = {q0,q1}.
The transition function δ induces the following step-relations:
δ

(q0,aL,εS) ` (q0,L,cS) where q0 = κ(q0,κ(a,ε)),
pushing c to the stack with λ (q0,λ (a,εS)
(q0,bL,ηS) ` (q2,L,ηS) where q2 = λ (q0,λ (b,η)),
leaving the stack unchanged with κ(q0,κ(b,ηS)
(q0,νL,cS) ` (q4,L,cS) where q4 = λ (q0,λ (ν ,c)),
leaving the stack unchanged with κ(q0,κ(ν ,cS))
(q0,bL,cS) ` (q1,L,εS) where q1 = λ (q0,(κ(b,c)),
popping from the stack with κ(q0,µ(b,cS))
(q1,bL,cS) ` (q1,L,εS) where q1 = κ(q1,(κ(b,c)),
popping from the stack with κ(q1,µ(b,cS))
(q1,bL,ηS) ` (q3,L,ηS) where q3 = λ (q1,λ (b,η)),
leaving the stack unchanged with κ(q1,κ(b,ηS))
(q1,νL,cS) ` (q5,L,cS) where q5 = λ (q1,λ (ν ,c)),
leaving the stack unchanged with κ(q1,κ(ν ,cS))
(q1,aL,εS) ` (q6,L,εS) where q6 = λ (q1,κ(a,ε)),
leaving the stack unchanged with κ(q1,κ(a,εS))
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q0
q2
q4
q1
q3 q5
q6
aL, εS ` L, cS
bL, ηS ` L, ηS
νL, cS ` L, cS
bL, cS ` L, εS bL, cS ` L, εS
bL, ηS ` L, ηS νL, cS ` L, cS
aL, εS ` L, εS
Figure 2: State diagram for the RNA-PDA.
If we take as input ν (end of input symbol only):
1. (q0,νL,εS) is empty, so no transition of state or stack occurs.
2. At the exhaustion of input the state polymer has sequence q0 so the automaton accepts.
If we take as input aabbν :
1. (q0,aL,εS) results in the state polymer sequence remaining q0 and the symbol polymer
c being placed on the stack, without reading the top of the stack. Stack is cη .
2. (q0,aL,εS) as for step 1. Stack is ccη .
3. (q0,bL,cS) results in ligation of the state polymer to sequence q1 and the reading and
popping of a c from the stack. Stack is cη .
4. (q1,bL,cS) results in the state polymer sequence remaining q1 and the reading and
popping of a c from the stack. Stack in η .
5. (q1,νL,εS) is empty, so no transition of state or stack occurs.
6. At the exhaustion of input the state polymer has sequence q1 so the automaton accepts.
If we take as input abbν :
1. (q0,aL,εS) results in the state polymer sequence remaining q0 and the symbol c being
placed on the stack, without reading the top of the stack. Stack is cη .
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2. (q0,bL,cS) results in ligation of the state polymer to q1 and the reading and popping
of a c from the stack. Stack is η .
3. (q1,bL,ηS) results in ligation of the state polymer to q3. No stack operation occurs.
4. (q3,νL,εS) is empty, so no transition of state or stack occurs.
5. At the exhaustion of input the state polymer has sequence q3 so the automaton rejects.
If we take as input abaν :
1. (q0,aL,εS) results in the state polymer sequence remaining q0 and the symbol c being
placed on the stack, without reading the top of the stack. Stack is cη .
2. (q0,bL,cS) results in the ligation of the state polymer to q1 and the reading and
popping of a c from the stack. Stack is η .
3. (q1,aL,εS) results in the ligation of the state polymer to q6. No stack operation occurs.
4. (q6,νL,εS) is empty, so no transition of state or stack occurs.
5. At the exhaustion of input the state polymer has sequence q6 so the automaton rejects.
B RNA-2PDA for a2n
The RNA-2PDA we are constructing will be to recognise the language a2
n
consisting of
sequences of a in powers of 2. The RNA-2PDA must recursively divide the input word by
2, recognising when this results in an odd number to reject or in a single remaining symbol
polymer. Under this definition, we will reject the empty input ν and accept a single a. Any
language that matches the form a2
n
will result in an accept state.
Q = {q0,q1,q2,q3,q4,q5,q6} where each qi is a unique sequence of the state polymer.
Σ= {a} where a is a symbol polymer and Σ ∈ Γ as the input is initialised to the L tape.
Γ= {a,b,η ,ν}where a and b are symbol polymers and ν and η are special symbol polymers
indicating the bottom (3′-end) of the L and R stack respectively.
F = {q6}.
The transition function δ is given by the following transitions:
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δ
(q0,νL,ηR) ` (q1,νL,ηR) where q1 = λ (q0,λ (νL,ηR)),
leaving the stacks unchanged with κ(ηR,κ(q0,νL))
(q0,νL,bR) ` (q2,νL,bR) where q2 = λ (q0,λ (νL,bR)),
leaving the stacks unchanged with κ(νL,κ(q0,bR))
(q0,aL,εR) ` (q3,εL,aR) where q3 = λ (q0,κ(aL,εR)),
popping L and pushing a to R with λ (εR,µ(q0,aL))
(q2,εL,aR) ` (q2,aL,εR) where q2 = κ(q2,κ(εL,aR)),
popping R and pushing a to L with λ (εL,µ(q2,aR))
(q2,εL,bR) ` (q2,L,εR) where q2 = κ(q2,κ(εL,bR)),
popping R with κ(εL,µ(q2,bR))
(q2,aL,ηR) ` (q0,aL,ηR) where q0 = µ(q2,λ (aL,ηR)),
leaving the stacks unchanged with κ(εL,κ(q2,ηR))
(q3,aL,aR) ` (q0,εL,bR) where q0 = µ(q3,λ (aL,aR)),
popping L and pushing b to R with λ (aR,µ(q3,aL))
(q3,νL,aR) ` (q4,νL,εR) where q4 = λ (q3,κ(νL,aR)),
popping R with κ(νL,µ(q3,aR))
(q4,νL,bR) ` (q5,νL,bR) where q5 = λ (q4,λ (νL,bR)),
leaving the stacks unchanged with κ(νL,κ(q4,bR))
(q4,νL,ηR) ` (q6,νL,ηR) where q6 = λ (q4,λ (νL,ηR)),
leaving the stacks unchanged with κ(νL,κ(q4,ηR))
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q0
q1
q2
q3
q4 q5q6
νL, ηR ` νL, ηR
νL, bR ` νL, bR aL, ηR ` aL, ηR
εL, aR ` aL, εR
εL, bR ` L, εR
aL, εR ` εL, aR
aL, aR ` εL, bR
νL, aR ` νL, εR
νL, bR ` νL, bRνL, ηR ` νL, ηR
Figure 3: State diagram for the RNA-2PDA.
If we take as input a: The stacks are initialised as L=aν and R=η .
1. (q0,aL,εR) results in ligation of the state polymer to q3 and a being popped from L
and pushed to R such that L=ν , R=aη .
2. (q3,νL,aR) results in ligation of the state polymer to q4 and a being popped from R
such that L=ν , R=η .
3. (q4,νL,ηR) results in ligation of the state polymer to q6 with no change of the stacks.
4. There are no transitions possible from this configuration. The state polymer has
sequence q6 so the automaton accepts.
If we take as input a2: The stacks are initialised as L=aaν and R=η .
1. (q0,aL,εR) results in ligation of the state polymer to q3 and a being popped from L
and pushed to R such that L=aν , R=aη .
2. (q3,aL,aR) results in cleavage of the state polymer to q0, a being popped from L and
b being pushed to R such that L=ν and R=baη .
3. (q0,νL,bR) results in ligation of the state polymer to q2 with no change to the stacks.
4. (q2,εL,bR) results in the state polymer sequence remaining q2, b being popped from
R such that L=ν and R=aη .
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5. (q2,εL,aR) results in the state polymer sequence remaining q2, with a being popped
from R and pushed to L such that L=aν and R=η .
6. (q2,aL,ηR) results in cleavage of the stack polymer to q0 with no change to the stacks.
7. The automaton now proceeds with input a1, as above. As such, the automaton accepts.
If we take as input a3: The stacks are initialised as L=aaaν and R=η .
1. (q0,aL,εR) results in ligation of the state polymer to q3 and a being popped from L
and pushed to R such that L=aaν , R=aη .
2. (q3,aL,aR) results in cleavage of the state polymer to q0, a being popped from L and
b being pushed to R such that L=aν and R=baη .
3. (q0,aL,εR) results in ligation of the state polymer to q3 and a being popped from L
and pushed to R such that L=ν and R=abaη .
4. (q3,νL,aR) results in ligation of the state polymer to q4 and a being popped from R
such that L=ν , R=baη .
5. (q4,νL,bR) results in ligation of the state polymer to q5 with no change of stacks.
6. There are no transitions possible from this configuration. The state polymer has
sequence q5 so the automaton rejects.
For n > 0 , a2
n
reduces to the computation of a.
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