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In this paper we investigate certain random processes on graphs
which are related to the so-called Tsetlin library random walk as
well as to some variants of a classical voter model. A speciﬁc
example of what we study is the following. Suppose we begin with
some ﬁnite graph G in which each vertex of G is initially arbitrarily
colored red or blue. At each step in our process, we select a
random edge of G and (re-)color both its endpoints blue with
probability p, or red with probability q = 1− p. This “edge ﬂipping”
process generates a random walk on the set of all possible color
patterns on G . We show that the eigenvalues for this random
walk can be naturally indexed by subsets of the vertices of G . For
example, in the uniform case (where p = 12 ), for each subset T of
vertices of G there is an eigenvalue λT (with multiplicity 1) which
is equal to the number of edges in the subgraph induced by T
divided by the number of edges of G .
We also carry out a fairly detailed analysis of the stationary
distribution of this process for several simple classes graphs, such
as paths and cycles. Even for these graphs, the asymptotic behavior
can be rather complex.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let us consider the following coloring process (or game) on a given graph G , ﬁrst suggested to
us by Persi Diaconis (also see [2]). The vertex set V of G will represent the players. The edge set E
of G consists of pairs of players who can interact with one another. We will always assume G has
no isolated vertices. Initially each vertex of G is colored either blue or red. At each step, an edge
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corresponding vertices. However, the two players tend to inﬂuence each other and are likely to choose
the same color. Although many possible more complicated formulations are possible for the rules of
the game, here we consider a relatively simple version. Namely, with probability p, both endpoints
select blue and with probability q = 1−p, both endpoints select red, independent of any other vertices
or the actions taken before. This process is then repeated some large number of times. The color
conﬁguration (or pattern) of G (usually) changes at each step. Many questions arise. For example,
“What does a typical color conﬁguration look like?”, “What is the stationary distribution for the color
patterns?”, “How long will it take for before you are close to the stationary distribution?”, or “What
are most likely and least likely patterns that occur in the long run”?
Facing these questions, a natural reaction is to run simulations on some examples. However, as one
might suspect, simulation seems to reveal very little since the number of possible color patterns is
exponentially large and any particular one is very unlikely to occur (also see [3,13]). Although general
questions of this type can be rather diﬃcult, we will focus on a version for which we can make some
progress (although there are still many more questions than answers, even here).
While we are considering vertex colorings of a graph G , there is in fact an associated state graph
H in play. The nodes of the state graph H are the color patterns of vertices of G . If one color pattern
B can result from “ﬂipping” an edge (i.e., choosing an edge at random and changing the colors of
both endpoints to the same red or blue color) from another conﬁguration A, then we will say there
is a directed edge in H from A to B . Each time we ﬂip an edge in G (with some probability), we
have a random walk moving from one node to another in the state graph H . If G has n vertices, the
corresponding state graph can be quite large, e.g., having on the order of 2(
n
2) nodes. Nevertheless,
a random walk on the state graph turns out to have some amazing properties which can be deduced
by using the connection with the spectral theory for random walks on semigroups. The transition
probability matrices for random walks on these state graphs have real eigenvalues which are of a
surprisingly simple form. For example, for the case of p = 1/2, the eigenvalues of the state graph
H can be shown to all be of the form k/m for some positive integer k where m = |E(G)|, and with
multiplicities that can also be explicitly determined. This result is a consequence of known results
for random walks on certain semigroups [4–6]. In Sections 2–4, we will apply this theory in the
context of the edge ﬂipping process and its state graph. In particular, we will derive a relatively
simple description for the spectrum of the walk on the state graph. Our description of eigenvalues
involves only terminology from graph theory although in Section 2 we will illustrate the connection
with the various structures (e.g., ideals, ﬂats, chambers, lattices, etc.) that have been well studied in
connection with semigroups.
From the spectrum, we can estimate with high probability the number of steps required for the
random walk on the state graph to converge to the stationary distribution. However, the spectral
theory for semigroups tells us very little about what the stationary distribution for a random walk on
H actually looks like. For example, for the stationary distribution, how will the maximum value of a
vertex in H compare with minimum value? In other words, which color patterns of G are most likely
(or least likely) to be reached? For two given conﬁgurations, which one is more likely to appear? In
particular, Persi Diaconis raised the question of determining the stationary distribution for the state
graph associated with edge ﬂipping on an n-cycle.
In Sections 5–8, we investigate the stationary distribution on the state graph of edge ﬂipping for
several simple families of graphs. For example, we will show that when we ﬂip edges in a cycle Cn
with ﬂipping probability 1/2, the stationary distribution of the associated state graph for the state
with all vertices colored blue converges to (2/π)n as n approaches inﬁnity. We will also consider the
solutions with a general ﬂipping probability p for several families of graphs, such as paths, ball-and-
chains (i.e., a path together with a star at one end), and cycles, as well as some cases where there
pattern under consideration consists of alternating red and blue blocks.
In addition to ﬂipping edges, we also consider the process of ﬂipping vertices in a graph. Vertex
ﬂipping can be viewed as the analog of the situation that one player can inﬂuence the decisions of
others who are nearby neighbors. Thus, for the vertex ﬂipping process, in each round, we choose
a vertex v of G randomly and (re-)color all vertices within distance d from v (including v itself)
blue with probability p and red with probability q = 1 − p. In Sections 6 and 7, some partial results
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“democratic primary game” in [13,14] which has a somewhat different formulation.
Although the ﬂipping processes we examine here are somewhat special, the same approach can be
adapted to deal with many other similar games, especially those with moves which are memoryless.
Namely, if for any two moves x and y, the effect of xyx is the same as xy, and in addition, xx has
the same effect as x, we say it satisﬁes the left-regular band property (LRB), or the moves form an LRB
semigroup [15,17] under concatenation. In such a scenario, we can compute the spectrum of the state
graph and therefore determine the rate of convergence for the state graph.
This paper is organized as follows. In Section 2, we give deﬁnitions and a brief overview of random
walks on LRB semigroups. In Section 3 we focus on the state graph of the edge ﬂipping process and
the connection with random walks on LRB semigroups. In particular, the spectrum of a state graph is
given in graph-theoretical terminology. In Section 4, we describe a more general setting for processes
of this type, and how these considerations can be used to give speciﬁc information about the sta-
tionary distributions for the edge ﬂipping process. In Section 5, we examine the generating functions
for the values of monochromatic states for colorings of paths and cycles. In Section 6, we extend the
methods to states with mixed colors blocks. In Section 7, we consider other families of graphs for the
edge ﬂipping problem. The vertex ﬂipping version is examined in Section 8. In Section 9, we look at
the problem of ﬁnding the most frequent and least frequent color conﬁgurations (i.e., the ones which
assume the largest and smallest values in the stationary distribution of the state graph). In the last
section, we discuss several generalizations of the edge ﬂipping process and mention some related
problems, such as voter models.
2. Random walks on semigroups
Before we proceed to give a precise formulation of the edge ﬂipping problem, we will ﬁrst mention
some background material concerning random walks on semigroups. There is a special class of semi-
groups which was introduced in 1940 by Klein-Barem [15] and also by Schützenberger [17], called
left-regular bands. A left-regular band, or LRB for short, is a semigroup S in which every element is
idempotent and, in addition, the following identity is satisﬁed:
xyx = xy (1)
for all x, y in S . This implies that in an LRB, all occurrences of any term x in a product which occurs
to the right of the ﬁrst occurrence of x can be removed without affecting the value of the product. If
S is an LRB and is ﬁnitely generated, then S is ﬁnite. For a probability distribution {wx} deﬁned on S ,
we can deﬁne a random walk with transition probability matrix P deﬁned by
P (s, t) =
∑
x∈S
xs=t
wx. (2)
A useful special case of this walk is to restrict the walk to elements of some left ideal, i.e., a subset
which is closed under left-multiplication by arbitrary elements of S .
There are many interesting problems that can be formulated as random walks on various
LRB semigroups including hyperplane chamber walks [4], card shuﬄing [7], and self-organizing
search [9]. One of the simplest examples is the semigroup S consisting of sequences of elements
of {1,2, . . . ,N} = [N], and the multiplication deﬁned by
(x1, . . . , xl)(y1, . . . , ym) = (x1, . . . , xl, y1, . . . , ym)∧
where the wedge means deletion of any element that has already occurred to its left. The random
walk is on the ideal I consisting of the reduced words of length N (i.e., having no repeated elements),
each of which can be viewed as a permutation of N elements. A step in the random walk consists
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from the current element y ∈ I to the new element (xy)∧ ∈ I . If all the weights are concentrated on
the sequences of length 1, the random walk is called the Tsetlin library and has applications to the
random-to-top shuﬄe as well as the move-to-front data structure.
Here we state some basic deﬁnitions and useful facts about an LRB semigroup S . We mainly follow
the deﬁnitions in [5].
(i) There is a natural partial order deﬁned on S deﬁned by
x y ⇔ xy = y.
Thus, left multiplication by x is a projection from S to Sx where
Sx = {y ∈ S: y  x}.
(ii) A semilattice L can be constructed from S as follows: First we deﬁne a relation  on S as follows:
y  x ⇔ xy = x.
The equivalence class under  which contains x is said to be the support of x, denoted by supp x.
In addition, for x, y in S ,
supp xy = supp x∨ supp y
and
x y ⇒ supp x supp y.
In many cases, the semilattice L turns out to be a lattice (as seen later in the examples). Elements
in L are called ﬂats (following the terminology for semigroups associated with matroids [5]).
(iii) An element c ∈ S is said to be a chamber if cx = c for all x ∈ S . Therefore c is maximal in the
poset S . The set of all chambers forms an ideal.
For example, the semigroup S generated by [N] is associated with the Boolean lattice of subsets
of [N], partially ordered by containment. The support of a word (x1, . . . , xl) is the underlying set
{x1, . . . , xl}. We usually have our random walk on the set C of chambers (following the terminology
from hyperplane random walks). In this example, the chambers are just words of length N .
The eigenvalues of a random walk on chambers of semigroups have the following elegant form
(see [5,7]).
Theorem A. For a semigroup S, a random walk on S, as deﬁned in (2), has eigenvalues indexed by elements of
the semilattice L, as described in (ii). For each X ∈ L, there is an eigenvalue
λX =
∑
x∈X
wx
with multiplicity mX satisfying
∑
YX
mY = cX
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independent of the choice of y). Alternatively,
mX =
∑
YX
μ(X, Y )cY
where μ is the Möbius function of the lattice L.
For the semigroup S generated by [N], Phatarfod [16] ﬁrst determined the eigenvalues of the
random walk on chambers of S with wX = 1/N for X with length 1. For each subset X ⊂ [N], there
is an eigenvalue λX = |X |/N , with multiplicity equal to the so-called derangement number dk where
k = n− |X |.
For a random walk on the family C of chambers in a semigroup S , we can then use eigenvalues to
bound the rate of convergence to the stationary distribution π . The total variation distance after taking
s steps in the random walk is bounded above (see [7]) as follows:
∥∥P s − π∥∥T V =maxA⊆C maxy
∣∣∣∣∑
x∈A
P s(y, x) − π(x)
∣∣∣∣
= 1
2
max
y
∑
x
∣∣P s(y, x) − π(x)∣∣

∑
X∈L∗
mXλ
s
X
where L∗ denotes the subset of the lattice L excluding the maximum element.
Thus, for the random walk on the semigroup S generated by [N] with wX = 1/N for X with
length 1, the total variation distance after s steps to the stationary distribution satisﬁes
∥∥P s − π∥∥T V 
N∑
k=1
(
1− k
N
)s(N
k
)
k!
 N2
(
1− 1
N
)s
 e−c
if s 2N logN + cN .
For many examples in [5,7], the stationary distribution π could be determined. However, for some
other problems, including our edge/vertex ﬂipping process, the stationary distributions were not pre-
viously known. More discussion of the stationary distributions will be given in later sections.
3. The spectra of random walks on state graphs
For a graph G on n vertices and m edges, our state graph has nodes each of which represents a
total coloring of vertices of G . We consider a deck of cards, each of which represents an action we
can take on a state of G . Each edge of G is associated with two cards, one of which assigns 0 (or
red) to both endpoints and the other which assigns 1 (or blue) to both endpoints. Each card c acts
on a state σ by ﬂipping the edge associated with c (e.g., the colors of two vertices in σ which are
endpoints associated with c to the color speciﬁed by c). It is easy to check that c1c2σ = c1(c2σ). This
deﬁnes the multiplication for the semigroup S generated by a set of cards. Note that for c1, c2 in S ,
we regard c1 = c2 if c1σ = c2σ for all states σ . Each element of S is just a ﬁnite sequence of distinct
cards. It is easy to check that every element of S is idempotent and Eq. (1) is satisﬁed. Therefore S is
an LRB.
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preceding section and the results in [5,7] as stated in Theorem A:
Lemma 1. Suppose a graph G contains no isolated vertices. The semigroup S generated by cards in the edge
ﬂipping process on a graph G as described above satisﬁes the following:
(1) For x, y in S, supp x supp y if the set of vertices in V having colors determined by x is contained by the
set of vertices with colors determined by y. Thus, the support of a card c is the set of two endpoints of c.
The support of an element s of S is the union of supports of cards in s. A ﬂat is a subset of V which is the
support of some element in S. Therefore, V is a ﬂat and any subset T of V is a ﬂat if the induced subgraph
on T in G contains no isolated vertices. The set of ﬂats forms a sublattice L of the Boolean lattice on V .
(2) For x, y in S, we say x  y if the color conﬁguration determined by x is the same as the color conﬁgu-
ration determined by y restricted to the support of x. The partial order on S is transitive, reﬂective and
anti-symmetric (i.e., x  y and y  x imply x = y). Furthermore, a maximum element c of S, i.e., with
supp c = V , determines a coloring conﬁguration for all vertices in G. A chamber consists of all maximum
elements of S that determine the same coloring conﬁguration. A random walk on chambers is thus associ-
ated with a random walk on the state graph.
(3) For each card x, we assign a probability wx with
∑
x wx = 1. For the random walk on the state graph of G
with the probability of moving from a chamber y to xy deﬁned to be wx, the transition probability matrix
can be diagonalized. The eigenvalues are indexed by elements of the associated lattice L. For each ﬂat X
in L, the eigenvalue λX is
λX =
∑
supp y⊆X
w y
with multiplicity mX satisfying
∑
YX
mY = cX
and
cX = |SX | = |Sx| =
∣∣{y ∈ S: y  x}∣∣
where X = supp x.
For example, if G is a path P4 on three edges, it can be easily checked that the spectrum of
the random walk on the state graph of P4 is 1, 2/3 (with multiplicity 2), 1/3 (with multiplicity 5),
and 0 (with multiplicity 8). Another example is the case of 4-cycle C4. The spectrum of the random
walk on the state graph of C4 is 1, 1/2 (with multiplicity 4), 1/4 (with multiplicity 4) and 0 (with
multiplicity 7). For the case of P5, the spectrum of the random walk on the state graph is 2, 3/4 (with
multiplicity 2), 1/2 (with multiplicity 6), 1/4 (with multiplicity 10) and 0 (with multiplicity 13). In
Fig. 1, the lattice of P5 is illustrated. The vertices of P5 are labeled consecutively by a, b, c, d, e. For
each ﬂat F , the associated eigenvalue is attached as well as the multiplicity m(F ). For example, for
the empty ﬂat, the associated eigenvalue 0 has multiplicity 13. There are exactly 13 subsets of V
which are independent sets (and so, have eigenvalue 0).
We are ready to describe the spectrum of the transition probability matrix for the random walk
on the state graph of the edge ﬂipping process:
Theorem 1. For a graph G with n vertices and m edges, let wx denote the probability we move from a state σ
to xσ using the card x, and assume that the sum of all wx satisﬁes
∑
x wx = 1. The associated random walk of
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edge ﬂipping on the state graph of G has an eigenvalue
λT =
∑
supp x⊆T
wx
of multiplicity 1 for each subset T of the vertex set V . For the special case of wx = 1/(2m), we have
λT = e(T )
m
where e(T ) denotes the number of edges in the induced subgraph on T in G.
Proof. Instead of indexing the eigenvalues by ﬂats, we will index eigenvalues by subsets of the ver-
tices which we will see amounts to the same thing.
Claim. For a ﬂat T , the multiplicity mT for the eigenvalue λT is equal to the number of supersets T ′ containing
T with the property that the induced subgraph on T ′ has the same edge set as the induced subgraph on T in G.
Proof. We will prove this by induction. For T = V , the largest ﬂat of G , mT = 1= |{T ′: T ′ ⊇ V }|. Now
suppose T is not the largest ﬂat of G , but that the statement of the Claim is true for any ﬂat F with
|F | > |T |.
From Lemma 1, we see that for a ﬂat T , cT is exactly the number of states in which the colors of
vertices in T are already determined by an element x of S with support T . Namely,
cT = |ST | =
∣∣{y ∈ S: y  x}∣∣= 2n−|T |.
Therefore
∑
YT
mY = 2n−|T | =
∣∣{T ′: T ′ ⊇ T }∣∣. (3)
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By induction, for a ﬂat Y ⊃ T , we have
mY =
∣∣{T ′: T ′ ⊇ Y and e(T ′)= e(Y )}∣∣.
Substituting into (3), we have
mT = 2n−|T | −
∑
YT
mY
= 2n−|T | −
∑
YT
∣∣{T ′: T ′ ⊇ Y and e(T ′)= e(Y )}∣∣
= ∣∣{T ′: T ′ ⊇ T }∣∣− ∑
YT
∣∣{T ′: T ′ ⊇ Y and e(T ′)= e(Y )}∣∣
= ∣∣{T ′: T ′ ⊇ T and e(T ′)= e(T )}∣∣.
The Claim is proved. 
Now we index the eigenvalues by subsets of V . If a subset T ′ is not a ﬂat, it contributes 1 toward
the multiplicity of the eigenvalue λT where T ′ contains a ﬂat T and the induced subgraph on T ′ has
the same edge set as that of T . This completes the proof of Theorem 1. 
As an example, we consider the Boolean lattice of P5 in Fig. 2. Next to each subset T of vertices,
the associated eigenvalue (i.e., the number of edges in the induced subgraph on T divided by the
total number of edges) is illustrated. It is easy to check that there are exactly 13 subsets of V which
are independent sets in Fig. 2.
We remark that the eigenvalues stay the same if the condition wx = 1/(2m) for all colored cards
x is replaced by the condition that wx + wy = 1/m for two cards x, y associated with the same edge.
Hence the eigenvalues of the edge ﬂipping random walk on the state graph on G are independent of
the selection probability p.
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G on n vertices and m edges converges to the stationary distribution in 2m logn steps. In other words, the total
variation distance of the transition probability matrix P satisﬁes
∥∥P s − π∥∥T V  e−c
if s 2m logn+ cn.
Proof. Using Theorem 1, the total variation distance of the random walk on the state graph of G after
s steps satisﬁes
∥∥P s − π∥∥T V ∑
F∈L∗
mFλ
s
F

n∑
k=1
(
1− δk
m
)s(n
k
)
where δk denotes the minimum number of edges incident to k vertices in G . Since G is connected,
we have
∥∥P s − π∥∥T V  n2
(
1− 1
m
)s
 e−c
if t  2m logn+ cn. Theorem 2 is proved. 
4. A general setting
Here, we describe a more abstract version of our process. We begin with a ﬁnite set X of points
and a set [r] := {1,2, . . . , r} of “colors”. A coloring F is deﬁned to be a mapping F : X → [r]. We will
denote by F the set of all possible colorings of X . We also are given a collection of (not necessarily
distinct) subsets (or edges) Xk of X , for 1 k t , where we assume that
⋃
k Xk = X . With each subset
Xk is associated a mapping ck : Xk → [r], and a probability pk > 0. We assume that ∑k pk = 1. Thus,
each ck “colors” the points of Xk but leaves points not in Xk untouched. We will call the ck cards in a
t-card deck C.
Our random walk proceeds as follows. At each step a card ck is selected from C with probability
pk and is applied to the current coloring F of X . Thus, ck (re-)colors the points of Xk ⊆ X but leaves
the colors of points of X not in Xk unchanged. In this way a new coloring F ′ of X is produced. Stan-
dard arguments in Markov chain theory show that this process has a unique stationary distribution
π on F.
For example, a special case is our edge ﬂipping process on a graph G , where X is the set of vertices
of G , the set of colors is {0,1}, the Xk are (ordinary) edges (= 2-element subsets of X ) of G , and for
each edge Xk there are two cards, one which assigns the color 0 to both endpoints of Xk , and one
which assigns the color 1 to these endpoints. In fact, for the remainder of the paper, we will usually
use 0 and 1 as colors, rather than red and blue.
We will consider the semigroup S = 〈c1, c2, . . . , ct〉 generated by all the cards ck , with the
semigroup operation deﬁned to be composition of maps. Let us call a word ci1ci2 . . . cir ∈ S full if⋃r
j=1 Xi j = X . We will let I denote the (left) ideal of full words in S . It is now easy to check that S
is an LRB to which the results of [7] can be applied.
46 F. Chung, R. Graham / Advances in Applied Mathematics 48 (2012) 37–63Observe that in a full word ci1ci2 . . . cir , if for some u,
⋃u−1
j=1 Xi j ⊇ Xiu , then the card ciu can be
removed from the product without affecting the ﬁnal coloring of X this product produces (since the
earlier terms assign colors later to all the vertices that ciu colors). When all such “redundant” cards
are removed from a full word, we will say that the word is reduced. Thus, we can replace any word
from S by the equivalent reduced word which has the same coloring action on X .
In particular, the unique stationary distribution π for this walk is the same as the distribution
obtained by the following process. Namely, select all t cards without replacement from our deck C
according the probability distribution pk , thereby producing an ordering (c′1, c′2, . . . , c′t) of the cards
which in turn produces some coloring of X . (Remember that we apply this map from the left, i.e.,
ﬁrst apply c′t , then ct−1, etc., and ﬁnally c1 to get the ﬁnal coloring of X .) Then the distribution given
by this process is also π . This was ﬁrst observed in [7].
It is not diﬃcult to see why this is so. For example, let us compute the probability that in the
original (unbounded) process (with replacement), the last occurrence of card c1 occurs before the last
occurrence of card c2. Thus, wherever the last occurrence of c1 is (which occurs with probability p1),
the remaining s cards must have no c1 but at least one c2. The probability that this happens is
p1((1− p1)t − (1− p1 − p2)t). Summing this over s 1 gives:
∑
s1
p1
(
(1− p1)s − (1− p1 − p2)s
)= p1
(
1− p1
p1
− 1− p1 − p2
p1 + p2
)
= p2
p1 + p2 .
Of course, this is just the probability that in our selection process without replacement, c2 is selected
before c1 (and therefore occurs to the left of c1 in the ordering).
As another example, let us compute the probability that the order of the last occurrences of cards
c1, c2 and c3 is (c1, c2, c3) in the unbounded process. Using the previous computation, we see that
the probability that c3 occurs later than the last occurrences of c1 and c2 is
p3
p1+p2+p3 . If we now
consider the cards occurring before the last occurrence of c3, then the probability that c2 occurs
later than the last occurrence of c1 is
p2
p1+p2 . Thus, the last occurring order (c1, c2, c3) occurs with
probability p3p1+p2+p3
p2
p1+p2 . However, this is just the probability that for the selection process without
replacement, c3 is chosen before c2 which in turn is chosen before c1.
Similar arguments can be used to show that for any set of cards, the probability that the last oc-
currences of these cards occur in some particular order in the unbounded process with replacement
is exactly the same as the probability for this ordering of these cards to occur in the selection pro-
cess without replacement. We should keep in mind that when coloring X with the process without
replacement, the ﬁrst color assigned by a card to a vertex is the ﬁnal color of that vertex.
This fact will allow us to compute (recursively) the stationary distributions for several families of
simple graphs (see Sections 5–8).
As an example of a variant of our edge ﬂipping process, we can consider a “vertex ﬂipping” process
on a graph G . Here, each vertex v in G will be associated with two cards: cv(0) which assigns 0 to v
and all its neighbors, and cv(1) which attempts to assign 1 to v and all its neighbors. (Of course, if a
vertex has already been assigned a value, then the card does nothing to that vertex.) The semigroup
S is generated by this set of cards. Let pv(i) be the probability of choosing the card cv(i) for our
random walk on the state graph of G where we assume
∑
v,i pv(i) = 1. We can apply arguments very
similar to those used earlier to prove the following:
Theorem 3. Let G be a graph on n vertices with the deck of 2n cards as described above. Thus, the probability
we move from a state σ to cv(i)σ (which means we assign the color i to the vertex v and all its neighbors) is
pv (i). Then the random walk associated with vertex ﬂipping on the state graph of G has the eigenvalue
λT =
∑
supp c (i)⊆T
pvv
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the neighbors of v, and pv = pv(0) + pv(1). For each T , the multiplicity of λT is 1. For the special case of
pv (i) = 1/(2n) for all v and i, we have
λT = δ(T )
n
where δ(T ) denotes the number of vertices v with all its neighbors in T .
In general, for a graph G , our deck C could consist of cards cA which color the endpoints of
arbitrary subsets A of edges of G , and which are selected with probability pA , where
∑
A pA = 1. We
can then consider the semigroup S which is generated by such a set of cards.
Theorem 4. The random walk on the state graph of G as speciﬁed above has the eigenvalue
λT =
∑
supp cA⊆T
pA
for each subset T of the vertex set V , where supp cA denotes the set of vertices that are involved in the card cA ,
and pA = pA(0) + pA(1).
Note that when T = ∅, the corresponding eigenvalue is 0, and its multiplicity is just the num-
ber of independent sets of vertices in G . Since determining the number of independent sets in a
graph in general is a #P -complete problem (even for planar bipartite graphs with maximum degree 4
(see [18])), it is usually not easy to determine exactly the eigenvalue multiplicities for large unstruc-
tured graphs. However, for special families of graphs, such as a path, this can be done fairly easily.
Theorem 5. For a path Pn on n > 1 vertices, we consider the edge ﬂipping process with p = 1/2. The eigen-
values of the state graph are k/(n − 1) with multiplicity S(n,k) satisfying the following generating function:
S(x, y) :=
∑
n,k0
S(n,k)xn yk = 1+ x− xy
1− x− xy − x2 + x2 y
= 1+ 2x+ 3x2 + x2 y + 5x3 + 2x3 y + 8x4 + 5x4 y + x3 y2 + 13x5 . . . .
Proof. By the results of the preceding theorems, we need to count for each k, the number of subsets
of the vertex set of Pn which induce a subgraph having exactly k edges. Let us denote this number
by S(n,k). Thus, S(n,k) is just the number of binary n-tuples which have exactly k pairs of consecu-
tive 1’s. Let A(n,k) denote the number of such sequences which begin with 0, and let B(n,k) denote
the number which begin with 1. Then it is easy to see that
A(n+ 1,k) = A(n,k) + B(n,k),
B(n+ 1,k) = A(n,k) + B(n,k − 1)
for n,k 0. Eliminating B from the above and shifting indices, we obtain the recurrence
A(n,k) = A(n− 1,k) + A(n− 1,k − 1) + A(n− 2,k − 1) − A(n− 2,k − 2)
where for convenience, we deﬁne A(n,−1) = 0 for all n and A(0,0) = 1. Since A(1,0) = 1 and
A(1,1) = 0, then A(n,k) is well deﬁned for all n  0 and k −1. If we now deﬁne the two-variable
generating function
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∑
n,k0
A(n,k)xn yk
then by standard “manipulatorics” (see [11]), it follows that A(x, y) is given by the generating function
A(x, y) = 1− xy
1− x− xy − x2 + x2 y .
Since S(n,k) = A(n+ 1,k) then we have
S(x, y) =
∑
n,k0
S(n,k)xn yk = 1+ x− xy
1− x− xy − x2 + x2 y . 
Notice that for k = 0, we have S(n,0) = Fn+2, the familiar Fibonacci numbers. Also, notice these
coeﬃcients are just the values shown in Fig. 1.
5. Edge ﬂipping on a cycle
We will ﬁrst focus on the edge ﬂipping process on the augmented path P˜n (which will be useful for
dealing with cycles and paths later). By augmented, we mean a path on n − 1 vertices 1,2, . . . ,n − 1
which in addition to the usual edges {i, i + 1} for 1 i < n − 1, also has two additional (half) edges
attached to 1 and n − 1. These two additional edges are treated just like all the other edges, except
that the assignments to their missing endpoints are ignored. We do this for the purpose of making
the induction argument cleaner.
Our ﬁrst task will be to determine the probability u(n) that all of the n−1 vertices of P˜n have the
value 0 assigned to them, where we will set u(0) = u(1) = 1 (and we will always take u(m) = 0 for
m < 0). As usual, we assume pe(0) = p and pe(1) = q = 1− p for each edge e.
Theorem 6. u(n) is given by
U (z) =
∑
n0
u(n)zn = 1+ z + pz2 + 1
2
p(2p + 1)z3 + · · ·
=
√
q
p
tan
(
z
√
pq − arctan
(√
p
q
))
.
Proof. First, consider P˜2 which has one vertex and two (half) edges. The probability that either edge
is selected ﬁrst is 12 , so that the probability that the vertex is assigned the value 0 is just u(2) =
1
2 p + 12 p = p.
Now consider the path P˜n for some n  3. Each of the n edges is equally likely to be selected
ﬁrst. When it is selected, it determines the values of its endpoints (which in this case, must be 0). If
this ﬁrst edge selected is one of the two end (half) edges then the resulting graph is a shorter path
P˜n−1, which by induction, has probability of getting the all 0 assignment equal to u(n − 1). On the
other hand, if the ﬁrst edge selected is one of the (internal) n − 2 edges, then it splits P˜n into two
smaller paths P˜k and P˜n−2−k for some k with 1 k n− 3. Adding all these cases up, and using the
deﬁnition of u(k), we ﬁnd that u(n) satisﬁes the recurrence
u(n) = p
n
(
n−1∑
u(k)u(n − 1− k)
)
. (4)k=0
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U (z) =
∑
n0
u(n)zn.
Multiplying (4) by nzn−1 and summing over n 2, we have
∑
n2
n u(n)zn−1 = p
∑
n2
n−1∑
k=0
u(k)u(n − 1− k)zn−1. (5)
However, the left-hand side of (5) is simply ddz U (z) − 1 while the right-hand side is p(U (z)2 − 1).
Hence, we can rewrite (5) as
d
dz
U (z) = pU (z)2 + q. (6)
It is straightforward to check that the solution to this differential equation satisfying the boundary
condition U (0) = 1 is given by
U (z) =
√
q
p
tan
(
z
√
pq + arctan
(√
p
q
))
, (7)
and the proof is complete. 
Note that for the complementary probability u˜(n) that all the vertices are assigned 1, we can
simply interchange p and q in the corresponding expressions. Thus, we have
U˜ (z) =
√
p
q
tan
(
z
√
pq + arctan
(√
q
p
))
=
∑
n0
u˜(n)zn. (8)
The asymptotic growth of the coeﬃcients u(n) of U (z) can be obtained by examining the singu-
larities of U (z) closest to the origin (e.g., see [10]). It is not hard to check that this is the singularity
at 1√pq arctan(
√
q
p ). Hence, we ﬁnd (after some calculation) that
u(n) ∼ 1
p
rn+1 (9)
where
r =
√
pq
arctan(
√
q
p )
. (10)
Similarly,
u˜(n) ∼ 1 r˜n+1 (11)
q
50 F. Chung, R. Graham / Advances in Applied Mathematics 48 (2012) 37–63where
r˜ =
√
pq
arctan(
√
p
q )
. (12)
It is now easy to compute the (asymptotic) probability C(n) that this process on the n-cycle has
all its vertices assigned 0. Namely, the probability that any particular edge is the ﬁrst one selected
is 1n and then the value 0 must be chosen (this happens with probability p). After this selection is
made, we have left an augmented path with n − 2 vertices, and this reaches the correct state with
probability u(n− 1). Summing over all n edges of the cycle, we obtain
Theorem 7.
C(n) ∼ rn.
Note that when p = 12 then r = 2π = 0.6366 . . . which is much larger than 12 .
6. The stationary distribution of paths and cycles with mixed colors
We now suppose that we will carry out the same process on a general undirected graph G =
(V , E). Thus, we select edges uniformly at random without replacement, and then assign a value of 0
(with probability p) or 1 (with probability q = 1 − p) to each unassigned endpoint of the selected
edge. As before, once a vertex is assigned a value then nothing further happens to it. Let λ : V →
{0,1} denote some assignment to the vertex set V of G . For an arbitrary ﬁxed vertex x ∈ V , let
λx : V \ {x} → {0,1} denote the assignment which is just λ restricted to V \ {x}. Let E denote the
event that terminal assignment is given by λx on V \ {x}, where it doesn’t matter what gets assigned
to x. For i = 0,1, let Ei denote the event that the terminal assignment λ agrees with λx on V \ {x}
and has λ(x) = i.
Lemma 2 (Reduction Lemma).
Pr(E) = Pr(E0) + Pr(E1). (13)
Eq. (13) follows from the deﬁnition of probability.
As an example of an application of (13), let C(n − 1,1) denote the probability that the terminal
assignment on an n-cycle is all 0 except on the single vertex n, on which it is 1. By (13), we see that
C(n − 1,1) + C(n) = u(n) (where the vertex n is taken for x in the lemma). Hence,
C(n− 1,1) = u(n) − C(n) ∼ 1
p
rn+1 − rn ∼
(
r
p
− 1
)
rn. (14)
Now let us return to (augmented) paths. Let v(k, l) denote the probability that the ﬁnal assignment
on a path of k + l vertices has the ﬁrst k assigned 0 and the last l assigned 1. This path has k + l + 1
edges, two of which are the so-called half edges. Thus, by (13), we have
v(a,b − 1) + v(a− 1,b) = u(a)u˜(b) (15)
for a  0, b  0 where, as usual, if v has a negative argument, then its value is 0. Applying this
recursively leads to the expression
v(a,b − 1) =
∑
i0
(−1)iu(a− i)u˜(b + i). (16)
F. Chung, R. Graham / Advances in Applied Mathematics 48 (2012) 37–63 51Using (7) and (8), we have the following:
Theorem 8. For positive integers a and b,
v(a,b) = (1+ o(1)) 1√
pq
(
2
π
)a+b−1
ra+1r˜b+1
where the o(1) term goes to zero if n = a+b approaches inﬁnity and the ratios a/n and b/n are bounded away
from 0.
Letting v˜(b,a) denote the probability for a path on b+a vertices with the ﬁrst b having the value 1
and the last a having the value 0, then by (15) we have the symmetric form
v˜(b,a− 1) = v(a− 1,b) =
∑
i0
(−1)i u˜(b − i)u(a+ i). (17)
Speciﬁc examples of (15) are:
v(n− 1,0) = u(n),
v(n− 2,1) = u(n− 1) − u(n),
v(n− 3,2) = qu(n− 2) − u(n− 1) + u(n),
v(n− 4,3) = 1
3
q(2q + 1)u(n− 3) − qu(n− 2) + u(n− 1) − u(n).
If we let C(a,b) denote the probability that a cycle on a+b vertices has the ﬁrst a vertices assigned
the value 0, and the remaining b vertices assigned the value 1, then by (13) we have:
C(a,b) + C(a+ 1,b − 1) = v(a,b − 1) (18)
for b 1 (where C(a,0) = C(a)).
By using (8), we have
Theorem 9. For positive integers a and b,
C(a,b) = (1+ o(1))( 2
π
)2
rar˜b
where the o(1) term goes to zero if n = a + b approaches inﬁnity and the ratios a/n, and b/n are bounded
away from 0.
Also, we have
C(n,0) = pu(n− 1),
C(n− 1,1) = u(n) − pu(n− 1),
C(n− 2,2) = (1+ p)u(n − 1) − 2u(n),
C(n− 3,3) = qu(n− 2) − (2+ p)u(n− 1) + 3u(n),
C(n− 4,4) = 1q(2q + 1)u(n− 3) − 2qu(n− 2) + (3+ p)u(n− 1) − 4u(n). (19)3
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am−1,am − 1) for the path with alternating blocks which has the ﬁrst a1 vertices assigned 0, the next
a2 vertices assigned 1, the next a3 vertices assigned 0, and so forth, with the m-th (ﬁnal) block of
am − 1 vertices assigned 0 or 1, according to whether m is odd or even. In this case we get:
v(a1,a2, . . . ,am−1,am − 1) =
∑
i1,i2,...,im−10
(−1)i1+i2+···+im−1
m∏
j=1
u j(a j − i j + i j−1)
where ik = 0 if k 0 or km, and
u j(x) =
{
u(x) if j is even,
u˜(x) if j is odd.
This in turn implies the following asymptotic expression for v(a1,a2,a3, . . . ,am−1,am) when each
ratio ai∑
i ai
is bounded away from 0 as the sum goes to inﬁnity.
v(a1,a2,a3, . . . ,am) ∼ γm
(
2
π
)A+ A˜−1
r Ar˜ A˜ (20)
where
A =
∑
i odd
ai, A˜ =
∑
i even
ai
and
γm =
⎧⎨
⎩
r2
p ifm is odd,
rr˜√
pq ifm is even.
Intuitively, we can think of this expression as being formed in the following way. As we move
along the path from left to right (starting with the ﬁrst block of a1 0’s), we are charged a factor of
r for each vertex with value 0, and a factor of r˜ for each vertex with value 1. In addition, whenever
we transition from a block of 0’s to a block of 1’s, we accumulate an additional factor of 2π
r˜
√
p
r
√
q .
Symmetrically, when we transition from a block of 1’s to a block of 0’s, we accumulate a factor of
2
π
r
√
q
r˜
√
p . The cumulative effect of these factors over r blocks is to accumulate the “change” factors
shown in (20).
Using this same approach, the value of C(a1,a2,a3, . . . ,a2m) for a cycle of alternating blocks (with
a block of a1 0’s, followed by a block of a2 1’s, etc.) is given by
C(a1,a2,a3, . . . ,a2m) ∼
(
2
π
)2m
rAr˜ A˜ (21)
where A and A˜ are deﬁned as above.
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In this section we will determine the probability that all the vertices of a particular graph BC(n,d)
(which we have ﬂippantly named the ball-and-chain graph) end up with value 0. The graph BC(n,d)
consists of an augmented path on n vertices, say the set {v1, v2, . . . , vn}, in which v1 has a half edge
attached to it, and the other terminal vertex vn has d additional vertices attached to it. Thus, BC(n,d)
has n+d vertices and n+d edges in which one end has a vertex of degree d+1. We let ud(n) denote
the probability that all the vertices of BC(n,d) have value 0 at the end of the process. We show the
following:
Theorem 10. For a ﬁxed integer d > 0, as n goes to inﬁnity, we have
ud(n) ∼
(
(−1) d−12 d!
(
p
q
) d
2
sin
(√
pq
r
)
+ +Td
(
1
r
))
u(n+ d)
where
Td(z) = pd
 d2 ∑
k=1
(−1)k−1
(pq)k
(
d
2k
)
(2k)!zd−2k. (22)
Proof. We let
Ud(z) =
∑
n0
ud(n)z
n+d (23)
denote the corresponding generating function. Arguing inductively, we see that ud(n) satisﬁes that
recurrence
ud(n) = pn+ d
(
n−1∑
k=0
u(k)ud(n− 1− k)
)
+ dpn−1u(n), n 1, (24)
where we deﬁne ud(0) = pd . Multiplying (24) by (n+d)zn+d−1 and summing over all n 1, we obtain
∑
n1
(n+ d)ud(n)zn+d−1 = p
∑
n1
n−1∑
k=0
u(k)ud(n− 1− k)zn+d−1 + dpd
∑
n1
u(n)zn+d−1. (25)
The left-hand side of (25) is just Ud(z)′ − 1. The ﬁrst term on the right-hand side of (25) is exactly
pU (z)Ud(z), while the second term is dpdzd−1(U (z)−1). Thus, Ud(z) satisﬁes the differential equation
Ud(z)
′ = (pUd(z) + dpdzd−1)U (z). (26)
Let us assume that the solution to (26) has the form
Ud(z) = U (z)Rd(z) + Sd(z)
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U ′d = R ′dU + RdU ′ + S ′d
= R ′dU + Rd
(
pU2 + q)+ S ′d
= (pRdU + R ′d)U + Rdq + S ′d.
Thus, if Rd and Sd satisfy
R ′d = pSd + Ad, Rdq + S ′d = 0 (27)
then we have
(pRdU + pSd + Ad)U + Rdq + S ′d = (pUd + Ad)U ,
as desired. Eliminating Sd from (27) leads to the second-order differential equation
d2Rd
dz2
+ pqRd = A′d. (28)
The general solution to (28) is
Rd = c1 sin (z√pq) + c2 cos (z√pq) + Td (29)
where Td is the polynomial which satisﬁes (28) and is given by
Td =
 d2 ∑
k=1
(−1)k−1
(pq)k
A(2k−1)d
= pd
 d2 ∑
k=1
(−1)k−1
(pq)k
(
d
2k
)
(2k)!zd−2k, (30)
where A( j)d denotes the j-th derivative of Ad with respect to z.
Observe that if d is even, then A′d is an even function of z and so in the solution to (29), c1 must
be 0. Similarly, if d is odd, then c2 = 0. Let us ﬁrst consider the case that d is even. The constant term
of Ud(z) is 0, so by extracting the constant term of RdU + Sd , we obtain the equation
c2 = (−1) d2 d!
(
p
q
) d
2
.
Substituting this value into (28) gives us the explicit form for Ud(z) when d is even:
Ud(z) = RdU + Sd
=
(
(−1) d2 d!
(
p
q
) d
2
d cos (z
√
pq) + Td
)
U + 1
p
(
R ′d − Ad
)
.
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c1 = (−1) d−12 d!
(
p
q
) d
2
,
so that in this case, we have
Ud(z) = RdU + Sd
=
(
(−1) d−12 d!
(
p
q
) d
2
sin (z
√
pq) + Td
)
U + 1
p
(
R ′d − Ad
)
.
From these expressions we can derive the asymptotic behavior of ud(n) as n → ∞. In particular, since
the singularity of U (z) closest to the origin is the simple pole at 1√pq arctan (
√
q
p ) = 1r , then
ud(n) ∼
(
Rd
(
1
r
)
+ Td
(
1
r
))
u(n+ d). 
Note that, since u(n) ∼ rn+1p , then
u2(n) ∼
(
1− √p
q
)
rn+3,
u3(n) ∼ 6p
q
(
1
r
− 1√
p
)
rn+4.
8. Vertex ﬂipping in graphs
In this section we will consider a modiﬁed version on our edge ﬂipping process on a path Pn with
n vertices. We call this a “vertex ﬂipping” process on a graph. The vertices of the path are selected
uniformly at random without replacement. If at some stage, the vertex v is selected, then it and any
of its unmarked neighbors are given the value 0 with probability p, and the value 1 with probability
q = 1− p. We will let P (n) denote the probability that at the end of this process, all the vertices of the
path have the value 0. As before, we will ﬁnd a recurrence for P (n), derive a ﬁrst-order differential
equation for the generating function for P (n), solve the differential equation and from that deduce
the asymptotic behavior for P (n) as n tends to inﬁnity.
Theorem 11. The generating function P(z) =∑n0 P (n)zn satisﬁes:
P(z) =
√
p
tanh(z
√
p + 12 ln( 1+
√
p
1−√p )) − z
√
p
and
P (n) ∼ 1√
p
rn−10
where r0 is the unique pole of P.
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vertices of Pn is selected ﬁrst, we ﬁnd by induction that P (n) satisﬁes the recurrence:
P (n) = p
n
(
2P (n− 2) +
n−3∑
k=0
P (k)P (n − 3− k)
)
, n 3. (31)
To derive the generating function P(z), we multiply both sides of (31) by nzn−1, and sum over n 3.
∑
n3
nP (n)zn−1 = p
∑
n3
2P (n− 2) + p
∑
n0
n−3∑
k=0
P (k)P (n − 3− k). (32)
The left-hand side of (32) is just P′(z) − P (1) − 2P (2)z (where P′(z) denotes the derivative of P(z)
with respect to z). On the other hand, the right-hand side of (32) is easily seen to be
2pz
(
P(z) − 1)+ pz2P(z)2.
Combining these, we see that P(z) satisﬁes the differential equation
P′(z) = p(z2P(z)2 + 2zP(z) + 1)= p(zP(z) + 1)2 (33)
with the boundary condition P(0) = P (0) = 1.
Fortunately, (33) can be solved explicitly. The solution is
P(z) =
√
p
tanh(z
√
p + 12 ln( 1+
√
p
1−√p )) − z
√
p
. (34)
The nearest pole of P(z) to the origin is the root γ0 of the denominator of (34). Since γ0 is a simple
pole of P(z), then letting r0 = γ −10 , standard arguments in complex function theory imply that the co-
eﬃcient P (n) of zn in P(z) has the asymptotic behavior P (n) ∼ crn0 for some constant c. To determine
the value of c, we multiply P(z) by 1− r0z and take the limit as z → γ0. Thus,
c = lim
z→γ0
√
p(1− zr0)
tanh(z
√
p + 12 ln( 1+
√
p
1−√p )) − z
√
p
= lim
z→γ0
√
p(−r0)√
p cosh−2 (z√p + 12 ln( 1+
√
p
1−√p )) −
√
p
= lim
z→γ0
−r0
tanh2(z
√
p + 12 ln( 1+
√
p
1−√p ))
= r0
(γ0
√
p)2
= 1
r0p
.
Hence, we conclude that
P (n) ∼ 1√
p
rn−10 as n → ∞.  (35)
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An easy corollary to this result is the asymptotic behavior for this process on the cycle Cn on n
vertices. Each choice of a vertex of C(n) leaves a path with n − 3 vertices. By the symmetry of C(n)
and the previous result for paths, we see that the asymptotic probability that this vertex ﬂipping
process on C(n) ends up with all vertices assigned the value 0 is just
n
p
n
rn0
p
= rn0. (36)
You couldn’t ask for a nicer answer than that! Below, we show a plot of the behavior of γ0 as a
function of p in Fig. 3.
For example, when p = 1/2, γ0 = 1.34345 . . . and r0 = 0.74435 . . . .
We should remark that we can generalize the vertex ﬂipping process above so each selected vertex
v determines the values on all unmarked vertices at a distance of at most t (the previous case is when
t = 1). If P (t)(n) denotes the probability that all n vertices on a path Pn end up with the value 0, and
P(t)(z) =∑n0 P (t)(n)zn , then it can be shown that P(t)(z) satisﬁes the differential equation
d
dz
P(t)(z) = p
(
zt − 1
z − 1 + z
tP(t)(z)
)2
with the initial condition P(t)(0) = 1. Unfortunately, we can’t write down a closed form solution to this
differential equation when t  2. However, for any particular value of p, we can numerically bound
the behavior of the coeﬃcients of the Taylor series for the solutions of this equation. For example,
take p = 12 and t = 2, and let y(z) denote the function P(2)(z). Our equation is then
y′ = 1
2
(
1+ z + z2 y)2.
Let z∞ denote the least positive singularity of y. We can compute a lower bound for z∞ by subdivid-
ing the x-axis into intervals of size 1n for some large n and recursively upper bounding y as follows.
Suppose y( k−1n ) b(
k−1
n ) for some k 1. Then for
k−1
n  z
k
n < z∞ , we have
y′  1
2
(
1+ k
n
+ k
2
n2
y
)2
58 F. Chung, R. Graham / Advances in Applied Mathematics 48 (2012) 37–63which implies
y′
(1+ kn + k
2
n2
y)2
 1
2
.
Integrating this over the interval k−1n  z
k
n , we obtain
1
1+ kn + k
2
n2
y( k−1n )
− 1
1+ kn + k
2
n2
y( kn )
 k
2
n3
.
Hence,
1
1+ kn + k
2
n2
y( kn )
 1
1+ kn + k
2
n2
y( k−1n )
− k
2
n3
 1
1+ kn + k
2
n2
b( k−1n )
− k
2
n3
and
y
(
k
n
)
 n
2
k2
((
1
1+ kn + k
2
n2
b( k−1n )
− k
2
n3
)−1
− 1− k
n
)
= b
(
k
n
)
.
Thus, we can iterate this recurrence for b (starting with b(0) = 1) to get upper bounds on y and
consequently, lower bounds on z∞ . For example, using n = 10000 and p = 0.5, we get the bound
y(1.2057) < 34129, so that z∞ > 1.2057.
To get an upper bound on z∞ , we do the following. Suppose α satisﬁes 0 < α < z∞ . Then
y′  1
2
(
1+ α + α2 y)2
for α  z z∞ where as before, we are taking p = 12 . Thus, dividing and integrating we have
z∞∫
α
y′ dz
(1+ α + α2 y)2 
1
2
z∞∫
α
dz
which implies
1
α2(1+ α + α2 y(α)) 
1
2
(z∞ − α),
i.e.,
z∞  α + 22 2 . (37)α (1+ α + α y(α))
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y(z) = P(2)(z) =
∑
k0
P (2)(k)zk > Qn(z).
Thus, by (37), we have
z∞ < α + 2
α2(1+ α + α2Qn(α)) . (38)
Now taking n = 500 and α = 1.193, we deduce from (38) that z∞ < 1.20598. By taking larger values
of n, we can get arbitrarily close to the (computed) value of z∞ = 1.20577584 . . . .
9. The most likely and least likely color patterns
In this section, we focus on the problem “Which color pattern on the graph G appears most
frequently?” In other words, in the stationary distribution of the state graph associated with color-
ings of G , which state has the largest probability? A natural inclination would be to guess that the
monochromatic conﬁguration (having all vertices in the same color) is the best candidate. We ﬁrst
show that is indeed the case for the edge ﬂipping process.
Assume now that G is a graph (as usual, with no isolated vertices) on which there is some color
pattern P . Observe that we can associate a unique labeling λ = λ(P ) of the edges of G by assigning
the label λ(e) = D if the endpoints of e have different colors, and λ(e) = S if the endpoints have the
same colors. In any such labeling, the number of D labels in any cycle must be even, and in fact,
this condition is also suﬃcient for the existence of a valid D/S labeling of the edges of a graph (i.e.,
one that comes from some color pattern P on the vertices of G). Note that for each valid labeling
λ there are in fact exactly two color patterns P and P˜ on G which generate λ, and these two color
patterns differ only by a red/blue color (i.e., 0/1) interchange. (If G has t connected components, then
there are 2t color patterns with generate λ.) Let us partition the vertex set X of G into two sets V0
and V1, where Vi consists of the vertices of G which have color i in the pattern P , for i = 0,1. Thus,
all the edges of G which lie entirely in some Vi have the label S , while all those connecting points
in different Vi have the value D .
As we have seen, the probability that P occurs is just the sum over all permutations π of the deck
which result in P of the probability that π occurs. It is clear that for any edge e = {u, v} labeled D ,
the colors of both its endpoints must have been colored by cards in π before either of the two cards
associated with e were selected. Let us now modify the coloring of P to form a monochromatic
coloring P0 in which all the points are colored with 0, where we assume without loss of generality
that p  12 , so that for any edge, its 0-card is always as least likely as its 1-card to be selected. For
each permutation π that generates P , form a new permutation π0 by replacing every card which
gave a vertex in V1 its color 1 (and so, must be a 1-card) by its 0-card mate. The result of applying
π0 will then colors all the points 0 and consequently, change all the D labels to S . Since p  12 , then
π0 is as least as likely to occur as π . Furthermore, there are additional permutations of the deck that
generate P0, since the 0-card for any of the cards initially labeled D can now be selected much earlier
than before, for example, as the ﬁrst card. Hence, the probability that the pattern P0 occurs is strictly
larger than the probability that P occurs. Hence, we have proved the following result.
Theorem 12. The most probable color pattern for the edge ﬂipping process on any graph G is the monochro-
matic pattern in which every vertex is colored with the color that is most likely (i.e., if p  12 then this is
color 0). When p = 12 then each of the two monochromatic patterns is equally likely.
One might now ask what the least likely pattern for a graph G is. This seems to be a more diﬃ-
cult question in general. However, for one class of graphs, cycles of odd lengths, we can answer the
question.
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consists of alternating 0’s and 1’s, except for one occurrence of two adjacent vertices with the same color.
Proof. Suppose P is some color pattern on C2n+1. Label the edges by D and S , as in the previous
theorem, to form the edge labeling λ. Since C2n+1 must have an even number of edges labeled D ,
there is at least one edge labeled S . If there is only one such edge, we are done. So we can assume
that P has at least three edges labeled S . We now are going to reverse the process we used in
the previous result. Namely, we are going to replace two adjacent S ’s by D ’s to form a new edge
labeling λ′ . It follows from the preceding argument that the probability that λ occurs is strictly greater
than the probability that λ′ occurs. We now continue this process until we reach the desired color
pattern, i.e., one with a single pair of identically colored vertices. This proves the theorem. 
It is not hard to show that the probability of reaching such a state on C2n+1 is 12(2n+1)! . Similarly,
for a path with n edges, the least likely pattern consists of alternating colors except for one pair of
adjacent vertices at the end of the path colored the same. In this case, the probability of this occurring
is 12nn! .
For general graphs G , it might seem that the least likely patterns would come from ﬁnding an
appropriate maximum cut in G , and assigning the two colors to the two opposite sides of the cut.
For example, for trees, this would result in a coloring which has just a single pair of adjacent vertices
with the same color. (Of course, any possible pattern must always have at least one such pair.) Strictly
speaking, patterns with no monochromatic pairs are the least likely, since they have probability 0 of
occurring! However, there is still much to be done to clarify the situation.
In the remainder of this section, we will illustrate by examples that for general values of p = 12 , the
situation for paths and cycles becomes more complicated. In particular, there is an interesting parity
effect which takes place. Given some vertex xi in a large n-cycle, the probability that xi is assigned
the color red at the end of the process is p. One might ask how does the color of xi affect the color
assigned to a neighboring point xi+1. In other words, if we know xi is red, what is the probability
that xi+1 is red? Thus, we want the conditional probability
Pr(xi+1 is red | xi is red) = Pr(xi is red and xi+1 is red)Pr(xi is red)
= u(3)
u(2)
= 1
3
(2p + 1).
Hence, if xi ends up red, then the probability that its neighbor xi+1 also ends up red is always greater
than 1/3, no matter how small p is. This makes sense since one of the ways that xi+1 ends up red is
because of a card which assigned red to both xi and xi+1. In fact when p is very small, this is by far
the most likely way that this can happen.
However, the situation changes dramatically if we know that the two left neighbors xi and xi+1 of
xi+2 are red. Now we compute
Pr(xi+2 is red | xi and xi+1 are red) = Pr(xi, xi+1 and xi+2 are red)Pr(xi and xi+1 are red)
= u(4)
u(3)
= p(p + 2)
2p + 1
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Ratio of u(k+2) to u(k+1),
1 k 8.
k u(k+2)u(k+1)
1 0.66666 . . .
2 0.62500 . . .
3 0.64000 . . .
4 0.63541 . . .
5 0.63700 . . .
6 0.63648 . . .
7 0.63666 . . .
8 0.63660 . . .
which goes to 0 as p → 0. In particular, it is always more likely that a vertex x is red if we know that
its nearest neighbor is red than if we know that its two (left) neighbors are red!
But now with three neighbors, the situation ﬂips back. In this case,
Pr(xi+3 is red | xi, xi+1 and xi+2 are red) = u(5)
u(4)
>
1
5
for all p.
In general, it can be shown that
Pr(xi+k is red | xi, xi+1, . . . xi+k−1 are red) = u(k + 2)u(k + 1)
where
u(k + 2)
u(k + 1) =
{
> 1k+2 for all p > 0 if k is odd,
→ 0 as p → 0 if k is even.
For example, when p = 1/2, we list in Table 1 the conditional probabilities u(k+2)u(k+1) for small values
of k. The limiting ratio alternates about the limit r = 2π = 0.6336197 . . . depending on the parity of k.
Recall that C(a,b) denotes the probability that a cycle on a + b vertices has the ﬁrst a vertices
assigned the value 0 (or red), and the remaining b vertices assigned the value 1 (or blue). From (9)
and (19) we ﬁnd:
C(n,0) ∼ rn,
C(n− 1,1) ∼ 1
p
(−p + r)rn,
C(n− 2,2) ∼ 1
p
(1+ p − 2r)rn,
C(n− 3,3) ∼ 1
p
(
q − (2+ p)r + 3r2)rn−1,
C(n− 4,4) ∼ 1
p
(
1
3
q(2q + 1) − 2qr + (3+ p)r2 − 4r3
)
rn−2.
This shows the impact of a small block of 1’s in a cycle of otherwise all 0’s. In particular, it illustrates
some rather counterintuitive behavior in this situation. In particular, depending on the value of p, the
relative order of the probabilities of these various patterns occurring changes quite a lot. In Fig. 4, we
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the quantities (from top to bottom) C(n− 4,4), C(n− 3,3), C(n− 2,2) and C(n− 1,1) in that order.
Table 2
Relative order of various C(n− k,k).
0 0.155 0.340 0.381 0.413 0.451 0.481 0.522 0.561 0.582 1
4 4 4 4 0 0 0 0 0 0
3 3 3 0 4 4 2 2 2 2
2 2 0 3 3 2 4 3 3 1
1 0 2 2 2 3 3 4 1 3
0 1 1 1 1 1 1 1 4 4
show the relative asymptotic probabilities of these ﬁve conﬁgurations as p varies from 0.3 to 0.65
(normalized so that the value C(n,0) for the monochromatic pattern is set to 1).
In Table 2, we show 9 values of p (going from 0 to 1), where transitions in the relative order
of values of some of the C(n − k,k) occur. The values on the top of Table 2 are the values of p at
which the transitions occur. The columns show the relative order of the values of C(n − k,k) with
smaller values below larger values. The integer k in Table 2 denotes the pattern C(n − k,k). Notice
that C(n − 2,2) is always more probable than C(n − 1,1). This again is a parity effect. However,
C(n − 4,4) can be more probable or less probable than C(n− 3,3), depending on the value of p.
10. A voter model and more related problems
We remark that a special case of our vertex-ﬂipping problem is related to a well-studied voter
model. Introduced by Clifford and Sudbury [8] and Holley and Liggett [12] independently, the voter
model assumes that initially in a graph G on n vertices, each vertex (or player) is in one of k colors,
and in each round a player is chosen at random who then chooses a random neighbor and changes
his/her color to the color of the neighbor. In [1], several proofs were given using coalescing random
walks to show that it takes O (n3 logn) rounds to converge to the state that every player has the same
color.
In our interpretation, we have a set of stubborn, inﬂuential voters (for example, think of various
local television news commentators). Whenever they broadcast their opinions, they inﬂuence the set
of voters who happen to be listening. We assume that (most of) our (gullible?) voters are persuaded
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situation can be modeled by a random walk on an appropriate LRB.
It would be of interest to consider the following generalization of our process. For a given selection
probability and a positive  > 0, if we execute the edge ﬂipping process on a graph G with n vertices,
what is the probability that a random state (according to the stationary distribution of the state graph)
has at least (1− )n vertices of the same color?
Of course, we have barely scratched the surface in this paper for numerous problems suggested
by the edge/vertex ﬂipping process. In general, it would be of interest to understand the situation
for general graphs G . For example, what structures within G (such as having large cutsets) have the
greatest effect on the stationary distributions in the state graph for various patterns? What happens in
the hypergraph case, i.e., when the cards affect more than just two vertices? How does the situation
change if we allow the selection probabilities to depend on the vertices (instead of being constant, as
we have assumed in this paper)? For example, some voters might be more persuasive than others in
changing their neighbors opinions. There are many attractive questions on this topic that remained
unresolved, and we hope to return to some of them in the near future.
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