Abstract. IT departments of organisations go to great lengths to protect their IT infrastructure from external attackers. However, internal attacks also pose a large threat to organisations. Despite detection and prevention of insider attacks being an active field of research, so far such techniques are rarely being deployed in practice. This paper outlines the state of the art in the field and identifies open research problems in the area. The lack of unified definitions and publicly available datasets for evaluation is detrimental to the comparability of published results in the field and hinders the continual improvement of technology. Another important problem is that of data protection: On the one hand, the data captured for insider attack detection could also be used for surveillance of employees, so it should be anonymised. On the other hand, anonymisation may make some attacks undetectable, leading to a trade-off between detectability of attacks and privacy.
Introduction
Nowadays, an organisation's IT infrastructure will typically be connected to the Internet. Internal and external communications rely on digital technology and employees often require the Internet to research information necessary for their day-to-day work. To protect against attacks from the Internet, which have increased dramatically in recent years [3] , IT security departments rely on established security mechanisms, such as firewalls, Intrusion Detection Systems (IDS), honeypots and so-called De-Militarised Zones (DMZ). These measures are intended to stop external attackers who are trying to interfere with the execution of business processes or obtain internal assets, such as trade secrets or confidential customer data. However, the danger arising from attacks originating from within the organisation itself is often overlooked.
A workshop on Countering Insider Threads in 2008 defined an inside attacker as "a person that has been legitimately empowered with the right to access, represent, or decide about one or more assets of the organization's structure" [26] . However, the term is not defined consistently throughout the scientific literature. According to Pfleeger, an inside attacker can also be "anyone properly identified and authenticated to the system including, perhaps, someone masquerading as a legitimate insider, or someone to whom an insider has given access (for example by sharing a password)" [25] . The two examples include regular employees as well as sophisticated system administrators, but give different context variabilities of an inside attacker. The former implicitly exclude outside attackers masquerading as insiders, whereas the latter includes those scenarios into its definition.
Insider attacks are a major threat for organisations. As insiders typically have extensive access rights (especially if they are system administrators) and possess detailed knowledge about the IT infrastructure of their organisation, they know where to strike for maximum impact and are capable of hiding their activities. In a survey of the CERT Insider Threat Center among US companies 47 percent of companies acknowledged that they were knowingly affected by insider attacks throughout the years 2004 to 2013 [5] . The dark figure might very well exceed this number significantly, as insider attacks often are either not detected by organisations or withheld from the public due to the high risk of reputation loss. Less than half of those surveyed companies have deployed defined mechanisms and procedures to deal with insider attacks [23] . Experts estimate the impact of insider attacks on the German economy at about 50 billion Euros per year [32] .
The security mechanisms that are currently in practical use cannot adequately detect attacks by insiders. Due to their access rights and inside knowledge, insiders can hide malicious activity significantly easier than external attackers, e. g. by deactivating security systems or manipulating log files. Moreover, insider attacks are hard to detect at the network perimeter, where traditional security mechanisms are typically located.
Even though several technical detection and prevention mechanisms have been proposed by various researchers, those mechanisms have not reached widespread practical implementation and deployment yet. Currently, insider threats are mainly being countered by organisational measures, such as by imposing a two-man rule for actions having a high impact on security (e. g. disabling a firewall or modifying log files) [4, 30] .
In discussions about insider attack detection, data protection is often overlooked. However, comprehensive logs for detecting and attributing insider attacks can reveal a lot of information about the behaviour of employees, thereby invading their privacy. On the other hand, if too much anonymisation is performed before passing the data to a detection algorithm, some attacks may not be detectable anymore.
The remainder of the paper is structured as follows. In Section 2, we describe the state of the art in detection and prevention mechanisms for insider attacks. Section 3 shows some avenues for future research. In Section 4, challenges for the development of the field are presented, before the paper is concluded in Section 5.
State of the art in detection and prevention mechanisms
Researchers have proposed to counter insider threats by means of technical and non-technical mechanisms [9, 27] . With the help of technical solutions, attack detection and monitoring data can be collected, correlated and analysed for insider activities during or after an insider attack. Non-technical solutions and best practices serve the goal of insider detection and prevention by providing strict policies and evaluating information about social behaviour, an employee's productivity or insights from Human Resources (HR), like imminent employee terminations. (Semi-)automatic collection and assessment of this kind of data as well as the establishment of corporation-wide guidelines, employee training and formal policies (focussing on insider threats) are supposed to effectively unveil and eliminate insider activities and attacks. In the following, we review recent insider threat research and related work.
Non-technical means of protection
In terms of organisational or structural protection mechanisms against the insider threat, the literature focuses mainly on motivation-and opportunity-based countermeasures. Examples are the destruction of incentives for insider attacks [24] , training to change employees' mindsets as well as a close cooperation with HR to obtain deep insight into employees' projects and groups to identify employees who need to have access to sensitive data [14] .
Silowash et. al [30] took a more structured approach and developed a common sense guide to mitigating insider threads including various practices to prepare an organisation for correctly dealing with insider threats. Among those practices, the guide considers the following non-technical countermeasures:
-Consider threats from insiders and business partners in enterprise-wide risk assessments. -Clearly document and consistently enforce policies and controls.
-Incorporate insider threat awareness into periodic security training for all employees. -Beginning with the hiring process, monitor and respond to suspicious or disruptive behaviour. -Anticipate and manage negative issues in the work environment.
-Know your assets.
-Enforce separation of duties and least privilege.
-Develop a comprehensive employee termination procedure.
-Develop a formalised insider threat program.
This guide as well as other proposed non-technical countermeasures are mainly derived from control domains specified in Annex A of ISO 27001, as Coles-Kemp and Theoharidou showed [6] , and deal with the insider threat on a very high and abstract level. It takes a lot of effort and the involvement of a whole corporation to realise and run them in practice. Furthermore, due to the corporation-specific execution of practices it is difficult to transfer them to another corporation or environment.
Technical means of protection
At first sight, most, if not all, traditional technical countermeasures that are used to protect organisations against cyber attacks (like Intrusion Detection Systems (IDSs) and log data analysis) may also be employed to detect and prevent insider activites. However, the domain and circumstances of an insider attack are fundamentally different: On the one hand, this leads to significantly more alerts and increased false positive rates. On the other hand, those mechanisms might possibly be tricked or circumvented by insiders with the help of their specific and internal knowledge.
Behavioural profiling of users
Research on technical protection mechanisms against insider attacks has devoted a lot of attention to profiling employee behaviour. Here, the objective is to learn the legitimate characteristics of users in order to perform (semi-)automatic detection of potentially anomalous insider activities. These approaches also strike the threat of masqueraders, who are outside attackers possessing stolen credentials of employees and therefore have access to inside resources and systems.
Schonlau et. al [28] studied possibilities of detecting insider attacks by profiling Unix shell commands. Over several months, they collected shell commands of 50 different users and additionally simulated insider activities by injecting commands of users who played the role of masqueraders. Based on this dataset, they tried to evaluate different methods of anomaly detection. The results showed a rather high rate of false alarms as well as false negatives. Later, other researchers re-used the Schonlau dataset, applying improved detection methods [21] . Although promising, the Schonlau dataset does not provide a very good base for evaluating insider attack detection mechanisms as the masquerader simulation is rather artificial and Unix is only a small part of employees' production environments.
Other approaches considered user profiling in the context of the graphical user interface of Microsoft Windows. Goldring [10] evaluated user profiling by periodically collecting data from the Windows process table in short intervals. This data shows the lifecycle and additional information (such as owner and CPU usage) of all programs that have been or are running on a system. To filter out operating system noise, Goldring exploited the fact that each user interaction with the system takes place in a window. Therefore, he additionally took window titles into account. The resulting concept looks promising, but associated evaluation results have not been published.
Li and Manicopoulos [17] also studied profiling of Windows users. They created a dataset with simulated insider attacks (similar to the Schonlau dataset) and applied a one-class Support Vector Machine (SVM) to build models of legitimate user behaviours. With this model, a binary classifier could be used to test new models for compliance or deviation. However, their technique achieves only moderate accuracy in terms of detection and false alarms rates and their dataset entails the same deficiencies as the Schonlau dataset.
Network-based approaches
Besides host-based user behaviour profiling, corporate network traffic comprises a great source of information about employees' IT activities and thus valuable data for insider attack detection and prevention mechanisms. Spitzner [31] applied the now widespread knowledge and application of honeypots and honeytokens from the domain of outsider attack countermeasures and perimeter threats to the insider threat. The idea is to stimulate the interest of inside attackers, who are looking for some kind of valuable information, in specialised honeytokens. Whenever attackers access a honeytoken, they are automatically redirected to a honeypot, where the interaction can be monitored and analysed in a secure environment. Although interesting as a means to decrease false positive rates in insider detection mechanisms, the concept has not been evaluated, which by design is very hard to conduct. Only empirical evaluation of practically deployed systems could provide reliable results, as simulated insider attacks are not suitable. Further, the effectiveness of honeytokens and honeypots in insider attack detection and prevention is highly dependent on several attributes of an inside attacker, like knowledge of countermeasures, technical skill level and level of suspicion.
Maloof and Stephens [20] also concentrated their work on network traffic collection and analysis. They created a system called ELICIT, which aims at the detection of inside attackers, who try to access information they do not need to know according to their job description and similar additionally acquired information. The ELICIT system consists of four parts: First, network traffic is collected and prepared in the form of events. Secondly, events are enriched with additional contextual information about employees and alerts are issued. Thirdly, a threat score is calculated based on a Bayesian network, which takes these alerts as input. Finally, the scores are presented for further examination by security personnel. The authors evaluated their system by collecting internal data of an organisation over several months, replayed activities from publicly known past insider attack cases and applied the dataset offline to ELICIT afterwards. The evaluation showed very good results in terms of detection rates and remarkably low false positive rates. However, the system strongly relies on the presence of machine-interpretable contextual information about employees, job descriptions, need-to-know domains and such. For this information to be present, a corporation needs to have strict HR policies and comprehensive procedures in place, which may hinder adoption in practice. Additionally, the simulated execution of past insider attacks occurred over few days in contrast to real world insider attacks, which more likely occur over several weeks, months or years [27] .
Integrated approaches
Recent proposals go one step further and try to integrate non-technical approaches with technical countermeasures to combine their advantages and create comprehensive insider attack detection and especially prevention systems. Greitzer and Frincke [12] took psychological data in addition to classical security audit data into account. The objective was to create possibilities in predicting insider activities of employees by means of a set of predictive indicators and an integration and analysis framework for organisational, social and cyber security data. Costa et al. [7] created an ontology-based approach by studying 800 realworld insider attack cases, allowing them to identify entities involved, insider actions conducted, assets targeted and events triggered. This information was translated into an insider threat indicator ontology and combined and enriched with (semi-)automatically processable operational context data from HR. With the help of a semantic reasoner, which monitors current activities and responsibilities of a corporation and evaluates this information against the ontology, potential insider activities could be identified and alerted.
Major challenges for all integrated approaches were found to be the lack of reliable testing and evaluation datasets, no operational evaluation, privacy and ethical issues, and the need for extensive training and awareness of employees.
Avenues for future research
The measures outlined in the previous Section aim to effectively detect or prevent insider attacks. However, these measures ignore some fundamental problems, which will be outlined in the following.
Unified definition of terms, motives and tools
Research on insider attacks is only meaningful in the context of a concrete adversary model that describes capabilities and motives. For instance, system administrators are more powerful than regular employees due to their extensive access to all IT infrastructure and monitoring devices. Moreover, strategicallyacting intentional attackers have to be treated differently than users who bring their own devices to work and infect the corporate network with malware inadvertently. With modern forms of e-commerce and outsourcing of IT services, even third parties may act like insiders [13] . Customers who rent infrastracture or software as a service can either interfere with the underlying infrastructure or exploit it to launch attacks against others [18] .
Despite experts from science, industry, the financial sector, and the US government concluding that there is a lack of standardised definitions for insiders and insider attacks during a workshop on Insider Attack and Cyber Security in 2007 [25] , there are still no such definitions. This leads to scientists using different definitions for their research, typically choosing a definition that is beneficial to their research project and expected outcome. As already stated with the two examples of a definition in Section 1, different foci on the context variabilities of an inside attacker for example provide different, sometimes even competing results. This leads to a delusive comparison of countermeasures, which seem to provide solutions for the same insider problem, when in fact the problem domain is significantly different. Even four years later, scientists aiming to establish unified definitions came to the conclusion that additional, more detailed definitions would have to be established [13] . The authors state, that current definitions lack the reflection of two recent developments. First, the new capabilities and applications of networked environments. And second, the increasingly indistinct separation of corporation boundaries. Further, the characterisation of inside attackers becomes progressively multidimensional, emphasising different capabilities or circumstances of an inside attacker or an insider attack.
As a conclusion, this leads to diverging results being published by different research groups on the one hand. On the other hand, the comparability of published results is impeded by the lack of unified definitions, which leads to continuous improvement of scientific results not taking place.
Generation of datasets
Technical approaches for detection and prevention of insider attacks published by scientists -such as [7] -have so far failed to find widespread use in practice [27] . This can partly be attributed to the unsatisfactory effectiveness of these approaches, as is evident by their high false positive and false negative rates. Another problem is that it is difficult for researchers to evaluate their proposed solutions in a way that approximates their behaviour in a real production environment and allows a comparison between results published by different research groups. This is due to the lack of comprehensive datasets of insider attacks captured in a real production environment, which could be used for realistically evaluating effectiveness and efficiency [13, 27] . Existing datasets have either been taken from a different context (e. g. the Schonlau dataset [28] ) or have been derived from simulations that made special assumptions about the attacking insider and the organisation (such as time restrictions or existing formal regulations [20] ). As these methods for generating datasets cannot provide a realistic approximation of insider attacks [27] , they are not useful for evaluating detection mechanisms.
Software implementations and their evaluation

Existing work
False positive rate Detection rate
Honeypots [31] --ELICIT [20] 1.5 84.0 Unix commands [28] 6.7 69.3 Unix commands [21] 1.3 61.5 MS Windows [10] --MS Windows [17] 22.0 67.7 Psychology [12] --Ontology [7] -- Table 1 . Percentage of false positive and detection rates of a selection of insider attack detection mechanisms Software implementations of scientifically proposed solutions for the detection and prevention of insider attacks as well as the (semi-)automatic collection and evaluation of additional information sources -as proposed by Costa et al. [7] and Maybury et al. [22] -are not publicly available and can thus not be evaluated or verified by others. This is detrimental to the use of these solutions in practice. Even the evaluation of proposed techniques by their authors is missing in many publications, as is illustrated by a selection of techniques shown in Table 1. Even if an evaluation exists, the numbers for false positive and detection rates are not directly comparable, since most authors used different, often newly constructed, simulated data on insider activities. Furthermore, in addition to not having been evaluated using realistic datasets, there is also a lack of evaluation of their use in production environment, e. g. through field tests, which in some cases, like the system of honeypots and honeytokens by Spitzner [31] , is the only way to properly evaluate a proposed countermeasure.
Post-mortem detection
The long-term objective consists in designing preventive security mechanisms against insider attacks. Unfortunately, it is questionable whether effective protection is achievable at all. However, detecting attacks (post-mortem) and identifying the culprit (attribution) might be sufficient to deter insiders in practice.
Thus, a potential avenue of research is to focus on detecting insider attacks. Existing technical approaches, as described in Section 2.2, focus on data collection, user profiling and anomaly detection. However, inside attackers typically have extensive access rights (especially if they are system administrators) and possess detailed knowledge about the IT infrastructure of their organisation, which endows them with the capability of changing data, manipulating user profiles and hiding their activities. A (debatable) approach is to deploy a comprehensive logging infrastructure that monitors the behaviour of all users and systems from a number of vantage points. This allows the examination of specific events from many different point of views of a system and makes it harder for attackers to cover their tracks, as they would have to manipulate logs in many different places in a consistent manner. Manipulating logs of one vantage point would in turn generate traces in other logs, leading to detectable inconsistencies that make it possible to verify the veracity [11] of the information presented in logs.
Challenges
In the following, we will show some challenges which will have to be solved in order to create an effective detection and prevention system for insider attacks.
Techniques for post-mortem detection of insider attacks
One of these challenges is the automatic detection of insider attacks based on log data and contextual information collected by the system. In addition to data collected from IT systems, data available from physical security systems could also be considered, such as biometrical access control systems or motion detectors, which could provide information about suspicious "offline" activities (e. g. access to server rooms at unusual times) and help with attributing activity to specific users. Algorithms from the field of anomaly detection will have to be adapted to this scenario. Special attention needs to be paid to the number of false positives generated by the anomaly detection algorithms, as even seemingly low false positive rates can lead to the number of false positives vastly exceeding the number of true positives [2] , which may cause true positives to be shrugged off as "yet another false alarm".
Data protection
The most important challenge for the implementation of a comprehensive logging system (as described in Section 3.4) is sufficient data protection. As the system would continuously monitor and log activities of all employees, the data produced by it would have to be protected in order to comply with data protection laws concerning employment. Insufficient protection may lead to the data being misused for surveillance of employees. Additionally, the system might also log sensitive data related to customers. Therefore, any information that could be used to identify persons (customers or employees) should be obfuscated (e. g. by pseudonyms as proposed and argued in the context of internal fraud screening by Flegel [8] ) or removed altogether. It should only be possible to reverse this in case of a suspected security incident and it should not be possible for a single person to link log entries to persons.
A possible way of ensuring the consent of multiple parties before information is de-anonymised would be the use of a threshold decryption scheme. These schemes require a minimum number of private keys -but not necessarily all that are part of the scheme -to be present to decrypt data previously encrypted using a public key [29] . A similar approach has been developed by Armknecht and Dewald [1] in the context of digital forensics on sensitive e-mail data.
In some cases, partly de-anonymising data before applying anomaly detection algorithms to it may be necessary to be able to detect attacks at all. An example of this are login attempts on a server, where the IP address or at least information about the geographical location of the computer trying to connect would be relevant for detecting anomalies. On the other hand, even incomplete de-anonymisation may lead to linkability of certain types of behaviour to individual employees, invading their privacy. This shows that there is a trade-off between improved detectability of some attacks and user privacy related to how thoroughly the data used for anomaly detection is anonymised. Experiments will have to be performed to evaluate the impact of different forms and extents of anonymisation on the detectability of insider attacks. A similar trade-off exists in intrusion detection on network traces and has been discussed by Lakkaruja and Slagell [16] as well as Lundin and Jonsson [19] . Compared to detection of incoming attacks by intrusion detction systems, privacy is significantly more important in insider attack detection, as the data used for it will focus on the contextual information and activities of an organisation's employees, which are using the system over a long period of time, thus making it relatively easy to build profiles of them for illegitimate purposes.
Before systems for the detection and prevention of insider attacks can be used in practice, a sweet spot on this trade-off will have to be found. If no anonymisation was performed, these systems could not be used in practice at all in many legislations, as the privacy of employees and/or customers would be invaded. On the other hand, total anonymisation will likely remove too much information for the system to be of any help in tackling insider attacks. One way to solve this dilemma may be to adapt solutions that allow anonymity to be revoked under certain conditions [15] .
Realistic datasets for evaluation of detection techniques
Another challenge is to create publicly available datasets which can be used to evaluate and improve detection and prevention techniques for insider attacks. As outlined in Section 3.2, there is currently a lack of such datasets. One possible way of obtaining a dataset would be to capture it in a real production environment that may be affected by insider attacks, i. e. a corporate or government network. However, it is unlikely that such organisations would be willing to let researchers capture a comprehensive dataset, as this would reveal all activity conducted within the organisation's IT infrastructure. This would make it necessary to remove or replace all confidential information from the dataset, which in itself poses a challenging research problem. Even if one was to find a way to achieve this, it is likely that the anonymisation would impact detection and prevention techniques, leading to the dataset potentially not resembling the real environment closely enough, rendering it useless for evaluation purposes.
With capturing data within an organisation's network being unrealistic, simulation remains as a way of generating a publicly available dataset. The challenge here is to make sure that a synthetically generated dataset resembles real world environments closely enough to allow evaluation of detection and prevention techniques as well as to provide means of robust comparability between different countermeasures.
Conclusion
In this paper, we analyse the current state of the art in insider attack detection and prevention and show some potential avenues of future research as well as challenges in the field. Our analysis has shown that existing security mechanisms cannot prevent insider attacks reliably. Detection and attribution is complicated by the ability of insiders to cover their tracks and fabricate evidence. Therefore, designing effective preventive, reactive and forensic techniques seems to be a fruitful area of future research.
Advances towards more effective techniques are hindered by a lack of unified definitions in the field and no datasets being publicly available that resemble real production environments closely enough to allow a comparative evaluation of techniques. Furthermore, previous research often ignores data protection and does not take the trade-off between detectability of insider attacks and protection of employee data into account.
