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1. Introduction
In this paper we discuss linear maps on upper triangular operator matrix algebras
which leave some properties invariant such as rank-1, idempotent, rank-1 idempotent
and so on. This kind of topics is so called linear preserver problem and is one of the
most active and fertile subject in the matrix theory during the past one hundred years.
In recent years, many authors have also taken interested in linear preserver problem
on infinite dimensional operator algebras, especially on B(X), the Banach algebra
of all bounded linear operators acting on real or complex Banach space X, and many
interesting and deep results have been obtained.
Let H and K be two Hilbert spaces over real or complex field with F with in-
ner products denoted by 〈·, ·〉. Let B(H,K) (B(H) if H = K) denote the Banach
space of all bounded linear operators from H into K and F(H,K) (F(H) if H =
K) denote the subspace of all finite rank linear operators in B(H,K) (B(H) if
H = K). For a linear subspace A ⊆ B(H), a linear map  :A→ B(K) is called
rank nonincreasing (or rank preserving, respectively) if rank((A))  rank(A) (or
rank((A) = rank(A), respectively) for every A in A, where the rank of operator
A is the dimension of its range; for a positive integer k,  is called rank-k non-
increasing (or rank-k preserving, respectively) if rank ((A))  rank(A)(or rank
((A)) = rank(A), respectively) for every A in A, where the rank of operator A
is the dimension of its range; for a positive integer k,  is called rank-k nonincreas-
ing (or rank-k preserving, respectively) if rank ((A))  k whenever rank(A)  k
(or rank((A)) = k whenever rank(A) = k, respectively).  is called completely
rank nonincreasing (or completely rank preserving, respectively) if for every positive
integer n,n :A⊗Mn(F)→ B⊗Mn(F) is rank nonincreasing (or rank preserv-
ing, respectively), where A⊗Mn(F) = {(Tij )n×n | Tij ∈A} and n is defined by
n((Tij )) = ((Tij )). The notions of completely rank-k nonincreasing linear maps
and completely rank-k preserving linear maps can be introduced similarly.
Rank preserving linear maps and rank nonincreasing linear maps play impor-
tant roles in the studying of linear preservers. Many preserver problems are reduced
to the discussion of rank preserving or rank nonincreasing linear maps (e.g., see
[1,3,5–11,13–16,18]). Rank nonincreasing and completely rank nonincreasing linear
maps on B(X) have been characterized thoroughly [5,6,8]. However, there is no
full discussion and it also seems difficult to give a concise characterization of rank
nonincreasing linear maps even on triangular matrix algebras. We point out that, for
upper triangular matrix algebra case, a characterization of rank-1 preserving linear
maps and some results of linear preservers may be found in [3,15].
Here we mention that an interesting problem concerning completely rank nonin-
creasing linear maps is the characterization of asymptotic joint-similarity of operator
tuples. Let T = (T1, . . . , Tm) and S = (S1, . . . , Sm) be m-tuples of operators with Ti
and Si ∈ B(H), where H is a Hilbert space. We say that T and S are asymptotically
joint-similar if there exist nets {Aλ} and {Bλ} of invertible operators in B(H) such
that limλ AλTA−1λ = S and limλ BλSB−1λ = T under a suitable operator topology
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(often one uses operator norm topology, strong operator topology (SOT) or weak
operator topology (WOT)). Let G be a linear subspace and  : G→ B(H) be a
linear map. We say that  is a point-weak limit of similarities if there exists a net
{Aλ} of invertible operators in B(H) such that (T ) =w-limλ AλT A−1λ for every
T in G. One can define point-strong limit of similarities and point-norm limit of
similarities in the same way. Limits of similarities are obviously relative to asymp-
totic similarities of operators. It is clear that if  is a limit of similarities, then it is
unital and completely rank nonincreasing. It turns out the characterization of limits
of similarities reduces to the discussion of completely rank preserving linear maps
and completely rank nonincreasing linear maps on subspaces of F(H), the ideal of
all finite rank operators on H in [7].
The following question is raised in [5], and in [6] for Hilbert space case, which is
open even for the case that X and Y are finite dimensional.
Problem 1.1. Let G ⊆F(X) be a linear subspace and  : G→F(Y ) be a linear
map, where X and Y are Banach spaces. Assume that  is bounded and complete-
ly rank nonincreasing, must there exist nets {Aλ | λ ∈ } ⊆ B(X, Y ) and {Bλ | λ ∈
} ⊆ B(Y,X) such that for every T ∈ G, (T ) = limλ AλT Bλ (in WOT or SOT)?
Note that if  has form in the question then it is surely completely rank nonin-
creasing. Therefore, the question asks if the inverse of this statement is true. It is
shown in [5] that if G =F(X) (or G is a semi-simple subalgebra of Mn(F) and
 : G→ Mn(F)) then  is completely rank nonincreasing if and only if there exist
A ∈ B(X, Y ) and C ∈ B(X∗, Y ∗) (or A, B ∈ Mn(F)) such that (T ) = ATC∗| Y
for all T ∈F(X) (or, (T ) = ATB for all T ∈ G). This implies that the answer
to above question is affirmative in the case that G =F(X) or G is a semi-simple
subalgebra of Mn(F). One of the purposes of this paper is to solve this problem for
case that G is upper triangular operator matrix algebras. Note that upper triangular
operator matrix algebras are not in general semi-simple.
This paper is arranged as follows. In Section 2, we obtain several complete de-
scriptions of rank-1 preserving or rank preserving linear maps on upper triangular
operator matrix algebras. The main result is Theorem 2.2 which gives sufficient and
necessary conditions for a bounded surjective linear map on the ideal of finite rank
operators in the upper triangular operator matrix algebras to be rank-1 preserving.
As an application, we show that every automorphism of an upper triangular operator
matrix algebra is inner (Theorem 2.5) and we also show that every weakly continuous
surjective local automorphism on such algebra is in fact an automorphism (Corollary
2.6). In Section 3, we characterize the idempotent preserving linear maps and Jordan
homomorphism on upper triangular operator matrix algebras. Recall that a map 
between two algebras is called idempotent preserving if (T )2 = (T ) whenever
T 2 = T ; is called a Jordan homomorphism if (T )2 = (T 2) for every element
T. We prove that a weakly continuous bijective linear map on an upper triangular
operator matrix algebra is a Jordan homomorphism if and only if it is idempotent
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preserving and in turn, if and only if it is an automorphism or an anti-automor-
phism (Theorem 3.7). In Section 4, we give several characterizations of complete
rank nonincreasing linear maps on upper triangular operator matrix algebras, which
affirmatively answers the Problem 1.1 for the case that G are upper triangular oper-
ator matrix algebras (Theorem 4.2 and 4.3). In particular, the answer to Problem 1.1
is “yes” if G are upper triangular block matrix algebras (Theorem 4.5). As an appli-
cation we also get a sufficient condition for two matrix tuples to be asymptotically
joint-similar (Proposition 4.8 and 4.9).
We now fix some notations. Throughout this paper, we always assume that H =⊕n
i=1 Hi and T(H) = {(Tij )n×n | Tij ∈ B(Hj ,Hi) and Tij = 0 if i > j}, that is,
T(H) is an n× n upper triangular operator matrix algebra. SetNj =⊕ji=1 Hi (j =
1, . . . , n) and N0 = 0, then T ∈T(H) if and only if T (Nj ) ⊆ Nj for every j =
1, . . . , n. The set of all finite rank operators in T(H) will be denoted by TF(H).
For T ∈ B(H), R(T ) will denote the range of T. Let GL(T(H)) stand for the
group of invertible elements of T(H). If x, f ∈ H, the rank-1 operator defined by
y → 〈y, f 〉x will be denoted by x ⊗ f. Thus x ⊗ f ∈TF(H) if and only if x ∈ Ni
and f ∈ N⊥i−1 for some i (1  i  n).
2. Rank preservers and the innerity of automorphisms
We first give a basic lemma which can be proved as in [18, Lemma 2.2 and The-
orem 2.3].
Lemma 2.1. Let :TF(H)→ B(K) be a bounded rank-1 preserving linear map.
Then one of the following holds:
(1) There exist an injective operator A ∈ B(H,K) and a dense range operator C ∈
B(K,H) such that (T ) = ATC for every T ∈TF(H).
(2) There exist an injective bounded conjugate linear operator A : H → K and a
dense range bounded conjugate linear operator C : K → H such that (T ) =
AT ∗C for every T ∈TF(H).
(3) There exist a bounded conjugate linear map λ(·) from TF(H) into K which is
nonzero at every rank-1 operator and a vector y0 ∈ K such that (T ) = y0 ⊗
λ(T ) for every T ∈TF(H).
(4) There exist a bounded linear map δ(·) from TF(H) into K which is nonzero
at every rank-1 operator and a vector g0 ∈ K such that (T ) = δ(T )⊗ g0 for
every T ∈TF(H).
It is easy to see from Lemma 2.1 that  is rank preserving if and only if  takes
form (1) or (2). This is the case when  is rank-1 preserving and its range contains
an operator of rank greater than one.
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The following result gives a characterization of bounded rank-1 preserving linear
maps from TF(H) onto itself.
Theorem 2.2. Let  :TF(H)→TF(H) be a surjective linear map. Then  is
bounded and rank-1 preserving if and only if one of the followings holds:
(1) There exist invertible operators A,C ∈ GL(T(H)) such that (T ) = ATC for
every T ∈TF(H).
(2) There exist invertible and bounded conjugate linear operators A,C on H satis-
fying A(N⊥i ) = Nn−i and C(Ni) = N⊥n−i (i = 0, 1, 2, . . . , n) such that (T ) =
AT ∗C for every T ∈TF(H).
Proof. The sufficiency is obvious, we need only to prove that the condition is nec-
essary. Since  is surjective, the range of  contains elements whose rank are larger
than one. So  has forms (1) or (2) in Lemma 2.1.
It is clear that  is rank-1 preserving in both directions. To see this, say  has
form (T ) = ATC. Since  is surjective, for any y ⊗ g ∈TF(H), there exist T ∈
TF(H) such that(T ) = y ⊗ g. If rank(T)= n > 1, there exist xi ⊗ fi ∈TF(H)
(i = 1, . . . , n) such that T =∑ni=1 xi ⊗ fi,where {xi}ni=1 and {fi}ni=1 are two linear
independent vector sets. Since A and C∗ are injective, {Axi}ni=1 and {C∗fi}ni=1 are
linear independent, too. Thus (T ) =∑ni=1 Axi ⊗ C∗fi is of rank n > 1, a con-
tradiction. So rank(T) = 1.
We claim that A and C∗ are surjective by the surjectivity of . Say  has form
(T ) = ATC. For any y ∈ H, take g ∈ Hn, then y ⊗ g ∈TF(H). Since  is
surjective, there exists T ∈TF(H) such that y ⊗ g = (T ) = ATC, hence y ∈
R(A), which implies that A is surjective. Similarly C∗ is surjective, too. Hence, both
A and C are invertible.
For Ni =⊕ik=1 Hk , x ∈ Ni and f ∈ N⊥i−1, we define
LNix = {x ⊗ g | g ∈ N⊥i−1} and RNif = {y ⊗ f | y ∈ Ni}.
Now assume that the case (1) in Lemma 2.1 occurs. We will show that (1) of the
theorem holds true.
For anyNi (i = 1, . . . , n), take x0 ∈ Ni such that i = min{l | x0 ∈ Nl, l = 1, . . . ,
n} and j = min{l | Ax0 ∈ Nl, l = 1, . . . , n}, then (LNix0 ) = {Ax0 ⊗ C∗f | f ∈
N⊥i−1} ⊆ L
Nj
Ax0
, and hence C∗(N⊥i−1) ⊆ N⊥j−1. We claim that C∗(N⊥i−1) = N⊥j−1.
If C∗(N⊥i−1)N⊥j−1, then there exists a g ∈ N⊥j−1\C∗(N⊥i−1) such that Ax0 ⊗ g ∈
TF(H). Since  is surjective and rank-1 preserving in both directions, there exists
x ⊗ h ∈TF(H) such that Ax ⊗ C∗h = (x ⊗ h) = Ax0 ⊗ g. It follows that there
exists α ∈ F such that x = αx0 by the injectivity of A. Hence h ∈ N⊥i−1 by x0 ⊗ h ∈
TF(H) and the minimality of i. However, g = C∗(α¯h) ∈ C∗(N⊥i−1), a contradic-
tion. So we must have(LNix0 ) = LNjAx0 andC∗(N⊥i−1) = N⊥j−1.HenceC∗(N⊥i−1)⊥ =
Nj−1. Since C∗ is invertible, we get the following correspondence:
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H ⊃ C∗(N⊥n−1)⊥ ⊃ · · · ⊃ C∗(N⊥n−i )⊥ ⊃ · · · ⊃ C∗(N⊥1 )⊥ ⊃ 0
↓ ↓ ↓ ↓ ↓
Nn ⊃ Nn−1 ⊃ · · · ⊃ Nn−i ⊃ · · · ⊃ N1 ⊃ 0
,
so C∗(N⊥i ) = N⊥i for any i = 0, 1, . . . , n.
For any Ni (i = 1, . . . , n), take f0 ∈ N⊥i−1 such that i = max{l | f0 ∈ N⊥l−1, l =
1, . . . , n} and j = max{l |C∗f0 ∈ N⊥l−1, l = 1, . . . , n}. Then (RNif0 ) = {Ax ⊗ C∗
f0|x ∈ Ni} ⊆ RNjC∗f0 . A similar argument as above shows that (R
Ni
f0
) = RNjCf0 , and
furthermore, Nj = A(Ni). Thus by sequence correspondence, we have A(Ni) = Ni
for any i = 0, 1, . . . , n, since A is invertible. Hence A,C ∈ GL(T(H)).
If the case (2) in Lemma 2.1 occurs, we will show that (2) holds true. This
will be done if we prove that A(N⊥i ) = Nn−i and C(Ni) = N⊥n−i for every i =
0, 1, 2, . . . , n. It is obvious if Ni = 0 or H. Now we assume Ni is nontrivial. Take
f0 ∈ Ni such that i = max{l | f0 ∈ N⊥l−1, l = 1, . . . , n} and j = min{l |Af0 ∈ Nl,
l = 1, . . . , n}. Then (RNif0 ) = {Af0 ⊗ C∗x | x ∈ Ni} ⊆ L
Nj
Af0
. Similarly we can
prove that C∗(Ni) = N⊥j−1, and this implies that C∗(Ni)⊥ = Nn−i . Now it is
easily seen that C(Ni) = N⊥n−i . Similarly one can prove A(N⊥i ) = Nn−i for every
i = 0, 1, . . . , n. 
Corollary 2.3. Let  :T(H)→T(H) be a linear map with TF(H) ⊆ (TF
(H)). Then  is weakly continuous and rank-1 preserving if and only if one of the
followings holds:
(1) There exist invertible operators A,C ∈ GL(T(H)) satisfying A(Ni) = Ni and
C(Ni) = Ni (i = 1, . . . , n) such that (T ) = ATC for every T ∈T(H).
(2) There exist invertible and bounded conjugate linear operators A,C on H satis-
fying A(N⊥i ) = Nn−i and C(Ni) = N⊥n−i (i = 0, 1, 2, . . . , n) such that (T ) =
AT ∗C for every T ∈T(H).
Proof. It is immediate from Theorem 2.2 and the weak density ofTF(H) inT(H)
and the weak continuity of . 
Corollary 2.4. Let :T(H)→T(H) be a surjective linear map withTF(H) ⊂
R(). Then  is weakly continuous and rank-1 preserving if and only if one of the
followings holds:
(1) There exist invertible operators A,C ∈ GL(T(H)) such that (T ) = ATC for
every T ∈T(H).
(2) There exist invertible bounded conjugate linear operators A,C on H satisfy-
ing A(N⊥i ) = Nn−i and C(Ni) = N⊥n−i (i = 0, 1, 2, . . . , n) such that (T ) =
AT ∗C for every T ∈T(H).
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Proof. It is clear that we need only to prove the necessity. Since  is weakly con-
tinuous, it is bounded. So  :TF(H)→TF(H) is a bounded rank-1 preserving
linear map. It is easily seen that  has form (1) or (2) in Lemma 2.1. It is clear from
the surjectivity of  that A and C in Lemma 2.1 are invertible, and consequently,
 :TF(H)→TF(H) is onto. Thus we can use Theorem 2.2, together with the
weak continuity of  as well as the weak density of TF(H) in T(H), to complete
the proof. 
Let π be an automorphism of an upper triangular operator matrix algebra T(H).
Recall that π is said to be inner if there exists an invertible operator A ∈ GL(T(H))
such that π(T ) = ATA−1hold for all T ∈T(H).
It is known from [17] that every automorphism of upper triangular matrix algebra
is inner. The following theorem generalizes this result to upper triangular operator
matrix algebras.
Theorem 2.5. Every automorphism of an upper triangular operator matrix algebra
is inner.
Proof. Let π be an automorphism of upper triangular operator matrix algebraT(H).
Note that T(H) is a nest algebra and it is well known that every automorphism of a
nest algebra on Hilbert space is spatial (see, for example, [4, Corollary 17.13]). That
is, there exists an invertible bounded operator S such that π(T ) = ST S−1. In particu-
lar, π satisfies the assumption of Theorem 2.2. Since π is multiplicative, it must take
form (1) in Theorem 2.2. So for every x ⊗ f ∈TF(H), we have Sx ⊗ (S∗)−1f =
π(x ⊗ f ) = Ax ⊗ C∗f . It follows that Sx and Ax are linearly dependent for every
x ∈ H and therefore S = αA for some α ∈ F. So S(Ni) = A(Ni) = Ni holds for
each 1  i  n, which implies that S ∈ GL(T(H)), i.e., π is inner. 
Recall that a linear map φ on an algebra A is said to be locally automorphic if
for each a ∈A there is an automorphism πa of A such that φ(a) = πa(a). It was
shown in [12] that every weakly continuous surjective local automorphism onB(X)
is either an automorphism or an anti-automorphism if X is finite dimensional, is an
automorphism if X is infinite dimensional, where X is a real or complex Banach
space. So, when we consider the local automorphisms on upper triangular operator
matrix algebras, we may always assume that n > 1. The following result was an-
nounced in [18] but there is a gap in the proof there because the proof depends on a
unproved result that every automorphism of a nest algebra is inner.
Corollary 2.6. Every weakly continuous surjective local automorphism on a non-
trivial upper triangular operator matrix algebra is an automorphism.
Proof. Let  be a weakly continuous surjective local automorphism on a nontrivial
upper triangular operator matrix algebra T(H). By Theorem 2.5, for every T ∈
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T(H), there is an element AT ∈ GL(T(H)) such that (T ) = AT T (AT )−1. It is
easily checked that the restriction of  toTF(H) is bijective and rank-1 preserving,
so we can apply Corollary 2.3. Assume that  has form (2) in Corollary 2.3. Then
for any Ni , and any x ∈ Ni and f ∈ N⊥i−1 there exists Ax,f ∈ GL(T(H)) such
that Ax,f x ⊗ ((Ax,f )∗)−1f = (x ⊗ f ) = Af ⊗ C∗x. Note that Ax,f x ∈ Ni and
((Ax,f )
∗)−1f ∈ N⊥i−1, hence we have, from the surjectivity of , that{
Af ⊗ C∗x | x ∈ Ni and f ∈ N⊥i−1
}
=
{
y ⊗ g | y ∈ Ni and g ∈ N⊥i−1
}
.
This implies that A(N⊥i−1) = Ni and C∗(Ni) = N⊥i−1. Since Ni (i = 1, . . . , n− 1)
is nontrivial, there are nonzero elements Ni and Nj such that NiNj . Thus we have
Ni = A(N⊥i−1)  A(N⊥j−1) = Nj . This contradiction shows that  can only take
form (1) in Corollary 2.3. So there exist A,C ∈T(H) such that (T ) = ATC for
all T ∈T(H) by the weak continuity of . As AC = (I ) = I and A is injective,
we get A ∈ GL(T(H)) and C = A−1, that is,  is an automorphism. 
3. Idempotents preservers and Jordan homomorphisms
In this section we discuss the idempotent preservers and generalize some results
in [3,15]. The main result is Theorem 3.7 which states that a weakly continuous
bijective idempotent preserving linear map on an upper triangular operator matrix
algebra is in fact an automorphism or an anti-automorphism. To prove this, we first
give a characterization of rank-1 idempotent preservers, i.e., the linear maps which
map every rank-1 idempotent to a rank-1 idempotent.
Theorem 3.1. Let :TF(H)→TF(H) be a bounded bijective linear map. Then
 is rank-1 idempotent preserving if and only if one of the followings holds:
(1) There exist invertible operator A ∈ GL(T(H)) and strictly upper triangular
operator matrix R such that (T ) = AT (A−1 + R) for every T ∈TF(H).
(2) There exist invertible and bounded conjugate linear operator A on H satisfying
A(N⊥i ) = Nn−i (i = 0, 1, . . . , n) and strictly right lower triangular operator
matrix R such that (T ) = AT ∗(A−1 + R) for every T ∈TF(H).
Proof. The sufficiency is easily checked. Now assume that  preserves rank one
idempotents. We prove that then  is rank-1 preserving. Let T be a rank one op-
erator. If it is a scalar multiple of a rank one idempotent, then we are done. In the
remaining case when T be a square-zero rank one operator we can write T = x ⊗
f with 〈x, f 〉 = 0. Let i = min{j | x ∈ Nj , j = 1, . . . , n}, then x ∈ Ni, f ∈ N⊥i−1
and x1 = PHi x /= 0. Let x = x1 ⊕ x2, then 〈x, x1〉 = 〈x1, x1〉 /= 0 and for any ε >
0, Tε = x ⊗ (εx1 + f ) ∈TF(H). Since Tε → x ⊗ f as ε → 0, by the continuity
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of , we see that (x ⊗ f ) is a limit of rank one operators and hence the rank of
(x ⊗ f ) is at most one, which is one in fact because of the injectivity of .
Now apply Theorem 2.2,  has form (1) or (2) in Theorem 2.2. Suppose that
 satisfies the case (1), i.e., (T ) = ATC for every T ∈TF(H) where A, C ∈
GL(T(H)). We first prove 〈Ax,C∗f 〉 = 〈x, f 〉 for every x ⊗ f ∈TF(H).
If 〈x, f 〉 = α /= 0, then 〈Ax,C∗f 〉 = 〈x, f 〉 by the linearity and rank-1 idem-
potent preservativity of . Assume that 〈x, f 〉 = 0. Let i = min{j | x ∈ Nj , j =
1, . . . , n}. Take xi ∈ Hi = Ni Ni−1 such that 〈x, xi〉 /= 0, then x ⊗ xi, x ⊗ (xi +
f ) ∈TF(H) and 〈x, xi + f 〉 = 〈x, xi〉 /= 0, so〈
Ax,C∗f
〉= 〈Ax,C∗(xi + f )〉 − 〈Ax,C∗xi 〉
= 〈x, xi + f 〉 − 〈x, xi〉 = 〈x, f 〉 = 0.
Next we prove C = A−1 + R where R is a strictly upper triangular operator matrix
in T(H). Let CA = (Wij )ni,j=1, then Wij = 0 if i > j . For any x, f ∈ Hi (i =
1, . . . , n), since 〈CAx, f 〉 = 〈x, f 〉, we have Wii = I |Hi . Thus W = V + I where
V is a strictly upper triangular operator matrix in T(H). Since A is invertible, C =
(I + V )A−1 = A−1 + VA−1. Put R = VA−1, then R is strictly upper triangular.
If case (2) in Theorem 2.2 occurs, similarly one can prove that (2) holds true. 
Theorem 3.2. Let  :TF(H) → TF(H) be a bounded Jordan isomorphism.
Then one of the following holds true:
(1) There exists an invertible operator A ∈ GL(T(H)) such that (T ) = ATA−1
for all T ∈TF(H).
(2) There exists an invertible bounded conjugate linear operator A on H satisfying
A(N⊥i ) = Nn−i (i = 1, . . . , n) such that(T ) = AT ∗A−1 for all T ∈TF(H).
Proof. The sufficiency is obvious. Assume that  is a Jordan isomorphism, we first
show that  preserves rank-1 idempotents.
It is clear that  preserves idempotents in both directions. Let x ⊗ f ∈TF(H)
be a rank-1 idempotent. Since  is bijective, there exists a nonzero idempotent P ∈
TF(H) such that (x ⊗ f ) = P. If rank P = n > 1, since every finite rank op-
erator in TF(H) is a sum of rank one operators in TF(H), there exist yi ⊗ gi ∈
TF(H) (i = 1, . . . , n) such that P =∑ni=1 yi ⊗ gi, where {yi}ni=1 and {gi}ni=1 are
linear independent sets. It follows from
n∑
i=1
yi ⊗ gi=
(
n∑
i=1
yi ⊗ gi
)2
=
∑
1i,jn
〈yj , gi〉(yi ⊗ gj )
=
n∑
i=1
〈yi, gi〉(yi ⊗ gi)+
∑
1i /=jn
〈yj , gi〉(yi ⊗ gj )
that
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n∑
i=1
yi ⊗

(1 − 〈yi, gi〉)gi − ∑
1jn,j /=i
〈yj , gi〉gj

 = 0.
Since {yi}ni=1 and {gi}ni=1 are linear independent, we must have
(1 − 〈yi, gi〉)gi −
∑
1i /=jn
〈yj , gi〉gj = 0,
and hence 〈yi, gi〉 = 1 and 〈yj , gi〉 = 0 (i /= j). Therefore {yi ⊗ gi}ni=1 is a set of
pairwise orthogonal idempotents. Let Pi = −1(yi ⊗ gi), then x ⊗ f =∑ni=1 Pi
and {Pi}ni=1 is a set of pairwise orthogonal idempotents since −1 preserves idem-
potents. So rank(x ⊗ f ) =∑ni=1 rankPi  n > 1, a contradiction.
Thus takes one of the forms in Theorem 3.1. Say has form (1) in Theorem 3.1,
that is, (T ) = AT (A−1 + R) for every T ∈TF(H). Now  is Jordan, together
with the facts that A and (A−1 + R)∗ is injective, implies that T RAT = 0 for all
T . In particular, 〈RAx, f 〉 = 0 whenever x ⊗ f ∈TF(H). For any x, f ∈ H , let
Ni1 be the smallest one in {Ni, 1  i  n} which contains x and Ni2 be the largest
one in {Ni, 1  i  n} of which the orthogonal complement contains f. If x ⊗ f ∈
TF(H), then Ni2+1 is a proper subspace of Ni1 . Take y ∈ Ni2+1 and g ∈ N⊥i1−1,
then x ⊗ g, y ⊗ f and y ⊗ g ∈TF(H). Thus
0=(x ⊗ g + y ⊗ f )RA(x ⊗ g + y ⊗ f )
=〈RAx, g〉x ⊗ g + 〈RAy, g〉x ⊗ f + 〈RAx, f 〉y ⊗ g + 〈RAy, f 〉y ⊗ f
=〈RAx, f 〉y ⊗ g,
which implies again that 〈RAx, f 〉 = 0. Hence we must have RA = 0 and conse-
quently, R = 0.
A similar argument shows that (2) will hold if  takes form (2) of Theorem 3.1.
Theorem 3.3. LetA be any algebra over F. Let  :TF(H)→ A be a linear map.
Then  is a Jordan homomorphism if and only if it preserves idempotents.
Proof. The “only if” part is obvious. Suppose that  is idempotent preserving, we
will prove that
[(x ⊗ f )(y ⊗ g)+ (y ⊗ g)(x ⊗ f )]
= (x ⊗ f )(y ⊗ g)+ (y ⊗ g)(x ⊗ f ) (3.1)
holds true for all x ⊗ f and y ⊗ g ∈TF(H). By the linearity of  this will imply
that
(AB + BA) = (A)(B)+ (B)(A) for all A,B ∈TF(H)
as every element inTF(H) is a sum of rank-1 elements inTF(H), and hence  is
Jordan.
For any x ⊗ f ∈TF(H), there exists Ns such that x ∈ Ns and f ∈ N⊥s−1. Since
Ns =⊕sj=1 Hj , we can write x and f in x =⊕1is xi and f =⊕sjn fj , where
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xi ∈ Hi and fj ∈ Hj . Thus we have x ⊗ f =∑is∑js xi ⊗ fj . For y ⊗ g ∈
TF(H), similarly, there exists t such that y ⊗ g =∑kt∑lt yk ⊗ gl. Thus
(x ⊗ f )(y ⊗ g)+ (y ⊗ g)(x ⊗ f )
=
∑
is
∑
js
∑
kt
∑
lt
[(xi ⊗ fj )(yk ⊗ gl)+ (yk ⊗ gl)(xi ⊗ fj )].
Hence we need only to prove formula (3.1) for case that x ∈ Hi, f ∈ Hj , y ∈ Hk
and g ∈ Hl (1  i, j, k, l  n).
We distinguish several cases.
Case 1. Hi = Hj = Hk = Hl. Let
AHi = PHiTF(H)PHi = {T ∈TF(H) |PHiT PHi = T } ⊂TF(H),
then  |AHi :AHi →A is idempotent preserving. Since AHi is isomorphic to
F(Hi), by [2, Theorem.3.2],  |AHi is a Jordan homomorphism, and hence formula(3.1) holds for any x, y, f, g ∈ Hi .
In the sequel we discuss the cases that not all of Hi,Hj ,Hk and Hl are the same.
Note that, at least two of x, y, f, g are orthogonal to each other. If two vectors, say x
and y, are not orthogonal but linear independent, then y = αx + y1 for some α ∈ F,
where 〈x, y1〉 = 0; if two vectors are linear dependent, without loss of generality, we
may require that they are equal. Hence the question is reduced to the cases that any
two of these vectors are either orthogonal or equal to each other. Furthermore, we
may assume x, f, y and g are unit vectors. By symmetry it suffices to consider the
following several cases.
Case 2. x = y and 〈x, g〉 = 0. Since x ⊗ x is idempotent,
(x ⊗ x)2 = (x ⊗ x). (3.2)
We consider the following three subcases.
1◦. f = g. Since x ⊗ x + αx ⊗ g is an idempotent for any α ∈ F, we have
(x ⊗ x + αx ⊗ g)2 = (x ⊗ x + αx ⊗ g), (3.3)
together with equality (3.2), which implies Eq. (3.1) is true, i.e.,
(x ⊗ f )2 = 0, (3.4)
since α ∈ F is arbitrary.
2◦. x = f. Another consequence of (3.3) is that
[(x ⊗ x)(x ⊗ g)+ (x ⊗ g)(x ⊗ x)]
= (x ⊗ x)(x ⊗ g)+ (x ⊗ g)(x ⊗ x), (3.5)
which implies that Eq. (3.1) holds in this special case.
3◦. 〈x, f 〉 = 0. Since x ⊗ x + x ⊗ f + x ⊗ g is idempotent, we conclude that
(x ⊗ x + x ⊗ f + x ⊗ g)2 = (x ⊗ x + x ⊗ f + x ⊗ g)
Applying equality (3.2), (3.4) and (3.5) one easily checks that (3.1) holds.
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Case 3. x = f and 〈x, y〉 = 0. We consider two subcases.
1◦. If y = g, then x ⊗ x and y ⊗ y are orthogonal idempotents. So (x ⊗ x) and
(y ⊗ y) are also orthogonal idempotents since  preserves idempotents. Now, it is
obvious that Eq. (3.1) is true.
2◦. If 〈y, g〉 = 0, then x ⊗ x + y ⊗ y + y ⊗ g is idempotent. Using equality (3.2),
(3.4), (3.5) and 1◦ of Case 3 we get Eq. (3.1) by considering the equality
(x ⊗ x + y ⊗ y + y ⊗ g)2 = (x ⊗ x + y ⊗ y + y ⊗ g).
Case 4. x = g. It is clear 〈y, f 〉 = 0. We need only to consider the case when
〈x, f 〉 = 0 and 〈y, x〉 = 0. Since x ⊗ x + x ⊗ f + y ⊗ x + y ⊗ f is an idempo-
tent, using equality (3.3), (3.4) and the symmetric case of Case 2 we get (3.1) by
considering the equality
(x ⊗ x + x ⊗ f + y ⊗ x + y ⊗ f )2 = (x ⊗ x + x ⊗ f + y ⊗ x + y ⊗ f ).
Case 5. Vectors x, y, f and g are pairwise orthogonal. Applying the fact that
x ⊗ x + y ⊗ y + x ⊗ f + y ⊗ g is an idempotent and using equality (3.2), (3.4) and
(3.5), Case 3 and the dual of Case 3 one checks that (3.1) holds. This completes the
proof. 
Corollary 3.4. Let  :TF(H)→TF(H) be a bounded linear map. Then the
following are equivalent:
(1)  is idempotent preserving and bijective.
(2)  is a Jordan isomorphism.
(3)  is an automorphism or an anti-automorphism.
(4) Either (i) there exists an invertible operator A ∈ GL(T(H)) such that (T ) =
ATA−1 for all T ∈TF(H), or (ii) there exists an invertible bounded conjugate
linear operator A on H satisfying A(N⊥i ) = Nn−i for each i = 0, 1, . . . , n such
that (T ) = AT ∗A−1 for all T ∈TF(H).
Proof. This is an immediate consequence of Theorem 3.2 and 3.3. 
To obtain an analogous result as above corollary for linear maps from upper trian-
gular operator matrix algebraT(H) into itself, we need a characterization of rank-1
idempotents in T(H).
Lemma 3.5. Let T ∈T(H) be an idempotent. Then the followings hold.
(1) T is of rank-1 if and only if for any S ∈T(H), ST S = 0 implies that either
ST = 0 or T S = 0.
(2) The rank of T is greater than 1 if and only if there exists a rank-1 operator
S ∈TF(H) such that ST S = 0 but T ST /= 0.
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Proof. It is well known that an operator T in nest algebra AlgN is of rank-1 if and
only if for any S and W ∈ AlgN, STW = 0 implies either ST = 0 or TW = 0 (for
example, refer [4]). So (1) will be true if (2) holds and we need only to prove the
“only if” part of (2).
Suppose that T ∈T(H) is an idempotent with rank greater than 1. Let s =
max{i | rank(T PNi )  1, 1  i  n}. Then rank(T PNs )  1, Ns /= H and rank
(T PNi )  2 whenever s < i  n.
Case 1. T PNs /= 0. With respect to the space decomposition
H = Ns ⊕N⊥s , T =
(
T11 T12
0 T22
)
,
where T11 is a rank-1 idempotent. Note that T22 /= 0 since T is idempotent and
rank(T )  2. So there exist x ∈ Ns and f ∈ N⊥s such that T x /= 0 and T ∗f /= 0.
Let S = x ⊗ f , then S ∈T(H) and ST S = 〈T x, f 〉x ⊗ f = 0 since T x⊥f , but
T ST = T x ⊗ T ∗f /= 0.
Case 2. T PNs = 0. With respect to the decomposition Ns+1 = Ns ⊕Hs , we have
T |Ns+1 =
(
0 T12
0 T22
)
.
Since T |Ns+1 is an idempotent with rank greater than 1, it is clear that rank(T22)  2
and (T22)2 = T22. Take x ∈ Hs such that T22x /= 0. Because dim(ker(T ∗22)⊥)  2, so
there exists f ∈ ker(T ∗22)⊥ such that 〈T22x, f 〉 = 0. Let S = x ⊗ f , then S ∈T(H).
It is clear that ST S = 〈T x, f 〉x ⊗ f = 〈T22x, f 〉x ⊗ f = 0, while T ST /= 0. 
Lemma 3.6. Let  :T(H)→T(H) be a Jordan isomorphism. Then  preserves
rank-1 idempotents.
Proof. Let T be an arbitrary rank-1 idempotent in T(H), then (T ) is idempotent.
If rank((T ))  2, then by Lemma 3.5, there exists an element W ∈T(H) such
that W(T )W = 0 while (T )W(T ) /= 0. Let S = −1(W), we have (ST S) =
W(T )W = 0 and hence ST S = 0 since  is Jordan isomorphic. Thus ST = 0 or
T S = 0, which implies that (T )W(T ) = (T ST ) = 0, a contradiction. 
Let π be an anti-automorphism of T(H). If there is a bounded invertible conju-
gate linear operator A on H with A(N⊥i ) = Nn−i for every i = 0, 1, 2, . . . , n, such
that π(T ) = AT ∗A−1, we say that π is an inner anti-automorphism. Now we are
ready to prove the main result in this section.
Theorem 3.7. Let  :T(H)→ T (H) be a weakly continuous linear map. Then
the following are equivalent:
(1)  is bijective and idempotent preserving;
(2)  is a Jordan isomorphism;
(3)  is an (inner) automorphism or an (inner) anti-automorphism.
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Proof. It is obvious that (3) ⇒ (2) ⇒ (1). Also note that  is bounded.
(1) ⇒ (2). Assume (1), by Theorem 3.3,  is a Jordan homomorphism from
TF(H) into T(H). Since TF(H) is weakly dense in T(H) and  is weakly
continuous, it is easily checked that  is also Jordan on T(H).
(2) ⇒ (3). By Lemma 3.6, both  and −1 preserve rank-1 idempotents, and
hence, seen from the proof of Theorem 3.1, preserves rank-1 operators. Thus  is
bijective fromTF(H) ontoTF(H). Now, we can apply Theorem 3.1 and Corollary
3.4 and the weak continuity of  to get (3). 
4. Completely rank nonincreasing maps
It seems difficult to give an applicable characterization for rank nonincreasing
linear maps even on upper triangular matrix algebras. However, in this section we
give some characterizations of completely rank nonincreasing linear maps on upper
triangular operator matrix algebras and an affirmative partial answer to Problem 1.1.
Theorem 4.1. Let  :TF(H)→ B(K) be a bounded linear map. The following
statements are equivalent:
(1)  is completely rank-1 nonincreasing.
(2) 2 is rank-1 nonincreasing.
(3) There exist sequences {As}∞s=1 ⊂ B(H,K) and {Bs}∞s=1 ⊂ B(K,H) such that
(F ) = lim
s→∞AsFBs for all F ∈TF(H).
Proof. It is obvious that (3) ⇒ (1) ⇒ (2). We have to prove (2) ⇒ (3).
Assume (2). For any x ∈ H , let LTx = {x ⊗ f | f ∈ H such that x ⊗ f ∈TF
(H)} and Lx = {x ⊗ f | f ∈ H }. It is clear that LTx /= 0 if and only if x ∈ Ni for
some 1  i  n. We first show that for every x ∈ H, there exists y(x) ∈ H such that
(LTx ) ⊆ Ly(x). If (LTx ) = 0, take y(x) = 0. If (LTx ) /= 0, take x ⊗ f1 ∈ LTx so
that (x ⊗ f1) = y1 ⊗ g1 /= 0. For any x ⊗ f2 ∈ LTx , there exist y2, g2 ∈ H , such
that (x ⊗ f2) = y2 ⊗ g2. Since(
x ⊗ f1 x ⊗ f2
0 0
)
∈ LTx ⊗M2(F)
is of rank one,(
y1 ⊗ g1 y2 ⊗ g2
0 0
)
is of rank one, and hence y2 = αy1 for some α ∈ F. Take y(x) = y1, it follows that
(LTx ) ⊂ Ly(x). Therefore, for any x ⊗ f ∈TF(H), there exist vectors y(x) and
gx(f ) in H such that (x ⊗ f ) = y(x)⊗ gx(f ).
Let
J. Cui et al. / Linear Algebra and its Applications 336 (2001) 29–50 43
I10 = {i > 0 | (x ⊗ f ) = 0 for all x ∈ Ni = H1 ⊕ · · · ⊕Hi and
f ∈ H such that x ⊗ f ∈TF(H)}.
If I10 = ∅, let i10 = 0; if I10 /= ∅, let i10 = max{i | i ∈ I10} and L10 = H1 ⊕ · · · ⊕
Hi10 . Thus there exist x ∈ Hi10+1 and f ∈ (H1 ⊕ · · · ⊕Hi10)⊥ such that(x ⊗ f ) /=
0. Let
I11 = {i > i10 | there exist x ∈ Hi10+1 and f ∈ Hi such that (x ⊗ f ) /= 0}
and let i11 = max{i | i ∈ I11}. Then there exist x1 ∈ Hi10+1 and f1 ∈ Hi11 such that
(x1 ⊗ f1) = y1 ⊗ gx1(f1) /= 0. For any x ∈ Hi10+1 ⊕Hi10+2 ⊕ · · · ⊕Hi11 , x ⊗ f∈TF(H) only if f ∈ Hi10+1 ⊕ · · · ⊕Hn. So x ⊗ f ∈TF(H) implies that x1 ⊗ f
and x ⊗ f1 ∈TF(H). Write (x1 ⊗ f ) = y1 ⊗ gx1(f ), (x ⊗ f1) = y(x)⊗
gx(f1) and (x ⊗ f ) = y(x)⊗ gx(f ). Since(
x1 ⊗ f1 x1 ⊗ f
x ⊗ f1 x ⊗ f
)
is of rank one and 2 is rank nonincreasing,(
y1 ⊗ gx1(f1) y1 ⊗ gx1(f )
y(x)⊗ gx(f1) y(x)⊗ gx(f )
)
is of rank one. It follows that if y(x) = 0, we may take gx(f ) = gx1(f ) for all f;
if y(x) /= 0, then either gx(f ) = gx1(f ) for all f or gx(f ) = 0 for all f. Note that
gx(f ) = 0 for all f implies that y(x) = 0 by assumption, so the third case cannot
happen. Hence it is shown that gx(f ) = gx1(f ) is independent of x and therefore, by
the linearity of, there exist linear transformations W1 and V1 from L11 = Hi10+1 ⊕
Hi10+2 ⊕ · · · ⊕Hi11 into K such that
(x ⊗ f ) =


W1x ⊗ V1f if x, f ∈ L11,
0 if x ∈ L10 or if x ∈ L11 and
f ∈ Hi11+1 ⊕ · · · ⊕Hn.
It is easily seen that both W1 and V1 are bounded since  is bounded.
Let
I20 = {i > i11 | (x ⊗ f ) = 0 for all x ∈ Hi11+1 ⊕ · · · ⊕Hi and
f ∈ Hi11+1 ⊕ · · · ⊕Hn such that x ⊗ f ∈TF(H)}.
If I20 = ∅, let i20 = i11; if I20 /= ∅, let i20 = max{i | i ∈ I20} and putL20 = Hi11+1 ⊕· · · ⊕Hi20 . Let
I22 = {i > i20 | there exist x ∈ Hi20+1 and f ∈ Hi such that (x ⊗ f ) /= 0}
and set i22 = max{i | i ∈ I22}. Similar to above argument, one obtains two bounded
linear operators W2 and V2 from L22 = Hi20+1 ⊕ · · · ⊕Hi22 into K such that
(x ⊗ f ) =


W2x ⊗ V2f if x, f ∈ L22,
0 if x ∈ L20 or if x ∈ L22 and
f ∈ Hi22+1 ⊕ · · · ⊕Hn.
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Continue this process. It will stop after finite steps because n is finite. So there exists
a positive integer k such that i(k+1)0 = n. Thus we get
0  i10 < i11  i20 < i22  · · ·  ik0 < ikk  i(k+1)0 = n,
Ll0 = Hi(l−1)(l−1)+1 ⊕ · · · ⊕Hil0 , Lll = Hil0+1 ⊕ · · · ⊕Hill
and bounded linear operators
Wl, Vl : Lll → K
for l = 1, . . . , k such that
(x ⊗ f ) =


Wlx ⊗ Vlf if x, f ∈ Lll,
0 if x ∈ Ll0 or if x ∈ Lll and
f ∈ Hill+1 ⊕ · · · ⊕Hn,
for l = 1, . . . , k and
(x ⊗ f ) = 0 if x ∈ L(k+1)0.
Now, for every s ∈ N, we define two operators As and Cs in B(H,K) by
Asx =
{
sl−1Wlx if x ∈ Lll, l = 1, . . . , k,
0 if x ∈ Ll0, l = 1, . . . , k, k + 1,
and
Csf =
{ 1
sl−1Vlf if f ∈ Lll, l = 1, . . . , k,
0 if f ∈ Ll0, l = 1, . . . , k, k + 1,
respectively. Let Bs = C∗s . For any x ∈ Hi and f ∈ Hj with i  j , if for some l,
Hi ⊂ Ll0 or Hj ⊂ Ll0, then for every s ∈ N,
As(x ⊗ f )Bs = Asx ⊗ Csf = 0 = (x ⊗ f );
if for some l, Hi ⊂ Lll and Hj ⊂ Lll , then for every s ∈ N,
As(x ⊗ f )Bs = Asx ⊗ Csf = (sl−1Wlx)⊗
(
1
sl−1
Vlf
)
= (x ⊗ f );
if Hi ⊂ Lll and Hj ⊂ Lhh with l < h, then as s →∞,
As(x ⊗ f )Bs=Asx ⊗ Csf = (sl−1Wlx)⊗
(
1
sh−1
Vhf
)
= 1
sh−l
Wlx ⊗ Vhf → 0 = (x ⊗ f ).
Hence
(x ⊗ f ) = lim
s→∞As(x ⊗ f )Bs
hold for all x ∈ Hi and f ∈ Hj with i  j . Since TF(H) = span{x ⊗ f | x ∈ Hi
and f ∈ Hj with i  j}, we have
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(F ) = lim
s→∞AsFBs for all F ∈TF(H).
This completes the proof. 
We now give several characterizations of completely rank nonincreasing linear
maps on TF(H), which in particular solves Problem 1.1 for case G = TF(H).
Theorem 4.2. Let  :TF(H)→ B(K) be a bounded linear map and k be a pos-
itive integer, then the following are equivalent:
(1)  is completely rank nonincreasing.
(2)  is completely rank-k nonincreasing.
(3)  is completely rank-1 nonincreasing.
(4) k+1 is rank-k nonincreasing.
(5) 2 is rank-1 nonincreasing.
(6) There exist operator sequences {As}∞s=1 ⊂ B(H,K) and {Bs}∞s=1 ⊂ B(K,H)
such that
(F ) = lim
s→∞AsFBs for every F ∈TF(H).
Proof. It is obvious that (5) ⇒ (6) ⇒ (1) ⇒ (3)⇒ (2)⇒ (4) by Theorem 4.1. So
we need only to check (4) ⇒ (5).
Assume that 2 is not rank-1 nonincreasing, then there exists a rank one element
T =
(
x1 ⊗ f1 x1 ⊗ f2
x2 ⊗ f1 x2 ⊗ f2
)
∈TF(H)⊗M2(F)
such that rank(2(T ))  2. It follows that at least one of (xi ⊗ fj ) does not equal
zero, without loss of generality, say (x1 ⊗ f1) /= 0. Let
S =


T 0
x1 ⊗ f1
.
.
.
0 x1 ⊗ f1

 ∈TF(H)⊗Mk+1(F),
then rank(S) = k. Since
k+1(S) =


2(T ) 0
(x1 ⊗ f1)
.
.
.
0 (x1 ⊗ f1)

 ,
we get rank(k+1(S)) = rank(2(T ))+ (k − 1)rank((x1 ⊗ f1))  2 + (k − 1) =
k + 1, which contradicts to (4), completing the proof. 
Our next result gives several characterizations for a linear map on upper triangular
operator matrix algebras to be completely rank nonincreasing.
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Theorem 4.3. Let :T(H)→ B(K) be a bounded linear map and k be a positive
integer, then the following are equivalent:
(1)  is completely rank nonincreasing.
(2)  is completely rank-k nonincreasing.
(3)  is completely rank-1 nonincreasing.
(4) k+1 is rank-k nonincreasing.
(5) 2 is rank-1 nonincreasing.
(6) There exist operator nets {Aλ} ⊂ B(H,K) and {Bλ} ⊂ B(K,H) such that
(T ) = s − lim
λ
AλT Bλ for every T ∈T(H),
where s-lim denotes the strong operator topology limit.
Furthermore, if  is unital,
(7) there exists a net {Cλ} ⊂ B(H,K) of invertible operators such that
(T ) = lim
λ
CλT C
−1
λ (SOT orWOT ) for every T ∈T(H) .
Proof. Assume (6), it is obvious that (1)–(5) are true. Conversely, if any one of (1)–
(5) holds, then by Theorem 4.2, there exist bounded operator nets {Aλ} and {Bλ} such
that(T ) = limλ AλT Bλ for every T ∈TF(H). Now it follows that (6) is true from
Theorem 10 in [7] which states that a linear map ϕ from a subspaceR intoB(H) is of
the form ϕ(·) = limλ Aλ(·)Bλ (in SOT) if and only if ϕ|R∩F(H)(·) = limα Cα(·)Dα
(in SOT). If (I ) = I , (6) ⇔ (7) follows from Corollary 3 and Corollary 11 in
[7]. 
As to complete rank preservers we have the following corollary.
Corollary 4.4. Let  :TF(H) → B(K) be a bounded linear map and k be a
positive integer, then the following are equivalent:
(1)  is completely rank preserving.
(2)  is completely rank-k preserving.
(3)  is completely rank-1 preserving.
(4) k+1 is rank-k preserving.
(5) 2 is rank-1 preserving.
(6) There exist an injective operator A ⊆ B(H,K) and a dense range operator
C ⊆ B(K,H) such that (T ) = ATC for every T ∈TF(H).
Proof. (6) ⇒ (1) ⇒ (3) ⇒ (5) and (1) ⇒ (2) ⇒ (4) are obvious.
(5) ⇒ (6). Since  is rank-1 preserving, we obtain i10 = 0 and i11 = n in the
proof of Theorem 4.1, and there exist linear operators A and B such that, for any
rank one operator x ⊗ f ∈T(H),(x ⊗ f ) = Ax ⊗ Bf /= 0. It is clear that A and
B are injective. Let C = B∗. Since every finite rank operator is a sum of rank one
operators in T(H), (6) holds true.
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(4) ⇒ (5). It follows from Theorem 4.1 that 2 is rank-1 nonincreasing. If (5) is
not true, then there exists a rank one operator
T =
(
x1 ⊗ f1 x1 ⊗ f2
x2 ⊗ f1 x2 ⊗ f2
)
∈TF(H)⊗M2(F)
such that 2(T ) = 0. So there exists rank one operator x ⊗ f ∈TF(H) such that
(x ⊗ f ) = 0. Let
S =


0 0
x ⊗ f
.
.
.
0 x ⊗ f

 ∈TF(H)⊗Mk+1(F).
It is easy to see that rank(S) = k but rank(k+1(S)) = 0, a contradiction. 
In particular, when H and K are finite dimensional Hilbert spaces, we obtain sev-
eral characterizations of the completely rank nonincreasing linear maps on upper
triangular block matrix algebras T ⊂ Mn(F), where Mn(F) denotes n× n matrix
algebras on scalar field F.
Theorem 4.5. Let T ⊂ Mn(F) be an upper triangular block matrix algebra and k
be a positive integer, let :T→ Mm(F) be a linear transformation. The following
are equivalent:
(1)  is completely rank nonincreasing.
(2)  is completely rank-k nonincreasing.
(3)  is completely rank-1 nonincreasing.
(4) k+1 is rank-k nonincreasing.
(5) 2 is rank-1 nonincreasing.
(6) There exist matrix sequences {As} ⊆ Mm×n(F) and {Bs} ⊆ Mn×m(F) such that
(F ) = lim
s→∞AsFBs for every F ∈T.
Proof. It is immediate from Theorem 4.1. 
Corollary 4.6. Let T ⊂ Mn(F) be an upper triangular block matrix algebra and
 :T→ Mn(F) be a linear transformation, then the following are equivalent:
(1)  is completely rank preserving.
(2)  is completely rank-k preserving for some positive integer k.
(3)  is completely rank-1 preserving.
(4) k+1 is rank-k preserving for some positive integer k.
(5) 2 is rank-1 preserving.
(6) There exist invertible block matrices A and B ∈ Mn×n(F) such that
(F ) = AFB for every F ∈T.
In particular, if  is unital, the above are equivalent to
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(7)  is an injective homomorphism from T into Mn(F).
When ϕ is a linear functional of triangular matrix algebra, we have the following
corrallory.
Corollary 4.7. Let τn ⊆ Mn(F) be an n× n upper triangular matrix algebra and
ϕ be a linear functional on τn, that is, there are αij ∈ F (1  i  j  n), such that
ϕ(T ) =∑ij αij tij for every T = (tij ) ∈ τn. Then the following are equivalent:
(1) ϕ is completely rank nonincreasing.
(2) ϕ2 is rank nonincreasing.
(3) {αij } have the property that for arbitrary 1  i1  i2  j1  j2  n, the iden-
tity αi1j1αi2j2 = αi1j2αi2j1 holds true.
(4) there exist column vectors {As}∞s=1 and {Bs}∞s=1 ⊂ Fn such that for all T ∈
τn, ϕ(T ) = lims→∞Atrs T Bs, where Atr denotes the transpose of A.
Proof. We only need to prove (2) ⇔ (3) from Theorem 4.1.
Let Eij (1  i  j  n) be the matrix in Mn(F) with (i, j)-entry 1 and others 0.
It is clear that {Eij }1ijn is a base of τn. For 1  i1  i2  j1  j2  n,
E =
(
Ei1j1 Ei1j2
Ei2j1 Ei2j2
)
is a rank one element in τn ⊗M2(F). However
ϕ2(E) =
(
αi1j1 αi1j2
αi2j1 αi2j2
)
has rank at most 1 if and only if αi1j1αi2j2 = αi1j2αi2j1 , finishing the proof. 
Remark. It is easily seen from Corollary 4.7 that every linear functional of τ2 is
completely rank nonincreasing since (3) is always true in this case. However, there
are linear functionals of τn which are not completely rank nonincreasing.
Let T = (T1, . . . , Tm) and S = (S1, . . . , Sm) be m-tuples of matrices with Ti and
Si ∈ Mn(F). Let S(T) = {ATA−1 = (AT1A−1, . . . , ATmA−1) | A ∈ Mn(F) and A
is invertible}. As an application of Theorem 4.5, we have the following propositions.
Proposition 4.8. LetM ⊆ Mn(F) be a linear subspace with a base {I, T1, . . . , Tm}
which generates an upper triangular block matrix algebra. Let  :M→ Mn(F) be
a unital linear map sending Ti onto Si . The following are equivalent.
(1)  is completely rank nonincreasing;
(2) S ∈S(T)−.
Proof. If  is completely rank nonincreasing, then by Theorem 3.6 in [5] that 
can be extended to a completely rank nonincreasing linear map from the algebra A
generated by {I, T1, . . . , Tm} into the algebra generated by {I, S1, . . ., Sm}. SinceA
is an upper triangular block matrix algebra, using Theorem 4.5, there exists invertible
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matrices Ak, Bk ∈ Mn(F) such that P(S) = limk→∞AkP (T)Bk for every noncom-
mutative polynomial P = P(t1, . . . , tm). As (I ) = I , we have limk→∞AkBk = I
and hence limk→∞(AkBk)−1 = I . Thus P(S) = limk→∞AkP (T)Bk(AkBk)−1 =
limk→∞AkP (T)A−1k . In particular, we get Si = limk→∞AkTiA−1k for every
i = 1, . . . , m, and hence S = limk→∞AkTA−1k .
Conversely, assume that S ∈S(T)−, then there are invertible matrices Ak such
that S = limk→∞AkTA−1k . Thus for any noncommutative polynomials P in
variables t1, t2, . . . , tm we have P(S) = limk→∞AkP (T)Bk which implies
(D) = limk→∞AkDA−1k for every D ∈M. Hence  is completely rank non-
increasing. 
Proposition 4.9. LetM, be assumed as in Proposition 4.8, then the following are
equivalent.
(1)  is completely rank preserving;
(2) S and T are joint-similar.
Proof. It is immediate from Corollary 4.6, Proposition 4.8 and [5, Theorem 3.6].

Remark. The upper triangular operator matrix algebras are special kinds of nest
algebras. Some results of this paper are also true for nest algebras though the proofs
are not same and we will discuss this topic in another paper.
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