The dynamic decay adjustment (DDA) algorithm is a fast constructive algorithm for training RBF neural networks (RBFNs) and probabilistic neural networks (PNNs). The algorithm has two parameters, namely, θ + and θ − . The papers which introduced DDA argued that those parameters would not heavily influence classification performance and therefore they recommended using always the default values of these parameters. In contrast, this paper shows that smaller values of parameter θ − can, for a considerable number of datasets, result in strong improvement in generalization performance. The experiments described here were carried out using twenty benchmark classification datasets from both Proben1 and the UCI repositories. The results show that for eleven of the datasets, the parameter θ − strongly influenced classification performance. The influence of θ − was also noticeable, although much less, on six of the datasets considered. This paper also compares the performance of RBF-DDA with θ − selection with both AdaBoost and Support Vector Machines (SVMs).
Introduction
Radial basis functions network (RBFN) is a popular neural network architecture which has achieved good performance on both regression and classification problems 1,2,3 . There are several training methods for RBFNs in the literature 4, 5, 6, 7 . In more traditional training methods, the number of hidden units of the network must be selected in advance 1, 2, 3 . Alternatively, a number of constructive training methods have been proposed for RBFNs 4, 5, 6, 7, 8, 9 . In these methods, the number of hidden units is automatically determined during training. According to Ma and Khorasani, constructive training techniques offer a number of important advantages over other training techniques such as pruning algorithms and regularization-based techniques 10 .
The dynamic decay adjustment (DDA) algorithm is a fast constructive algorithm proposed originally for training RBF neural networks 4 and later extended for PNNs 11 . The algorithm has achieved performance comparable to MLPs in a number of classification tasks and has a number of advantages for practical applications 4, 11 . It is very fast with training concluding in only four to five epochs and the results do not depend on the initial values of the weights 4, 11 . The advantages of DDA have motivated its implementation in hardware 12 as well as the proposal of a number of novel training methods based on it 8, 9, 13, 14, 15, 16 . One of these methods has achieved generalization performance comparable to support vector machines (SVMs) on some image classification datasets 9, 17 .
The articles that introduced DDA have argued that the classification performance of the networks generated by the algorithm on test sets has weak dependence on training parameters θ + and θ − 4,11 . Therefore, Berthold and Diamond advocate the use of the default values of these parameters, namely, θ + = 0.4 and θ − = 0.1 (θ − = 0.2 in the case of PNNs) for training using DDA 4, 11 . In contrast with what has been argued previously regarding DDA parameters, we have observed experimentally that for some datasets the value of θ − considerably influences performance. The important influence of θ − on performance has been observed on both benchmark image classification datasets from the UCI repository 13, 9, 8 and novelty detection in time series via classification 14 . DDA training with θ − smaller than the default produces networks with larger number of RBF units in the hidden layer. This can improve coverage of the input space and thus enhance generalization performance; too small θ − values can lead to overfitting 13, 14, 9 . To take advantage of the influence of θ − on performance, a method has been proposed for improving performance through θ − selection 13 . This method has indeed achieved much better classification performance than default RBF-DDA, yet at the expense of generating networks with increased number of hidden neurons 13 . This drawback of the method has motivated the proposal of other methods more recently 16, 8, 9 . One of these methods is RBF-DDA-T, which prunes the network after training by deleting all neurons which cover only one training pattern 16 . RBF-DDA-T significantly decreases complexity, yet at the expense of a slight degradation in classification accuracy with respect to default RBF-DDA.
Alternatively, we have proposed a method, referred to as RBF-DDA-SP, which is able to achieve performance comparable to RBF-DDA with θ − selection with much smaller networks 8 . Similar results are also obtained by a method that integrates a data reduction algorithm with DDA with θ − selection 9 . The disadvantage of these last two methods is that both introduce another parameter which must be carefully selected via cross-validation 9, 8 . Thus, they have two critical parameters for model selection whereas DDA with θ − selection has only one (θ − ) 13 , which enables faster training, an important advantage in some applications.
This paper provides an experimental study on the influence of parameter θ − on RBF-DDA generalization performance using twenty benchmark classification datasets from both the Proben1 20 and UCI
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repositories. This is in contrast to an earlier work, which has considered only three optical character recognition (OCR) datasets 13 . This study aims to experimentally assess whether the influence of θ − takes place on other datasets as well. In the experiments we consider a diverse set of classification problems, including image classification, medical problems and wine recognition. Our objective is to investigate whether it is advisable to use the default values of the parameters θ + and θ − in all problems such as recommend by Berthold and Diamond 4, 11 or if it is better to select the value of parameter θ − as in a recently proposed method 13 .
This paper is organized as follows. Next section reviews the DDA algorithm focusing on the role of parameters θ + and θ − . Section 3 describes the experiments carried out along with the results and discussion as well as a comparison with AdaBoost and SVM. Finally, section 4 concludes the paper.
RBF-DDA Neural Networks
The DDA algorithm was inspired by an older constructive training algorithm called RCE (Restricted Coulomb Energy) 19 . Experimental results have shown that DDA outperforms RCE and other training algorithms for RBF networks in a number classification tasks
4 .
An RBF trained by DDA is referred to as RBF-DDA. The number of units in the input layer represent the dimensionality of the input space. The input layer is fully connected to the hidden layer. RBF-DDAs have a single hidden layer. The number of hidden units is automatically determined during training. Hidden units use Gaussian activation functions. The activation R i ( − → x ) of a hidden unit i is given by
where − → x is the input vector and || − → x − − → r i || is the Euclidean distance between the input vector − → x and the Gaussian center − → r i . − → r i and σ i values are determined by the DDA training algorithm.
RBF-DDA uses 1-of-n coding in the output layer, with each unit of this layer representing a class. Classification uses a winner-takes-all approach, whereby the unit with the highest activation gives the class. Each hidden unit is connected to exactly one output unit. Each of these connections has a weight A i . Output units use linear activation functions with val-
m is the number of RBFs connected to that output. The DDA training algorithm is constructive, starting with an empty hidden layer, with units being added to it as needed. The centers of RBFs, − → r i , and their widths, σ i are determined by DDA during training. The values of the weights of connections between hidden and output layers are also given by the DDA algorithm. The DDA algorithm relies on two parameters in order to decide about the introduction of new prototypes (RBF units) in the networks. One of these parameters is a positive threshold (θ + ), which must be overtaken by an activation of a prototype of the same class so that no new prototype is added. The other is a negative threshold (θ − ), which is the upper limit for the activation of conflicting classes 4, 11 . The use of two thresholds results in improved classification in areas where the algorithm did not introduce new prototypes.
A trained RBF-DDA network holds the following two equations for every training pattern − → x of class c 4,11 :
Notice that the above conditions do not guarantee the correct classification of all training patterns, because they hold for hidden units, not for output units.
The DDA algorithm for one training epoch is shown in Figure 1 4 . This algorithm is executed until no changes in the values of the parameters of the network (number of hidden units and their respective parameters and weights values) are detected. This usually takes place in only four to five epochs 4 . This natural stopping criterion leads to networks that naturally avoid overfitting training data 4, 11 . Notice that, in each epoch, the algorithm starts by setting all weights to zero because otherwise they would accumulate duplicate information about training patterns.
1: // reset weights: During training, the DDA algorithm creates a new prototype for a given training pattern − → x only if there is no prototype of the same class in the network whose output
Otherwise, the algorithm only increments the weight A i of the connection associated with one of the RBFs (of the same class of the training pattern) which gives R i ( − → x ) ≥ θ + (line 3 of the DDA algorithm). When a new prototype is introduced in the network, its center will have the value of the training vector − → x ; the weight of its connection to the output layer is set to 1 (line 4 of the DDA algorithm). The width of the Gaussian will be chosen in such a way that the outputs produced by the new prototype for existing prototypes of conflicting classes is smaller than θ − (line 5 of the DDA algorithm). Finally, there is a shrink phase, in which the widths of conflicting prototypes are adjusted to produce output values smaller than θ − for the training pattern − → x (line 6 of the DDA algorithm).
Influence of Parameter θ −
It was originally assumed that parameters θ + and θ − would not influence the generalization performance of RBF-DDA neural networks 4, 11 . This would be very interesting for practical applications, since the model selection phase would not be needed and training would take place always using the default values of the parameters, namely θ + = 0.4 and θ − = 0.1, as proposed by Berthold and Diamond 4,11 . Conversely, it was observed that for some optical character recognition problems, the value of parameter θ − strongly influences generalization performance 4, 11 . Therefore, model selection via adjusting parameter θ − is very important for improving RBF-DDA performance on such datasets.
Training RBF-DDA networks with θ − smaller than the default produces networks with larger number of hidden RBF units. This can improve coverage of the input space, thereby improving performance for some datasets. Nonetheless, care must be taken since very small values of θ − can produce networks that heavily overfit training data, thereby degrading generalization performance.
The influence of parameter θ − on the number of hidden RBF units can be observed in Figures 2 and 3. Both figures illustrate the training phase of DDA in a two classes problem. In both cases, the network has already introduced two RBF units, one for each class. Figure 2 depicts the case of training with θ − = 0.1 (the default) value, whereas in Figure 3 training is carried out using θ − = 0.01. Note that, in both figures, the output of the Gaussian on the pattern of opposite class is slightly smaller than θ − , as indicated in lines 5 and 6 of the DDA algorithm ( Figure 1 ). The result of employing smaller values of θ − is that the Gaussians introduced by DDA are narrower than in the case of default θ − (θ − = 0.1), as can be observed comparing Figures 2 and 3 . Figures 2 and 3 show the phase of DDA training where one Gaussian of each class has already been introduced in the network and a new pattern X of class B is being examined. Notice that in the case of default θ − the activation of both Gaussians for the new pattern X are above the positive threshold, that is, R A (X) ≥ θ + and R B (X) ≥ θ + . Therefore, the DDA algorithm will not introduce a new RBF unit, since R B (X) ≥ θ + (see lines 2 and 3 in Figure 1 ). Conversely, for θ − = 0.01, R B (X) < θ + , as shown in Figure 3 . Hence, in this case, a novel RBF unit will be introduced in the network by the DDA algorithm (see line 4 in Figure 1 ). This example has shown, therefore, that the value of θ − directly influences the introduction of RBF units during training.
Thus, it can be very important in some problems to carefully select the value of θ − to be used, since the number of RBF hidden units introduced by DDA is determined by this parameter. This can be done via simple validation or via cross-validation. In simple validation the original dataset is further divided into a reduced training set and a validation set. Training is carried out using only the reduced training set. The validation set is used to assess the generalization performance and therefore select the value of θ − which provides the best performance. This approach was used in a previous work, which showed that performance on the validation set can be used (in optical character recognition datasets) to select the optimal θ − 13 . Subsequently, the optimal θ − is used to train using the complete (original) training set and to test using the test set 13 .
The training method just described is presented in figure 4 . Our method tests a number of θ − values using the validation set, starting with the default value, θ − = 0.1. Next, θ − is decreased by θ − = θ − × 10 −1 (line 5 of algorithm 3). This is done because we have observed that performance does not change significantly for intermediate values of θ − 13 . θ − is decrease until the validation error starts to increase, since smaller values lead to overfitting 13 . The near optimal θ − found by this procedure is used to train using the complete training set 13 .
It is important to stress that the method introduced here maintains two important characteristics of the original DDA algorithm: (a) the constructive nature of the algorithm and (b) the effective use of all training data to adjust the parameters of the model (RBF network). training set and test on the validation set to obtain V alError = M inV alError 4: REPEAT 5:
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Datasets
In this study we have used a diverse range of benchmark classification datasets from both Proben1 20 and the UCI repository of machine learning databases 18 . The characteristics of the datasets used in the experiments are shown in table 1. We have used twenty datasets in total, with ten coming from each repository, as shown in table 1.
The simulations were carried out using holdout, whereby the dataset is divided into disjoint training and test sets. Training is carried out using only data from the training set. The test set is used to assess the generalization performance of the classifier. We have used the standard division of the datasets into training and test sets provided by the repositories (Proben1 and UCI). Each dataset from Proben1 comes with three different partitionings (permutations), since for small datasets results may vary significantly for different partitionings 20 . For instance the problem cancer is available in three datasets cancer1, cancer2, cancer3, which differ only in the ordering of the examples 20 . All experiments were carried out with the implementation of RBF-DDA available in the Stuttgart Neural Network Simulation (SNNS) 21 .
Results and Discussion
For each dataset, the simulations were carried out by using the following values of θ − : 0.2; 0.1; 10 −2 ; 10 −3 ; 10 −4 ; 10 −5 ; 10 −6 ; 10 −7 ; 10 −8 ; 10 −9 ; 10 −10 . These values were also considered in a previous work 13 and were selected because we have observed that intermediate values do not significantly change classification performance.
Figures 5 and 6 depict classification error and number of hidden RBF units, respectively, as a function of parameter θ − for the soybean2 dataset. Figure 5 depicts both the error on the test set, obtained by training the networks using the complete training set, which comprise all training data, and testing using the test set. The same figure also shows the validation error, obtained by training the networks using a reduced training set, which has 75% of the training examples, and tested using a validation set which has the remaining 25% of the training examples. Figure 5 shows that both test and validation errors decrease with decreasing values of θ − (up to θ − = 10 −5 ), then the networks start to overfit training data leading to an increase in the errors. It is also important to observe that the performance on the validation set can be used to select the optimal value of θ − (which gives the smaller error on the test set) as proposed in 13 . On the other hand, Figure 6 shows that the number of hidden RBF units increases as θ − decreases. Thus, the improvement in performance achieved with smaller values of θ − comes with a considerable increase in the complexity of the networks. Tables 2 and 3 compare RBF-DDA trained with default and selected θ − in the UCI and Proben1 datasets considered, respectively.
These tables present, for each classifier, both the classification error on the test set and the number of hidden RBF units of the network. In the case of Proben1 datasets, results are provided for each of the three different partitionings. The results of these tables show that the selection of an adequate value of θ − lead to a significant improvement in performance for eleven of the datasets considered (Dermatology Database, For others six datasets a less significant improvement was observed (Contrac. Method Choice, Diabetes, Glass, Heart, Horse, Thyroid). In each table, the datasets for which an improvement in performance took place are depicted in bold. Notice that whenever the improvement in performance is due to the use of θ − smaller than the default, the network produced is larger than that produced by default RBF-DDA. For instance, the results for the Dermatology Database shown in table 2 show that with θ − = 0.1 (the default value) the classification error on the test set is 28.26%. This error decreases significantly for selected θ − (in this case, θ − = 10 −3 ) to 3.26%. This remarkable improvement in performance, nevertheless, comes with an increase in the number of hidden RBF units from 149 to 256.
Comparison with AdaBoost and Support Vector Machines
This section compares the generalization performance of RBF-DDA with θ − selection with AdaBoost and support vector machines (SVMs) on some image recognition datasets. The results of AdaBoost and SVMs were obtained in recent papers available in the literature 22, 23, 24, 25 . The datasets considered in the comparison are optdigits, pendigits, letter and satimage. Table 4 compares performance of the proposed method for improving RBF-DDA with AdaBoost and SVM. The first column of this table shows the best AdaBoost results from MLP ensembles starting from two MLP components to 100 MLP components 22 . The second column of the table shows the best AdaBoost results reported in a previous work that compared a number of decoding methods 23 . The results shown here are the best obtained in that study, corresponding to AdaBoost with loss-based decoding using the exponential loss function and all-pairs output codes 23 .
It can be seen that our method for training RBF networks outperforms AdaBoost on optdigits, letter, and satimage. Our method obtains results comparable to AdaBoost on the pendigits dataset. The method proposed in this paper also outperformed a recent ensemble classifier named DIvote on the pendigits datasets 24 . This classifier obtained 3.60% classification error on the test set 24 whereas RBF- DDA with θ − selection achieved 2.92%.
The SVM results shown in table 4 are the best results for these datasets obtained in two previous works 23, 25 . This table shows SVM results using both one-vs-all (OVA) and sparse output coding 23, 25 . The optdigits, letter and satimage results were obtained in the work of Rifkin and Klautau 25 whereas results for pendigits were obtained in the work of Allwein et al. 23 .
Note that our method achieves comparable results to SVMs in the optdigits, pendigits and satimage datasets. In the letter dataset, SVM obtains better generalization performance. It is important to stress that other output coding methods for SVMs considered in previous works lead to worse performance compared to our RBF-DDA methods 23, 25 .
Support vector machines are a powerful class of machine learning algorithms shown to achieve good performance on many classification and regression tasks. However, a recent study showed that simpler methods can be very competitive with SVMs on a number of datasets 26 . The training method proposed in this paper has built RBF networks that can achieve generalization performance comparable to SVMs in a number of tasks. Moreover, it can be faster to train then SVMs, which can be an important advantage in practical applications.
3.4.
Comparison with RBF-DDA-T and RBF-DDA-SP Notice that RBF-DDA-T is able to produce much smaller networks than RBF-DDA trained with default parameters, yet at the cost of considerable degradation in classification performance. For example, for the Letter dataset, RBF-DDA with default parameters creates a network with 7789 neurons with classification error of 15.60%, whereas the network produced by RBF-DDA-T has only 2837 neurons, yet the classification error increases to 25.32%. On the other hand, the results obtained by the method proposed in this article (RBF-DDA with θ − selection) show that it significantly outperforms both RBF-DDA and RBF-DDA-T regarding classification performance (for instance, it obtained 5.30% classification error for the Letter dataset). Nonetheless, the disadvantage of the proposed method is that it produces much larger networks in compari- son with RBF-DDA trained with default parameters and RBF-DDA-T. Table 5 shows RBF-DDA-SP results considering three different percentages of pruning (30%, 40% and 50%) 8 . Observe that the method proposed here outperforms RBF-DDA-SP in all datasets and considering the three percentages of pruning applied to RBF-DDA-SP. In fact, RBF-DDA with θ − selection is the method which achieved the best classification performance in the experiments reported in table 5. RBF-DDA-SP is a method based on both pruning and model selection 8 . Therefore, it has two critical parameters, namely, θ − and the percentage of pruning, p. On the other hand, RBF-DDA with θ − has only one critical parameter. This means that model selection with RBF-DDA with θ − selection is much faster than with RBF-DDA-SP, which can be an important advantage in practical applications.
Conclusions
We have presented an experimental study on the influence of parameter θ − on the generalization performance of RBF-DDA. The papers that introduced the dynamic decay adjustment (DDA) algorithm assumed that the value of parameter θ − would not significantly influence performance and therefore they recommended using the default value of this parameter 4, 11 . In contrast, it was recently observed that for some optical character recognition datasets values of θ − smaller than the default produce much better networks in terms of generalization performance 13 . We have carried out simulations using twenty benchmark classification datasets from both the proben1 and UCI repositories. The datasets come from a large variety of problems such as image classification, wine recognition and medical problems. The results have shown that for eleven of these datasets the parameter θ − strongly influences classification accuracy. For others six of these datasets a smaller improvement in performance was also observed. The simulation results have also shown that smaller values of θ − produce bigger networks. In the case of the remaining three datasets, the default value of θ − (θ − = 0.1) achieved the best performance. This demonstrates that for a given classification problem it is very important to carefully select the value of parameter θ − via cross-validation in order to boost performance of RBF-DDA networks as in 13 . 
