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ABSTRACT 
Jongmin Choi: The Emergence of 3D Printing 
(Under the direction of Maryann P. Feldman) 
 
The purpose of this dissertation is to investigate 3D printing that is expected to provide a 
foundation for long-term and sustainable economic growth from a policy perspective. This 
dissertation first explores how 3D printing transforms traditional manufacturing and how it 
influences regional economies. It then provides a novel approach for how 3D printing invention 
is identified according to patent data created between 1985 and 2013 filed in the United States 
Patent and Trademark Office (USPTO). From the unique dataset, this dissertation offers ample 
empirical evidence on the geographic diffusion of 3D printing, the key locations of inventive 
activity in 3D printing, the major groups of developing 3D printing, and user firms and their 
industrial sectors. Using the dataset, this dissertation empirically demonstrates how 3D printing 
diffuses across the 366 United States (U.S.) metropolitan statistical areas (MSAs) and how 
MSAs construct a competitive advantage for 3D printing of user firms. The results from two 
models show the role of industrial structure in the diffusion of 3D printing and the role of 
universities, individual inventors, and 3D printer manufacturers in establishing a competitive 
advantage for 3D printing. Overall, this dissertation contributes to the theoretical and empirical 
understanding of the process by which a region is successful in developing emerging technology 
by highlighting regional conditions and capability for the successful introduction of emerging 
technology and the importance of multiple actors for the construction of a competitive 
advantage. 
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CHAPTER 1: INTRODUCTION 
In 1986, the United States Patent and Trademark Office (USPTO) granted the patent 
“Apparatus for production of three-dimensional objects by stereolithography” to Charles W. 
Hull. Filed in 1984, while Hull was working at UVP Inc., the assignee of the patent, this was 
arguably the first commercial 3D printing technology. Founded in 1932, UVP is a privately held 
company that manufactures ultraviolet products. As a cofounder, Hull established 3D Systems 
Inc. in Valencia, California in 1986, which was arguably the world’s first dedicated 3D printing 
firm. 3D printing, formally known as additive manufacturing (Weller et al., 2015), is a popular 
new technology with the potential to disrupt traditional manufacturing processes, transform the 
current geographic distribution of manufacturing, and help return traditional manufacturing back 
to the U.S. (Desai & Magliocca, 2013; Garrett, 2014; Gress & Kalafsky, 2015). 3D printing is 
much faster and less expensive than traditional manufacturing processes and is widely applicable 
to most production processes in many industries, such as the automotive, medical, and aerospace 
industries (Berman, 2012; Ford, 2014).  
3D printing has been heralded as the next industrial revolution (Bernan, 2012; Petrick & 
Simpson, 2013). The existing literature is lacking in two ways. First, existing studies describe the 
adaptability of 3D printing in many industrial sectors, the way it provides a competitive 
advantage over traditional manufacturing processes, and conceptual explorations of its disruptive 
nature (Bryson et al., 2013; Petrick & Simpson, 2013; Conner et al., 2014; Gress & Kalafsky, 
2015). Empirical studies supporting these arguments are in short supply. Second, relatively few 
attempts have been made to examine firms that have developed and invented 3D printing. If 3D 
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printing suggests a new manufacturing paradigm, it is expected that many existing firms will be 
involved in 3D printing, creating inventions in various regions. New firms in diverse industrial 
sectors will arise in regions by employing 3D printing. Although dedicated 3D printer 
manufacturers are well-known, none explicitly examine what types of user firms are involved in 
3D printing, what types of industrial sectors are involved in 3D printing, where user firms 
emerge, and how they contribute to developing 3D printing. 
As a policy goal, developing emerging technology in a region is more important. When 
emerging technology is discovered and it is expected to give economic rewards to a region, 
specific policy programs aim at stimulating innovative and inventive activity in relation to 
emerging technology by supplying significant public resources. However, these factors have not 
always yielded the expected outcome (Lerner, 2009). Relatively little is known about the 
fundamental process by which emerging technology spreads, perceived as the earliest stage of 
the development of emerging technology. The determinants of affecting the construction of a 
competitive advantage regarding emerging technology are often unclear and need to be unpacked. 
This dissertation addresses three key questions by exploring 3D printing. First, it provides 
empirical evidence by building a novel dataset using patents. It identifies regions in which 3D 
printing is now emerging and examines the groups that play a critical role in developing 3D 
printing. Two main groups have been involved in 3D printing. The first includes manufacturers 
that produce 3D printers for either professional or personal markets and often provide services 
for custom designed parts. The second consists of user firms either upgrading their production 
processes or developing new customized products with the technology. This dissertation 
differentiates between the two groups and explores how the former differs from the latter 
regarding its contributions to developing 3D printing. Second, working from an evolutionary 
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economic geography framework, this dissertation investigates factors that influence the spatial 
diffusion of 3D printing across the 366 U.S. MSAs. Finally, this dissertation examines the factors 
that help a region construct a competitive advantage for 3D printing of user firms. 
The dissertation is organized as follows. Chapter 2 reviews the literature on 3D printing 
and investigates how 3D printing affects regional economies. Chapter 3 describes how 3D 
printing database has been constructed and provides detailed empirical evidence about 3D 
printing. Chapter 4 presents empirical models of factors influencing the geographic diffusion of 
3D printing across the 366 U.S. metropolitan areas. Chapter 5 shows empirical models of factors 
establishing a competitive advantage for 3D printing of user firms. Chapter 6 provides 
conclusions and policy recommendations. 
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CHAPTER 2: EMERGING TECHNOLOGIES AND REGIONAL ECONOMIES 
 Most new technologies are incremental, but some are so radical that they can bring about 
major changes in everyday life. Steam engines allowed people to travel a great distance much 
faster and at lower costs. The Internet provides a vast amount of diverse information. From an 
economic geography perspective, radical innovations have great potentials to revolutionize 
regional economies by transforming the geographic distribution of economic activities. When 
radically new technologies are discovered, they spread across regions and industrial sectors and 
spur the development of new industries, the engagement of existing industrial sectors in the 
development of the technologies. This stimulates entrepreneurial activities, new firm formation, 
and job creation. Some regions where new industries successfully take root and the 
diversification of existing industrial sector is successful will gain high economic rewards. 
However, other regions, where new industries conversely disrupt the existing industry, or the 
diversification process is unsuccessful, might experience an economic recession (Leifer, 2000; 
Tanner, 2015). 
Historical cases illustrate the impact of radical innovation on the change of daily life, the 
development of emerging industries and regional economies. Much literature reviews the 
potential of radical innovations. However, what is missing is how they disrupt the current 
industries, create new industries, spur the participation of existing industrial sectors, and 
transform regional economies in detail. There is a need to clarify this process by reviewing 
previous literature according to the case of radical innovation. 
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Motivated by these limitations, this chapter elucidates previous theoretical and empirical 
studies related to 3D printing, which is one of the emerging technologies that are expected to 
trigger the rise of a new industry and the participation of existing industrial sectors in the 
development. This chapter consists of three sections. The first section reviews theoretically how 
3D printing transforms traditional manufacturing, and briefly examines the process of 3D 
printing and its advantages. The second section explores 3D printing’s importance for regional 
economies by providing various evidence of how 3D printing can facilitate existing industrial 
sectors’ economic activity and entrepreneurial activity to benefit regional economies. The last 
section reviews how emerging industries that use emerging technology have been studied and 
what is missing in the previous literature.  
 
I. How 3D Printing Transforms Traditional Manufacturing  
3D printing is at the heart of the radical innovation that provides a competitive advantage 
over conventional manufacturing (Pierrakakis et al., 2014) because it allows diverse firms to 
upgrade their production processes or manufacture new products that cannot be produced 
through the existing manufacturing system. The new manufacturing system is expected to 
threaten the existing system and lead to a collapse of some traditional manufacturing industries. 
Consequently, new products made with 3D printing will create new markets, while existing 
products might lose competitiveness because of the new products. 
The biggest differences between 3D printing and conventional manufacturing systems are 
process and manufacturing time. 3D printers can create 3D objects in real time by fusing and 
then depositing (literally printing) materials in a plastic state once a model is digitalized using 
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computer-assisted design (CAD) software or 3D scanners1. It produces an object in a single step, 
whereas most manufacturing systems typically require multiple and iterative processes, such as 
cutting, drilling, carving or milling. A simple change can significantly increase the time and 
effort required when traditional manufacturing processes are operated. In contrast, 3D printing 
can produce any object by simplifying multistage processes, no matter how complex the design 
or the changes are implemented. The simple and quick process makes it possible for producers to 
achieve more cost-effective production.  
Customization is also an advantage of 3D printing. Mass production has enabled people 
to use various products at relatively low prices, but products are standardized and people’s 
choices are always limited to them. However, 3D printing allows the production of customized 
products that perfectly match our needs. For instance, a hearing aid that perfectly fits an 
individual’s ear canal can be easily made by using CAD software and 3D printing (Berman, 
2012). Adidas, a German multinational corporation for sportswear, sports equipment, and 
footwear, is building a new facility called Speedfactory in Ansbach, Germany to produce fully 
customized footwear through 3D printing. Customers can choose their own shoe design, color, 
insole and shoelace to create their own shoes. 
3D printing has been developed in different technological forms. Along with 
stereolithography, which is the first commercially available 3D printing technology, other types 
of techniques, such as fused deposition modeling, three-dimensional printing technology 
manufacturing (3DPTM) process, selective laser sintering (SLS), and ballistic particle 
manufacturing (BPM) have been invented. Each technique employs a wide range of different 
                                                
1 This refers to one of 3D printing techniques called “Fused Deposition Modeling” developed by Scott Crump, the 
cofounder of Stratasys, in the late 1980s. It is the most commonly used technology for 3D printing (Fonda, 2013). 
Stereolithography, the first 3D printing technique, works differently. It basically cures resin with an ultraviolet laser. 
The light solidifies the liquid of resin and builds an object layer by layer (Hull, 1986).  
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materials, such as ABS, resin, powder, or polyamide and differs in speed, choice of colors, 
design, levels of quality, and the cost of production. However, one similarity is that they create 
3D objects in a single step, which is certainly different from traditional manufacturing processes. 
Various 3D printing technologies with certain advantages are designed to apply to various 
different industrial sectors and produce the best outcome (Bandyopadhyay et al., 2015; Schiller, 
2015). 
If the limitations and disadvantages of 3D printing are resolved and use of custom-
tailored products becomes widespread, 3D printing will become more common than current 
manufacturing systems. However, this does not imply that all traditional manufacturing 
industries will be replaced by 3D printing. Rather, 3D printing will be a powerful tool if 
customization of products is desirable, only a small amount of product needs to be manufactured, 
or if it is not easy to manufacture products with traditional manufacturing processes (Campbell et 
al., 2011; Petrick & Simpson, 2013).  
 
II. Why 3D Printing Has Potentials for Stimulating Regional Economies 
Emerging technologies are surely important to regional economies because they can 
stimulate the active engagement of existing industrial sectors, as well as the development of new 
industries that provide a platform for long-term economic growth. This type of radical innovation 
is often perceived as a general-purpose technology (GPT). According to Lipsey et al. (2005), a 
GPT is “a single generic technology, recognizable as such over its whole lifetime that initially 
ôhas much scope for improvement and eventually comes to be widely used, to have many uses, 
and to have many spillover effects” (p. 98). In a similar vein, Feldman and Yoon (2011) argued 
that a GPT represents “the new knowledge that is applicable to a broad range of existing 
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industrial sectors while providing opportunities for the creation of entirely new industries”  
(p. 250). Thus, emerging technologies can be regarded as GPTs if they are employed in a wide 
range of industries and affect an entire economy at either the national or global level and if they 
promote new industry development. 
To be specific, Lipsey et al. (1998) suggested key characteristics of a GPT: wide scope 
for improvement and elaboration; applicability across a broad range of uses; potential for use in a 
wide variety of products and processes; and strong complementarities with existing or potential 
new technologies. That is, a GPT can be applicable to the number of distinct industrial sectors 
rather than a specific sector (Bresnahan & Gambardella, 1998), and can be used for a variety of 
purposes including new product development or production process upgrade. The most important 
point is that a GPT can be combined with a broad range of technologies developed in existing 
industries to create new inventions that bring about sustained economic growth (Helpman & 
Trajtenberg, 1996; Feldman & Yoon, 2011). In other words, although a GPT itself helps create a 
new industry, it also provides greater opportunities for existing economic sectors to engage in the 
development of a GPT, and thus to lead further technological changes (Helpman & Trajtenberg, 
1996). Historical examples support the idea. For instance, the steam engine played an important 
role in the consistent supply of power to industry and in the transformation of other industries, 
such as the transportation system and the textile industry (Crafts, 2004). The invention of the 
railroad promoted revolution in the distribution and production industry (Chandler, 1993). 
information and computers technologies (ICTs) have influenced all of sectors, promoting the 
development of new products and services (Bresnahan & Trajtenberg, 1995; Freeman, 2003; 
Jalava & Pohjola, 2007). More recent example includes nanotechnology that is widely employed 
in different existing industrial sectors and combined with existing technology to create spur 
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complementary inventions (Shea et al., 2011). Thus, the gist is that a GPT can play a vital role 
not only in creating totally new industries, but also in revitalizing a variety of distinct industrial 
sectors by providing opportunities to combine a GPT with various existing or potential new 
technologies. 
3D printing is now considered a GPT. First, it is being widely used for a wide range of 
applications, such as those in the medical, biotech, aerospace, and automotive industries rather 
than used in a specific industry (Berman, 2012; Ford, 2014; Allen, 2014; Garrett, 2014; Thierer 
& Marcus, 2016). Because of applicability, 3D printing is expected to encourage existing 
industrial sectors to employ 3D printing and engage in the development of complementary 
inventions that increase the value of their current technological portfolio (Berman, 2012; de Jong 
& de Bruijn, 2013; Reilly, 2014). As a result, 3D printing is likely to reshape existing industries. 
Similarly, it promotes new industry development by providing by providing various business 
opportunities in different industrial sectors (de Jong & de Bruijn, 2013; Rayna & Striukova, 
2014). Many experts expect that 3D printing will have a positive impact on the development of 
new industry and the revitalization of existing industrial sectors, resulting in high economic 
rewards, just as the invention of rDNA technology and the Internet transformed an entire 
economy and triggered the emergence of a biotechnology and IT industry (Jovanovic & 
Rousseau, 2005; Feldman et al., 2015). 
3D printing has a wide adaptability; therefore, it requires various knowledge and skills, 
such as those in chemistry, computer, medical science, electronics, and mechanics. For instance, 
formulating new materials for 3D printing requires knowledge in chemistry and material science 
(Stampfl & Liska, 2005; Utela et al., 2008; Kitson et al., 2013). One needs to have considerable 
skills and expertise in computer programming to create an accurate and reliable digital image. 
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One needs to possess deep knowledge in the particular fields to apply 3D printing successfully to 
new products and production processes. For instance, 3D printing can be used to fabricate 
applications of electronic devices with embedded circuitry, such as displays, wearable 
electronics, and medical devices (Leigh et al., 2012; Lipson & Kurman, 2013; Espalin et al., 
2014; Lewis & Ahn, 2015) and can be employed in many manufacturing industries, such as in 
automotive and aeronautics manufacturing (Bogue, 2013). One needs to examine what can be 
realized through 3D printing in an effort to understand how 3D printing can be fitted in 
applications. 
3D printing did not attract a lot of attention at first because of the price of 3D printers and 
the technology’s reliability. When 3D Systems announced the first commercially available 3D 
printers in the early 1990s, they were too expensive to be sold to the public (Ashley, 1991; Gross 
et al., 2014). Accordingly, the machines were found in only some places, such as academic 
universities, government agencies (e.g. military), and specific industries (Ehrenberg, 2013) being 
mainly used to produce prototypes (Soomro et al., 2016). Furthermore, the early version of 3D 
printing technology and 3D printers did not yield reliable outcomes and expected quality, 
requiring additional postprocessing. This drawback led some users to discontinue developing 
products using 3D printing (Sandström, 2016). 
Since 2011, 3D printing has gained tremendous popularity (“2011: The Year 3D 
Printing,” 2011) because of its price. The sale of 3D printers is exploding because the price of 
3D printers has been falling (Mota, 2011; Ehrenberg, 2013). Accordingly, more users in different 
industrial fields are able to employ 3D printers. Second, widespread use of 3D printing is 
because of technological improvements. Unlike in the past, more materials that can be widely 
employed for 3D printing are now available (Lipson & Kurman, 2013; Henke & Treml, 2013; 
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Chia & Wu, 2015; Hunt et al., 2015). Many different techniques applied to a wide range of 
industrial sectors have been invented (Lipson & Kurman, 2013), especially for biomedical 
applications (Chia & Wu, 2015, Khan et al., 2015). Technological advances have made it 
possible for many firms in different industrial sectors and entrepreneurs, who were once unable 
to enter the 3D printing space because of technical constraints, to use 3D printing (Singh et al., 
2015; Carrow & Gaharwar, 2015).  
Technological improvements and reduced prices in 3D printing have occurred; therefore, 
more users are likely to use 3D printers and to apply 3D printing to their new products and 
production processes. Vibrant economic activity includes new firm establishment, spinoffs, 
diversification of existing firms, and the emergence of supporting firms. As a result of these 
economic activities, new industries will arise in some regions and regional economies will 
benefit greatly from new industries.  
Two representative business types of economic activity show how 3D printing spurs 
regional economies. One simple business model is to launch new services for on-demand parts, 
small toys, jewelry, accessories, or souvenirs that may not necessarily require advanced skills or 
techniques. 3D printer manufacturers are now focusing on the low-end market and are offering 
cheaper machines to small businesses, self-employed engineers, and designers (de Jong & de 
Bruijin, 2013). As a result, many people have started new businesses with this strategy. For 
instance, Proto Labs Inc., founded in 1999, provides manufacturing services for low-volume 
custom parts using different types of 3D printing techniques, such as stereolithography, selective 
laser sintering, and direct metal laser sintering. Founded in 2007, Shapeways is a New York 
startup that provides 3D printing services. Customers can either purchase 3D printed products or 
upload 3D printable digital files to manufacture a product. Many firms, such as 3D Hubs 
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(founded in 2013), Ponoko (founded in 2007), and Sculpteo (founded in 2009) are now offering 
online 3D printing services. The startup, Fast Radius, invested by United Parcel Service (UPS), 
launched a new 3D printing service.  
The more advanced business model would involve either large firms, or startups 
potentially recombining existing technologies with 3D printing and developing innovative 
products. 3D printing was primarily used in developing prototypes in the past (Berman, 2012) 
but is being increasingly used to produce high-value products, such as 3D-printed electric violins, 
artificial joints (e.g. joint replacement), and 3D printed cars (Bandyopadhyay et al., 2015; Vaidya, 
2015). For example, bioengineers and physicians at Cornell University have created an artificial 
human organ with 3D printing (Ju, 2013). In the near future, human organs and bones might be 
replaced with 3D printed organs and implants for medical purposes. 
Firms that produce medical devices have also been using 3D printing. ConforMIS Inc., 
founded in 2004 and headquartered in Bedford, Massachusetts, is developing 3D printing to 
produce customized knee replacements. For orthodontics, Align Technology has developed 
dental products using 3D printing. Sonitus Medical Inc. and OraMetrix Inc. have developed 
hearing aids and orthodontic care, respectively. These companies are developing fully 
customized products by taking advantage of 3D printing. 
In addition, many firms in different industrial sectors are using 3D printing to develop 
new products. Founded in 2007, Local Motors developed a 3D-printed car called the LM3D 
Swim in 2015 using ABS (acrylonitrile butadiene styrene) plastic and carbon fiber. Using its 
own 3D printing technique, Microfabrica Inc. provides 3D printing design services for 
millimeter-scale precision parts. 3DVarius recently launched the world’s first 3D printed electric 
violin in 2015, expecting the first shipments in Dec 2016. Established in 2002, Yingchuang 
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Building Technique, also known as WinSun, successfully built the world’s first commercially 3D 
printed buildings. 
Although the above firms are considered relatively new firms, incumbent firms have also 
been actively involved in developing 3D printing. For instance, Ford Motors is an early adopter 
of 3D printing in the automotive industry (Ford, 2014). A German engineering company founded 
in 1847, Siemens, introduced 3D printing for the development of hearing aids in 1988 
(Sandström, 2016). In addition, Airbus has produced more efficient and lighter components for 
its A380 airplane by using 3D printing (Bogue, 2013) and the Boeing has created many parts 
with optimal shapes and eliminated fasteners by using 3D printing (Gibson et al., 2015). In 
collaborating with 3D Systems,  the Hershey  Company launched a chocolate 3D printer called 
Cocojet that prints edible candy. Other dedicated well-known firms using 3D printing include 
Honeywell, General Electric, General Motors, and Pratt & Whitney (Ford, 2014; Watkins et al., 
2015).  
Spinoff activity will be promoted as the use of 3D printing becomes further widespread. 
Mechanical engineers or designers are made aware of 3D printing and developing through 
education and work experience in 3D printing. Using deep knowledge or relevant experience in 
3D printing, entrepreneurs or engineers are more likely to launch new businesses (Shane, 2000). 
For instance, Shapeways Inc., a 3D printing service provider, began as a spinoff of Dutch 
multinational Royal Philips Electronics (de Jong & de Bruijn, 2013). Three founders came up 
with the business idea when working in the lifestyle incubator program offered by Philips 
Electronics (Shapeways, 2014). Founded in 2009, Createitreal Inc. develops on-demand 3D 
printers and software as a spinoff from Motorola (Østergaard & Park, 2012). 
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In addition, the rise of relevant and supporting firms will be inevitably expected as 3D 
printing-based industry emerges. Providing raw materials in a timely manner is another business 
opportunity (Easton, 2009). Material suppliers might start their businesses in regions where firms 
using 3D printers are prevalent to reduce shipping costs. Professional repair shops for personal 
and industrial 3D printers and developing 3D print-ready content for naïve users might be good 
ideas for small businesses or self-employed engineers.  
A brief review of the literature and ample examples elucidate how 3D printing, as a GPT, 
stimulates economic activity, and the development of new industries, the diversification of 
existing industrial sectors, and regional economies. As technology is advanced, raw material 
prices fall and choices for high-quality materials for 3D printing increase, the use of 3D printing 
will become more prevalent. Consequently, more business opportunities will become available 
for existing firms and entrepreneurs (Berman, 2012). Some regions will prosper by taking 
advantage of the development of 3D printing, gaining high economic rewards. However, other 
regions where traditional manufacturing industries affected by 3D printing are prevalent might 
experience recessions because of industrial restructuring and loss of jobs if they fail to diversify 
into a new industrial and technological activity.  
 
III. What Do We Know About Emerging (New) Industries? 
Emerging technologies and emerging industries cannot be considered separately because 
emerging technologies are considered a trigger for emerging industries, a group of existing firms 
in different industrial sectors and new entrants that actively employ emerging technologies and 
create economic value. Various economic rewards are available, such as economic growth and 
employment, such that emerging industries have received considerable attention from scholars, 
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policy makers, and entrepreneurs (Forbes & Kirsch, 2011; Gustafsson et al., 2016). Many 
countries, as well as state or local governments, try to strengthen the development of emerging 
industries, which is widely recognized as specific territorial policies (Benner, 2013). In an 
academic circle, economists are eager to understand the phenomenon of emerging industries as it 
encompasses intriguing cases of study, such as entrepreneurial activity, new firms’ emergence, 
and new job creation in emerging industries. Emerging industries are worthwhile to investigate, 
in spite of empirical and theoretical challenges (Forbes & Kirsch, 2011). 
When researchers study emerging industries, the terms, “emerging industries” and “new 
industries” are often used interchangeably (Spencer et al., 2005; Feldman & Lendel, 2010; 
Forbes & Kirsch, 2011; Potstada et al., 2016). Porter (1980) described emerging industries as  
 
“newly formed or re-formed industries that have been created by technological 
innovations, shifts in relative cost relationships, emergence of new consumer needs, or 
other economic and sociological changes that elevate a new product or service to the 
level of a potentially viable business opportunity.” (p. 215) 
 
Feldman and Lendel (2010, p.1490) pointed out that emerging industries are based on 
“the fusion of a new technology with prior antecedent technologies.” Monfardini et al. (2012) 
mentioned “emerging industries by definition entail the transformation of traditional industries 
by responding to new market demands and exploiting new key enabling technologies” (p. 46). 
No matter what terms are used and how different emerging industries are described in previous 
studies, the fundamental idea is that emerging industries arise because of emerging technologies 
or radical innovation, and they can transform the existing industry and regions by providing new 
business and market opportunities the traditional industry can hardly create.  
  
 
16 
Researchers have investigated emerging industries in detail. Some researchers have 
focused their studies on the relationship between the timing of entry into emerging industry and 
economic gains. Conventional wisdom often advocates the first mover advantages regarding the 
development of emerging technologies and the entry timing to emerging industries. However, 
early contributions to emerging technologies can hamper firms’ ability to produce the best 
product. Nevertheless, late investment in the development of emerging technology impedes the 
ability to accumulate knowledge (Eggers, 2013). The late mover might enjoy advantages more 
than the first mover in product technology. These advantages occur because the first movers 
often face more technological difficulties than the late movers, and the late movers can develop 
superior ideas by taking advantage of more functionality that the first movers created to solve the 
problems (Querbes & Frenken, 2016). However, it is possible that advantages and disadvantages 
of pioneering depend more on different business models and strategies than the timing of entry. 
This dependence occurs because the success in emerging industries, new markets, and economic 
returns is more related to business strategies of firms than the timing of the entry to emerging 
industries (Markides & Sosa, 2013). 
Another research stream at the firm level has been focused on economic agents who 
contribute to creating and developing technological breakthrough inventions in emerging 
industries. The contribution of new firms to the development in emerging industries has been 
widely recognized in previous literature. This recognition has occurred because new firms, 
especially those initiated by entrepreneurs, are often perceived as risk takers, discovering 
opportunity and mobilizing resources (Feldman & Choi, 2015). For instance, exploring the solar 
photovoltaic industry from the late 1970s to 2011, Kapoor and Furr (2015) pointed out that new 
firms in this emerging industry were more likely to choose technologies with high technical 
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performance where they could build relative unique capabilities to achieve competitive 
advantages over incumbent firms. Similarly, examining patents associated with sustainable 
chemistry technologies (SCT), Epicoco (2016) revealed that new firms played a critical role in 
creating technologies with higher potential of radicalness than incumbent firms. 
Investigating economic agents that are more likely to be involved early in the 
development of emerging technologies is an interesting issue that stimulates many scholars’ 
curiosity (Maine et al., 2014; Lechevalier et al., 2014; Schulze et al., 2015; Sandström, 2016). 
Theoretically, it is recognized that incumbent firms tend to be slow in responding to and delaying 
the development of emerging technology in emerging industries because of organizational 
inertia, fixed assets, difficulties in reeducating and reorganizing current staff, or their competitive 
position in existing markets (Cooper & Schendel, 1976; Mitchell & Singh, 1992; Chandy & 
Tellis, 2000; van den Hoed, 2007; Sandström, 2016; Epicoco, 2016). Incumbent firms are 
expected to play a minor role in the early adoption of emerging technologies, diversifying into 
emerging industries later. 
However, firms’ decisions to exploit and adopt emerging technologies are more 
associated with their capabilities, environmental and organizational factors, management and 
engineering teams, or CEOs’ attributes than the types of firms (Cho & Hambrick, 2006; Ahuja et 
al., 2008; Anand et al., 2010; Gerstner et al., 2013; Sandström, 2016). In other words, whether a 
firm adopts discontinuous technology depends more on people (e.g. engineers or CEO) who 
make decisions or search for radical technologies than on the type of firm (incumbent firms or 
new firms). Indeed, adopting and exploiting radical innovation are highly bounded by firms’ 
competency. The successful adoption and use of emerging technology need certain capabilities, 
such as a large amount of expenditure in research and development (R&D) or highly skilled and 
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trained labor (Chandy & Tellis, 2000; Hall & Khan, 2003; Alkemade & Suurs, 2012). In this 
sense, contrary to conventional wisdom, incumbent firms might be better positioned to adopt and 
employ emerging technologies and pioneer emerging industries earlier. This ability is there 
because they often have greater competency than new firms have, benefiting greatly from 
economies of scale (Sandström, 2016). 
Although much research has occurred on emerging industries at the firm level, no clear 
idea has emerged of the role of incumbent firms and new firms in the development of new 
industry changes over time and in specific places. It is unclear who exploits emerging 
technologies earlier, and how the number of the entry into the development and use of emerging 
technologies varies by the types of firm, time, and specific places. For instance, Tesla Motors Inc. 
considered to be a new entrant in the automobile industry, has been the main player in the 
emergence of the electronic vehicle market, threatening incumbent automobile firms. However, 
Toyota Motor Corp. was the first to commercialize successfully the combination of electric and 
internal combustion technologies (Schulze et al., 2015). Toyota might have underestimated the 
potential of an electric vehicle at the time of the first invention, creating an opportunity for Tesla 
Motors Inc. to invent a vehicle powered only by electricity. Traditional automobile 
manufacturers did not spark the development of a new area for autonomous driving cars. With its 
expertise in maps and navigation, Google Inc. is arguably a pioneer in this emerging industry 
(Schulze et al., 2015). This empirical evidence suggests that incumbent firms and new firms play 
different roles at different stages of emerging industries. 
Regarding the regional-level analysis of emerging industries, the impacts of individual, 
organizational, and regional factors on new firm formation in emerging industries have been well 
studied. Lasch et al. (2007) examined the factors that affect the growth of the ICT startups in 
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France between 1993 and 2000 and uncovered that service sectors, human capital, and R&D 
infrastructure were considered important factors. From interview qualitative research, Koo and 
Choi (2013) pointed out that intermediary organization served as a network catalyst for the 
biomedical device industry in Wonju, South Korea and successful new firms accelerated the 
clustering of biomedical firms. Using nanotechnology patents made in the European Union (EU), 
Colombelli et al. (2014) showed how the technological competence at the local level affected the 
pattern of the emergence of a nanotechnology sector. 
An interesting topic among researchers is to understand the underlying process of how 
emerging industries arise in a region. The interests in this topic have been sparked by Nelson and 
Winter’s (1982). From an evolutionary economic geography perspective, researchers have 
examined the factors that stimulate the development of emerging industries in a region (Krafft, et 
al., 2014).  
The authors of recent studies have argued that emerging industries are likely to arise from 
regional competencies stemming from pre-existing industries (Neffke et al., 2011; Boschma et 
al., 2013; Essletzbichler 2015; Tanner, 2015). With the concept of related variety or relatedness, 
some studies have investigated local capabilities that affect the emergence of a new industrial 
path or growth in the EU (Frenken et al., 2007; Neffke et al., 2011; Tanner, 2015) or in the U.S. 
(Essletzbichler, 2015). For instance, the most recent study by Tanner (2015) attempted to answer 
the question of how technological relatedness between a knowledge base of a region and that of 
fuel cell technology affected the emergence of fuel cell industry. Investigating 172 regions in 
EU, she revealed that fuel cell technology, perceived as radical innovation, was more likely to 
develop in a region where the regional knowledge base was technologically related to fuel cell 
technology. From the 360 U.S. MSAs, Essletzbichler (2015) revealed that technological 
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relatedness was positively related to industrial portfolio membership and entry, but negatively 
related to exit.  
From an evolutionary economic geography perspective, some studies have focused on the 
spatial diffusion and adoption of emerging technologies or new firm formation, which can be 
considered initial seeds for emerging industry. Feldman et al. (2015) examined the determinants 
of the spatial spread of rDNA technology in the 366 U.S. metropolitan areas. Using rDNA-
related patents in the U.S. made between 1980 and 2005, they revealed that social proximity, as 
well as cognitive, and geographic proximity played an important role in the spatial spread of 
rDNA technology. In particular, cognitive proximity is similar to the concept of technological 
relatedness, implying how technologically close a knowledge base and rDNA technology in a 
region can be. Buenstorf et al. (2015) examined the impact of regional knowledge and 
capabilities on the spatial distribution of German laser system industry. Based on West German 
laser system industry, between 1975 and 2005, the probability of the emergence of a first laser 
system producer in a region was highly affected by regional factors, particularly laser-related 
knowledge. In this regard, one could argue that the spatial diffusion of emerging technologies for 
emerging industry arising and the early creation of new firms in emerging industry in a region 
can reflect more on path-dependent processes than arbitrary processes. 
The previous literature shows clear evidence of how emerging industries take place in a 
region. Nevertheless, they lack depth in two ways. First, the authors of a few studies consider 
emerging industries according to emerging technology. Many studies have been focused 
primarily on the growth and diversification of the existing industry with less considering of 
whether a region diversifies into new industrial and technological activity. Emerging industries 
or new industries are dependent on emerging technologies or radical innovation. The authors of 
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existing studies have overlooked this focus, regardless of using the term “emerging or new 
industries.” 
A lack of studies in emerging industries might occur because of the available data, for 
emerging industries cannot be adequately identified through existing classification. For instance, 
since the invention of nanotechnology, no single standard industrial classification (SIC) or North 
American Industry Classification System (NAICS ) code has perfectly corresponded to 
nanotechnology industry (Rothaermel & Thursby, 2007). The nanotechnology industry arose 
from combining different fields (Tegart, 2004). This has made it difficult for researchers to 
explore an emerging technology-based industry at the regional level and at the firm level.  
Second, little research has been conducted on how emerging technologies diffuse across 
regions in a country, while how they spread across countries has been well documented (Kiiski 
& Pohjola, 2002; Keller, 2004; Pulkki-Brännström & Stoneman, 2013). The earliest process for 
developing emerging industries is certainly the diffusion of emerging technologies in regions. 
Once they spread across cities and industrial sectors, they evolve with regional factors and 
stimulate the development of emerging industry. Despite the importance of understanding this 
nascent stage, the determinants that influence the spatial diffusion of emerging technologies has 
received comparatively little attention and has not been studied systematically (Feldman et al., 
2015).  
The current literature is lacking in two respects. Again, economic agents that play a major 
role in the development and use of emerging technology are unclear and need to be unpacked. 
Despite rapidly growing interests in emerging industries, how emerging technologies diffuse in a 
region, perceived as the first stage of the process for the development of emerging technologies 
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and industries, has not been fully considered because of the difficulties of identifying emerging 
technologies. 
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CHAPTER 3: DATA 
This chapter first lays out a detailed description of how 3D printing data was constructed 
by using patents. Depending on the assignee and inventors’ address of each patent, different 
levels of data were constructed to study inventive activity in 3D printing. This chapter then 
provides basic statistics of 3D printing inventions by technological domains and by the groups 
dedicated to the development of 3D printing. Depending on the firm-level data, the inventive 
activity of dedicated 3D printer manufacturers and user firms are detailed. This data includes a 
list of dedicated 3D printer manufacturers, the number of user firms, industrial sectors of user 
firms, and top-ranked user firms regarding the number of 3D printing patents. User firms are 
divided into two groups, incumbent firms, and new firms, according to the year of foundation 
and the first year of invention. The two groups’ contributions to developing 3D printing are 
examined. According to  the MSA-level data, the geographic distribution of 3D printing in the 
366 U.S. MSAs is explored. In addition, the geographic distribution of incumbent firms and new 
firms is mapped to investigate where they have emerged. Overall, this chapter contributes to 
providing empirical evidence on various aspects regarding 3D printing. 
 
I. Construction of 3D Printing Data 
Since no existing data is yet available for 3D printing: therefore, a unique database was 
constructed, using patent records of the USPTO to study the invention of 3D printing. The 
disadvantage of using patents is clear and well known. Not all inventions are patented (Griliches, 
1990; Arundel & Kabla, 1998) and patents from research-intensive agents or patent-intensive 
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industries are likely to be identified (Essletzbichler, 2015). Despite its shortcoming, patents have 
been widely used to understand the geography and history of knowledge production and they 
identify an emerging or new technological industry (Hall et al., 2001; Pilkington et al., 2009; Ó 
Huallacháin & Lee, 2011; Rigby, 2012; Tanner, 2015; Lucheng et al., 2015; Petralia et al., 
2016). 
The first step was to define patents associated with 3D printing. Some scholars have used 
U.S. patent classes to investigate specific technology or industry. For instance, Stolpe (2002) 
employed U.S. patent class 349 to study liquid crystal display technology while Feldman et al. 
(2015) identified rDNA-related knowledge through a new patent class, 435/69.1. Despite the 
usefulness of U.S. patent classes, the U.S. Patent Classification System does not provide any 
classification in relation to 3D printing. However, unlike the U.S. Patent Classification System, 
Cooperative Patent Classification, jointly developed by the USPTO  and the European Patent 
Office (EPO), offers new classes regarding 3D printing. Since 2013, the USPTO have assigned 
new classifications to patents created before or after 2013. The main class is B33Y, which 
USPTO announced in December 2014 for 3D printing, formally known as additive 
manufacturing2. 3D printing, regardless of the process or materials, is identified through this 
class (USPTO, 2014). Along with B33Y, some classes explicitly contain keywords related to 3D 
printing. Table 3-1 summarizes a comprehensive overview of the classes associated with 3D 
printing. 
                                                
2 The terms, “additive manufacturing” and “3D printing” are often used interchangeably in the literature (Campbell 
& Ivanova, 2013; Frazier, 2014; Weller et al., 2015; West et al., 2016). Weller et al (2015) argued that 3D printing is 
a colloquial term for additive manufacturing. Gibson et al (2014) described, “Additive manufacturing is the 
formalized term for what used to be called rapid prototyping and what is popularly called 3D printing (p.1).” Lipson 
and Kurman (2013) explained, “The technical name for 3D printing is additive manufacturing, which is actually 
more descriptive of the actual printing process (p. 11).”  
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Table 3-1 
 
Cooperative Patent Classification Classes for 3D Printing Patents 3 
CPC classes Definition of CPC classes 
A61C13/0019 The class is for production methods of dental prostheses using 3D printing 
A61F2002/30962 
A61F2002/30985 
The class are for medical device of designing or manufacturing processes 
using stereolithography (A61F2002/30962) or 3D printing 
(A61F2002/30985) 
B22F3/1055  
B22F2003/1056; 1057; 
1058; 1059 
The class, B22F3/1055, is for manufacturing of workpieces or articles from 
metallic powder using selective sintering, i.e. stereolithography. It contains 
the other lower schemes, such as 2003/1056, 2003/1057, 2003/1058, and 
2003/1059 
B29C67/0051; 0055; 
0059; 0062; 0066; 007; 
0074; 0077; 0081; 0085; 
0088; 0092; 0096 
The class, B29C67/0051, represents rapid manufacturing and prototyping of 
3D objects. It includes a variety of subclasses such as 0051, 0055, 0059, 
0062, 0067, 007, 0074, 0077, 0081,0085, 0088, 0092 and 0096.  
B33Y10/00; 30/00; 40/00; 
50/00; 50/02; 70/00; 
80/00; 99/00 
The class, B33Y, indicates additive manufacturing. It includes other 
subclasses such as 10/00; 30/00, 40/00, 50/00, 50/02, 70/00, 80/00 and 99/00. 
C04B2111/00181 The class represents mixtures specially adapted for three-dimensional 
printing technology manufacturing (3DPTM), stereolithography or 
prototyping. 
G05B2219/49246; 
G05B2219/49023;  
G05B2219/49011; 49017; 
49018 
These classes are related to numerical control machine. Each class represents 
different techniques such as 3D printing (2219/49023); (2219/49246), 
laminated object manufacturing (2219/49011); desktop manufacturing, 
prototyping (2219/49017); and selective laser sintering (2219/49018) 
G03F7/70416 The class is related to the photomechanical production of textured or 
patterned surfaces, represents stereolithography, 3D printing and rapid 
prototyping considered as one of the methods. 
H01L2224/03554; 11554; 
27554 
These classes are based on manufacturing methods of semiconductor devices 
or electric solid-state device using stereolithography. 
Y02P10/29; 10/292; 
10/295 
These classes are based on climate change mitigation technologies in the 
production or processing of goods using additive manufacturing of casting 
molds and metal. 
 
                                                
3 Among these classes, G03G 15/224 (Machines for forming tactile or three dimensional images by electrographic 
means, e.g. braille, 3d printing) and A61K9 / 2095 (Tableting processes; Dosage units made by direct compression 
of powders or specially processed granules, by eliminating solvents, by meltextrusion, by injection molding, by 3D 
printing) were excluded. Although they contain 3D printing relevant keywords such as 3D printing, they also 
include keywords about other means that are less related to 3D printing. When they were included, it was found that 
irrelevant patents to 3D printing were extracted. CPC = cooperative patent classification. 
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These patent classes provide an opportunity to identify the invention of 3D printing, but 
the problem is that not all 3D printing patents belong to these identified patent classes. For 
instance, Stratasys, Inc., and 3D Systems, Inc., well-known 3D printer manufacturers, filed 
patent applications, entitled “Additive manufacturing system and method with interchangeable 
cartridges for printing customized chocolate confections” and “Brace with elongated 
fenestrations,” respectively. Both patents do not contain any classes in Table 3-1. Therefore, it is 
essential to consider an additional approach to include missing 3D printing patents. 
Table 3-2 
 
Thirteen Keywords used in the U.S. Patent and Trademark Office (2014)4 5 
Keywords 
3D printing (printer) Stereolithography Selective deposition modeling 
Additive manufacturing Three-dimensional printing 
(printer) 
Layered deposition modeling 
Selective laser sintering Desktop manufacturing Ballistic particle modeling 
Laminated object modeling Solid freeform fabrication  
Fused deposition modeling Three-dimensional deposition  
 
Another approach is a keyword search method. This approach uses the keywords 
associated with 3D printing. Lucheng et al. (2015) used only two keywords, 3D printing, and 
additive manufacturing, to study a 3D printing industry. However, these keywords are too simple 
                                                
4 Acronyms, such as SDM or TDP are excluded to prevent pulling unnecessary patents. All possible combinations 
based on numbers, punctuation marks, and hyphens (e.g. 3D printing, 3-D printing or three-dimensional printing) 
were used. 
 
5 Three-dimensional modeling (TDM) is one of the processes to create a product using 3D printing. The first step to 
create an object through a 3D printer is to either scan the object in a process called 3D rendering, or model the object 
via specialized software called 3D modeling. However, 3D modeling often implies a visualization of something for 
animation, gaming, interior designing, or architecture. This indicates that 3D modeling does not always refer to a 
modeling of the object for 3D printing. Rather it is more likely to be associated with designing in animation, interior 
designing, or architecture. Therefore, it was reasonable to exclude the keyword to prevent pulling unnecessary 
patents. 
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to capture all relevant 3D printing patents because 3D printing has been developed in various 
technological forms. Accordingly, keywords should reflect such advancement to reduce 
omissions. The USPTO provides a list of keywords and synonyms related to 3D printing 
(USPTO, 2014, p. 4). The 13 keywords provided in Table 3-2 demonstrate the different types of 
techniques used for 3D printing and the synonyms for 3D printing. Lee et al. (2011) employed 
both an abstract keyword search method and a patent class search to explore the relationship 
between technological change and environmental regulation in the American auto industry. A 
keyword search method was also carried out to complement a patent class search.  
Table 3-3 
 
Summary of Search Process 
Database Thomson Reuters 
Search methods A keyword-based (in all text fields) and a patent class-based search 
Number of classes 42 classes (see table 3-1 for details) 
Number of keywords 13 main keywords (see table 3-2 for details) 
Focus Patents granted by the U.S. Patent and Trademark Office 
Geographical region The U.S. (at least one of inventors living in any cities in the U.S., except 
puerto rico) 
Time framework 1985-2013 (based on patent application year) 
 
A database for the invention of 3D printing was built using a subscription patent database 
platform called Thomson Reuters, which allows users to search for a patent according to 
individual categories, such as application or publication year, U.S. patent classes, classification 
patent codes, and any keywords. Users can search for specific patents created during a specific 
period or invented by particular firms. It is similar to the USPTO patent full-text database search, 
but it is more user-friendly and convenient. Thomson Reuters allows users to extract patent 
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information at once. Users can construct a database that contains useful information, such as firm 
name, inventors, locations, claims, and publication or application date.  
A patent was identified as a 3D printing-related patent if one of the keywords in Table 3-
2 was found in all text fields, including the title, abstract, claims, and descriptions, or if a patent 
had one of the patent classes in Table 3-1. Although many governmental or intergovernmental 
organizations (e.g., the USPTO, EPO, and World Intellectual Property Organization) officially 
grant patents, the focus was on patents granted by the USPTO. Any patents created from 1985-
2013 were considered 3D printing-relevant inventions and were included in the final dataset. The 
year was determined by patent application year rather than publication year (grant year) because 
some 3D printing patents might have been created between 1985 and 1986 after Charles W. Hull 
applied for the first commercial 3D printing patent. 3D printing patents that have at least one 
inventor living in any U.S. city at the time of invention were considered. This consideration was 
made because it is impossible to distinguish in the patent database platform whether an inventor 
lives in a metropolitan statistical area. 
The number of 3D printing patents that use different search methods is shown in Figure 
3-1. Through a patent class search method, only 1,431 patents with U.S. inventors were 
identified as being related to 3D printing in the entire USPTO database from 1985 to 2013 at the 
time of data construction. This number is surprising, given that interest is growing notably in 3D 
printing. However, 4,345 patents were found by employing a keyword search method. The 
number of patents through a keyword search method and a patent class search method was 3,078 
(68%) and 164 (3%), respectively. Alternatively, 1,267 patents (28%) had either one of the 
patent classes in Table 3-1 or keywords in Table 3-2. The result shows that using only one search 
method might be inappropriate to capture the invention of emerging technology. 
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Figure 3-1. 3D Printing Patents Through Different Search Methods 
 
II. Basic Descriptive Statistics of 3D Printing Patents 
A unique dataset was constructed of 3D printing inventions. In fact, 4,509 patents were 
first recognized as being related to 3D printing from any of the patent classes in Table 3-1 or any 
of keywords in Table 3-2. Of 4,509 patents, 84 patents had inventors living outside of U.S. 
metropolitan cities, whereas 4,425 patents had at least one inventor located within one of the 366 
U.S. metropolitan areas6. 98.13% of 3D printing patents were invented in one of the 366 U.S. 
metropolitan cities, which implies that inventive activity is an urban phenomenon.  
Although most patents were created by a single assignee, some patents had more than 
two assignees. If a single patent had two or more assignees, each assignee was considered to 
have the patent. Through this process, 4,514 patents created between 1985 and 2013 were 
finalized. All descriptive analysis was based on the application year of each patent rather than the 
grant year to consider the time of invention.  
                                                
6 Metropolitan statistical areas in Puerto Rico were excluded. 
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The number of 3D printing patents by application year is presented in Figure 3-2. Only a 
few 3D printing patents were created before the mid-1980s. The counts of 3D printing patents 
seem to remain unchanged until 1994 because a small leap in 1988. Small fluctuations are only 
observed during this period. This is perhaps because it was the early stage of discovery of 3D 
printing; therefore, a relatively small number of existing firms and new firms recognized this 
technology and contributed to invention activity. The number of 3D printing patents steadily 
increased throughout the late 2000s, and then suddenly exploded by 2010. Not surprisingly, 
despite some visible fluctuations, the invention of 3D printing has been steadily on the rise. The 
figure also empirically proves that 3D printing has received much attention since 2011 (“2011: 
The Year 3D Printing,” 2011). 
 
 
Figure 3-2. The Number of 3D Printing Patents in 1985-2013 
 
0
10
0
20
0
30
0
40
0
Nu
m
be
r o
f P
at
en
ts
1985 1989 1993 1997 2001 2005 2009 2013
  
 
31 
Using the information of the assignee of each patent, 3D printing patents were divided 
into six groups, including 3D printer manufacturers, user firms, universities, nonprofit 
organizations, government agencies, and individual inventors. The process is as follows. First, 
3D printer manufacturers were identified by using two websites, 3D Printing Industry Directory 
and ThomasNet, which provide lists of 3D printer manufacturers and information on industrial 
and commercial suppliers for 3D printing. Multiple sources (e.g., the Bloomberg and company 
websites) were also employed to determine whether a company was 3D printer manufacturer. 
Each assignee name was then re-examined to identify missing 3D printer manufacturers. Second, 
if an assignee name was a personal name, or a patent was not assigned to any legal entities (e.g., 
a corporation, university, or government agency), the patent was considered an individual 
inventor’s patent. Third, nonprofit organizations were identified through GuideStar, a website 
that provides information about U.S. charities and nonprofit organizations. Finally, the remaining 
patents were classified accordingly by checking the assignee name of each patent. For instance, 
if the assignee name contained any words, such as university or college, or any university name, 
such as Massachusetts Institute of Technology (MIT) or Caltech, the patent was then assigned to 
the universities category.  
Table 3-4 presents the number of 3D printing patents by the six groups. The most 
important contributors to the creation of 3D printing invention are user firms. They developed 
2,996 patents, whereas 3D printer manufacturers produced 479 patents. Nonprofit organizations 
and government agencies invented 92 and 61, respectively, playing a relatively minor role in 
inventing 3D printing. 3D printing patents of universities account for 12.32% of the number of 
3D printing patents. Individual inventors created 330 patents; of this number, 312 patents are 
unassigned to any legal entities; this number implies that the patents do not have any assignee. 
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This empirical evidence suggests that whether radical technological breakthrough will become 
more widespread in the future can be dependent on user firms, who intend to employ the 
innovation, than other entities, such as government agencies or nonprofit organizations. 
Table 3-4 
 
The Number of 3D Printing Patents by the Six Groups 
Groups Frequency Percent 
3D Printer manufacturers (3DP MFR) 479 10.61 
User firms (UF) 2,996 66.37 
Universities (UNIV) 556 12.32 
Nonprofit organizations (NPO) 92 2.04 
Government agencies (GOV’T) 61 1.35 
Individual inventors (Unassigned) (IND) 330 (312) 7.31 
Total 4,514 100 
 
The U.S. patent class is a hierarchical classification system to categorize uniformly the 
contents of patents. There are more than 400 U.S. patent classes. Hall et al. (2001) used the six 
main technological categories to classify and simplify these patent classes. The six main 
technological categories include the chemical category, the computers and communications 
category, the drugs and medical category, the electrical and electronics category, the mechanical 
category, and the others category. Using the primary U.S. patent class in each patent, 3D printing 
patents were categorized into the six main technological categories. This was done to study 
whether 3D printing was active in certain technology areas or whether 3D printing was widely 
used in diverse technological fields. Table 3-5 shows the number of 3D printing patents in the six 
main technological categories. Of these patents, 1,086 patents, which account for 24.06 % of the 
number of patents, are in the mechanical category. Of these patents, 813 patents fall within the 
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others category. However, of 813 patents, 530 patents are not assigned to any U.S. patent 
classification in the entire year of the study. This implies that 530 patents can be included in one 
of the other categories or can stay in the other category. Of the total number of patents, 743 
patents are made in the drug and medical category. In addition, 632, 643, and 597 patents are 
produced in the chemical category, the computers and communications category, and the 
electrical and electronics category, respectively. Similar numbers are found in most 
technological categories, except the mechanical categories. This indicates that 3D printing is not 
used for a specific area, but is employed extensively in various technological areas (See 
Appendix 4 for details). 
Table 3-5 
 
The Number of 3D Printing Patents in the Six Main Technological Categories 
Technological Category Frequency Percent 
Chemical (CHM) 632 14.00 
Computers & Communications (C&C) 643 14.24 
Drugs & Medical (D&M)  743 16.46 
Electrical & Electronics (E&E) 597 13.23 
Mechanical (MECH) 1,086 24.06 
Others (OTH) 813 (530) 18.01 
Total 4,514 100 
Note. Patents with Class 001 are in parenthesis. If a patent record is incomplete and the primary 
classification is unknown, the patent is first assigned to class 001, called “Classification 
Undetermined” (USPTO, 2016).  
Table 3-6 provides the number of 3D printing patents by the six groups in the six main 
technological categories. Whereas 3D printer manufacturers focus primarily on inventing 3D 
printing in the mechanical category, user firms have similar patent counts in all technological 
categories. Universities invented most of the patents in the mechanical category, the drugs and 
medical category, and the chemical category. Nonprofit organizations developed 3D printing 
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patents in relation to drug and medical technology because Massachusetts General Hospital or 
Boston Children’s Hospital (Children’s Medical Center Corporation) in Boston are the main 
assignees contributing to the invention of 3D printing (See Appendix 6 for details).  
Table 3-6 
 
The Number of 3D Printing Patents in the Six Main Technological Categories by the Six Groups 
CAT 3DP MFR UF UNIV NPO GOV’T IND Total 
CHM 52 417 97 12 11 43 632 
C&C 79 445 46 7 4 62 643 
D&M 5 520 126 42 5 45 743 
E&E 27 458 67 6 4 35 597 
MECH 266  576 139 13 27  65 1,086 
OTH 50 580 81 12 10 80 813 
Total 479 2,996 556 92 6 330 4,514 
Pearson chi2 (25) = 482.6289 Pr = 0.000 
To examine the relationship between the six groups and the six main technological 
categories, Pearson’s chi-squared test was performed. The result rejects the null hypothesis at the 
0.99 confidence level, suggesting that the distribution of the six groups and the distribution of 
inventive activity in the six main technological categories are dependent and related. This result 
demonstrates that one group focuses relatively more on a specific category than the others do. 
Indeed, 3D printer manufacturers contribute mainly to 3D printing patents related to mechanical 
technology. Universities center more on 3D printing patents associated with medical or 
mechanical technology, while they have a relatively small number of 3D printing patents in the 
computer and communications category. As mentioned earlier, nonprofit organizations 
contribute to developing 3D printing related to medical technology. This makes evidence that 
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developing 3D printing in different industrial sectors may vary by different groups and their 
impact on diverse industrial sectors. 
Figure 3-3 illustrates the number of 3D printing patents of the six groups or user firms in 
each of the six main technological categories. A 3-year moving average is used to smooth the 
lines. The trend line of each of the six major technology categories is divided into two groups 
according to similar patterns. The patents with class 001 dramatically increased in 2012 and 
2013, which possibly affects a highly skewed distribution in the others category, which makes it 
difficult to compare with the other figures. Therefore, the analysis is based on the number of 
patents created between 1985 and 2011.  
The Six Groups 
  
 
User Firms 
  
Figure 3-3. The Number of 3D Printing Patents by the Early and Late Takeoff Technological Categories 
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At the top of Figure 3-3, the three technological categories, including the chemical 
category, the computers and the communications category, and the mechanical category, are 
perceived as the early takeoff group that experiences steady growth and shows similar patterns. 
There was a decline in 2005, but they show an upward trend in general. However, interesting 
things can be found in the late takeoff group that includes the drugs and medical category, the 
electrical and electronics category, and the others category. The count of 3D printing patents in 
each of the three categories remained level throughout the middle of the 1990s and then grew 
steeply afterward. Particularly, patent counts in the drugs and medical category have been 
notably increasing since 1997. Meanwhile, the number of 3D printing patents in the electrical 
and electronics category dropped off in 2006. The trend in the drug and medical category and the 
others category seems to follow the classic “S”-shaped curve.  
At the bottom of Figure 3-3, given the number of 3D printing patents invented by only 
user firms, the patterns are similar. The patterns of the late takeoff group in the top and bottom of 
Figure 3-3 are almost identical, except the counts. However, the early takeoff group seems to be 
slightly different. For instance, 3D printing patents of user firms in the computer and 
communications category began to increase rapidly since the mid-1990s like the late takeoff 
group, but the overall trend throughout the 2000s seems to remain level, rather than increasing, 
unlike the late takeoff group. 
 
III. Private Firms Involved in the Development of 3D Printing  
This section closely inspects private firms or user firms working in the 3D printing space. 
Firm-level data were determined by the 3D printing data and were constructed by employing the 
assignee name of each patent. All branches were combined with their parent firms, but 
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subsidiaries were considered separately. To study the characteristics of user firms, such as 
establishment year and industrial sectors (NAICS), the Hoover’s, Inc., website was primarily 
employed. Recently established firms or firms out of business might not be detected through the 
Hoover’s Inc. website. As a result, the data were identified by using multiple sources, such as the 
corporation’s division in each state government, the Bloomberg website, which offers useful 
information on private firms, or company available websites. Through this process, 15 dedicated 
3D printer manufacturers and 736 user firms were identified. 
Table 3-7 lists the dedicated 3D printer manufacturers with 3D printing patents where 
two famous early pioneers are dominating the development of 3D printing. Among 15 firms, 3D 
Systems and Stratasys generated 242 and 136 patents, respectively, representing 79% of the 
number of 3D printing patents of the dedicated manufacturers. Z Corporation, headquartered in 
Burlington, Massachusetts, which started as a university spin-off in 1994 and was acquired by 
3D systems in 2012, produced 23 patents. MakerBot Industries, a New York company founded 
in 2009 and acquired by Stratasys in 2013, generated 22 patents. As 22 patents were invented in 
a short period, the company can be regarded as an R&D intensive firm. William Masters, the 
founder of BPM Technology in Greenville, South Carolina, invented a 3D printing technology 
called ballistic particle manufacturing, creating eight patents. Sciaky, that was founded in 1939 
and that began developing a new manufacturing process after Phillips Service Industries acquired 
the company in 1994, created five patents. Helisys, now known as Cubic Technologies, created 
only three patents, but developed a new technique called laminated object manufacturing. 
Autodesk is a corporation that produces software for engineering and entertainment industries, 
but diversifies into a new area by manufacturing a 3D printer, called the Ember, and selling 
resins for 3D printers. The result illustrates that most dedicated 3D printer manufacturers were 
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established as new firms, but some existing firms, such as Sciaky or Autodesk, have successfully 
diversified into this new area.  
Table 3-7 
 
Fifteen Dedicated 3D Printer Manufacturers  
Name 
Number of 3D printing 
patents (%) 
Year when the firm filed 
its first application 
3D Systems 242 (50.5) 1988 
Autodesk 1 (0.2) 2013 
BPM Technology (out of business) 8 (1.7) 1994 
Desktop Factory (a subsidiary of 3D systems) 1 (0.2) 2005 
EnvisionTec 17 (3.6) 2005 
Helisys (Now known as Cubic Technologies) 3 (0.6) 1994 
MakerBot Industries (a subsidiary of Stratasys) 22 (4.6) 2010 
Materialise NV 3 (0.6) 2010 
Optomec  6 (1.3) 1998 
Sciaky (a subsidiary of Stratasys) 5 (1.0) 2010 
Solidscape  6 (1.3) 1995 
Stratasys  136 (28.4) 1989 
The ExOne Company 5 (1.0) 2003 
Type A Machines 1 (0.2) 2013 
Z Corporation (a subsidiary of 3D systems) 23 (4.8) 1996 
Total 479 (100)  
Notes. The sources used to identify 3D printer manufacturers were in Appendix 7. The list was ordered 
alphabetically. 
Table 3-8 illustrates the number of user firms by the ownership types. Of 736 user firms, 
556 firms presenting 75.5 % of the number of user firms do not belong to any parent company 
during the study period, operating as independent firms. Of the 736 firms, 166 firms, presenting 
22.6% of the number of user firms, are identified as subsidiaries. Of the 736 firms, 14 firms, 
which account for 1.9% of the number of user firms, experienced any ownership change during 
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the time of inventions. To be specific, when 14 firms applied for the first 3D printing patent, they 
were operating as independent firms. They became subsidiaries of their parent firms through 
M&A. They then applied for another 3D printing patent when it was running as a subsidiary. 
Table 3-8 
 
The Number of User Firms by Ownership Types 
Type Number of Firms Percentage (%) 
Independent firms 556 75.5 
Subsidiary at the time of inventions 166 22.6 
Ownership change during the time of inventions 14 1.9 
Total 736 100 
 
Table 3-9 shows the industrial sectors of user firms. Of 736 firms, 606 firms have 
information of their NAICS code, accounting for 82.3% of the number of user firms. The NAICS 
is the standard code used to classify an industry of firms. Not surprisingly, 370 firms identify 
themselves as manufacturing firms. Of the 370 firms, 17.7% of user firms fall into the 
professional, scientific and technical services sector including test laboratories, engineering 
services, and industrial design services. Of the 370 firms with NAICS 31, 32, or 33, 103 firms 
are associated with the computer and electronic product firms, which account for 27.8 % of 370 
firms. Seventy-one firms are related to the medical device manufacturing, running a close second 
to the first. Forty-three firms and 41 firms are working in the chemical manufacturing sector and 
machinery manufacturing, respectively. Similarly, 29 firms work in the transportation equipment 
manufacturing. As shown in Table 3-9, although a large variation exists in the number of firms 
by industrial sectors, this evidence upholds the idea that 3D printing is widely used in a diverse 
industrial sector, rather than in a specific sector, and the idea that 3D printing can be perceived as 
a GPT. 
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Table 3-9 
 
The Number of Firms with the North American Industry Classification System Code 
NAICS Description Number of Firms Percentage (%) 
31-33 Manufacturing (31-33) 370 61.1 
 31: Rolling up (312-316) 
(Rolling up: Leather and Allied Product, Apparel, 
Beverage and Tabaco Product, Textile Mills) 
(6)  
322: Paper Manufacturing (8)  
323: Printing and Related Support Activities (3)  
325: Chemical Manufacturing (43)  
326: Plastics and Rubber Products Manufacturing (11)  
327: Nonmetallic Mineral Product Manufacturing (7)  
331: Primary Metal Manufacturing (11)  
332: Fabricated Metal Product Manufacturing (8)  
333: Machinery Manufacturing (41)  
334: Computer and Electronic Product 
Manufacturing 
(103)  
335: Electrical Equipment, Appliance, and 
Component Manufacturing 
(21)  
336: Transportation Equipment Manufacturing (29)  
337: Furniture and Related Product 
Manufacturing 
(3)  
3391: Medical Equipment and Supplies 
Manufacturing 
(69)  
3399: Miscellaneous Manufacturing (8)  
42 Wholesale Trade 39 6.4 
44-45 Retail Trade 17 2.8 
51 Information 20 3.3 
54 Professional, Scientific, and Technical Services 107 17.7 
56 Administrative and Support and Waste 
Management and Remediation Services 
9 1.5 
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NAICS Description Number of Firms Percentage (%) 
62 Health Care and Social Assistance 15 2.5 
 Others (Rolling up) 29 4.8 
 Total 606 100 
 
Table 3-10 lists the top-ranked firms, the number of 3D printing patents, the number of 
subsidiaries in each user firm, and the founding year. The number of 3D printing patents in each 
firm includes the count from the parent company and its subsidiaries. Micron Technology, 
founded in 1978, is recognized as the most innovative firm in the field of 3D printing, producing 
179 patents. The 3M Company, formerly known as the Minnesota Mining and Manufacturing 
Company, which has produced various products (e.g., adhesive, car-care products, medical 
products, and electronic circuits) generated 107 patents. Johnson and Johnson produced 80 
patents through eight subsidiaries. General Motors, the well-known automobile manufacturing 
company, is considered a pioneer in developing 3D printing with 32 patents. Two traditional 
printer manufacturers, Hewlett-Packard and Xerox, are also considered top companies. In fact, 
Hewlett-Packard launched a new 3D printer called the HP Jet Fusion Solution in 2016 and 
successfully diversified into a dedicated 3D printer manufacturer. However, it is included as a 
user firm because it diversified after the study year. Interestingly, among 20 firms, five 
companies--including Align Technology (105), ConforMIS (69), Sonitus Medical (35), Biomet 
(32), and OraMetrix (29)--are medical device firms. These firms, only representing 0.66% of the 
number of user firms, produced 270 patents, which account for 9% of the number of 3D printing 
patents of user firms.
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Table 3-10 
 
The Top-Ranked User Firms with 3D Printing Patents 
Firm Name # of Patents # of subsidiaries Founding year 
Micron Technology 179 0 1978 
The 3M Company 107 0 1902 
Align Technology  105 1 1997 
Johnson & Johnson 80 8 1886 
The Boeing 79 1 1916 
Microfabrica 75 0 1999 
ConforMIS 69 0 2004 
Hewlett Packard  66 0 1939 
Honeywell International 50 1 1920 
United Technologies  44 4 1934 
General Electric 42 1 1892 
The Invention Science Fund I 39 0 1999 
The Procter & Gamble  37 0 1837 
Sonitus Medical 35 0 2006 
Xerox  33 0 1906 
Siemens AG 33 8 1847 
General Motors 32 4 1908 
Biomet. 32 2 1977 
E.I. Du Pont de Nemours and 
Company 
31 0 1802 
OraMetrix  29 0 1998 
 
User firms are divided into two groups, incumbent firms and new firms, to examine how 
patent activity varies by the type of firm, time, and space. New firms were considered young 
firms that have been operating for less than or equal to 5 years at the time of invention (Zott & 
Amit, 2007; Ejermo & Xiao, 2014). Although studies have used different cutoff years (e.g., 
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Forbes, 2005; Amason et al., 2006, Zhang & Li, 2010; Yang & Wang, 2014), 5 years was 
considered an appropriate measure and a conservative approach. If the year gap between the 
founding year of a new firm and the time of invention was greater than 5 years, the new firm was 
considered an incumbent firm. Of 736 user firms, the year of establishment of 28 firms was not 
found. These firms invented 49 patents only. As they represent only 3.8% of the number of user 
firms and 1.6% of the number of 3D printing patents of user firms, excluding them from the 
firm-level analysis would not significantly change the following figures.  
As seen in Figure 3-4, incumbent firms first recognized and adopted 3D printing earlier 
than new firms did. The number of 3D printing patents associated with incumbent firms 
increased slowly until the late 1990s, but the counts rapidly increased after that. However, 3D 
printing patents created by new firms appeared in 1989 and, 4 years later, incumbent firms 
created 3D printing patents. In a similar vein, the number of 3D printing patents was growing 
slowly until the late 1990s. The counts declined between 2001 and 2005, but gradually increased 
again after 2005. In general, Figure 3-4 clearly exhibits that the count of 3D printing patents 
created by new firms has never been higher than that of incumbent firms in the study year. This 
is not surprising because R&D activity requires a huge amount of expenditure and highly trained 
research teams, and incumbent firms can exert more capability regarding developing and using 
emerging technologies than new firms can. As seen in Figure 3-4, the gap between the patent 
counts made by incumbent firms and new firms has been rapidly increasing since the early 
2000s. 
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Figure 3-4. The Number of 3D Printing Patents by Incumbent Firms and New Firms in 
1985-2013 
Figure 3-5 shows the number of user firms that first appeared in 3D printing space in a 
given year. This was drawn from the first 3D printing patent of each of 736 user firms. Figure  
3-5 is quite different from Figure 3-4 but shows interesting results. Overall, the number of 
incumbent firms engaged in developing 3D printing increases during the entire year of the study. 
In particular, the growing rate has been rising sharply since 2005. However, new firms appeared 
in the development of 3D printing later than incumbent firms appeared. Until the late 1990s, less 
than 10 new firms participated in developing 3D printing each year. Throughout the 2000s, the 
number of new firms remained at a similar level. It then started rapidly increasing in 2010. New 
firms are considered latecomers in the creation of 3D printing patents; however, when it comes 
to the number of entry of firms, they almost catch up with the incumbent firms in the early 
2010s. The number of either incumbent or new firms entering 3D printing has increased 
dramatically since 2005. This could be because of RepRap project, which is, as Bowyer (2014), 
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indicated, “an open source project carried out by volunteers worldwide to design and to build a 
self-replicating 3D printer” (p. 4). 
 
Figure 3-5. The Number of Incumbent Firms and New Firms in 1985-2013 
Figures 3-4 and 3-5 present two important implications regarding this technology. First, 
incumbent firms are more likely to exploit 3D printing earlier than new firms are. Perhaps, this is 
because in the nascent stage of the emergence of 3D printing incumbent firms could exert more 
capabilities (e.g., resources, skills, and know-how) than new firms could. Contrary to popular 
belief, this result suggests that incumbent firms are not always latecomers, but can be pioneers in 
developing emerging technologies in emerging industries. Second, new firms tend to enter in 3D 
printing space more than incumbent firms after the technology becomes prevalent. Entrepreneurs 
or incumbent firms can establish new firms. Perhaps, entrepreneurs are more likely to enter 
emerging industries at a later stage when some profit is viable or when the entry barriers to 
developing emerging technologies are relatively low. Incumbent firms might establish new 
subsidiaries to focus exclusively on 3D printing. New firms are generally not pioneers, but can 
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be considered followers of incumbent firms. Of course, some new firms can pioneer new markets 
and outperform incumbent firms by creating more inventions. Additional work is required to 
confirm this argument. 
 
IV. The Geographic Distribution of 3D Printing Patents 
This section explores the geographic distribution of 3D printing and the geographic 
distribution of user firms in the U.S. MSAs. For the geographic spread of 3D printing, patents 
were assigned to one of the 366 U.S. MSAs where each of the inventors in each patent resided at 
the time of invention. Large firms typically have multiple business branches in different 
locations, and the headquarters location is typically used when filing a patent application (Zucker 
& Darby, 1999). As a result, the assignee’s location might not always refer to the location of 
inventive activity. Inventors are undoubtedly the main creators of patents, so their locations can 
represent the location of inventive activity (Lei et al., 2013). Therefore, it is reasonable to use the 
inventor’s address. If all inventors live in the same area as the headquarters or a branch office’s 
location, the location of inventive activity is obvious. In contrast, if members of the team reside 
in different regions, where the location of inventive activity has been is unclear. Patents can be 
allocated to cities where inventors appear, or 1/n patents can be allocated to the location of each 
of its n inventors (Zucker & Darby, 1999; Feldman et al., 2015; Forman et al., 2016). The former 
approach can cause a double counting problem for patents with multiple inventors residing in 
different cities (Zucker & Darby, 1999). To determine the location of inventive activity, the latter 
approach was used. For instance, if a single patent has two inventors in Raleigh and one inventor 
in Boston, Raleigh and Boston are considered to have 2/3 of a patent and 1/3 of a patent, 
respectively.  
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For 3D printing patents with multiple assignees in different groups, the inventors’ name 
was checked via Web searches and assigned to the right group. For instance, if a patent with joint 
assignees between a university and user firms has four inventors, each inventor’s name was 
searched either in the database from the USPTO or the university website so they could be 
categorized into the correct groups. 
The top and bottom of Figure 3-6 illustrate the geographic distribution of 3D printing 
patents by the six groups or user firms across the 366 U.S. MSAs. The six categories were 
selected according to the 50, 75, 90, 95, and 99 percentile of the distribution of the count of 3D 
printing patents in MSAs. By 2013, 220 of the 366 U.S. core MSAs had 3D printing inventions 
created by the six groups while 192 had 3D printing inventions developed by user firms when the 
study period ends. The geographic map explicitly demonstrates that patenting activity is highly 
concentrated in a relatively small number of areas. In only three metropolitan cities, including 
Los Angeles, New York, and Boston, do MSAs seem to represent the greatest degree of the 
geographic concentration of the inventive activity in 3D printing. The maps at the top and the 
bottom almost overlap. 
 
Figure 3-6a. The Geographic Distribution of 3D Printing Patents in 1985-2013: The Number of 3D Printing Patents 
by the Six Groups Note. AK and HI were not included. 
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Figure 3-6b. The Geographic Distribution of 3D Printing Patents in 1985-2013: The Number of 3D Printing Patents 
by User Firms Note. AK and HI were not included. 
The geographic distribution of 3D printing patents across MSAs is further detailed in 
Table 3-11. The most innovative city on the list, according to the number of 3D printing patents 
from 1985 to 2013, is Los Angeles-Long Beach-Santa Ana in California. This metropolitan city 
has a short lag time of 1 year to achieve 10 patents. This is not surprising because the Los 
Angeles-Long Beach-Santa Ana area is a well-known location for invention and innovation 
associated with academic research universities, high-tech industrial sectors, and home to 3D 
Systems7. Boston is considered a key location, running a close second to the Los Angeles area. It 
is also the hometown to a3D printing technique created by MIT, and Z Corporation, a spin-off 
from MIT using 3DPTM (Grimm, 2004). Minneapolis-St. Paul-Bloomington, Minnesota-
Wisconsin, with the presence of a dedicated 3D printer manufacturer, Stratasys Inc., is ranked as 
the third most innovative city regarding the count of 3D printing patents, followed by San Jose 
(219) and San Francisco (217). 
                                                
7 Its headquarters was relocated to Rock Hill, South Carolina, in 2005. 
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Table 3-11 
 
Key Locations (MSAs) of 3D printing Patents in 1985-2013 
MSAs Patents 
Year of first patent 
application 
Year when MSAs 
reached ten patents 
Los Angeles-Long Beach-Santa Ana, CA 431 1988 1989 
Boston-Cambridge-Quincy, MA-NH 358 1987 1993 
New York-Northern New Jersey-Long 
Island, NY-NJ-PA 
249 1985 1990 
Minneapolis-St. Paul-Bloomington, MN-WI 243 1989 1998 
San Jose-Sunnyvale-Santa Clara, CA 219 1988 1996 
San Francisco-Oakland-Fremont, CA 217 1989 1999 
Boise City-Nampa, ID 183 1999 2000 
Philadelphia-Camden-Wilmington, PA-NJ-
DE-MD 
95 1989 1992 
San Diego-Carlsbad-San Marcos, CA 92 1989 2000 
Seattle-Tacoma-Bellevue, WA 81 1997 2006 
Detroit-Warren-Livonia, MI 78 1990 1996 
Austin-Round Rock, TX 78 1986 1991 
Dallas-Fort Worth-Arlington, TX 69 1991 1995 
Chicago-Naperville-Joliet, IL-IN-WI 68 1987 1995 
Atlanta-Sandy Springs-Marietta, GA MSA 57 1988 1995 
 
Considering the number of 3D printing patents of user firms, Table 3-12 shows a slightly 
different ranking order, but most of the cities are still listed in Table 3-12. The San Jose area 
stands out as the largest producer of 3D printing patents of user firms. Boston runs a close 
second to the San Jose area, producing 197 patents. New York, with a similar year of initial 
patent application like Boston and San Jose, has a shorter lag of 4 years to reach 10 patent 
applications, but has fewer patents than Boston and San Jose. Although most cities have a long 
time lag before achieving 10 patent applications, it is striking that Boise City, Idaho, is ranked as 
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the fourth with a lag time of 1 year to attain 10 3D printing patents. This is because of the 
presence of a major semiconductor maker, Micron Technology, Inc., founded in 1978. The 
Detroit metropolitan area in Michigan, where the automobile industry is well known, is a key 
place for the invention of 3D printing, creating 55 patents. Corvallis, Oregon, with the office of 
Hewlett-Packard is also considered a key location. Most highly ranked cities in Table 3-12 
introduced their first 3D printing patent before the 1990s.  
Table 3-12 
 
Key Locations (MSAs) of 3D Printing Patents of User Firms in 1985-2013 
Key locations Patents 
Year of first patent 
application 
Year when MSAs 
reached ten patent 
San Jose-Sunnyvale-Santa Clara, CA 198 1987 1996 
Boston-Cambridge-Quincy, MA-NH  197 1988 1997 
San Francisco-Oakland-Fremont, CA  191 1989 1998 
Boise City-Nampa, ID  183 1999 2000 
Los Angeles-Long Beach-Santa Ana, CA  175 1989 1998 
New York-Northern New Jersey-Long 
Island, NY-NJ-PA  
147 1987 1991 
Minneapolis-St. Paul-Bloomington, MN-WI  134 1995 1999 
Seattle-Tacoma-Bellevue, WA  74 1997 2006 
Philadelphia-Camden-Wilmington, PA-NJ-
DE-MD  
73 1989 1992 
San Diego-Carlsbad-San Marcos, CA  70 1989 2001 
Detroit-Warren-Livonia, MI  55 1993 1995 
Dallas-Fort Worth-Arlington, TX  54 1991 1995 
Cincinnati-Middletown, OH-KY-IN  53 1988 2003 
Corvallis, OR  46 1992 2003 
Chicago-Naperville-Joliet, IL-IN-WI  46 1988 1995 
 
The geographic distribution of 3D printing patents in the six groups by the six main 
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technological categories is depicted in Figure 3-7. The six categories are chosen according to the 
90, 95, and 99 percentile of the distribution of the number of 3D printing patents in each of the 
six main technological categories. Most of the metropolitan areas with relatively less inventive 
activity in 3D printing belong to the 90th percentile of the distribution. Minneapolis, Minnesota, 
home to Stratasys, Inc., plays a crucial role in developing 3D printing in the mechanical category 
and the others category. Not surprisingly, major metropolitan cities (e.g., Boston, New York, Los 
Angeles and San Jose metro areas) appear to be a major source of 3D printing in all 
technological categories.  
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Figure 3-7. The Geographical Distribution of 3D Printing Patents by the Six Main Technological Categories Note. 
AK and HI were not included. 
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The geographic distribution of 3D printing patents of user firms by the six main 
technological categories is mapped in Figure 3-8. There is no significant difference between 
Figures 3-7 and 3-8. The inventive activity of user firms in most technological categories is still 
highly concentrated in a relatively small number of metropolitan areas. The Los Angeles 
metropolitan area plays an important role in developing 3D printing in the chemical category, 
followed by Philadelphia-Camden-Wilmington MSA and New York MSA. Along with San Jose 
and Boston areas, Palm Bay-Melbourne-Titusville, Florida MSA is considered a hotspot for 3D 
printing patents in the computers and communications category. This is because of the presence 
of Harris Corporation, which is a major telecommunication equipment provider in Melbourne, 
Florida. Boise, Idaho, is exclusively listed as the top in developing 3D printing in the electrical 
and electronics category because of Micron Technology Inc. The metropolitan area has a 
substantially larger amount of 3D printing patents in the electrical and electronics category than 
other MSAs, whereas it has relatively fewer patents in the other categories. Boise metropolitan 
area does not have any patent in the drug and medical category. Overall, Figure 3-7 and Figure 
3-8 demonstrate that inventive activity in different technological categories tends to cluster in a 
relatively small number of places that have been widely recognized as the most innovative spots 
in the Nation. Interestingly, the two MSAs, Boise City-Nampa, Idaho MSA and Palm Bay-
Melbourne-Titusville, Florida MSA specialize in developing 3D printing in a specific 
technological area. This specialization has occurred because, unlike other MSAs, a relatively 
small number of large firms in each area are dedicated to the inventive activity in 3D printing.  
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Figure 3-8. The Geographic Distribution of 3D Printing Patents of User Firms by the Six Main Technological 
Categories Note. AK and HI were not included. 
Table 3-13 shows the key locations regarding the number of 3D printing patents of the 
dedicated 3D printer manufacturers and the year of the first patent application. 3D printing 
patents were mostly produced in the Los Angeles area, the home of 3D Systems. After creating 
the first commercial 3D printing technology in 1984, the following patent was filed in 1988 by 
3D Systems. The Minneapolis area, with the Stratasys headquarters, is second, generating 98 
patents. Total patent counts fall dramatically in the metropolitan areas of New York and Boston. 
Overall, Table 3-13 shows that inventive activity of 3D printer manufacturers is highly 
concentrated in a relatively small number of regions.  
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Table 3-13 
 
Key Locations (MSAs) of 3D printing Patents of 3D Printer Manufacturers in 1985-2013 
MSAs Patents 
Year of first patent 
application 
Los Angeles-Long Beach-Santa Ana, CA 183 1988 
Minneapolis-St. Paul-Bloomington, MN-WI 98 1989 
New York-Northern New Jersey-Long Island, NY-NJ-PA 44 1993 
Boston-Cambridge-Quincy, MA-NH 23 1996 
Oxnard-Thousand Oaks-Ventura, CA 15 1988 
San Francisco-Oakland-Fremont, CA 8 1996 
Detroit-Warren-Livonia, MI 8 2005 
Austin-Round Rock, TX 7 2002 
San Diego-Carlsbad-San Marcos, CA 7 1994 
Albuquerque, NM 6 1998 
 
Table 3-14 shows the key locations regarding the number of 3D printing patents of 
universities and the year of the first patent application. The University of Texas at Austin created 
the first 3D printing patent in 1986 and MIT followed in 1988 (See Appendix 5 for details). Not 
surprisingly, Boston metropolitan area, the home of the MIT, is the top city regarding the 
invention of 3D printing. The Boston metropolitan area holds twice as many patents as the Los 
Angeles area, which created 46 patents. The Austin area is ranked third by generating 31 patents.  
Table 3-14 
 
Key Locations (MSAs) of 3D Printing Patents of Universities in 1985-2013 
MSAs Patents 
Year of first patent 
application 
Boston-Cambridge-Quincy, MA-NH 90 1988 
Los Angeles-Long Beach-Santa Ana, CA 46 1991 
Austin-Round Rock, TX 31 1986 
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MSAs Patents 
Year of first patent 
application 
New York-Northern New Jersey-Long Island, NY-NJ-PA 23 1996 
Atlanta-Sandy Springs-Marietta, GA 19 1999 
Ann Arbor, MI 14 1996 
Albany-Schenectady-Troy, NY  14 1995 
Champaign-Urbana, IL 11 2001 
Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 10 1998 
Pittsburgh, PA 10 1991 
 
The spatial diffusion of 3D printing patents created by the six groups across the 366 U.S. 
MSAs is delineated in Figure 3-9. User firms have overwhelmingly led the spatial diffusion of 
3D printing across the U.S. metropolitan areas. The diffusion created by nonprofit organizations 
and government agencies remained constant throughout the study year, which implies they have 
engaged in producing 3D printing inventions in only a few metropolitan areas. 3D printer 
manufacturers and individual inventors play a relatively small role in diffusing 3D printing, also 
inventing 3D printing related works in a small number of MSAs. Interestingly, the spatial spread 
of 3D printing patents of universities is dynamic. The number of MSAs remained level until the 
mid-1990s and began to increase gradually afterward. However, it began to remain constant 
again from the early 2000s to the late 2000s before increasing. 
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Figure 3-9. The Count of Metropolitan Statistical Areas (366 MSAs) Where Respective 
Inventors of 3D Printing Patents Live, 1985-2011, by the Six Groups 
Figure 3-10 shows the count of metropolitan areas where inventors live. A 3-year moving 
average is used. As shown in Figure 3-10, the count of MSAs in the chemical category increased 
rapidly throughout the 1990s, but began to decline in the early 2000s. Despite the noticeable 
fluctuations, the diffusions of 3D printing in the computers and communications category and the 
mechanical category increased during the study year. However, different patterns are observed in 
the three categories including the drug and medical, the electrical and electronics, and the others 
categories. Few cities were first engaged in producing 3D printing patents in the drugs and 
medical category, the electrical and electronics category, and the others category before the mid-
1990s. By 1998, approximately 10 MSAs produced 3D printing patents in each of these three 
categories. The geographic diffusion began to accelerate in the late 1990s. The count of MSAs in 
the electrical and electronics category began to decline in 2006 while the counts in the other two 
categories still increased sharply. Given the number of 3D printing patents created by user firms, 
similar patterns appear. Overall, Figure 3-10 shows that the spatial spread of 3D printing, as a 
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GPT, varies by different technological fields. Note that the diffusion patterns look similar to the 
top of Figure 3-10, considering 3D printing patents of user firms and their corresponding 
inventors. 
The Six Groups 
  
User Firms 
  
Figure 3-10. The Count of Metropolitan Statistical Areas (366 MSAs) Where Respective Inventors of 3D Printing 
Patents Live, 1985-2011, by the Six Main Technological Categories 
To present a more detailed geographic distribution of incumbent firms and new firms, the 
number of the first entry of incumbent firms and new firms in each MSA is measured as follows. 
As mentioned above, new firms are considered young firms, which were in operation for less 
than or equal to 5 years at the time of the first invention in a given location. New firms are often 
considered small businesses established in a single location, but they can be also spin-offs from 
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large firms with multiple establishments throughout the U.S. cities. Such firms might quickly and 
successfully expand their business to other cities within 5 years or may be founded as 
subsidiaries for parent firms to diversify into a new area. Therefore, measuring the number of the 
first entry of new firms in MSAs was determined by MSAs where the inventors were located 
rather than where the assignees were located. For instance, a single patent of a new firm had one 
inventor in Austin, two inventors in Los Angeles, and three inventors located in Boston. If all 
cities experienced the entry of the new firms for the first time, all MSAs were considered having 
one entry. It is possible that a new firm developed 3D printing patents in different locations and 
at different times because it had multiple establishments in different locations. A new firm filed a 
patent in Boston in 1995 and another patent in Los Angeles in 1998. If the inventive activity of 
the new firm was new to both MSAs, both MSAs were considered having one entry in 1995 and 
1998, respectively. However, if the entry was new to Los Angeles, not Boston, only Los Angeles 
was as considered having one entry in 1998. Assuming that another new firm developed a 3D 
printing patent in Los Angeles in 1998, Los Angeles was considered as having two entry 
activities in 1998. The number of the first entry of incumbent firms in each MSA was similarly 
measured. 
The geographic distribution of the number of incumbent firms and new firms is mapped 
in Figure 3-11. The three categories are determined according to the 50, 75, 90, and 99 percentile 
of the distribution of the total count of incumbent firms and new firms in MSAs with at least one 
firm. Of the 366 U.S. metropolitan cities, 164 had at least one incumbent firm developing 3D 
printing patents between 1985 and 2013 while 118 MSAs had at least one new firm working in 
the development of 3D printing. As shown in Figure 3-11, the number of incumbent firms and 
new firms in developing 3D printing is highly clustered in well-known metropolitan areas, such 
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as Boston, San Jose, and Los Angeles. Note that MSAs where incumbent firms are concentrated 
almost exactly overlap the MSA areas with new firms. This indicates that activities of incumbent 
and new firms in developing 3D printing are complementary.  
Incumbent Firms 
 
New Firms 
 
Figure 3-11. The Geographic Distribution of Incumbent Firms and New Firms in 1985-2013 Note. AK and HI were 
not included. 
The geographical spread of incumbent firms and new firms is further detailed in Table 3-
15, which lists the top-ranked metropolitan areas, the number of incumbent firms and new firms 
between 1985 and 2013, and the year of the first entry of incumbent firms and new firms. 
Regarding the number of incumbent firms, Boston is the top city in the Nation, having 61 
(56,61]
(12,56]
(6,12]
(2,6]
[0,2]
(32,34]
(7,32]
(4,7]
(2,4]
[0,2]
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incumbent firms. The San Jose area (56), one of the innovative cities, is ranked as a close second. 
San Francisco (49), New York (47), and Los Angeles (44) are also ranked as top MSAs. 
Incumbent firms in most MSA cities presented in Table 3-15 begun to develop 3D printing in the 
late 1980s, which is considered very early.  
Table 3-15 
 
Key Locations (MSAs) of the Number of Incumbent and New Firms in 1985-2013 
MSAs # of Incumbent firms Year of first entry 
Boston-Cambridge-Quincy, MA-NH  61 1987 
San Jose-Sunnyvale-Santa Clara, CA  56 1988 
San Francisco-Oakland-Fremont, CA 49 1989 
New York-Northern New Jersey-Long Island, NY-NJ-PA  47 1987 
Los Angeles-Long Beach-Santa Ana, CA  44 1989 
Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 24 1989 
Chicago-Naperville-Joliet, IL-IN-WI  24 1988 
San Diego-Carlsbad-San Marcos, CA  22 1989 
Minneapolis-St. Paul-Bloomington, MN-WI 21 1995 
Detroit-Warren-Livonia, MI  20 1993 
MSAs # of New Firms Year of first entry 
San Jose-Sunnyvale-Santa Clara, CA  34 1997 
San Francisco-Oakland-Fremont, CA  32 1992 
Boston-Cambridge-Quincy, MA-NH  27 1996 
New York-Northern New Jersey-Long Island, NY-NJ-PA  25 1989 
Los Angeles-Long Beach-Santa Ana, CA  20 1991 
San Diego-Carlsbad-San Marcos, CA  14 1998 
Philadelphia-Camden-Wilmington, PA-NJ-DE-MD  11 1993 
Dallas-Fort Worth-Arlington, TX  10 1992 
Detroit-Warren-Livonia, MI  10 1994 
Atlanta-Sandy Springs-Marietta, GA 8 1992 
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However, San Jose is ranked as the top city in the nation, having 34 new firms. San 
Francisco (32), Boston (27), and New York (25) MSAs are following. Although a list of MSAs 
in the top and bottom of Table 3-15 is similar, except the counts, there is a clear difference. New 
firms emerged in most of the MSA cities in the early 1990s or the middle of 1990s. A new firm 
in San Jose and Boston areas first entered in the development of 3D printing in 1997 and 1996, 
respectively, which is relatively later than the Philadelphia, Dallas, or Detroit metropolitan areas. 
Nearly a decade after an incumbent firm first participated in developing 3D printing, these two 
regions initially experienced the entry of new firms. However, the New York area has a very 
short time lag between the year of the first entry of incumbent firms and the year of the first 
entry of new firms. The industrial structure in Silicon Valley in San Jose or Route 128 in Boston 
is relatively tailored and specialized compared to New York; therefore, where various firms 
produce diverse source of knowledge that sparks new ideas for new business (Feldman & Choi, 
2015), the entry of new firms in 3D printing development might have been late in the San Jose 
and Boston metropolitan areas. 
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CHAPTER 4: THE EMERGENCE OF 3D PRINTING: THE GEOGRAPHIC 
DIFFUSION OF EMERGING TECHNOLOGY 
 
I. Introduction 
Emerging technology, often perceived as a GPT, can be spread not only to specific 
regions, but also to many other regions, for it can serve as a foundation for the development of 
totally new industries and the revitalization of diverse industrial sectors. However, despite the 
radical and disruptive nature of emerging technology, not all regions benefit from emerging 
technology at the same time. It can be seen that only some regions are successful in the very 
early promotion of innovative and inventive activity in relation to emerging technology. 
Nevertheless, other regions never have the opportunity to develop emerging technology-related 
works, or they begin the development of emerging technology-related works very late (e.g., 
Feldman et al., 2015). Given this, it can be inferred, at least, that the diffusion of emerging 
technology across regions does not depend on randomness. 
A great deal of existing literature has been focused on the factors that promote the 
development of emerging technology and inventive activity, or on the processes that spur the 
diversification of a new industrial and technological activity across regions. Relatively little is 
known about the process by which emerging technology diffuses to regions. From an 
evolutionary economic geography perspective, the initial step is inventing discoveries related to 
emerging technology in a region. Despite its theoretical and practical importance, the process of 
the spatial diffusion of emerging technology has received comparatively little attention and was 
not systematically examined until the very recent work of Feldman et al. (2015).  
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This paper examines determinants that influence the spatial diffusion of emerging 
technology by exploring 3D printing. Patent data are used to identify the invention of 3D 
printing. Along with the diffusion of 3D printing by any group (e.g., 3D printer manufacturers, 
user firms, universities, nonprofit organizations, government agencies, or individual inventors), 
this paper also investigates the spread of emerging technology by user firms. This spread has 
occurred because user firms give economic value to emerging technologies and drive the 
transformation of regional economies. Its applications are wide; therefore, 3D printing has been 
developed in a variety of technological areas. 3D printing patents are categorized according to 
the six main technological categories (Hall et al., 2001), according to the primary U.S. patent 
class. Using the extended Cox model, this paper tests the influence of industrial structure on the 
timing of a metropolitan area’s first 3D printing patent in each of the six main technological 
categories. If the process is subject to strong path dependencies, it is expected that the regional 
factors technologically close to 3D printing in each of the six main technological categories have 
a greater positive effect on the timing of the first 3D printing patent in the corresponding 
category. To prove this claim, this paper compares the effects of when factors are technologically 
related to each of the six main technological categories and when factors are general.  
This paper is organized as follows. Within an evolutionary economic geography 
framework, the next section reviews the literature that links the effect of industrial structure on 
the spatial diffusion of emerging technology, and then briefly presents the characteristics of 3D 
printing. It then addresses research design. The empirical results are presented. The last section 
offers the summary of this paper and the implications of the finding.  
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II. The Geographic Diffusion as the Initial Process of the Development of Emerging 
Technology 
From an evolutionary economic geographic perspective, the path dependence concept is 
popular and widely employed as a possible and plausible framework for the emergence of a new 
industrial and technological activity, or the emergence of a new industry (Henning et al., 2013). 
The main argument is that the inherited factors (e.g., resources, competence, skills, and 
experiences derived from previous economic activity and industries, or past events and 
outcomes) can lead to a radically different new path, often perceived in new industries or 
emerging technology-related inventive activities, such as patent activity (Bresnahan et al., 2001; 
Martin & Sunley, 2006; Martin, 2010; Fornahl et al., 2012; Simmie, 2012; Martine & Sunley, 
2012; Plummer & Tonts, 2013; Tanner, 2015; Isaksen & Trippl, 2016).  
Path dependence rests on the idea that the development of emerging technology must 
inevitably take place in regions where the inherited regional factors are technologically related to 
it. However, some aspects of this assumption are problematic. The diffusion and adoption of 
emerging technology might not necessarily occur even in a region if its regional factors are 
technologically close. At least, the timing of the diffusion of emerging technology might vary by 
regions in systematic ways rather than occur simultaneously (e.g. Feldman et al., 2015). Existing 
literature has focused primarily on factors that stimulate emerging technology-related works, 
assuming that the diffusion should occur in regions that are technologically close to emerging 
technology. As a result, relatively little is known about the process by which emerging 
technology diffuses across regions.  
The diffusion of emerging technology is less likely to occur instantaneously, but is 
influenced in a systematic way (David, 1990; Feldman et al., 2015). Assuming that the diffusion 
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process relies on path dependence, not randomness, what factors promote the diffusion? The 
importance of the regional stock of knowledge is widely recognized (Feldman et al., 2015; 
Buenstorf et al., 2015) because the presence of regional knowledge technologically related to 
emerging technology implies a higher potential for absorptive capacity, which increases the 
likelihood of creating emerging technology-related work (Feldman et al., 2015). However, little 
empirical research is available concerning how industrial structure influences the diffusion of 
emerging technology in a region. 
Industrial structure refers to the degree of industrial concentration, perceived as the 
number of firms that work in particular areas in a region, according to their relative size (i.e., 
relative to a region’ population). Industrial structure can serve as a platform because it provides 
skilled workers and resources for the development of emerging technology (Martin, 2010). 
However, it can also be conducive to local competition that facilitates the inventive and 
innovative activity. The fact of a greater number of relevant firms implies greater competition for 
new ideas, which in turn promotes the level of innovation and innovative output in a region 
(Jacobs, 1969; Porter, 1990; Redmond, 2004; Crowley & Jordan, 2016). That is, firms under 
competitive pressure are more likely to adopt a new idea and emerging technology to increase 
their productivity and to gain a competitive advantage (Reinganum, 1981). However, too much 
competition and pressure might reduce incentives for firms to invest in new ideas and adversely 
impede innovative activity because firms in a very highly competitive environment are more 
likely to maintain their existing markets (Kern & Ackermann, 2014; Gross, 2015).  
Therefore, from the literature, one can assume that more competition for new ideas 
among firms could occur as the firms in a region increase. Firms are more likely to work on 
emerging technology to gain a competitive advantage over other firms. In turn, this raises the 
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likelihood of inventing emerging technology-related works in a region. However, if too many 
relevant firms exist in a region, it is likely to create a competitive environment, and firms are 
more likely to keep developing existing ideas rather than conceiving new ideas regarding 
emerging technology. This situation eventually results in a decrease in the likelihood of 
inventing emerging technology-related works in a region.  
 
III. The Characteristics of 3D printing as a General-Purpose Technology 
Although most innovations are incremental, some are so radical that they can transform 
the entire industrial structure. 3D printing is kind of radical innovation that is not merely used in 
a specific industrial sector, but that can be widely used in various industrial sectors (e.g., the 
automotive, medical, or aerospace industries), providing a platform for a totally new industries 
(Berman, 2012; Ford, 2014; Allen, 2014; Garrett, 2014; Thierer & Marcus, 2016). It is now 
perceived as a GPT. 
The initial use of 3D printing was very limited. Only specific places (e.g., universities, 
government agencies, or specific industries) used 3D printing because of the cost of 3D printers 
(Asheley, 1991; Ehrenberg, 2013; Gross et al., 2014). 3D printing did not yield better outcome 
and quality compared to the conventional manufacturing system (Sandström, 2016); therefore, it 
can be inferred that 3D printing was not widely used in many industrial areas at the beginning.  
However, more materials that can be used extensively in 3D printing in various industrial 
sectors have been developed, and more applicable 3D printing technology to a wide range of 
industrial sectors have been invented (Lipson & Kurman, 2013; Henke & Treml, 2013; Chia & 
Wu, 2015; Hunt et al., 2015). This has allowed existing firms in different industrial sectors (or 
entrepreneurs) to engage more in developing new products or production processes by using 3D 
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printing. For instance, Local Motors (established in 2007) launched a 3D-printed car in 2015. 
Ford Motor adopted 3D printing very early (Ford, 2014). Using 3D printing and other additive 
manufacturing techniques, Microfabrica has produced a very small scale of machinery for the 
medical, defense, and electronics industries. One of the vibrant medical device firms, ConforMIS 
Inc., is manufacturing customized knee replacements using 3D printing, starting its business in 
2002. 
Considering the general-purpose characteristics of this technology and the different 
timing of its applications in different industrial sectors, it can be assumed that 3D printing 
inventions have diffused according to different time in different space and technological forms, 
rather than simultaneously occur in various industrial sectors. Thus, it is necessary to investigate 
the way in which different technological forms of 3D printing have diffused.  
 
IV. Research Design 
This paper sheds empirical light on how industrial structure influences the timing of a 
metropolitan area’s first 3D printing in different technological forms. There are over 400 U.S. 
primary patent classes. It is impossible to take into account the diffusion of different 
technological forms by using these patent classes. Hall et al. (2001) simplified the patent 
classification codes by putting them into six technological categories based on the primary U.S. 
patent class. These categories are employed to examine the determinants of the diffusion of 3D 
printing. They are the chemical category, the computers and communications category, the drugs 
and medical category, the electrical and electronics category, the mechanical category, and the 
others category. This paper constructed longitudinal panel data available for the 366 MSAs over 
21 years (1991-2011). The empirical analysis ended in 2011 to lessen the impact of right 
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censoring. All observations before 1990 were dropped because the key explanatory variable was 
available only after 1990. However, this does not imply “left-censoring” because its initial time 
at risk is clearly known rather than unknown (Fox, 2002; Kleinbaum & Llein, 2006). Only MSAs 
that created the first 3D printing patent after 1990 are included in the analysis, whereas some 
MSAs that developed the first 3D printing before 1990 are not. This type of left truncation is 
common in survival analysis (Kleinbaum & Llein, 2006). This does not introduce serious bias as 
the initial time at risk is known and each MSA’s true survival time is taken into account.  
This paper employs two sets of 3D printing patents to construct dependent variables. The 
first is based on 3D printing patents created by the six groups, including 3D printer 
manufacturers, user firms, universities, nonprofit organizations, government agencies and 
individual inventors, categorized by the assignee name of each patent. The second is focused on 
3D printing patents invented by user firms. From the two sets of 3D printing patents and the six 
main technological groups, 12 dependent variables are considered for the analysis. 
The appropriate approach is the Cox hazard model, also called the event history analysis 
or survival analysis, which is used to analyze the diffusion of a particular technology or firm 
entry (Feldman et al., 2015; Buenstorf et al., 2015). The Cox proportional hazard model assumes 
that the hazard ratio depends on the covariates, but not on time. The extended Cox model relaxes 
this assumption and allows researchers to incorporate time-varying covariates (Cleves et al., 
2004), which provides more precise parameter estimates (Borucka, 2013). Therefore, this paper 
uses the extended Cox model rather than the Cox hazard model to take into account time-varying 
covariates. The equation is specified as 
𝜆   𝑡,𝑿 =   ℎ! 𝑡 exp(   𝛿!𝑋!𝑔(𝑡)!!!!! ) 
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where 𝜆   𝑡,𝑋  and ℎ! 𝑡   represent the hazard ratio that an MSA experienced the event at time t 
and the baseline hazard, respectively. 𝑋!𝑔(𝑡) denotes 𝑖!! of time-dependent variables, 
respectively. Time-dependent covariates are interacted with time g(t) that is a function of time. It 
can be either time itself, log time, or another form of time. Time is the number of years after 
1984 when a metropolitan area develops the first 3D printing patent by the six groups or user 
firms in each of the six main technological categories. The dependent variables are binary with 
values of zero indicating years prior to the first invention, which is the event happening. 
The main variable of interest is industrial structure. The number of manufacturing 
establishments, NAICS data in manufacturing sectors (NAICS 31-33), obtained from the 
Quarterly Census of Employment and Wages (QCEW) in Bureau of Labor Statistics, is used to 
measure industrial structure. This contains the industry code (NAICS), a five-digit FIPS county 
code, and the annual average of quarterly establishment counts in a given year; however, only 
data from 1990 and 2010 are available. The number of manufacturing establishments was 
classified to the six main technological categories by using the crosswalk table (see Appendix 2 
for details), was allocated to each MSA according to the FIPS code and year, and normalized 
using the population in MSAs. Note that 12 observations from Hinesville-Fort Stewart, GA MSA 
between 1991 and 2001 and Palm Coast, FL MSA in 1991 are not available from the beginning. 
The MSAs falling in the 99th percentile of the distribution by the number of establishment per 
10,000 population in each of the six technological categories are excluded from the analysis to 
minimize an influence from the outlier values of this variable. 
Control variables include the number of professional, scientific, and technical 
establishment, the regional stock of knowledge, human capital, university R&D, and population. 
The number of professional, scientific, and technical establishment (NAICS 54) is included in all 
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estimations since one of the major economic sectors engaging in the development of 3D printing 
belongs to the classification. It is also obtained from the QCEW in Bureau of Labor Statistics. It 
was allocated to each MSA using the FIPS code and year, and normalized based on population in 
MSAs. 
The number of patents in the U.S. metropolitan areas is employed for the regional stock 
of knowledge. Patent data were obtained from Harvard Dataverse (Li et al., 2014). The patent 
data include information on the assignees, inventors’ addresses, and the primary U.S. patent 
class. Patents created by private firms were classified into the six main technological categories 
using the primary U.S. patent class (Hall et al., 2001). 1/n patents were allocated to the MSAs of 
each of its n inventors based on the zip codes of each inventor in the data. 
The number of doctorates and the sum of university R&D expenditure on science and 
technology are respectively employed to measure human capital and university spending on 
relevant research production. Both were obtained from the WebCASPAR database provided by 
the National Science Foundation. Only Ph.D. degree holders in the science and engineering were 
included. WebCASPAR provides information on the number of doctorates and sum of university 
R&D from academic institutions, standardized academic disciplines, zip codes of the institutions, 
and the year. The number of doctorates and the sum of university R&D expenditure were also 
classified to the six main technological categories by employing the crosswalk table (see 
Appendix 1 for details) and then allocated to each MSA according to the zip code of the 
institutions and year.  
Note that the size of the population in MSAs, which can cause a biased result if not 
controlled (Bettencourt et al., 2007), is highly associated with other key covariates and thus 
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affects the likelihood of a metropolitan area developing the first 3D printing patent. Population 
data, obtained from the U.S. Census Bureau, are employed to control for the size of an MSA.  
For the diffusion of 3D printing by user firms, the number of 3D printing patents by 3D 
printer manufacturers, universities, and individual inventors is included. Dedicated 3D printer 
manufacturers and their inventions might be conducive to the diffusion of 3D printing by user 
firms. For instance, 3D printer manufacturers might have encouraged user firms to develop 3D 
printing to spread the technology and thus keep their businesses. In addition, 3D printing 
inventions by universities or individual inventors might have encouraged private firms to 
participate in the development of 3D printing by cultivating a buzz around it. Note that user 
firms could create the first 3D printing before 3D printer manufacturers, universities, or 
individual inventors. Their inventive activity is relatively small; therefore, the number of 3D 
printing patents in all technological categories is taken into account in the analysis. 3D printer 
manufacturers are also considered private firms. To avoid the double counting problem, the 
number of 3D printing patents by 3D printer manufacturers is excluded from patent counts for 
the regional stock of knowledge. 
All time-varying independent variables are lagged by 1 year in all estimations to consider 
endogenous problems. There is no clear rule regarding a specific period of a lag year; therefore, 
this paper follows the previous studies that employed 1-year time lag (Feldman et al., 2015; 
Buenstorf et al., 2015). 
 
V. Estimation Results  
Tables 4-1a and 4-1b present estimations resulting from the extended Cox model that 
predict the influence of the covariates on the diffusion of 3D printing by the six groups. The base 
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model of each of the six main technological categories is first performed using the general 
factors, which are included without the classification by the six main technological categories. 
Each model is presented as model “a.” The second model is then carried out using the specific 
factors corresponding to each of the six main technological categories. The results are presented 
as model “b.” 
Table 4-1a 
 
Estimating the Likelihood of an MSA Developing the First 3D Printing Patent in the Chemical, the 
Computers and Communications, and the Drugs and Medical Category in Relation to the Base Hazard 
 
Model 1: Chemical Model 2: Com & Comm Model 3: Drugs & med 
Time varying covariates 
(lagged) 
1a 
(General) 
1b 
(Specific) 
2a 
(General) 
2b 
(Specific) 
3a 
(General) 
3b 
(Specific) 
Num of MfG Est per 
10,000 population  
1.0018 
(.0013) 
1.2162** 
(.1116) 
1.0025** 
(.0012) 
1.0744*** 
(.0174) 
1.0005 
(.0012) 
1.2550*** 
(.1100) 
Sqr of Num of MfG Est  0.7992* 
(.0983) 
   0.8385** 
(.0622) 
Number of PST Svcs Est 
per 10,000 population 
1.0003 
(.0005) 
1.0009** 
(.0004) 
1.0015** 
(.0007) 
1.0008** 
(.0007) 
1.0021*** 
(.0005) 
1.0021*** 
(.0006) 
Patent Count by Firms per 
10,000 population 
1.0073*** 
(.0010) 
1.0898*** 
(.0096) 
1.0081*** 
(.0010) 
1.0140*** 
(.0023) 
1.0033*** 
(.0011) 
1.0475*** 
(.0124) 
Num of Doctorates per 
10,000 population 
1.0031*** 
(.0012) 
1.0045 
(.0061) 
1.0026 
(.0022) 
1.0343** 
(.0147) 
0.9986 
(.0015) 
0.9965 
(.0051) 
University R&D (thous.) 1.0000*** 
(2.52e-08) 
1.0000*** 
(2.32e-07) 
1.0000 
(1.06e-08) 
0.9999* 
(1.88e-07) 
1.0000*** 
(3.23e-08) 
1.0000*** 
(4.80e-08) 
Population (thous.) 1.0001*** 
(9.44e-06) 
1.0001*** 
(.0000) 
1.0001*** 
(7.50e-06) 
1.0001*** 
(6.80e-06) 
1.0000*** 
(4.08e-06) 
1.0000*** 
(4.13e-06) 
Num of Obs (event) 6172 (89 / 342) 6323 (81/340) 6616 (96/353) 
Log likelihood -447.2094 -441.3189 -393.7091 -390.7827 -482.4181 -476.4242 
Notes. Mfg Est and PST Svcs Est refer to manufacturing establishment and Professional, scientific, and technical 
services establishment, respectively. All time-varying covariates are lagged one year and interacted with the analysis 
time. Robust standard errors are reported in parenthesis. The Breslow method is used for ties. ***Significant at the 
0.01 level, **significant at the 0.05 level and *significant at the 0.1 level. 
  
 
73 
Table 4-1b 
 
Estimating the Likelihood of an MSA Developing the First 3D Printing Patent in the Electrical and 
Electronics, the Mechanical, and the Others Category in Relation to the Base Hazard 
 
Model 4: Electrical Model 5: Mechanical Model 6: Others 
Time varying covariates 
(lagged) 
4a 
(General) 
4b  
(Specific) 
5a 
(General) 
5b  
(Specific) 
6a 
(General) 
6b 
(Specific) 
Num of MfG Est per 
10,000 population  
0.9999 
(.0015) 
1.3222** 
(.1723) 
1.0025* 
(.0013) 
1.0054** 
(.0024) 
1.0018 
(.0014) 
1.0028 
(.0028) 
Sqr of Num of MfG Est  0.7238 
(.1496) 
    
Number of PST Svcs Est 
per 10,000 population 
1.0027*** 
(.0006) 
1.0025*** 
(.0005) 
1.0004 
(.0004) 
1.0012*** 
(.0004) 
0.9999 
(.0004) 
1.0003 
(.0005) 
Patent Count by Firms per 
10,000 population 
1.0060*** 
(.0012) 
1.0200*** 
(.0022) 
1.0073*** 
(.0010) 
1.0431*** 
(.0118) 
1.0071*** 
(.0008) 
1.0636*** 
 (.0163) 
Num of Doctorates per 
10,000 population 
1.0031* 
(.0016) 
1.0398*** 
(.0121) 
1.0049*** 
(.0011) 
1.0229*** 
(.0043) 
1.0008 
(.0010) 
1.0217*** 
(.0056) 
University R&D (thous.) 1.0000 
(5.09e-08) 
1.0000** 
(4.16e-07) 
1.0000 
(2.68e-08) 
1.0000 
(5.08e-08) 
1.0000*** 
(2.87e-08) 
1.0000 
 (3.04e-07) 
Population (thous.) 1.0000*** 
(7.94e-06) 
1.0000*** 
(4.63e-06) 
1.0001*** 
(8.99e-06) 
1.0000*** 
(7.66e-06) 
1.0000** 
(3.91e-06) 
1.0000*** 
(3.82e-06) 
Num of Obs (event) 6681 (78 / 354) 6019 (102/340) 6699 (96/354) 
Log likelihood -381.7316 -375.2094 -528.2463  -531.0724 -493.8868 -504.6018 
Notes. Mfg Est and PST Svcs Est refer to manufacturing establishment and Professional, scientific, and technical 
services establishment, respectively. All time-varying covariates are lagged one year and interacted with the analysis 
time. Robust standard errors are reported in parenthesis. The Breslow method is used for ties. ***Significant at the 
0.01 level, **significant at the 0.05 level and *significant at the 0.1 level. 
Looking at the time-varying covariates, interesting findings are presented in Tables 4-1a 
and 4-1b. To determine whether the models with a quadratic term fit significantly better than the 
models without a quadratic term, Likelihood Ratio test is performed. Quadratic terms are then 
excluded from the analysis if the test result is significant at 90%, 95% or 99% level. The 
estimation results show that industrial structure can play a role in the diffusion of 3D printing. 
However, unlike the author’s conjecture, not all covariates of industrial structure follow 
nonlinearity. The hazard ratios in the chemical category and the drugs and medical category 
reveal nonlinear relationship. A one-unit increase in the number of establishments per 10,000 
population in either the chemical category or the drugs and medical category raises the 
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probability that a metropolitan city is expected to generate the first 3D printing in the 
corresponding category over the baseline rate. The quadratic term of this variable is less than 1, 
indicating that the probability decreases when the variable is beyond a certain unit. Overall, this 
implies that there might be a critical mass or peak point that maximizes the probability of 
creating the first 3D printing patent by the six groups in the chemical category and the drugs and 
medical category. 
The number of professional, scientific, and technical services establishments per 10,000 
population appears positively associated with an increase in the probability that MSAs develop 
the first 3D printing patent in most technological categories, except the others category. For 
instance, a one-unit increase in this variable raises the probability of an MSA creating the first 
medical and drugs-relevant 3D printing patent or the first electrical-relevant 3D printing patent 
by about 0.2% or 0.3% over the baseline hazard ratio, respectively. Most hazard ratios are 
statistically significant at 95 or 99% level. 
The number of patents by firms per 10,000 population, as the measure of the regional 
stock of knowledge, appears positively associated with an increase in the probability of a 
metropolitan area creating the first 3D printing patent. For instance, a one-unit increase in the 
number of chemical-related patents per 10,000 population raises the probability of an MSA 
generating the first chemical-relevant 3D printing patent by about 9.0% over the baseline rate. 
All hazard ratios of either the number of general patents per 10,000 population or the number of 
specific patents per 10,000 population, which correspond to each technological category are 
greater than 1 and statistically significant at 99% level.  
Positive and significant effects of the number of doctorates are also found in Tables 4-1a 
and Table 4-1b. Regarding the number of doctorates with any science and technology majors per 
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10,000 population, a one-unit increase in this variable raises the probability that an MSA creates 
the first 3D printing patent in most of the six main technological categories, except the 
computers and communications, the drugs and medical category and the others category, over 
the baseline hazard ratio. All hazard ratios are statistically significant at 90, 95, or 99% level. 
Consistent with expectations, when it comes to the number of doctorates with majors 
corresponding to each of the six main technological fields per 10,000 population, most hazard 
ratios are greater than 1 and statistically significant. However, note that hazard ratios in the 
chemical category and the drugs and medical category are not statistically significant. 
According to the results in Tables 4-1a and 4-1b, university R&D spending on science 
and technology appears important to the diffusion of 3D printing in only some technological 
categories. The hazard ratios in the chemical category, the drugs and medical category, the 
electrical and electronics category and the others category, presented in 1a, 1b, 3b, 4b and 6a in 
Tables 4-1a and 4-1b, are statistically significant at 95% or 99% level. 
Tables 4-2a and 4-2b present estimations resulting from the extended Cox model that 
predict the influence of covariates on the diffusion of 3D printing by user firms. Similar to the 
results in Table 4-1a and 4-1b, the estimations reveal that industrial structure, the regional stock 
of knowledge, and human capital can play a pivotal role in the diffusion of 3D printing by user 
firms. 
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Table 4-2a 
 
Estimating the Likelihood of an MSA Developing the First 3D Printing Patent by User Firm in the 
Chemical, the Computers and Communications, and the Drugs and Medical Category in Relation to the 
Base Hazard 
 
Model 1: Chemical Model 2: Com & Comm Model 3: Drugs & Med 
Time varying covariates 
(lagged) 
1a 
(General) 
1b 
(Specific) 
2a 
(General) 
2b 
(Specific) 
3a 
(General) 
3b 
(Specific) 
Num of MfG Est per 10,000 
population 
1.0037*** 
(.0012) 
1.3411*** 
(.1184) 
1.0015 
(.0020) 
1.1493*** 
(.0476) 
1.0029*** 
(.0012) 
1.2501** 
(.1270) 
Sqr of Num of MfG Est  0.7881** 
(.9000) 
 0.9505** 
(.0219) 
 0.8827* 
(.0668) 
Number of PST Svcs Est 
per 10,000 population 
1.0000 
(.0005) 
1.0007 
(.0004) 
1.0026*** 
(.0006) 
1.0019*** 
(.0007) 
1.0027*** 
(.0005) 
1.0021*** 
(.0005) 
Patent Count by Firms per 
10,000 population 
1.0078*** 
(.0011) 
1.1085*** 
(.0121) 
1.0080*** 
(.0011) 
1.0145*** 
(.0022) 
1.0035*** 
(.0011) 
1.0656*** 
(.0133) 
Num of Doctorates per 
10,000 population 
1.0031*** 
(.0009) 
1.0066 
(.0067) 
1.0009 
(.0020) 
1.0136 
(.0137) 
1.0007 
(.0016) 
0.9985 
(.0064) 
3D Printing Patents by 
UNIV 
1.0141 
(.0152) 
1.0129 
(.0132) 
0.9980 
(.0163) 
0.9966 
(.0174) 
1.0071 
(.0194) 
1.0134 
(.0195) 
3D Printing Patents by 
3DPM 
0.9859 
(.0126) 
0.9947 
(.0115) 
1.0946*** 
(.0253) 
1.0924*** 
(.0253) 
0.9999 
(.0047) 
0.9998 
(.0043) 
3D printing Patents by IND 0.9921 
(.0156) 
0.9850 
(.0149) 
0.9934 
(.0250) 
0.9958 
(.0228) 
1.0243 
(.0181) 
1.0240 
(.0175) 
University R&D (thous.) 1.0000** 
(3.13e-08) 
1.0000* 
(2.97-07) 
1.0000 
(2.51e-08) 
1.0000 
(3.26e-07) 
1.0000** 
(2.40e-08) 
1.0000 
(4.37e-08) 
Population (thous.) 1.0000*** 
(6.27e-06) 
1.0000*** 
(5.09e-06) 
1.0000*** 
(7.01e-06) 
1.0000*** 
(6.05e-06) 
1.0000*** 
(3.81e-06) 
1.0000*** 
(3.91e-06) 
Num of Obs (event) 6453 (70 / 346) 6660 (66/347) 6851 (70/353) 
Log likelihood -349.1499 -337.2303 -323.2015 -318.8765 -342.0810 -334.3687 
Notes. Mfg Est and PST Svcs Est refer to manufacturing establishment and Professional, scientific, and technical 
services establishment, respectively. All time-varying covariates are lagged one year and interacted with the analysis 
time. Robust standard errors are reported in parenthesis. The Breslow method is used for ties. ***Significant at the 
0.01 level, **significant at the 0.05 level and *significant at the 0.1 level. 
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Table 4-2b 
 
 Estimating the Likelihood of an MSA Developing the First 3D Printing Patent by User Firm in the 
Electrical and Electronics, the Mechanical, and the Others Category in Relation to the Base Hazard 
 
Model 4: Electrical Model 5: Mechanical Model 6: Others 
Time varying covariates 
(lagged) 
4a 
(General) 
4b 
(Specific) 
5a 
(General) 
5b 
(Specific) 
6a 
(General) 
6b 
(Specific) 
Num of MfG Est per 10,000 
population 
0.9998 
(.0017) 
1.3341** 
(.2161) 
1.0028** 
(.0013) 
1.0237** 
(.0103) 
1.0026* 
(.0015) 
1.0025 
(.0035) 
Sqr of Num of MfG Est  0.7174 
(.1926) 
 0.9984* 
(.0008) 
  
Number of PST Svcs Est 
per 10,000 population 
1.0025*** 
(.0006) 
1.0024*** 
(.0006) 
0.9999 
(.0005) 
1.0006 
(0.0004) 
1.0001| 
(.0004) 
1.0003 
(.0005) 
Patent Count by Firms per 
10,000 population 
1.0078*** 
(.0014) 
1.0228*** 
(.0028) 
1.0093*** 
(.0010) 
1.0550*** 
(.0124) 
1.0076*** 
(.0008) 
1.0742*** 
(.0177) 
Num of Doctorates per 
10,000 population 
1.0007 
(.0021) 
1.0213* 
(.0117) 
1.0034** 
(.0014) 
1.0104* 
(.0059) 
1.0013 
(.0008) 
1.0133*** 
(.0048) 
3D Printing Patents by 
UNIV 
0.9994 
(.0054) 
1.0022 
(.0054) 
1.0030 
(.0191) 
1.0128 
(.0174) 
1.0129 
(.0212) 
1.0149 
(.0215) 
3D Printing Patents by 
3DPM 
1.0383*** 
(.0127) 
1.0303** 
(.0127) 
1.0207 
(.0157) 
1.0200 
(.0157) 
0.9705 
(.0257) 
0.9732 
(.0279) 
3D printing Patents by IND 1.0029 
(.0164) 
0.9943 
(.0186) 
1.0238 
(.0280) 
1.0259 
(.0270) 
1.0143 
(.0288) 
1.0154 
(.0275) 
University R&D (thous.) 1.0000 
(3.61e-08) 
0.9999 
(3.47e-07) 
1.0000 
(5.15e-08) 
1.0000*** 
(4.24e-08) 
1.0000*** 
(1.31e-08) 
1.0000 
(2.67e-07) 
Population (thous.) 1.0000*** 
(5.95e-06) 
1.0000*** 
(4.24e-06) 
1.0000*** 
(8.87e-06) 
1.0000*** 
(5.83e-06) 
1.0000*** 
(4.14e-06) 
1.0000*** 
(4.10e-06) 
Num of Obs (event) 6862 (69 / 357) 6336 (90 / 346) 6863 (80/355) 
Log likelihood -325.4636 -322.4872 -462.9137 -468.5480 -406.8710 -414.9737 
Notes. Mfg Est and PST Svcs Est refer to manufacturing establishment and Professional, scientific, and technical 
services establishment, respectively. All time-varying covariates are lagged one year and interacted with the analysis 
time. Robust standard errors are reported in parenthesis. The Breslow method is used for ties. ***Significant at the 
0.01 level, **significant at the 0.05 level and *significant at the 0.1 level. 
As shown in Tables 4-2a and 4-2b, there might be a critical mass of firms that maximizes 
the probability of creating the first invention by user firms. To determine whether the models 
with a quadratic term fit significantly better than the models without a quadratic term, likelihood 
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ratio test is performed. Quadratic terms are then excluded from the analysis if the test result is 
significant at 90%, 95%, or 99% level. Similar to the results in Table 4-1a and 4-1b, a linear 
relationship exists between industrial structure and the probability of creating the first 3D 
printing patent by user firms in some categories. However, there is a strong nonlinearity in the 
chemical category, the computers and communications category, the drugs and medical category, 
the electrical and electronics category, and the mechanical category. It should be noted that the 
hazard ratio of the quadratic term in the electrical and electronics category is statistically 
insignificant. For instance, a one-unit increase in the number of establishments per 10,000 
population in the drugs and medical category, the chemical category, the computers and 
communications category, or the mechanical category raises the likelihood that an MSA is 
expected to create the first 3D printing by user firms in the corresponding category over the 
baseline rate. The hazard ratios of the quadratic term of the variable in each of the categories are 
less than 1, indicating that the likelihood decreases when the variable is beyond a certain unit. 
The estimation results show that the number of professional, scientific, and technical 
services establishments per 10,000 population is positively related to an increase in the 
probability that MSAs develop the first 3D printing patent in the computers and communications 
category, the drugs and medical category, and the electrical and electronics category. For 
instance, a one-unit increase in this variable raises the probability of an MSA creating the first 
computer-relevant, the first medical and drugs-relevant, or the first electrical-relevant 3D 
printing patent by about 0.2% or 0.3% over the baseline hazard ratio. The hazard ratios are 
statistically significant at 99% level. 
The results demonstrate that the number of patents by firms per 10,000 population is also 
positively associated with the diffusion of 3D printing by user firms. Either the number of 
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general patents per 10,000 population or the number of specific patents per 10,000 population 
raises the likelihood of MSAs developing the first 3D printing by user firms in all the six 
technological categories over the baseline hazard rate. All hazard ratios are statistically 
significant at 99% level 
The number of doctorates per 10,000 population is found to be an important factor for the 
diffusion of 3D printing by user firms in the chemical category, the electrical and electronics 
category, the mechanical category and the others category. Looking at the diffusion of 3D 
printing in the computers and communications category and the drugs and medical category, the 
results show that both hazard ratios of the number of doctorates per 10,000 population associated 
with any science and technology majors, or with a major corresponding to the drugs and medical 
category are statistically insignificant. The hazard ratio of the number of doctorates per 10,000 
population in model 1b is statistically insignificant, whereas the number of doctorates per 10,000 
population with any science and technology majors in model 1a has a positive and significant 
effect, raising the hazard ratio by 0.31% over the baseline rate for every one-unit increase in this 
variable  
Turning to 3D printing patents by 3D printer manufacturers, universities, and individual 
inventors, the result demonstrates that 3D printer manufacturers can play a relatively critical role 
in the diffusion of 3D printing by user firms in the computers and communications category, and 
the electrical and electronics category. For instance, a one-unit increase in the number of 3D 
printing patents by 3D printer manufacturers in model 2b raises the likelihood of MSAs creating 
the first 3D printing patent by user firms in the computers and communications category by 
about 9.2% over the baseline rate. Emerging technologies might not be widely used at the 
beginning because they are unfamiliar technologies for firms and other groups. If the technology 
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fails to become prevalent, then it would likely disappear, as did the Betamax videocassette 
recorder (Arthur, 1990). In a similar vein, perhaps, 3D printer manufacturers might have been 
trying to spread 3D printing as soon as possible to maximize their profits and keep their 
businesses, which affects the diffusion of 3D printing by user firms in some technological 
categories.  
However, contrary to expectation, universities’ inventive activity regarding 3D printing 
does not have any effect on the diffusion of 3D printing by user firms in all technological 
categories, although most hazard ratios are greater than 1. Similarly, with respect to individual 
inventors’ 3D printing patent activity, all hazard ratios in all the six technological categories are 
not statistically significant, indicating that individual inventors are less important to the diffusion 
of 3D printing by user firms. 
According to the results in Tables 4-2a and 4-2b, university R&D spending on science 
and technology plays a role in the diffusion of 3D printing by user firms in the chemical category, 
the drugs and medical category, the mechanical category and the others category. The hazard 
ratios in 1a, 1b, 3a, 5b, and 6a in Tables 4-2a and 4-2b are greater than 1 and are statistically 
significant at 90, 95, or 99% level. 
Figure 4-1 presents the estimated probability over the baseline rate from the distribution 
of the number of manufacturing establishment per 10,000 population, corresponding to the 
chemical category, the computers and communications the drugs and medical category, the 
electrical and electronics category, or the mechanical category in MSAs. To investigate the 
initial probability of MSAs creating the first 3D printing patent, the minimum and maximum 
value in 1991 is used. As the number of establishment per 10,000 population increases, the 
estimated probability of MSAs developing the first 3D printing patent in the corresponding 
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category increases. However, it decreases when the values of the covariates exceed a certain 
critical mass. Although the effect of a decrease after a certain mass might be slightly marginal in 
some technological categories, this result sheds a new empirical light on the effect of industrial 
structure on the diffusion of emerging technology across regions and presents the need for new 
research on the importance of industrial structure. 
The Six Groups 
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Drugs & Medical 
 
Mechanical 
  
Figure 4-1. The Estimated Probability over the Baseline Rate Based on the Distribution of the Number of 
Establishment per 10,000 Population in MSAs Note. The 50th percentile of the number of establishment per 10,000 
population in the chemical category, 1991 is zero. 
Figure 4-2 summarizes the estimated probability over the baseline for every one-unit 
increase in general patent count, or patent count related to each of the technological categories, 
when assuming that all other factors are equal. In most cases, as expected, the effects are greater 
for every one-unit increase in the patent count per 10,000 population close to 3D printing in each 
of the six main technological categories than general patent count per 10,000 population. This 
indicates that the diffusion of this technology is more influenced by technologically related 
factors, and thus is perceived as strong path dependencies. With respect to the diffusion of 3D 
printing by user firms, interestingly, the gap between the probability of general patent count and 
the probability of the specific patent count is largest in the chemical category. Regarding the 
diffusion of this emerging technology, considered a nascent stage of the development of 
emerging technology-related works, chemical technology-related invention appears to have more 
path-dependent characteristics. Considering the probability of MSAs developing the first 3D 
printing patent in the computers and communications category led by the six groups or user 
firms, the gap is relatively small, which implies that regarding the regional knowledge, the 
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diffusion of 3D printing in the computers and communications category appears less path 
dependent characteristics. 
The Six Groups User Firms 
  
Figure 4-2. The Estimated Probability over the Baseline Rate for Every One-Unit Increase in General Patent Count 
per 10,000 population, or Patent Count per 10,000 population Corresponding to Each of the Six Main Technological 
Categories Notes. ***Significant at the 0.01 level, **significant at the 0.05 level and *significant at the 0.1 level  
Figure 4-3 summarizes the estimated probability over the baseline for every one-unit 
increase in the number of doctorates per 10,000 population with any science and technology 
(S&T) related majors, or the number of doctorates per 10,000 population with majors 
corresponding to each of the technological categories, when assuming that all other things are 
equal. Similar to the result in Figure 4-2, unsurprisingly, the probability is higher for every one-
unit increase in the variable technologically close to each of the six technological categories than 
the variable with any S&T related majors. It should be noted that unlike the number of patent 
counts by firms per 10,000 population, some hazard ratios are statistically insignificant. Overall, 
the result also demonstrates that the diffusion of this emerging technology does not occur 
coincidentally, but appears a pronounced path-dependent characteristic in some technological 
categories. Assuming that other things are equal, MSAs with greater skilled labor in relation to 
3D printing in one of the six technological categories have a higher absorptive capacity and a 
higher probability of patenting the first 3D printing in the corresponding technological category. 
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The Six Groups User Firms 
  
Figure 4-3. The Estimated Probability over the Baseline Rate for Every One-Unit Increase in the Number of 
Doctorates per 10,000 population with Any Science and Technology Majors, or the Number of Doctorates per 
10,000 population with Majors Corresponding to Each of the Six Main Technological Categories Notes. 
***Significant at the 0.01 level, **significant at the 0.05 level and *significant at the 0.1 level. 
 
VI. Conclusions 
Since Charles Hull filed the first commercial 3D printing patent in 1984, various groups 
have engaged in the development of 3D printing in different places, leading to the geographic 
spread of this technology across the 366 U.S. MSAs. Existing studies provide a clear insight into 
how to facilitate the development of new industrial and technological activity. The process of the 
diffusion of emerging technology, considered a nascent stage of path dependence, has not yet 
been clearly answered. This paper investigated how 3D printing, as emerging technology, has 
diffused across regions. 
The intriguing finding was the role of industrial structure in the diffusion of 3D printing. 
Although a linear relationship existed between industrial structure in most of the six 
technological categories and the probability of creating the first 3D printing patent, a nonlinear 
relationship was found in the computers and communications, the drugs and medical category, 
the electrical and electronics category and the mechanical category. Raising more questions 
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about industrial structure, at least, the attempts and findings in this paper casted a new light on 
the role of industrial structures that has received comparatively little attention in the diffusion of 
emerging technologies. This paper has also opened up the possibility of further empirical 
research on the effect of industrial structure. There must be a need to test the impact of industrial 
structure on the diffusion of other emerging technologies, such as nanotechnology or rDNA, to 
secure external validity. 
As indicated in the literature, the regional stock of knowledge and human capital can play 
a role in the diffusion of 3D printing. The results indicate that MSAs with higher levels of 
general regional factors were considered to have a higher probability of patenting 3D printing 
than those with a lack of general regional factors. It should be highlighted that the effects of the 
specific technology-related regional factors on the diffusion of 3D printing were greater than the 
effects of general regional factors. Therefore, assuming that all other things are equal, 
metropolitan areas with regional factors technologically close to one of the six main 
technological categories were considered to have a higher likelihood to creating the first 3D 
printing. In other words, regarding this technology, MSAs are more likely to diversify into a new 
technological activity, which is technologically close to their existing routes of industrial and 
technological activity. 
This paper contributes to evolutionary economic geography regarding the process by 
which emerging technology diffuses throughout the 366 U.S. metropolitan regions, especially by 
providing empirical evidence on how industrial structure can play a pillar role in the spatial 
spread of 3D printing. The geographic diffusion of 3D printing has not been coincidental, but 
largely influenced by activities and industrial structure technologically linked to this emerging 
technology. The greater the regional activities that are close to this technology, the higher the 
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likelihood of an MSA creating the first 3D printing patent. A region is better positioned to adopt 
emerging technology earlier if its regional activities are highly relevant and highly active. It 
should be noted, however, if too many firms in a given population size are present, these effects 
might be reduced. Overall, the diffusion of emerging technology might be strongly subject to 
place dependencies, which can explain why emerging technology diffuses in some regions 
earlier than in other and benefits greatly from the first mover advantage.  
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CHAPTER 5: UNDERSTANDING THE DETERMINANTS OF CONSTRUCTING A 
COMPETITIVE ADVANTAGE FOR EMERGING TECHNOLOGY  
 
I. Introduction 
As historical examples, such as information technology, suggest that emerging 
technology not only serves as a platform for the development of new industries, but also provides 
greater opportunity for existing economic sectors to participate in the development, create new 
inventions, promote technological changes, and transform regional economies. If a region is 
successful in encouraging existing economic sectors to engage in development of emerging 
technology and inducing them to create more knowledge, it could increase a probability of 
gaining a competitive advantage that might provide a platform for a long-term and sustainable 
growth. Thus, for the revitalization of regional economies, the key is to understand how a region 
promotes the engagement of existing industrial sectors and ultimately how a region establishes a 
competitive advantage for emerging technology. 
Evolutionary economics has received attention from many economic geographers who 
are eager to answer questions about the process by which the development of emerging 
technology in a region occurs. Many scholars have argued the importance of pre-existing 
regional activities, often emphasizing technological relatedness or related variety (Boschma & 
Frenken, 2011). The concept is built upon the idea that a high degree of technological relatedness 
promotes more knowledge sharing and knowledge-transfer among related sectors, and creates 
emerging technology-related works that ultimately help regions diversify into a new 
technological trajectory (Asheim et al., 2011; Boschma et al., 2013; Tanner, 2015). 
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Pre-existing conditions and activities are crucial because they can play a role in a 
platform and serve as seeds to facilitate the invention and innovation of emerging technology. 
However, relatively more visible entities can play a role in the development of emerging 
technology, and can be conducive to encouraging existing industrial sectors to create new 
knowledge, and thus to constructing a competitive advantage for emerging technology. For 
instance, universities or individual inventors can cultivate a buzz around emerging technology by 
creating inventions and promoting knowledge spillover that positively influences economic 
actors engaging in the development of emerging technology. Assuming that emerging 
technology is considered as tools, toolmakers, or producers could help firms, which are located 
in the immediate area of the producers and intend to use the tools, through vibrant interaction 
(Lundvall, 2016). As a result, the use of emerging technology will become prevalent in a region, 
and knowledge that is more useful in relation to emerging technology will be created. From the 
knowledge sharing of various actors through formal and informal channels, more firms in 
existing economic sectors will engage in the development of emerging technology and create 
new invention, and the region will be able to successfully construct a competitive advantage for 
emerging technology. Despite possible explanations, relatively few studies have paid attention to 
the relative role of these visible entities. Effective policies that help a region create emerging 
technology-related knowledge and construct a competitive advantage for emerging technology 
are often unclear.  
This paper investigates the aforementioned factors that affect establishing a competitive 
advantage for emerging technology. The focus is on 3D printing. Using patent information, the 
invention of 3D printing is identified. Coagglomeration of invention in different types of 
technological sectors in 3D printing is expected, just as a coagglomeration of patents in different 
  
 
89 
technological types appeared in the Bay area, home to rDNA technology (Forman et al., 2016). 
Thus, this paper does not separate 3D printing inventions by technological types and considers 
3D printing inventions in all technological types of inventions. Although 3D printing patents 
have been developed by a variety of groups, the paper mainly pays attention to 3D printing 
patents created by user firms. This focus was chosen is because user firms can play a major role 
in leading technological change and transforming regional economies by creating new inventions 
that lead to technological change. Using a fixed-effects model, the paper first investigates the 
factors that influence inventive activity in 3D printing. Using the extended Cox hazard model, 
this paper then sheds empirical light on the determinants of influencing the timing of MSAs 
establishing a competitive advantage for 3D printing of user firms. 
 The rest of the paper proceeds as follows. In the next section, the theoretical framework 
for the empirical analysis is reviewed. Section 3 discusses research design. The empirical results 
are then presented. The last section summarizes the findings and discusses their implications. 
 
II. Self-Reinforcing Mechanism as the Process to Promote Inventive Activity in Emerging 
Technology 
The geographic distribution of inventive activity regarding emerging technology appears 
to be disproportionally spread throughout regions, and tends to be concentrated in a relatively 
small number of regions. For instance, Feldman and Lendel (2010) investigated the geography of 
optical science in the United State according to a set of International Patent Classes and found 
that inventive activity was geographically concentrated in well-known cities. Using the case of 
rDNA technology, Feldman et al. (2015) confirmed that rDNA inventions tended to be clustered 
in the San Francisco, Boston, New York, and San Jose metropolitan areas, which are widely 
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recognized as the Nation’s loci of innovation. Given the evidence that only well-known 
innovative cities are winners and have a competitive advantage for emerging technology, there 
will be factors that stimulate the development of emerging technology. 
Given that regions are highly complex systems (Martin & Sunley, 2011), the 
development of emerging technology, and thus the establishment of a competitive advantage, 
might not be solely spurred by the accumulation of competence and economic activity in the past 
(Martin & Sunley, 2006). New knowledge and activities among agents who can mobilize the past 
to generate new ideas, especially emerging technology-related works, can play a more significant 
role than economic activity from pre-existing conditions (Garud et al., 2010). Perhaps, firms and 
entrepreneurs who intend to engage in the development of emerging technology are more likely 
to move to regions where the existing knowledge is technologically close to emerging 
technology. However, regions with a greater number of emerging technology-related research 
activities, know-how, or tacit knowledge are more likely to attract them. This is because, through 
formal and informal channels, firms and local or nonlocal entrepreneurs can immediately learn 
how to combine existing technologies and ideas with emerging technology.  
From the concept of Arthur’s (1990) “positive feedback,” Martin (2010) argued that the 
prevalent use of a product, technology, or practice could amplify the expectation of further 
prevalence. Similarly, it can be argued that the widespread use of emerging technology in a 
region could amplify the expectation of further use. Consequently, inventive activity regarding 
emerging technology will become locked-in through these positive loops or virtuous cycles 
(Martin & Sunley, 2006; Martin & Sunley, 2012). Although the preexisting conditions in a 
region can be conducive to the diversification process of the development of emerging 
technology, new technological activities in relation to emerging technology can enhance more 
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knowledge-sharing and spillovers, and spur the further expectation of inventive activity (Arthur, 
1990; Martin, 2010; Vergne & Durand, 2010; Martin & Sunley, 2012). Consequently, these 
activities can help a region establish a competitive advantage for emerging technology. 
The fundamental question is to identify the agents of change that contribute to the 
creation of emerging technology-related works, that act as catalysts for firms and entrepreneurs 
to participate in the development, and that help a region establish a competitive advantage. First, 
universities can serve as catalysts for the development of emerging technology, as well as the 
diffusion of technology in a region, although the existence of local universities is often regarded 
as a necessary condition (Feldman & Kogler, 2010; Koo & Choi, 2013). Universities seek basic 
science or nonscience knowledge to answer very fundamental questions of natural or other 
phenomena in general, but they have also become actively involved in the commercialization of 
technology, such as biotechnology (Etzkowitz et al., 2000; Vallas & Kleinman, 2008). Taking 
the case of the biotechnology industry in Taiwan from 2002 to 2012, for instance, Chen and Lin 
(2016) proved the importance of universities’ contributions to the creation of knowledge in the 
biotechnology sectors and to stimulating the development of a biotech industry. 
Furthermore, universities can contribute to the creation of new firms, focusing on 
emerging technology via the entrepreneurial activity of researchers and students (Salter & 
Martin, 2001; Coenen, 2007; Boh et al., 2012; Brachert et al., 2013; Hayter et al., 2016). New 
firm formation often occurs in spatial proximity to universities due to the benefits of knowledge 
spillover and a strong relationship between universities and firms (Audretsch & Stephan, 1996; 
Egeln et al., 2004; De Silva & McComb, 2012).  
Buenstorf et al. (2015) examined the emergence of the West German laser system 
industry between 1975 and 2005. Using the Cox proportional hazard model, they revealed that 
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the presence of universities and public research organizations dedicated to laser-relevant research 
promoted the first emergence of laser system producers. Using Poisson regressions, Darby and 
Zucker (2003) pointed out that the entry of nanotechnology-related firms was more likely to 
occur in a region where, and when, scientists published novel and breakthrough research papers. 
Employing an industry dataset in Texas, De Silva and McComb (2012) revealed the evidence 
that new start-ups tended to be proximate to a research institution. Brachert et al. (2013) revealed 
that the rapid spatial concentration of the solar industry in eastern Germany occurred because of 
strong networking between firms and universities, as well as among firms.  
This empirical evidence suggests that universities and their inventions can contribute to 
the development of emerging technology by providing a technological foundation for existing 
firms, potential firms, or local entrepreneurs through licensing agreements, or formal and 
informal networks, and by affecting new firm formation. Consequently, universities can promote 
the inventive activity of firms, and thus the establishment of a competitive advantage for 
emerging technology of user firms. 
Second, individual inventors and producers can foster inventive activity around emerging 
technology, affect inventive activity of user firms, and thus increase the likelihood of a region 
constructing a competitive advantage for emerging technology of user firms. Although individual 
inventors’ work is often considered as less important than formal research or firms’ work 
(Macdonald, 1986; Schneider, 2012), individual inventors can play a role in contributing to 
increasing the demand for the use of emerging technology by doing research for licensing or 
starting a new business (Von Hippel, 1976; Veer & Jell, 2012; Archibugi et al., 2013; Schwartz 
et al., 2014).  
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Xu et al. (2012) examined the patents associated with coronary artery stent technology at 
a nascent stage of its development process and identified 245 granted patents issued between 
1984 and 1994. Although private entities created most of the patents (44.9% of the total), the 
patents by individual inventors account for 18.0% of the total. Using patent information provided 
by the EPO, the USPTO, and the Japanese Patent and Trademark Office during the period 1990 
to 2002, Dachs et al. (2011) investigated national patterns of technological specialization in 
South Korea, categorized six technological fields, and measured an index of Revealed 
Technology Advantage based on the patents from individuals and firms. They pointed out that 
vibrant activities from individual inventors were found in chemicals and pharmaceuticals. 
Individual inventors exhibited a higher Revealed Technology Advantage than other Chaebol, 
such as Samsung or LG. Thus, individual inventors can cultivate a buzz around emerging 
technology and the importance of individual inventors cannot be overlooked. 
Furthermore, producers can influence the inventive activity of firms. Assuming that 
emerging technology is seen as a tool for production processes or new product development, 
users (especially firms that use the tools) can benefit from producers by being located in a 
geographically close area (Lundvall, 1985; Laursen, 2012). Through interaction with producers 
(e.g., the exchange of ideas and information or cooperation) users can come up with better ideas 
about the applications of emerging technology and are expected to create more knowledge. For 
instance, Gertler (1995) examined the advanced manufacturing technologies in Southern Ontario, 
Canada. Using a survey and interviews, he argued that physical closeness between users and 
machinery producers was most important to the successful development and adoption of the 
technology because the producers could provide training and assistance (e.g., good service or 
spare parts) when they were in the same location.  
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III. Research Design 
This paper investigates the determinants of influencing the timing of an MSA 
establishing a competitive advantage for 3D printing of user firms. It first constructs the 
longitudinal panel data over 26 years between 1986 and 2011. The application year is used to 
capture the time of invention. MSAs with 3D printing patent activity by user firms are finally 
considered for the empirical analysis. The average time lag between the application year and 
grant year of patents has consistently risen since the first 3D printing patent. For instance, the 
average time lag in the 1980s, 1990s, and 2000s is about 1.7 years, 2.4 years, and 3.7 years, 
respectively. Considering the average time lag and the time of constructing the dataset, it can be 
expected that many 3D printing patent applications made between 2012 and 2016 could not be 
granted and still pending at the time of constructing data. If 3D printing patents granted and 
made between 2012 and 2016 are included, it would lead to bigger biased results from the right 
censoring of patent pending created between 2012 and 2016. Thus, the data are ended in 2011 to 
lessen the impact of right censoring. 
The main variables of interests are the number of 3D printing patents by universities, 
individual inventors, and 3D printer manufacturers in MSAs. Each patent has useful information 
about assignee name and inventors’ address. 3D printing patents were first allocated to each 
group according to the assignee name of each patent. 1/n of a patent created by universities, 
individual inventors, or 3D printer manufacturers is then allocated to the MSA of each of its n 
inventors.  
Control variables include the number of manufacturing establishment in MSAs, the 
number of professional, scientific, and technical services establishment, population, the number 
of patent by private firms, and the number of doctorates with science and technology majors in 
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the MSAs. Obtained from the QCEW, the number of manufacturing establishments, and the 
number of professional, scientific, and technical services establishments are determined 
according to the number of establishments with NAICS 31-33, and NAICS 54 in MSAs, 
respectively. The population, which is highly associated with other covariates, is included to 
control for the size of the MSAs. The number of patents by firms, obtained from Harvard 
Dataverse (Li et al., 2014), is controlled. In general, the more patents an MSA has, the higher its 
absorptive capacity to emerging technology and the higher the probability it would attain a 
threshold. The number of doctorates with science and technology majors (obtained from 
WebCASPAR) is included. A higher number of doctoral degrees in science and technology in an 
MSA is associated with a greater chance to invent 3D-printing-related works, which might 
increase probability for constructing a competitive advantage for 3D printing. The number of 
manufacturing establishments, the number of professional, scientific, and technical services 
establishments, the number of patents by private firms, and the number of doctorates are 
normalized according to the population in MSAs. 
First, this paper explores with a fixed-effects model the factors that influence inventive 
activity in 3D printing. A fixed-effect negative binomial or Poisson model might be appropriate 
for this analysis, but it is for count data. The dependent variable in a 3D printing database is 
continuous, not a count, because 1/n patents were allocated to the MSAs of each of its n 
inventors. Therefore, a proper methodology is either a fixed effects model or a random effects 
model. A fixed effect model assumes that group- or individual-specific effects might affect the 
dependent variable. Although a random effects model is more efficient, a fixed effect model is 
run to control for unobserved heterogeneity to prevent bias.  
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𝑌!" =   𝛼  +   𝛽!𝑋!!!! + 𝛽!𝑋!!!! + 𝛽!𝑋!!!! + 𝛽!𝑋!!!! + 𝛿𝑇𝑖𝑚𝑒𝐷!   +   𝛾𝑧!"!!   +   𝜆𝑀𝑆𝐴!   +   𝜀!"  
  
where 𝑌!" represent the number of 3D printing patents created by user firms, while 𝑋!!!!, 𝑋!!!!, and 𝑋!!!! are the number of 3D printing patent by universities, individual inventors, and 
3D printer manufacturers, respectively. 𝑧!"!! is the control variables including the number of 
patents by firms per 10,000 population, the number of doctorates with science and technology 
majors per 10,000 population, the number of manufacturing establishment per 10,000 
population, the number of professional, scientific, and technical services establishment per 
10,000 population and population in MSAs. Time dummies are included to control for the 
influence of year effects. All explanatory and control variables are lagged by 1 year to address 
endogenous problems. 
Second, this paper investigates with the extended Cox model the effects on the timing of 
an MSA establishing a competitive advantage for 3D printing of user firms. To capture when an 
MSA established an advantage for 3D printing of user firms, this paper uses the idea of location 
quotient (LQ). LQ is widely used to quantify how concentrated a specific industry, employment, 
or groups is in a region compared to the nation. Thus, the year with high LQ of 3D printing 
patent by user firms captures when a region establishes a competitive advantage compared to the 
national level. The number of 3D printing patent by user firms in an MSA, in a given year 
(3DPAT_MSA) relative to the number of patents by private firms in an MSA, in a given year 
(PFPAT_MSA) is compared to the total number of 3D printing patent by user firms in all MSAs, 
in a given year (3DPAT_ALL) relative to the number of patents by private firms in all MSAs, in 
a given year (PFPAT_ALL).The formula is as follows. 
Patent  LQ = (3DPAT_MSA/PFPAT_MSA)    (3DPAT_ALL/PFPAT_ALL)  
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If patent LQ is greater than 1, an MSA is considered establishing a competitive advantage 
for 3D printing of user firms in that year. However, in some cases, it is possible that some of 
MSAs achieved a high LQ only once, and they intermittently invented a 3D printing patent after 
that time. These unusual cases should be excluded. If patent LQ is greater than 1, if an MSA has 
inventive activity in 3D printing for at least 2 consecutive years after an MSA achieves a 
competitive advantage, and if an MSA spent more than half of its years developing the further 
inventive activity in 3D printing after the first year of constructing a competitive advantage, an 
MSA is considered to have constructed a competitive advantage for 3D printing of user firms in 
that year.  
𝜆   𝑡,𝑿 =   ℎ! 𝑡 exp(   𝛿!𝑋!𝑔(𝑡)!!!!! ) 
 where 𝜆   𝑡,𝑋  and ℎ! 𝑡   denote the hazard ratio that an MSA established a competitive 
advantage for 3D printing of user firms at time t and the baseline hazard, respectively. 𝑋!𝑔(𝑡) 
represents 𝑖!! of time-dependent variables including the main variables of interest and control 
variables. Time is the number of years after 1984 when a MSA established a competitive 
advantage for 3D printing of user firms. The dependent variable is binary with values of zero 
indicating years prior to constructing a competitive advantage. Although the longitudinal data 
contains variables between 1986 and 2011, for this empirical analysis, the data created between 
1991 and 2010 are used because one of the variables, the number of establishment, is available 
after 1990. In addition, LQ for 2011 cannot be measured because the private firm patent data 
from Harvard Dataverse (Li et al., 2014) is available only by 2010. The initial time at risk, which 
is 1984, is clearly known; there is no left censoring issue. All time-varying independent variables 
are lagged by 1 year to take into account endogenous problem. 
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IV. Estimation Results 
Table 5-1 presents estimations resulting from a fixed effects model that predict the effects 
of the explanatory variables on the number of 3D printing patent invented by user firms. Models 
1 and 2 are determined by the number of 3D printing patents invented by user firms between 
1986 and 2011 excluding the number of manufacturing establishments per 10,000 population, 
and the number of professional, scientific, and technical services establishments per 10,000 
population. Models 3 and 4 are focused on the number of 3D printing patents created by user 
firms between 1991 and 2011, including the variables.  
Table 5-1 
 
Estimating the Influence of the Factors on The Number of 3D Printing Patents by User Firms in MSAs 
Dependent variable: 3D printing patents by 
User Firms Model 1 Model 2 Model 3 Model 4 
Constant -2.2408*** 
(.6127) 
-1.8549*** 
(.5640) 
1.6215 
(1.3915) 
1.3722 
(1.5087) 
Independent variables (Lagged)     
3D printing patents by UNIV .5199*** 
(.1639) 
.5261*** 
(.1691) 
.2986** 
(.1263) 
.3067** 
(.0183) 
3D printing patents by IND .2924* 
(.1668) 
.2873* 
(.1662) 
.2113 
(.1734) 
.2089 
(.1767) 
3D printing patents by MFR .1019 
(.2408) 
.1096 
(.2279) 
.0210 
(.2040) 
.0183 
(.2025) 
Num of MfG Est per 10,000 population   -.2368*** 
(.0796) 
-.2200** 
(.0932) 
Number of PST Svcs Est per 10,000 population   .0008 
(.0138) 
.0051 
(.0165) 
Num of patents by Firms per 10,000 population .1672** 
(.0800) 
.2087** 
(.0879) 
.1737** 
(.0870) 
.1987** 
(.0956) 
Num of Doctorates per 10,000 population .0358 
 (.0437) 
.0131 
(.0432) 
.0415 
(.0686) 
.0196 
(.0635) 
Population (Thousand) .0021*** 
(.0005) 
.0017*** 
(.0005) 
.0015** 
(.0006) 
.0015** 
(.0007) 
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Dependent variable: 3D printing patents by 
User Firms Model 1 Model 2 Model 3 Model 4 
Time Dummies No Yes No Yes 
Num of Observations 4420 4420 3570 3570 
R-square 
Within 0.1677 0.1991 0.1535 0.1661 
Between 0.4454 0.4771 0.3657 0.3906 
Overall 0.1907 0.2187  0.1943 0.2088 
Notes. Mfg Est and PST Svcs Est refer to manufacturing establishment and Professional, scientific, and technical 
services establishment, respectively. All time-varying covariates are lagged one year. Robust standard errors are 
reported in parenthesis. ***Significant at the 0.01 level, **significant at the 0.05 level and *significant at the 0.1 
level. Year dummies are included but not reported. 
The result in all estimations indicates that 3D printing patents by universities can play a 
central role in promoting inventive activity of user firms in 3D printing. In model 4, the result 
suggests that each one-unit increase in the number of 3D printing patent by universities is 
associated with a .31 increase in the number of 3D printing patent by user firms. The coefficients 
in all estimations are positive and statistically significant at 95 or 99% level. This indicates that 
user firms are more likely to create 3D printing-related works in MSAs where a higher level of 
university R&D activities and inventions around 3D printing exists.  
The coefficients of individual inventors in Models 1 and 2 imply that individual inventors 
can promote inventive activity of user firms in 3D printing. Both coefficients are statistically 
significant at 90% level. Each one-unit increase in the number of 3D printing patent by 
individual inventors is associated with a .31 increase in the number of 3D printing patent by user 
firms. However, the coefficients in model 3 and 4 are positive, but statistically insignificant. 
Unlike the expectations, 3D printer manufacturer patents are less important. Although the 
coefficients in all estimations are positive, they are not statistically significant. 
Looking at the number of manufacturing establishment per 10,000 population in model 3 
and 4, the coefficients are statistically significant. However, they are negative, indicating that 
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each one-unit increase in the number of manufacturing establishment per 10,000 population is 
associated with a .22 decrease in the number of 3D printing patent by user firms. Nevertheless, 
the coefficients of the number of professional, scientific and technical services establishment per 
10,000 population in model 3 and 4 are positive, but statistically insignificant.  
The coefficients of the number of patents by firms per 10,000 population is statistically 
significant at 95% level, suggesting that in model 4 each one unit increase in this variable is 
associated with a .20 increase in the number of 3D printing patents by user firms. However, the 
effect of the number of doctorates with science and technology-related majors on the number of 
3D printing patent is statistically insignificant in all estimations.  
The models in Table 5-2 present the estimation results from the extended Cox hazard for 
161 MSAs. 
Table 5-2 
 
Estimating the Influence of the Factors on the Likelihood of an MSA Establishing a Competitive 
Advantage for 3D Printing of User Firms in Relation to the Baseline Hazard 
Time-varying covariates (Lagged) Model 1 Model2 Model3 Model 4 
3D Printing patents by UNIV 1.0546*** 
(.0151) 
  1.0499*** 
(.0161) 
3D Printing Patents by IND  1.0554* 
(.0339) 
 1.0418 
(.0392) 
3D printing patents by MFR   1.0650** 
(.0267) 
1.0676** 
(.0285) 
Num of MfG Est per 10,000 population 1.0015 
(.0019) 
1.0014 
(.0020) 
10014 
(.0021) 
1.0015 
(.0020) 
Num of PST Svcs Est per 10,000 population 1.0003 
(.0006) 
1.0005 
(.0007) 
1.0004 
(.0007) 
1.0003 
(.0007) 
Patent Count by Firms per 10,000 population 1.0063*** 
(.0017) 
1.0063*** 
(.0017) 
1.0064*** 
(.0017) 
1.0066*** 
(.0017) 
Number of Doctorates per 10,000 population 0.9977 
(.0022) 
0.9987 
(.0022) 
0.9987 
(.0021) 
0.9980 
(.0023) 
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Time-varying covariates (Lagged) Model 1 Model2 Model3 Model 4 
Population (Thous.) 1.0000*** 
(4.74e-06) 
1.0000*** 
(4.37e-06) 
1.0000 
(4.39e-06) 
1.0000*** 
(4.66e-06) 
Num of Obs (event) 2956 (51/161) 
Log likelihood -197.165 -198.3107 -198.3870 -195.2998 
Notes. Mfg Est and PST Svcs Est refer to manufacturing establishment and Professional, scientific, and technical 
services establishment, respectively. All time-varying covariates are lagged one year and interacted with the analysis 
time. Robust standard errors are reported in parenthesis. The Breslow method is used for ties. ***Significant at the 
0.01 level, **significant at the 0.05 level and *significant at the 0.1 level. 
Looking first at the effect of 3D printing patents by universities, the results demonstrate 
that 3D printing patents invented by universities have a significant and positive effect. A one-
unit increase in 3D printing patent by universities raises the probability that an MSA constructing 
a competitive advantage for 3D printing over the baseline hazard by about 5 %, which is 
statistically significant at 99% level. In Model 2, individual inventors’ 3D printing patent can 
play a crucial role, raising the hazard ratio by 5.5% for every one-unit increase in this variable. 
The hazard ratio is statistically significant at 90% level. However, the significance of the 
covariate disappears in model 4 when the number of 3D printing patents by universities and the 
number of 3D printing patents by 3D printer manufacturers are included. The hazard ratios of the 
number of 3D printing patents by 3D printer manufacturers have also significant effect in Models 
3 and 4. A one-unit increase in 3D printing patent by 3D printer manufacturers raises the 
probability of an MSA establishing a competitive advantage over the baseline hazard by about 
6.7% in model 4. Both hazard ratios in Models 3 and 4 are statistically significant at 95% level. 
Looking at the control variables, the results show that the number of manufacturing 
establishment per 10,000 population and the number of professional, scientific and technical 
services establishment per 10,000 population does not have any effect and are statistically 
insignificant, although they are greater than 1. Furthermore, the hazard ratios of the number of 
doctorates per 10,000 population are statistically insignificant in all estimations, indicating that 
  
 
102 
the variable has no significant effect in all estimations. However, only private firms’ patent count 
in MSAs has a positive and significant effect in all estimations. A one-unit increase in the 
number of patents by private firms per 10,000 population raises the probability of MSAs 
constructing a competitive advantage by about 6.7% over the baseline rate.  
The models in Table 5-2 provide results from the extended Cox hazard for MSAs with 
relatively high 3D printing patents. High patenting MSAs are determined by the 70th percentile 
of the distribution of MSAs by 3D printing patent count of user firms created by 2010. The result 
shows that the hazard ratios of 3D printing patents by universities are greater than 1 and 
statistically significant at 95% level. A one-unit increase in 3D printing patent by universities 
raises the probability that an MSA establishes a competitive advantage for 3D printing over the 
baseline hazard by about 3.3 %. However, unlike the full sample models in Table 5-2, the 
covariates including the number of 3D printing patents either by individual inventors or by 3D 
printer manufacturers do not have any effect on MSAs constructing a competitive advantage for 
3D printing. 
The result in Table 5-3 demonstrates that the number of manufacturing establishment per 
10,000 population plays a role, whereas the hazard ratios are not statistically significant in the 
full sample models in Table 5-2. The number of manufacturing establishment per 10,000 
population raises the hazard ratio by 0.64% for every one-unit increase in this variable, which is 
statistically significant at 95% level. However, the number of professional, scientific and 
technical services establishment per 10,000 population is still statistically insignificant in all 
estimations, although the hazard ratios are greater than 1. The number of patents by private firms 
per 10,000 population remains also statistically significant as the full sample models in Table 5-
2. 
  
 
103 
Table 5-3 
 
Estimating the Influence of the Factors on the Likelihood of High Patenting MSAs Establishing a 
Competitive Advantage for 3D Printing of User Firms in Relation to the Baseline Hazard 
Time-varying covariates (Lagged) Model 1 Model2 Model3 Model 4 
3D Printing patents by UNIV 1.0319** 
(.0157) 
  1.0335** 
(.0156) 
3D Printing Patents by IND  1.0022 
(.0400) 
 0.9955 
(.0351) 
3D printing patents by MFR   1.0123 
(.0230) 
1.0171 
(.0238) 
Num of MfG Est per 10,000 population 1.0063** 
(.0027) 
1.0057** 
(.0025) 
1.0058** 
(.0025) 
1.0064** 
(.0027) 
Num of PST Svcs Est per 10,000 population 1.0023 
(.0018) 
1.0023 
(.0017) 
1.0023 
(.0017) 
1.0023 
(.0018) 
Patent Count by Firms per 10,000 population 1.0027* 
(.0015) 
1.0029** 
(.0014) 
1.0030** 
(.0014) 
1.0029* 
(.0015) 
Number of Doctorates per 10,000 population 0.9987 
(.0020) 
0.9982 
(.0019) 
0.9983 
(.0020) 
0.9988 
(.0020) 
Population (Thous.) 0.9999 
(5.09e-06) 
0.9999 
(4.66e-06) 
0.9999 
(4.72e-06) 
0.9999 
(5.12e-06) 
Num of Obs (event) 408 (44/48) 
Log likelihood -108.121 -108.880 -108.828 -108.015 
Notes. Mfg Est and PST Svcs Est refer to manufacturing establishment and Professional, scientific, and technical 
services establishment, respectively. All time-varying covariates are lagged one year and interacted with the analysis 
time. Robust standard errors are reported in parenthesis. The Breslow method is used for ties. ***Significant at the 
0.01 level, **significant at the 0.05 level and *significant at the 0.1 level. 
 
V. Conclusions 
Although many scholars have emphasized the importance of the preexisting conditions, 
such as accumulated knowledge or labor force, existing studies have overlooked the role of new 
activity regarding emerging technology in the driving force of the development of emerging 
technology. As a result, they have paid less attention to the role of agents of change that can 
contribute to cultivating a buzz around emerging technology and promoting the inventive activity 
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of user firms in emerging technology. Motivated by this limitation, this paper attempted to 
identify agents of change that can be devoted to self-reinforcing mechanisms in the development 
of emerging technology and that can help a region establish a competitive advantage for 
emerging technology of user firms. 
This paper investigated the case of 3D printing and employed patent information to 
identify inventive activity in 3D printing. To examine the relative role of different agents in the 
development of 3D printing, patents were classified according to assignees’ information: 3D 
printer manufacturers, user firms, universities, nonprofit organizations, government agencies, 
and individual inventors. Among different agents, this paper highlighted the role of universities, 
individual inventors and 3D printer manufacturers. 
The empirical results showed that the most important agents were universities focusing 
on the development of 3D printing. Universities’ knowledge regarding 3D printing stimulated 
inventive activity by user firms and played a critical role in constructing a competitive advantage 
for 3D printing in MSAs. Individual inventors’ inventive activity, as well as 3D printer 
manufacturers also contributed to establishing a competitive advantage for 3D printing in MSAs 
by cultivating a buzz around this technology.  
Considering the result, the key for the development of 3D printing and the construction of 
a competitive advantage for 3D printing is to encourage local entities, such as local universities 
or individual inventors to develop emerging technology-related works so that the use of 3D 
printing in a region becomes widespread. Of course, it should be noted that lack of local 
competence (e.g., knowledge, human capital, or the pre-existing structure of industry or 
institutions) may hinder this process, and local competence is never built in a day. Continuing to 
encourage local universities and entrepreneurs to participate in the development will help local 
  
 
105 
capacity building, which in turn raises the likelihood of the establishment of a competitive 
advantage for emerging technology. In addition, attracting 3D printer manufacturers in a region 
and encouraging local firms to interact with manufacturers may be a good option to help local 
firms and entrepreneurs learn new knowledge about 3D printing, and participate in the 
development of 3D printing. These efforts would in turn raise the likelihood of a region 
constructing a competitive advantage for 3D printing.  
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CHAPTER 6. CONCLUSIONS AND POLICY IMPLICATIONS 
The first commercially available 3D printing patent was filed in 1984 by Chuck Hull, 
once a vice president at Uvp and is now the executive vice president of 3D Systems. The 
adaptability of 3D printing in many industrial sectors, the competitive advantage over traditional 
manufacturing processes, and conceptual explorations of its disruptive nature have been well 
studied. However, in spite of its long history, little empirical research is available concerning 3D 
printing in detail, such as the geographic distribution of 3D printing and firms developing and 
inventing 3D printing. This lack of research has occurred because of difficulties and the lack of a 
robust approach for identifying this emerging technology. This dissertation fills these significant 
gaps by developing a unique approach to constructing 3D printing data, as well as by providing 
empirical evidence from the data. Using the data, it then develops and estimates the models to 
explain the process by which a region is successful in developing 3D printing and constructing a 
competitive advantage. This chapter is devoted to summarizing the main findings and suggesting 
policy implications from a more comprehensive perspective. 
First, using patent information, this study demonstrates that 3D printing inventions are 
concentrated in a relatively small number of metropolitan cities, such as Boston, New York, San 
Jose, or Los Angeles area. This is not surprising because they are well-known locations for 
innovation and invention that are related to top-notch research universities, high-tech industrial 
sectors, and thus are widely recognized as the innovative loci in the nation. This empirical 
evidence sheds a new light on forecasting regions where the development of 3D printing will be 
popular and where it will have a competitive advantage for 3D printing over other regions.  
 107 
 
Second, unlike the popular belief that the diffusion of breakthrough technology tends to 
follow a classic S-shaped curve, the study found that geographic diffusion of this technology 
across the 366 U.S. MSAs varies by technological categories. Perhaps, the timing of the 
adaptability of this technology depended on technological advancement and available materials 
for 3D printing. From a theoretical perspective, this unique finding contributes to the existing 
literature related to the geographic diffusion of radical innovation. An additional study should be 
conducted to support this argument.  
Third, this study suggests empirical evidence exists that 3D printing can be perceived as a 
GPT. Although interest is growing in 3D printing, and 3D printing is widely considered as a 
GPT, the existing literature displays little empirical evidence. Using the assignee name of each of 
3D printing patent, this study confirmed that the main contributors to develop 3D printing are 
user firms, who exist as firms or new firms that have engaged in developing 3D printing in 
different places and time. Using the assignee name of 3D printing patent by user firms and their 
NAICS codes, the study also found that the development of 3D printing takes place in a variety 
of distinct industrial sectors, not merely a specific sector. In addition, this finding implies that 3D 
printing provides greater opportunities for existing economic sectors to engage in the 
development of 3D printing, and thus to lead further technological changes for their production 
processes and new products. 
Fourth, the study finds that the geographic diffusion of 3D printing in different 
technological categories is not by serendipity or does not occur simultaneously. Rather it is 
largely influenced by regional activities and pre-existing industrial structure technologically 
close to 3D printing. This implies the path dependent characteristics of the geographic diffusion 
of this technology, making a theoretical contribution to evolutionary economic geography 
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regarding providing evidence of the process by which 3D printing diffuses throughout the 366 
U.S. metropolitan regions. Furthermore, this study identifies the effects of industrial structure, 
which has received comparatively little attention, on the likelihood of MSAs developing the first 
3D printing patent. Overall, the empirical result indicates that the diffusion of 3D printing might 
be strongly place-dependent, given that regions have different capabilities and technological 
trajectories. This result also suggests future empirical research about the role of industrial 
structure. 
Fifth, this study suggests that multiple local actors play a pivotal role in constructing a 
competitive advantage for 3D printing of user firms. In particular, it is confirmed that inventive 
activity by universities, individual inventors and 3D printer manufacturers cultivate a buzz 
around 3D printing and might attract local firms and entrepreneurs to engage in the development 
of 3D printing, which in turn helps a region establish a competitive advantage for 3D printing. 
Indeed, it is important to note that a region is not just a geographic space, but it is also a platform 
for future economic development, evolving over time through interactions among a variety of 
actors, including firms, entrepreneurs, public organizations, and other actors (Feldman, 2001; 
Feldman, & Lendel, 2010). Thus, the interaction of a variety of actors and components and its 
impact may be the key for the successful development of emerging technology. 
Policy makers often tend to pay less attention to their regional characteristics and pursue 
a one-size-fits-all approach or specific programs to create preconditions for the development of 
emerging technology or a GPT and revitalize their regional economies. A region tends to model 
itself after another successful region, pick the same fields, such as biotechnology and 
information technology, and invest in them to build a competitive advantage. For instance, using 
the same fields, a region could provide tax incentives to attract firms in the region (Buss, 2001), 
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offer seed money to firms, or purchase expensive laboratory equipment. However, faddish 
policies or one-size-fits-all approach might have a low chance of working well and might be 
counterproductive (Lambooy & Boschma, 2001; OECD, 2001). Indeed, these public efforts do 
not always produce desired outcome and likely fail (Lerner, 2009) because a region does not 
consider its spatial setting and regional absorptive capacity (Asheim et al., 2011). Policies that do 
not take into account interconnected regional components might not be a viable strategy for the 
successful development.  
From a policy perspective, this study suggests that policy researchers should consider 
various aspects of regional conditions for the successful development of emerging technology. 
As shown in Chapter 4, it is clear that lack of regional conditions would hamper inventive 
activity in this technology. In this sense, consistently building and improving regional capacity 
should be the first priority to introduce and develop successfully emerging technology in the 
future. It is never built in a day. The process of building basic capacity needs a longer time and 
investments (Feldman & Choi, 2015). Accordingly, state and local governments should take a 
critical role in carefully evaluating their regional strengths and weaknesses and developing 
policy tools, which are suitable for their regional context, to invigorate their regional capacity 
over time.  
3D printing, as a GPT, creates a totally new industry for a long-term and sustainable 
growth. However, as demonstrated in Chapter 3, it is important to highlight that 3D printing is 
more likely to provide various opportunities for distinct existing economic sectors to engage in 
the development, create new knowledge and lead technological changes. This implies that local 
firms and entrepreneurs can become user firms of emerging technology and play a critical role in 
leading the transformation of regional economies. The important policy implication for policy 
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makers is to understand how to encourage existing economic agents to diversify a new 
technological trajectory and to foster inventive activities. As shown in Chapter 5, note that local 
entities including universities, individual inventors, and 3D printer manufactures can play a 
crucial role, which implies that the development strategy might need to be understood as a more 
comprehensive perspective. Instead of borrowing and selecting from successful policy recipes 
that work in other regions, policy makers should actively interact with multiple economic actors, 
local universities, and entrepreneurs so that different economic agents are fully participating in 
the development strategy and building a competitive advantage. For instance, North Carolina’s 
Research Triangle Park, which is one of the well-known science parks in the United States, was 
as the result of interactions of multiple actors, not was not led solely by local and state 
governments (Link & Scott, 2003; Feldman, 2014). In this sense, the history of North Carolina’s 
Research Triangle Park may be a good exemplary to highlight the role of multiple local actors. 
Only some regions can welcome the successful development of emerging technology because 
they do not simply emulate one-size-fits-all policies, but they might interact with many actors, 
successfully constructing their own regional advantages over time. 
In conclusion, this dissertation contributes to the existing 3D printing studies by 
providing the basic statistics and empirical evidence. In particular, the novel approach for the 
construction of 3D printing will help guide scholars who attempt to study 3D printing and 
forecast the development of 3D printing and its impact on the economy. Furthermore, the results 
from the empirical models have significant implications for policy makers who plan to revitalize 
their regional economies based on 3D printing, a GPT or any other emerging technologies. 
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APPENDIX 
Appendix 1. Classification of Departments in the Six Main Technological Categories 
Technological Categories Departments 
Chemical Agricultural Sciences  
Chemical Engineering  
Chemistry  
Computer & Communications Computer Science  
Mathematics and Statistics 
 Drugs & Medical Biological Sciences  
Medical Sciences 
Other Life Sciences  
Electrical & Electronics  Electrical Engineering 
Mechanical Aerospace Engineering 
Industrial Engineering  
Materials Engineering 
Mechanical Engineering 
Other Engineering  
Others Astronomy  
Atmospheric Sciences  
Civil Engineering  
Earth Sciences  
Oceanography 
Other Geosciences  
Other Physical Sciences  
Physics 
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Appendix 2. Classification of NAICS in the Six Main Technological Categories 
Technological Categories North American Industry Classification System 
Chemical Petroleum and coal products manufacturing (324) 
Basic chemical manufacturing (3251) 
Resin, rubber, and artificial fibers manufacturing (3252) 
Agricultural chemical manufacturing (3253)  
Paint, coating, and adhesive manufacturing (3255)  
Soap, cleaning compound, and toiletry manufacturing (3256) 
Other chemical product and preparation manufacturing (3259) 
Computers & Communications Computer and electronic product manufacturing (334) 
Drugs & Medical Medical equipment and supplies manufacturing (3391) 
Pharmaceutical and medicine manufacturing (3254) 
Electrical & Electronics Electrical equipment and appliance mfg. (335) 
Mechanical Plastics and rubber products manufacturing (326) 
Nonmetallic mineral product manufacturing (327) 
Primary metal manufacturing (331) 
Fabricated metal product manufacturing (332) 
Machinery manufacturing (333) 
Transportation equipment manufacturing (336) 
Others Food manufacturing (311) 
Beverage and tobacco product manufacturing (312) 
Textile mills (313) 
Textile product mills (314) 
Apparel manufacturing (315) 
Leather and allied product manufacturing (316) 
Wood product manufacturing (321) 
Paper manufacturing (322) 
Printing and related support activities (323) 
Furniture and related product manufacturing (337) 
Other miscellaneous manufacturing (3399) 
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Appendix 3. Descriptive Statistics: Variables in the Analysis for Fixed-effect Models (n=4420) 
 
Mean Std. Dev. Min Max 
3D Printing patents by User Firms 0.516 2.024 0 36.5 
3D printing patents by Universities 0.083 0.449 0 8.979 
3D printing patents by Individual 
inventors 
0.049 0.259 0 4.333 
3D printing patents by 3D printer 
manufacturers 
0.083 0.803 0 26.037 
The num of MfG Est per 10,000 
population 
13.734 5.286 3.186 60.820 
The num of PST Svcs Est per 10,000 
population 
24.462 10.832 0 110.298 
Patent count by Firms per 10,000 
population 
2.416 3.830 0 48.262 
The number of Doctorates per 10,000 
population 
1.872 4.499 0 40.171 
Population (Thousand) 1065.274 2006.075 66.94 18897.11 
Note. Descriptive statistics for the number of Mfg Est per 10,000 population and the number of PST Svcs Est per 
10,000 population are based on 3570 observations between 1991 and 2011. 
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Appendix 4. The Number of 3D Printing Patents by Technological Categories and Sub-
Categories 
Category Sub-category Counts (%) 
Chemical 
Agriculture, Food, Textiles 7 (0.16%) 
Coating 128 (2.77%) 
Gas 18 (0.40%) 
Organic Compounds 20 (0.44%) 
Resins 108 (2.39%) 
Miscellaneous-chemical 354 (7.84%) 
Computers & Communications 
Communications  127 (2.81%) 
Computer Hardware & Software  412 (9.13%) 
Computer Peripherals  91 (2.02%) 
Information Storage  13 (0.29%) 
Drugs & Medical  
Drugs 95 (2.10%) 
Surgery & Medical Instruments  272 (6.03%) 
Biotechnology  70 (1.55%) 
Miscellaneous-Drug&Med  306 (6.78%) 
Electrical & Electronic  
Electrical Devices  33 (0.73%) 
Electrical Lighting  37 (0.82%) 
Measuring & Testing  77 (1.71%) 
Nuclear & X-rays  51 (1.13%) 
Power Systems  82 (1.82%) 
Semiconductor Devices  185 (4.10%) 
Miscellaneous-Elec.  132 (2.92%) 
Mechanical  
 
Materials Processing. & Handling  622 (13.78%) 
Metal Working 266 (5.89%) 
Motors, Engines & Parts  33 (0.73%) 
Optics  85 (1.88%) 
Transportation  14 (0.31%) 
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Category Sub-category Counts (%) 
Miscellaneous-Mechanical  66 (1.46%) 
Others  
Agriculture, Husbandry, Food  15 (0.33%) 
Amusement Devices  8 (0.18%) 
Apparel & Textile  14 (0.31%) 
Earth Working & Wells  22 (0.49%) 
Furniture, House Fixtures  6 (0.13%) 
Heating  11 (0.24%) 
Pipes & Joints  9 (0.20%) 
Receptacles  4 (0.09%) 
Miscellaneous-Others  724 (16.04%) 
Total 4,514 
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Appendix 5. A List of Top 20 Universities with 3D Printing Patents 
Name # of patents Percentage (%) 
Massachusetts Institute of Technology 97 17.45 
University of Texas System 45 8.09 
University of Southern California 34 6.12 
Georgia Tech 22 3.96 
California Institute of Technology 19 3.42 
University of Michigan at Ann Arbor 19 3.42 
The University of California system 15 2.70 
University of Illinois at Urbana-Champaign 15 2.70 
Harvard University 14 2.52 
Rensselaer Polytechnic Institute 12 2.16 
University of Nebraska 12 2.16 
Cornell University 9 1.62 
University of Pittsburgh 9 1.62 
Drexel University 8 1.44 
Princeton University 8 1.44 
University of Missouri 8 1.44 
Case Western Reserve University 7 1.26 
Rice University 7 1.26 
Arizona State University 6 1.08 
Clemson University 5 0.90 
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Appendix 6. A List of Top 10 Nonprofits Organizations with 3D Printing Patents 
Name # of patents Percentage (%) 
Massachusetts General Hospital 27 29.35 
The Charles Stark Draper Laboratory 15 16.3 
Mayo Foundation for Medical Education and Research 6 6.52 
The Aerospace Corporation 6 6.52 
The Cleveland Clinic Foundation 5 5.43 
Children's Medical Center Corporation 4 4.35 
Edison Welding Institute 4 4.35 
Southwest Research Institute 4 4.35 
UT-Battelle  4 4.35 
MUSC Foundation for Research Development 2 2.17 
Note: Nonprofits (NPCs) or nonprofit organizations (NFPCs) must submit IRS Form 990 or 990-PF, which 
provides their financial information to the public. The organizations above have records of filing IRS Form 
990 or 990-PF. 
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Appendix 7. Source for the List of Fifteen Dedicated 3D Printer Manufacturers  
Firm name  Source 
3D Systems 3D Printing Business Directory (2017). 3D Systems. Retrieved from 
http://www.3dprintingbusiness.directory/company/3d-
systems/ 
Autodesk Autodesk. (2017). Autodesk. Ember. Retrieved from 
https://ember.autodesk.com 
BPM Technology Bloomberg Business. (2017). BPM Technology: Private Company 
Information. Retrieved from 
http://www.bloomberg.com/research/stocks/private/snapsh
ot.asp?privcapId=25736 
Desktop Factory Bloomberg Business. (2017). Desktop Factory: Private Company 
Information. Retrieved from 
http://www.bloomberg.com/research/stocks/private/snapsh
ot.asp?privcapId=34512067 
Envisiontec  Thomasnet.com (2017). Envisiontec. Retrieved from 
http://www.thomasnet.com/profile/30308865/envisiontec.h
tml?which=all&what=%22Envisiontec%22&cov=NA&cid
=30308865 
Helisys 3D Printing Business Directory (2017). Cubic Technologies. 
Retrieved from 
http://www.3dprintingbusiness.directory/company/cubic-
technologies/ 
MakerBot 
Industries 
 
3D Printing Business Directory (2017). MakerBot Industries. 
Retrieved from 
http://www.3dprintingbusiness.directory/company/makerb
ot/ 
Materialise NV 3D Printing Business Directory (2017). Materialise. Retrieved from 
http://www.3dprintingbusiness.directory/company/material
ise/ 
Optomec  3D Printing Business Directory (2017). Optomec. Retrieved from 
http://www.3dprintingbusiness.directory/company/optome
c/ 
Sciaky  3D Printing Business Directory (2017). Sciaky. Retrieved from 
http://www.3dprintingbusiness.directory/company/sciaky/ 
Solidscape  3D Printing Business Directory (2017). Solidscape. Retrieved from 
http://www.3dprintingbusiness.directory/company/solidsca
pe/ 
Stratasys 3D Printing Business Directory (2017). Stratasys. Retrieved from 
http://www.3dprintingbusiness.directory/company/stratasy
s/ 
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The ExOne 
Company 
3D Printing Business Directory (2017). Cubic Technologies. 
Retrieved from 
http://www.3dprintingbusiness.directory/company/exone/ 
Type A Machines 3D Printing Business Directory (2017). Type A Machines. Retrieved 
from 
http://www.3dprintingbusiness.directory/company/type-a-
machines/ 
Z Corporation Bloomberg Business. (2017). Z Corporation: Private Company 
Information. Retrieved from 
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