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Summary
Interacting atoms in time-dependent
potentials and artificial gauge fields
Thomas Bilitewski
This thesis considers novel phenomena arising in the few and many-body physics of
ultracold atomic gases. The specic models considered are motivated by recent experi-
mental developments. A main focus will be the theoretical description of systems used in
the simulation of articial gauge elds via time-modulated tuning of system parameters
and via the coupling of internal atomic states by Raman lasers. A second aspect will be
the study of systems with synthetic dimensions and the eects of the unconventional
innite range interactions that arise in this description. It explores time-dependent eects
in the single and few particle setting and the collective many-body phases arising in
these models.
Using the framework of Floquet theory it studies the interplay of time-dependence and
particle-interactions both in continuum and lattice systems. In particular, it provides a
general explanation for how heating eects can arise in interacting periodically time-
dependent quantum systems, identifying an underlying mechanism for heating via two-
particle collisions and the relevant scaling of the associated rates with system parameters.
Furthermore, the general framework is applied to specic experimental set-ups. This
yields heating rates and population dynamics in agreement with the experimental data. Fi-
nally, it also proposes improvements to the experiment that allow to limit the heating rates
which is required to access the strongly interacting regime.
v
In the case of synthetic dimensions the focus lies on the intriguing interplay of articial
gauge elds and strong particle interactions of atoms conned in optical lattices. In these
systems a suitable coupling of internal spin-states of the atoms allows to simulate an
additional nite dimension. In contrast to the typically encountered situation of short-
range interactions the particle interactions are innite-range in this synthetic dimension.
In the strong coupling limit an eective description for this system is derived and its
ground state phase diagram is studied using numerical tools.
vi
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This thesis describes work undertaken in the Theory of Condensed Matter (TCM) group
at the Cavendish Laboratories of the University of Cambridge under the supervision of
Professor Nigel R. Cooper.
Chapters 1 and 2 give an introduction into the relevant background and provide the
theoretical tools required in the main part of the thesis. Subsequent chapters are the result
of original research, published in peer-reviewed journals.
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1. Introduction
1.1. Ultracold Atomic Gases
Figure (1.1) Artistic interpretation of an ultracold
atomic gas in a two-dimensional optical
lattice
Ultracold quantum gases are dilute clouds of charge-neutral atoms trapped in vacuum
cells and cooled down to quantum degeneracy1 by laser and evaporative cooling [5–
8].
They allow very precise control over the microscopic system parameters, such as the
strength and type of the interactions, the kinetic energy of the particles, the realisation
of essentially perfect, defect free lattices with a variety of geometries, and connement
to dierent dimensionalities. A sketch of ultracold atoms in a two dimensional optical
lattice is shown in Fig. 1.1. Experimentally these systems can be coherently manipu-
lated on the quantum level and most of their properties tuned (in space and time) via
adjustment of external elds, such as laser beams or magnetic elds. They are very
well isolated from their environment and can in most cases be treated as closed and
1For an ideal gas of identical particles with mass M in three dimensions with number density n in
equilibrium at temperature T , the mean characteristic separation scales as a¯ ∼ n¯−1/3, whereas the
thermal de Broglie wavelength behaves like λ2T ∼ ~2/(MkbT ). For λT & a¯ quantum eects become
relevant [4].
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Figure (1.2) Velocity-distribution data for a gas of
rubidium atoms showing the phase
transition from a thermal cloud to the
Bose-Einstein condensed phase. Left:
above the critical temperature in a
thermal distribution. Center: onset of
condensation. Right: after further
cool-down leaving an almost pure
condensate in the k = 0 state. Taken
from [9].
dissipationless quantum systems on time-scales of experimental relevance. Finally, they
can be probed, controlled and detected at the single-site and single-atom level via novel
experimental techniques. Thus, they form an ideal setting, both to probe and simulate
paradigmatic models of condensed matter physics, and deepen our understanding of
fundamental questions in quantum mechanics, but also to access novel phenomena not
encountered in solid-state materials by engineering exotic types of band-structures and
interactions.
Bosonic atomic gases [4] at suciently low temperatures are known to condense into
a Bose-Einstein condensate (BEC), schematically shown in Fig. 1.2. One of the rst
experimental achievements was the creation of Bose-Einstein condensates with Rubidium
[10] and Sodium atoms [11] in the laboratory in 1995, quantum degeneracy in Fermionic
gases was demonstrated in 1999 [12–14]. Fermionic ultracold atoms [4, 15] undergo
a crossover from Bardeen-Cooper-Schrieer pairing of fermionic atoms [16] to Bose-
Einstein condensation of tightly bound bosonic molecules (for a recent review of the
BEC-BCS crossover see [17]) as a function of their interaction strength. The condensation
of bound bosonic molecules of fermionic atoms on the BEC side was rst experimentally
observed in 2003 [18–20], and the full BEC-BCS crossover was experimentally studied
soon after [21]. Since then, ultracold atomic systems have been used to study a wide
variety of quantum phenomena, such as matter-wave-interference [22], long-range phase-
coherence [23], superuidity, vortices and vortex lattices [24, 25], the superuid-Mott
insulator transition [26, 27], the realisation of the Tonks-Girardeau Gas in 1D [28] and
the Berezinskii–Kosterlitz–Thouless transition in 2D [29].
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Figure (1.3) Illustration of the quantum gas
microscope [30]. A high aperture optical
system is used to simultaneously image
the atoms with a resolution ∼ 600 nm as
well as to create an optical lattice
potential. Taken from [31].
An exciting recent development are new experimental techniques that allow to image
and control ultracold atomic gases in situ with resolution on the single atom scale [7].
Quantum gas microscopes have been realised for bosonic [30, 32] and fermionic [33,
34] gases and been applied to study the superuid-Mott transition on the single site
level [35, 36]. They also enable the measurement of site-resolved correlations [37] and
entanglement entropies in quantum many-body systems [38]. The experimental setup
used in [30] is illustrated in Fig. 1.3. It uses a trap close to a dielectric surface created
by evanescent waves, an optical potential and a magnetic trap. Trapping the atoms very
close to the surface allows to exploit a solid-immersion eect and increase the geometric
aperture of the imaging system. This enables to probe and image atoms with a resolution
of the order of 600 nm. In addition, the imaging system can also be used to directly project
an optical potential onto the trapped atoms.
For a comprehensive review of the eld of ultracold atomic systems we refer to the
excellent available literature [4–8, 15].
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1.1.1. Trapping and Dimensionality
For most experiments, the resulting trapping potential can be approximated as a simple
harmonic potential2
V (x ,y, z) = 1/2M
(
ω2xx
2 + ω2yy
2 + ω2zz
2
)
(1.1)
where M is the atomic mass and ωi is the trapping frequency in direction xi . Asso-
ciated with the harmonic connement is the characteristic trapping energy scale ~ωi
and the characteristic length scale li =
√
~/(Mωi). These correspond to the energy
En = ~ωi(n + 1/2) of the n-th eigenstate and the characteristic size of the eigenstates via
〈x2i 〉 − 〈xi〉2 = l2i (n + 1/2) where the expectation value is dened in the n-th eigenstate
ψn of the oscillator in direction xi , i.e. 〈O〉 = 〈ψn |O |ψn〉. Importantly, for the ground-
state the oscillator length li also gives the distance over which the probability density
falls o to |ψ0(li)/ψ0(0)|2 = 1/e , thus, the spatial extent on which it is exponentially
localised.
In an equilibrium situation, when all other energy scales in the system are small compared
to the trapping energy, in particular for temperatures kbT  ~ωi , motion along that
direction is frozen out, and the eective dimensionality of the system is consequently
reduced. Thus, by changing the frequencies ωi it is possible to create eective three-, two-
and one-dimensional systems. This tuneability of the eective dimension of ultracold
atomic systems is one of the reasons why they provide such a versatile tool for quantum
simulation, and justies to study them in all dimensions. It will be important to keep this
in mind when we consider situations of strong connement, e.g. quasi-one-dimensional
systems, and extensions to weakly conned, higher dimensional settings and discuss the
resulting dierences in physical behaviour.
2More recently, it has become experimentally feasible to optically trap atoms in a uniform “box”-like trap
[39].
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1.1.2. Interactions
At low temperatures and in the dilute limit the interactions between the atoms can be ef-
fectively described via two-body contact interactions of the form 3
V (r) = дeδ (r) , (1.2)
where δ (r) is the Dirac delta function at the particle separation r and дe an eective
interaction parameter that depends on the dimensionality and the trapping potentials.
In 3D for untrapped particles it is given by дe = 4pi~
2as
2mr with mr = M/2 the reduced
mass of particles of mass M and as the s-wave scattering length [5]. This approximation
is valid for a wide range of systems, provided longer range forces, such as dipol-dipol
interactions in the case of dipolar gases, are not present.
The success of this approximation lies in reproducing the correct low-energy scattering
behaviour of the underlying microscopic interaction potential as outlined below [5].
Considering scattering of a generic two-body potential V (r ) we seek solutions to the
Schrödinger equation for the relative motion(
pˆ2
2mr
+V (r)
)
ψk(r) = Ekψk(r) , (1.3)
with energy Ek = ~
2k2
2mr . Due to the centrifugal barrier for higher angular momentum
channels, scattering of atoms at suciently low temperatures is dominated by the lowest
allowed angular momentum collisions, i.e. s-wave for bosons and p-wave for fermions.
The scattering amplitude f (k) in the case of s-wave scattering describes the asymptotic
form of the scattered states viaψk ∼ eikr+ f (k)eikrr . It is completely determined by the cor-
responding phase-shift δ0(k) via f (k) = 1k cotδ0(k)−ik . At low energies f (k) → 1−1/as+rek2−ik
which denes the scattering length as and the eective range re of the underlying poten-
tial V (r ). In the regime of ultracold collisions kas  1 and the two-body collisions are
3More precisely, the pseudo-potential V (r) (· · · ) = дeδ (r)∂r (r · · · ) should be used. If the wavefunctions
are regular at the origin this reduces to V (r) = дeδ (r).
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Figure (1.4) Adapted from [40]. Two channel model of a Feshbach resonance. Shown
are two molecular potential curves of a closed Vc(R) channel and the
background or open channel Vbg(R) as a function of inter-atomic
separation R. If the energy of an incoming scattering state E of two
particles is close to the energy of a molecular bound state Ec in the closed
channel, the mixing between the channels becomes strong, and the
scattering length shows resonant behaviour. For ultracold atomic gases
collisions mainly take place near E = 0, and resonance corresponds to
tuning the energy of the bound state Ec close to threshold.
completely determined by the scattering length as via
f (k) = −as1 + ikas (1.4)
The use of Eq. (1.2) as an approximation for low-energy scattering is now explained by
the fact that the low-energy limit of the scattering length in Eq. (1.4) is in fact the exact
result at all values of k for the delta pseudo-potential. Thus, the delta pseudo-potential
reproduces the scattering amplitude and the corresponding phase-shifts which ensures
that the asymptotic form of the scattering states is the same as for the true microscopic
potential.
By using dierent atomic species the scattering length and the strength of the interactions
can be changed while keeping other system parameters the same. The scattering length
can also be tuned in experiment via Feshbach resonances. A Feshbach resonance refers to
10
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an energetic resonance condition in a two-particle scattering process in dierent channels
as depicted in Fig. 1.4. Channels correspond to dierent molecular states of the two atoms
in the scattering event: the open channel connects to the state of two unbound particles at
large separations, in contrast a channel is closed if it has a higher molecular energy at large
separations than two free particles. A Feshbach resonance occurs if the energy E of two
incoming particles in an open channel is close to the energy of a bound molecular state Ec
in a closed channel [40]. By changing the energy dierence of the bound-molecular state
and the atomic scattering state, the mixing between the channels and, thus, the resulting
scattering length can be tuned. Dependent on the magnetic moments of the molecular
states this can be achieved via magnetic elds, leading to magnetic Feshbach resonances,
or via optical means leading to optical Feshbach resonances.
The control over the scattering length and consequently the eective interactions makes
Feshbach resonances one of the essential tools of ultracold gas experiments. They enable
the realisation of large tunable attractive and repulsive interactions for ultracold atomic
gases.
1.1.3. Optical Laices
Figure (1.5) Illustration of optical lattices. (a) Up to
three pairs of counter-propagating
lasers illuminate a cloud of ultracold
atoms. (b) One pair of lasers splits the
system into a 1D array of quasi-two
dimensional “pancakes” (c) Two
orthogonal pairs of lasers split the
system into a 2D lattice of quasi-1D
tubes (d) Three orthogonal pairs of
lasers create a 3D lattice of harmonically
conned atoms at each lattice site.
(a) (b)
(c) (d)
Another important tool for controlling ultracold atoms are optical lattices [5–8]. Since
neutral atoms experience a light-shift potential proportional to the laser intensity, a stand-
ing light wave creates an almost perfect defect-free lattice potential. The origin of this
potential is the interaction of atoms with laser light described by the dipole Hamiltonian
11
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[41, 42]. The laser light is far detuned from an atomic transition between a stable and an
electronically excited state of the atoms. Importantly, the ratio of spontaneous emission
from the excited state to the induced optical potential for the atoms in the groundstate can
be systematically suppressed by working at suciently large detuning as it scales as 1/∆e
where ∆e is the detuning from atomic resonance. We provide the details of the derivation
in Appendix A. The resulting conservative potential can be expressed as V (x) = α |E|2,
where α is the scalar polarizability of the atoms which generically depends on the laser
frequency, and E(x) is the electric eld at position x.
For two counter-propagating lasers with wave-vectors kL and −kL the resulting potential
is given by
VL(r) = V0 sin2(kL · r) (1.5)
where r is the position and V0 controls the lattice depth and is proportional to the laser
intensity. For kL = |kL |ex the resulting lattice has well dened minima at xj = jd with
lattice constant d = pi/|kL |. The natural energy scale in optical lattices is given by the
recoil energy ER = ~2k2L/(2M), it corresponds to the kinetic energy an atom of mass M
would have after absorbing or emitting a photon with wavevector kL when initially at
rest. For a suciently deep lattice the dynamics of the atoms at low temperatures is well
captured by the Hubbard Hamiltonian [5, 8]
Hˆ = −t
∑
〈i,j〉
aˆ†i aˆj + Uˆint (1.6)
where aˆ†i creates an atom at lattice site i and t denotes the tunnelling matrix element
between nearest neighbour sites 〈i, j〉. The interaction Uˆint arises from contact interactions
which leads to on-site density-density interactions of the form Uˆint = U0
∑
j nˆj(nˆj − 1) for
spinless bosons whereU0 gives the strength of the interactions and nˆj = aˆ†j aˆj is the density
at site j . More generally, for spinfull particles one obtains Uˆint =
∑
j,σ ,σ ′Uσσ ′aˆ
†
j,σ aˆ
†
j,σ ′aˆj,σ aˆj,σ ′
whereUσσ ′ is the potentially species-dependent interaction strength.
Optical lattices provide a very adaptable and highly controllable experimental tool.
By combining standing waves in dierent directions, or using more complex inter-
ference patterns of multiple lasers with possibly dierent wavelengths, a variety of
one-, two- or three-dimensional lattices with dierent geometries can be created, such
12
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as superlattices [43], triangular [44], honeycomb [45] and Kagomè lattices [46]. The
simplest case of a 1D lattice, a square 2D lattice and a cubic 3D lattice are shown in
Fig. 1.5.
In experiments, the lattice depth, lattice constant and geometry can be tuned directly
by adjusting the intensity, frequency and phase of the laser beams. In stark contrast to
solid-state systems where the crystal lattice structure is mostly predetermined by the
constituent atoms and xed after growing the material, the optical lattice potential can
be changed in time during the experiment by adjusting the laser beams, for example the
lasers, and thus the lattice potential, can be switched o to observe the free expansion of
the gas cloud, or the amplitude of the lasers can be changed over time. This will allow
us to study and exploit the consequences of time-modulated or shaken optical lattices
which will be covered in more detail in Section 1.2.4.
The simulation and detailed study of the Hubbard model as one of the paradigmatic
models of solid-state physics with ultracold atoms [5, 7, 47–49] was one of the rst
experimental successes of cold atoms in optical lattices. For bosonic atoms and repulsive
interactions at integer lling the system undergoes a phase transition from a superuid
to a Mott insulator as the ratio of interaction to kinetic energy U /t is tuned above a
(dimension-dependent) critical value [26, 50, 51], at any incommensurate lling there
remains a nite superuid density for t , 0. The phases can be understood from the
extreme limits of t = 0 in which the groundstate of the system has integer lling at
every lattice site, and the limit of U = 0 in which particles are non-interacting and
form a phase-coherent superuid state spanning the whole lattice. This transition can
be experimentally accessed both by changing the interactions as described above or
increasing the potential depth, thereby reducing t . Spin 1/2 fermionic atoms evolve from
a metallic state over a strongly interacting fermi-liquid to a fermionic Mott insulator
as the interaction strength is increased [27, 52]. In the strongly interacting regime the
anti-ferromagnetic coupling between spins emerging from super-exchange processes [53]
allows the simulation of quantum magnetism [54]. Further, it would allow to understand
high-temperature superconductivity in the fermionic Hubbard model [55] via quantum
simulation. Even though some progress has recently been made in observing (short)-
range anti-ferromagnetic correlations [56, 57], accessing this low-temperature physics is
experimentally extremely challenging. Thus, one of the main challenges remaining is to
13
1. Introduction
develop methods to prepare low-entropy states and to better control technical heating
due to spontaneous emission [7, 58].
Using atoms with larger number N of internal states, such as alkaline atoms with SU(N )-
invariant interactions [59–62] opens up a whole range of additional phenomena. The
SU(N ) Hubbard-model is predicted to show a variety of magnetically ordered phases and
chiral spin-liquids [60, 63, 64], but is theoretically very challenging to study, and experi-
ments might provide additional insight into the exotic physics of high-spin magnetism.
We discuss one of the possible uses of these additional internal states in the framework
of “synthetic” dimensions in Section 1.2.5 and discuss some of the consequences in these
models on the many-body physics in Chapter 5.
1.2. Artificial Gauge Fields
Figure (1.6) Artistic interpretation of a shaken
optical lattice, yielding a peierl’s
substituion p→ p − A corresponding
to an articial gauge eld.
The aim of this section is to provide a brief introduction to articial magnetic elds
for ultracold atomic gases. It will provide the necessary background and the models
studied in later chapters. In Section 1.2.3 and Section 1.2.4 we will discuss respectively
the creation of articial gauge elds via dressing of states in the continuum and via
time-periodic modulation of optical lattices. The role of interactions and scattering in
such schemes will be the topic of Chapter 3 and Chapter 4. In Section 1.2.5 we introduce
the concept of synthetic gauge elds in “synthetic dimensions”, a system which we will
study in the many-body context in Chapter 5.
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1.2.1. Introduction
As described above ultracold atomic gases are charge-neutral, thus, they do not couple to
magnetic elds via the Lorentz-force. The basic idea of articial magnetic or gauge elds
for ultracold atoms is to engineer a Hamiltonian in which the momentum operator p of
the atoms is shifted to p − A corresponding to the canonical momentum of a charged
particle in a magnetic eld.
In the continuum we require a kinetic contribution to the Hamiltonian of the form
Hˆkin =
(
pˆ − Aˆart
)2
2M . (1.7)
In the case of a periodic (one-dimensional) lattice quantum particles with a charge q
under the inuence of a magnetic eld described by the potential A acquire a phase
ϕj =
q
~
∫ (j+1)a
ja
A · dx when moving from site xj = jd to site xj+1. For suciently deep
lattices, the eect of the vector-potential can be captured in the tight-binding Hamiltonian
via the introduction of complex hopping phases
Hˆkin = −t
∑
j
eiϕ j aˆ†j+1aˆj + h.c . (1.8)
which is known as the Peierls substition [65, 66]. This concept is illustrated for the case
of a shaken optical lattice in Fig. 1.6.
There have been long-standing research eorts to nd ways to cause neutral atoms
to behave as if under the inuence of an gauge eld [5, 67–71], and there have now
been several successful experimental implementations of articial gauge elds using
schemes inspired by these proposals [25, 72–81]. This extends the capabilities of ultracold
gases as simulators of quantum many-body systems to phenomena usually associated
with electrons in magnetic elds. Such gauge elds can mimic the orbital eects of
magnetic elds on a charged particle, e.g. Landau level and Quantum Hall physics, and
allow the realisation of topological energy bands with non-zero Chern numbers, and is
expected to lead to novel many-body phases of degenerate fermionic or bosonic atoms. In
ultracold atomic systems one can even realise more exotic situations, such as non-abelian
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gauge elds. In the case of the Quantum Hall eect of a homogeneous two-dimensional
electron gas, the energy bands are at Landau levels with topological character. More
generally, at bands show particularly interesting behaviour as the kinetic energy of
particles is small compared to the interaction energies. When interactions dominate
strongly correlated many-body states can arise with exotic properties. Interesting physics
that is expected in these situations includes the fractional quantum Hall eect with the
associated fractionalised excitations and more generally quantum spin liquids. Ultracold
atomic systems also oer the opportunity to synthesise band structures not found in solid
state materials, e.g. bands with Chern numbers C > 1, and study the resulting FQH states
and Chern insulators [82–87]. Interactions, therefore, play a special role for ultracold
atomic gases in articial gauge elds.
In the continuum two main proposals have been put forwards to generate articial
magnetic elds, working via rotating the system [68] which we introduce in Section 1.2.2,
and the coherent coupling of internal states in dressed states schemes in Section 1.2.3.
For atoms conned in deep optical lattices, the very rst proposals used spin-dependent
optical lattices combined with Raman lasers, a scheme called laser-assisted tunnelling
[88–90]. We will not discuss this in detail, as it is not directly relevant to the models
we study in this thesis. The basic idea is to trap dierent internal states on dierent
sublattices and restore tunnelling through coupling them with a resonant laser eld.
It can be used to realise both articial gauge elds [88–90] and synthetic spin-orbit
coupling [91–94]. More recently, the concept of Floquet-engineering [76, 84, 95–100] has
emerged as a promising route towards realising articial gauge elds and more generally
Hamiltonians with novel properties. We discuss the specic applications to shaken or
modulated optical lattices in Section 1.2.4. Finally, we discuss the concept of “synthetic”
dimensions [101, 102] in Section 1.2.5.
1.2.2. Rotating Gases
The rst proposals to generate an articial magnetic eld relied on rotating atomic gases
[5, 67, 68]. Considering a (non-interacting) atomic gas in an axisymmetric harmonic
trap in a frame rotating about the symmetry axis zˆ with angular frequency Ω, the single
16
1.2. Articial Gauge Fields
particle Hamiltonian is [68]
Hˆ =
|pˆ|2
2M + 1/2Mω
2
⊥(x2 + y2) + 1/2Mω2| |z2 − Ω · r × pˆ
=
|pˆ −MΩ × r|2
2M + 1/2M(ω
2
⊥ − |Ω|2)(x2 + y2) + 1/2Mω2| |z2
(1.9)
This can be identied with the Hamiltonian of a charged particle with charge q moving
under the inuence of a magnetic eld B with qB = 2MΩ in a modied harmonic trap
with new trap frequency ω˜2⊥ = ω2⊥ − |Ω|2. 4 Thus, in a rotating frame the Coriolis
force is seen to be equivalent to the Lorentz force. At |Ω| = ω⊥ the system reduces
to particles in a uniform magnetic eld in a quasi-two-dimensional setting, and the
familiar physics of the Quantum Hall eect emerge. Experimentally, rotation of the
atomic gas can be induced via stirring with a rotating optical [25] or magnetic potentials
[103]. This has been used to nucleate single vortices and the formation of regular
vortex lattices has been observed [25]. However, approaching the fast-rotating limit is
problematic as the system becomes unstable [5]. This can be prevented by adding an
additional quartic connement [104]. Alternatively, a fast rotating BEC can be created by
evaporatively cooling a slowly rotating cloud along the rotation axis [105], thus achieving
Ω > 0.99ω⊥.
The strongly correlated physics of the FQHE is expected to emerge in the regime of low
lling factors ν = n2D hqB , where n2D is the two dimensional density. For experiments with
rotating gases the lling factor is limited by the maximally allowed rotation frequency
and the comparably large particle densities. Experimental lling factors are in the region
of ν ∼ 500 [106], deep in the vortex lattice regime [68]. Thus, the realisation of the
strongly correlated phases is currently out of reach of experiments. A second limitation is
given by the fact that the magnetic eld emerges in the rotating frame. Consequently, any
static non-axisymmetric potentials in the lab-frame will lead to collective excitations and
heating of the desired quantum-state at rest in the rotating frame [68]. The methods we
discuss in the following do not suer from this specic problem and allow the realisation
of large ux densities.
4Stability of the system requires the gas to remain trapped, i.e. |Ω| ≤ ω⊥. Note that this also limits the
maximal achievable magnetic eld to qB ≤ 2Mω⊥.
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1.2.3. Dressed State Schemes in the Continuum
The method to create articial magnetic elds described in this section works in the
continuum. It is based on coupling a number of internal states in a spatially dependent
way, and treating the spatial motion of the atoms separately from this parametrical
dependence, leading to an adiabatic phase that is acquired during spatial motion of the
atoms which resembles the phase of a magnetic eld [69, 70, 107, 108]. That atom-light
interactions can be used to create scalar and vector gauge potentials for neutral atoms
has rst been put forward in [107], where the focus was on the resulting scalar potential.
Consequently, specic laser congurations were discussed focusing on creating the vector
gauge eld via space-dependent couplings [109, 110] or position dependent detunings
[108].
This scheme relies on two main ingredients. Firstly, the system needs to have at least two
internal states that allow a suitable coupling and whose energies and/or coupling can be
tuned spatially. Secondly, there needs to be one state in the basis of “dressed” states with
regards to which the spatial motion can be treated as adiabatic. The articial gauge eld
coupling to the spatial motion of this state arises from the adiabatic elimination of all
other “dressed” states. The simplest realisation is provided by a two-level system. We
consider the coupling of a ground state |д〉 to an excited state |e〉 of an atom with mass
M via a laser described by a Hamiltonian of the form [69]
Hˆ =
pˆ2
2M 1 +
~Ω
2
(
− cosθ e−iϕ sinθ
eiϕ sinθ cosθ
)
(1.10)
where the time-dependence has been dropped in the rotating wave-approximation and
Ω is the (generalised) Rabi frequency. The Rabi frequency ΩR = Ω sinθ characterises the
strength of the atom-light coupling between the relevant states, and is connected to the
atom and laser properties via ΩR = q~ 〈e | ®E · ®r | д〉. It is given by the expectation value
of the dipole operator q®r , where q is the charge of the electron, between the coupled
states, and the amplitude of the electric eld ®E. The diagonal terms ~Ω cosθ are set by
the detuning of the transition from the atomic resonance, i.e. ~Ω cosθ = Ee − Eд − ~ωL
with the energy of the uncoupled states Ee/д and the laser frequency ωL. We obtain two
dressed states χ (±) with energies E(±) = ±~Ω/2 and adiabatic elimination of the excited
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Figure (1.7) Level scheme of [111]. Magnetic sublevels of 87Rb atoms in the F = 1
manifold are split in energy by an applied magnetic eld and then
coupled by two Raman lasers with wave-wectors k1 and k2 through a
near-resonant two-photon process via an intermediate excited state. δ is
the two-photon detuning which is spatially varied to create the articial
gauge eld. The single-photon transition is detuned from resonance by
∆  δ . Taken from [69].
state χ (+) leads to the Hamiltonian for χ (−)
Hˆ (−)ad =
(
pˆ − A(−)
)2
2M +W
(−) + E(−) (1.11)
whereW (−) is an additional scalar potential which does not matter for the present discus-
sion. Importantly, we obtained the termA(−) = i~〈χ (−) | ∇ | χ (−)〉 = −~ sin2(θ/2)∇ϕ which
couples linearly to the momentum as in the case of an ordinary magnetic eld.
There are dierent possible experimental realisations of such eective two-level systems.
If one works with only two states and couples directly to an excited state, the life-time of
the dressed states is limited by the spontaneous emission from the excited state |e〉, and
one has to select the relevant states carefully to limit heating on the experimental time
scales. Alternatively, one may couple two or more states selected from a ground-state
manifold via 2-photon transitions through an intermediate excited state [108]. Choosing
the single photon detuning ∆ between the excited state and the groundstate manifold
large compared to the Rabi frequencies of the transitions ensures that the spontaneous
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emission due to the contribution of the excited state remains small. However, as detailed
in Appendix D, if the detuning is large compared to the excited state ne structure
splitting, the two-photon Raman coupling for ∆mF = ±1 transitions scales with ∆−2e as
well and large detuning does not improve the ratio of o-resonant scattering to Ω. This
can be avoided by working with ∆mF = 0 transitions [108].
Experimentally, synthetic gauge elds have been realised using the three magnetic
hyperne states in the F = 1 manifold of 87Rb [74, 111, 112] with a level-scheme as
depicted in Fig. 1.7. In their setup the articial gauge eld is created by spatially varying
the two-photon transition detuning δ leading to a non-vanishing articial magnetic
eld.
A related concept is that of optical ux lattices [82, 113–116]. These rely on coupling a set
of internal atomic states in a similar way as described for the dressed state schemes, but
they apply outside of the adiabatic limit. Their main advantage is that they can realise con-
siderably higher ux densities and are thus better suited to access the strongly-correlated
regime [82]. In addition, they only require a small number of lasers, which makes them
simpler to implement experimentally, and they do not require deep-optical lattices redu-
cing potential heating due to light-scattering and are valid beyond the tight-binding limit
[113] which the schemes in the following sections work in.
One of the limitations of these scheme is that it relies on having a suitable set of internal
states which makes it species dependent.5 As part of our general treatment of scattering
theory in the Floquet setting in Chapter 3 we consider the role of interactions and time-
dependence in dressed-state schemes as an application to experimentally relevant settings
in Section 3.4.1.
1.2.4. Time-periodic Modulation of Optical Laices
The scheme described in this section works by time-periodic modulation or “shaking” of an
optical lattice [76, 84, 95–100, 117]. As quantum systems with periodic time-dependence
5This is true if the internal states are assumed to be spin-states. Principally, they could also be chosen as
states of a suppressed additional spatial direction in which case the scheme applies to arbitrary atomic
species.
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they can be described within Floquet-Theory. We will consider an intuitive example below
and leave the general theoretical description until after our introduction to Floquet theory
in Chapter 2. The articial magnetic eld emerges in the high-frequency approximation,
which we introduce in Section 2.4. The basic idea is that for a modulation at a frequencyω
large compared to all system energies, the eective dynamics can be well captured within
a time-independent eective Hamiltonian which if the time-dependence is properly
designed turns out to contain the articial gauge eld.
Such dynamic optical lattices have recently been used to realise Bloch-bands with non-
zero Chern numbers [79, 81] and Bose-Einstein condensation in the resulting topological
band structure has been achieved [118]. The experiments in [78, 79, 81, 118] rely on
resonant modulation of the optical potential. Starting from a static optical lattice with
an energy o-set between neighbouring sites of size ∆, either via a superlattice or in a
Wannier-Stark-ladder conguration, which inhibits tunnelling for t  ∆, they restore
tunnelling with a time-periodically modulated potential of frequency ω = ∆/~. The
tunnelling matrix elements pick up a phase ϕ related to the dierential phase of the
lattice modulation on neighbouring sites, in analogy to the phase given by the Peierl’s
substitution. These schemes allow the realisation of large synthetic uxes, specically, the
experiments [79, 81] achieve a ux Φ = pi/2 per plaquette of the two-dimensional optical
lattice. By measuring the transverse Hall response of the system to an applied linear
force [119] this allowed the rst measurement of a Chern number in an ultracold atomic
system [81]. The experiments [81] also revealed signicant heating and population
transfer into higher bands which have been attributed to the periodic driving. Such
heating is problematic if strongly correlated phases, e.g. fractional Quantum Hall states,
are to be realised in Floquet-engineered settings. We provide an explanation of the
heating and population dynamics in the experimental setting due to the interplay of the
time-dependence and particle interactions in Chapter 4.
Intuitively, the lattice schemes can be understood in a two-site picture. Imagining two
sites whose energy is modulated in time dierentially, a particle sees at time τ a phase of
ϕ ∼ ∆E(τ ). The complex hopping phase corresponds to the time average over one period
T of this phase, i.e. eiϕ ∼ 〈ei∆E(τ )〉
T
. To make this precise consider bosons on two sites (a
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and b) with Hamiltonian
Hˆ = Tˆ + ∆ˆ +V (τ )
= −t
(
bˆ†aˆ + aˆ†bˆ
)
+
∆
2 (nˆb − nˆa)
+ ~ωκ
(
eiωτ (νanˆa + νbnˆb) + e−iωτ (ν∗a nˆa + ν∗b nˆb)
) (1.12)
where ∆ is the energy oset between a and b sites and is assumed to be large compared
to t inhibiting tunnelling. Particles on site a (b) are created by the operator aˆ† (bˆ†) with
corresponding densities nˆ = aˆ†aˆ (bˆ†bˆ). The last line describes the dierential time-periodic
modulation Vˆ (τ ) of dierent sites with dimensionless strength κ and phase factors νa(b).
To restore tunnelling we assume ∆ = ~ω and consider the high-frequency limit. To this
end we transform into a rotating frame via
Rˆ(τ ) = exp
[
− i
~
(
∆ˆτ +
∫ τ
Vˆ (τ ′)dτ ′
)]
= exp
[−iω(nˆb − nˆa)τ/2 + κ ((−eiωτ (νanˆa + νbnˆb) + e−iωτ (ν∗a nˆa + ν∗b nˆb)) ] (1.13)
The transformed Hamiltonian HˆR = Rˆ†(τ )Hˆ (τ )Rˆ(τ )−i~Rˆ†(τ )∂τ Rˆ(τ ) takes the form
HˆR(τ ) = −t
∞∑
k=−∞
eiωτeik(−ωτ+ϕ)Jk(2κ |δν |) bˆ†aˆ + h.c . (1.14)
with δν = νb − νa and ϕ = arg(νb − νa) and Jk denotes the k-th Besselfunction of
the rst kind [120]. We can now take the limit ω → ∞ and only keep the rst or-
der term in the high-frequency expansion, Eq. (2.14), which is just the time-average,
i.e.
Hˆ (1)F = Hˆav = −teiϕ J1(2κ |δν |) bˆ†aˆ + h.c . (1.15)
This result shows that the tunnelling between sites was restored with a renormalised
amplitude t J1(2κ |δν |) proportional to the rst Besselfunction J1. We obtain the rst
Besselfunction here as the oset was chosen as ∆ = 1 × ~ω. Moreover, for vanishing
dierential modulation δν = 0, and tunnelling remains suppressed to zero.6 Finally, we
induced a complex hopping phase ϕ = arg(νb − νa) which depends on the dierential
6Note that the limit ω →∞ also implies t/∆ = t/(~ω) → 0
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phase between the a and b sites of the modulation pattern.
This simple example illustrates a general method to create complex hopping phases in
arbitrary lattice geometries via time-periodic modulation of site-energies. Considering
for example a square two-dimensional lattice with sites at positions (m,n) and nearest
neighbour tunnelling, the gauge invariant ux would be given by summing the hopping
phases ϕ(m,n)→(m′n′) for hopping from site (m,n) to site (m′n′) over a plaquette. This
gives
Φ(m,n) =
∑

ϕ(m,n)→(m′,n′)
= ϕ(m,n)→(m+1,n) + ϕ(m+1,n)→(m+1,n+1) + ϕ(m+1,n+1)→(m,n+1) + ϕ(m,n+1)→(m,n)
= 2pin(m,n)
ϕ
(1.16)
which denes the ux n(m,n)
ϕ
per plaquette. Each of these phases can in turn be con-
trolled by controlling the phases ν(m,n) of the modulation pattern. In the limit of low
ux density nϕ  1 the system can be described via the continuum theory [84, 85]
and we recover the physics of the FQHE eect. Furthermore, low lling fractions
n/nϕ can experimentally be realised in optical lattice systems. For large ux densit-
ies genuinely new physics can emerge that has no counterpart in the continuum [86–88,
121].
We will consider scattering and heating in a modulated lattice as one of the applications of
our Floquet scattering Theory in Section 3.4.2 and the band population dynamics following
from Floquet scattering in a modulated superlattice potential in Chapter 4.
1.2.5. Synthetic Dimensions
The nal method we describe is based on the idea of “synthetic” dimensions [101, 102]. It
relies on coupling internal states of the atoms in such a way as to simulate the physics of
motion along a real lattice direction.7
7We will be focussing on a nite number of internal spin states here, but recent proposals also use
harmonic oscillator states in a similar manner [122]
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Figure (1.8) Illustration of the method of “synthetic”
dimensions. Shown is a
one-dimensional system with 3 internal
statesm = −1, 0, 1. Particles hop along
the real lattice with amplitude t and
along the spin-direction with amplitude
Ωeiϕ . The groundstate shows chiral
edge states indicated by the red and blue
arrows.
Experimentally, these methods have so far been implemented in one-dimensional optical
lattices, both for fermionic and bosonic species, and the corresponding two-dimensional
physics, such as (chiral) edge-states, reminiscent of the edge physics of the Quantum
Hall eect [123] have been observed [124, 125]. Experimentally, these chiral edge modes
can be imaged directly via state-resolved imaging of the atomic cloud [124, 125]. It oers
the additional prospect of realising higher than three-dimensional systems, e.g. a recent
proposal suggests to simulate 4-dimensional Quantum Hall physics in cold atom setups
[126].
The basic idea is similar to schemes described above in that it relies on coupling internal
states of the atoms via Raman lasers which is interpreted as a synthetic tunnelling element
tsyn ∼ Ωe2ikR·x where Ω denotes the strength of the coupling and kR · x the running phase
of the Raman lasers. The dierent internal states are interpreted as sites of a “synthetic”
lattice dimension. The spatial dependence of this running phase is now exploited to
engineer a topologically non-trivial lattice Hamiltonian, see Fig. 1.8 for an illustration of
a “synthetic” three-leg ladder system. Ideally, one would have a large number of internal
states, N = 2I + 1 for an atomic spin I , at one’s disposal, both to have a suciently
large “bulk” region in the synthetic dimension and to reduce nite size eects such as
the scattering of the chiral edge states as they are generically not topologically protected.
A rst distinction to a “real” dimension is the strong non-homogeneity of the tunnel
couplings along the spin direction which stems from the Clebsch-Gordon coecients
associated with the specic atomic transitions. Secondly, interactions are particularly
interesting in this setting, as due to their SU(2I + 1)-invariance they are innite range
along the synthetic dimension. While the resulting model shows a rich variety of phases
[127, 128], it is unclear if it can host fractional quantum Hall states [129]. We study
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Figure (1.9) Dispersion of atoms with internal spin statesmz = −1, 0, 1 in a
one-dimensional lattice coupled via Raman-beams with running phase
ϕ = 2kRa = 1 and ΩR/t = 0.2, see Eq. (1.17). Arrows indicate the
spin-composition of the groundstate band in the two minima. Colorcoded
is the expectation value 〈Sz〉 with Sz = diag(−1, 0, 1).
these types of systems in the limit of strong interactions and strong Raman coupling in
Chapter 5.
To understand this scheme in some more detail, we consider the simplest model that can
show proper (chiral) edge modes, i.e. we require at least 3 internal states which implies
I = 1, which also corresponds to the experiments [124, 125]. The Hamiltonian for atoms
with a spin I = 1 and 3 degenerate magnetic sublevels loaded into a one-dimensional
optical lattice reads as
Hˆ =
1∑
mz=−1
∑
j
−t aˆ†j+1,mz aˆj,mz + Ωmz+1eiϕj aˆ
†
j,mz+1aˆj,mz + h.c . (1.17)
where aˆ†j,mz creates an atom in internal statemz at site xj = jd , with the lattice spacing
d , the phase ϕ = 2kRd is the running phase of the Raman beams, and Ωmz = дmzΩR/2
with дmz =
√
I (I + 1) −mz(mz − 1) is the atom-light coupling strength of the dierent
hyperne-levels [102, 130, 131]. We remark that generically the synthetic dimension
naturally is of nite extent and has open-boundaries at spin-statesmz = ±I unless one
specically engineers an additional coupling between these states.8 Note, that in the
8There are proposals to generate such couplings via the use of additional lasers [102], they generically
require either many-photon transitions, additional rf elds or to address each transition via spin-
dependent light-shifts. Thus, they are experimentally harder to realise, in particular for large spins I ,
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present case of I = 1 the couplings are actually homogeneous, дmz = д =
√
2, and
periodic boundary conditions in the synthetic dimension can also be experimentally
realised. The non-interacting Hamiltonian Eq. (1.17) can for closed boundary conditions
in the real direction be diagonalised in each momentum sector separately. We display
the resulting band structure as a function of q for ΩR/t = 0.2 and ϕ = 1 in Fig. 1.9.
Of particular note is the resulting ground-state band which has minima at opposite
momenta with opposite spin-composition. These are the chiral edge modes of the system
mentioned above, each propagating along one of the edges of the synthetic dimension,
which here correspond to mz = +1 and mz = −1, in opposite directions along the real
dimension.
1.3. Outline of Thesis
In this chapter we have introduced the toolbox of ultracold atomic gases in Section 1.1.
In particular, we have discussed how they can be conned in dierent geometries and
dimensions and the type of interactions most prevalent in these systems. Then, we
discussed dierent schemes to extend the capabilities of ultracold atoms by engineering
articial magnetic elds for charge-neutral atoms in Section 1.2. This served a two-
fold purpose, it provided the relevant background on the theoretical proposals and
experimental realisations and introduced the basic models which we will study in more
detail later on. The attentive reader will have noticed that after introducing the most
common type of interactions encountered in ultracold atomic gases, we have mostly
discussed the non-interacting single-particle physics of the models in the following.
On the other hand, we have emphasised that one of the advantages of cold-atomic gas
systems is their wide tunability, and in particular the ability to engineer the (many-body)
interactions. In fact, the eects of interactions, their interplay with time-dependence
and gauge elds will be the main focus and combining theme in all the work that will be
presented in this thesis.
In Chapter 2 we begin by introducing the treatment of periodically time-dependent
quantum systems within Floquet-Theory. This chapter will provide us with a framework
but also oer additional freedom in engineering the topology of the synthetic dimension [132].
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in which to understand the concept of Floquet-engineering and Floquet scattering. We
will discuss the high-frequency approximations mentioned above and the theoretical
tools which we will employ in the following chapters.
Being equipped with these tools, we discuss the general scattering properties of time-
dependent Hamiltonians under perturbation via (weak) two-body contact interactions in
Chapter 3. We phrase the question in terms of scattering theory in a rotating frame of
the time-dependent non-interacting Hamiltonian, and suciently weak interactions such
that a treatment within perturbation theory is sucient. We show how time-dependent
potentials in presence of interactions generically lead to “inelastic” scattering and illustrate
this in a simple toy model. After these preparatory explorations, we discuss the role
of interactions in two specic applications relevant to the dressed state and modulated
lattice schemes described in Section 1.2.3 and Section 1.2.4.
Using the insights we have gained, we tackle the experimental setup used to realise the
Harper-Hofstadter Hamiltonian [78, 81] in Chapter 4. Specically, we are concerned with
the experimentally observed heating rates and band population dynamics whose control
as described above are of crucial importance in the quest for strongly-correlated physics.
Using scattering rates computed via the Floquet-Fermi-Golden rule from the full non-
interacting time-dependent Floquet-states we obtain population dynamics in agreement
with the experimental observations. Having established these Floquet scattering processes
as a viable explanation of the heating and population dynamics in this experiment,
we consider how they can be suppressed in the experiment via additional conning
potentials.
Finally, in Chapter 5 we study the many-body physics of bosonic atoms emerging in
“synthetic” dimensions in the limits of strong interactions and strong Raman coupling
between the internal states. The physics is governed by the interplay of the exotic
innite range interactions, and frustration of the hopping due to the articial gauge
eld. We derive an eective model of spinless hardcore bosons. Using Density-Matrix-
Renormalisation-Group calculations we obtain the phase-diagram at uxΦ = pi , including
supersolid and pair-superuid phases.
The thesis can thus be broadly divided into two parts. Chapter 3 and Chapter 4 will study
the interplay of the explicit time-dependence of Floquet states and interactions in systems
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used to simulate articial gauge elds. As described above in these systems we nd
Floquet scattering to be a relevant process. However, it will also turn out that in specic
cases the interactions commute with the time-dependence. Specically, this is the case for
Raman coupled spin-states used to create the synthetic dimensions studied in Chapter 5
and we will therefore not focus on the Floquet aspect for this system. Even though this
approach does not suer from Floquet scattering it has a number of dierent limitations.
Firstly, the required Raman transitions lead to o-resonant light scattering which as we
discussed cannot be reduced by working with far-detuned light elds. Secondly, the
approach is species-dependent as it relies on coupling dierent internal states of the
atoms, while the modulated optical lattices can be used for any atomic species. Thirdly,
the length of the synthetic dimension is fundamentally of nite, small extent. In particular,
it is unclear whether these systems can host fractional quantum hall states which are
expected to occur in true two dimensional systems. Thus, the approaches working with
Floquet engineering in two dimensional optical lattices, though potentially suering
from Floquet scattering, are still relevant to explore all the physics. In particular, as we
argue, the Floquet scattering may be reduced by appropriate design of the experiment,
whereas the limitation of the nite extent of synthetic dimensions cannot be removed.
Finally, we emphasise again that in both cases it is the inclusion of interactions in the
description which leads to the phenomena we discuss.
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The work described in Chapter 3 and 4 relies on Floquet theory [133–135], in its application
to quantum mechanical systems with periodic time-dependence. Coherent control of
quantum many-body systems via time-periodic driving has become recognised as a highly
useful and exible tool in recent years, for reviews see [95–97, 117, 136, 137]. It not only
allows the realisation of articial gauge elds as described in the last chapter, but also
opens the opportunity to study genuinely new physics not accessible in an equilibrium
setting. While it enters into the regime of non-equilibrium physics we will see that
many of the usual notions from static quantum mechanics carry over to the Floquet
case which makes it simpler to study theoretically than the generic fully time-dependent
case.
Notable achievements include dynamic localisation in BECs [138, 139], coherent AC-
induced tunnelling in lattices [140, 141], the coherent control of dressed matter waves and
the dynamic phase-transition between the Mott and superuid state [142, 143], coherent
band coupling [144, 145], coherent control of interaction blockade with applications to
cooling [146], the realisation of a tunable Ising model [147], the realisation of systems
with topologically non-trivial properties, such as Floquet-topological insulators [148–
152], the Haldane-model [80], anyonic Hubbard models [153, 154] and density-dependent-
tunnelling and dynamic gauge-elds [154–156].
In this chapter we provide an introduction to the general concepts required for the fol-
lowing discussion and introduce the notational conventions used in the remainder of the
thesis. In Section 2.1 and Section 2.2 we discuss the notions directly required for the discus-
sion in Chapter 3 and Chapter 4. We will start with reviewing Floquet’s theorem and the
form of the solutions it provides for time-periodically dependent Hamiltonians, briey dis-
cuss the notion of quasi-energy and the freedom of choice in dening them, and conclude
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with the notion of an extended Hilbert space and the corresponding inner product dened
therein. In Section 2.3 and Section 2.4 we describe a dierent approach to Floquet systems
based on an eective decription via a time-independent Floquet Hamiltonian. This de-
scription underlies Floquet engineering, the idea of simulating a desired time-independent
Hamiltonian via proper desing of a periodically driven quantum system. Finally, we
introduce the high-frequency approximations frequently used to obtain the Floquet
Hamiltonian from the full time-dependent Hamiltonian.
We would like to emphasise that these two approaches work in dierent regimes, the
second approach breaks down in the presence of resonances which is precisely the case
which we will be considering. Some of the main results will in fact be concerned with
the case when an eective description is not valid and when the description only via the
Floquet Hamiltonian and its spectrum is not sucient.
2.1. Floquet Theorem and asi Energies
Consider a time-varying Hamiltonian Hˆ (τ ) that is periodic in time, Hˆ (τ+T ) = Hˆ (τ ), where
T = 2pi/ω is the oscillation period and ω the associated frequency. The corresponding
time-dependent Schrödinger equation[
Hˆ (τ ) − i~ ∂
∂τ
]
|Ψ(τ )〉 = 0 (2.1)
allows solutions of a specic form called Floquet states. These may be written as
|Ψα (τ )〉 = exp[−iϵατ/~]|Φα (τ )〉, (2.2)
where |Φα (τ )〉 is called the Floquet mode which has the same time-periodicity as the
Hamiltonian, i.e. it satises |Φα (τ +T )〉 = |Φα (τ )〉, and ϵα is called the quasi-energy which
is only dened up to multiples of ~ω. Due to the time-periodicity of the Floquet modes
one may expand them as
|Φα (τ )〉 =
∑
m
eimωτ |ϕmα 〉. (2.3)
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where |ϕmα 〉 = 1T
∫ T
0 dτe
−imωτ |Φα (τ )〉 are the Fourier-components of the Floquet mode
|Φα (τ )〉, e.g. they are generic elements of the Hilbert space. Clearly, the same physical
state is obtained from
|Ψα (τ )〉 = exp[−i(ϵα +m~ω)τ/~] exp[imωτ ]|Φα (τ )〉
= exp[−iϵmα τ/~]|Φmα (τ )〉,
(2.4)
where the shifted states are dened as |Φmα (τ )〉 = exp[imωτ ]|Φα (τ )〉 with quasi-energy
ϵmα = ϵα +m~ω for any integer numberm.
The formal analogy to Bloch’s theorem is now evident: just as the (discrete) spatial
translational invariance of a lattice Hamiltonian leads to Bloch functions formed from a
plane wave part and a periodic part labelled by the crystal or quasi-momentum k , so too
does the invariance of the Hamiltonian under discrete time translation τ → τ +T cause
the Floquet states to consist of a simple phase part and a time-periodic part labelled by
the quasi-energy ϵ . Just as the Bloch quasi-momentum k is only dened up to reciprocal
lattice vectors and conventionally taken to lie in the rst Brillouin zone (BZ), so is the
Floquet quasi-energy only dened up to addition of ~ω. One may then dene ϵ0α to lie
in the range −~ω/2 < ϵ0α ≤ ~ω/2. However, as we discuss below, other conventions
for the Floquet energies may be more suitable and physically transparent: for example
one might choose ϵα ,0 in such a way as to most closely correspond to the eigenenergies
of a static Hamiltonian, or to correspond to the choice which maximises the norm of
|ϕm=0α 〉.
At this point it is worth noting that in the most generic case the concept of an energy is
not well-dened for a Floquet system anymore. The energy E is strictly speaking only
well dened for a static Hamiltonian, or more generally in the presence of a continuous
time-translation symmetry, in which case the full time dependence of the eigenstates
|ψ 〉 reduces to a simple phase evolution via |ψ 〉(τ ) = e−iEt/~ |ψ 〉(τ = 0), up to some time-
dependent gauge choice. Importantly, even for a static Hamiltonian the energy of a
single state is not well dened, it only gains meaning when compared to a dierent state
and when a coupling between these states is present as otherwise any energy can be
gauged arbitrarily by state dependent unitary transformations. However, one may easily
envisage cases in which talking about an energy becomes meaningful. For example, one
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might prepare a system in some eigenstate of a static Hamiltonian, then switch on a
time-dependent perturbation, and after switching o the perturbation measure the energy
of the evolved system with respect to the eigenstates of the static Hamiltonian. In this
scenario the energies before switching on and after switching o the perturbation are well
dened and the dierence is meaningful. Finally, there is usually a very obvious choice for
a static reference Hamiltonian Hˆref to compare states against. In that case preparing states
with respect to Hˆref , then switching on the time-dependent Hamiltonian Hˆ (τ ), and after
some time measuring the overlaps of the evolved state with respect to the eigenstates
of well dened energy of Hˆref also denes an energy. A most simple example of such a
reference Hamiltonian would be to consider free particles.
2.2. Extended Hilbert Space
We dene the Hermitian operator h = Hˆ (τ ) − i~∂τ in an extended Hilbert spaceH ⊗ T
given by the direct product of the Hilbert space H on which Hˆ acts and the space of
T -periodic functions T. States in this extended space will be denoted as |ϕ〉〉, and as
the functions eimωτ form a basis of T may be expanded as |ϕ〉〉 = ∑m eimωτ |ϕm〉 as sums
over states |ϕm〉 inH. One sees that the Floquet modes themselves satisfy an eigenvalue
equation
h|Φα 〉〉 = ϵα |Φα 〉〉, (2.5)
Moreover, clearly the shifted Floquet modes |Φmα 〉〉 satisfy the same equation, but with
their shifted eigenvalues ϵmα . As eigenfunctions of a Hermitian operator they form a
complete and orthogonal basis set with respect to a suitably extended inner product. This
is achieved via [134, 157]
〈〈Φnα | Φmβ 〉〉 =
1
T
∫ T
0
dτ 〈Φnα (τ ) | Φmβ (τ )〉 = δα ,βδn,m, (2.6)
which is seen to be the time-average over a periodT of the usual inner product 〈Φnα (τ ) | Φmβ (τ )〉
inH. Moreover, at equal times the Floquet modes form a complete set for the Hilbert
32
2.3. Eective Hamiltonian and Floquet Engineering
space of H , ∑
α
|Φα (τ )〉〈Φα (τ )| = 1ˆH (2.7)
where 1ˆH denotes the identity in the Hilbert space of H only, i.e. not including the space
of time-periodic functions on whichH acts.
2.3. Eective Hamiltonian and Floquet Engineering
This section presents an alternative approach to Floquet-systems that is better suited to
Floquet-engineering and describing many-body physics, but which will not be required
for the main results of this work. It also provides the connection between the approach
taken in this thesis and much of the other work on Floquet-systems in the literature
[95–97, 117, 136, 137].
At the heart of Floquet engineering is the eective or Floquet Hamiltonian, a time-
independent Hamiltonian governing the time-evolution of the system at stroboscopic
times tn = τ0 + nT , see Eq. (2.11). Here, we take a rather unconventional route to obtain
it, based on the previous discussion, which, however, makes the connection to Floquet’s
theorem and the form of the solutions it provides for the time-periodic Schrödinger
equation very explicit.
Using a full-set of solutions given by the Floquet modes in Eq. (2.3) one may dene a
unitary-time-dependent transformation via
UˆF(τ ,τ0) =
∑
α
|Φα (τ )〉〈Φα (τ0)| . (2.8)
We note that for this choice, by the periodicity of the Floquet modes and their complete-
ness, we have UˆF(τ0 +T ,τ0) = UˆF(τ0,τ0) = 1ˆH . The transformed Hamiltonian turns out to
be time-independent, i.e.
Hˆ Fτ0 = Uˆ
†
F (τ ,τ0)Hˆ (τ )UˆF(τ ,τ0) − i~Uˆ †F (τ ,τ0)∂τUˆF(τ ,τ0)
=
∑
α
ϵα |Φα (τ0)〉〈Φα (τ0)| (2.9)
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With the full time-evolution given by
Uˆ (τ ,τ0) = UˆF(τ ,τ0) exp
[
− i
~
Hˆ Fτ0(τ − τ0)
]
. (2.10)
This equation now allows a simple interpretation of the time-evolution of Floquet systems.
The periodic time-dependence of the Floquet modes encapsulated in UˆF(τ ,τ0) represents
what is typically called “micromotion” in the literature. The linear phase evolution given
by the time-independent eective Hamiltonian Hˆ Fτ0 , which is often called Floquet Hamilto-
nian, and the quasi-energies ϵα is similar to the evolution of a truly time-independent
quantum system. We note that the Floquet Hamiltonian Hˆ Fτ0 depends parametrically
on the time τ0, however the explicit spectral representation in Eq. (2.9) shows that the
spectrum is in fact independent of τ0.
This choice to obtain the Floquet Hamiltonian is clearly not unique, any unitary time-
independent transformation of Hˆ Fτ0 yields an equally valid choice, but has the advantage
that it directly generates the stroboscopic evolution via
Uˆ (τ0 +T ,τ0) = exp
[
− i
~
THˆ Fτ0
]
. (2.11)
This equation is central to the Floquet engineering approach. The idea is to tailor the
time-dependent Hamiltonian Hˆ (τ ) in such a way as to realise a Floquet Hamiltonian Hˆ Fτ0
of the desired form. Then the behaviour of the time-dependent system at the stroboscopic
times τn = τ0 + nT exactly matches the dynamics as generated by the time-independent
Hamiltonian Hˆ Fτ0 .
2.4. High-Frequency Approximations
In terms of understanding the eects of coherent time-periodic driving of quantum
systems an ecient method to obtain the Floquet Hamiltonian Hˆ Fτ0 for a given time-
dependent Hamiltonian Hˆ (τ ) is required. Strictly speaking, for the Floquet engineering
aspect, one would, in fact, like to obtain a suitable Hamiltonian Hˆ (τ ) given a desired
static Hamiltonian Hˆtarget. Clearly, the formal approach taken above, in making use of
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the full eigenstates of a time-dependent generically interacting many-body Hamiltonian
is not feasible in practice in almost all cases. Thus, one requires an approximate scheme
that still provides a valid description at least on the time-scales and energy-scales one is
interested in. Such an approach is provided by high-frequency approximations [96, 97,
117, 137, 158–161].
To understand these, it is useful to rst expand the time-periodic Hamiltonian in its
frequency modes as
Hˆ (τ ) =
∑
m
eimωτ Hˆm , (2.12)
where Hˆm = 1T
∫ T
0 dτe
−imωτ Hˆ (τ ). If the driving frequency ~ω is large compared to the
terms Hˆm,0, one can hope that an expansion in the inverse frequency might yield a suitable
description of the dynamics. The expansion takes the form
HˆF ≈
nmax∑
n=1
Hˆ (n)F , UˆF(τ ) ≈ exp
[
nmax∑
n=1
Gˆ(n)(τ )
]
. (2.13)
For our purposes only the explicit forms of Hˆ (n)F withn = 0, 1 are required,
Hˆ (1)F = Hˆ0 , (2.14)
Hˆ (2)F =
∑
m,0
[Hˆm, Hˆ−m]
m~ω
. (2.15)
Expressions for Gˆ(n)(τ ) and higher orders can be found in the references given above.
From a practical point of view, and in the cases which we will be considering, one
often engineers the time-dependent Hamiltonian in such a way that the approximate
Floquet Hamiltonian HˆF ≈ ∑0(1)n=1 Hˆ (n)F corresponds to the desired target Hamiltonian
Hˆtarget.
The validity of the high-frequency approximation for interacting many-body systems
is far from obvious [158]. The breakdown of these expansions is directly related to
resonances in the full quasi-energy spectrum and to heating-up under the full dynamics
[162–166]. For systems with a locally unbounded spectrum, these resonances must always
exist even in the high-frequency limit. It is precisely these types of situations we will be
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considering in Chapter 3 and Chapter 4. Thus, our approach is complementary in that it
provides explicit time-scales for the heating of the system and allows to obtain stability
regions in parameter space in which the high-frequency approximation on which Floquet
engineering is often based remains valid.
2.5. Summary
We have briey introduced the results of Floquet’s theorem as relevant to the following
work. Solutions take the form of products of plane wave factors and Floquet modes given
in Eq. (2.2), with the expansion of Floquet modes in Eq. (2.3). We discussed the gauge
freedom in dening the quasi-energy and mentioned motivations for dierent choices
which will be further discussed in detail and for specic examples in Chapter 3. The
formulation presented above allows one to carry over many of the techniques known from
time-independent quantum mechanical systems and extend them to the time-periodic
case by use of the scalar product Eq. (2.6). Specically, this will form the basis of the
extension of the Fermi golden rule to the Floquet setting called the Floquet Fermi golden
rule (FFGR) discussed in Section 3.2.1 and used to discuss two-particle scattering for
time-periodic Hamiltonians.
In a second part, we introduced the notion of Floquet engineering based on the eective
description via a time-independent Floquet Hamiltonian and its approximation in the high-
frequency limit. These are important to connect to developments in the wider context of
coherent control of quantum many-body systems via periodic driving and provide the
underlying theoretical framework to motivate some of the models we are going to study.
We discussed some aspects of why this description might break down and argued that in
the cases we will be considering this is naturally the case.
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Floquet-Bloch States
Figure (3.1) Sketch of a scattering event with
incoming energy E0 by a
time-dependent potential with
frequency ω in which the incoming
particles (red) gain energy during the
collision and end up in a higher energy
state (blue).
In this chapter we study the scattering properties of particles that are subjected to time-
periodic Hamiltonians. Our study is motivated by recent experimental implementations
of articial gauge elds for gases of ultracold atoms. Making use of Floquet theory,
we focus on translationally invariant situations in which the single-particle dynamics
can be described in terms of spatially extended Floquet-Bloch waves. We develop a
general formalism for the scattering of these Floquet-Bloch waves. We show how static
interactions can be seen to become time-dependent in a Floquet frame of reference,
and thus, how the scattering of Floquet-Bloch states be understood to be equivalent
to scattering of time-independent states via a time-periodic potential. A two-particle
scattering process in this interpretation is illustrated in Fig. 3.1. An important role is
played by the conservation of Floquet quasi-energy, which is dened only up to the
addition of integer multiples of ~ω for a Hamiltonian with period T = 2pi/ω. We discuss
the consequences of this for the interpretation of “elastic” and “inelastic” scattering in
cases of physical interest. We illustrate our general results with applications to: the
scattering of a single particle in a Floquet-Bloch state from a static potential; and, the
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scattering of two bosonic particles in Floquet-Bloch states through their interparticle
interaction. We analyse examples of these scattering processes in models that are closely
related to the schemes used to generate artical gauge elds in cold-atom experiments,
through optical dressing of internal states, or through time-periodic modulations of
tight-binding lattices. We show that the eects of scattering cannot, in general, be
understood by an eective time-independent Hamiltonian, even in the limit ω → ∞
of rapid modulation. We discuss the relative sizes of the elastic scattering (required to
stablize many-body phases) and of the inelastic scattering (leading to deleterious heating
eects). In particular, we describe how inelastic processes that can cause signicant
heating in current experimental set-up can be switched o by additional connement of
transverse motion.
3.1. Introduction
The methods to generate articial gauge elds discussed in Section 1.2 generically exploit
time-dependent driving or light-elds.1 As we discussed in Chapter 2 quantum mechanical
systems with a periodic time-dependence allow a treatment within Floquet theory [133,
134]. We focus on two of the methods to create articial gauge elds, the dressed state
schemes in the continuum Section 1.2.3 and the time-periodic modulation of (deep)
optical lattices Section 1.2.4 to make contact with recent experiments [75, 78, 79, 81,
167]
With the experimental achievement of articial gauge elds using these techniques, or
at least the resulting single-particle phenomena, it is of great interest to consider the
consequences for systems of many interacting quantum particles. Much work has been
done in exploring the eective interactions between particles in the dressed-state bands
[112, 168–174]. However, this work has largely ignored the aspects relating to the periodic
1The case of rotation is special in settings where any potentials that are static in the laboratory frame
have perfect cylindrical symmetry. Then, in the frame of reference co-rotating with any stirring
potential the Hamiltonian is time-independent, so energy is absolutely conserved. In general, without
cylindrical symmetry of the static potentials, rotation at angular frequency ω also leads to a time-
periodic Hamiltonian and only conservation of quasi-energy.
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time-dependence giving conservation only of the Floquet quasi-energy, though note the
complementary work in Refs. [175, 176].
Generally, time-periodic driving with characteristic angular frequency ω allows the
absorption of energy quanta ~ω from the eld. At the single particle level, there is
periodic energy transfer, as typical of a Rabi oscillation in a dressed state, which does
not lead to entropy generation or other heating processes. However, in the presence of
inter-particle interactions, one can anticipate that this energy absorption can cause forms
of “inelastic” scattering that can have a heating eect. Possible processes include the
excitation of particles into higher bands or even particle loss, or absorption of energy into
transverse directions also resulting in heating and loss of particles from the experimental
region. These processes necessitate investigation.
Scattering through time-periodically modulated potentials has been studied previously in
other contexts [177–180]. In particular, the transport properties of time-driven mesoscopic
systems have been investigated [181, 182] and formulations been given within the Keldysh
formalism [183] as well as in the Floquet framework [184]. A general formulation for
oscillating scatterers in terms of a Floquet scattering matrix was developed in [185].
The study of the transport in periodically driven systems and the associated scattering
properties is still an active eld of research [186–190]. The novelty of the systems
considered here is that the non-interacting Hamiltonian will be periodically driven and
the scattering will be caused by static two-body interactions, not by an external oscillating
one-body scattering potential. Due to the Floquet structure of the single-particle states
the interactions will eectively become time-dependent. Importantly, this also means that
for the systems we consider the asymptotic states will be time-dependent, in contrast to
the situation usually assumed in transport measurements in which the time-dependence
is restricted to the scattering region. Thus, while the underlying theory describing the
scattering processes and the resulting phenomena (like the absorption of quanta ~ω from
the photon eld during scattering) is similar, the physical origin of those processes is very
dierent. Such systems have been studied in the context of atom-atom and atom-electron
collisions in intense laser elds and a perturbation theory in the particle-interactions has
been established [191–194].
We shall study the scattering processes that arise in these time-driven systems. The
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focus will be on elucidating the role of two-body elastic scattering processes, required for
the realisation of strongly-correlated many-body phases, as compared to inelastic two-
body processes which will limit experimental lifetimes or the temperatures achievable
in experiments. We will begin with a discussion of scattering theory in the Floquet
framework in Section 3.2. Therein, we will show how to phrase scattering in a “Floquet”
frame of reference, derive the FFGR to calculate the corresponding scattering rates,
discuss “elastic” and “inelastic” processes and generic properties of Floquet scattering.
These will be illustrated in a simple toy model in Section 3.3. We will then apply this
general framework to two model systems for articial gauge elds in Section 3.4: Firstly,
Section 3.4.1 will present a two-level system coupled by laser elds which will serve to
illustrate eects of time-periodic driving on the scattering properties in the continuum
case. Secondly, in Section 3.4.2 we will consider a lattice with time-modulated on-site
energies to highlight similarities and dierences to the continuum. Therefore, our results
on two-particle scattering are directly relevant to current and future cold gas experiments
realising articial gauge elds.
3.2. Scaering Theory in the Floquet Framework
The theory of scattering within the Floquet framework [191] is most conveniently de-
scribed in the interaction picture of quantum mechanics. The conceptional dierence in
the scattering of Floquet states arises from the fact that the interaction picture will be
dened with respect to a time-periodic non-interacting Hamiltonian Hˆ0(τ ) in contrast to
the more conventional case of a static non-interacting Hamiltonian. The special proper-
ties of the associated propagator, encoding the fact that energy is only conserved modulo
~ω, will ultimately lead to inelastic scattering processes.
We consider a Hamiltonian of the form Hˆ (τ ) = Hˆ0(τ ) + Vˆ , which is split into a non-
interacting part Hˆ0 that describes free particle motion, and an interaction Vˆ that will
describe the particle scattering. The non-interacting Hamiltonian Hˆ0(τ ) consists of a
static part and a time-periodic single particle coupling term that is strong and thus must
be treated in a non-perturbative way, whereas the interaction Vˆ will be treated in the
framework of perturbative scattering theory. We assume that Vˆ is time-independent, as
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this will be relevant in the physical situations discussed later, but the analysis can be
readily extended to general time-dependent Vˆ (τ ).
We dene the unitary time-evolution operator Uˆ0(τ ,τ ′) associated with Hˆ0(τ ) by
|Ψ0(τ ′)〉 = Uˆ0(τ ,τ ′)|Ψ0(τ )〉. (3.1)
Due to the time-dependence of Hˆ0(τ ) this operator generically depends on both start
and end times. Due to the time-periodicity of Hˆ0(τ ), it has the spectral representa-
tion
Uˆ0(τ ,τ ′) =
∑
α
e−iϵα (τ
′−τ )/~ |Φ0,α (τ ′)〉〈Φ0,α (τ )| (3.2)
=
∑
α ,n,m
e−iϵα (τ
′−τ )/~e−i(nωτ−mωτ
′) |ϕm0,α 〉〈ϕn0,α | (3.3)
We dene the states in the interaction picture in the usual way via
|ΨI(τ )〉 = Uˆ0(τ ,τ0)|Ψ(τ )〉 (3.4)
which then satisfy the Schrödinger equation
i~∂t |ΨI(τ )〉 = Vˆ I(τ )|ΨI(τ )〉 (3.5)
with
Vˆ I(τ ) = Uˆ0(τ ,τ0)Vˆ Uˆ0(τ ,τ0). (3.6)
The corresponding time-evolution operator Uˆ I(τ ,τ0) then satises the dierential equa-
tion
i~∂τUˆ I(τ ,τ0) = Vˆ I(τ )Uˆ I(τ ,τ0) (3.7)
with the initial condition Uˆ I(τ ,τ0) = 1ˆ. Rewritten as an integral equation
Uˆ I(τ ,τ0) = 1ˆ − i~
∫ τ
τ0
dτ ′ Vˆ I(τ ′)Uˆ I(τ0,τ ′) (3.8)
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it allows the usual iterative solution in the Dyson series
Uˆ I(τ ,τ0) = 1ˆ − i~
∫ τ
τ0
dτ ′ Vˆ I(τ ′) + O(Vˆ 2) . (3.9)
The full unitary evolution operator is then given by
Uˆ (τ ,τ0) = Uˆ0(τ ,τ0)Uˆ I(τ ,τ0) . (3.10)
This treatment claries in what way the usual scattering theory can be applied to Floquet
states. The only dierence arises via the use of the propagator Uˆ0(τ ,τ0), Eq. (3.2), whose
structure therefore determines the dierences to the standard case of a time-independent
Hamiltonian.
Special attention should be given to the form of Vˆ I(τ ) in Eq. (3.6). Since every Floquet
state generically contains components that evolve with phases e−i(ϵ+m~ω)τ/~ for all integer
m, Vˆ I(τ ) will most generally contain time-dependent terms oscillating with e−i(∆ϵ+m~ω)τ/~
where ∆ϵ = ϵα − ϵβ is the quasi-energy dierence of any two Floquet states. Therefore,
it is immediately apparent that generically a transition between an initial state with
quasi-energy ϵi and a nal state with quasi-energy ϵf = ϵi +m~ω for any integerm can
be induced by a static interaction Vˆ due to the structure of the Floquet states. Specically,
we obtain
Vˆ I(τ ) =
∑
α ,β
e−i(ϵα−ϵβ )τ/~
(∑
m,n
e−i(m−n)ωτ 〈ϕm0,α | Vˆ | ϕn0,β〉
)
|Ψ0,α (τ0)〉〈Ψ0,β (τ0)| (3.11)
where the bracketed part describes a time-periodic interaction operator in the Floquet
frame of reference. This allows the following intuitive interpretation of scattering pro-
cesses of Floquet states by static interactions: Transforming to the Floquet frame of
reference makes the non-interacting Floquet states time-independent, but now they see a
periodically varying interaction potential. If the structure of the Floquet modes and the in-
teraction is such that dierent frequency components are coupled, i.e. 〈ϕm0,α | Vˆ | ϕn0,β〉 , 0
form , n, the interaction in the Floquet frame of reference becomes periodically time-
dependent and thus allows the emission or absorption of energy quanta ~ω. Thus, the
scattering of Floquet states is closely related to the scattering of time-independent states
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by time-dependent potentials. It is in this interpretation that Fig. 3.1 is seen to generically
apply to the two-particle scattering of Floquet states. It may also be interpreted as the
micromotion induced by Hˆ0(τ ) not commuting with the interaction Vˆ . If on the other
hand, the interaction operator remains time-independent due to the specic structure of
the interactions or the Floquet modes, possibly due to symmetries of the problem, energy
changing scattering will not be allowed and energy will be strictly conserved. We will
see an illustration of this phenomenon in the scattering properties of the toy model in
Section 3.3. However, we emphasise that this statement is true in a non-perturbative
sense and for generic many-body systems.
Keeping only the term that is rst order in Vˆ in the Dyson series, Eq. (3.9), leads to
the Born approximation. This reduces to the application of the FFGR for transition
rates.
Considering the representation Eq. (3.11) for the scattering potential in the Floquet frame
of reference, the eect of higher orders can be understood as follows: Firstly, it will
renormalise the quasi-energy of the states via terms of form form V n,m
α ,β
· · ·Vm′,n
β ′,α with
V n,m
α ,β
= 〈ϕn0,α | Vˆ | ϕm0,β〉, i.e. transitions that return via a number of intermediate states
back to the original state. Secondly, there will be couplings of the form V n,m
α ,β
· · ·Vm′,n′
β ′,γ
that couple two dierent states α and γ via a number of intermediate states. In the most
generic case, the direct matrix elementV n,mα ,γ does not vanish for any combination of α , γ , n
andm, i.e. transitions between all states with an arbitrary photon transfer n−m is already
allowed in rst order. If this is the case, the rst order terms are expected to be dominant
for weak interactions. If the direct transition were forbidden the second order term would
become relevant and give the leading behaviour.
3.2.1. Floquet Fermi Golden Rule
The extension of Fermi’s golden rule to the Floquet framework was presented in [195].
Since it will be central to the applications described below, we present a simple derivation
of the FFGR following from the Floquet propagator in Eq. (3.10).
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We consider a case in which Vˆ is switched on at τ = 0 and compute transition rates
from an initial state |Ψi〉 to a nal state |Ψf〉. We take the initial state at τ = 0 and the
nal state at all times to be Floquet eigenstates of the unperturbed Hamiltonian Hˆ0(τ ),
i.e. |Ψi(τ = 0)〉 = |Φ0,i(τ = 0)〉 and |Ψf (τ )〉 = e−iϵατ |Φ0,α (τ )〉. For notational simplicity we
drop this subscript indicating the states to be eigenstates of the unperturbed Hamiltonian
in the following.
Thus, the amplitude of interest is
A(i→ f ,τ ) = 〈Ψf (τ ) |U (0,τ ) | Ψi(τ = 0)〉 (3.12)
= 〈Ψf (τ ) | Uˆ0(0,τ )Uˆ I(0,τ ) | Ψi(τ = 0)〉 (3.13)
= 〈Ψf (τ = 0) | Uˆ I(0,τ ) | Ψi(τ = 0)〉. (3.14)
Using the expansion up to rst order of the time-evolution operator Uˆ I(0,τ ) we obtain
for the transition amplitude in the case of i , f
A(i→ f ,τ ) = −i
~
∫ τ
0
dτ ′〈Ψf (0) | Vˆ I(τ ′) | Ψi(0)〉 (3.15)
=
−i
~
∫ τ
0
dτ ′〈Ψf (0) | Uˆ0(τ ′, 0)Vˆ Uˆ0(0,τ ′) | Ψi(0)〉 (3.16)
=
−i
~
∫ τ
0
dτ ′e−i(ϵi−ϵf )τ
′/~〈Φf (τ ′) | Vˆ | Φi(τ ′)〉 (3.17)
=
∑
n,m
−i
~
∫ τ
0
dτ ′e−i(ϵi−ϵf−(n−m)~ω)τ
′/~〈ϕmf | Vˆ | ϕni 〉 (3.18)
=
∑
n,m
e−i(ϵi−ϵf−(n−m)~ω)τ/~ − 1
(ϵi − ϵf − (n −m)~ω) V
mn
 (3.19)
=
∑
l ,m
e−i(ϵi−ϵf−m~ω)τ/~ − 1
(ϵi − ϵf −m~ω) V
ll+m
 (3.20)
where to get from Eq. (3.16) to Eq. (3.17) we used the spectral representation of the
propagator Eq. (3.2) and the orthogonality of the Floquet modes at equal times. In
Eq. (3.19) we have dened the matrix-element Vmn = 〈ϕmf | Vˆ | ϕni 〉 of the perturba-
tion Vˆ between the n-th Fourier component |ϕni 〉 of the initial Floquet mode |Φi(τ )〉 =∑
n e
inωτ |ϕn〉 and them-th Fourier component |ϕmf 〉 of the nal Floquet mode |Φf (τ )〉 =
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∑
m e
imωτ |ϕmf 〉.
From the transition probability, P(i → f ,τ ) = |A(i→ f ,τ )|2, one derives the FFGR by
computing the rate γi→f = limτ→∞ P(i → f ,τ )/τ . In contrast to the derivation of the
usual Fermi golden rule, the amplitude contains two sums over the Fourier components
of the Floquet modes. The sum overm allows the emission/absorption of energy quanta
m~ω during the scattering process. In computing the transition rates, m is xed by
the resonance condition ϵi − ϵf = m~ω. With this in mind the standard steps lead
to
γi→f =
∑
m,l ,n
2pi
~
δ (ϵi − ϵf −m~ω)V nn+m V l+mlif . (3.21)
As a nal step we may rewrite this in a more convenient form as
γi→f =
∑
m
2pi
~
δ (ϵ0i − ϵ0f −m~ω)|〈〈Φmf | Vˆ | Φ0i 〉〉|2 (3.22)
where |Φmf (τ )〉 = eimωτ |Φ0f (τ )〉 are the shifted Floquet modes. Written in this way the
rate has the same form as the conventional Fermi’s golden rule apart from the additional
summation overm and the use of the extended scalar product. The explicit sum overm
justies the remarks that only quasi-energy is conserved or equivalently that energy is
only conserved up to quanta of ~ω. Transitions with the absorption/emission ofm~ω will
occur within the FFGR if V nn+m = 〈ϕnf | Vˆ | ϕn+mi 〉 , 0 for some n, i.e. if the interaction
couples dierent Fourier components of the Floquet modes.
3.2.2. Inelastic Scaering
In light of the fact that for a time-periodic Hamiltonian only the quasi-energy is con-
served, it is important to consider the denition of “inelastic scattering” in these cir-
cumstances. One obvious choice for the quasi-energies is to reduce them to a BZ,
i.e. to choose −~ω/2 < ϵ0α ≤ ~ω/2. However, this choice may be inconvenient and
even hide some of the relevant physics. We illustrate this by describing two simple
examples.
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Single-particle Floquet scaering in an unbounded dispersion
As a rst example consider a single particle for which the Floquet energy spectrum of
Hˆ0(τ ) consists of Floquet-Bloch waves with a parabolic energy dispersion as a function of
the dimensionless wavevectork , with ϵ0
k
= ~ω(k2−1/2), which we display in Fig. 3.22. The
single-particle states of this unperturbed time-periodic Hamiltonian can be fully described
by an energy dispersion that is a continuous function of wavevector k . Within the Floquet
framework, one can equally well choose to reduce the quasi-energies to a BZ, shown as
the set of bold curves in Fig. 3.2. In terms of the reduced quasi-energies the dispersion
is discontinuous and there is a discrete innite set of quasi-energetically degenerate
momenta. When a potential Vˆ that breaks translational symmetry is introduced, it can
cause one-body scattering from an initial state (e.g. the red dot) to the nal states of
the same quasi-energy (e.g. the green or blue dots). Given the simple nature of the
parabolic energy dispersion for the unperturbed single particle, it is natural to call the
transition to a dierent branch “inelastic” (red to blue) and the transition staying within
the same branch “elastic” (red to green). This may be conveniently achieved by dening
ϵ0
k
= ~ω(k2 − 1/2) to depend continuously on the dimensionless wavevector k (i.e. not
to be restricted to −~/ω/2 < ϵ0
k
≤ ~ω/2), and by considering the whole family of
periodically repeated dispersions (the dashed lines in Fig. 3.2): “inelastic” scattering
(i.e. between dierent branches) then corresponds to a change in the Floquet index m.
Two-particle Floquet scaering in a bounded dispersion
The relevance of these considerations becomes even more apparent for two-particle scat-
tering. As a second example, we consider scattering of two particles occupying an energy
band (on a lattice) that has a bounded dispersion, e.g. each particle experiences the band
structure of the form ϵ0
k
/(~ω) = −0.4 cos(k) depending on the dimensionless quasimo-
mentum k , shown in Fig. 3.3 with its periodic repetitions3. From a naive interpretation
2The dimensions and energy oset are chosen for presentational convenience. We shall present a model
leading to a similar case in Section 3.3 below.
3We discuss a model in a 1D lattice leading to a similar dispersion in Section 3.4.2. The explicit value of
0.4 is chosen for presentational convenience, any value such that twice the bandwidth is larger than
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Figure (3.2) Unbounded single-particle dispersion ϵ0
k
/(~ω) ∝ k2 as a function of
dimensionless wavevector k reduced to the rst BZ (bold) and continuous
dispersion with periodically repeated images (dashed). Scattering an
initial state (red/middle) to nal state (green/left) would be considered
elastic and scattering from initial state (red/middle) to a dierent branch
(blue/right) would be considered inelastic. When regarding these
processes with respect to the continuously dened dispersions, elastic
scattering corresponds to no change in the Floquet indexm whereas
inelastic scattering changesm.
of the single-particle spectrum, in which one ignores the periodically repeated spectra,
one would say that two particles at the bottom of the band k = 0 with quasi-energy
ϵ = −0.4~ω would be forbidden from scattering by energy conservation. However, the
total two-particle energy is ϵ2 = −0.8~ω which would have to be mapped to a quasi-
energy 0.2~ω to lie in the range (−~ω/2, ~ω/2). Thus, scattering is in fact allowed to a
number of states for which ϵ0(k1)+ ϵ0(k2) = 0.2~ω. One such possible scattering event is
depicted in the gure where the two initial particles in the band minimum (red) scatter to
a nal state (blue). One might also consider the reduced two-particle dispersion, which is
shown with contours in Fig. 3.3. Clearly, scattering from the centre to arcs around the
corners of the BZ now becomes possible, so two particles in the band minimum are not
stable anymore. Those are processes that become allowed only within the Floquet de-
scription and will be called inelastic. If the (two-particle) quasi-energies are dened to be
continuous with respect to the variable k those correspond to a termm , 0. For example,
using the viewpoint of the repeated zone for the quasienergy, the above scattering process
~ω would do.
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Figure (3.3) (a) Bounded single-particle dispersion ϵ(k)/(~ω) = −0.4 cos(k) as a
function of dimensionless quasimomentum k in the energy BZ with
periodically repeated images (b) contours of the reduced two-particle
quasi-energy ϵ(k1) + ϵ(k2). Depicted is a two-particle scattering process
during which two particles initially in the band-minimum (red balls)
scatter into higher quasi-energy states (blue balls). This process conserves
the reduced two-particle quasi-energy or equivalently can be viewed as
one particle scattering into the lower shifted dispersion (grey ball).
involves the transition of one particle (depicted grey in Fig. 3.3) to a copy of the Floquet
band shifted down by ~ω (i.e. a transition withm = 1).
Conclusions for generic Floquet scaering
Based on these examples, and the applications below, we provide a general denition of
“inelastic scattering” of Floquet-Bloch waves. We consider the Floquet-Bloch spectrum for
a single particle, and dene the quasi-energy form = 0, ϵ0
k,σ
, to be a continuous function
of the wavevector k (which will be a vector in dimensions d > 1). The index σ accounts
for any other discrete quantum numbers – e.g. band, or spin indices – which characterize
the Floquet-Bloch state. The full set of Floquet modes is obtained via ϵm
k,σ
= ϵ0
k,σ
+m~ω.
In any scattering event, the particle (or particles) must start and nish in states labelled
by these indices (k ,σ ,m) (at long times before and after the collision). We dene all those
scattering events which involve a change of either the discrete label σ or of the Floquet
indexm (or both) to be “inelastic”. This denition of inelastic scattering accounts both for
collisions in which the band index (of one or both) particles changes, and for collisions
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that would not have occurred under a naive interpretation of the energy bands where
the repeated copies spaced by ~ω are ignored.
At this point it is again useful to recall the discussion of energy and quasi energy in
Section 2.1. In the cases we will be considering below the quasi energies contains a
contribution corresponding to the energy of free particle motion. In that case it is sensible
to consider the Hamiltonian of free particles as a reference with respect to which it is
meaningful to say the kinetic energy of a state changed during a Floquet scattering event
and this occurs exactly if the momentum of the particle changed during the scattering
process. Equivalently, one may consider particles prepared in some bandstructure Eσ
with discrete indices σ of a static Hamiltonian, add a time-dependent perturbation, and
ask after scattering in which bands of the static Hamiltonian the particles end up. This
assumes that the time-dependent perturbation is either localised in time or in space, such
that the description via the static Hamiltonian makes sense at either long times after the
collision or after particles have left the interaction region.
3.3. Toy Model
To illustrate the preceding discussion of the scattering properties of Floquet states, we
consider a toy model for scattering in the presence of Raman dressing of internal states.
We consider a single particle (or relative particle co-ordinate) with two internal states,
and the Hamiltonian Hˆ (τ ) = Hˆ0(τ ) + Vˆ with
Hˆ0(τ ) = pˆ
2
2M 1 +
(
0 Ωeiωτ
Ωe−iωτ ~ω
)
. (3.23)
A physical implementation would be provided by shining a laser beam on an atom with
mass M . We restrict the atomic dynamics to only two states |д〉 and |e〉, which are
coupled with strength Ω by a laser with frequency ω. We assume the laser frequency
to be resonant with the transition frequency between the groundstate |д〉 and the elec-
tronically excited state |e〉. Further assuming that the lifetime of the excited state |e〉
is long compared to the timescales we are considering, we may neglect spontaneous
emission.
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As the simplest interaction we may consider an immobile scatterer at the origin
Vˆ = δ (x)
(
д0 + д1 дc
дc д0 − д1
)
, (3.24)
where we assume that the dierent atomic levels |д〉 and |e〉 interact with a state dependent
strength д0 +д1 and д0 −д1 respectively, and that the scatterer couples the dierent states
with a strength дc . In the interpretation of a relative particle coordinate the internal
states |д〉 and |e〉 would correspond to internal states for the two-atom system, the laser
coupling would have to be between these molecular states, and the interaction Vˆ could
arise from contact interactions between the atoms.
The Floquet modes of the non-interaction system are given as
Φmk,σ =
1√
2L
eimωτeikx
(
1
σe−iωτ
)
(3.25)
with quasi-energies ϵm
k,σ
= ~
2k2
2M + σΩ +m~ω, where L is the system size and labels are
the momemtum k , the band index σ = ±1 and the Floquet mode number m. Note that
this actually corresponds to two shifted copies of a single parabolic dispersion which
is shown in Fig. 3.2 and for which the implications within the Floquet framework have
been outlined above.
We begin the discussion of scattering by a treatment within the FFGR. The rate of scatter-
ing from an initial stateΨi to a nal stateΨf is given by Eq. (3.22) as described in Section 2.1.
The argument of the quasi-energy conservingδ -function reads
~2k2f
2M =
~2k2i
2M + (σi − σf )Ω −m~ω (3.26)
which shows that a transition to a nal state with m < 0 (m > 0) corresponds to an
absorption (emission) of energym~ω from the driving eld. This may be converted into
kinetic energy or into a change of the bands, or both. Transitions with m = 0 can still
convert the dierence between the band energies into kinetic and vice-versa, but the
total energy of the states remains the same.
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We take the initial and nal state to be Φi = Φ0ki,σi and Φ
m
f = Φ
m
kf ,σf
and the matrix element
is computed as
〈〈Φmf | Vˆ | Φ0i 〉〉 = 1/(2L)δm,0 [(д0 + д1) + (д0 − д1)σiσf ]
+ 1/(2L)δm,1 σiдc + δm,−1 σfдc
(3.27)
As the Floquet modes (Eq. (3.25)) contain two frequency components atm and (m + 1),
single-particle scattering within the FFGR allows at most the absorption of a single
quantum ~ω. Moreover, clearly for дc = 0 no processes with absorption of energy from
the laser eld take place, i.e. there is no change in the Floquet index (∆m = 0), and
particles can only scatter between the two bands. However, for дc , 0 particles can
absorb energy during scattering (∆m , 0).
The elastic scattering rate is given by
γki,σ→kf ,σ =
1
L
2pi
~
|д0 |2 ρσ (ϵi). (3.28)
with the density of states ρσ (ϵ) dened for the single particle dispersion ϵ0k,σ per unit
length, i.e. ρσ (ϵ) = 1/L∑k δ (ϵ − ϵ0k,σ ). For the inelastic rates we distinguish between
those processes which only convert kinetic energy into band energy and vice versa
which for our basis choice correspond to no change in m and those that change m.
The inelastic rate for band changing collisions with no change in the Floquet index m
is
γki,σi→kf ,−σi =
1
L
2pi
~
|д1 |2 ρ−σi(ϵi) , (3.29)
assuming that a band-changing transition is energetically allowed by Eq. (3.26) with
m = 0. The inelastic scattering rate with a change in Floquet index m by 1 is given
by
γki,σi→kf ,σf =
1
L
pi
2~ |дc |
2 ρσf (ϵi ± ~ω) . (3.30)
In 1D the corresponding cross sections read σel =
2M2д20
~4
1
k2 for elastic collisions for which
k = ki = ±kf . For band changing collisions with no change in Floquet index we obtain
σm=0inel =
2M2д21
~4
1
kikf
where ki and kf satisfy Eq. (3.26) with m = 0. The inelastic scattering
cross section for absorption/emission of ~ω is σm,0inel =
2M2д2c
4~4
1
kikf
where ki and kf satisfy
51
3. Scattering Theory for Floquet-Bloch States
Eq. (3.26) withm = ±1. The divergences in the cross sections at low energies (small ki)
stem from two factors. Firstly from the division by the incoming ux which accounts for
the 1/ki factor present in all cross sections, and secondly from the nal density of states
which is proportional to 1/kf in 1D.
We assume a regime in which changes of the bands are not allowed in collisions without
absorption of energy, i.e. initial particles in the lower band with ϵi < 2Ω. Further we
restrict to ϵi < ~ω and ~ω > 2Ω, such that emission of a photon during scattering is not
possible and scattering between bands becomes allowed with the absorption of a photon.
In that case the ratio of the total cross sections is given by
σ 1Dinel
σ 1Del
=
д2c
4д20

1√
1 + ~ω/ϵkini
+
1√
1 + (~ω − 2Ω)/ϵkini
 (3.31)
with ϵkini = ~
2k2i /(2M). These expressions suggest that to achieve strong elastic scattering
as compared to inelastic scattering it is advantageous to work at small ϵkini . However, at
very low energies the Born-Approximation becomes invalid, certainly breaking down
when σel & 1, thus for ϵkin .
Mд20
~2 . Using this value in Eq. (3.31) we obtain a natural
lower limit for the ratio of inelastic to elastic cross sections. We remark that in 1D the
Born approximation for the δ potential becomes exact only in the limit of large momenta.
Therefore, the divergence observed above for low energies is expected, and we cannot
access the regime of collisions at low initial momenta.
The corresponding expression in 2D is
σ 2Dinel
σ 2Del
=
д2c
4д20
× 2 , (3.32)
where the factor of 2 is due to the fact that the inelastic scattering cross section has two
contributions from the band-changing and the band-conserving scattering processes.
Thus, in 2D there is no energy dependence, and the relative size of inelastic and elastic
scattering is simply controlled by the ratio of the relevant interaction parameters. In 3D
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one nds
σ 3Dinel
σ 3Del
=
д2c
4д20
[√
1 + ~ω/ϵkini +
√
1 + (~ω − 2Ω)/ϵkini
]
(3.33)
which shows that inelastic scattering becomes increasingly important compared to elastic
scattering at low kinetic energies. Unless дc/д0 is very small, this could lead to ex-
perimental diculties in achieving stable strongly correlated phases of dressed-state
particles at low energies in 3D settings. This model provides a simple example of how
the suppression of inelastic compared to elastic scattering for low-energy particles may
be favoured by the connement of free motion to low dimensions. In 3D, the strength
of the δ -potential is related to the physical scattering length via д ∼ as . Moreover, the
exact scattering amplitude in the limit of kas  1 is given by as which coincides with
the result given by the Born approximation. Therefore, the Born approximation becomes
exact for дk  1 which is the limit we are considering.
We emphasize that the inelastic scattering rate and cross sections only depend on ω
via the nal density of states. In particular, in the limit ω → ∞, the rate vanishes in
1D, but is constant in 2D and divergent in 3D. We note that taking the limit ω → ∞
also implies that the nal momenta increase as k f ∼ √ω. In 1D this actually implies
that the Born-approximation becomes exact, but in 3D we leave the regime of validity
of the Born approximation. However, a more careful limit scaling the amplitude of the
interaction potential as д ∼ 1/√ω ensures that k f д  1 and the Born approximation
remains valid. This scaling does not aect the considered ratio of elastic to inelastic
scattering, thus, our conclusions remain unchanged. Thus, the dynamics in higher than 2
dimensions cannot possibly be described by an average Hamiltonian even for ω →∞,
but rather inelastic scattering with an innitely high energy transfer occurs in this case.
In view of the contact interaction, the matrix element remains nonzero for arbitrarily
high momentum transfer, hence arbitrarily large nal state energy. We emphasise that
in the case of the real physical potential this would be cut-o at some maximal energy
scale corresponding to a microscopic length scale of interaction potential. In addition,
higher angular momentum channels will become relevant at higher energies and using
the approximation via a δ -potential ceases to be valid.
We now consider the eects of higher orders of the scattering potential. From the
Dyson series, Eq. (3.9), one can see that to order Vˆ n transitions with an energy absorp-
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tion/emission of n~ω are allowed for this specic model if дc , 0. However, in this
case it is more transparent to perform a unitary transformation to the eigenstates of the
non-interacting Hamiltonian.
H˜ = Uˆ †HˆUˆ − i~Uˆ †∂τUˆ
=
pˆ2
2M 1 +
(
Ω 0
0 −Ω
)
+ V˜ (τ )
(3.34)
with
V˜ (τ ) =
(
д0 д1
д1 д0
)
+ дc
(
cosωτ i sinωτ
−i sinωτ cosωτ
)
. (3.35)
In this representation V˜ (τ ) contains two frequency components at ±ω and at order V˜ (τ )n
allows the absorption of n~ω of energy. This derivation has the additional advantage that
it provides a natural explanation for the inelastic scattering in this model. Whenever the
unitary transformation that diagonalises the time-periodic non-interacting Hamiltonian
Hˆ0(τ ) commutes with the interaction Uˆ †Vˆ Uˆ = Vˆ (or, more generally, leaves it time-
independent) no inelastic scattering can occur. This exactly corresponds to the case in
which Vˆ I(τ ), Eq. (3.6), only picks up the trivial phase dependence due to the dierence in
quasi-energies. We also note that in this frame the model corresponds to the scenario
shown in Fig. 3.1, of time-independent states with xed energy scattering through a
time-periodic potential.
This toy model is special in two aspects. Each Floquet mode contains only two frequency
components, because the Hamiltonian contains only rotating-wave terms. Moreover, in
the internal state basis each internal state component has a single oscillation frequency.
As a consequence, inelastic scattering only occurs if these internal states are coupled by
the interaction, i.e. if дc , 0. If one adds counter-rotating terms to the Hamiltonian, the
Floquet modes do in fact contain all frequency components and inelastic scattering is
possible even for дc = 0.
From the discussion of this toy model we draw the following conclusions. Firstly, the
scattering properties of a time-periodic Hamiltonian are not encapsulated by some ef-
fective time-independent Hamiltonian: of the innite set of momentum states that have
the same quasi-energy, and therefore could be coupled by scattering, we have found
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that the rate of coupling depends both on the detailed time-dependence of the Floquet
modes and on the structure of the interaction. In particular, the scattering properties
of a time-periodic Hamiltonian with frequency ω cannot be described by an eective
“time-averaged” Hamiltonian even in the limit ω →∞. Secondly, we have shown how
the FFGR may be used to compute transition rates to lowest order in the interaction
potential, and that higher order corrections captured by the full Dyson Series can modify
the picture emerging from FFGR but do not change the qualitative scattering proper-
ties.
3.4. Applications
Following these preliminary considerations, and the development of the formalism of
scattering theory for particles in time periodic Hamiltonians, we now turn to discuss
applications to situations of physical interest. We shall consider the two-particle scattering
processes in cases where the one-particle states are Bloch waves arising from some
“dressed” states. We consider two cases that are representative of physical implementations
that have recently been studied in experiments: the use of Raman coupling of internal
states to generate gauge elds in the continuum; and the use of periodic modulation
of site energies to form vector potentials on optical lattices. Our interest will be in
the sizes of “inelastic" two-body scattering processes (which have deleterious eects
of heating) as compared to the remaining elastic processes (which are required for the
formation of strongly correlated phases). Although our approach may be applied to
fermions or bosons, or to two distinguishable particles, and may be extended to any
general interaction potentials, for simplicity we focus on the case of bosons with contact
interactions.
3.4.1. Dressed State Model
We consider a model for the creation of articial vector potentials in the continuum
by dressing of two internal states, σ = ±, similar to the experimental implementations
[74, 108, 111, 112, 144, 145, 196–198]. However, the states may be either internal (spin)
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states of the atomic species coupled by optical transitions or subbands of an additional
spatial dimension coupled by a suitable time-periodic potential perturbation [144, 145]
4. In the second case we will not explicitly model the optical potentials used to create
these subbands and select them from other bands. Rather, in our model below we will
completely suppress this dimension and consider scattering of particles moving along a
dierent dimension. Similar considerations also apply in the case of coupling harmonic
oscillator eigenstates as in [122], where now we would have to consider an innite set of
states. For simplicity we will mainly treat the system in one dimension assuming tight
connement in the other two directions. We will briey comment on the extension to a
2D model by adding free motion in a second dimension.
The system is described by the Hamiltonian Hˆ (τ ) = Hˆ0(τ ) + Hˆint. The non-interacting
time-dependent part Hˆ0(τ ) is
Hˆ0(τ ) =
∫
dx
∑
σ ,σ ′
Ψˆ†σ ′(x)
[
pˆ2
2M 1σ
′σ + Vˆσ ′σ (x ,τ )
]
Ψˆσ (x), (3.36)
where Ψˆ†σ (x) is a creation operator for bosons with mass M in internal state σ . The
coupling matrix Vˆ describes the internal dynamics of the atoms interacting with the laser
eld. It is given by
Vˆ (x ,τ ) = ~/2
(
−∆ Ωeiωτ+2ikrx
Ωe−iωτ−2ikrx ∆
)
, (3.37)
with an energy splitting ~∆ between internal states and the coupling of strength ~Ω
between internal states due to the laser elds taken to be of the rotating wave form.
As described in [108] such a system may arise as the eective two-level description of
Raman-coupled spin-states in which case the splitting and coupling strength are also to
be understood as eective quantities for the two-photon transitions involved. In this case
ω corresponds to the frequency dierence of two Raman lasers and kr is the wavelength
of the counter propagating Raman lasers. We derive Vˆ from the underlying experimental
setup in Appendix B.1 discussing the use of the rotating wave approximation and the
4Selecting only two bands in an optical lattice requires the bandstructure to be suciently anharmonic to
not be subject to resonant couplings to higher bands. This has been explicitly checked to be the case in
[144].
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adiabatic elimation of excited states. Importantly, the rotating wave approximation
is performed with respect to a frequency corresponding to a goundstate-excited state
manifold splitting which is large compared to all remaining quantities in the Hamiltonian
and the kinetic energies of the particles.
We consider interactions described by the following Hamiltonian
Hˆint =
1
2
∫
dx
∑
σ
дσ Ψˆ
†
σ (x)Ψˆ†σ (x)Ψˆσ (x)Ψˆσ (x) + д2
∑
σ
Ψˆ†−σ (x)Ψˆ†σ (x)Ψˆ−σ (x)Ψˆσ (x)
+дc
∑
σ
Ψˆ†σ (x)Ψˆ†σ (x)Ψˆ−σ (x)Ψˆ−σ (x)
(3.38)
which contains general contact interactions with species-dependent strength дσ , inter-
species coupling with strength д2 and species-changing coupling with strength дc . The
relative sizes of these couplings depend on the physical origin of the two internal states.
For two (hyperne) spin states, the дc term does not conserve the spin projection and
is therefore not present if spin-rotation symmetry is preserved5. However, if the two
internal states are two states of position motion – for example two vibrational sub-
bands [144, 145] – then дc is proportional to the usual contact interaction modied by
a geometric factor describing the wave function overlap between bands. In the spe-
cic case of Refs. [144, 145] the two internal states are the s- and p-bands of an optical
lattice, and the couplings are дσ ∝ д
∫
dx |wσ (x)|4, д2 ∝ д
∫
dx |ws(x)|2
wp(x)2 and
дc ∝ д
∫
dx w∗s (x)w∗s (x)wp(x)wp(x) where д is the appropriate one-dimensional contact
interaction strength andwσ the Wannier orbital of the band σ = s(p). Thus, the couplings
(дσ , д2 and дc ) are all non-zero and of comparable magnitude. In the case of coupling
harmonic oscillator eigenstates [122], all internal states would be coupled by contact
interactions. We note that keeping the term дc that couples states that are split by ~∆,
but not the counter-rotating terms for the Raman lasers is consistent as the rotating
wave approximation is performed on a larger frequency scale ωL  ∆ as detailed in
Appendix B.1.
5We note that for strong dipolar interactions, such processes are allowed for spin states, with the internal
angular momentum taken up by relative orbital angular momentum of the two particles.
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Single-Particle States
Our discussion of the single particle states follows the one given in [70] with the main
exception that the explicit time-dependence of the states is kept within the Floquet theory
description.
The non-interacting Hamiltonian Hˆ0 couples only two components and can be expressed
with respect to the operators ϕˆ†1(k) = ϕˆ†1,k+kr and ϕˆ
†
2(k) = ϕˆ†2,k−kr e−iωτ , where ϕˆ
†
σ ,k
creates
an internal state σ particle in a plane-wave state. Hˆ0 reduces to a sum over independent
2 × 2 blocks of the form
Hˆ0(k) =
(
~2(k+kr )2
2M − ~δ/2 ~Ω/2
~Ω/2 ~2(k−kr )22M + ~δ/2
)
(3.39)
where ~δ/2 = ~∆/2 − ~ω/2 and an overall constant energy shift ~ω/2 was dropped.
Note that this implies that the eigenstates will be mixtures of dierent (internal) states
at dierent momenta where the composition will depend on the quasi-momentum k .
We choose the recoil energy Er = ~2k2r /2M as the unit of energy and kr as the unit of
momentum dening dimensionless parameters Ω˜ = ~Ω/Er , δ˜ = ~δ/Er and k˜ = k/kr .
The Hamiltonian becomes
Hˆ0(k) = Er
(
(k˜ + 1)2 − δ˜/2 Ω˜/2
Ω˜/2 (k˜ − 1)2 + δ˜/2
)
(3.40)
and the Floquet modes are
Φmk,σ = Nk,σ
©­­«
δ˜ + 4k˜ + σ
√
Ω˜2 +
(
4k˜ − δ˜
)2
Ω˜
ª®®¬ eimωτ (3.41)
with the normalisation factor
Nk,σ = 1/
√
L

(
δ˜ + 4k˜ + σ
√
Ω˜2 +
(
4k˜ − δ˜
)2)2
+ Ω˜2

−1/2
(3.42)
for a system of size L. Dening the components of the σ = ± eigenvector with respect
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Figure (3.4) Dispersion E/Er as a function of k/kr , see Eq. (3.44), including an energy
oset to have zero minimum. The top row shows the dispersion for
~δ/Er = 0 and ~Ω/Er = 1 in (a) and ~Ω/Er = 4 in (b), the bottom row (c)
and (d) for the same parameters in the case of ~δ/Er = 1. Colourcoded is
the expectation value 〈Sz〉 with Sz = diag(−1, 1) in the σ = ± basis.
to ϕˆ†1(k), ϕˆ†2(k) as aσ (k) and bσ (k) respectively these states read in the original basis
as
Φmk,σ (x) =
(
aσ (k)eikrx
bσ (k)e−ikrxe−iωτ
)
ei(kx+mωτ ) . (3.43)
Note at this point that the coupling in the rotating wave approximation leads to a wave
function in which each component in the internal state basis has a single oscillation fre-
quency, i.e. mω and (m+1)ω for the components of Φm
k,σ
. As a consequence, inelastic scat-
tering processes can only occur if these internal states are coupled by the interaction as we
have seen in the discussion of the toy model in Section 3.3.
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The corresponding quasi-energies are
ϵmk,σ = Er
[
k˜2 + σ
√
Ω˜2 +
(
4k˜ − δ˜
)2]
+m~ω . (3.44)
The dispersion for dierent characteristic values of the parameters is shown in Fig. 3.4.
Firstly, for no detuning ~δ/Er = 0 both bands are symmetric around k/kr = 0. The
character of the lower band changes as a function of ~Ω/Er as we discuss in the following.
For ~Ω/Er < 4 (left column of the Fig. 3.4) it has three distinct extrema of which the
one at k/kr = 0 is a maximum and two global degenerate minima at k/kr = ±|k0 |. For
~Ω/Er ≥ 4 (right column of Fig. 3.4) it only has a single global minimum at k/kr = 0.
The gap between upper and lower band is in both cases given by ~Ω. For non-zero
detuning, both bands become skewed lifting the symmetry under k → −k and the
degeneracy between the minima of the lower band present for ~Ω/Er < 4. The shift of
the minimum of the dispersion to non-zero k can be interpreted as due to the induced
articial magnetic eld [69]. In particular, for small momenta the dispersion is quadratic
around this minimum and thus directly corresponds to the dispersion of a charged particle
in a magnetic eld.
Note that the non-interacting Hamiltonian Hˆ0 is invariant under two continuous sym-
metry operations: modied spatial translations generated by Opˆ = 1pˆ + kr σˆz , and mod-
ied temporal translations generated by OEˆ = 1i~∂τ − ~ωσˆz/2 where σˆz = diag(1,−1)
denotes the third Pauli matrix. The corresponding nite symmetry operations are
translations multiplied by a state dependent phase factor, diag(eikra, e−ikra)Tˆx→x+a and
diag(e−iωa/2, eiωa/2)Tˆτ→τ+a . These symmetries imply the conservation of both the mo-
mentum k and the energy E. The single-particle states can thus be characterised by
their momentum k and energy E, both of which can take unbounded values: there is
no BZ for momentum or energy, owing to the existence of these continuous symmet-
ries. It is for this reason that no BZ structure (in energy or momentum) appears in
Fig. 3.4.
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Figure (3.5) Sketch of the generic scattering processes we are considering for the
states dened in Eq. (3.43) with quasi-energies given in Eq. (3.44). The
initial state consists of two particles in the lower band (red) and
depending on the frequency ω and model parameters three dierent
scattering processes may be allowed, with both particles remaining in the
lowest band (light blue), one particle being scattered into the second band
(blue) and both particles ending up in the higher band (deep blue). Black
arrows indicate the spin-composition of the single-particle states.
Colourcoded is the expectation value 〈Sz〉 with Sz = diag(−1, 1) in the
σ = ± basis.
Two-body scaering
We now study whether, through their mutual interaction, two particles that both start
in plane-waves states in the lower band can undergo scattering into the higher band
or scattering into higher quasi-momentum states in the same band via the absorption
of energy quanta ~ω from the time-dependent elds. The generic situation we are
considering is shown in Fig. 3.5. The initial state is given by two particles in the lower
band (red) and depending on the frequency ω and model parameters three dierent
scattering processes may be allowed, with both particles remaining in the lowest band
(light blue), one particle being scattered into the second band (blue) and both particles
ending up in the higher band (deep blue).
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In discussing the two-body scattering, it is interesting to consider the interplay of the
interparticle interaction Hˆint and the above nite symmetry operations. One nds that
these symmetries commute with the дσ and д2 terms, but that both symmetries are
broken by the дc coupling term. However, there remains a discrete symmetry, namely,
when including the дc interaction term the full Hamiltonian is still invariant under dis-
crete spatial and temporal translations by x → x + pi/kr and τ → τ + 2pi/ω. Thus,
while in the non-interacting model both momentum k and energy E are strictly con-
served, in the presence of the дc interaction term scattering processes that change the
momentum by integer multiples of 2kr and the energy by multiples of ~ω are allowed;
or, put dierently, for дc , 0 only quasi-momentum and quasi-energy remain conserved
quantities.
We compute the two-body scattering rate using the FFGR (Eq. (3.22)). We take two
particles in the lower band Φm
k,− with their momentum centred at the minimum k0 of the
single-particle dispersion, i.e. k1 = k0 + k and k2 = k0 − k respectively, as the initial state,
i.e.
|ψi〉 = Ψˆ†k1,−Ψˆ
†
k2,− |vac〉, (3.45)
with quasi-energy ϵi = ϵ0k1,− + ϵ
0
k2,− dened via the single-particle energies given in
Eq. (3.44). The nal state is taken to consist of two particles in any of the bands with
momentum q1 and q2
|ψf〉 = |ψq1,σ1;q2;σ2〉 = Ψˆ†q1,σ1Ψˆ†q2,σ2 |vac〉. (3.46)
with corresponding quasi-energy ϵf = ϵ0q1,σ1 + ϵ
0
q2,σ2 . The general two-particle Floquet
mode can be written as a four-component spinor in the basis of (internal) states (|1〉|1〉,
|1〉|2〉, |2〉|1〉 and |2〉|2〉) as
Φmσ1,k1;σ2,k2 = Pˆ
©­­­­­«
aσ1(k1)aσ2(k2)eikr (x+y)
aσ1(k1)bσ2(k2)e−ikr (y−x)e−iωτ
bσ1(k1)aσ2(k2)e−ikr (x−y)e−iωτ
bσ1(k1)bσ2(k2)e−ikr (x+y)e−2iωτ
ª®®®®®¬
× eik1x+ik2yeimωτ (3.47)
where Pˆ denotes symmetrisation of the wave function under exchange of single-particle
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quantum numbers as we consider bosonic particles.
As we are interested in inelastic processes with the absorption of a non-zero number of
photons, the relevant matrix element is 〈〈Φmf | Hˆint | Φ0i 〉〉 for non-zerom. Therefore, the
usual scalar product 〈Φmf | Hˆint | Φ0i 〉 contains an overall oscillating factor of exp[−imωτ ]
stemming from the last factor in Eq. (3.47). This factor can only be cancelled to yield a
non-zero time-average if dierent components of the spinors are coupled by Hˆint. Thus,
the only relevant coupling for inelastic scattering is the one given by дc coupling the
states |1〉|1〉 to |2〉|2〉. For this process the energy of exactly two two-photon transitions,
i.e. m = 2 in Eq. (3.22), is absorbed; simultaneously, the centre of mass momentum
changes by 4kr , owing to the fact that the running Raman beams impart a momentum
kick of 2kr during the two-photon transition.
In the following we focus on the results for the case of two low-energy particles, k → 0,
i.e. the initial state has both particles in the same minimum of the lower band of the
quasi-energy dispersion. We obtain stability regions in the parameter space of (Ω,ω) in
which inelastic processes are kinematically forbidden, shown in Fig. 3.6. These regions
are derived from the quasi-energy conservation in the FFGR and the constraints on the
nal centre of mass momentum. Generally, as Ω increases the gap to the higher band
increases as well, making transitions from the initial state in (−,−) to those with at
least one excited particle in a higher band [(+,−), (−,+) or (+,+)] forbidden as only an
energy of 2~ω is available. Conversely, as ω is increased there is a threshold above which
particles can be excited into higher bands. For no detuning ~δ/Er = 0 the dispersion is
symmetric and has two degenerate minima for ~Ω/Er < 4 at k = ±|kmin | , 0. Therefore,
there are two distinct initial states with k0 = ±|kmin | and stability regions for both cases
are shown. The thin dashed lines that split o and go up for ~Ω/Er < 4 corresponds to
k0 = +|kmin | and the bold that go down to k0 = −|kmin |, i.e. with both particles starting
in the right or the left minimum of the lower band respectively. This is readily explained
by the fact that for k0 = −|k0 | particles starting in the left minimum of the dispersion get
scattered close to the right minimum when increasing their quasimomentum by 2kr and
therefore have a lower energy and threshold ω. This breaking of the symmetry k → −k
that is apparent in the dispersion is due to the fact the the coupling matrix in Eq. (3.37)
contains a running wave term exp[iωτ + 2ikrx] which explicitly sets a direction in space.
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Figure (3.6) Stability diagram for (a) ~δ/Er = 0 and (b) ~δ/Er = 16 with initial state of
two particles with quasi-momentum k1 = k2 = k0 in the minimum of the
lower band. For no detuning and ~Ω/Er < 4 the both cases of
k1 = k2 = +|k0 | (dashed lines) and k1 = k2 = −|k0 | (full lines) are shown,
with detuning the minimum of the single particle dispersion is unique,
see Fig. 3.4. Shaded regions correspond to parameter regimes in which
inelastic scattering is allowed. The bottom region (A) in light blue
corresponds to inelastic scattering where both particles remain in the
lower bands, i.e. the (−,−)-nal state, in the middle region (B) particles
can scatter either into the (−,−) or the (+,−) -nal state and in the top
region (C) scattering into all states (−,−),(+,−) and (+,+) is allowed. The
thick dashed gray lines of constant ω~/Er and of constant Ω~/Er
correspond to the cuts along which the scattering rate is shown in Fig. 3.7
and Fig. 3.8.
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With detuning the degeneracy is lifted and the minimum is unique for all parameter
values.
We now turn to the computation of the scattering rates, the allowed nal states can be
parametrised as Φmf (q) = Φmσ1,k0+2kr+q;σ2,k0+2kr−q . To compute the total scattering rate one
integrates over these nal states
dn
dτ =
2pi
~
∑
σ1σ2;m,0
L
2pi
∫
dq
〈〈Φmf (q) | Hˆint | Φ0i 〉〉2 δ (ϵi − ϵf (q) −m~ω)
=
1
~L
kr
Er
∑
σ1σ2;m,0
L2
∫
dϵf
d(q/kr )
d(ϵf/Er )
〈〈Φmf (q) | Hˆint | Φ0i 〉〉2 δ (ϵi − ϵf −m~ω)
=
д2c
~L
kr
Er
Γ1D
(3.48)
which denes the intensive dimensionless scattering rate Γ1D for inelastic processes.
Due to the dependence on the 1D-density of states Γ1D will diverge at the borders of
the stability regions in Fig. 3.6 whenever a scattering channel opens or closes and the
density of states of the nal state diverges. A plot of Γ1D for characteristic parameter
values is shown in Fig. 3.7 with these divergences clearly visible. Away from those
points the dimensionless rate is Γ1D ≈ 0.2 − 0.4. We remark again that for coupled spin-
states дc = 0 and no inelastic scattering occurs, whereas for subbands дc , 0 generally.
The elastic scattering rates are comparatively easier to compute. For simplicity we
focus on the case of spin-independent coupling strengths дσ = д2 = д, no detuning
δ˜ = 0 and consider the limit of k → 0 for which the leading behaviour can be given
explicitly. A more detailed discussion of the elastic scattering properties can be found in
[74].
As mentioned before the non-species-changing interaction terms (дσ and д2) conserve
the total momentum and only the relative momentum can be changed during scattering.
Moreover, in rst order дc does not contribute to the elastic scattering rate as it always
changes both the energy and the total momentum of the colliding particles. Neglecting
higher order eects of дc and in the limit of k → 0 the particles behave like spinless
bosons with a modied dispersion relation interacting via a contact interaction and
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Figure (3.7) Dimensionless scattering rate Γ1D dened in Eq. (3.48), for an initial state
with particles in the lower band with momentum k = ±|k0 | getting
inelastically scattered. In the top row for no detuning ~δ/Er = 0 as a
function of ω~/Er for xed ~Ω/Er = 4 in (a) and as a function of ~Ω/Er
for xed ω~/Er = 7 in (b) (dashed k = +|k0 |, full k = −|k0 |) and at the
bottom for ~δ/Er = 16 as a function of ω~/Er for xed ~Ω/Er = 16 in (c)
and as a function of ~Ω/Er for xed ω~/Er = 20 in (d) as indicated by the
dashed lines in Fig. 3.6. The rate shows divergences at the
opening/closing of scattering channels corresponding to the borders in
Fig. 3.6 at which the density of states of the nal states diverges.
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all dierences that occur in their elastic scattering is entirely due to density of states
eects.
The elastic scattering rates within FGR are given by
Γel =
1
(Ω˜/4)2 − 1
1
k/kr for Ω˜ < 4
Γel =
2
(k/kr )3 for Ω˜ = 4
Γel =
1
1 − 4/Ω˜
1
k/kr for Ω˜ > 4
(3.49)
where in the case of Ω˜ = 4 the dispersion is quartic ϵ(k) ∝ k4 and consequently the
divergence is 1/k3 instead of the ususal 1/k for a parabolic dispersion. We emphas-
ize again that these rates are the same as for undressed particles with the modied
dispersion interacting via a contact interaction. In the limit of k → 0 the dressing of
particles only changes the dispersion and the density of states, not the interactions
themselves.
To relate both the inelastic and elastic scattering rates to the corresponding cross sections,
the rates have to be divided by the incident ux. For simplicity we again focus on the
case of δ˜ = 0 and the limit of k → 0 for which the incoming ux for our initial state
is
Jin =
2~k
ML
[
1 −
(
Ω˜
4
)2]
for Ω˜ < 4
Jin =
2~k
ML
(
k
2kr
)2
for Ω˜ = 4
Jin =
2~k
ML
[
1 − 4
Ω˜
]
for Ω˜ > 4
(3.50)
For Ω˜ , 4 these factors together with Eq. (3.49) and Eq. (3.48) give a divergence of 1/k2
and 1/k for the elastic and inelastic scattering cross section respectively in the same way
as discussed in the toy model above. The case of Ω˜ = 4 is special as the dispersion then
becomes quartic ϵ(k) ∝ k4. The corresponding 1/k6 and 1/k3 behaviour of the elastic and
inelastic scattering cross sections is entirely due to the dispersion and density of states
eects and is not related to the dressing of the states. In both cases the divergence at low
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k signals a failure of the Born-Approximation.
Following the discussion of the toy model, in 1D the elastic rate should dominate over
the inelastic rate at low k and at lower overall interaction strengths when the ratio of
дc/д is kept xed.
Extension to two dimensions
The above model has motion only along one dimension, as relevant for the motion along
tubes with transverse connement frequencies large compared toω. In systems with weak
connement in the transverse directions there are additional inelastic scattering channels.
Here we consider the case of a two-dimensional system as is required to generate a
non-vanishing eective magnetic eld. For now, we ignore any spatial dependence of
the laser elds along the second direction, which we denote y. The setting is then a two-
dimensional system tightly conned in the z-direction, with the Raman-lasers running
along the x-direction and free motion in y.
The discussion straightforwardly generalises to this case. We dene
ϵf (q,ky) = ϵf (q,ky = 0) + Ey = ϵq + Ey (3.51)
where the additional energy is given by Ey = 2Er (ky/kr )2 and ky is the relative momentum
in the y-direction of a two-particle state. Note that inelastic scattering processes remain
gapped in this case even for particles remaining in the same band as the absorption of
photons is always coupled to a change in the centre of mass momentum in this model
which changes the energy.
Taking an initial state with no relative momentum kiy = 0 and a nal state with relat-
ive momentum k fy = qy we dene the matrix element of the interaction Hamiltonian
as
Imq,qy = 〈〈Φmf (q,qy) | Hˆint | Φ0i 〉〉 (3.52)
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and get for the inelastic scattering rate
dn
dτ =
2pi
~
∑
σ1σ2;m,0
(
L
2pi
)2 ∫
dqy
∫
dq
Imq,qy 2 δ (ϵi − ϵf (q,qy) −m~ω)
=
1
2pi~L2
k2r
E2r
∑
σ1σ2;m,0
L4
∫
dEy
d(qy/kr )
d(Ey/Er )
∫
dϵq
d(q/kr )
d(ϵq/Er )
Imq,qy 2 δ (ϵi − ϵq − Ey −m~ω)
=
д2c
2pi~L2
k2r
Er
Γ2D
(3.53)
where as before Γ2D is a dimensionless intensive rate constant for inelastic scattering
processes. Note that дc is now dened dierently, while it was an eective quantity for
a 1-dimensional system before it is now the corresponding quantity for a 2D conned
system. The two-dimensional rate Γ2D is not expected to diverge at the opening or closing
of scattering channels anymore, but rather to exhibit jumps which is conrmed in Fig. 3.8.
Note that the scattering rate does not vanish in the limit ω → ∞. The situation is the
same as in the toy model discussed in Section 3.3, where the rate vanishes in 1D simply
due to the decreasing density of states, whereas in 2D with a constant density of states
the rate does not vanish in the large ω limit. In the 3D case (not shown), the density
of states increases as
√
ω for large drive frequency, again leading to large scattering for
ω →∞. In terms of the relation of inelastic to elastic scattering, the expectation is that in
2D elastic and inelastic scattering should scale in the same way as functions of k for low
momenta as the density of states is k independent, whereas in 3D the inelastic rate should
dominate at low k because of the suppression of elastic scattering due to the vanishing
density of states.
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Figure (3.8) Dimensionless scattering rate Γ2D dened in Eq. (3.53), for an initial state
with particles in the lower band with momentum k = ±|k0 | and relative
momentum ky = 0 getting inelastically scattered for the extension to a 2D
setting with free motion in a transverse direction. In the top row for no
detuning ~δ/Er = 0 as a function of ω~/Er for xed ~Ω/Er = 4 in (a) and
as a function of ~Ω/Er for xed ω~/Er = 7 in (b) (dashed k = +|k0 |, full
k = −|k0 |) and at the bottom for ~δ/Er = 16 as a function of ω~/Er for
xed ~Ω/Er = 16 in (c) and as a function of ~Ω/Er for xed ω~/Er = 20
in (d) as indicated by the dashed lines in Fig. 3.6. The rate shows jumps at
the opening/closing of scattering channels corresponding to the borders
in Fig. 3.6.
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3.4.2. Modulated laice
We now turn to a model of a lattice with modulated on-site energies. This is a simpli-
ed version of the modulation protocols used in [75, 78, 167] used to create articial
magnetic elds in optical lattices. Despite its simplications it should still capture the
novel scattering properties which become important due to the periodic driving. Our
discussion describes generic features of two-particle scattering in models using mod-
ulated optical lattices as described in Section 1.2.4. Our work is complementary to
that of Ref.[175, 176] which considered many-particle systems in shaken optical lat-
tices.
Our model consists of a one-dimensional superlattice with time-periodic modulation of
on-site energies sketched in Fig. 3.9. The superlattice causes a staggered energy oset
between sites, and the site-modulation resonantly restores the suppressed tunnelling
along the lattice. We shall assume that the resulting bandwidth ∆w is small compared
to the modulation frequency, ∆w  ~ω. However, we shall allow for the possibility
that ~ω is close to the interband transition energy ∆д, allowing inelastic scattering
into this higher band. We therefore retain two bands of the original one-dimensional
lattice (i.e. there are two Wannier states per local minimum of the potential). After a
discussion of the one-dimensional model we comment on the inclusion of an additional
free direction of motion. We consider bosons described by a eld-operator Ψˆ(x) loaded
into such an optical superlattice of length L. The Hamiltonian for this system is given by
Hˆ = Hˆ0(τ ) + Hˆint,
Hˆ0(τ ) =
∫
dx Ψˆ†(x)
[−~2
2M
d2
dx2 +V1 sin
2(kx) +V2 cos2(kx/2)
]
Ψˆ(x)
+
∫
dx Ψˆ†(x) [Vω cos2(kx/2 + ωτ/2)] Ψˆ(x), (3.54)
Hˆint =
д
2
∫
dx Ψˆ†(x)Ψˆ†(x)Ψˆ(x)Ψˆ(x), (3.55)
where the rst line of Eq. (3.54) describes the kinetic energy and superlattice potential
with strengthV1 andV2 created by standing light-waves with wavevectors k and k/2, and
the second line gives the modulation of on-site energies with strengthVω and modulation
frequency ω which can be created by two running-wave beams as described in [167].
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Figure (3.9) Sketch of the one-dimensional time-periodically driven lattice potential
dened in Eq. (3.54), dierent time-slices are colour-coded. The lattice is
staggered with an energy oset V2 between neighbouring sites which
suppresses tunnelling along the lattice. Tunnelling is then restored by
resonantly modulating the site-energies with a modulation strength Vω at
frequency ~ω = V2. Note that the neighbouring wells are modulated with
a phase-shift of pi resulting in maximal dierential modulation. For
illustrational purposes the staggering V2 and the modulation Vω are
exaggerated in the gure.
Energies and lattice depth will be measured in terms of the recoil energy Er = ~
2k2r
2M which
we dene with respect to the unstaggered lattice, i.e. kr = k , and we assume the lattice to
be deep V1 > Er in order to obtain well separated bands.
The last part, Eq. (3.55), gives the usual 1D contact interaction between atoms of strengthд.
Assuming a tight-connement by a harmonic potential in the transverse radial direction,
it is given by д = 4~
2as
a2⊥M
, where as is the 3D s-wave-scattering length of the true interaction
potential and a⊥ =
√
2~/(Mω⊥) the radial connement length of the harmonic trap with
frequency ω⊥ [199].
We begin by mapping the Hamiltonian Hˆ0(τ ) onto a tight-binding Hamiltonian with
two orbitals per lattice site at positions xj = jd with d = pi/k . To this end the bosonic
eld-operator Ψˆ(x) is expanded in terms of the Wannier functions of the two lowest
bands of the Hamiltonian with V2 = Vω = 0, i.e. in the Wannier functions of the simple
optical lattice without the superlattice potential. Writing
Ψˆ(x) =
∑
j
w1(x − xj)aˆj +w2(x − xj)bˆj , (3.56)
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where aˆ (bˆ) are eld operators for Wannier states in the rst (second) band, one obtains
the tight-binding model as
Hˆ0(τ ) =
∑
ij
(
−t (1)ij aˆ†i aˆj − t (2)ij bˆ†i bˆj + h.c .
)
+
∑
j
1/2 [1 + (−1)j ] [V2 +Vω cos(ωτ )]aˆ†j aˆj
+
∑
j
1/2 [1 + (−1)j ] [V2 +Vω cos(ωτ ) + ∆д]bˆ†j bˆj ,
(3.57)
where,
t (n)ij =
∫
dx w∗n(x − xi)
[−~2
2M
d2
dx2 +V1 sin
2(kx)
]
wn(x − xj) (3.58)
and ∆д is the energy gap between the rst (a) and second (b) band. We note that we
did not include an interband tunnelling term of the form (aˆ†i bˆj + h.c .) in Eq. (3.57) as
this term is forbidden by parity conservation in the case of s and p bands. We remark
that we do not require the wannierfunctions wn(x) explicitly. We will reformulate the
problem in terms of the Blochfunctions below, which dene the t (n)ij uniquely via their
dispersion.
The superlattice potentialV2 cos2(kx/2) is seen to lead to a staggering in the tight-binding
model which suppresses tunnelling along the lattice due to the energy dierence V2
between neighbouring sites. Tunnelling can then be restored by modulating the lattice on
resonance ~ω = V2 whereby the necessary energy is provided by absorption and emission
of photons. The parameters need to satisfy V2 > t (n)ij such that in the staggered lattice
tunnelling is suppressed. Moreover, to obtain clearly separated bands the gap ∆д should
be bigger than the band-width of the Bloch bands. Finally, to avoid resonant excitation
from the lowest to the highest band ~ω should be smaller than the gap. Additionally,
the time-dependent modulation Vω should not be too strong, as will become apparent
in the derivation below. In the high frequency regime the relevant quantity to measure
the eect of the modulation is κ = Vω/(~ω) which should be of order 1, whereas in the
low frequency regime Vω should be comparable to V2 and smaller than V1. This leads to a
hierarchy of energy-scales ∆д,V1 > V2 = ~ω ' Vω > t (n)ij .
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Single-Particle States
We proceed to obtain the single-particle spectrum of the non-interacting Hamiltonian
Hˆ0. As it is only translationally invariant with respect to translations by 2 lattice sites
l → l + 2, i.e. the translational symmetry is reduced compared to the unstaggered
lattice, it is convenient to introduce an enlarged unit cell and distinguish even (l = 2n)
and odd (l = 2n + 1) sites. As seen from Eq. (3.57) the odd sites do not experience the
time-modulation, whereas the even sites are oset by V2 and modulated in time by Vω .
As we doubled the unit cell, the Brillouin zone will be reduced. We dene the operators
in momentum space as
aˆ(1)
k
= aˆk =
1√
Nl
∑
l
e−ikl aˆl =
1√
Nl
∑
l
(
e−ik2l aˆ2l + e−ik(2l+1)aˆ2l+1
)
(3.59)
aˆ(2)
k
= aˆk+pi =
1√
Nl
∑
l
e−i(k+pi )l aˆl =
1√
Nl
∑
l
(
e−ik2l aˆ2l − e−ik(2l+1)aˆ2l+1
)
(3.60)
with corresponding denitions for bˆ(1)
k
and bˆ(2)
k
. The sums run over all lattice sites l , Nl
denotes the total number of sites and the quasi-momentum lies in the reduced Brillouin
zone, k ∈ [0,pi ). Note that we introduced a dimensionless quasi-momentum k via
k = d kphys with respect to the physical quasi-momentum kphys and the lattice spacing d
here. The last equality shows that aˆ(1)
k
(aˆ(2)
k
) correspond to the symmetric (anti-symmetric)
combination of the Fourier components on the even (2l ) and odd (2l + 1) sublattices. Thus,
in anticipation of restoring tunnelling between the sublattices, we have chosen a basis
reecting this. In contrast, the operators 1/√2
(
aˆ(1)
k
± aˆ(2)
k
)
would correspond to states on
either sublattice.
One obtains the Hamiltonian in momentum space as
Hˆ0(τ ) =
∑
k
ϵ (a)
k
aˆ(1)†
k
aˆ(1)
k
+ ϵ (a)
k+pi
aˆ(2)†
k
aˆ(2)
k
+
∑
k
Vc(τ )
(
aˆ(1)†
k
aˆ(2)
k
+ aˆ(2)†
k
aˆ(1)
k
)
+ (a → b)
+
∑
k
∆д
(
b(1)†
k
bˆ(1)
k
+ b(2)†
k
bˆ(2)
k
) (3.61)
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withVc(τ ) = 1/2 [V2+Vω cos(ωτ )] and ϵ (n)k = 2
∑
l t
(n)
l
cos(lk) and l = |i−j |. The staggering
of the lattice is now seen to induce a coupling between the two momentum components
at k and k + pi .
We proceed to diagonalise this Hamiltonian by the use of a rotating wave like approxim-
ation for the case of resonant modulation ~ω = V2. Details of the derivation are given in
Appendix B.2. The Floquet modes turn out to be
Φ(n),m
σ ,k
(τ ) = 1/2
[ (
f (τ ) + σeiωτ f¯ (τ )) cˆ(1)†
k,n
+
(
f (τ ) − σeiωτ f¯ (τ )) cˆ(2)†
k,n
]
eimωτ |vac〉, (3.62)
where we denote by cˆ(i)†
k,n
the creation operator for a Blochstate in band n = a or b
with quasi momentum k in either momentum state i = 1(2). The states are character-
ised by an additional subband index σ = ±, and the time-periodic function f (τ ) =
exp[iκ sin(ωτ )] with κ = Vω/(~ω) was dened. The corresponding quasi-energies
are
ϵa,0
σ ,k
= σϵak J−1(κ), (3.63)
ϵb,0
σ ,k
= σϵbk J−1(κ) + ∆д . (3.64)
where J−1 denotes the Bessel function of the rst kind. Note that the quasi-energies are not
reduced to a Floquet BZ here, but rather dened to keep the association with the original
lowest rst (a) and second (b) bands that are gapped in energy by ∆д in the static Hamilto-
nian. The resulting band structure is depicted in Fig. 3.10.
The modulation of the lattice now shows its eect in two ways. Firstly, the tunnelling is
restored with a modied strength of ϵn
k
J−1(κ). Secondly, the population of momentum
components oscillates in time betweenk andk+pi with equal amplitudes as the energy gap
of V2 is bridged by the energy of the modulation ~ω = V2.
Following the denitions in Section 3.2.1 scattering processes in which particles change
the band from a to b and those for which particles stay within a band, but scatter into
higher energy single-particle states in the same band will be called inelastic. The rst
process leads to loss of particles from the lowest band, whereas the second process may
lead to heating within the band.
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Figure (3.10) Quasienergies of the resonantly modulated lattice, Eq. (3.63) and
Eq. (3.64), as a function of the quasi-momentum k in arbitrary energy
units. The two lowest bands of the original lattice (a) and (b) both split
into two subbands τ = ± which are degenerate at the Brillouin zone
boundaries. Depicted is a typical situation in which the energy of the
periodic modulation ~ω is larger than the bandwidth of the lowest band
and smaller than the bandgap ∆д. The balls show our initial state with
two particles in the lowest band and a possible nal state with two
particles in the upper band after scattering. For this plot a nearest
neighbour tight-binding dispersion ϵ (n)(k) = t(n) cos(k) is assumed with
parameters ta = 1.1, tb = 2.3 and ~ω = 4.8, ∆д = 10 and κ = 1.
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Two-Particle Scaering
To consider the eects of the collisions of the atoms given by the interaction Hamiltonian,
Eq. (3.55), we will treat them to rst order within the FFGR. This will preclude the
discussion of strongly correlated many-body phases, but is still sucient to see the
relevant 2-particle physics and their relevance to heating.
The scattering processes we consider are illustrated in Fig. 3.10. We apply FFGR (Eq. (3.22))
for an initial state consisting of two particles in the lowest band with the same subband in-
dexσi = ±with crystal-momentum+k and−k respectively, i.e.
Ψi = Ψˆ
a†
σi,k
Ψˆa†
σi,−k |vac〉 (3.65)
and a nal state containing two particles in the upper band in subbands σ1, σ2 with
momenta q1 and q2
Ψf = Ψˆ
b†
σ1,q1Ψˆ
b†
σ2,q2 |vac〉. (3.66)
This is the only relevant inelastic scattering process allowed within FFGR for the case in
which ~ω > 4ϵa
k
J−1(κ) which forbids the absorption of a quantum of energy ~ω within
the lowest band. Because of the resonance condition ~ω = V2, this corresponds to
strong suppression of tunnelling for which V2 was assumed to be large compared to the
bandwidth.
As a rst step we again derive stability regions implied by kinematic constraints, these
are shown in the (Vω ,ω)-plane in Fig. 3.11. Due to the structure of the single-particle
states that contain two momentum components at k and k + pi scattering is allowed into
states with momenta q1 = q, q2 = −q and q1 = q + pi , q2 = −q. Within the reduced BZ
the second case (σ1,q + pi ) actually corresponds to (−σ1,q). As we consider the case in
which the bands are well separated, i.e. 4(t1,e + t2,e) < ∆д, transitions from the lower to
the upper band require the absorption of a non-zero numberm0 of photons. Specically,
the conservation of quasi-energy in the FFGR then picks the representative state Φmf with
m = −m0 and energy conservation reduces to
2ϵak J−1(κ) = ϵbq J−1(κ) [σ1 ± σ2] + (2∆д −m0~ω) (3.67)
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Figure (3.11) Stability diagram of the lowest band in a time-periodically modulated
one-dimensional lattice of depth V1 = 6Er for which the band gap is
4.75Er . Shaded regions correspond to energetically allowed scattering
from the ground state into the rst excited band. Dierent lobes
correspond to dierent orders of the instabilitym starting withm = 1 at
the top and increasing downwards. In (a) only the rst 4 such lobes are
shown for clarity, in (b) the region 1 ≤ ω~/Er ≤ 3 with them = 4, 5, 6, 7
lobes which overlap them = 5 lobe are shown. The dashed lines of
constant ω~/Er correspond to the cuts along which the scattering rate is
shown in Fig. 3.12.
where the + (−) sign corresponds to the cases q1 + q2 = 0 (q1 + q2 = pi ) described above.
This equation xes the momentum qf of the nal state depending on the band gap ∆д, the
amplitude of the driving Vω and the driving frequency ω. Assuming for the moment that
an arbitrary number of photons may be absorbed within FFGR, which we will conrm
below, Eq. (3.67) implies the stability diagram displayed in Fig. 3.11. Depending on the
modulation strength κ = Vω/(~ω) and frequency ω~/Er , there are stable regions in which
no energy absorption takes place, regions where a single transition with a unique m,
and regions where multiple transitions with dierent photon numbers m are allowed.
Next we turn to the computation of the scattering rates. For this we require the matrix
elements appearing in the FFGR
Imσi,σ1,σ2;k,q = 〈〈Φ−mσ1,q;σ2,−q | Hˆint/д | Φ0σi,k ;σi,−k〉〉 . (3.68)
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To obtain these, we expand the eld operators in the basis of Bloch functionsψn(x ,k) of
band n as
Ψˆn(x) =
∑
k
ϕˆn(k)ψkn (x) . (3.69)
Thus, the interaction Hamiltonian, Eq. (3.55), becomes
Hˆint =
д
2
∑
{ni }
∫ L
0
dx Ψˆ†n1(x)Ψˆ†n2(x)Ψˆn3(x)Ψˆn4(x)
= д
∑
{ni ,ki }
W k1k2k3k4n1n2n3n4 ϕˆ
†
n1(k1)ϕˆ†n2(k2)ϕˆn3(k3)ϕˆn4(k4),
(3.70)
where we dened the matrix elements of the interaction between Bloch waves
W k1k2k3k4n1n2n3n4 =
1
2
∫ L
0
dx ψ¯k1n1 (x)ψ¯k2n2 (x)ψk3n3 (x)ψk4n4 (x). (3.71)
The explicit expressions for the coupling matrix elements Im
σi,σ1,σ2;k,q , Eq. (3.68), are given
in the Appendix B.3. If one assumes that the matrix element between Bloch functions
W k1k2k3k4
bbaa
dened in Eq. (3.71) is completely momentum-independent, then the matrix
element Im
σi,σ1,σ2;k,q in Eq. (3.68) vanishes form , 0 and there is no inelastic scattering. This
occurs in the case of an innitely deep lattice, then tunnelling vanishes, the Hamiltonian
becomes local and all terms commute. This implies that heating vanishes as discussed
in Section 3.2. Thus, for suciently deep lattices there is no inelastic scattering and no
coupling to the higher-band within the FFGR. Generically, Im
σi,σ1,σ2;k,q is non-vanishing for
anym. This implies the possibility of absorption of arbitrary integer numbers of energy
~ω during scattering and thus justies the assumption made in deriving the stability
diagram.
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To obtain the total inelastic scattering rate one integrates over all allowed nal states
dn
dτ =
L
d~
∑
σ1σ2
m,0
∫
dq д2
Imσi,σ1,σ2;k,q 2 δ (ϵi − ϵf (q) +m~ω)
=
д2L
d~
∑
σ1σ2
m,0
∫
dϵf
dq
dϵf
Imσi,σ1,σ2;k,q 2 δ (ϵi − ϵf +m~ω)
=
д2
~Er
1
Ld
∑
σ1σ2
m,0
L2
∫
dϵf
dq
d(ϵf/Er )
Imσi,σ1,σ2;k,q 2 δ (ϵi − ϵf +m~ω)
=
д2
~Er
1
Ld
Γ1D
(3.72)
which denes the intensive dimensionless scattering rate Γ1D for scattering into the
higher band. Γ1D depends on the lattice via the band structure ϵk and the gap ∆д, and the
modulation strength and frequency which determine both the eective band structure
ϵk J−1(Vω/(~ω) and the eigenstates via their dependence on f (τ ) = exp[iκ sin(ωτ )] =∑
n Jn(κ) exp[inωτ ] with the Besselfunctions of the rst kind Jn introduced above. There-
fore, the scattering rate will show a complicated behaviour, possibly with zeros inherited
from the Bessel functions. Moreover, the rate will diverge at the thresholds for scattering,
i.e. at the envelop functions of the shaded areas in Fig. 3.11, where the momentum of
the nal state is at the edges of the BZ and the dispersion is at yielding a diverging
1-D density of states. These expectations are conrmed in Fig. 3.12 which shows the
scattering rate Γ1D for transitions of particles in the lower band (a) into the higher band
(b) along the cuts indicated in Fig. 3.11.
As an order of magnitude estimate for the decay of particles starting in the lower band,
consider a gas of N particles with density N /L ≈ 1/d , as = 5 nm, d⊥ = 100 nm, M = 100 u
and take Γ1D ≈ 0.05 to obtain N /(dN /dτ ) ≈ 40 ms. From this estimate, experiments
in the unstable region would be seriously aected by the scattering into higher bands
and a single-band approximation would not be valid. We can conclude that experiments
using modulated lattices need to take care to work in regions of parameter space where
transitions are not allowed to avoid rapid scattering into higher bands. From Fig. 3.11 this
corresponds to avoiding single (m = 1) and multi-photon (m > 1) resonances in which the
gap 2∆д to lift two particles into the higher band is bridged bym photons. Multi-photon
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Figure (3.12) Dimensionless scattering rate Γ1D dened in Eq. (3.72), along the cuts
~ω/Er = const . as indicated in Fig. 3.11 for particles in the rst band a
with momentum k = 0 scattering into the second band b. (a) ~ω/Er = 10
for whichm = 1 is the only scattering channel. (b) ~ω/Er = 2 for which
m = 5 transitions are allowed for 0.6 ≤ Vω/Er ≤ 6.9 and bothm = 4, 5
for 2.1 ≤ Vω/Er ≤ 5.3.
scattering processes may also be reduced by keeping the modulation amplitude Vω small
compared to ~ω. However, for this specic model there is parameter space available to
avoid any resonant scattering into the higher bands while still keeping within the limits of
the approximations made. An example for such suitable parameter values would be given
by working at ~ω/Er ≈ 4 which allows modulation strengths κ = Vω/(~ω) suciently
high to explore both the maximum and the rst zero of J−1(κ), thus, completely tuning
the eective dispersion of the resulting bands.
Extension to weakly-confined system
We now discuss the inclusion of an additional free degree of motion. Such a model is
relevant for experiments in which the connement in the transverse direction is relatively
weak. In this case particles may absorb energy during collisions from the driving elds
and may scatter into states with fast motion in the transverse direction, which may either
lead to heating or to loss from the experimentally relevant region. We will be referring
to this as the z direction in the following. We emphasise that in the experimental setups
the gauge eld is actually simulated in a 2D setting (in the xy-plane) which we simplied
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to a 1D lattice in the x-direction for our model. We therefore only consider motion in
one additional direction which is also relevant for comparison to the experiments in
Ref. [81].
We assume that the motion in the z-direction is free, so the previous discussion generalises
straightforwardly by including the additional energy Ez = 2Er (dkz)2 and integrating over
the plane-wave states of the transverse direction. The scattering into the higher band
still requires a minimal energy and the additional degree of freedom does not change
the stability regions. However, as the energy in the transverse direction is unbounded,
arbitrarily high energy may be absorbed from the driving elds, which corresponds to
the presence of non-zero terms for allm in FFGR higher than the minimalm required to
scatter into the higher band.
Additionally, inelastic scattering within the same band now becomes possible which was
forbidden by the smallness of the bandwidth compared to the modulation energy before,
as any amount of energy can be absorbed in the transverse direction irrespectively of
how small or high the driving frequency is. For these processes any scattering with
m , 0 corresponds to inelastic scattering following the denitions made at the end of
Section 3.2.1. Therefore, the system is always susceptible to inelastic scattering if motion
in the transverse direction is free.
The inelastic scattering rate is now given by
dna,a˜
dτ =
2pi
~
∑
σ1σ2
m,0
(
L
2pid
)2 ∫
dqz
∫
dq д2
Im;a→a˜σi,σ1,σ2;k,q 2 δ (ϵai − ϵ a˜f (q,qz) +m~ω)
=
д2
2pi~E2r
1
L2d2
∑
σ1σ2
m,0
L4
∫
dEz
dqz
d(Ez/Er )
∫
dϵq
dq
d(ϵq/Er )
Im;a→a˜σi,σ1,σ2;k,q 2 δ (ϵai − ϵ a˜q − Ez +m~ω)
=
д2
2pi~Er
1
L2d2
Γ2Da→a˜
(3.73)
where we split the nal state energy into the part due to the motion in the lattice and
the free part via ϵq(q) = ϵf (q,kz) − Ez(kz) and dened the generalised matrix element
Im;a→a˜
σi,σ1,σ2;k,q for transitions with two particles initially in band a to a nal state with two
particles in band a˜.
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The dimensionless rate constants Γ2D
a→b and Γ
2D
a→a are shown in Fig. 3.13(a) and (b) and
Fig. 3.13(c) and (d) respectively. For the scattering into the higher band Γ2D
a→b the rates are
of the same order as in the 1D-case. The inelastic rate Γ2Da→a for particles remaining in the
lower band depends strongly on ~ω. For high oscillation frequencies most of the energy
must be absorbed in the transverse direction for which the density of states decreases as
1/√Ez and consequently the total rate remains small.
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Figure (3.13) Dimensionless scattering rate Γ2Da→a˜ for the extension to a
weakly-conned system with a free transverse degree of motion dened
in Eq. (3.73), along the cuts ~ω/Er = const . as indicated in Fig. 3.11 for
particles in the rst band with quasi-momentum k = 0 and relative
momentum ky = 0 scattering into band a˜, integrated over the nal states
with crystal momentum q and relative momentum qy . (a) and (b) a˜ = b,
i.e. particles scatter into the second band. (c) and (d) a˜ = a, i.e. particles
stay in the rst band. (a) ~ω/Er = 10 for whichm ≥ 1 are the available
inelastic scattering channel (b) ~ω/Er = 2 for whichm ≥ 5 transitions
are allowed for 0.6 ≤ Vω/Er ≤ 6.9 andm ≥ 4 for 2.1 ≤ Vω/Er ≤ 5.3. (c)
~ω/Er = 10 (d) ~ω/Er = 2. For (c) and (d) all processes withm ≥ 1 are
inelastic and allowed as the particles remain in the same band and the
energy in y direction is not gapped.
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To relate these considerations to recent experiments in Ref. [81] we provide a rough
estimate of the relevant inelastic scattering processes. The experiment simulates the
Hofstadter model in a two-dimensional driven optical lattice. The ux per cell is pi/2,
so the lowest Wannier band splits into four Hofstadter subbands. Firstly, based on the
experimental parameters, we conclude that the restriction to the lowest Wannier band
is justied as scattering into the higher Wannier bands should be forbidden by quasi-
energy conservation or very highly suppressed. Thus, the dominant process should
be the absorption of energy within the same Wannier band and into weakly conned
transverse directions, i.e. inelastic scattering between the 4 Hofstadter subbands. The
results of Ref. [81] indeed show repopulation dynamics in which particles from the
lowest Hofstadter subband are transferred to the higher subbands. The rate of transfer
into the highest subband is observed to be approximately γ exp ≈ 10 Hz per particle. In
our model, the collision of two particles in the lowest subband can lead to both being
transferred to the highest subband, for a total number N of particles we get a rate
γmodel = 2dna→adτ N per particle. To connect to the experimental 2D setup, we extend our
1D model to 2D by assuming that particles collide and remain in the lowest Wannier
band of the optical lattice. Based on the optical lattice depth of Vy = 10 Er this leads to
д2D = 2д3D/d . Further we assume connement in the transverse direction, i.e. Lz = √piaz
with az the oscillator length in the transverse direction. The rate in our model then is
γmodel = (д22D/(dLzhEr )Γ2Da→a ρ where we introduced the two dimensional particle density
ρ = N /(LxLy). For the experimental parameters of ρd2 ≈ 20 and with Γ2Da→a = 0.25
this yields γmodel ≈ 9 Hz. These simple considerations show that Floquet scattering
might provide a viable explanation for the experimentally observed behaviour. We will
give a more detailed account of the scattering processes for this experimental setup in
Chapter 4.
Inelastic scattering within the same subband can be reduced by either working at larger
~ω/Er as this then requires a large amount of energy to be absorbed in the z-direction
or by working in suciently deep lattices in which the inelastic processes of the type
discussed become strongly suppressed. Such inelastic scattering processes can also be
eliminated by adding an additional optical conning potential in the transverse direction
which depending on the parameters of the experiment might be required to avoid losses
and heating.
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3.5. Summary
We have studied the scattering processes of Floquet-Bloch waves in periodically driven
systems in the weakly interacting regime, as relevant to recent experiments creating
articial gauge elds for gases of cold atoms. We have demonstrated how ”inelastic“
scattering by static potentials can emerge in the Floquet framework as the potential
is seen to be periodically-time dependent in the reference frame of the Floquet states.
We have illustrated these general considerations in a simple toy model showing all the
described properties.
We have developed a formalism that allows the computation of elastic and inelastic
two-body scattering rates of particles in Floquet-Bloch states, and have illustrated the
consequences for model systems that are representative of experimental situations: where
energy can be absorbed through transitions into other Floquet-Bloch bands or to motion
in weakly-conned directions. Notably we have shown that, in general, the scattering
cannot be understood in terms of some eective time-independent Hamiltonian even for
rapid modulation. Our results provide a framework by which the relative sizes of elastic
and inelastic two-body scattering processes can be determined. As experiments move
towards the realization of strongly correlated phases of matter in articial gauge elds, it
will be crucial to determine the parameter regions in which the elastic interactions which
are responsible for the emergence of the interesting physics remain dominant compared
to the inelastic processes which can limit the experimentally achievable temperatures
through particle loss or heating.
The formalism we described relies on using the FFGR, the result of the Born approximation
in rst order in the interactions. Therefore, the results are limited to a regime in which this
rst order approximation is applicable. In particular, in the case of a strongly correlated
phase interactions cannot be described in this way. However, the FFGR is still applicable
in the case where V are not the interactions leading to the strongly correlated phase, but
rather a dierent additional interaction potential, and one may consider the stability of the
(Floquet) phase under this perturbation within the FFGR.
A dierent approach is given by the interaction in the Floquet frame of reference Eq. (3.11).
One might start by solving the non-interacting time-dependent problem and compute
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the interactions in this basis. The interaction is seen to contain both static and oscillating
parts, and if the static part is large compared to the time-dependent parts, one may
try to treat them as a perturbation of a correlated state. In this way, one could build a
many-body theory starting from the interactions in the Floquet frame, possibly treating
the static part as leading to strong correlations and the time-dependent parts to Floquet
scattering processes.
However, it should be noted that the application of the FFGR relies on being able to e-
ciently compute the matrix elements between all relevant states. In a strongly interacting
(and time-dependent) system this is generically not possible.
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4. Population Dynamics in a Floquet
Realisation of the
Harper-Hofstadter Hamiltonian
Figure (4.1) Modulated lattice potential V (x ,y,τ ),
Eq. (4.3) and Eq. (4.4), as a function of x
and y with time-slices overlayed on top
of each other. Note the superlattice
structure in x and the dierential
modulation of the potential wells.
In this chapter we study the recent Floquet-realisation of the Harper-Hofstadter model
in a gas of cold bosonic atoms [78, 81]. We study in detail the scattering processes in
this system in the weakly interacting regime due to the interplay of particle interactions
and the explicit time dependence of the Floquet states that lead to band transitions
and heating. We focus on the experimentally used parameters and explicitly model the
transverse conning direction. Based on transition rates computed within the FFGR we
obtain band population dynamics which are in agreement with the dynamics observed in
experiment. Finally, we discuss whether and how photon-assisted collisions that may
be the source of heating and band population dynamics might be suppressed in the
experimental setup by appropriate design of the transverse conning potential. The
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suppression of such processes will become increasingly important as the experiments
progress into simulating strongly interacting systems in the presence of articial gauge
elds.
4.1. Introduction
In Chapter 3 we described how within a perturbative treatment of interacting Floquet
systems inelastic scattering associated with the absorption of quanta ~ω becomes possible
which can lead to heating and band transitions. For heating due to two-particle collisions
independent of the specic lattice and driving protocol considered, we found that the
rates scale with the square of the corresponding interaction strength and scale linearly in
the density of particles, and in the case of scattering into transverse dimensions can be
further modied by changing the transverse density of states. Thus, appropriate design
of the Hamiltonian might be used to suppress these processes, of paramount importance
for experiments as deleterious heating and band transitions can limit the achievable
lifetimes. Depending on the specic setup the microscopic processes leading to such
energy absorption are slightly dierent. In all cases they can be understood as arising
from the explicit time-dependence of the Floquet-states and the non-commutativity of
the interaction with the time-evolution operator of the non-interacting system, see the
discussion in Chapter 3. If in addition to the perturbative treatment of the interactions,
the time-dependence is treated approximately, e.g. in a rotating wave approximation,
or the time-evolution is further expanded in small parameters, e.g. the hopping on the
lattice, the heating rates can be associated with a microscopic process, e.g. a particle
hopping to a lower energy site and converting that potential energy into kinetic energy,
which would be possible in a time-independent system, or a genuine Floquet process in
which the particles absorb energy from the driving eld and convert that into energy
of motion [176]. For the system we consider below it is the second process which will
be of most interest as it uniquely occurs in Floquet systems. This process will naturally
scale with the amplitude of the driving eld, quadratically within perturbation theory
in the driving elds for small amplitudes, and as a complicated function for stronger
driving.
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In this chapter we study the specic setup of the experiments which recently simu-
lated the Harper-Hofstadter Hamiltonian [78, 81]. We apply the perturbative formal-
ism we described in Chapter 3 to study heating and band transition processes in the
experimentally used periodically modulated superlattice potential. We will treat the
non-interacting time-dependent Hamiltonian exactly within Floquet theory and treat the
particle-interactions perturbatively. Focusing on the eects of two-particle scattering
processes, we identify the heating processes that arise from weak two-body interactions
and the corresponding intra- and inter-band transition rates. We begin by introducing the
model in Section 4.2 and obtain the single particle Floquet spectrum for the experiment-
ally used parameters in Section 4.2.2. We proceed by introducing the Floquet scattering
processes computed within the FFGR in Section 4.3.1. In Section 4.3.2 we obtain band
population dynamics based on the Floquet scattering rates for the experimentally used
parameters. Finding good agreement with the experimentally observed dynamics we
then discuss in Section 4.3.3 whether these processes can be suppressed by appropriate
design of the transverse conning potential. We show that strong suppression can be
achieved under suciently strong connement, suggesting a possible way to enable ex-
periments to access strongly correlated quantum phases without the deleterious heating
and repopulation dynamics demonstrated to be present in this Floquet system at weak
connement.
4.2. Model and Single-Particle Physics
4.2.1. Model
We study bosons described by a eld-operator Ψˆ(x) loaded into a two-dimensional
(2D) optical lattice with both time-dependent and static parts with additional transverse
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connement. The Hamiltonian is given by Hˆ = Hˆ0(τ )+Hˆint,
Hˆ0(τ ) =
∫
d3x −~
2
2M Ψˆ
†(x)
[
∂2x + ∂
2
y + ∂
2
z
]
Ψˆ(x)
+
∫
d3x Ψˆ†(x) [V (x ,y,τ ) +V z(z)] Ψˆ(x),
(4.1)
Hˆint =
д
2
∫
d3x Ψˆ†(x)Ψˆ†(x)Ψˆ(x)Ψˆ(x), (4.2)
where the rst line of Eq. (4.1) describes the kinetic energy of the atoms moving in the
optical lattice and the second line gives the time-dependent in-plane optical potential
V (x ,y,τ ) and the static transverse conning potential V z(z) experienced by the atoms.
The last part, Eq. (4.2), gives the contact interaction between atoms of strength д. For
the weak contact interactions considered here, д = 4pi~2as/M describes collisions with
s-wave scattering length as.
The in-plane optical latticeV (x ,y,τ ) is a dynamical superlattice [200], which in the experi-
ments of [81] can be written asV (x ,y,τ ) = Vst (x ,y)+Vmod(x ,y,τ )with
Vst (x ,y) = Vx sin2(krx) +Vxl sin2(krx/2) +Vy sin2(kry) (4.3)
where the static superlatticeVst (x ,y) consists of a short lattice in x(y) direction of strength
Vx (Vy) and the long lattice with strength Vxl that creates the staggering along the x-
direction with respective wave-vectors kr and kr/2. The time-dependent partVmod(x ,y,τ )
is
Vmod(x ,y,τ ) = κ [sin(pi/4 + krx/2) cos(ϕ0 + ωτ − kry/2)
− cos(pi/4 + krx/2) sin(ϕ0 − ωτ − kry/2)]
(4.4)
where κ denotes the magnitude of the modulation oscillating with frequency ω, which is
xed to be on resonance with the energy staggering along the x-direction. Is is chosen
such that the rst and second line respectively restore tunnelling along each other bond
in the staggered x-direction, see Fig. 4.2 for an illustration of the modulation pattern. We
refer to the rst and second line as the blue and red part respectively for two reasons.
Firstly, as the modulations address each other bond respectively, the blue (red) modulation
pattern is seen to restore tunnelling along bonds with a negative (positive) energy-oset
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Figure (4.2) In the left panel modulation pattern Vmod(x ,y = 0,τ ), split into the blue
(top-panel) and red (bottom panel) part, corresponding to the rst and
second line of Eq. (4.4) respectively. Right panels show Vmod(xi ,y = 0,τ )
at the lattice sites xi = i d of the static potential corresponding to the
colour-coded sites in the left panels. The blue-laser induces a dierential
modulation between sites 0 and 1 (and periodically at every other bond)
and restores tunnelling between these sites, sites 1 and 2 are modulated in
phase and tunnelling is thus not aected. The modulation pattern of the
red-laser is oset by one site in space and a quarter period in time, and
addresses the other bonds, e.g. sites 1 and 2 are dierentially modulated.
The blue (red) modulation pattern therefore restores tunnelling along
bonds with a negative (positive) energy-oset of the static superlattice.
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of the static superlattice. Secondly, in the experiment the laser beams creating the red
and blue potential are actually realised as the red and blue sidebands around the original
laser frequency of a single beam.
The phase ϕ0 is not controlled in the experiment. Physically, it corresponds to the phase
of the running laser beams in the y-direction, i.e. changing ϕ0 moves the time-dependent
potential along y in relation to the underlying static lattice. The phase ϕ0 changes the
physics of the eective time-independent model only in higher orders in κ/(~ω) and
leads to an imhomogeneous hopping along the y direction as discussed in [81], with
the conclusion that the eects are within the experimental uncertainties. For simplicity,
we use ϕ0 = pi/4 in the following; we have checked that the results are not changed
signicantly for a dierent choice.
The transverse connement potential is taken to be either an optical lattice V zlat =
Vz cos2(kzr z) or a harmonic trap V zosc = 12mω2oscz2 which is the potential actually used
in the experiment.
In the tight-binding description the time-dependent model can be mapped to the Harper-
Hofstadter model via the use of the high-frequency approximation as outlined in [81]
with the result
Hˆe = t
e
x
∑
m,n
aˆ†m+1,naˆm,ne
i[pi/2(m+n)−ϕ0] + h.c . (4.5)
− ty
∑
m,n
aˆ†m,n+1aˆm,n + h.c . (4.6)
+ Hˆint (4.7)
where aˆm,n creates a boson at lattice-site (m,n) dened with respect to the short lattice,
i.e. xm,n = (md,nd) with d = pi/kr . Tunnelling along the x-lattice was restored by
the time-periodic modulation pattern with an eective strength tex = tx κ√2~ω , and tx
(ty) are the original tunnelling couplings along x (y) directions. We also see that the
time-modulation leads to complex hopping phases in the x-direction corresponding to
a uniform ux Φ = 2pi/4 = pi/2 per plaquette. The band structure of the model turns
out to consist of 4 topological bands, two each with Chern-numbers C = 1,−1. The
groundstate band has Chern number C = 1 and is the one targeted in the experiment. In
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Figure (4.3) Resulting Floquet band structure En(kx ,ky) in units of the recoil-energy
Er = ~2k2r /(2M) as a function of momentum kx and ky in the reduced BZ
of the non-interacting model, Eq. (4.1), for the parameters Vx = 6Er ,
Vxl = 0.8Er , Vy = 10Er , κ = 0.58~ω and ~ω = 0.72Er . The Floquet band
structure shows 4 bands of which the middle two are touching at the
borders of the reduced BZ and combined into a single superband.
the following we will treat the system beyond the tight-binding description and discuss
the experimentally observed bandpopulation dynamics in terms of our theory of Floquet
scattering.
4.2.2. Single-Particle States and Band Structure
We proceed to obtain the single-particle Floquet spectrum of the non-interacting time-
dependent Hamiltonian Hˆ0(τ ). Due to the separability of the non-interacting Hamiltonian
we may focus on the particle spectrum of the in-plane (x-y) motion, i.e. wavefunctions
take the formΨ(x ,y, z,τ ) = Ψ2D(x ,y,τ )Ψz(z) and energies are given by En,k,nz = E2Dn,k+Eznz .
As the Hamiltonian is invariant under discrete temporal and spatial translations the
solutions take the form of Floquet-Bloch waves.
We note that the static potential has the following symmetries, Vst (x + 2d,y) = Vst (x ,y +
d) = Vst (x ,y) with the lattice spacing d = pi/kr . We may choose a unit cell of 2 × 2 sites
and each Bloch-band will split into 4. However, the time-dependent part has a lower
symmetry, Vmod(x + 4d,y,τ ) = Vmod(x ,y + 4d,τ ) = Vmod(x ,y,τ ), and naively, this would
95
4. Population Dynamics in a Floquet Realisation of the Harper-Hofstadter Hamiltonian
lead to a real space unit cell of 4 × 4 sites and to a splitting into 16 bands. However, the
unit cell can be reduced by rewriting Vmod as
Vmod(x ,y,τ ) = eiωτ F (x ,y) + e−iωτ F ∗(x ,y) (4.8)
with quasi-periodic F (r + Rj) = eiG·RjF (r) where G = (pi/(2d),pi/(2d)). This allows
us to perform a unitary gauge-transformation in Floquet-space as done in [200] and
obtain a Hamiltonian invariant under translations by 2 lattice sites in both x- and y-
directions which is described in detail in Appendix C.1. Consequently, we may keep
the unit cell consisting of 2 × 2 sites with each band split into 4 and exactly expand
the time-dependent problem in the Bloch-states of the time-independent problem as
they now share the same periodicity. We project the full time-dependent Schrödinger
equation on the set of the 4 lowest Bloch-bands of Vst which are resonantly coupled by
the time-dependent optical potential Vmod. Moreover, in the expansion of the Floquet-
states, Ψϵ (τ ) = eiϵtΦϵ (τ ) = eiϵt ∑m ϕmeimωτ , we keep only a nite number of frequency
components −M ≤ m ≤ M with suciently highM to ensure convergence of both the
spectrum and wavefunctions.
A plot of the resulting band structure is shown in Fig. 4.3 which shows the 4 Harper-
Hofstadter bands in the reduced Brillouin zone corresponding to the 2× 2 real-space unit-
cell. Following the convention in [78] we refer to the middle two bands as a single band as
they are not separated by an energy gap. We emphasise that this calculation does not rely
on the tight-binding limit or on a high-frequency approximation, but is the solution of the
full non-interacting time-dependent Schrödinger equation.
4.3. Interaction Eects
4.3.1. Floquet-Scaering
We treat the eects of the collisions of the atoms described by the interaction Hamilto-
nian (Eq. (4.2)) in the framework of the scattering theory for Floquet states we developed
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in Chapter 3. We employ the FFGR to compute transition rates from an initial state Ψi to
nal state Ψf given by
γi→f =
∑
∆m
2pi
~
δ (ϵ0i − ϵ0f − ∆m~ω)|〈〈Φ∆mf | Hˆint | Φ0i 〉〉|2 (4.9)
Using the FFGR will preclude the discussion of strongly correlated many-body phases,
but is appropriate for the regime of weakly-interacting particles considered here and
sucient to explore the two-particle physics that are a potential source of heating and
band repopulation.
We take the initial state to contain particles in any bands n1 and n2 with in-plane quasi-
momentum k1 and k2 of the 2D band structure in states nz1 and nz2 of the transverse
potential, i.e. they are of the form
|Ψi〉 = Ψˆa†n1,k1,nz1 Ψˆ
a†
n2,k2,nz2
|vac〉 . (4.10)
The interaction couples these to nal states containing two particles in bands n3 and n4
with quasi-momentum k3 and k4 in states nz3 and nz4
|Ψf〉 = Ψˆa†n3,k3,nz3 Ψˆ
a†
n4,k4,nz4
|vac〉 . (4.11)
In the calculations of the population dynamics in Section 4.3.2 we only keep transitions
with emission and absorption of up to a single energy quantum ~ω, i.e. ∆m = 0,±1 in the
FFGR as transitions with higher energy transfers are successively suppressed as shown
in Fig. 4.4. Note that we still have to keep a high numberM of Floquet modes in the
expansion of the Floquet states used to compute the rates.
The exponential decay of these transition-matrix elements also justies our restriction
to the lowest 4 Harper-Hofstadter bands. Whereas transitions into the higher bands
are allowed within the FFGR, for the experimental parameters they correspond to a
transition with ∆m ≈ 11 and are thus negligible on the time-scales we are interested
in. This argument applies rather generally and does not rely on the precise form of
the wavefunctions, but only on the fact that the higher bands are gapped in the static
Hamiltonian and that the Floquet states are exponentially localised in the frequency
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Figure (4.4) Overlap matrix element I∆m = |〈〈Φ∆mf (x ,y) | Hˆint | Φ0i (x ,y)〉〉|2 of the
wavefunctions of the two-dimensional model for a band-transition
(1, 1) → (3, 3) summed over the nal state momenta and averaged over
the initial state momenta as a function of the photon transfer ∆m
normalised to the element at ∆m = 0.
domain, thus, leading to the observed exponential suppression of the matrix elements.
In addition, it establishes that the elastic (∆m = 0) rates are stronger than the Floquet
(∆m , 0) rates in this system. We emphasise that this exponential decay allows to
greatly reduce Floquet scattering by suppressing transitions with ∆m = ±1 and achieve
a regime in which Floquet scattering rates become negligible compared to the elastic
rates.
4.3.2. Band Population Dynamics
We proceed to compute the resulting band population dynamics based on the Floquet
transition rates, Eq. (4.9), for the experimental parameters, i.e. Vx = 6Er , Vxl = 0.8Er ,
Vy = 10Er , κ = 0.58~ω with Er = ~
2k2r
2M , kr = pi/d and d = 0.5 × 767 nm, the modulation
frequency is ~ω = 0.72Er and the experimentally used harmonic connement given by
V zosc =
1
2Mω
2
oscz
2 with ωosc = 12Hz. We use the value of the scattering length for 87Rb
and the experimental density for which Nd2/(LxLy) ≈ 20 with the number of particles
N and the lattice size Lx (Ly) in the x (y)-direction. We assume that the distribution of
atoms in the bands is incoherent and that the particles are homogeneously spread over
the full BZ. This assumption has been veried explicitly in the experiment [81]. Thus,
we will average all rates over the initial state momenta. In addition, we will not consider
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Figure (4.5) Data with errorbars: experimental data from [81] supplied by the
corresponding author, solid lines: results of the rate model. Dynamics of
the fractional band populations nµ =
∑
nz Nµ,nz/Ntotal in the Floquet
realization of the Harper-Hofstadter model for the experimental
parameters with a transverse harmonic connement summed over the nz
oscillator quantum number. Colours correspond to the bands shown in
Fig. 4.3.
the eects of elastic scattering, as the initial state is already completely spread over each
band and elastic scattering is not expected to change the distribution further. Finally, the
assumption of an incoherent distribution and scattering justies to model the dynamics
via a rate model of band populations, rather than considering coherent scattering of
(condensed) Bogoliubov quasi-particles.
We start from the transition rate γi→f given by the FFGR (Eq. (4.9)) where the states are
characterised by (µ1, k1,nz1; µ2, k2,nz2) giving the band-index µi of the 2D band structure,
the two-dimensional in-plane momentum ki and the oscillator state label nz of the
transverse connement. As described above, the rate is exponentially suppressed in
∆m and we only keep the terms with ∆m = 0, 1. We dene a superindex α = (µ,nz)
combining the band-index of the 2D band structure and the oscillator state label, and
dene the band-averaged transition rates as
γ av(α ,β)→(γ ,δ ) =
(
2d
pi
)4 ( LxLy
(2pi )2
)2 ∬
BZ
d2k1d2k2d2k3d2k4 γi→f (4.12)
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Then, we can write a rate-model for the single-particle state populations nα of the
form
dnα
dτ
=
∑
α ′,β ′,γ ′,δ ′
γ av(α ′,β ′)→(γ ′,δ ′)
[(δα ,γ ′ + δα ,δ ′) − (δα ,α ′ + δα ,β ′)] nα ′nβ ′ . (4.13)
The dynamics for the fractional band occupations nµ =
∑
nz Nµ,nz/Ntotal summed over the
states of the transverse conning harmonic potential are shown in Fig. 4.5. We compare
the experimental results shown as circles with errorbars to our theoretical predictions
shown as the solid lines, based on a calculation with initial fractional occupations of
n1 = 0.6, n2 = 0.3 and n3 = 0.1, all assumed to be initially in the nz = 0 state. Our results
are seen to compare favourably with the experimental results. The mean summed absolute
dierences between the experimental data and the theory curves 1/Nτ ∑i |nthµ (τi)−nexpµ (τi)|,
where the sum runs over a total of Nτ times τi , are 0.03, 0.02 and 0.02 for the rst, second
and third band respectively. In the calculation the population in the rst band remains
slightly too high, whereas the population in the third band is slightly too low compared
to the experimental data. Given the approximations made in reducing the scattering
and dynamics to a simple rate model, and that the model does not contain any tting
parameters, the agreement is surprisingly good.
We observe two time scales for the population dynamics. On a fast time-scale elastic
(∆m = 0) collisions of the type (1, 3) → (2, 2) and the reverse process redistribute particles
between the bands while conserving the in-plane motion energy, i.e. the transverse
motion quantum numbersmzi =mzf are conserved. As expected from Fig. 4.4 these occur
considerably faster than the Floquet ∆m , 0 transitions. This initally leads to an increase
of the population in band 2 and the corresponding decrease of populations in band 1
and 3, while keeping all particles in the nz = 0 states of the transverse potential. For
the initial conditions, these processes achieve a quasi-equilibrium on a very short time-
scale stopping further redistribution. For longer times Floquet transitions (∆m = ±1),
changing both the Hofstadter bands and allowing transfer into higher energy states of
the tranverse directionmzi ,mzf , become relevant. The interplay of the elastic and the
inelastic collisions is seen to reverse the initial decrease in population of band 3. As the
higher states of the transverse potential are occupied the reverse scattering processes
become important and slow down the population dynamics after a time scale of about 10
100
4.3. Interaction Eects
0 50 100 150 200
0.00
0.05
0.1
0.15
0.2
Figure (4.6) Total absorbed energy ∆E(τ ) = E(τ ) − E(τ = 0) per particle in units of Er
in the Floquet realization of the Harper-Hofstadter model for the
experimental parameters with a transverse harmonic connement.
ms. The further dynamics is seen to be slower explained by the fact that the higher states
of the transverse potential are less strongly interacting. Finally, the system approaches a
state in which all Harper-Hofstadter bands are equally populated over a timescale of 200
ms.
We remark that even though the Harper-Hofstadter band populations approach a steady
state, the system slowly continues to heat up in the transverse direction. The total
absorbed energy ∆E(τ ) = E(τ ) − E(τ = 0) per particle in units of Er is shown in Fig. 4.6.
After an initial period of fast energy absorption the rate attens out. This is due to the fact
that the interactions become weaker as the particles are transferred to higher nz states.
In the beginning all particles occupy nz = 0 states and are strongly interacting. The
∆m = ±1 photon transitions then establish an equilibrium between states at nz = 0 and
nz = nzω = ~ω/Eosc. Consequently, particles in the nzω states would be scattered to states in
the nz = 2nzω state. The timescale for this to happen is controlled by the square of the ratio
of the matrix elements 〈Ψz
nzω/2Ψ
z
nzω/2 | Hˆint | Ψ
z
nzω
Ψz
nzω
〉 and 〈Ψz0Ψz0 | Hˆint | Ψznzω/2Ψ
z
nzω/2〉 which
is approximately 0.06, yielding transition rates 3 orders of magnitude lower. We observe
that the total absorbed energy per particle remains small compared to the bandgaps of
the undriven system, thus, being consistent with only considering the 4 lowest bands for
these time scales.
We conclude that the strong inter-band population dynamics and the associated heating
stemming from ∆m = ±1 transitions would make the realization of strongly interacting
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phases exceedingly dicult unless proper care is taken to suppress the corresponding
processes.
4.3.3. Stability Regions and Scaering Rates
Based on the conservation of quasi-energy in the FFGR (Eq. (4.9)) and the specic experi-
mental parameters, one can readily envisage ways in which the transverse density of states
can be adapted in order to make the system stable to the two-particle scattering processes
with∆m = ±1 which cause band transfer and lead to heating.
We keep the optical lattice potential in the x−y plane the same as in the experimental setup
as discussed above. In particular, we keep ~ω = 0.72Er . We consider the cases in which
the transverse potential in the z-direction is either an optical lattice V zlat = Vz cos
2(kzr z)
of depth Vz with associated energy scale Ezr =
(~kzr )2
2M or a harmonic trap V
z
osc =
1
2Mω
2
oscz
2
with associated energy Eosc = ~ωosc. For both cases we investigate whether particles in
the ground state band1 of the Harper-Hofstadter model can possibly undergo transitions
with ∆m = ±1 depending on the strength of the transverse potential and compute the
resulting scattering rates.
The results for connement by an optical lattice are shown in Fig. 4.7 and Fig. 4.8
respectively showing the stability diagram and the rates, and both the stability diagram
and the rates for the case of the harmonic trap are shown in Fig. 4.9. The stability diagrams
are based purely on kinematic constraints on the scattering process and is therefore valid
for two-particle scattering beyond the applicability of the FFGR. We conclude that by
suciently strong transverse potential the inelastic two-particle single-photon-transfer
scattering processes can be completely suppressed.
For the discussion of the scattering rates in this section we assume an initial state in the
unique lowest energy state of the transverse direction, i.e. nz1 = nz2 = 0 for harmonic
connement, and dene a total dimensionless rate for transitions Γ(n1,n2)→(n3,n4) taking
the initial state to be (n1, k1, 0;n2, k2, 0), summing over the nal state momenta k3 and k4
1while generically there is no preferred ordering of the bands in the Floquet BZ and therefore no
ground state we use this notion based on the character of the bands in terms of bands of the undriven
Hamiltonian
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Figure (4.7) In (a) stability of the groundstate band of the Harper-Hofstadter model to
dierent inelastic transitions as indicated in the gure in the case of
transverse connement by an optical lattice V zlat = Vz cos
2(kzr z) of
strength Vz/Ezr with Ezr = Er . A jump from 0 to 1 indicates the change of
allowed to forbidden for the respective transition. In (b) the critical
connement strength V cz /Ezr required to suppress the ∆m = ±1
transitions as a function of Ezr /Er . In all cases ~ω = 0.72Er .
and transverse state quantum numbers nz3 and nz4 and averaging the initial state momenta
k1 and k2 over the reduced Brillouin zone (BZ),
γ0Γ(n1,n2)→(n3,n4) =
∑
nz3 ,n
z
4
(
2d
pi
)4 ( LxLy
(2pi )2
)2 ∬
BZ
d2k1d2k2d2k3d2k4 γi→f (4.14)
where we factored out the dimensionful quantityγ0. It takes the formγ0 = д
2
~Er k
2
r
1
LxLy
Er
~ωosc
mωosc
~
for harmonic connement and γ0 = д
2
~Er k
2
r
1
LxLyLz
Er
Ezr
kzr for connement by an optical lat-
tice.
We begin by discussing the case in which the transverse potential is an optical lattice
shown in Fig. 4.7. For vanishing depth, Vz = 0, we recover the situation of free particles
where the system can always absorb energy and is therefore unstable. As we increase the
lattice depth Vz the transition with the smallest energy transfer, the intraband scattering
transition (1, 1) → (1, 1), is suppressed rst, and those with higher energy transfer
are consecutively suppressed until nally the last transition, (1, 1) → (3, 3), becomes
energetically forbidden and the system is stable to single photon (∆m = ±1) transitions.
This happens when the density of states in the transverse direction vanishes for the
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Figure (4.8) Scattering rates Γ(n1,n2)→(n3,n4) for the band indicated in the gure in the
case of transverse connement by an optical lattice V zlat = Vz cos
2(kzr z) for
Ezr = Er in panel (a) and Ezr = 0.36Er in (b) corresponding to the minimum
of V cz observed in Fig. 4.7. The modulation frequency is ~ω = 0.72Er .
required energy transfer, i.e. for these parameters when the bandwidth of the lowest band
in the transverse direction becomes smaller than ~ω−2[max(E3)−min(E1)]. Additionally,
we may change the ratio Ezr /Er which determines the critical value of the connement
strength as shown in the right panel of Fig. 4.7 which is minimised at Vz = 1.5Ezr for
Ezr /Er = 0.36.
The corresponding transition rates for Ezr = Er are shown in Fig. 4.8. These start from the
nite non-zero value atVz = 0 expected for free particles, and increase with increasingVz
to reach a maximum. This maximum occurs at the point at which there is a closing of the
channel for scattering into higher transverse modes, and arises from the characteristic
singular density of states of the transverse lattice at the edges of the BZ. Thus, we see
that the transverse optical lattice at rst increases the scattering rates until it nally
completely suppresses two-particle single-photon scattering for suciently deep lattices.
In addition to the lattice depth Vz/Ezr which determines the form of the density of states
in the transverse direction, changing the ratio Ezr /Er which eectively rescales the energy
axis of the transverse direction compared to the 2D Harper-Hofstadter model can be
used to control the scattering rates. This eect can be understood by the fact that at
xed Vz/Ezr reducing Ezr /Er implies that the particles in the transverse direction are less
strongly localised and thus subject to weaker interactions.
For the harmonic trap the behaviour is slightly more complicated as seen in Fig. 4.9.
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Figure (4.9) Stability of the groundstate band of the Harper-Hofstadter model to
dierent inelastic transitions as indicated in the gure in the case of
transverse connement by a harmonic potential V zosc = 12Mω
2
oscz
2 in panel
(a) and corresponding scattering rates in panel (b) both as a function of
the oscillator energy Eosc = ~ωosc in terms of the recoil energy Er . The
modulation frequency is ~ω = 0.72Er .
Again for no transverse potential, Eosc = ~ωosc = 0, we recover the behaviour of the free
system. As we increase the connement energy Eosc transitions become possible and
forbidden whenever the required transition energy matches an integer number of the
oscillator energy. For weak connement, this typically includes a range of possible nal
oscillator states for a given band-transition which shrinks with increasing connement.
The system is stable to single-photon (∆m = ±1) transitions when the energy balance
equation 2n~ωosc = ~ω − Etrans has no solution with integer n for all band transitions.
Here we obtain two stability regions, one in the intermediate regime around ωosc ≈ ω/3
and one for strong connement ωosc ' ω/2.
In both cases, by suciently strong modications of the transverse density of states, the
single photon (∆m = ±1) transitions can be completely suppressed. However, in that re-
gime the next to leading order processes of transitions with ∆m = ±2 may still be present.
Due to the localisation of the Floquet modes observed in the overlap matrix elements seen
in Fig. 4.4 and the suppression due to the interaction matrix elements they are at least 2
orders of magnitude smaller than the elastic (∆m = 0) rates.
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4.4. Conclusions
We have studied the two-particle scattering processes occurring in the Floquet-realisation
of the Harper-Hofstadter Hamiltonian focusing on the experimental setup used in [78, 81]
involving a dynamically modulated superlattice potential. Using the FFGR we have calcu-
lated scattering rates due to particle interactions. Importantly, we observe an exponential
localisation in Floquet space of the wavefunctions and consequently an exponential decay
of the scattering rates with photon transfer ∆m seen in Fig. 4.4. Fundamentally, this is
the reason why one may hope to achieve a regime in which elastic scattering is strongly
dominant over inelastic Floquet processes.
Based on the Floquet transition rates we obtain the resulting band population dynamics
and compare to the experimental results of [81]. The agreement between the experimental
result and the predictions of this rate model suggests that two-particle processes and the
Floquet scattering rates might play an important role in establishing the band dynamics
and the heating rates in this system. Of particular relevance to the stability of a Bose-
Einstein condensate (BEC) in one of the Harper-Hofstadter bands, we observe that the
scattering rates do not depend strongly on the nal state momenta. Consequently, an
initial BEC quickly spreads over the BZ and into other subbands. We remark that in a
dierent experimental realisation of the Harper-Hofstadter model [118] heating processes
have been investigated very carefully and two-particle scattering was found not to be the
limiting factor for the lifetimes in that setup. The reported lifetimes of the order of 70ms
seem to be limited by technical noise in the experiment.
More generally, our study provides insight into the heating dynamics of a closed quantum
system with an unbounded dispersion subject to periodic driving. We nd a timescale
over which the system approaches an innite temperature state for the bounded degrees
of freedom of the in-plane motion and a generically dierent time-scale over which the
system then continues to heat up in the transverse direction.
Having established these processes in the Floquet system with the geometry of [78, 81],
we discussed how these rates can be inuenced by additional transverse connement.
We studied transverse connement by both an optical lattice and a harmonic potential
and concluded that by choosing a suciently strong connement inelastic single photon
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transitions with the absorption or emission of ~ω can be suppressed completely. Moreover,
in the case of connement by an optical lattice, the scattering rates can be further
controlled by choosing an optimal values for the ratio Ezr /Er in addition to the lattice
depth V z . By suppressing the single-photon ∆m = ±1 rates one can achieve a regime in
which the next order Floquet processes ∆m = ±2 are at least two orders of magnitude
smaller than the elastic ∆m = 0 rates which are responsible for establishing the strongly
correlated behaviour of the quantum system. This possibility to strongly suppress the
two-particle inelastic scattering rates provides one possible route towards the design of
future experiments aiming to access strongly interacting regimes without deleterious
scattering and heating.
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5. Synthetic Dimensions in the
Strong-Coupling Limit:
Supersolids and Pair-Superfluids
Figure (5.1) Sketch of a gas of ultracold atoms with spin
I = 3/2 with internal states
mz = −3/2, · · · , 3/2 conned in a
one-dimensional optical lattice. Spin states
are coupled via Raman transitions of
strength Ω endowed with a running phase
ϕ(x). Particles can hop along the lattice with
amplitude t and particles interact via a
SU(2I + 1)-invariant density-density on-site
interaction U .
In this chapter we study the many-body phases of bosonic atoms with N internal states
conned to a 1D optical lattice under the inuence of a synthetic magnetic eld and
strong repulsive interactions. The N internal states of the atoms are coupled via Ra-
man transitions creating the synthetic magnetic eld in the space of internal spin states
corresponding to recent experimental realisations. The system for the case of N = 4
internal states is sketched in Fig. 5.1. We focus on the case of strong SU(N ) invariant
local density-density interactions in which each site of the 1D lattice is at most singly
occupied, and strong Raman coupling, in distinction to previous work which has fo-
cused on the weak Raman coupling case. This allows us to keep only a single state per
site and derive a low energy eective spin 1/2 model. The eective model contains
rst-order nearest neighbour tunnelling terms, and second-order nearest neighbour in-
teractions and correlated next-nearest neighbour tunnelling terms. By adjusting the
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ux ϕ one can tune the relative importance of rst-order and second-order terms in
the eective Hamiltonian. In particular, rst-order terms can be set to zero, realising a
novel model with dominant second-order terms. We show that the resulting competition
between density-dependent tunnelling and repulsive density-density interaction leads to
an interesting phase diagram including a supersolid (SS) and a phase with long-ranged
pair-superuid correlations. The method can be straightforwardly extended to higher
dimensions and lattices of arbitrary geometry including geometrically frustrated lattices
where the interplay of frustration, interactions and kinetic terms is expected to lead to
even richer physics.
5.1. Introduction
We will focus on one-dimensional systems with a nite synthetic dimension composed
of N = (2I + 1) spin states coupled by laser beams in such a way as to create an articial
magnetic eld as described in Section 1.2.5. Thus, they can alternatively be considered
as frustrated N -leg ladders. Optical lattice experiments with cold atoms motivate the
study of both bosonic [201–206] and fermionic systems [127–129, 207–213]. The pre-
dicted behaviour includes chirally ordered phases [202], vortex phases [204], magnetic
crystals and quasi-1D analogues of fractional Quantum Hall states [127, 128, 212]. At
the centre of these phenomena is the interplay of the gauge elds and the SU(2I + 1)
symmetric interactions [59–62]. The natural SU(2I + 1) symmetry of the interactions
between the spin states implies, in the interpretation of a ladder, that the interactions
are innitely ranged along the synthetic dimension and short-ranged along the real
dimension in contrast to the situation usually considered in the solid-state context. We
remark that therefore the limit of hardcore interactions of bosonic particles does not
correspond to a Tonks-Girardeau gas [28, 214, 215] and the system does not reduce to
free fermions.
Prior studies have focused on the weak Raman coupling case in which one obtains
helical states and edge currents [127]. In contrast we will study the case of strong
Raman coupling and strong interactions, focusing on an eective model of hardcore
bosons/spinless fermions in these limits which can alternatively be understood in terms
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of an eective pseudo spin-1/2 system. Our main focus will be on a regime in which
the physics is dominated by the interplay of density-density interactions and correlated
tunnelling terms. This will lead to a competition between phase-separation and charge-
order, and normal superuidity and pair-superuidity.
In 2D pair-superuids can be realised using the long-range interactions of dipolar quantum
gases [216, 217] and conning them in bi-layer geometries [218–220]. In a mean eld
analysis the presence of correlated tunnelling allows the condensation of pairs of particles
described by an operator bˆ, i.e. (〈bˆibˆj〉 , 0), in the absence of single-particle condensation
(〈bˆi〉 = 0) [221] Generically, correlated tunnelling can be understood to act as an attractive
interaction between the bosons favouring pair formation, and the repulsive nearest
neighbour interaction is required to avoid collapse [222] or phase-separation [223].
Correlated tunnelling has been shown to lead to pair-superuidity for bosons in 2D [223]
and in 1D [224, 225] in theoretical studies, but the required models are hard to realise
experimentally.
We propose a way to realise a (quasi) pair-condensed phase of ultracold atoms start-
ing from an experimentally realised system. We do not require special (long-range)
interactions or complicated lattice geometries. The proposed scheme is applicable to
both fermions and bosons, but we will limit the discussion to the bosonic case here.
We do not assume specially engineered Raman couplings of the spin states to obtain
homogeneous couplings along the synthetic dimension or periodic boundary conditions
which are hard to realise experimentally for large number of internal spin states, but
consider the highly non-homogeneous couplings and open boundary conditions along the
synthetic dimension which occur naturally for I > 1 due to the nature of the atom-light
interaction.
We introduce the full model and the eective model derived in the limits of large Raman
coupling and strong interactions in Section 5.2. Importantly, the coupling constants will
turn out to depend on the ux ϕ, and the freedom in tuning both the ux and the number
of spin states 2I +1 allows great control and freedom in engineering the resulting eective
Hamiltonian. In Section 5.3 we will focus on the special case of ux ϕ = pi in which the
rst order terms vanish and investigate the behaviour resulting from the dominant second
order terms in the eective model. By employing Density-Matrix-Renormalization Group
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(DMRG) calculations [226] the phase-diagram of the eective model is obtained, and
described in Section 5.3.1. Based on the analysis of correlation functions and the von-
Neumann entropy we establish a phase-diagram containing a charge-density wave (CDW)
at half-lling, a supersolid phase (SS) with simultaneaous charge-density wave order and
superuid correlations, and a (quasi) pair-superuid phase.
5.2. Model
j = 1 j = 2 j = 3t
2Ωeiϕ
√
3Ωeiϕ
√
3Ωeiϕ
2Ωe2iϕ
√
3Ωe2iϕ
√
3Ωe2iϕ
2Ωe3iϕ
Φ
√
3Ωe3iϕ
U
mz = 3/2
mz = 1/2
mz = −1/2
mz = −3/2
Figure (5.2) Graphical illustration of the original model Hamiltonian for atoms with
I = 3/2 in the interpretation of a ladder system. Note the highly
inhomogeneous couplings along the spin direction, and the dependence
of the complex hopping phase on the site index j in the x-direction. The
interaction U is innite-range along the spin-direction, but of contact
type along the real x direction. The phase-pattern shown here
corresponds to a gauge-invariant ux of Φ = ϕ/(2pi ) through each
plaquette.
We consider spinful bosons with N = 2I + 1 internal spin states loaded into a one-
dimensional optical lattice described by a Hamiltonian Hˆ = Hˆ1 + Hˆ2 + Hˆint. Hˆ1 describes
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the bosonic hopping along the lattice,
Hˆ1 = −t
∑
j
I∑
mz=−I
(
cˆ†j+1,mz cˆj,mz + h.c
)
(5.1)
where cˆ(†)j,mz are bosonic operators annihilating (creating) bosons in spin statemz at site j
and t is the hopping amplitude. Hˆ2 describes the Raman coupling of the internal spin
states via
Hˆ2 = −
∑
j
I−1∑
mz=−I
Ωmz+1
(
eiϕjcˆ†j,mz+1cˆj,mz + h.c
)
(5.2)
where Ωmz = Ωдmz with дmz =
√
I (I + 1) −mz(mz − 1) and ϕ is the running phase of the
Raman beams (set by the wavevector transfer ∆k and the lattice constant d). Hˆint is taken
to be an SU(2I + 1) invariant interaction of contact form, i.e. Hˆint = U ∑j,m,m′ nˆj,m(nˆj,m′z −
δmz ,m′z ). The full model is illustrated in the interpretation of a ladder system in Fig. 5.2.
We derive it from the underlying atom-light coupling via Raman lasers in Appendix D.
In the next section we will consider an eective spin-1/2 model describing the dynamics
in the strong coupling limit.
5.2.1. Eective Model at strong Coupling
We will consider the parameter regime t  Ω,U and work with the resulting low-
energy eective Hamiltonian in the following. In the limit t  Ω only the lowest of
the eigenstates of Hˆ2 remains in the eective description coupled via direct and virtual
hoppings induced by Hˆ1. The interaction Hˆint takes the same form in the eigenbasis
of Hˆ2 due to its SU(2I + 1)-invariance and in the limit of t  U leads to a hardcore
constraint in the eective basis. In Appendix E.1 we derive the eective second-order
model describing spinless particles interacting via a nearest neighbour interaction and
hopping with nearest neighbour, next-nearest neighbour and correlated next-nearest
neighbour tunnelling terms.
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Figure (5.3) Second order virtual processes in the eective Hamiltonian (Eq. (5.3))
illustrated in the case of I = 2. The left shows a particle hopping into an
excited state on an unoccupied site and back to the ground state and leads
to a normal and a correlated NN neighbour hopping term t2 and tcor,
hopping via an occupied site gives an additional contribution to tcor, the
right corresponds to hopping back and forth via an excited state and
leads to an eective NN interaction V of particles on neighbouring sites.
The hopping is described by a matrix Ts1,s2(ϕ) between dierent states s1
and s2 that depends on the phase ϕ as described in Appendix E.1.
The eective Hamiltonian takes the form
Hˆe/t = −t1(ϕ)
∑
j
(dˆ†j+1dˆj + h.c .) + κV (ϕ, u˜)
∑
l
nˆlnˆl+1
− κt2(ϕ, u˜)
∑
j
(dˆ†j+2dˆj + h.c) (5.3)
+ κtcor(ϕ, u˜)
∑
j
(dˆ†j+2nˆl+1dˆj + h.c)
where dˆj = dˆj,I is the creation operator for a particle in the sx = I (after the unitary
transformation explained in Appendix E.1) eigenstate at site j , κ = t/Ω, and u˜ = U /(4ΩI ).
The explicit form and functional dependence of the coupling constants on the ux ϕ,
the interaction strength u˜ and the number of spin states I is provided in Appendix E.1,
Eqs. (E.4) to (E.6).
The rst term describes the direct hopping between the sx = I spin state on neighbour-
ing lattice sites, with an energy scale that is reduced from the bare hopping t by the
factor t1(ϕ) = (cosϕ/2)2I (Appendix E.1). The remaining terms describe virtual hop-
ping processes, with energy scale proportional to tκ = t2/Ω. The nearest neighbour
repulsion V contains three contributions, originating from nearest neighbour hopping
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and returning to the original site via an excited spin state on a neighbouring site which
is either empty or occupied or hopping onto an occupied site in the lowest energy
spin state. The correlated tunnelling term tcor arises from the corresponding processes
with the particle not returning to the original site. These processes are illustrated in
Fig. 5.3.
Importantly, the virtual hopping between the dierent Raman eigenstates is controlled by
κ = t/Ω. To avoid double occupancy we only require tt1(ϕ)  U , which can be achieved
even if the bare coupling t is large by making t1(ϕ) small through a judicious choice of
ϕ. This allows us to work at relatively high energy scales using shallow lattices with
high bare tunnelling rates t , in contrast to the induced interactions in the Mott regime of
the Hubbard model scaling with t/U requiring deeper lattices and lowering the overall
energy scale. Further, the dependence of the coupling constants on the ux ϕ allows one
to eliminate the rst order tunnelling terms and obtain an eective model with dominant
second order terms even for relatively shallow lattices where all energy scales remain
large.
5.3. Model at ϕ = pi
In the following we focus on the model at ux ϕ = pi . Then, the rst order nearest
neighbour tunnelling term t1(ϕ) vanishes identically and the eective model is determined
by the second order terms only. The model reduces to
Hˆe/(tκ) = V
∑
j
nˆjnˆj+1 − t2
∑
j
(
cˆ†j cˆj+2 + h.c .
)
+V /2
∑
j
(
cˆ†j nˆj+1cˆj+2 + h.c .
)
(5.4)
where c†j is the creation operator for hard-core bosons or spinless fermions at site j andn =
c†j cj the corresponding density and the couplings are the ones dened below Eq. (5.3) for
ϕ = pi . Note that in these limits tcor = V /2. Since the NN tunnelling term has dropped out,
particles now only hop on their respectiveA/B sublattices, the model can therefore also be
understood to live on a “zigzag” lattice as shown in Fig. 5.4a.
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Figure (5.4) (a) Illustration of the eective model on a “zigzag” lattice (b) Coupling
constant t2/V as a function of rescaled interaction u˜ = U /(4ΩI ) of the
eective spin 1/2 model at ux ϕ = pi , see Eq. (5.4). Also shown is the
constant line tcor/V = 0.5 as a guide to the eye.
To gain some understanding of the eective model, we rst consider the more general
case in which all coupling constants can be tuned independently, i.e. we consider the
model with couplings t2, tcor and V . Note that those correspond to to 2-body, 3-body
and 4-body terms respectively. For tcor = V = 0 the model is non-interacting and
describes free hardcore bosons living separately on each sublattice. For tcor = 0 the
model corresponds to the t2 −V -model [227]. It has been shown to undergo a quantum
phase-transition from a superuid (SF) phase to a supersolid (SS) at non-half lling and to
a charge-density-wave (CDW) at exactly half-lling as a function of t2/V . For V = 0 the
model is integrable and known as Bariev’s model [228], in this limit we have two NNN
hopping terms, a normal hopping t2 and a correlated hopping tcor for which hopping
between sites depends on the occupation of the intermediate site on the other sublattice.
Depending on tcor/t2 the model has a nite CDW amplitude, i.e. dierent sublattice
populations, in the groundstate. The fermionic spin 1/2 version of this model has recently
been studied in Ref. [229]. For V = 0 and tcor = −t2, the model admits an exact solution
via mapping to free spinless particles moving on a charge lattice. This solution becomes
possible, because for tcor = −t2 particles cannot pass each other, and the sequence of
particles remains preserved throughout the dynamics. The groundstate of the model
is found to be a paired-hole superconductor with hidden string order and algebraically
decaying 2-particle correlations.
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For our model, we are not free to choose these couplings independently. The de-
pendence of the couplings in the eective model Eq. (5.4) on the rescaled interaction
strength u˜ = U /(4ΩI ) is shown in Fig. 5.4b. In these limits we obtain tcor/V = 0.5
and t2/V = (1 + u˜)/(2u˜). Thus, the model depends only on a single free parameter,
u˜, which determines the ratio t2/V , or we can alternatively consider the model as a
function of t2/V . Hardcore interactions correspond to t2/V = 0.5 and we will con-
sider the region of repulsive interactions corresponding to t2/V ≥ 0.5 in Section 5.3.1.
We note that with these parameters we are outside of the integrable limits described
above and it will be interesting to see what remains of the physics of these limits in our
model.
5.3.1. Phase Diagram
To characterise the ground state phases we perform DMRG simulations using the ALPS
MPS framework [230, 231]. We consider system sizes of L = 80, 120, 160, 240 with
open boundary conditions keeping a maximal number of states of m = 400, 600, 800,
extrapolating results for xed system size in 1/m. To characterise the ground state and
obtain the phase-diagram we study two- and four-point correlation functions and the
structure factors for CDW, superuid and pair-superuid order. To reduce the eects of
the open boundary conditions correlators are measured from the middle of the system and
averaged over a window of 10 sites around the central site. We perform nite-size scaling
of the corresponding correlation-lengths, decay exponents and structure factors to obtain
the phase-boundaries. In addition we characterise the phases via their entanglement
entropy and central charge.
On a bipartite lattice, due to the vanishing of the nearest neighbour tunnelling, the
sublattice populations nA(B) =
∑
i∈A(B) ni are separately conserved, and we focus on equal
populations on both sublattices nA = nB . The phase diagram of the model as a function
of t2 in the range 0.5 ≤ t2/V ≤ 0.64 and density 0 ≤ n ≤ 1 is shown in Fig. 5.5. Three
distinct phases are observed in this parameter range, a charge-density wave (CDW)
with a period of two lattice sites, a supersolid (SS) with simultaneous (quasi-) superuid
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Figure (5.5) Phase-diagram of the eective model Eq. (5.4) obtained from the DMRG
calculations as a function of coupling t2 and density n. Three distinct
phases are observed, a CDW at n = 0.5 and t2 ≤ 0.6 with central charge
c = 0, a supersolid phase (SS) with superuid order on one of the
sublattices with the other sublattice being empty with central charge
c = 1 below half-lling n < 0.5, and a homogeneous phase with dominant
superuid (SFA+B) order on both lattices with c = 2 for high densities n
and high t2 which also shows strong pair-superuid correlations. Above
half-lling at low t2 we nd phase-separation (PS) as indicated by a jump
in the density-chemical potential curve n(µ).
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and maximal CDW order with a period of 2 lattice sites1, and a homogeneous phase
with (quasi-) superuidity on both sublattices (SFA+B) with pair-superuid correlations.
(Since we consider the case of nA = nB , both the CDW and the SS phases are additionally
separated into a left/right region with vanishing density on one of the sublattices in both
regions.)
Exactly at half-lling n = 0.5 the CDW phase is stabilised and persists up to t2/V = 0.6.
Below half-lling n < 0.5 at low coupling t2 the eects of the nearest neighbour repulsion
are still dominant, resulting in a phase where one of the sublattices is empty and the
other is lled and becomes (quasi-)superuid, thus forming a supersolid state. We remark
that if one sublattice is empty, the model reduces to free particles hopping on the other
sublattice with amplitude t2. Above half-lling n > 0.5 at low t2 particles cannot avoid
the cost of the interaction energy V and the system phase-separates. At suciently
high t2 the eect of the repulsion V can be overcome and a homogeneous phase with
superuid order on both lattices emerges. In this regime all of t2, tcor and V are relevant.
An important tool to characterise the ground state behaviour of strongly correlated
systems in one dimension is the von Neumann block entropy [232]. This is dened as
SNA = Tr ρA ln ρA where ρA is the reduced density matrix ρA = TrBρ obtained by dividing
the chain into the block A consisting of sites i = 1, · · · , l and B of sites i = l + 1, · · · ,L. In
particular, for a gapped state the entropy saturates whereas it diverges for a gapless state
[233, 234]. For a 1D system of size L with open boundary conditions the von Neumann
block entropy behaves as SNL (l) = s1 + c6 ln
[
2L
pi sin
(
pil
L
)]
where c is the central charge of
the associated conformal eld theory (CFT) and s1 is a non-universal constant [235–237].
By tting SNL linearly in the conformal distance λ = ln
[
2L
pi sin
(
pil
L
)]
we obtain the central
charge c of the phase. The behaviour of the central charge c as a function of the coupling
t2 at densityn = 0.5 is shown Fig. 5.6a. The results indicate a transition close to t2/V = 0.6.
The state for t2/V ≤ 0.6 is gapped with c = 0 as expected for the CDW phase and the
transition occurs into a state with with central charge of c = 2 in the SFA+B. Finally
1Since the continuous translational symmetry is explicitly broken by the optical lattice, interactions only
break the remaining discrete symmetry and the situation is fundamentally dierent to the continuum
case. One might as well simply refer to this phase as a CDW with simultaneous superuid order. We
follow the convention to call it a SS as in [227].
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Figure (5.6) (a) The central charge c determined from tting the von Neumann block
entropy via SNL (l) = c6 ln
[
2L
pi sin
(
pil
L
)]
for dierent system sizes as a
function of the coupling t2 at density n = 0.5. The CDW is gapped with
c = 0 and the transition occurs into the SFA+B phase with central charge
c = 2. (b) Extrapolated CDW order parameter
∆CDW = limL→∞
√
|1/L∑l eipilG(l)| at density n = 0.5 as a function of
coupling t2 showing the vanishing of CDW order at t2/V = 0.61.
below half-lling we nd a central charge c = 1 (not shown), which is consistent with
superuidity on one of the sublattices in the SS phase.
The CDW order can be directly extracted from the density-density correlation and the
static structure factor. We measure G(l) = 〈nˆinˆi+l〉 − n2av with nav = 1/L
∑
i 〈nˆi〉. The
static structure factor is dened as SL(q) = 1/L∑l eiqlG(l). The CDW order parameter
is given by the square root of the structure factor at q = pi , ∆CDW(L) =
√|SL(pi )| and its
innite system size limit, ∆CDW = limL→∞
√|SL(pi )|. The nite system results ∆CDW(L)
are extrapolated via a quadratic t in 1/L to innite system size. The results of this
extrapolation are shown in Fig. 5.6b. The CDW order parameter vanishes at t2/V = 0.61
signalling the transition into the superuid state.
To characterise the degree of (quasi-)superuid order we consider the following two point
correlation function Cα (2l) = 〈cˆ†L/2−l+α cˆL/2+α+l〉 on either sublattice (α = 0, 1) measured
symmetrical around the middle of the system. This correlation function is shown in
Fig. 5.7a for a system of size L = 240 on sublattice A (α = 0) displaying a transition from
short-ranged to long-ranged correlations around t2/V = 0.61; the other sublattice (not
shown) exhibits the same behaviour. In contrast to CDW there is no order parameter
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Figure (5.7) (a) Two-point correlation function Cα (l) as a function of l on sublattice A
(α = 0) for a system of size L = 240 at density n = 0.5 for
t2/V = 0.61, 0.6, 0.59 (top to bottom) showing the transition from
short-ranged to long-ranged correlations at t2/V = 0.61. (b) System size L
divided by superuid correlation length ξsf for sublattice A vs coupling t2
for L = 240, 160, 120, 80 (top to bottom). Coalescence of data points for
dierent L at t2/V = 0.61 ± 0.05 signals transition to SF state.
for superuidity in one dimension, and the whole superuid phase is critical. Still, the
superuid phase is characterised by a diverging correlation length [238]. To determine
the transition point we perform nite-size scaling of the correlation length dened as
ξsf =
√∑
l l
2Cα (l)/∑l Cα (l) [239, 240]. In Fig. 5.7b L/ξsf on sublattice A (α = 0) is shown as
a function of t2 at n = 0.5 for dierent system sizes, the correlations on sublattice B show
the same behaviour. The coalescence of the data signals the transition to the superuid
state at t2/V = 0.61. In the superuid phase we nd strong correlations between the super-
uids on the sublattices. To characterise this phase further we also consider possible con-
densation of pairs via P(2l) = 〈cˆ†
L/2−l cˆ
†
L/2+1−l cˆL/2+l cˆL/2+1+l〉−〈cˆ†L/2−l cˆL/2+l〉〈cˆ†L/2+1−l cˆL/2+1+l〉
and its corresponding correlation length ξpf =
√∑
l l
2P(l)/∑l P(l). The pair-superuid
correlator is shown in Fig. 5.8a and the nite size scaling of the correlation length in
Fig. 5.8b. We observe very strong pair-superuid correlations in the SFA+B phase con-
sistent with quasi-condensation of pairs as the system becomes superuid. However,
single-particle superuidity persists alongside pair-superuidity in the parameter regime
we have studied.
In Fig. 5.9(a) and (b) we display the momentum distribution of particles on sublattice
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Figure (5.8) (a) Four-point correlation function P(l) as a function of l for a system of
size L = 240 at density n = 0.5 for t2/V = 0.61, 0.6, 0.59 (top to bottom)
showing the transition from short-ranged to long-ranged correlations at
t2/V = 0.61. (b) System size L divided by pair-superuid correlation
length ξpf vs coupling t2 for L = 240, 160, 120, 80 (top to bottom).
Coalescence of data points for dierent L at t2/V = 0.61 ± 0.05 signals
transition to PSF state.
A, n(q) = ∑ eiqlCA(l), and in (c) and (d) the momentum distribution of pairs of particles
npf (q) = ∑ eiqlP(l). As for hardcore bosons n(q = 0) is expected to scale with √L [241],
both quantities are normalised by this factor. We focus on the transition from the SS
phase in (a) and (c) to the SFA+B phase in (b) and (d). Whereas in the single-particle
momentum distribution a quasi-coherent peak is observed in both phases, pairs only
quasi-condense in the SFA+B phase as seen in (d).
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Figure (5.9) (a)-(b) Single-particle momentum-distribution n(q) = ∑ eiqlCA(l) on
sublattice A. (c)-(d) Momentum distribution for pairs of particles
npf (q) = ∑ eiqlP(l). All at density n = 0.25 and (a) and (c) at t2/V = 0.51
in the SS phase and (b) and (d) at t2/V = 0.55 in the SFA+B phase. The
single-particle momentum distribution shows a quasi-coherent peak in
both phases (a) and (b). In contrast, for pairs in the SS phase in (c) no
quasi-coherent peak is observed, whereas a peak forms in the SFA+B
phase in (d).
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5.4. Conclusions
In summary, in this work we have shown that the interplay of (synthetic) gauge elds
and interactions in ultracold gas systems leads naturally to eective Hamiltonians with
correlated hopping terms. We start from an experimentally feasible set-up for the creation
of articial magnetic eld using synthetic dimensions. We consider this model in the
limits of strong Raman coupling of the spin states and strong interactions where it reduces
to an eective model with rst order nearest neighbour tunnelling, and second order
next-nearest neighbour correlated tunnelling terms and nearest neighbour repulsion.
Importantly, the additional degree of freedom given by adjusting the ux ϕ allows
to engineer eective models dominated by second-order processes with large energy
scales.
By working at ux ϕ = pi , the rst order nearest neighbour tunnelling term is eliminated,
and we obtain a novel model with dominant second-order terms. This is a natural route
to a large density-dependent tunnelling term, so the proposed scheme is directly relevant
to the realisation and study of models with interaction-assisted hopping and kinetic
frustration [242–248].
The physics of our eective model involves the competition between the correlated
tunnelling which favours pair formation, and the nearest neighbour repulsion which
favours local CDW order. We nd three distinct phases: a CDW phase; a supersolid
(SS) with simultaneous quasi-superuidity on either sublattice and maximal CDW or-
der; and a quasi-superuid on both sublattices with strong pair-superuid correlations
SFA+B.
The model can be directly generalised to fermionic species and higher dimensional lattices
of arbitrary geometry. In the case of fermions, the study of attractive interactions seems
particularly relevant for the study of paired phases. The extension to higher dimensions
promises even more interesting physics, e.g. BKT transitions to novel superconducting
states and geometrically frustrated magnetism. We reserve the discussion of the resulting
phases for future work.
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6.1. Summary
In this thesis, we have explored some of the novel and fascinating physics arising from
the interplay of interactions, time-dependence and articial gauge elds in systems of
ultracold atomic gases. We have focused on two key approaches to creating articial
gauge elds based on current experimental research, coherent time-periodic driving of
quantum systems and Floquet Theory, and the method of synthetic dimensions. For both
of these distinct methods we have explored the consequences of interactions and the
resulting novel physics.
This research has been motivated by current experiments and new experimental tech-
niques. Tools to create articial gauge elds are of great interest to extend the ability
of ultracold atomic systems to serve as quantum simulators of solid state systems, and
to explore genuinely new phenomena not found in solid state materials. Interactions
are naturally present for atomic gases, and are of crucial importance to many of the
most intriguing physics expected to be present in these systems. This led us to study, in
Chapter 3, the two-body scattering properties of particles in time-periodically driven
closed quantum systems. We have established a general framework to obtain scattering
rates of Floquet-Bloch waves, the eigenstates of time-periodically driven and transla-
tionally invariant Hamiltonians, in presence of weak, i.e. perturbative, interactions. We
have demonstrated that quasi-energy spectra of non-interacting systems do not provide
sucient information to understand the eect of even perturbatively weak interactions,
in contrast to the time-independent case, and have to be interpreted with care when
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including interactions. We carefully dened the notions of “elastic” and “inelastic” scat-
tering processes when only quasi-energy is conserved. We identied the fundamental
underlying mechanism by which the Floquet nature of the eigenstates in presence of
interactions leads to non-energy conserving or photon-assisted scattering as the non-
commutativity of the interactions and the Floquet modes. Finally, we studied two schemes
related to Floquet realisations of articial gauge elds for cold atomic gases in detail,
the optical dressing of internal states, and the time-periodic modulation of tight-binding
lattices. We have derived the generic scaling of scattering rates of “elastic” and “inelastic”
components with system parameters and their dependence on dimensionality and the
density of states. We have derived stability regions in which “inelastic” scattering can be
suppressed by judicious choice of parameters. This is particularly important to enable
future experiments to work in a regime in which “elastic” scattering responsible for
many-body physics remains dominant compared to the “inelastic” scattering leading to
heating and particle loss.
In Chapter 4 we applied the developed framework to an experimental Floquet realisation
of the Harper-Hofstadter model in a gas of cold bosonic atoms. Using the experimental
parameters we have obtained scattering rates within the FFGR. We have demonstrated
that the observed population dynamics can be explained by (non-energy conserving)
scattering processes due to the particle-interactions and the time-dependence of the
Floquet states. This work also provides some insight into the wider eld of heating
dynamics of closed quantum systems with an unbounded dispersion subject to periodic
driving. We have found a fast time scale over which the system approaches an innite
temperature state for the bounded degrees of freedom of the in-plane motion and a longer
time-scale over which the system then continues to heat up in the transverse direction.
Finally, we have shown how the photon-assisted scattering processes, responsible for
heating and band transfer, can be suppressed in the experimental setup by proper design of
a conning transverse lattice potential. Therefore, we have established a route for future
experiments aiming to access the strongly interacting regime requiring the suppression
of deleterious heating processes.
In the nal chapter of this thesis, Chapter 5, we have studied the many-body phases
of bosonic atoms with N internal states conned to a one-dimensional optical lattice
under the inuence of a synthetic magnetic eld and strong repulsive interactions. We
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have focused on the physics of an eective model in the limits of strong Raman coupling
and strong SU(N )-invariant contact interactions. We obtained the phase-diagram of
the eective model at ux ϕ = pi , including charge-density wave, supersolid and pair-
superuid phases. In particular, we demonstrated the presence of a quasi-pair-superuid
phase within an experimentally realised setup. More generally, the additional freedom
of adjusting the ux allows to obtain novel eective models with dominant second-
order terms with large energy scales. Thus, we establish a natural method towards
models with dominant density-dependent tunnelling terms. These types of models
are particularly interesting in the context of interaction-assisted hopping and kinetic
frustration.
6.2. Outlook
Based on the work described in this thesis, there are a number of extensions that naturally
follow, and which relate to wider concerns in the eld.
The treatment of two-particle scattering within the FFGR in Chapter 3 and its application
to the Floquet-realisation of the Harper-Hofstadter model in Chapter 4 are restricted
to the weakly interacting regime and are fundamentally based on few-particle physics.
One is led to ask what the role of strong, non-perturbative interactions in the Floquet
setting might turn out to be, both from a fundamental point of view, but also from the
point of direct relevance to experiments as they progress to study many-body physics in
articial gauge elds. Additionally, the application of the FFGR, in principle, limits the
applicability to short time-scales, and the innite-time behaviour can certainly not be
inferred from it. Thus, what happens on longer time-scales and what the coherent many-
body dynamics are remains an intriguing question. Another crucial issue that we have so
far completely neglected concerns the preparation of Floquet states [249]. The idealisation
of an innitely long lasting, perfectly periodic driving scheme can clearly never be realised
in an experiment. This raises the question what the eect of nite time parameter ramps
and driving schemes would be in Floquet systems.
These specic questions point to more general lines of inquiry in the wider eld, such
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as adiabaticity and transient dynamics in Floquet systems [163, 250, 251] and the ther-
modynamics of periodically driven interacting quantum systems [252–254]. Whereas
the situation seems to be broadly understood for bounded closed Hamiltonians, with an
innite temperature long-time state in absence of many-body localisation, and bounds
on the heating time scales have been established [164, 165], the situation for unbounded
Hamiltonians which one naturally needs to consider both for lattice and continuum
models is less clear.
A direct extension of the work in Chapter 5 would be the study of the corresponding
physics in the case of fermionic species. Experimentally, synthetic gauge elds have
already been realised for fermions [124]. Specically, an interesting avenue of research
distinct from the bosonic case we considered would be attractive interactions and the
potentially resulting (exotic) paired phases of fermions.
In a more general direction, another strand of research would be to explore the con-
sequences and opportunities in combining synthetic dimensions and articial gauge
elds with their associated topological properties in higher-dimensional, i.e. more than
one-dimensional, settings in the presence of interactions in cold atomic systems. Already
two-dimensional systems allow a large variety of lattice geometries which in presence of
gauge elds can lead to frustration and highly degenerate groundstates, and generally
much richer physics than in one dimension. In particular, in one dimension possible
phases are severely limited by quantum uctuations, whereas in 2D the BKT mechanism
allows the breaking of continuous symmetries and existence of superuidity. Specically,
in 2D one could expect (exotic) superuid and quantum spin-liquid phases to be present
in models similar to those discussed in Chapter 5, as demonstrated in two-dimensional
SU(N ) Hubbard models in presence of gauge elds [255, 256]. Thus, the study of higher
dimensions seems particularly relevant both to explore theoretically challenging and
novel physics, but also to connect with experimental setups which are easily extended to
two (or more) dimensions.
The role of interactions both within the context of time-dependent Hamiltonians and
within the context of articial gauge elds remains an intriguing and in many ways open
eld of research. There still are many natural future directions of research based on the
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work described in this thesis. Further, there still are many questions of fundamental and
practical importance for theory and experiment in the wider eld.
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Appendix A.
Atom-Light Interactions and Optical
Potentials
In this appendix we describe the interactions of atoms with light in far o-resonant laser
elds. We will consider the interaction of atoms with light via the dipole Hamiltonian
coupling a groundstate manifold to electronically excited states. As the main result we
will obtain an eective Hamiltonian containing optically induced potentials describing
the dynamics of atoms in the ground state manifold.
A.1. Atom-Light Interactions
We consider atom-light interaction via
Hˆdip = dˆ · E , (A.1)
with the electric eld E(τ ) and the dipole operator dˆ = qr, where q is the electronic
charge and r the position operator. We consider the lowest energy dipole transition
in an alkali atom, between the ground state S electron orbital with energy Eg and an
electronically excited P orbital with an energy Ee . The atomic Hamiltonian is then given
by
Hˆat = EgPˆд + EePˆe +
AFS
~2
Lˆ · Sˆ , (A.2)
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with the ne structure constant AFS, the projectors onto the ground state (excited state)
manifold Pˆд(e), the electronic orbital angular momentum operator Lˆ and the electron
spin operator Sˆ . In the following we set Eg = 0. Note that we neglect the hyperne
structure here, as the resulting splitting is considerably smaller, Ahf  AFS  Ee , and
of no relevance for the transition driven by strongly o-resonant laser elds we will be
considering.
As a rst step we transform into a rotating frame via Uˆ (τ ) = Pˆд + e−iωτ Pˆe . In the atomic
Hamiltonian this will lead to an energy shift Ee → Ee − ~ω.
The dipole Hamiltonian in the rotating frame takes the form
Hˆdip = Ee−iωτ PˆдdˆPˆe + Eeiωτ Pˆe dˆPˆд . (A.3)
Assuming a time-dependence of the electric eld as E(τ ) = E˜e−iωτ + E˜∗eiωτ , we will drop
terms rotating with ±2ωτ and obtain
Hˆdip,RW = E˜∗PˆдdˆPˆe + E˜Pˆe dˆPˆд . (A.4)
We emphasise that this rotating wave approximation is on the level of the laser-frequency
and between the groundstate and excited state manifold. Unless we include additional
terms in the Hamiltonian that couple them, it does not aect the rest of the Hamiltonian.
In particular, considering interactions we may reasonably exclude scattering by contact
interactions between the S and P orbitals which inplies that the interactions do not pick
up a time-dependence by this transformation.
The total Hamiltonian is then given by
HˆRW = (Ee − ~ω)Pˆe + AFS~2 Lˆ · Sˆ + Hˆdip,RW . (A.5)
We may now derive an eective Hamiltonian for the atom in the ground state manifold
via
Hˆe = PˆдHˆdip,RWPˆeHˆ
−1
at PˆeHˆdip,RWPˆд . (A.6)
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The eective Hamiltonian turns out to be [70]
Hˆe =
us E˜
∗ · E˜ +
iuv
(
E˜∗ × E˜
)
~
· J
 Pˆд , (A.7)
where us and uv are the scalar and vector polarizabilities. Importantly, they contain the
reduced matrix element for the dipole transitions, 〈|d|〉 = |〈l = 0 | |d| | l = 1〉|, between the
ground state and the excited state manifold. They take the explicit form
us =
〈|d|〉2
36
(
2
Ee −AFS − ~ω +
1
Ee +AFS/2 − ~ω
)
, (A.8)
uv =
usAFS
Ee −AFS/2 − ~ω . (A.9)
This now allows us to comment on the ratio of o-resonant light scattering, which is
detrimental to the experiment, to the intended eects characterised by us and uv . The
scattering of o-resonant light is proportional to the population of the eliminated excited
states. If the detuning is large compared to the hyperne splitting, ∆e = Ee−~ω  AFS, the
population will scale as 1/∆2E . In contrast, the scalar polarizability behaves as us ∼ 1/∆e .
Therefore working at suciently large detuning allows to suppress spontaneous emission
and eectively realise a conservative scalar optical potential. For the vector polarizability
the situation is unfortunately worse. For ∆e  AFS, it decreases as 1/∆2e as well. Therefore,
the ratio of the vector coupling to the o-resonant scattering is bounded and cannot be
improved by working at larger detunings.
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Scaering Theory
In Chapter 3 we discussed scattering theory for Floquet systems and it’s applications
to specic experimental setups used to create articial gauge elds for neutral atoms.
In Section 3.4.1 we studied a model of Raman dressed states for the creation of arti-
cial gauge elds in the continuum. In Appendix B.1 we provide the derivation of the
eective two-level system given in the main part of the thesis. In Section 3.4.2 we
considered a lattice system with periodically time-modulated on-site energies. In Ap-
pendix B.2 we derive the single-particle Floquet-modes of the modulated lattice in a
rotating-wave like approximation required for the computation of the scattering rates
and life-times.
B.1. Derivation of the Eective Two-Level System for
Raman Dressed States
We start from a three level description of the dynamics of an atom under the inuence
of laser elds. The Hamiltonian in the basis of internal states (|1〉, |2〉, |0〉) is given
by
Hˆ = ~
©­­«
−∆/2 0 Ω1 cos(ω1τ + k1x)
0 ∆/2 Ω2 cos(ω2τ + k2x)
Ω∗1 cos(ω1τ + k1x) Ω∗2 cos(ω2τ + k2x) ωe
ª®®®¬ . (B.1)
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We assume the splitting ~∆ between |1〉 and |2〉 to be small compared to the splitting
Ee = ~ωe between the two low lying states and the excited state |0〉. The atom is
additionally illuminated by two pairs of Raman lasers of frequency ω1 = ωL + δω and
ω2 = ωL + δω and ω2 = ωL − δω with wavevectors k1 and k2 respectively. The laser beams
are propagating along the x-direction and have orthogonal polarisations. The frequency
dierence δω  ωL and therefore |k1 | ≈ |k2 |. Finally Ω1 and Ω2 are the Rabi frequencies
for the atomic transitions given by Ω1 = q~ 〈0 | E1 · r | 1〉 and Ω2 = q~ 〈0 | E2 · r | 2〉 where q is
the charge of the electron, r is the position operator and Ei is the amplitude of the electric
eld of the respective laser where the space and time-dependence has been explicitly
factored out.
The states |1〉 and |2〉 could be two mF levels in the ground-state manifold of an alkali
atom, for example, the F=1 manifold of 87Rb, and |0〉 an electronically excited state. The
splitting ~δ between |1〉 and |2〉 can then be induced by a physical magnetic eld by the
linear zeeman shift which is the situation discussed in [108].
We now transform into a frame in which the excited state |0〉 is rotating with the mean
laser frequency ωL via Uˆ (τ ) = Pˆд + e−iωτ Pˆ0 where Pˆд is the projector onto (|1〉, |2〉) and
Pˆ0 the projector onto |0〉 and obtain the transformed Hamiltonian H˜ = Uˆ †(τ )HˆUˆ (τ ) −
i~Uˆ †(τ )∂τUˆ (τ ) given by
~
©­­«
−∆/2 0 Ω1 cos[(ωL + δω)τ + k1x]e−iωLτ
0 ∆/2 Ω2 cos[(ωL − δω)τ + k2x]e−iωLτ
Ω∗1 cos[(ωL + δω)τ + k1x]eiωLτ Ω2 cos[(ωL − δω)τ + k2x]eiωLτ ωe − ωL
ª®®®¬ .
(B.2)
As we assume δω  ωL we can now perform a rotating wave approximation and drop
terms oscillating with 2ωL±δω to obtain the Hamiltonian in rotating wave form
HˆRWA = ~/2
©­­«
−∆ 0 Ω1ei(δωτ+k1x)
0 ∆ Ω2ei(−δωτ+k2x)
Ω∗1e
−i(δωτ+k1x) Ω∗2e
i(δωτ−k2x) ωe − ωL
ª®®®¬ . (B.3)
We emphasise that we perform the rotating wave approximation on the level of the
frequency ωL which is of the order of the ground-state manifold to excited state splitting
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ωe. In particular, this frequency is large compared to δω and the splitting∆ of the low-lying
states.
Finally, we will adiabatically eliminate the excited state |0〉. Working in the regime
in which |∆|  |ωe − ωL | and with large detuning from atomic resonance |Ω1(2) | 
|ωe − ωL |, such that the population in |0〉 is negligible, we obtain the second order eective
Hamiltonian for the reduced dynamics of |1〉, |2〉 as
He = ~/2
(
−∆ + |Ω1 |2ωe−ωL
Ω1Ω∗2
ωe−ωL e
i[2δωτ+(k1−k2)x]
Ω∗1Ω2
ωe−ωL e
−i[2δωτ+(k1−k2)x] ∆ + |Ω2 |
2
ωe−ωL
)
. (B.4)
Assuming equal Rabi frequencies Ω1 = Ω2 and counter propagating Raman beams with
k1 = −k2 = kr , we dene Ω = |Ω1 |
2
ωe−ωL , ω = 2δω and drop the diagonal energy shift
|Ω1 |2
ωe−ωL
to arrive at
He = ~/2
(
−∆ Ωei(ωτ+2krx)
Ωe−i(ωτ+2krx) ∆
)
, (B.5)
which is the Hamiltonian given in Eq. (3.37).
B.2. Derivation of the Floquet-Modes in the
Modulated Laice
We start from the non-interacting Hamiltonian given in momentum space in Eq. (3.61)
Hˆ0(τ ) =
∑
k
ϵ (a)
k
aˆ(1)†
k
aˆ(1)
k
+ ϵ (a)
k+pi
aˆ(2)†
k
aˆ(2)
k
+
∑
k
Vc(τ )
(
aˆ(1)†
k
aˆ(2)
k
+ aˆ(2)†
k
aˆ(1)
k
)
+ (a → b)
+
∑
k
∆д
(
b(1)†
k
bˆ(1)
k
+ b(2)†
k
bˆ(2)
k
) . (B.6)
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(a)
0 0.50.25-0.5 -0.25
(b)
0 0.50.25-0.5 -0.25
Figure (B.1) Schematic quasienergies of the lower band of the staggered superlattice,
Eq. (B.7), in the case of a tight-binding dispersion ϵ(k) = −t cos(k) with
V2 = ~ω = 5t as a function of the quasi-momentum k/kr in arbitrary
energy units. (a) Static lattice, κ = Vω/(~ω) = 0, with a bandgap of
magnitude V2 (b) dispersion within rotating wave approximation, see
Eq. (B.18), for κ = Vω/(~ω) = 0.6, with a closed band-gap at k/kr = ±0.5
and eective bandwidth 2te = 2J−1(κ)t
Recalling that aˆ(1)†
k
= aˆ†
k
and aˆ(2)†
k
= aˆ†
k+pi
we write the Hamiltonian in the basis of coupled
momentum states at k and k + pi as
Hˆ0(τ ) =
∑
k
(
aˆ†
k
aˆ†
k+pi
) ( ϵa
k
Vc(τ )
Vc(τ ) −ϵak
) (
aˆk
ak+pi
)
+
∑
k
(
bˆ†
k
bˆ†
k+pi
) (ϵb
k
+ ∆д Vc(τ )
Vc(τ ) −ϵbk + ∆д
) (
bˆk
bˆk+pi
)
,
(B.7)
where k is restricted to lie in the reduced BZ −pi/2 < k ≤ pi/2 corresponding the supercell
of two inequivalent sites in the real space lattice.
Without the modulation term Vω this model can be easily solved exactly. The result
will be a ground-state of bosons with two momentum components at k = 0 and k = pi
with a relative occupation that depends on the strength of V2. In the limit of strong
staggeringV2  ϵ (n)k , both components are equally occupied, corresponding in real space
to occupation of the lower-energy sites, and the excited states correspond to occupation
of the higher-energy sites gapped by an energy dierence ofV2 and both subbands are at
as a function of k . The undriven band structure is given by E±(k) = ±
√
ϵ(k)2 + (V2/2)2
with ϵ(k) corresponding to either the a or b band. Assuming a nearest neighbour tight-
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binding dispersion ϵ(k) = −t cos(k) the band structure displays a gap of V2 for k =
±pi/2 between the ± subbands and the bandwidth of the subbands is suppressed by a
factor of t/V2 compared to the case of vanishing V2. This is shown schematically in
Fig. B.1a.
As tunnelling should be strongly suppressed, i.e. V2 > ϵ (n)k , we rst change basis to the
eigenstates for ϵ (n)
k
= 0, αˆ±
k
= 1/√2(aˆk ± aˆk+pi ), and treat the resulting o-diagonal terms
as a small coupling. With this denition one obtains
Hˆ0(τ ) =
∑
k
(
αˆ†
k+
αˆ†
k−
) (Vc(τ ) ϵak
ϵa
k
−Vc(τ )
) (
αˆk+
αˆk−
)
+
∑
k
(
βˆ†
k+
βˆ†
k−
) (∆д +Vc(τ ) ϵbk
ϵb
k
∆д −Vc(τ )
) (
βˆk+
βˆk−
)
.
(B.8)
We now perform a unitary transformation to eliminate the diagonal terms via
Uc(τ ) =
(
exp[−iκ sin(ωτ )/2] 0
0 exp[i(ωτ + κ sin(ωτ )/2)]
)
(B.9)
where we denedκ = Vω/(~ω) and use the resonance conditionV2 = ~ω to get
H˜0(τ ) =
∑
k
(
α˜†
k+
α˜†
k−
) ( 0 ϵa
k
(τ )
ϵ¯a
k
(τ ) 0
) (
α˜k+
α˜k−
)
+
∑
k
(
β˜†
k+
β˜†
k−
) ( ∆д ϵbk (τ )
ϵ¯b
k
(τ ) ∆д
) (
β˜k+
β˜k−
)
,
(B.10)
where ϵ (n)
k
(τ ) = ϵ (n)
k
exp[i(ωτ + κ sin(ωτ ))] and an overall constant energy shift of ~ω/2
was dropped. The exponential is expanded in terms of Bessel functions of the rst kind
Jn as
ϵ (n)
k
(τ ) = ϵ (n)
k
eiωτ
∑
n
Jn(κ)einωτ , (B.11)
and we see that this contains a term constant in time and oscillating terms. In particular,
for a nearest neighbour tight-binding dispersion ϵ (n)
k
= −t (n) cos(k), the time-dependent
dispersion simplies to ϵ (n)
k
(τ ) = −t (n) cos(k)eiωτ ∑n Jn(κ)einωτ = −t (n)(τ ) cos(k) and the
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modulation is seen to lead to a time-dependent hopping strength t (n)(τ ). Finally, we
perform a rotating wave-approximation and only keep the constant term ϵ (n)
k
(τ ) ≈
ϵ (n)
k
J−1(κ), which can alternatively be interpreted as approximating the Hamiltonian
by the rst order term of the high-frequency expansion. Thus, one obtains the eigenstates
as
Ψˆaσ ,k |vac〉 = 1/
√
2(α˜†
k+
+ σα˜†
k−)|vac〉, (B.12)
Ψˆbσ ,k |vac〉 = 1/
√
2(β˜†
k+
+ τ β˜†
k−)|vac〉, (B.13)
with τ = ±. Abbreviating f (τ ) = exp[iκ sin(ωτ )] these states read in the original basis
as
Φˆa,m
σ ,k
(τ ) = 1/2
[ (
f (τ ) + σeiωτ f¯ (τ )) aˆ†
k
(B.14)
+
(
f (τ ) − σeiωτ f¯ (τ )) aˆ†
k+pi
]
eimωτ |vac〉, (B.15)
Φˆb,m
σ ,k
(τ ) = 1/2
[ (
f (τ ) + τeiωτ f¯ (τ )) bˆ†
k
(B.16)
+
(
f (τ ) − σeiωτ f¯ (τ )) bˆ†
k+pi
]
eimωτ |vac〉, (B.17)
and the corresponding quasi-energies are
ϵa,0
σ ,k
= σϵak J−1(κ), (B.18)
ϵb,0
σ ,k
= σϵbk J−1(κ) + ∆д . (B.19)
Again turning to the discussion of the nearest neighbour tight-binding dispersion ϵ(k) =
−t cos(k)with hopping strength t where the subbands were gapped byV2 and the hopping
was suppressed by a factor of t/V2 in the case of an undriven lattice, we note that the
hopping is now modied by J−1(κ) instead and the gap between the subbands is closed at
k = ±pi/2 as shown in Fig. B.1b.
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B.3. FFGR Matrix Elements for the Modulated Laice
In this section we provide the explicit expressions for the matrix element
Imσi,σ1,σ2;k,q = 〈Φ0σ1,q;σ2,−q | Hˆint/д | Φ0i 〉. (B.20)
appearing in the FFGR for the scattering in the modulated lattice, see Eq. (3.68) and the
following discussion for details.
As a rst step we compute
Imσi,σ1,σ2;k,q = 〈〈Φ−mσ1,q;σ2,−q | Hˆint/д | Φ0σi,k ;σi,−k〉〉
=
1
T
∫ T
0
dτ 〈Φ−mσ1,q;σ2,−q; | Hˆint/д | Φ0σi,k ;σi,−k〉
=
1
T
∫ T
0
dτ eimωτ 〈Φ0σ1,q;σ2,−q | Hˆint/д | Φ0σi,k ;σi,−k〉
=
1
T
∫ T
0
dτ eimωτ I 0σi,σ1,σ2;k,q,
(B.21)
where
I 0σi,σ1,σ2;k,q = 〈Φ0σ1,q;σ2,−q;0 | Hˆint/д | Φ0σi,k ;σi,−k〉 (B.22)
was dened. This implies that Im
σi,σ1,σ2;k,q is just the Fourier component of I
0
σi,σ1,σ2;k,q oscillat-
ing at exp[−imωτ ] and I 0
σi,σ1,σ2;k,q contains all the relevant information.
We expand the single particle Floquet mode Φˆn
σ ,k
in the basis of Bloch functionsψkn (x) of
band n as
Φˆnσ ,k(x ,τ ) = cˆnσ ,k(τ )ψkn (x). (B.23)
By Eq. (B.14) cn
σ ;k do not depend either on the band (a orb) or on the momentumk , but only
on which subband (σ = ±) the particles are in. However, the interaction matrix elements
W k1;k2;k3;k4
bbaa
do depend on the momenta of the particles.
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(a,k,+;a,−k,+) → (b,q,+;b,−q,+)
4M1 cos [1/2(ωτ − 2Vω/(~ω) sin(ωτ ))]4
+2(−M2 −M3 +M4 +M5 +M6 +M7 +M8) sin [1/2(ωτ − 2Vω/(~ω) sin(ωτ ))]2
+2(−M2 −M3 −M4 +M5 +M6 +M7 +M8) cos [ωτ − 2Vω/(~ω) sin(ωτ )])
× sin [1/2(t − 2Vω/(~ω) sin(ωτ ))]2
(a,k,+;a,−k,+) → (b,q,−;b,−q,−)
1/2(−M1 + 3M3 −M4 +M5 +M6 +M7 +M8)
+4M2 cos [1/2(ωτ − 2Vω/(~ω) sin(ωτ ))]4 − 8M3 cos [ωτ − 2Vω/(~ω) sin(ωτ )]
+1/2(M1 +M3 +M4 −M5 −M6 −M7 −M8) cos [2(ωτ − 2Vω/(~ω) sin(ωτ ))]
(a,k,+;a,−k,+) → (b,q,+;b,−q,−) (M1 +M2 −M3 −M4 −M5 +M6 −M7 +M8) sin [ωτ − 2κ sin(ωτ )]
+1/2(M1 +M2 +M3 +M4 −M5 −M6 −M7 −M8) sin [2(ωτ − 2κ sin(ωτ ))])
Table (B.1) Matrix-elements Iσi,σ1,σ2;k,q as dened in Eq. (B.22) for transitions from an
initial state with particles starting in the lower band a in subband τrmi = +
with momentum k and −k into the state with two particles in the
upper-band b in subbands σ1 and σ2 with momenta q and −q, abbreviated
as (a,k,+;a,−k,+) → (b,q,σ1;b,−q,σ2)
With the denition of the following abbreviations
M1 =W
q,−q,k,−k
bbaa
(B.24)
M2 =W
q,−q,k+pi ,−k+pi
bbaa
(B.25)
M3 =W
q+pi ,−q+pi ,k,−k
bbaa
(B.26)
M4 =W
q+pi ,−q+pi ,k+pi ,−k+pi
bbaa
(B.27)
M5 =W
q,−q+pi ,k,−k+pi
bbaa
(B.28)
M6 =W
q,−q+pi ,k+pi ,−k
bbaa
(B.29)
M7 =W
q+pi ,−q,k,−k+pi
bbaa
(B.30)
M8 =W
q+pi ,−q,k+pi ,−k
bbaa
(B.31)
the matrix-elements for transitions from an initial state with particles starting in the lower
band a in subband σi = + with momentum k and −k into the state with two particles
in the upper-band b in subbands σ1 and σ2 with momenta q and −q, abbreviated as
(a,k,+;a,−k,+) → (b,q,σ1;b,−q,σ2), are given in Table B.1.
To better understand the general behaviour of these matrix elements with regard to their
Fourier-structure and justify the statements made in their discussion, we will consider
more closely the (a,k,+;a,−k,+) → (b,q,+;b,−q,−) element given by
I+,−;k,q = f1({Mi}) sin [ωτ − 2κ sin(ωτ )] + f2({Mi}) sin [2(ωτ − 2κ sin(ωτ ))] /2 (B.32)
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with
f1({Mi}) = M1 +M2 −M3 −M4 −M5 +M6 −M7 +M8 ,
f2({Mi}) = M1 +M2 +M3 +M4 −M5 −M6 −M7 −M8 .
(B.33)
If the interaction matrix elements are momentum-independent, Mi = M , we have that
f1({Mi}) = f2({Mi}) = 0 and the time-dependent terms vanish, and therefore no inelastic
scattering occurs.
Using the usual expansion in terms of Besselfunctions, exp[iz sin(ωτ ))] = ∑n Jn(z)einωτ ,
the term given in Eq. (B.32) is seen to in fact contain all frequency components allowing
the absorption of an arbitrary integer number of energy quanta ~ω. Moreover, for small
κ = Vω/(~ω) higher order processes are suppressed by powers of κ. Specically, for this
matrix element, in a given order (κ)n, frequency components exp[imωτ ] fromm = −n− 2
up to m = n + 2 are present. Or put dierently, an m-photon transition is at least
suppressed by a power of (κ)n0 with n0 = max [|m | − 2, 0].
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Appendix C.
Floquet Calculation for the
Dynamical Superlaice
In Chapter 4 we studied the specic experimental setup used to simulated the Harper-
Hofstadter Hamiltonian with ultracold atoms [78, 81]. In this appendix we provide the
details on the calculation of the full non-interacting Floquet states and spectrum for this
model.
C.1. Structure of the Floquet Matrix and Floquet
States
The model, Eq. (4.2), was given by
Hˆ0(τ ) =
∫
d2x −~
2
2M Ψˆ
†(x)
[
∂2x + ∂
2
y
]
Ψˆ(x) +
∫
d2x Ψˆ†(x)V (x ,y,τ ) Ψˆ(x) (C.1)
where we restricted to the two-dimensional plane since the transverse dynamics separates
in the non-interacting problem.
To obtain the Floquet states we rst split the Hamiltonian into its static and time-
dependent contributions
Hˆ0(τ ) = Hˆst + Vˆmod(τ ) (C.2)
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where Hˆst = Hˆkin+Vˆst is given by the kinetic energy and the static potential
Vˆst(x ,y) = Vx sin2(krx) +Vxl sin2(krx/2) +Vy sin2(kry) . (C.3)
The static part has translational symmetry under x → x + 2d and y → y + d . We
articially reduce the BZ to k ∈ [pi/(2d),pi/(2d)] × [pi/(2d),pi/(2d)] with d = pi/kr , i.e.
only consider y → y + 2d . The time-dependent part is
Vˆmod(x ,y,τ ) = κ [sin(pi/4 + krx/2) cos(ϕ0 + ωτ − kry/2)
− cos(pi/4 + krx/2) sin(ϕ0 − ωτ − kry/2)]
(C.4)
We can rewrite this as Vˆmod(x ,y,τ ) = eiωτ F (x ,y) + e−iωτ F ∗(x ,y) with a quasi-periodic
function F (r) = eiG·r f (r), where r = (x ,y) and G = (pi/(2d),pi/(2d)), with respect to the
BZ dened above. This means f (r) is periodic under translations by two lattice sites in x
and y. For ϕ0 = pi/4 it takes the form
f (x ,y) = κ
(
−i − e−ikrx + e−ikry + ie−ikr (x+y
)
/4 . (C.5)
Expanding the Floquet states as |Ψϵ〉(τ ) = eiϵτ/~ ∑m eimωτ |ϕm〉 the time-dependent Schrödinger
equation becomes an innite-dimensional matrix eigenvalue equation HˆFΦ = ϵΦ with
Φ = (· · · ,ϕ−1,ϕ0,ϕ1, · · · ) and
HˆF =
©­­­­­­­­­«
. . .
. . .
. . . Hˆst(r) − ω F (r)
F ∗(r) Hˆst(r) F (r)
F ∗(r) Hˆst(r) + ω . . .
. . .
. . .
ª®®®®®®®®®¬
We can now perform a unitary gauge-transformation in Floquet space dened via
UˆΦ = (· · · , e−iG·rϕ−1,ϕ0, eiG·rϕ1, ) (C.6)
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for which the transformed Hamiltonian H˜F = Uˆ HˆFUˆ † turns out to be
H˜F =
©­­­­­­­­­«
. . .
. . .
. . . e−iG·rHˆst(r)eiG·r − ω f (r)
f ∗(r) Hˆst(r) f (r)
f ∗(r) eiG·rHˆst(r)e−iG·r + ω . . .
. . .
. . .
ª®®®®®®®®®¬
We emphasise again that Hˆst(r) and f (r) are both periodic under translations by two lattice-
sites. Exploiting further that 2G is a reciprocal lattice vector, and thus,
e−iG·rHˆst(r)eiG·r = Hˆst(k − G) = Hˆst(k − G + 2G) = Hˆst(k + G) (C.7)
we can write the Hamiltonian in momentum space as
H˜F(k) =
©­­­­­­­­­«
. . .
. . .
. . . Hˆst(k + G) − ω f (k)
f ∗(k) Hˆst(k) f (k)
f ∗(k) Hˆst(k + G) + ω . . .
. . .
. . .
ª®®®®®®®®®¬
where k is restricted to lie in the Brillouin Zone, k ∈ [pi/(2d),pi/(2d)] × [pi/(2d),pi/(2d)].
Since the Hamiltonian still contains operators at k and k + G this BZ would have to be
further reduced. However, there is another symmetry under H˜F → H˜F + ω1, k→ k + G
which just shifts the spectrum by ~ω, thus, leaving it it invariant. We can now project all
operators onto the 4 lowest bands of Hˆst at k and k + G which are resonantly coupled by
the oscillating potential. By further restricting to a nite number of frequency modes,
−M ≤ m ≤ M, we obtain a nite-dimensional matrix equation which can be solved by
standard methods. We remark that the spectrum and the Floquet states will appear in
copies of the desired Floquet band structure spaced by ~ω and shifted in Floquet space
due to the freedom in dening the quasi-energy, up to boundary eects due to truncating
the matrix. To keep these boundary eects minimal, the representative states have to
be taken from the middle of the spectrum, and a sucient number of frequency modes
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M has to be kept such that this symmetry of the spectrum and the Floquet modes is
observed within the desired accuracy.
We nish by pointing out the consequences for the structure of the Floquet states of
the non-interacting problem. Due to the additional symmetry described above, the
Hamiltonian will have 4 distinct Floquet states. Each Floquet state at momentum k
will contain 8 bands of the static Hamiltonian, 4 bands at k and a further 4 at k + G.
In addition, due to the unitary gauge transformation we performed, components at
even/odd frequencies will be shifted relatively by G. As we already observed in the
simpler toy model in Appendix B.2, the relative population of these momentum-states
will be periodically time-dependent as well.
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Synthetic Dimensions and Synthetic
Magnetic Fields
In this appendix we provide a derivation of the time-indepedent Hamiltonian for the
dynamics of atoms under the inuence of Raman beams in an optical lattice used in
Section 5.2, Eqs. (5.1) to (5.2).
In Appendix D.1 we explain how to use Raman lasers to create synthetic magnetic elds.
We follow Ref. [70] with the dierence that we will comment on the rotating wave
approximation in relation to Floquet scattering. The rotating wave approximation is
performed on the level of the frequency of the linear Zeeman splitting and between atoms
in dierent states in the groundstate manifold. We will consider whether this leads to
Floquet scattering in this system. Specically, we will see below that it does not lead to
Floquet scattering if the interactions do conserve the spin projection as already seen in
Section 3.4.1. In Appendix D.2 we will connect the general theory with the explicit model
we studied in Chapter 5.
D.1. Synthetic Magnetic Fields through Raman beams
W consider an atom in its groundstate manifold subject to a physical magnetic eld and
Raman beams.
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The atomic Hamiltonian in the groundstate manifold is
Hˆ = Ahf Iˆ · Jˆ + µB~ дJB · Jˆ , (D.1)
where we include the hyperne splitting proportional to Ahf , coupling the nuclear spin Iˆ
to the combined angular momentum of electron spin and angular motion, Jˆ = Lˆ + Sˆ, and
the eects of a physical magnetic eld B coupling to Jˆ where µB is the Bohr magneton
and дJ the Landé factor.
We consider interactions with a light eld E(τ ) of the same form as in Appendix A, i.e.
E(τ ) = E˜e−iωτ +E˜∗eiωτ . We may now include the eect of the coupling by the Raman lasers
to the excited state manifold by the dipole-Hamiltonian via the eective Hamiltonian
Eq. (A.7) derived in Appendix A, and obtain
HB+R = us E˜∗ · E˜ + µB~ дJ (B + Be) · Jˆ +Ahf Iˆ · Jˆ (D.2)
where the vector coupling is seen to lead to an eective magnetic eld dened as Be =
iuv(E˜∗×E˜)
µBдJ
andus anduv are the scalar and vector polarizabilities.
Finally, we will assume that the linear Zeeman shifts are small compared to the hyperne
splitting Ahf . In this case the total angular momentum Fˆ = Jˆ + Iˆ is a good quantum
number and we obtain
HB+R = us E˜∗ · E˜ + µB~ дF (B + Be) · Fˆ +Ahf
(
Fˆ2 − Jˆ2 − Iˆ2
)
(D.3)
where дF is the hyperne Landé factor and we may drop the last term as it is constant in
a xed hyperne manifold.
We may decompose the magnetic eld coupling term
B · Fˆ = Bz Fˆz + B−Fˆ+ + B+Fˆ− (D.4)
with respect to the raising and lowering operators Fˆ± = Fˆx ± iFˆy and B± = Bx±By2 which
will prove useful in the following.
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Starting from D.3 we may now analyse the experimental settings of interest. We assume
atoms in a physical magnetic eld B = B0ez in a hyperne manifold, themF states will
consequently be split in energy by дF µBB0. The atoms will then in addition be illuminated
by two lasers of frequenciesω1 andω2 = ω1+дF µBB0/~+δ where the additional detuning
δ is small compared to the linear Zeeman shift and the frequency dierence δω = ω2 −ω1.
The electric eld is then given by E = E1e−iω1τ + E2e−iω2τ + E∗1eiω1τ + E∗2eiω2τ . This leads
to an eective magnetic eld of the form
Be = B(0) + B(12)e−iδωτ + B(21)e+iδωτ (D.5)
with
B(0) =
iuv
µBдJ
(
E∗1 × E1 + E∗2 × E2
)
(D.6)
B(12) =
iuv
µBдJ
E∗1 × E2 (D.7)
B(21) =
iuv
µBдJ
E∗2 × E1 (D.8)
Using the decomposition introduced above, we obtain the corresponding terms Bz,B+
and B− for each of these magnetic elds.
The nal step consists in another rotating wave approximation, we now additionally
assume that δω is large compared to all energy scales we are interested in. Therefore,
we perform a unitary transformation via Uˆ (τ ) = exp [−iδω/~Fˆzτ ] with the transformed
Hamiltonian Uˆ (τ )†HˆB+RUˆ (τ ) − i~Uˆ (τ )†∂τUˆ (τ ).
This is the rotating wave approximation mentioned in the beginning. Since it is dened
via Fˆz it will only aect the interactions if they contain terms changing the total spin
projection of the particles, e.g. terms of the form cˆ†m1cˆ
†
m2cˆm3cˆm4 withm1 +m2 ,m3 +m4
where c†mi are creation operators for particles in the Fˆz eigenbasis. In particular, for the
interactions considered in Chapter 5 of the form nˆmz nˆm′z with nˆmz = cˆ
†
mz cˆmz this is mani-
festly not the case, i.e. the unitary transformation commutes with the interactions and
they do not become time-dependent in the rotating frame.
We consider the eects of this on the Hamiltonian in parts:
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Firstly, terms coupling to Fˆz will be unaected, Uˆ (τ )†FˆzUˆ (τ ) = Fˆz , whereas for the
raising/lowering operators we obtain, Uˆ (τ )†Fˆ±Uˆ (τ ) = Fˆ±ei±δωτ . Eliminating any terms in
the transformed Hamiltonian rotating with ±δω and ±2δω , the only terms remaining are
B(12)− Fˆ+, B
(21)
+ Fˆ− and B(0)Fˆz .
Secondly, we will obtain an energy shift −i~Uˆ (τ )†∂τUˆ (τ ) = −(дF µBB0/~ + δ )Fˆz which
cancels the linear Zeeman shift up to δ .
Thus, we obtain the transformed Hamiltonian as
HˆB+R,RW = Ωz Fˆz + Ω−Fˆ+ + Ω+Fˆ− +V , (D.9)
with
Ωz =
µBдF
~
B(0)z − δ (D.10)
Ω+ =
µBдF
~
B(21)+ (D.11)
Ω− =
µBдF
~
B(12)− , (D.12)
and the scalar potential
V = us
(
E∗1 · E1 + E∗2 · E2
)
. (D.13)
We recall that the induced eective magnetic elds are proportional to uv . Therefore, as
discussed in Appendix A.1, spontaneous emission cannot be completely suppressed by
working at large detunings from the atomic resonance. Consequently, these systems are
always subject to some level of o-resonant light-scattering which cannot be improved
by increasing the detuning beyond the hyperne splitting.
D.2. Experimental Setup for Synthetic Dimensions
This now allows us to consider a specic experimental setup used to simulate syn-
thetic dimensions. We assume counter propagating Raman lasers aligned along x
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with wavenumber kR = 2pi/λ and crossed linear polarisations, i.e. E1 = EeikRxey and
E2 = Ee−ikRxez .
We obtain Ωz = −δ and
Ω± =
ΩR
2 e
±i(2kRx−pi/2) (D.14)
withΩR = дFдJ
uvE
2
~ . The scalar potential is given byV = 2usE
2.
To make the connection to the model studied in the main text explicit, we now expand
the operator Fˆ± in the basis |mz〉 of the eigenstates of Fˆz . The only non-vanishing
matrixelements are given by
Fˆ± = 〈mz | Fˆ± |mz ∓ 1〉 = дmz =
√
F (F + 1) ∓mz(mz − 1) . (D.15)
Thus, we can write the Hamiltonian as
Hˆ (x) = Ω+Fˆ− + Ω−Fˆ+ (D.16)
=
ΩR
2
F−1∑
mz=−F
e−iϕ(x)дmz+1cˆ
†
x ,mz+1cˆx ,mz +
ΩR
2
F∑
mz=−F+1
дmze
iϕ(x)cˆ†x ,mz cˆx ,mz−1 (D.17)
=
ΩR
2
F−1∑
mz=−F
(
e−iϕ(x)дmz+1cˆ
†
x ,mz+1cˆx ,mz + h.c .
)
(D.18)
with ϕ(x) = 2kRx − pi/2 and the creation operator cˆ†x ,mz for an atom in the mz state
at position x . In arriving at this Hamiltonian we set δ = 0 and neglected the eect
of the scalar potential V , as we are about to add a stronger optical potential in the
following.
We consider an additional optical lattice along x of the form Vlat = VL sin2(kLx) of depth
VL created by two counter propagating laser beams with wavenumber kL and we assume
a regime in which VL  V . This optical lattice connes the atoms to the lattice-sites
xj = jd with d = pi/kL. In the tight-binding approximation for hopping along the optical
lattice we obtain the Hamiltonian of Section 5.2, Eqs. (5.1) to (5.2), with ϕ = 2kRd and
Ω = ΩR/2.
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Appendix E.
Eective Model for Synthetic
Dimensions in Strong Coupling Limit
In Chapter 5 we discussed the many-body phases of bosonic atoms with N internal states
conned to a 1D optical lattice under the inuence of a synthetic magnetic eld and
repulsive interactions. By considering the case of strong SU(N ) invariant local density-
density interactions and strong Raman coupling we simplied the full problem to the
study of an eective spin 1/2 model. In this appendix we provide the explicit derivation
leading to the eective Hamiltonian in Eq. (5.3).
E.1. Derivation of the Eective Model
We start from the Hamiltonian of bosons with N = 2I +1 internal spin states loaded into a
one-dimensional optical lattice described by Hˆ = Hˆ1+Hˆ2+Hˆint.
Hˆ1 describes the bosonic hopping along the lattice,
Hˆ1 = −t
∑
j
I∑
mz=−I
(
cˆ†j+1,mz cˆj,mz + h.c .
)
(E.1)
where cˆ(†)j,mz are bosonic operators annihilating (creating) bosons in spin statemz at site j
and t is the hopping amplitude.
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Figure (E.1) Illustration of the position-dependent spin-orientation 〈Uˆ SˆUˆ †〉 in the
sx = I eigenstate when transformed back to the original basis, see the
discussion after the unitary transformation Eq. (E.3).
In addition the internal spin states are coupled by Raman lasers described by the Hamilto-
nian
Hˆ2 = −
∑
j
I−1∑
mz=−I
Ωmz+1
(
eiϕjcˆ†j,mz+1cˆj,mz + h.c .
)
(E.2)
where Ωmz = Ωдmz with дmz =
√
I (I + 1) −mz(mz − 1) and ϕ = ∆kRd is the running
phase of the Raman beams given by the wave-vector transfer ∆kR and the lattice spacing
d . Hˆint is taken to be a SU(2I + 1) invariant interaction of contact form, i.e. Hˆint =
U
∑
j,mz ,m
′
z
nˆj,mz (nˆj,m′z − δmz ,m′z ).
For open boundary conditions in the synthetic direction using the unitary transformation
Uˆ dened by Uˆ cˆj,mzUˆ † = eiϕmz jcˆj,mz the Hamiltonian is transformed to
Uˆ HˆUˆ † = −t
∑
j
I∑
mz=−I
(
e−iϕmz cˆ†j+1,mz cˆj,mz + h.c .
)
−
∑
j
I−1∑
mz=−I
Ωmz
(
cˆ†j,mz+1cˆj,mz + h.c .
)
+ Hˆint
(E.3)
As we consider t  Ω we now transform to the eigenstates of the Raman coupling
Hamiltonian Hˆ2. After the unitary transformation this is just Hˆ2 = −2Ω∑j Sˆx ,j , where
Sˆx ,j is the Sˆx operator for spin I for particles at site j . Note in particular that it is now site-
independent due to gauging the Raman phase into the hopping part of the Hamiltonian.
Consequently, the eigenfunctions are just the sx eigenstates and the spectrum at each site
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is given by Es = −2Ωs with s = −I , . . . , I . Due to the gauge-transformation we performed,
this actually corresponds to a rotating spin-orientation in the original basis. In Fig. E.1
we show the expectation values of 〈Uˆ SˆxUˆ †〉, 〈Uˆ SˆyUˆ †〉 in the s = I eigenstate transformed
to the original basis, 〈Uˆ SˆzUˆ †〉 vanishes for this state.
Hˆ1 in the new basis reads as Hˆ1 = −t ∑s,s ′ (Ts,s ′(ϕ)dˆ†j+1,s ′dˆj,s + h.c .) where dˆ†j+1,s ′ creates
a particle in the s′x eigenstate at site j and we dened the hopping matrix Ts,s ′(ϕ) =
〈sx | e−iϕSˆz | s′x〉 which now couples states s and s′. As the interaction Hamiltonian is
SU(2I+1) invariant it takes the same form in the transformed basis, Hˆint = U ∑j,s,s ′ nˆj,s(nˆj,s ′−
δs,s ′) where now the sum runs over the sx eigenstates. In the limit of strong interactions
this restricts the occupation at each site to be 0 or 1.
We see that Hˆ2 + Hˆint is diagonal in the occupation number basis of sx eigenstates. In
the limit t  Ω,U we treat Hˆ1 as a perturbation and derive an eective model keeping
only the lowest energy eigenstate at each site, i.e. the s = I state, and consider the sector
with empty and singly occupied sites. To second order we obtain a model describing
spinless particles interacting via a nearest neighbour interaction and hopping with nearest
neighbour, next-nearest neighbour and correlated next-nearest neighbour tunnelling
terms. The eective Hamiltonian takes the form
Hˆe/t = −f It (ϕ)
∑
j
(
dˆ†j+1dˆj + h.c .
)
+ 2κ
[
f IV (ϕ, u˜ = 0) − f IV (ϕ, u˜) −
f It (ϕ)2
2Iu˜
] ∑
l
nˆlnˆl+1
+ κ
[
f Icor(ϕ, u˜ = 0)
∑
j
(
dˆ†j+2(1 − nˆl+1)dˆj + h.c .
)
+ f Icor(ϕ, u˜)
∑
j
(
dˆ†j+2nˆl+1dˆj + h.c .
)
− f
I
t (ϕ)2
2Iu˜
∑
j
(
dˆ†j+2nˆl+1dˆj + h.c .
) ]
where dˆj = dˆj,I is the creation operator for a particle in the sx = I eigenstate at site j,
κ = t/Ω and u˜ = U /(4IΩ).
The functions f (I )i (ϕ) depend on the ux ϕ, the interaction strength u˜ and parametrically
on the number of spin states I . The rst term describes the diagonal hopping between the
s = I spin states and the remaining terms describe virtual hopping processes. The nearest
neighbour repulsion V originates from nearest neighbour hopping and returning to the
original site via an excited spin state on a neighbouring site which is either empty (rst
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term) or occupied (second term) or hopping onto an occupied site in the lowest energy
spin state (third term). The correlated tunnelling term tcor arises from the corresponding
processes with the particle not returning to the original site. The functions f (I )i (ϕ) take
the explicit form
f It (ϕ) = TI I (ϕ) = cos(ϕ/2)2I (E.4)
f Icor(ϕ, u˜) = −
∑
s ′,I
TI ,s ′(ϕ)TI ,s ′(ϕ)
(Es ′ − EI +U )/Ω (E.5)
= −cos(ϕ/2)
4I
4Iu˜
[
F (−2I , 2Iu˜, 1 + 2Iu˜, tan(ϕ/2)2) − 1]
f IV (ϕ, u˜) =
∑
s ′,I
TI ,s ′(ϕ)T¯s ′,I (ϕ)
(Es ′ − EI +U )/Ω (E.6)
=
cos(ϕ/2)4I
4Iu˜
[
F (−2I , 2Iu˜, 1 + 2Iu˜,− tan(ϕ/2)2) − 1]
where u˜ = U /(4IΩ) and F (a,b, c, z) = 2F 1(a,b, c, z) is the hypergeometric function, which
we derive in the next section.
E.2. Derivation of Coupling Functions
In this section, we compute the coupling functions given above in Eqs. (E.4) to (E.6). To do
so, we require the matrix elements of the gauged hopping elements between eigenstates
of the Sˆx operator for spin I , e.g.
Ts,s ′(ϕ) = 〈sx | e−iϕSˆz | s′x〉 . (E.7)
We rst dene the raising and lowering operators in the Sˆx -eigenbasis as
Sˆx± = Sˆz ∓ iSˆy = Sˆz ∓
1
2 (Sˆ+ − Sˆ−) . (E.8)
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with respect to the usual Sˆz representation. Starting from the unique highest weight state
in the Sˆx eigenbasis, |I 〉x , we can generate any sx eigenstate via
|m〉x =
(
2I
I +m
)1/2 1
(I −m)!
(
Sˆx−
) I−m |I 〉x . (E.9)
The problem now reduces to computing
Ts,s ′(ϕ) = 〈sx | e−iϕ/2(Sˆx++Sˆx−) | s′x〉 . (E.10)
We make use of the decomposition
exp
[
w+Sˆ
x
+ +w−Sˆ
x
− +wx Sˆx
]
= exp
[
x−Sˆx−
]
exp
[
ln (x)Sˆx
]
exp
[
x+Sˆ
x
+
]
(E.11)
which is an operator identity. Importantly, it is true independent of the specic repres-
entation chosen. With w+ = w− = −iϕ2 and wx = 0 we obtain x+ = x− = −i tan(ϕ/2) and
x = cos(ϕ/2)2, which can be easily checked by using the spin-1/2 presentation of the
spin-operators. Thus, we compute
e−iϕ/2(Sˆ
x
++Sˆ
x−) |I 〉x = exp
[
x−Sˆx−
]
exp
[
ln (x)Sˆx
]
exp
[
x+Sˆ
x
+
] |m〉x (E.12)
= exp
[
x−Sˆx−
]
exp
[
ln (x)Sˆx
] |I 〉x (E.13)
= x I
∞∑
k=0
1
k!x
k
−
(
Sˆx−
)k |I 〉x (E.14)
= x I
I∑
m=−I
x I−m−
(
2I
I +m
)1/2
|m〉x (E.15)
from which it follows that
Tm,I = x
Ix I−m−
(
2I
I +m
)1/2
. (E.16)
This immediately yields the rst coupling function as
f It (ϕ) = TI I (ϕ) = cos(ϕ/2)2I (E.17)
as given in Eq. (E.5). Applying this to compute the coupling function f Icor(ϕ, u˜), we
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obtain
−f Icor(ϕ, U˜ ) =
∑
s ′,I
TI ,s ′(ϕ)TI ,s ′(ϕ)
(Es ′ − EI +U )/Ω (E.18)
=
1
2x
2I
2I−1∑
m=0
(
2I
m
)
x4I−2m−
2s −m +U /(2Ω) (E.19)
=
1
2x
2Ix−4Iu˜−
2I−1∑
m=0
(
2I
m
) (x2−)2I−m+2Iu˜
2I −m + 2Iu˜ (E.20)
=
1
2x
2Ix−4Iu˜−
2I−1∑
m=0
(
2I
m
) ∫ x2−
0
y2I−m+2Iu˜−1dy (E.21)
=
1
2x
2Ix−4Iu˜−
∫ x2−
0
[(1 + y2I ) − 1] y2Iu˜−1dy (E.22)
=
cos(ϕ/2)4I
4Iu˜
[
F (−2I , 2Iu˜, 1 + 2Iu˜, tan(ϕ/2)2 − 1] (E.23)
to be compared with the result in Eq. (E.5). The last coupling function f IV follows from a
similar computation with the result given in Eq. (E.6).
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