We show that the class of two l a yer neural networks with bounded fan-in is e ciently learnable in a realistic extension to the Probably Approximately Correct (PAC) learning model. In this model, a joint probability distribution is assumed to exist on the observations and the learner is required to approximate the neural network which minimizes the expected quadratic error. As special cases, the model allows learning real-valued functions with bounded noise, learning probabilistic concepts and learning the best approximation to a target function that cannot be well approximated by the neural network. The networks we consider have real-valued inputs and outputs, an unlimited number of threshold hidden units with bounded fan-in, and a bound on the sum of the absolute values of the output weights. The number of computation steps of the learning algorithm is bounded by a polynomial in 1= , 1 = , n and B where is the desired accuracy, is the probability that the algorithm fails, n is the input dimension and B is the bound on both the absolute value of the target (which m a y be a random variable) and the sum of the absolute values of the output weights. In obtaining the result, we also extended some results on iterative approximation of functions in the closure of the convex hull of a function class and on the sample complexity of agnostic learning with the quadratic loss function.
Introduction
Theoretical studies of feedforward neural networks have p r o vided both positive and negative results on what is learnable by these networks. On the positive side, there are good approximation and estimation results. Two l a yer feedforward neural networks have been shown to be universal approximators 12], capable of approximating virtually any function of interest provided su ciently many hidden units are available. Furthermore, for a large class of functions, such as functions with a bound on the rst moment of the magnitude distribution of the Fourier transform, integrated squared error of order O(1=k), where k is the number of hidden units, can be achieved 5]. The sample complexity required for learning such n e t works has also been shown to grow at most polynomially in the size of the networks 11, 6 ] . These results imply that for such functions, the sample complexity provides no obstacle to e cient (polynomial time) learning with neural networks.
On the other hand, negative results due to Judd 15] , Blum and Rivest 7] indicate that learning may become di cult as the size of the problem increases because of the computational complexity o f nding a network that will perform well. These results indicate some of the limits to the complexity of problems that can be solved with such networks. Obviously, t o m a k e the problem tractable, more assumptions and restrictions on the networks are required.
By considering xed sized networks, Maass 22] has shown that such networks can be learned in time bounded by a polynomial in the bit-length of the inputs, the bit-length of the weights and 1= , where is the bound on the error of the network. Maass's results were obtained in the agnostic learning model described by Haussler 11] and further developed by Kearns, Schapire and Sellie 17] . This model is a realistic extension of the Probably Approximately Correct (PAC) learning model in computational learning theory. In the agnostic model, no a priori assumptions about the nature of the target concept or target function are made. Instead a joint probability distribution is assumed to exist on the observations and the learner is required to approximate the function in the class which minimizes the expected value of a loss function. The generality of the model means that the results would also hold for learning real-valued functions with noise, learning probabilistic concepts and learning the best approximation to a target function that cannot be well approximated by the neural network.
In this paper, we s h o w that provided the fan-in of the hidden units and the sum of the absolute values of the output weights are bounded, two l a yer feedforward neural networks (with an unlimited number of threshold hidden units) are learnable in the agnostic model with the quadratic loss function. Furthermore the time complexity g r o ws only polynomially with the input dimension and the sum of absolute values of the output weights (although it is exponential in the fan-in). This implies that networks with a polynomial number of hidden units with bounded fan-in (such that the magnitude of each output weight is bounded by a xed constant) are e ciently learnable in the agnostic model. Recently, Koiran 18] has independently shown that for a xed input dimension, functions which can be well approximated by t wo l a yer neural networks can be e ciently learned with small bounded noise. However, he did not consider an agnostic setting which a l l o ws more general learning problems, such as learning probabilistic concepts, regression and learning the best approximation, to be solved.
In obtaining the result, we extend existing results on approximation and estimation of functions. For the approximation of functions, Jones 14] and Barron 5] have s h o wn that if the target function is in the closure of the convex hull of a set of function, then by iteratively adding an element of the set of functions so as to minimize the distance to the target function, the squared distance to the target will decrease at a rate of O(1=k), where k is the number of elements added. We extend this result to show that the squared distance will approach that of the best approximation in the convex hull of the set of functions even when the target function is not in the closure of the convex hull, at a rate of order O(1=k ) for any x e d , 0 < < 1. The fact that the target does not have to be in the convex hull allows learning in the agnostic model. The iterative approximation result also allows e cient learning of a network with a small number of hidden units by iteratively adding hidden units until a larger network with the required error is obtained. Using a larger hypothesis class to learn a smaller function class e ciently is a technique commonly used in computational learning theory (see e.g. 22]). It also gives some theoretical support to the common practice of using more hidden units to make learning easier even when the problem can be solved using fewer hidden units (see e.g. 27]).
For the estimation of functions, we extend the results of Barron 6, 3] , McCa rey and Gallant 23], Haussler 11] and Pollard 26] . Barron 6, 3] and McCa rey and Gallant 2 3 ] h a ve s h o wn that for two l a yer neural networks satisfying a Lipschitz condition, the rate of convergence of kf ;f k 2 for a particular estimatorf, i s O(k f k ;f k 2 +kdlog(nm)=m) when k f k ;f k 2 converges to zero as k ! 1 . Here f (x) = E(Y jX = x), k is the number of hidden units, n is the input dimension, d is the fan-in, m is the sample size, f k is the network of k hidden units which gives the best approximation to f and kf;f k 2 = R (f(x);f (x)) 2 dP(x) for an arbitrary probability distribution P. H o wever, in this paper, we use networks with linear threshold functions as hidden units this class of neural networks does not satisfy a Lipschitz condition. This is also the case for networks with any sigmoidal hidden units if the input values or weights are not restricted to a bounded range. Furthermore, in some cases our function class may n o t b e r i c h enough to approximate the conditional expectation or target function well. This will often be true if we bound the fan-in of our hidden units. A realistic goal is to require our estimator to converge to the best approximation in the class. It is possible to use the results of Haussler 11] and Pollard 26 ] to obtain a rate of convergence for kf;f k 2 ; k f a ;f k 2 of order O(k f k ;f k 2 ; k f a ;f k 2 + p kdlog(nm)= p m) when f a is the neural network which g i v es the best approximation to f (x) = E Y jX = x]. We show that when the neural networks used for estimation form a convex class of functions, the rate of convergence is O(k f k ; f k 2 ; k f a ; f k 2 +kdlog(nm)=m). here (when the fan-in in not bounded), the rate of convergence of kf ; f k 2 for any estimatorf cannot be better than (1=m (n+2)=(2n+2) ), where n is the input dimension. Since networks with bounded fan-in include networks with unbounded fan-in with input dimensions smaller than the fan-in, this shows that the rate is close to the best possible when the fan-in of the network is large. Bounding the fan-in of the hidden units allows us to nd an algorithm to agnostically learn the networks in polynomial time. However, by bounding the fan-in, we also lose the universal approximation capabilities of the networks. For boolean functions, Minsky and Papert 24] h a ve shown that some functions such as parity cannot be learned (or even well approximated) by t wo layer networks with bounded fan-in. However, the class of functions that can be approximated by such networks is still interesting and useful. For example, one of the most successful applications of neural networks is to handwritten digit recognition 19]. Equally good results can be achieved using low degree polynomials (which can be approximated by n e t works with small fan-in) as shown by Guyon, Boser and Vapnik 8] .
In Section 2 we describe the agnostic learning model and the neural networks we are using and give a statement of the main result. We prove the iterative approximation result in Section 3 and give bounds on the sample complexity in Section 4. In Section 5 we g i v e an algorithm for loading the network and nally we p r o ve the main result in Section 6.
Learning Model and Statement of Result
We follow closely the agnostic learning model of Kearns, Schapire and Sellie 17] . Let X be a set called the domain and the points in X be called instances. In our case the set X will be a subset of R n . Let Y be a set called the observed r ange. In our case, Y is a subset of R with magnitude bounded by B. W e call the pair (x y) an observation. The assumption class A is a class of probability distributions on X Y . A is used to represent the assumptions on the phenomenon that is being learned. In this paper, we l e t A be the class of all probability distributions on X Y , of which the following are special cases.
In regression, y 2 Y represents a noisy measurement o f s o m e r e a l v alued quantity, and the desired quantity to be learned is the conditional expectation of y given x. In the case where there is no noise, we h a ve function learning where there is a class F of functions mapping X to Y and A D f 2 A is formed from a distribution D over X and a function f 2 F. Observations Let Y 0 be a subset of R with magnitude bounded by B. The hypothesis class H and the touchstone class T are two classes of functions from X to Y 0 . The learning algorithm will attempt to model the behaviour from A with functions from H. Since the behaviour from A cannot necessarily be well approximated by functions from H, w e require a method of judging whether the hypothesis is acceptable. This is done by requiring that the learning algorithm produces a hypothesis h 2 H with performance at least close to the \best" t in T . The best function in the touchstone class forms the \standard" against which our hypothesis can be compared. The touchstone class T is introduced for computational reasons. It is possible to compare the hypothesis against the best hypothesis in H. H o wever it is sometimes the case that although we are unable to nd an e cient algorithm for learning from a function class, we can nd an e cient algorithm for learning from a larger function class (H) which contains the class we a r e i n terested in (T ).
The range of the hypothesis class is not necessarily the same as that of the observations (although we use the same bound for both ranges in this paper). If the range of the observations is known (as assumed), clamping the output of the hypothesis which is outside the range to the closest point i n the range after learning can only improve the performance of the hypothesis. This is particularly useful in learning probabilistic concepts, where it is desirable to have the output in the range 0 1].
The \best" function t 2 T is the function which minimizes the expected value of a loss function L which maps from Y 0 Y to a bounded subset of R. G i v en a function h: X ! Y 0 , t h e loss of h is denoted L h (x y) : = L(h(x) y ). In this paper, we use the quadratic loss function L h (x y) : = (h(x) ; y) 2 . The quadratic loss can be bounded by a c o n s t a n t M because both the observed range and the range of the hypothesis are bounded. Given observations drawn from A 2 A , the expected loss is E (x y)2A L h (x y)] which w e denote E L h ] when A is clear from the context. For a class H, w e de ne opt(H) : = i n f h2H E L h ]. The quadratic loss function is a natural choice to use for regression because the function with the minimum quadratic loss is the conditional expectation. For learning probabilistic concepts, the quadratic loss has some desirable properties as shown in 16] and 17].
We n o w de ne the class of neural networks considered in this paper.
De nition 1 The class of bounded fan-in neural networks with k hidden units and sum of absolute values of the output weights bounded b y B is de ned a s For simplicity w e use the uniform cost model of computation where real numbers occupy one unit of space and standard arithmetic operations (addition, multiplication etc.) take one unit of time (see 1]). With some modi cation, a similar result can also be shown to hold in the logarithmic cost model 1] where real numbers are represented in nite precision and operations on them are charged time proportional to the number of bits of precision.
The notation we use follows closely the usual notation used in Computational Learning Theory 2]. We w ould like to point out the di erences between our notation and the notation conventionally used by information theorists and statisticians. We h a ve used m in place of N for the sample size, n in place of d for the dimension of the input space (d is used for the fan-in of the hidden units and k in place of T for the number of hidden units. We give both the sample complexity (normally used in Computational Learning Theory) and the expected error (normally used by statisticians and information theorists) in our results.
Theorem 2 has a simple corollary for learning networks with a xed number of hidden units and a bound on the absolute values of the output weights. In this case, we let the touchstone class 
Iterative Approximation
The iterative approximation result in this section is an extension of the results of Jones 14] a n d Barron 5] . They showed that if a function is in the closure of the convex hull of a set of functions in a Hilbert space, then it can be approximated by iteratively adding functions from the set such that the squared distance to the target function is of order O(1=k), where k is the number of functions added. We extend the result in order to allow agnostic learning. We show that even if the target function is not in closure of the convex hull, the iterative approximation scheme will converge to the best possible approximation such that the squared distance to the target will approach the optimal squared distance at a rate O(1=k ) for any xed 0 < < 1. We will use the following lemma. The proof is given in the Appendix. where ( ) is the inner product in the Hilbert space H. T h us,
Let g be independently drawn from the set fg 1 : : : g N g with Pfg = g i g = i . The average value of k f k;1 + g ; f k 2 ; k f ; f k 2 is
Since the average is bounded in this way, there must be a g 2 f g 1 : : : g N g such that k f k;1 + g ; f k
Substituting into (2) and letting go to 0, we g e t with kgk b for each g 2 G, then for every k 1, and every c > b 2 ; k fk 2 , t h e r e i s a n f k in the convex hull of k points of G such that
The class N B of bounded fan-in neural networks with the sum of absolute values of weights bounded by B is the convex hull of G = fx 7 ! w (v i x + v i0 ): jwj = Bg f x 7 ! w: jwj = Bg, where only d coordinates v ij of v i is nonzero. Since k g k B for every g 2 G, Theorem 5 can be applied to G to bound the rate of convergence of the iterative approximation to the best approximation in N B in the Hilbert space with inner product (f g) = R X f(x)g(x)dP(x) where P is a probability measure.
Sample Complexity
In the previous section, we h a ve s h o wn that it is possible to approximate functions in N B accurately with relatively few hidden units by iteratively adding hidden units to greedily reduce the approximation error. However for learning purposes, we also need to estimate the values of the weights used in the approximation from information contained in a nite set of examples sampled from an unknown distribution. For e cient learning, we also require that the number of examples needed grows only polynomially with the relevant parameters.
When the hidden units satisfy a Lipschitz condition, Barron 6] N( F j z l 1 ) < 2 2eM ln 2eM dp :
The following lemma will be useful in proving the result.
Lemma 9 ( V apnik and Chervonenkis 31], Sauer 28] ) Let F be a class of functions from S = f1 2 : : : m g into f0 1g with jFj > 1 and let d p be the length of the longest sequence o f p oints z from S such that F jz = f0 1g dp . Then, for m d p , jFj dp X i=0 m i ! (em=d p ) dp where e is the base of the natural logarithm.
The following result gives bound on the covering number which will be used with the uniform convergence result of Theorem 7. There
l 1 distance no more than from the function represented by ( w 1 : : : w k ). From Lemma 8, for linear functions with k inputs the size of an -cover is no more than 2 2eB ln 2eB k .
Hence for any sequence x, w e can construct an l 1 -cover with no more than n d+1 em d+1 d+1 k 2 2eB ln 2eB k functions.
Loading Algorithm and Computational Complexity
In this section we describe an algorithm CONSTRUCT which produces a network by iteratively adding hidden units as suggested by the approximation result in Section 3. Note that in Theorem 5, we h a ve a xed set of output layer weights for each iteration. We n o w show that all dichotomies are generated. Note that a dichotomy generated by a unit with fewer that d weights can also be generated with a unit with d weights. All possible combinations of d inputs are generated. So we only need to ensure that all possible dichotomies of a unit with a set of d weights are generated. This is the same as considering a linear threshold unit in d dimensions. 
Main Results
In this section we prove Theorem 2. First, note that if P is a probability distribution on X Y and f (x) = E(Y jX = x), then for any f: X ! R,
Since R (y ;f (x)) 2 dP(x y) is constant, choosing f to minimize R (f(x);f (x)) 2 dP(x y) i s t h e same as choosing f to minimize R (y ; f(x)) 2 dP(x y). If the hidden unit used is not the linear threshold unit but has a Lipschitz bound, the parameters can be discretized with an appropriate grid size (instead of obtaining all dichotomies, see 6]) to get a similar result.
If computational complexity is not an issue, then by optimizing over the whole network of k hidden units (and not one hidden unit at a time) and using Theorem 6 for the approximation bound, we obtain the following result. 
and if k is set to m dB 2 Proof. The proof of (9) is essentially the same as the proof of (3) in Theorem 13 except that Theorem 6 is used in place of Theorem 5.
The proof of (10) is similar to that given by Barron in 3] .
m ) using a Bernsteintype inequality (Lemma 17). The rest of the proof is similar to that of Theorem 13.
Extensions and Open Problems
We h a ve shown that the class of two l a yer neural networks with bounded fan-in is e ciently learnable in an agnostic learning model. However the number of computation steps required by the algorithm grows exponentially with the fan-in. In 20], we show that e cient agnostic learning of this class of neural network is as hard as learning polynomial-size DNF formulae in the PAC model when the fan-in is unbounded. Whether polynomial-size DNF formulae are learnable is an important open problem in Computational Learning Theory rst posed by V aliant 30] i n 1 9 8 4 . It is widely believed that polynomial-size DNF formulae are not e ciently learnable in the PAC model 13]. However, even if agnostic learning of two l a yer neural networks is hard, the question of whether e cient function learning (with no noise or restricted noise models) is possible is still open. For networks with bounded fan-in, it is interesting to ask whether e cient agnostic learning is possible for networks with a xed number of hidden units (indexed by the number of units) when we are restricted to choosing hypotheses from the same function class. This would determine whether it is computationally advant a g e o u s t o u s e a l a r g e r n e t work to agnostically learn a smaller network.
For the estimation of functions, it is interesting to note that neural networks with xed architectures do not form convex classes of functions. For such function classes, the rate of convergence to the best approximation in agnostic learning cannot be better than (1= p m) 2 1 ] i f w e are restricted to estimators from the same function class.
One possible extension to this work is to analyse two l a yer networks with other basis functions using techniques similar to those used in this paper. It is easy to show that in xed dimensions and with bounded sum of absolute values of output weights, networks with axis parallel rectangle basis functions are e ciently learnable in our agnostic model. Similarly, t wo l a yer networks with a mixture of halfspaces and axis parallel rectangles as basis functions can be shown to be learnable.
More generally, l e t F be a set of basis functions. If there exists an algorithm that can enumerate F jz for an arbitrary sample z, in time polynomial in all the relevant parameters, then two l a yer networks with basis functions from F are agnostically learnable. Using techniques from Maass 22] to load the networks (as done in Koiran 18] ), more function classes can be shown to be agnostically learnable. Some general conditions for agnostically learning such networks are given in 20]. 
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Proof of Theorem 7
The proof is similar to that used by Haussler 11] and Pollard 26] . Theorem 7 is a uniform convergence result for the empirical average of i. We will bound the probability of the event with the probability of the union of two e v ents. 4N( c =2 F j z l 1 ) e x p ( ; 2 m=2M):
We will now bound the rst term on the right hand side of equation (11) . First we will turn the problem of bounding the probability i n volving the di erence between the empirical average and expectation into a problem of bounding a probability i n volving the di erence between the empirical averages of two independently sampled sequences of the same length. This is done in Lemma 19. Then we m a k e use of the independence property of the random variables to bound the probability i n volving the di erence between the two empirical averages by the probability i n volving the di erence between the empirical averages of two xed sequences when each m e m ber of the rst sequence is equally likely to be interchanged with the member of the other sequence in the same position. This last probability depends only on the sequences involved and thus allows the use of l 1 covering numbers instead of the L 1 covering numbers. This is done in Lemma 22. The following three results will be useful for the proof.
We will use the following result derived by Haussler 11 ] from Chebyshev's inequality. Proof. Consider any f and a sample z 2 Z m such that E(f) ;Ê z (f) ( + c ) + E(f) (13) and d c (Ê z (f 2 ) E(f 2 )) . D r a w another independent random sample z 0 of length m. , with probability at least 1=2, both E(f) ;Ê z 0 (f)) < ( + c )=2 + E(f)=2 (14) and d c (Ê z 0 (f 2 ) E(f 2 )) . Subtracting (14) from (13) In the following lemma, we bound the probability i n volving the di erence between the two empirical averages that arose in Lemma 19 by a probability i n volving the di erence between the empirical averages of two xed sequences when each component of the rst sequence is randomly interchanged with the corresponding component of the other sequence. This probability depends only on the sequences involved and thus is bounded by a function of the l 1 covering number.
Lemma 2 2 Let F be a p ermissible class of functions with jf(z)j K 1 for all f 2 F and z 2 Z . Let K 2 1 and the distribution P of z be such that Ef(z) 0 and E(f 2 ) K 2 E(f) for all f 2 F. 
The fact that the random variables are independent means that the probability in (15) remains unchanged when each component o f z is randomly interchanged with the corresponding component of z 0 . Let U be the uniform distribution over f;1 1g with u i , i = 1 : : : mdrawn independently from U. The following lemma is useful for bounding the second term on the right hand side of Equation (11), using Theorem 15.
Lemma 2 3 Let F be a class of functions with jf(z)j K 1 for all f 2 F and z 2 Z . Let Proof. For any f g2 F we h a vê E z jf 2 ; g 2 j Ê z jf + gjjf ; gj 2K 1Ê z jf ; gj: Hence if T = ff 1 : : : f N g is an =2K 1 -cover for F j z , T 2 = ff 2 1 : : : f 2 N g is an -cover for F 2 j z . We are now ready to state a uniform convergence result with the condition that the second moment of the random variable can be bounded by a linear function of the expectation.
Theorem 24 Let F be a p ermissible class of functions with jf(z)j K 1 for all f 2 F and z 2 Z . Let K 2 1 and P be a p r obability distribution on z such that Ef(z) 0 and E(f 2 We n o w show that convexity is a su cient condition for E(g 2 f ) K 2 E(g f ) for some constant 
