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Abstract
We propose a new method that leverages contextual embeddings for the task of diachronic semantic shift detection by generating
time specific word representations from BERT embeddings. The results of our experiments in the domain specific LiverpoolFC
corpus suggest that the proposed method has performance comparable to the current state-of-the-art without requiring any time
consuming domain adaptation on large corpora. The results on the newly created Brexit news corpus suggest that the method can
be successfully used for the detection of a short-term yearly semantic shift. And lastly, the model also shows promising results in
a multilingual settings, where the task was to detect differences and similarities between diachronic semantic shifts in different languages.
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1. Introduction
While language is many times mistakenly perceived as a
stable, unchanging structure, it is in fact constantly evolv-
ing and adapting to the needs of its users. It is a well re-
searched fact that some words and phrases can change their
meaning completely in a longer period of time. The word
gay, which was a synonym for cheerful until the 2nd half of
the 20th century, is just one of the examples found in the lit-
erature. On the other hand, we are just recently beginning
to research and measure more subtle semantic changes that
occur in much shorter time periods. These changes reflect a
sudden change in language use due to changes in the politi-
cal and cultural sphere or due to the localization of language
use in somewhat closed communities.
The study of how word meanings change in time has a long
tradition (Bloomfield, 1933) but it has only recently saw a
surge in popularity and quantity of research due to recent
advances in modelling semantic relations with word em-
beddings (Mikolov et al., 2013) and increased availability
of textual resources. The current state-of-the-art in mod-
elling semantic relations are contextual embeddings (De-
vlin et al., 2018; Peters et al., 2018), where the idea is to
generate a different vector for each context a word appears
in, i.e., for each specific word occurrence. This solves the
problems with word polysemy and employing this type of
embeddings has managed to improve the state-of-the-art on
a number of natural language understanding tasks. How-
ever, contextual embeddings have not yet been widely em-
ployed in the discovery of diachronic semantic shifts.
In this study, we present a novel method that relies on
contextual embeddings to generate time specific word rep-
resentations that can be leveraged for the purpose of di-
achronic semantic shift detection 1. We also show that the
proposed approach has the following advantages over ex-
isting state-of-the-art methods:
• It shows comparable performance to the previous
state-of-the-art in detecting a short-term semantic shift
1Code is available at https://gitlab.com/matej.
martinc/semantic_shift_detection.
without requiring any time consuming domain adapta-
tion on a very large corpus that was employed in pre-
vious studies.
• It enables the detection and comparison of semantic
shifts in a multilingual setting, which is something that
has never been automatically done before and will fa-
cilitate the research of differences and similarities of
how word meanings change in different languages and
cultures.
The paper is structured as follows. We address the related
work on diachronic semantic shift detection in Section 2.
We describe the methodology and corpora used in our re-
search in Section 3. The conducted experiments and results
are presented in Section 4. Conclusions and directions for
further work are presented in Section 5.
2. Related Work
If we take a look at a research on diachronic semantic shift,
we can identify two distinct trends: (1) a shift from raw
word frequency methods to methods that leverage dense
word representations, and (2) a shift from long-term seman-
tic shifts (spanning decades or even centuries) to short-term
shifts spanning years at most.
Earlier studies (Juola, 2003; Hilpert and Gries, 2008) in de-
tecting semantic shift and linguistic change used raw word
frequency methods for detecting semantic shift and lin-
guistic change. They are being replaced by methods that
leverage dense word representations. The study by Kim et
al. (2014) was arguably the first that employed word em-
beddings, or more specifically, the Continuous Skipgram
model proposed by Mikolov et al. (2013), while the first
research to show that these methods can outperform fre-
quency based methods by a large margin was conducted by
Kulkarni et al. (2015).
In the latter method, separate word embedding models are
trained for each of the time intervals. Since embedding al-
gorithms are inherently stochastic and the resulting embed-
ding sets are invariant under rotation, vectors from these
models are not directly comparable and need to be aligned
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in a common space (Kutuzov et al., 2018). To solve this
problem, Kulkarni et al. (2015) first suggested a simple lin-
ear transformation for projecting embeddings into a com-
mon space. Zhang et al. (2016) improved this approach
by proposing the use of an additional set of nearest neigh-
bour words from different models that could be used as
anchors for alignment. Another approach was devised by
Eger and Mehler (2017), who proposed second-order em-
beddings (i.e., embeddings of word similarities) for model
alignment and it was Hamilton et al. (2016a) that showed
that these two methods can compliment each other.
Since imperfect aligning can negatively affect semantic
shift detection, the newest methods try to avoid it alto-
gether. Rosenfeld and Erk (2018) presented an approach,
where the embedding model is trained on word and time
representations, treating the same words in different time
periods as different tokens. Another solution to avoid align-
ment is the incremental model fine-tuning, where the model
is first trained on the first time period and saved. The
weights of this initial model are used for the initialization
of the model trained on the next successive time period.
The described step of incremental weight initialization is
repeated until the models for all time periods are trained.
This procedure was first proposed by Kim et al. (2014)
and made more efficient by Peng et al. (2017), who sug-
gested to replace the softmax function for the Continuous
bag-of-word and Continuous skipgram models with a more
efficient hierarchical softmax, and by Kaji and Kobayashi
(2017), who proposed an incremental extension for nega-
tive sampling.
Recently, a new type of embeddings called contextual em-
beddings have been introduced. ELMo (Embeddings from
Language Models) by Peters et al. (2018) and BERT (Bidi-
rectional Encoder Representations from Transformers) by
Devlin et al. (2018) are the most prominent representatives
of this type of contextual embeddings. In this type of em-
beddings, a different vector is generated for each context a
word appears in. These new contextual embeddings solve
the problems with word polysemy but have not been used
widely in the studies concerning temporal semantic shifts.
The only two temporal semantic shift studies we are aware
off, that used contextual BERT embeddings, are reported in
Hu et al. (2019) and Giulianelli (2019).
In the study by Hu et al. (2019), contextualised BERT em-
beddings were leveraged to learn a representation for each
word sense in a set of polysemic words. Initially, BERT is
applied to a diachronic corpus to extract embeddings for to-
kens that closely match the predefined senses of a specific
word. After that, a word sense distribution is computed at
each successive time slice. By comparing these distribu-
tions, one is able to inspect the evolution of senses for each
target word.
In the study by Giulianelli (2019), word meaning is con-
sidered as “inherently under determined and contingently
modulated in situated language use”, meaning that each ap-
pearance of a word represents a different word usage. The
main idea of the study is to determine how word usages
vary through time. First, they fine-tune the BERT model on
the entire corpus for domain adaptation and after that they
perform diachronic fine-tuning, using the incremental train-
ing approach proposed by Kim et al. (2014). After that,
the word usages for each time period are clustered with the
K-means clustering algorithm and the resulting clusters of
different word usages are compared in order to determine
how much the word usage changes through time.
The second trend in diahronic semantic change research is
a slow shift of focus from researching long-term seman-
tic shifts spanning decades or even centuries to short-term
shifts spanning years at most (Kutuzov et al., 2018). For
example, a somewhat older research by Sagi et al. (2011)
studied differences in the use of English spanning centuries
by using the Helsinki corpus (Rissanen et al., 1993). The
trend of researching long-term shifts continued with Eger
and Mehler (2017) and Hamilton et al. (2016b), who both
used the Corpus of Historical American (COHA)2. In or-
der to test if existing methods could be applied to detect
short-term semantic changes in language, newer research
focuses more on tracing short-term socio-cultural seman-
tic shift. Kim et al. (2014) analyzed yearly changes of
words in the Google Books Ngram corpus and Kulkarni et
al. (2015) analyzed Amazon Movie Reviews, where spans
were one year long, and Tweets, where change was mea-
sured in months. The most recent exploration of mean-
ing shift over short periods of time that we are aware of,
was conducted by Del Tredici et al. (2019), who measured
changes of word meaning in online Reddit communities by
employing the incremental fine-tuning approach proposed
by Kim et al. (2014).
3. Methodology
In this section, we present the methodology of the proposed
approach by explaining how we obtain time period specific
word representations, on which corpora the experiments are
conducted, and how we evaluate the approach.
3.1. Time specific word representations
Given a set of corpora containing documents from different
time periods, we develop a method for locating words with
different meaning in different time periods and for quan-
tifying these meaning changes. Our methodology is simi-
lar to the approach proposed by Rosenfeld and Erk (2018)
since we both construct a time period specific word repre-
sentation that represents a semantic meaning of a word in a
distinct time period.
In the first step, we fine-tune a pretrained BERT language
model for domain adaptation on each corpus presented in
Section 3.2. Note that we do not conduct any diachronic
fine-tuning, therefore our fine-tuning approach differs from
the approach presented in Giulianelli (2019), where BERT
contextual embeddings were also used, and also from other
approaches from the related work that employ the incre-
mental fine-tuning approach (Kim et al., 2014; Del Tredici
et al., 2019). The reason behind this lies in the contex-
tual nature of embeddings generated by the BERT model,
which are by definition dependent on the time-specific con-
text and therefore, in our opinion, do not require diachronic
(time-specific) fine-tuning. We use the English BERT-base-
uncased model with 12 attention layers and a hidden layer
2http://corpus.byu.edu/coha
size of 768 for experiments on the English corpora, and the
multilingual BERT-base-cased model for multilingual ex-
periments3. Only one model is used for generating the time
period specific word representations in the multilingual set-
ting and not two: one for each language in our experiments,
English and Slovenian. We opted for this method in order
to generate word representations for both languages that do
not need to be aligned in a common vector space and are di-
rectly comparable. We only conduct light text preprocess-
ing on the LiverpoolFC corpus, where we remove URLs.
In the next step, we generate time specific representations
of words. Each corpus is split into predefined time periods
and a set of time specific subcorpora is created for each cor-
pus. The documents from each of the time specific subcor-
pora are split into sequences of byte-pair encoding tokens
(Kudo and Richardson, 2018) of a maximum length of 256
tokens and fed into the fine-tuned BERT model. For each of
these sequences of length n, we create a sequence embed-
ding by summing the last four encoder output layers. The
resulting sequence embedding of size n times embeddings
size represents a concatenation of contextual embeddings
for the n tokens in the input sequence. By chopping it into
n pieces, we acquire a representation, i.e., a contextual to-
ken embedding, for each word usage in the corpus. Note
that these representations vary according to the context in
which the token appears, meaning that the same word has a
different representation in each specific context (sequence).
Finally, the resulting embeddings are aggregated on the to-
ken level (i.e., for every token in the corpus vocabulary, we
create a list of all their contextual embeddings) and aver-
aged, in order to get a time specific representation for each
token in each time period.
Last, we quantitatively estimate the semantic shift of each
target word in the period between two time specific repre-
sentations by measuring the cosine distance between two
time specific representations of the same token. This dif-
fers from the approach proposed by Giulianelli (2019),
where clustering was used as an aggregation method and
than Jensen-Shannon divergence was measured, a measure
of similarity between probability distributions, to quantify
changes between word usages in different time periods.
Another thing to note is that for the experiments on the
Brexit news corpus (see Section 3.2.), we conduct the same
averaging procedure on the entire corpus (not just on the
time specific subcorpus) in order to get a general (not just
time specific) representation for each token in the corpus.
These general representations of words are used to find the
50 most similar words to the word Brexit (see Section 4.2.
for further details).
Since the byte-pair input encoding scheme (Kudo and
Richardson, 2018) employed by the BERT model does not
necessarily generate tokens that correspond to words but
rather generate tokens that can sometimes correspond to
subparts of words, we also propose the following on the fly
reconstruction mechanism that allows us to get word repre-
3Although recently a variety of novel transformer language
models emerged, some of them outperforming BERT (Yang et al.,
2019; Sun et al., 2019), BERT was chosen in this research due to
the availability of the pretrained multilingual model which among
other languages also supports Slovenian.
sentations from byte pair tokens. If a word is split into more
than one byte pair tokens, we take an embedding for each
byte pair token constituting a word and build a word em-
bedding by averaging these byte pair tokens. The resulting
average is used as a context specific word representation.
3.2. Corpora
We used three corpora in our experiments, all of them cov-
ering short time periods of eight years or less. The statistics
about the datasets are presented in Table 1.
3.2.1. LiverpoolFC
The LiverpoolFC corpus is used to compare our approach to
a recent state-of-the-art approach proposed by Del Tredici
et al. (2019). It contains 8 years of Reddit posts, more
specifically the LiverpoolFC subreddit for fans of the En-
glish football team. It was created for the task of short-
term meaning shift analysis in online communities. The
language use in the corpus is specific to a somewhat closed
community, which means linguistic innovations are com-
mon and non-standard word interpretations are constantly
evolving. This makes this corpus very appropriate for test-
ing the models for abrupt semantic shift detection.
We adopt the same procedure as the original authors and
split the corpus into two time spans, the first one covering
texts ranging from 2011 until 2013 and the second one con-
taining texts from 2017.
3.2.2. Brexit news
We compiled the Brexit news corpus to test the ability of
our model to detect relative semantic changes (i.e., how
does a specific word, in this case Brexit, semantically cor-
relate to other words in different time periods) and to test
the method on consecutive yearly periods. The subject of
Brexit was chosen due to its extensive news coverage over
a longer period of time, which allows us to detect pos-
sible correlations between the actual events that occurred
in relation to this topic and semantic changes detected by
the model. The corpus contains about 36.6 million tokens
and consists of news articles (more specifically, their ti-
tles and content) about Brexit4 from the RSS feeds of the
following news media outlets: Daily Mail, BBC, Mirror,
Telegraph, Independent, Guardian, Express, Metro, Times,
Standard and Daily Star and the Sun. The corpus is divided
into 5 time periods, the first one covering articles about
the Brexit before the referendum that occurred on June 23,
2016. The articles published after the referendum are split
into 4 yearly periods. The yearly splits are made on June
24 each year and the most recent time period contains only
articles from June 24, 2019 until August 23, 2019. The
corpus is unbalanced, with time periods of 2016 and 2018
containing much more articles than other splits due to more
intensive news reporting. See Table 1 for details.
3.2.3. Immigration news
The Immigration news corpus was compiled to test the abil-
ity of the model to detect relative semantic changes in a
multilingual setting, something that has to our knowledge
4Only articles that contain word Brexit in the title were used in
the corpus creation.
never been tried before. The main idea is to detect similar-
ities and differences in semantic changes related to immi-
gration in two distinct countries with different attitudes and
historical experiences about this subject.
The topic of immigration was chosen due to relevance of
this topic for media outlets in both countries that were cov-
ered, England and Slovenia. The corpus consists of 6,247
English articles and 10,089 Slovenian news articles (more
specifically, their titles and content) about immigration5, is
balanced in terms of number of tokens for each language
and altogether contains about 12 million tokens. The En-
glish and Slovenian documents are combined and shuffled6
and after that the corpus is divided into 5 yearly periods
(split on December 31). The English news articles were
gathered from the RSS feeds of the same news media out-
lets as the news about Brexit, while the Slovenian news
articles were gathered from the RSS feeds of the follow-
ing Slovenian news media outlets: Slovenske novice, 24ur,
Dnevnik, Zurnal24, Vecer, Finance and Delo.
Corpus Time period Num. to-
kens (in
millions)
LiverpoolFC 2013 8.5
LiverpoolFC 2017 11.9
LiverpoolFC Entire corpus 20.4
Brexit news 2011 - 23.6.2016 2.6
Brexit news 24.6.2016 - 23.6.2017 10.3
Brexit news 24.6.2017 - 23.6.2018 6.2
Brexit news 24.6.2018 - 23.6.2019 12.7
Brexit news 24.6.2019 - 23.8.2019 2.4
Brexit news Entire corpus 36.6
Immigration news 2015 2.2
Immigration news 2016 2.6
Immigration news 2017 2.6
Immigration news 2018 2.6
Immigration news 2019 1.9
Immigration news Entire corpus 11.9
Table 1: Corpora statistics.
3.3. Evaluation
We evaluate the performance of the proposed approach
for semantic shift detection by conducting quantitative and
qualitative evaluation.
3.3.1. Quantitative evaluation
In order to get a quantitative assessment of the performance
of the proposed approach, we leverage a publicly available
evaluation set for semantic shift detection on the Liver-
poolFC corpus (Del Tredici et al., 2019). The evaluation set
5The corpus contains English articles that contain words im-
migration, immigrant or immigrants in the title and Slovenian ar-
ticles that contain Slovenian translations of these words in either
title or content.
6Shuffling is performed to avoid the scenario where all En-
glish documents would be at the beginning of the corpus and all
Slovenian documents at the end, which would negatively affect
the language model fine-tuning.
contains 97 words from the corpus manually annotated with
semantic shift labels by the members of the LiverpoolFC
subreddit. 26 community members with domain knowl-
edge but no linguistic background were asked to make a
binary decision whether the meaning of the word changed
between the two time spans (marked as 1) or not (marked as
0) for each of the words in the evaluation set. Each word re-
ceived on average 8.8 judgements and the average of these
judgements is used as a gold standard semantic shift index.
Positive examples of meaning shift in this evaluation set
can be grouped into three classes according to the type of
meaning shift. First are metonymic shifts, which are figures
of speech, in which a thing or concept is referred to by the
name of something associated with it (e.g., the word F5 that
is initially used as a shortcut for refreshing a page and starts
to denote any act of refreshing). Second are metaphori-
cal shifts where the original meaning of a word is widened
through analogy (e.g., the word pharaoh which is the nick-
name of an Egyptian football player). Lastly, memes are se-
mantic shifts that occur when a word first used in a humor-
ous or sarcastic way prompts a notable change in word’s us-
age on a community scale (e.g., the first part of the player’s
surname Van Dijk is being used in jokes related to shoes’
brand Vans).
We measure Pearson correlation between the semantic shift
index and the model’s semantic shift assessment for each of
the words in the evaluation set in order to be able to directly
compare our approach to the one presented in Del Tredici
et al. (2019), where the same evaluation procedure was
employed. As explained in Section 3.1., we obtain semantic
shift assessments by measuring the cosine distance between
two time specific representations of the same token.
3.3.2. Qualitative evaluation
For the Brexit and Immigration news corpora, manually la-
beled evaluation sets are not available, therefore we were
not able to quantitatively assess the approach’s performance
on these two corpora. For this reason, the performance of
the model on these two corpora is evaluated indirectly, by
measuring how does a specific word of interest semanti-
cally correlate to other seed words in a specific time period
and how does this correlation vary through time. The cosine
distance between the time specific representation of a word
of interest and the specific seed word is used as a measure
of semantic relatedness. We can evaluate the performance
of the model in a qualitative way by exploring if detected
differences in semantic relatedness (i.e., relative semantic
shifts) are in line with the occurrences of relevant events
which affected the news reporting about Brexit and Immi-
gration, and also the findings from the academic studies on
these topics. This is possible because topics of Brexit and
Immigration have been extensively covered in the news and
several qualitative analyses on the subject have been con-
ducted.
The hypothesis that justifies this type of evaluation comes
from structural linguistics and states that word meaning is
a relational concept and that words obtain meaning only
in relation to their neighbours (Matthews and Matthews,
2001). According to this hypothesis, the change in the
word’s meaning is therefore expressed by the change in
semantic relatedness to other neighbouring words. Neigh-
bouring seed words to which we compare the word of in-
terest for the Brexit news corpus are selected automatically
(see Section 4.2. for details) while for the Immigration
news corpus, the chosen seed words are concepts represent-
ing most common aspects of the discourse about immigra-
tion (see Section 4.3. for details).
4. Experiments
In this section we present details about conducted experi-
ments and results on the LiverpoolFC, Brexit and Immigra-
tion corpora.
4.1. LiverpoolFC
In this first experiment, we offer a direct comparison of
the proposed method to the state-of-the-art approach pro-
posed by Del Tredici et al. (2019). In their study, they use
a Continuous Skipgram model proposed by Mikolov et al.
(2013) and employ the incremental model fine-tuning ap-
proach first proposed by Kim et al. (2014). In the first step,
they create a large Reddit corpus (with about 900 million
tokens) containing Reddit post from the year 2013 and use
it for training the domain specific word embeddings. The
embeddings of this initial model are used for the initializa-
tion of the model trained on the next successive time period,
LiverpoolFC 2013 posts, and finally, the embeddings of the
LiverpoolFC 2013 model are used for the initialization of
the model trained on the LiverpoolFC 2017 posts. We, on
the other hand, do not conduct any additional domain adap-
tation on a large Reddit corpus and only fine-tune the BERT
model on the LiverpoolFC corpus, as already explained in
Section 3..
First, we report on the results of the diachronic seman-
tic shift detection for 97 words from the LiverpoolFC cor-
pus that were manually annotated with semantic shift la-
bels by members of the LiverpoolFC subreddit (see Section
3.2.1. for more details on the annotation and evaluation
procedures). Overall, our proposed approach yields almost
identical positive correlation between cosine distance be-
tween 2013 and 2017 word representations and semantic
shift index as in the research conducted by Del Tredici et
al. (2019). We observe the Pearson correlation of 0.47 (p <
0.001) while the original study reports Pearson correlation
of 0.49.
On the other hand, there are also some important differ-
ences between the two methods. Our approach (see Figure
1) proves to be more conservative when it comes to mea-
suring the semantic shift in terms of cosine distance. In the
original approach, the cosine distance of up to 0.6 is mea-
sured for some of the words in the corpus, while we only
observe the differences in cosine distance of up to 0.3 (for
the word roast). This conservatism of the model results in
less false positive examples (i.e., detected semantic shifts
that were not observed by human annotators) compared to
the original study, but also results in more false negative
examples (i.e., unrecognised semantic shifts that were rec-
ognized by human annotators)7. An example of a false neg-
7Expressions false positive and false negative are used here to
improve the readability of the paper and should not be interpreted
in a narrow context of binary classification.
ative detection by the system proposed by Del Tredici et al.
(2019) is the word lean. An example of a false positive de-
tection by the system proposed by Del Tredici et al. (2019)
that was correctly identified by our system as a word with
unchanged semantic context is the word stubborn. On the
other hand, our system also manages to correctly identify
some of the words that changed the most that were misclas-
sified by the system proposed by Del Tredici et al. (2019).
An example of this is the word Pharaoh.
There are also some similarities between the two systems.
For example, the word highlighter is correctly identified as
a word that changed meaning by both systems. With the
exception of Pharaoh, we also notice similar tendencies of
both systems to misclassify as false negatives words that
fit into the category of so-called metaphorical shifts (i.e.,
widening of the original meaning of a word through anal-
ogy). Examples of these words would be snake, thunder
and shovel. One explanation for this misclassification that
was offered by Del Tredici et al. (2019) is the fact that many
times the metaphoric usage is very similar to the literal one,
therefore preventing the model to notice the difference in
meaning8.
4.2. Brexit news
Here we asses the performance of the proposed approach
for detecting sequential semantic shift of words in short-
term yearly periods. More specifically, we explore how
time specific seed word representations in different time pe-
riods change their semantic relatedness to the time specific
word representation of the word Brexit. The following pro-
cedure is conducted. First, we find 50 words most semanti-
cally related to the general non-time specific representation
of Brexit according to their non-time specific general repre-
sentations. Since the initial experiments showed that many
of the 50 most similar words are in fact derivatives of the
word Brexit (e.g., brexitday, brexiters...) and therefore not
that relevant for the purpose of this study (as their meaning
is fully dependant on the concept from which they derived),
we first conduct an additional filtering according to the nor-
malized Levenshtein distance defined as:
normLD = 1− (LD/max(len(w1), len(w2))),
where normLD stands for normalized Levenshtein differ-
ence, LD for Levenshtein difference, w1 is Brexit and w2
are other words in the corpus. Words for which normal-
ized Levenshtein difference is bigger than 0.5 are discarded
and out of the remaining words we extract 50 words most
semantically related to Brexit according to the cosine simi-
larity. 9
Out of these 50 words, we find ten words that changed the
most in relation to the time specific representation of the
8For example, shovel is used in a context where the team is
seen as a train running through the season, and the fan’s job is to
contribute in a figurative way by shoving the coal into the train
boiler. Therefore, the word shovel is used in sentences like You
boys know how to shovel coal.
9The normalized Levenshtein difference treshold of 0.5 and
the number of most semantically similar words were chosen em-
pirically.
Figure 1: Semantic shift index vs. cosine distance in the LiverpoolF1 evaluation dataset.
Figure 2: The relative diachronic semantic shift of the word Brexit in relation to ten words that changed the most out of 50
closest words to Brexit according to the cosine similarity.
word Brexit with the following equation:
MC = abs(CS(w12015, w22015)− CS(w12019, w22019))
where MC stands for meaning change, CS stands for cosine
similarity, w1year is a year specific representation of the
word Brexit and w2year are year specific representations of
words related to Brexit.
The resulting 10 seed words are used to determine the rel-
ative diachronic semantic shift of the word Brexit as ex-
plained in Section 3.3. Figure 2 shows the results of the
experiments. We can see that the word deal is constantly
becoming more and more related to Brexit, from having a
cosine similarity to the word Brexit of about 0.67 in 2015
to having a cosine similarity of about 0.77 in 2019. This is
consistent with our expectations. The biggest overall differ-
ence of about 0.14 in semantic relatedness can be observed
for the word globalisation, having not been very related to
Brexit before the referendum in year 2016 (with the cosine
similarity of about 0.52) and than becoming very related
to the word Brexit in a year after the referendum (with co-
sine similarity of about 0.72). After that, we can observe
another drop in similarity in the following two years and
then once again a rise in similarity in 2019. This movement
could be at least partially explained by the post-referendum
debate on whether UK’s Leave vote could be seen as a vote
against globalisation (Coyle, 2016).
A sudden rise in semantic relatedness between words Brexit
and devolution in years 2016 and 2017 could be explained
by a still quite relevant question of how UK’s withdrawal
from the EU will affect its structures of power and admin-
istration (Hazell and Renwick, 2016). We can also observe
a quite sudden drop in semantic relatedness between the
words Brexit and austerity in year 2017, one year after the
referendum. It is possible, that the debate on whether UK’s
leave vote was caused by austerity-induced welfare reforms
proposed by the UK government in 2010 (Fetzer, 2019) has
been calming down. Another interesting thing to note is
the enormous drop of about 0.25 in cosine similarity for
the word debacle after June 23 2019, which has gained the
most in terms of semantic relatedness to the word Brexit in
2018. It is possible that this gain is related to the constant
delays in the UK’s attempts of leaving the EU).
Some findings of the model are harder to explain. For ex-
ample, according to the model, the talk about the renego-
tiating in the context of Brexit has not been very common
in years 2015 and 2016 and than we can see a major rise
of about 0.15 in cosine similarity in year 2017. On the
other hand, an almost identical word renegotiation has kept
a very steady cosine similarity of about 0.72 throughout an
entire five year period. We also do not have an explanation
for a large drop in semantic relatedness in 2019 between
words chequers and Brexit, and climate and Brexit.
4.3. Immigration news
Here we asses the performance of the proposed approach
in a multilingual English-Slovenian setting. Since the main
point of these experiments is to detect differences and
similarities in relative semantic shift in two distinct lan-
guages, we first define English-Slovenian word pairs that
arguably represent some of the most common aspects of the
discourse about immigration (Martinez Jr and Lee, 2000;
Borjas, 1995; Heckmann and Schnapper, 2016; Cornelius
and Rosenblum, 2005). These English-Slovenian matching
translations are crime-kriminal, economy-gospodarstvo,
integration-integracija and politics-politika. We measure
the cosine similarity between time specific vector represen-
tations of each word in the word pair and a time specific
vector representation of a word immigration.
The results of the experiments are presented in Figure 3.
First thing one can note is that in most cases and in most
years English and Slovenian parts of a word pair have a very
similar semantic correlation to a word immigration, which
suggest that the discourse about immigration is quite sim-
ilar in both countries. The similarity is most apparent for
the word pair crime-kriminal and to a slightly lesser extent
for the word pair politics-politika. On the other hand, not
much similarity in relation to a word immigration can be
observed for an English and Slovenian words for economy.
This could be partially explained with the fact that Slovenia
is usually not a final destination for modern day immigrants
(who therefore do not have any economical impact on the
country) and serves more as a transitional country (Garb,
2018), therefore immigration is less likely to be discussed
from the economical perspective.
Figure 3 also shows some interesting language specific
yearly meaning shifts. The first one is the rise in semantic
relatedness between the word immigration and the English
word politics in 2016. This could perhaps be related to the
Brexit referendum which occurred in the middle of the year
2016 and the topic of immigration was discussed by politi-
cians from both sides of the political spectrum extensively
in the referendum campaign.
Another interesting yet currently unexplainable yearly shift
concerns Slovenian and English words for integration in
2019. While there is a distinct fall in semantic relatedness
between words integration and immigration, we can on the
other hand observe a distinct rise in semantic relatedness
between words integracija and immigration.
5. Conclusion
We presented a research on how contextual embeddings can
be leveraged for the task of diachronic semantic shift de-
tection. A new method that uses BERT embeddings for
creating time specific word representations was proposed
and we showcase the performance of the new approach on
three distinct corpora, LiverpoolFC, Brexit news and Immi-
gration news.
The proposed method shows comparable performance to
the state-of-the-art on the LiverpoolFC corpus, even though
domain adaptation was performed only on the corpus itself
and no additional resources (as was the case in the study by
Del Tredici et al. (2019)) were required. This shows that
the semantic knowledge that BERT model acquired during
its pretraining phase can be successfully transferred into do-
main specific corpora. This is welcome from the stand point
of reduced time complexity (since training BERT or most
other embedding models from scratch is very time consum-
ing) and it also makes our proposed method appropriate for
Figure 3: The relative diachronic semantic shift of the word immigration in relation to English-Slovenian word pairs crime-
kriminal, economy-gospodarstvo, integration-integracija and politics-politika.
detecting meaning shifts in domains for which large cor-
pora are not available.
Experiments on the Brexit news corpus are also encourag-
ing, since detected relative semantic shifts are somewhat in
line with the occurrence of different events which affected
the news reporting about Brexit in different time periods.
Same could be said for the multi-lingual experiments con-
ducted on the English-Slovenian Immigration news corpus,
which is to our knowledge the first attempt to compare par-
allel meaning shifts in two different languages, and opens
new paths for multilingual news analysis.
On the other hand, a lot of further work still needs to be
done. While the results on the Brexit and Immigration news
corpora are encouraging, a more thorough evaluation of the
approach would be needed. This could either be done in
comparison to a qualitative discourse analysis or by a quan-
titative manual evaluation, in which changes detected by
the proposed method would be compared to changes iden-
tified by human experts with domain knowledge, similar as
in Del Tredici et al. (2019).
The method itself could also be refined or improved in
some aspects. While we demonstrated that averaging em-
beddings of word occurrences in order to get time specific
word representations works, we did not experiment with
other grouping techniques, such as taking median word rep-
resentation instead of an average or by using weighted av-
erages. Another option would also be to further develop
clustering aggregation techniques, similar as in Giulianelli
(2019). While these methods are far more computation-
ally demanding and less scalable than averaging, they do
have an advantage of better interpretability, since clustering
of word usages into a set of distinct clusters resembles the
manual approach of choosing the word’s contextual mean-
ing from a set of predefined meanings.
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