Access to experimental X-ray diffraction image data is important for validation and reproduction of macromolecular models and indispensable for the development of structural biology processing methods. In response to the evolving needs of the structural biology community, we recently established a diffraction data publication system, the Structural Biology Data Grid (SBDG, data.sbgrid.org), to preserve primary experimental datasets supporting scientific publications. All datasets published through the SBDG are freely available to the research community under a public domain dedication license, with metadata compliant with the DataCite Schema (schema.datacite.org). A proof-ofconcept study demonstrated community interest and utility. Publication of large datasets is a challenge shared by several fields, and the SBDG has begun collaborating with the Institute for Quantitative Social Science at Harvard University to extend the Dataverse (dataverse.org) open-source data repository system to structural biology datasets. Several extensions are necessary to support the size and metadata requirements for structural biology datasets. In this paper, we describe one such extension-functionality supporting preservation of file system structure within Dataverse-which is essential for both in-place computation and supporting non-HTTP data transfers.
Introduction
X-ray crystallography, nuclear magnetic resonance (NMR) spectroscopy, and electron microscopy are the primary techniques used by structural biologists to determine the atomic structures of biological macromolecules. Elucidation of these structures helps advance many areas of biological understanding, from mechanisms of fundamental processes, to rational design of therapeutic compounds and translational studies. Crystallographic studies support just under 90% of the approximately 120,000 macromolecular structures deposited with the Protein Data Bank (PDB), 1, 2 illustrating the prevalence of the technique.
The structural biology community has both contributed to and benefited from a wide range of infrastructure. A global network of synchrotron beamlines provides the predominant experimental sites for crystallographic data collection. 3 Several projects provide unified software environments for structure determination and are able to interoperate using standardized file formats. 4, 5 The PDB has long provided a platform for the distribution of structural models and processed data, predating the recent increase in this area. However, the diffraction images that comprise the raw data for macromolecular diffraction experiments have not benefited from a corresponding degree of global standardized infrastructural support.
There are a number of data repositories available to serve the needs of specific fields and disciplines that generate large datasets. For example, the Open Knowledge Foundation's CKAN (ckan.org) is tailored to governmental agencies that want to publish open data, Figshare (figshare.com) offers a general purpose scientific data repository for institutions and publishers, and the Nuclear Receptor Signaling Atlas (www.nursa.org) publishes datasets in the nuclear receptor field. Just within the structural biology field, data repository and publication platforms for Big Data include EMPIAR (www. ebi.ac.uk/pdbe/emdb/empiar), MyTardis (mytardis. org), and the Integrated Resource for Reproducibility in Macromolecular Crystallography (proteindiffraction.org). Each one of these projects appears to satisfy their specific researchers with respect to metadata support, data transfer, data replication, and computational resources. However, no single repository project is likely to be able to accommodate multiple disciplines or subdisciplines. We expect that the work by our research group in helping to extend Dataverse in order to accept large experimental datasets will result in an extensible repository that will benefit multiple disciplines.
To support the outstanding needs of the global structural biology community, we recently established a publication system for experimental diffraction datasets that supports published structural coordinates: the Structural Biology Data Grid (SBDG). The SBDG project was launched 6 with a collection of X-ray diffraction image datasets, as well as a few additional dataset types, including lattice light-sheet microscopy, molecular dynamics, and MicroED. This initial collection has expanded, and we now archive 220 datasets from other laboratories. To support the sustainability of the SBDG, we have started to transition the SBDG to a communitymaintained, open-source research data management system (RDMS). In this paper, we describe modifications to the Dataverse 7-9 research repository system to support direct mapping of archived datasets to a UNIX-based file system, functionality that will support direct data analysis for the purpose of validation and further evaluation.
Supporting an evolving collection of large biomedical datasets
The SBDG is a centralized data publication service-a repository for discovering, downloading, and depositing large structural biology datasets. This repository complements the worldwide PDB (wwPDB), which archives derived data and structural models. Bidirectional links between primary datasets and PDB entries support exploration of structural information. The SBDG was developed in collaboration with the Dataverse team at the Institute for Quantitative Social Science at Harvard University and implements current data science standards. 10 The SBDG limits its collection to datasets that support journal publications, referred to as primary data. Publication of datasets coincides with publication of the relevant manuscript and other data objects, such as PDB entries, following a regular release schedule. In order to support datasets of community interest, datasets supporting previously published articles can also be published through the SBDG. As of April 15, 2016 , the SBDG has expanded to store a diverse collection of 189 datasets, including 180 X-ray diffraction datasets and a handful of other data types, including computational decoys and datasets from MicroED, lattice lightsheet microscopy, and molecular dynamics. These published datasets, contributed by 57 laboratories, with diffraction datasets collected at 11 synchrotron facilities and several home sources, originated 157 structures and 96 journal publications. The X-ray diffraction datasets range in size from 180 MB to 20.4 GB, with a mean of 5 GB and a total of 930 GB of storage (Fig. 1) .
The software underlying the SBDG was designed to support publication of raw experimental datasets. Datasets are stored as sets of experimental metadata (experimenters, sample, collection facility) and the associated files and directories comprising the data of interest. Decoupling metadata and data allows for a system where stability is not affected by data size; the primary limitations are file storage and network transfer times. Supporting raw experimental data as the output of an instrument, as opposed to sets of diffraction images in particular, allows for easy support of other experimental data types (such as MicroED and lattice light-sheet microscopy). At the same time, while this model is also flexible enough to support other dataset types of interest (such as molecular dynamics, trajectors, and computational decoy sets), the concept of versioning datasets is a very natural fit for nonraw datasets. The current architecture of the SBDG does not support versioning of data files; this feature is well implemented in Dataverse. The intersection of non-HTTP data transfers, in-place computation, and dataset versioning presents several architectural challenges to be addressed in future work.
Ease of data deposition and community-wide interest has facilitated rapid growth of the SBDG. The datasets that are available in the current collection support a wide cross-section of structures and a diverse subset of journal articles and structuredetermination methods. The initial SBDG reference collection also highlights a small selection of diverse datasets, nominated by depositors, to support software development and teaching. 6 This reference collection will be updated and expanded as additional datasets of interest are identified, and training materials are developed to incorporate them. In addition to X-ray diffraction datasets, the SBDG also archives various other primary data types that are generated by members of the SBGrid community. Current examples include MicroED datasets that were used to determine structures of the toxic core of ␣-synuclein, catalase, and lysozyme; 11-13 a 55-GB computational decoy dataset for 55 complexes with associated HADDOCK scores, supporting a recent publication from the Bonvin Laboratory; 14 and a Desmond molecular dynamics trajectory with a 2-s simulation of the human O-GlcNAc transferase. 15 As previously described, 6 all datasets in the SBDG are readily and freely accessible to the community. Access rights were formalized with adoption of the Creative Commons 0 (CC0) waiver, which supports dedication of research results to the public domain. CC0 is the default waiver in Dataverse, although the software supports other licenses that may be more appropriate to different communities. Although datasets can be downloaded individually, their size can make downloads cumbersome and physical access to SBDG datasets is facilitated through a data grid infrastructure that is supported by members of the Data Access Alliance 6 (DAA; Fig. 2 ). The DAA is a voluntary and open organization of research datastorage providers (https://data.sbgrid.org/daa/) and is being developed in collaboration with the Globus Project 16 as a pilot of the National Data Service (http://www.nationaldataservice.org). DAA centers in Europe, Asia, North America, and South America replicate the entire SBDG collection and provide local access to members of regional communities. The DAA infrastructure is further extended by the DAA satellites, which replicate fractions of SBDG datasets in their local storage for direct access by members of individual institutions (Fig. 3 ). This mode of participation provides an attractive option for research institutions to develop local archives of all primary data generated by the local community.
Research data are legitimate and citable products of research 17 and, therefore, the SBDG recommends that depositors and data users cite all data deposited with the SBDG in the standard reference section of their manuscripts following well-established community standards. 10, 18, 19 Data citation information is provided on individual dataset pages, in human-readable, machinereadable, and downloadable formats. The SBDG complements our AppCiter application, 20 which facilitates citation of research software. Both services are now presented to users in a unified publication support workflow (Fig. 4) .
Challenges specific to deposition of large datasets
Wide adoption of large-scale data-preservation systems is often hindered by the complexities involved in the data-deposition process itself. While using the same HTTP protocol for data registration and deposition is common for RDMSs dealing with smaller data sizes, such an approach is impractical for large biomedical datasets that frequently require lengthy, asynchronous data transfer. To mitigate this problem, SBDG deposition involves two steps: registration and upload. To register a dataset, the depositor completes a web form with basic information about the sample, data-collection facility, related objects (e.g., publication, PDB code), and authorship; this information is then mapped to the DataCite schema. Following registration, a digital object identifier (DOI) is reserved for the dataset and the user is provided with data transfer instructions, along with an automated script that runs on the depositor's computer, uploads the data, and checks for data integrity after upload. Upon verification, the primary data are either released in the biweekly SBDG release or placed on hold. As with the wwPDB, release of data placed on hold will coincide with publication.
Behind-the-scenes data replication, DOI registrations, and data analysis complement this two-step publication process. All X-ray diffraction images are currently postprocessed using data processing pipelines, [21] [22] [23] [24] [25] [26] [27] and the results from these pipelines are displayed on the respective dataset landing pages. Improvements to current pipelines, and extensions to additional data types, are planned for the future. We are building additional tools to help increase data-deposition rates, including automatic reminders sent to consortium members to encourage them to deposit data for previously published work.
The Dataverse Expansion Project
Given the large size of structural biology dataset files, the benefit of decoupling the creation and registration of datasets from the process of transferring appropriate data files has been demonstrated by a pilot study. 6 We have begun developing a new workflow to implement the current SBDG's twostep process in Dataverse. These decoupled operations occur within a larger data workflow, and, at a higher level, the data workflow steps include (1) creating a dataset in Dataverse, (2) moving local data files to the repository using independent data transfer applications (using non-HTTP protocols), (3) importing and associating the files with the new Dataverse dataset using a new application programming interface (API), and (4) federating the datasets to DAA member sites.
No modifications to Dataverse are required for researchers to create and register a new dataset in Dataverse. When uploading files, however, instead of uploading from within a web browser, researchers will transfer datasets directly to the remote Dataverse filesystem. We will create data transfer applications that researchers will use to move local dataset files, with their original directory structures intact, directly into a file system accessible to Dataverse. These applications will run outside of Dataverse, asynchronously, using protocols other than HTTP. The initial transfer application will support rsync, but other data transfer protocols can be supported and are under investigation. This part of the workflow is new to Dataverse but leverages existing Dataverse APIs.
The validation step that the data transfer application performs next will ensure that all file transfers were completed successfully. This process involves computing file checksums of the transferred files and comparing them to the checksums of the researcher's original files. Decoupling checksum validation from the Dataverse application removes the burden of a long-running, computationally expensive process from the server providing the user interface. If validation is successful, the file checksums are saved to a manifest file that is used later as part of a Dataverse import job.
Once the asynchronous transfer and validation are complete, the data transfer application calls a new Dataverse API that we developed to associate all of the data files to the new dataset. The API is called by specifying the new dataset's identifier and an API key with permission to modify the dataset. When the filesystem import API is called, a Dataverse job report is generated to log metrics and any failures or exceptions. This report is saved to a Dataverse action log record, and the dataset owner is notified within Dataverse with a link to an HTML version of the report.
This new API uses a simple but robust Java batchprocessing framework to coordinate the import of new dataset files and checksum manifests into Dataverse. Using this library, we can create a filesystem and checksum import job for each new incoming Dataverse dataset. Each job consists of Java software classes to read, filter, process, and log each file imported. A file record reader is used by the filesystem import job to iterate over the directories and files that were transferred to Dataverse. Similarly, a flat file record reader is used by the checksum import job to iterate over each line in the checksum manifest file. The filesystem import job applies two filters: one that skips files that should be ignored (e.g., "DS_Store") and another that skips files that might have been previously imported into Dataverse. The Java code is then executed to process each item type. For filesystem items, we create a new Dataverse data file object and attach it to the appropriate Dataverse dataset. For checksum items, we locate the previously created Dataverse data file object for each checksum and add the checksum value to the metadata.
Using a batch-processing framework in this way allows us to run jobs asynchronously and in parallel as needed and to perform detailed job monitoring using Java Management Extensions. Perhaps most importantly, such a framework is extensible and modular, allowing us to more easily attach other asynchronous processes to Dataverse in the future.
As described earlier, 6 the DAA both facilitates dataset access and mitigates against loss of dataset availability. Although DAA centers replicate all published datasets, not all sites have the desire or storage capacity to replicate the full collection. The ability to locate datasets near computational resources is essential for a repository to perform live analysis as improved pipelines become available, but the increasing storage and compute requirements for structural biology datasets can conflict with the finite resources available to researchers, or the repository itself, at any given site. Extending the RDMS by providing an understanding of dataset locality with respect to the presence or absence of datasets at particular sites, and the ability to orchestrate transfers between sites, can mitigate these resource conflicts. We have conducted a proof-of-concept, multiprotocol subset replication, and are piloting how this logic can be applied to accommodate limited site storage capacities and locate datasets close to additional compute resources.
Processing X-ray diffraction datasets with structural biology software

SBGrid
28 is a research computing consortium that operates out of the Department of Biological Chemistry and Molecular Pharmacology at Harvard Medical School to provide software support to 300 member laboratories at 98 institutions scattered across 22 countries. Support is extended to 35 groups at Harvard-affiliated institutions, as well as to members at many other distinguished institutions, including Rockefeller University, Stanford University, Yale University, ETH Zurich, Princeton University, and the European Molecular Biology Laboratory Grenoble. A complete list of SBGrid laboratories can be found on the members page of the SBGrid website (https://sbgrid.org/members/). As its primary service, SBGrid supports an extensive collection of 341 scientific applications (https:// sbgrid.org/software/tag/all/). New applications are released on a monthly basis and announced in an accompanying newsletter (https://sbgrid.org/ newsletters/). Requests for more urgent changes and software updates are submitted via the SBGrid website help page (https://sbgrid.org/help/?tab=bug) and are completed and installed on approximately 3000 computers on an as-needed basis. Members can also use an SBGrid portal to submit computationally intensive jobs to Open Science Grid (OSG) resources (https://sbgrid.org/computing/portal/). This portal supports close to 5,000,000 central processing unit hours annually, and new tools that will support direct desktop-to-OSG submissions are under development. Other SBGrid-supported tools include a set of testing environments for software developers (https://sbgrid.org/computing/ resources-for-developers/) and the AppCiter tool, developed in-house to assist end-users and support developers by generating a list of relevant software citations for individual projects (https:// sbgrid.org/software/).
The SBGrid software collection can be used to validate the initial datasets at the time of publication and for postpublication analysis. During our pilot project, we completed an extensive validation process, 6 demonstrating that the majority of our pilot datasets (90 out of 110) processed yielded statistics similar to those reported in the original manuscript. All of the identified failure modes for this reprocessing were attributable to absent, incorrect, or nonstandardized information about the experimental setup encoded in file metadata.
Given that the data validation was completed with standard Unix-based crystallography applications, preservation of the filesystem structure, including the file names and directory hierarchy, for all datasets was essential. To support the ongoing deposition of datasets, SBDG is further automating data validation pipelines and will reprocess datasets with new tools as they become available.
Conclusions
We have developed a flexible data publication system, the SBDG, to support deposition of a variety of large primary datasets. The SBDG complements PDB efforts by preserving the raw data that supports PDB-deposited structure models. The pilot phase of this project, which was limited to SBGrid laboratories, demonstrated that the project is both feasible and has a strong community endorsement, with the deposition and publication of 117 datasets. Furthermore, the SBDG was recently expanded to accept additional dataset types and open deposition to all members of the community. To support annotated data collection, we have established data processing pipelines that will evolve the postdeposition data analysis process. For example, the reprocessing pipelines allow depositors and SBDG curators to quickly identify image-header problems, and parameters that are refined or corrected will be included in the expanded Dataverse to support large-scale data and open science. 29 Access to this growing collection of X-ray diffraction datasets will support a paradigm shift in the community, 30 from one of static archives to a much more dynamic body of continuously improved and refined models. As illustrated by the fact that all attributable failures of reprocessing were due to problems with intrinsic file metadata, this is a highly significant factor in the usability of raw X-ray diffraction data. Standardized community adoption and well-documented metadata schemas and file formats will help overcome significant obstacles in the reuse of these data types. 31 To support our long-term vision toward a sustainable repository, the SBDG and Dataverse teams at Harvard University's Institute for Quantitative Social Science are collaborating to expand and enhance the capabilities of the Dataverse opensource research data repository system. While Dataverse currently provides a solid foundation for researchers to share and publish research data, it can benefit from enhancements to meet the specific needs of the biomedical community, which are similar to the needs of other communities working with large experimental datasets. For example, we are developing new metadata schemas that capture both general structural biology and specific X-ray diffraction experimental research metadata. These new sets of metadata will improve the discoverability of research data, both through new advanced search fields and new user interface features. We are also beginning to explore ways to capture provenance metadata within Dataverse. Provenance metadata includes the parameters, software, and hardware components that were responsible for the creation of research metadata. 32 This provenance metadata will allow structural biologists to more fully document the validation and reproduction of their molecular models.
The size and volume of experimental data that Dataverse can easily support will be expanded to meet the requirements of a typical structural biology dataset. Dataverse currently works well for datasets containing individual files of relatively modest size and number. Dataverse is not, however, well equipped to handle the transfer of files of the large size and volume that structural biologists regularly generate. We will also need to augment the data transfer options available in Dataverse, which are currently limited to HTTP transfer protocols that are not particularly well suited to large data transfers that are long running and, ideally, interruptible and resumable. We intend to demonstrate an extensible method by which Dataverse may add alternative data transfer protocols. New data transfer protocols under consideration include GridFTP, SFTP, and the rsync protocol used by the current system. Of equal importance is the need to preserve the original directory structure in order to reprocess primary data files and perform live analysis in-place, as supported by the current SBDG systems. When the primary method of interacting with files comprising a dataset is through the web interface, as in Dataverse, theses files can be stored internally in a way that supports easier dataset versioning and deduplication. Adding requirements for in-place computation, and replication of data files to remote locations that may have more available computational resources available, necessitate re-architecture to preserve the original filesystem structure in a form accessible outside the application server. As mentioned earlier, we are investigating how to best combine versioning of files with datasets with preserving their filesystem structure (location within directory hierarchy and filename) outside of the web application.
Despite the emergence of Big Data science, universal storage of large, biomedical datasets is as yet an unresolved issue because infrastructure and support responsibilities have not been well defined. Shifting the burdens of data management from individual research groups and institutions to global infrastructures is an effective and economical strategy to address this issue, the success of which has been previously proven by wwPDB and is now being demonstrated by the SBDG. By virtue of the global presence of the SBGrid Consortium, the SBDG is well positioned to stimulate community-wide participation. SBGrid may facilitate integration of the Data Grid with regional projects and facility-related efforts to preserve primary diffraction datasets. This data distribution model is similar to those established in other fields. The Data Preservation Alliance (www.data-pass.org), for example, replicates and indexes data for the social sciences, while data collected at the Large Hadron Collider are made available under a multitier processing and storage framework. As a large international consortium that is backed by the diverse funding mechanisms and DAA storage contributions of its members, SBGrid is uniquely capable of bypassing the grant limitations that would otherwise deter such a longterm, global infrastructure effort. With the funding recently secured to support data curation and technology integration under the Dataverse research data repository system, 7, 29 and with gradual community investment, SBDG is poised to scale up to support the entire community.
While the SBDG immediately serves the welldefined area of X-ray crystallography, our pilot project has demonstrated that the infrastructure can preserve additional data types, such as decoy datasets for NMR computations or MicroED datasets. We envision that the tools and technologies that arise from this project will ultimately lead to the development of a fully featured Dataverse data publication system that supports biomedical datasets. Features of such a system would include the capability to support a variety of experimental data types and to automatically incorporate pertinent dataset information during data collection at local, regional, and national facilities. By combining management of primary data and curation of structural biology software, which includes numerous data processing applications, the SBGrid Consortium can offer participating SBGrid laboratories a more integrated research computing environment.
In summary, we have presented recent advances of the SBDG, particularly in the area of an ongoing transition to the Dataverse research data repository system. This system is the latest product of SBGrid's mission to maintain a community-wide researchsoftware infrastructure. Through community-wide access to structural biology datasets, the SBDG is committed to compliance with evolving community standards of data preservation. We expect that widespread release and sharing of experimental data will support methods development and will ultimately lead to higher-quality structural models that are subject to continuous improvement with everevolving computational methods.
