Change point detection is an important part of time series analysis, as the presence of a change point indicates an abrupt and significant change in the data generating process. While many algorithms for change point detection exist, little attention has been paid to evaluating their performance on real-world time series. Algorithms are typically evaluated on simulated data and a small number of commonly-used series with unreliable ground truth. Clearly this does not provide sufficient insight into the comparative performance of these algorithms. Therefore, instead of developing yet another change point detection method, we consider it vastly more important to properly evaluate existing algorithms on real-world data. To achieve this, we present the first data set specifically designed for the evaluation of change point detection algorithms, consisting of 37 time series from various domains. Each time series was annotated by five expert human annotators to provide ground truth on the presence and location of change points. We analyze the consistency of the human annotators, and describe evaluation metrics that can be used to measure algorithm performance in the presence of multiple ground truth annotations. Subsequently, we present a benchmark study where 13 existing algorithms are evaluated on each of the time series in the data set. This study shows that binary segmentation (Scott and Knott, 1974) and Bayesian online change point detection (Adams and MacKay, 2007) are among the best performing methods. Our aim is that this data set will serve as a proving ground in the development of novel change point detection algorithms.
Introduction
Moments of abrupt change in the behavior of a time series are often cause for alarm as they may signal a significant alteration to the data generating process. Detecting such change points is therefore of high importance for data analysts and engineers. The literature on change point detection (CPD) is concerned with accurately detecting these events in time series data, as well as with modeling time series in which such events occur. Applications of CPD are found in finance (Lavielle and Teyssiere, 2007) , business (Taylor and Letham, 2018) , quality control (Page, 1954) , and network traffic analysis (Kurt et al., 2018) , among many other domains.
There is a large body of work on both the theoretical and practical aspects of change point detection. However, little attention has been paid to the evaluation of CPD algorithms on realworld time series. Existing work often follows a predictable strategy when presenting a novel detection algorithm: the method is first evaluated on a set of simulated time series with known change points where both the model fit and detection accuracy are evaluated. An obvious downside of such experiments is that the dynamics of the simulated data are often particular to the paper, and any model that corresponds to these dynamics has an unfair advantage.
Subsequently the proposed method is typically evaluated on only a small number of real-world time series. These series are often reused (e.g. the univariate well-log data ofÓ Ruanaidh and Fitzgerald, 1996) , may have been preprocessed (e.g. by removing outliers or seasonality), and may not have unambiguous ground truth available. When evaluating a proposed method on real-world data, post-hoc analysis is frequently applied to argue why the locations detected by the algorithm correspond to known events. Clearly, this is not a fair or accurate approach to evaluating novel change point detection algorithms.
Rather than proposing yet another detection method and evaluating it in the manner just described, we argue that it is vastly more important to create a realistic benchmark data set for CPD algorithms. Such a data set will allow researchers to evaluate their novel algorithms in a systematic and realistic way against existing alternatives. Furthermore, since change point detection is an unsupervised learning problem, an evaluation on real-world data is the most reliable approach to properly comparing detection accuracy. A benchmark data set can also uncover important failure modes of existing methods that may not occur in simulated data, and suggest avenues for future research based on a quantitative analysis of algorithm performance.
Change point detection can be viewed as partitioning an input time series into a number of segments. It is thus highly similar to the problem of image segmentation, where an image is partitioned into distinct segments based on different textures or objects. Historically, image segmentation suffered from the same problem as change point detection does today, due to the absence of a large, high-quality data set with objective ground truth (as compared to, for instance, image classification). It was not until the Berkeley Segmentation Data Set (BSDS; Martin et al., 2001 ) that quantitative comparison of segmentation algorithms became feasible. We believe that it is essential to develop a similar data set for change point detection, to enable both the research community as well as data analysts who use these methods to quantitatively compare CPD algorithms.
To achieve this goal, we present the first data set specifically designed to evaluate change point detection algorithms. We developed an annotation tool and collected annotations from data scientists for 37 real-world time series. Using this data set, we performed the first largescale quantitative evaluation of existing algorithms. We analyze the results of this comparison to uncover failure cases of present methods and discuss various potential improvements. To summarize, our main contributions are as follows.
1. We describe the design and collection of a data set for change point detection algorithms and analyze the data set for annotation quality and consistency. The data set is made freely available to accelerate research on change point detection. 1 2. We present metrics for the evaluation of change point detection algorithms that take multiple annotations per data set into account.
3. We evaluate a significant number of existing change point detection algorithms on this data set and provide the first benchmark study on a large number of real-world data sets using two distinct experimental setups. 2
The remainder of this paper is structured as follows. In Section 2 we give a high-level overview and categorization of existing work on CPD. Section 3 presents a framework for evaluating change point methods when ground truth from multiple human annotators is available. The annotation tool and data set collection process are described in Section 4, along with an analysis of data quality and annotator consistency. The design of the benchmark study and an analysis of the results is presented in Section 5. Section 6 concludes.
Related Work
Methods for CPD can be roughly categorized as follows: (1) online vs. offline, (2) univariate vs. multivariate, and (3) model-based vs. nonparametric. We can further differentiate between Bayesian and frequentist approaches among the model-based methods, and between divergence estimation and heuristics in the nonparametric methods. Due to the large amount of work on CPD we only provide a high-level overview of some of the most relevant methods here, which also introduces many of the methods that we subsequently consider in our evaluation study. For a more expansive review of change point detection algorithms, see e.g. Aminikhanghahi and Cook (2017) or Truong et al. (2020) .
Let y t ∈ Y denote the observations for time steps t = 1, 2, . . ., where the domain Y is d-dimensional and typically assumed to be a subset of R d . A segment of the series from t = a, a + 1, . . . , b will be written as y a:b . The ordered set of change points is denoted by T = {τ 0 , τ 1 , . . . , τ n }, with τ 0 = 1 for notational convenience. In offline change point detection we further use T to denote the length of the series and define τ n+1 = T + 1. Note that we assume that a change point marks the first observation of a new segment.
Early work on CPD originates from the quality control literature. Page (1954) introduced the CUSUM method that detects where the corrected cumulative sum of observations exceeds a threshold value. Theoretical analysis of this method was subsequently provided by Lorden (1971) . Hinkley (1970) generalized this approach to testing for differences in the maximum likelihood, i.e., testing whether log p(y 1:T | θ) and max τ [log p(y 1:τ −1 | θ 1 ) + log p(y τ :T | θ 2 )] differ significantly, for model parameters θ, θ 1 , and θ 2 . Alternatives from the literature on structural breaks include the use of a Chow test (Chow, 1960) or multiple linear regression (Bai and Perron, 2003) .
In offline multiple change point detection the optimization problem is given by
with (·) a cost function for a segment (e.g., the negative maximum log-likelihood), λ ≥ 0 a hyperparameter, and P (n) a penalty on the number of change points. An early method by Scott and Knott (1974) introduced binary segmentation as an approximate CPD algorithm that greedily splits the series into disjoint segments based on the above cost function. This greedy method thus obtains a solution in O(T log T ) time. An efficient dynamic programming approach to compute an exact solution for the multiple change point problem was presented in Auger and Lawrence (1989) , with O(mT 2 ) time complexity for a given upper bound m on the number of change points. Improvements to these early algorithms were made by requiring the cost function to be additive, i.e., (y a:b ) = (y a:τ −1 ) + (y τ :b ). Using this assumption, Jackson et al. (2005) present a dynamic programming algorithm with O(T 2 ) complexity. Killick et al. (2012) subsequently extended this method with a pruning step on potential change point locations, which reduces the time complexity to be approximately linear under certain conditions on the data generating process and the distribution of change points. A different pruning approach was proposed by Rigaill (2015) using further assumptions on the cost function, which was extended by Maidstone et al. (2017) and made robust against outliers by Fearnhead and Rigaill (2019) . Recent work in offline CPD also includes the Wild Binary Segmentation method (Fryzlewicz, 2014 ) that extends binary segmentation by applying the CUSUM statistic to randomly drawn subsets of the time series. Furthermore, the Prophet method for Bayesian time series forecasting (Taylor and Letham, 2018) supports fitting time series with change points, even though it is not a dedicated CPD method. These offline detection methods are generally restricted to univariate time series.
Bayesian online change point detection was simultaneously proposed by Fearnhead and Liu (2007) and Adams and MacKay (2007) . These models learn a probability distribution over the "run length", which is the time since the most recent change point. This gives rise to a recursive message-passing algorithm for the joint distribution of the observations and the run lengths. The formulation of Adams and MacKay (2007) has been extended in several works to include online hyperparameter optimization (Turner et al., 2009) and Gaussian Process segment models (Garnett et al., 2009; Saatçi et al., 2010) . Recent work by has added support for model selection and spatio-temporal models, as well as robust detection using β-divergences .
Nonparametric methods for CPD are typically based on explicit hypothesis testing, where a change point is declared when a test statistic exceeds a certain threshold. This includes kernel change point analysis (Harchaoui et al., 2009) , the use of an empirical divergence measure (Matteson and James, 2014) , as well as the use of histograms to construct a test statistic (Boracchi et al., 2018) . Both the Bayesian online change point detection methods and the nonparametric methods have support for multidimensional data.
Finally, we observe that Hocking et al. (2013 Hocking et al. ( , 2014 propose a database of DNA copy number profiles that can be used to evaluate change point algorithms (Maidstone et al., 2017) . While this is an important application domain for CPD algorithms, we are interested in evaluating the performance of change point algorithms on general real-world time series.
Evaluation Metrics
In this section we review common metrics for evaluating CPD algorithms and provide those that can be used to compare algorithms against multiple ground truth annotations. These metrics will also be used to quantify the consistency of the annotations of the time series, which is why they are presented here. Our discussion bears many similarities to that provided by Martin et al. (2004) and Arbelaez et al. (2010) for the BSDS, due to the parallels between change point detection and image segmentation.
Existing metrics for change point detection can be roughly divided between clustering metrics and classification metrics. These categories represent distinct views of the change point detection problem, and we discuss them in turn. The locations of change points provided by annotator k ∈ {1, . . . , K} are denoted by the ordered set T k = {τ 1 , . . . , τ n k } with τ i ∈ [1, T ] for i = 1, . . . , n k and τ i < τ j for i < j. Then T k implies a partition, G k , of the interval [1, T ] into disjoint sets A j , where A j is the segment from τ j−1 to τ j − 1 for j = 1, . . . , n k + 1. Recall that we use τ 0 = 1 and τ n k +1 = T + 1 for notational convenience.
Evaluating change point algorithms using clustering metrics corresponds to the view that change point detection inherently aims to divide the time series into distinct regions with a constant data generating process. Clustering metrics such as the variation of information (VI), adjusted Rand index (ARI; Hubert and Arabie, 1985) , Hausdorff distance (Hausdorff, 1927) , and segmentation covering metric (Everingham et al., 2010; Arbelaez et al., 2010) can be readily applied. We disregard the Hausdorff metric because it is a maximum discrepancy metric and can therefore obscure the true performance of methods that report many false positives. Following the discussion in Arbelaez et al. (2010) regarding the difficulty of using VI for multiple ground truth partitions and the small dynamic range of the Rand index, we choose to use the covering metric as the clustering metric in the experiments.
For two sets A, A ⊆ [1, T ] the Jaccard index, also known as Intersection over Union, is given by
Following Arbelaez et al. (2010) , we define the covering metric of partition G by partition G as
For a collection {G k } K k=1 of ground truth partitions provided by the human annotators and a partition S given by an algorithm, we compute the average of C(S, G k ) for all annotators as a single measure of performance.
An alternative view of evaluating CPD algorithms considers change point detection as a classification problem between the "change point" and "non-change point" classes (Killick et al., 2012; Aminikhanghahi and Cook, 2017) . Because the number of change points is generally a small proportion of the number of observations in the series, common classification metrics such as the accuracy score will be highly skewed. It is more useful to express the effectiveness of an algorithm in terms of precision (the ratio of correctly detected change points over the number of detected change points) and recall (the ratio of correctly detected change points over the number of true change points). The F β -measure provides a single quantity that incorporates both precision, P , and recall, R, through
with β = 1 corresponding to the well-known F1-score (Van Rijsbergen, 1979) . When evaluating CPD algorithms using classification metrics it is common to define a margin of error around the true change point location to allow for minor discrepancies (e.g., Killick et al., 2012; Truong et al., 2020) . However with this margin of error we must be careful to avoid double counting, so that for multiple detections within the margin around a true change point only one is recorded as a true positive (Killick et al., 2012) . To handle the multiple sets of ground truth change points provided by the annotator, we follow the precision-recall framework from the BSDS proposed in Martin et al. (2004) .
Let X denote the set of change point locations provided by a detection algorithm and let T * = k T k be the combined set of all human annotations. For a set of ground truth locations T we define the set of true positives TP(T , X ) of X to be those τ ∈ T for which ∃x ∈ X such that |τ − x| ≤ M , while ensuring that only one x ∈ X can be used for a single τ ∈ T . The latter requirement is needed to avoid the double counting mentioned previously, and M ≥ 0 is the allowed margin of error. The precision and recall are then defined as
With this definition of precision, we consider as false positives only those detections that correspond to no human annotation. Further, by defining the recall as the average of the recall for each individual annotator we encourage algorithms to explain all human annotations without favoring any annotator in particular. 3 Note that precision and recall are undefined if the annotators or the algorithm declare that a series has no change points. To avoid this, we include t = 1 as a trivial change point in T k and X . Since change points are interpreted as the start of a new segment this choice does not affect the meaning of the detection results. Using both the segmentation covering metric and the F1-score in the benchmark study allows us to explore both the clustering and classification view of change point detection. In the experiments we use a margin of error of M = 5. Figure 1 : The annotation tool created to collect time series annotations. Note that no contextual information of the time series is provided to ensure annotators do not use external knowledge during the process. The rubric presented to the annotators is also visible.
Change Point Dataset
This section describes the annotation tool used for collecting the change point data set, as well as the data sources, the experimental protocol, and an analysis of the obtained annotations.
Annotation Tool
To facilitate the collection of the annotated data set, we created a web application that enables annotators to mark change points on a plot of a time series (see Figure 1 ). Annotators can select multiple change points in the data or can signal that they believe the time series contains no change points. Before annotators are provided any real-world time series, they are required to go through a set of introductory pages that describe the application and show various types of change points (including changes in mean, variance, trend, and seasonality). These introductory pages also illustrate the difference between a change point and an outlier. During this introduction the annotator is presented with several synthetic time series with known change points and provided with feedback on the accuracy of their annotations. If the annotator's average F1-score is too low on these introductory data sets, they are kindly asked to repeat the introduction. This ensures that all annotators have a certain baseline level of familiarity with annotating change points. To avoid that annotators use their knowledge of historical events or are affected by other biases, no dates are shown on the time axis and no values are present on the vertical axis. The names of the series are also not shown to the annotators. Furthermore, the annotation page always displays the following task description to the annotators:
Please mark the point(s) in the time series where an abrupt change in the behavior of the series occurs. The goal is to define segments of the time series that are separated by places where these abrupt changes occur. Recall that it is also possible for there to be no change points.
This description is purposefully left somewhat vague to avoid biasing the annotators in a specific direction, and is inspired by the rubric in the BSDS (Martin et al., 2001) .
Data Sources
Time series were collected from various online sources including the WorldBank, EuroStat, U.S. Census Bureau, GapMinder, and Wikipedia. A number of time series show potential change point behavior around the financial crisis of 2007-2008, such as the price for Brent crude oil (Figure 1 ), U.S. business inventories, and U.S. construction spending, as well as the GDP series for various countries. Other time series are centered around introduced legislation, such as the mandatory wearing of seat belts in the U.K., the Montreal Protocol regulating CFC emissions, or the regulation of automated phone calls in the U.S. Various data sets are also collected from existing work on change point detection and structural breaks, such as the welllog data set (Ó Ruanaidh and Fitzgerald, 1996) , a Nile river data set (Durbin and Koopman, 2012) , and a sequence from the bee-waggle data set (Oh et al., 2008) . The main criterion for including a time series was whether it displayed interesting behavior that might include an abrupt change. Several time series were included that may not in fact contain a change point but are nevertheless considered interesting for evaluating CPD algorithms due to features such as seasonality or outliers.
A total of 37 real time series were collected for the change point data set. This includes 33 univariate and 4 multivariate series (with either 2 or 4 dimensions). One of the univariate time series (uk_coal_employ, Figure 36 in Appendix C) has two missing observations, and nine other series show seasonal patterns. Unbeknownst to the annotators we added 5 simulated "quality control" series with known change points in the data set, which allows us to evaluate the quality of the annotators in situ (see below). Four of these series have a change point with a shift in the mean and the fifth has no change points. Of the quality control series with a change point two have a change in noise distribution, one contains an outlier, and another has multiple periodic components. The change point data set thus consists of 42 time series in total. See Appendix C for a complete overview of all series in the data set.
Annotation Collection
Annotations were collected in several sessions by inviting data scientists and machine learning researchers to annotate the series. We deliberately chose not to ask individuals who are experts in the various domains of the time series, to avoid the use of outside knowledge in the annotation process. In total, eight annotators provided annotations for the 42 time series, with five annotations per time series. The annotation tool randomly assigned time series to annotators whenever they requested a new series to annotate, with a bias towards series that already had annotations. The same series was never assigned to an annotator more than once.
Although all annotators successfully completed the introduction before annotating any real time series, some nonetheless commented on the difficulty of deciding whether a series had a change point or not. In some cases this was due to a significant change spanning multiple time steps, which led to ambiguity about whether the transition period should be marked as a separate segment or not (see e.g. Figure 1 ). Another source of ambiguity were periodic time series with abrupt changes (e.g. bank, Figure 5 ), which could be regarded as a stationary switching distribution without abrupt changes or a series with frequent change points. In these cases annotators were advised to use their intuition and experience as data scientists to evaluate whether they considered a potential change to be an abrupt change.
Consistency
As mentioned above we included five "quality control" series to evaluate the accuracy and consistency of the human annotators in practice, which are shown in Appendix C.2. On two of the four series with known change points ( Figure 41 quality_control_2, four of the five annotators identified the change point within two time steps, with a fifth annotator believing there to be no change points ( Figure 42 ). The most difficult series to annotate was the one with periodic features (quality_control_4, Figure 44 ).
Here, two of the annotators voted there to be no change points while the three other annotators identified the change correctly within three time steps, with one also incorrectly marking several other points as change points. The series without change points, quality_control_5, was correctly identified as such by all annotators. This suggests that human annotators can identify the presence and location of change points with high accuracy on most kinds of time series, with seasonal effects posing the biggest challenge.
To quantitatively assess the consistency of the annotators we evaluate each individual annotator against the four others on every time series, using the metrics presented previously. Figure 2 shows the histograms of these scores for both metrics. The figures show that on average there is a high degree of agreement between annotators. It can be seen that the values are generally higher on the F1-score, which is likely due to the margin of error in this metric. The cases with low agreement are often due to one or two annotators disagreeing with the others. An example of this is the lga_passengers series, where there is a high level of agreement between four of the annotators about the number and approximate location of the change points, but one annotator believes there are no change points ( Figure 23 ). The histograms show that the median annotator score lies around 0.8 for both metrics, which we consider to be a sufficient level of consistency for our purposes.
Benchmark Study
This section presents a benchmark study of existing change point algorithms on the data set of human-annotated time series. We describe the methods included in the study, the setup of the experiments, and the results of the evaluation. The code and data used in this benchmark study are available through an online repository. 4
Experimental Setup
The aim of the study is to obtain an understanding of the performance of existing change point methods on real-world data. With that in mind we evaluate a large selection of methods that are either frequently used or that have been recently developed. Table 1 lists the methods included in the study. To avoid issues with implementations we use existing software packages for all methods, which are almost always made available by the authors themselves. Many of the methods have (hyper)parameters that affect the predicted change point locations. To obtain a realistic understanding of how accurate the methods are in practice, we create two separate evaluations: one showing the performance using the default settings of the method as defined by the package documentation, and one reporting the maximum score over a grid search of parameter configurations. We refer to these settings as the "Default" and "Best" experiments, respectively. The Default experiment aims to replicate the common practical setting of a data analyst trying to detect potential change points in a time series without any prior knowledge of reasonable parameter choices. The Best experiment aims to identify the highest possible performance of each algorithm by running a full grid search over its hyperparameters. It should be emphasized that while the Best experiment is important from a theoretical point of view, it is not necessarily a realistic measure of algorithm performance. Due to the unsupervised nature of the change point detection problem we can not in general expect those who use these methods to be able to tune the parameters such that the results match the unknown ground truth. For a detailed overview of how each method was applied, see Appendix A.
Since not all methods support multidimensional time series or series with missing values, we separate the analysis further into univariate and multivariate time series. While it is possible to use the univariate methods on multidimensional time series by, for instance, combining the detected change points of each dimension, we chose not to do this as it could skew the reported performance with results on series that the methods are not explicitly designed to handle. Furthermore, because the programming language differs between implementations we do not report on the computation time of the methods. All series are standardized to zero mean and unit variance to avoid issues with numerical precision arising for some methods on some of the time series.
The Bayesian online change point detection algorithms that follow the framework of Adams and MacKay (2007) compute a full probability distribution over the location of the change points and therefore do not return a single segmentation of the series. To facilitate comparison to the other methods we use the maximum a posteriori (MAP) segmentation of the series (see, e.g., Fearnhead and Liu, 2007) . Table 2 shows the average scores on each of the considered metrics for both experiments (complete results are available in Appendix B). 5 We see that for the Default experiment the binseg Scott and Knott (1974) achieves the highest average performance on the univariate time series, closely followed by amoc and pelt. For this experiment the bocpdms method does best for the multivariate series. However, in the Best experiment -where hyperparameters of the methods are varied to achieve better performance -we see that bocpd (Adams and MacKay, 2007) does best for both the univariate and multivariate time series. Note that for the univariate series the maximum achieved performance of bocpd is only slightly higher than that of binseg, indicating that parameter tuning can be effective in both methods. Both binseg and bocpd assume constant Gaussian distributions per segment by default, with binseg using the modified Bayesian Information Criterion of Zhang and Siegmund (2007) as a means of regularization (as in Equation 1). We note further that for cpnp, prophet, and rfpop the hyperparameter tuning has only a small effect on performance. This is unsurprising however, since these methods also have a small number of hyperparameters that can be varied. For instance, for cpnp only the choice of penalty function and the number of quantiles used in the nonparametric estimation of the distribution can be tuned, and the results show that this is insufficient to achieve competitive performance.
Results
We can analyze how frequently a method scores as one of the best methods by ranking their performance on each individual time series and taking averages, following Demšar (2006) . Figure 3 shows these average ranks of the methods for both experiments on the univariate time series. These figures illustrate that for the Default experiment the offline segmentation methods (binseg, pelt, amoc, and segneigh) frequently perform well. The same algorithms are also some of the best methods in the experiment where hyperparameters can be varied, but are outperformed by the bocpd method. This is in line with the average scores reported in Table 2 , which again shows that parameter tuning can improve the performance of bocpd to the point where it generally outperforms all other methods. It is noteworthy that even though bocpd assumes a simple Gaussian model with constant mean for each segment, it outperforms methods Figure 3 : Average ranks of the algorithms for both experiments and both metrics for the univariate time series. Only time series for which we have results for every method are included in the rank calculation. CD denotes the critical difference interval, outside of which methods perform significantly worse than the best method. Lower ranks are better.
that allow for more complex time series behavior such as trend and seasonality (prophet), or autoregressive structures (bocpdms). The figures further show that wbs and rfpop perform poorly regardless of whether hyperparameter tuning is applied. As described in Demšar (2006) , the average ranks of the algorithms allow us to apply statistical significance tests on the difference in performance between the methods. We use Holm's procedure (Holm, 1979) to test for significant differences between the best method and the other methods, while controlling for the family-wise error rate (using α = 0.05). Then, the performance of two methods is significantly different if their ranks differ by at least the critical difference (CD). For each experiment and metric the critical difference is shown in Figure 3 , using the best performing method as reference point. For both experiments we see that there is no statistically significant difference between binseg, amoc, segneigh, and bocpd. However, in the Best experiment we observe that bocpd significantly outperforms pelt, whereas this is not the case in the Default experiment. The methods cpnp, kcpa, prophet, rfpop, and wbs are significantly outperformed by the best method regardless of the experiment or evaluation metric.
Finally, we observe that when comparing the results for different evaluation metrics the choice of metric affects the ranking of the algorithms (see Figure 3 ). Because the annotations are combined in a single set of ground truth change points when computing the precision, it is easier to achieve a high F1-score than it is to obtain a high score on the covering metric. Indeed, a high score on the covering metric indicates a high degree of agreement with each individual annotator, whereas a high value on the F1-score indicates a strong agreement with the combined set of annotations. Nevertheless, the ordering of the best performing methods is the same regardless of the metric, which reflects a degree of stability in the relative performance of these methods.
Discussion
We have introduced the first dedicated data set of human-annotated real-world time series for the evaluation and development of change point detection algorithms. Moreover, we have presented a framework for evaluating change point detection algorithms against ground truth provided by multiple human annotators, with two change point metrics that take distinct but complementary approaches to evaluating detection performance. With this data set we have conducted the first thorough evaluation of a large selection of existing change point algorithms in an effort to discover those that perform best in practice. This benchmark study has shown that the binary segmentation algorithm of Scott and Knott (1974) performs best on univariate time series when using the default algorithm parameters from Killick and Eckley (2014) , and that the algorithm of performs best on multivariate time series in this setting. When hyperparameter tuning is performed, the bocpd method of Adams and MacKay (2007) outperforms all other methods on both univariate and multivariate time series. We have also shown that statistically significant differences exist in the performance of the methods.
Both the introduced data set and the benchmark study can be extended and improved in the future. However, the present paper has already provided novel insights in the practical performance of change point detection algorithms and indicated potential topics for further research on algorithm development. For instance, future work could focus on incorporating automated hyperparameter tuning for bocpd to improve the default performance of this method (e.g., following Turner et al., 2009 ). Alternatively, it may be possible to develop ways in which the performance of the binary segmentation or segment neighborhood methods can be improved. The presented change point data set and benchmark study motivate these research directions based on a quantitative analysis of algorithm performance, which was not previously possible.
Because of the unsupervised nature of the change point detection problem, it is difficult to compare algorithms in settings other than through simulation studies. But since the goal is ultimately to apply these algorithms to real-world time series, we should strive to ensure that they work well in practice. The change point data set presented here was inspired by the Berkeley Segmentation Data Set introduced in Martin et al. (2001) as well as the PASCAL VOC challenge (Everingham et al., 2010) . In the past, these data sets have been crucial in accelerating the state of the art in image segmentation and object recognition, respectively. Our hope is that the data set and the benchmark study presented in this work can do the same for change point detection.
A Simulation Details
This section presents additional details of the implementations and configurations used for each of the algorithms. Where possible, we used packages made available by the authors of the various methods. During the grid search parameter configurations that led to computational errors (e.g. overflow) were skipped.
• amoc, binseg, pelt, and segneigh were implemented using the R changepoint package, v2.2.2 (Killick and Eckley, 2014) .
-As default parameters we used the cpt.mean function, following Fryzlewicz (2014), with the Modified Bayes Information Criterion (MBIC) penalty, the Normal test statistic, and minimum segment length of 1. For binseg and segneigh we additionally used the default value of 5 for the maximum number of change points/segments.
-During the grid search, we varied the parameters as follows:
Function: cpt.mean, cpt.var, cpt.meanvar Penalty: None, SIC, BIC, MBIC, AIC, Hannan-Quinn, and Asymptotic (using pvalue 0.05) Test Statistic: Normal, CUSUM, CSS, Gamma, Exponential, and Poisson Max. CP: 5 (default) or T /2 + 1 (max). Only for binseg or segneigh.
Combinations of parameters that were invalid for the method were ignored.
• cpnp was implemented with the R changepoint.np package (v0.0.2). The penalty was varied in the same way as for pelt (see above) with the addition that in the grid search the number of quantiles was varied on the grid {10, 20, 30, 40}.
• rfpop was called using the robseg package available on GitHub. 6 As default setting the biweight loss function was used. During the grid search we additionally considered the L1, L2, and Huber loss. Other parameters (lambda and lthreshold) were set as described in the experimental section of Fearnhead and Rigaill (2019) .
• ecp and kcpa were accessed through the R ecp package (v3.1.1) available on CRAN (James and Matteson, 2013) . For ecp the parameter settings were:
-As default parameters we used the e.divisive function with α = 1, minimum segment size of 30, 199 runs for the permutation test and a significance level of 0.05.
-The grid search consisted of:
Algorithm: e.divisive or e.agglo Significance level: 0.05 or 0.01. Minimum segment size: 2 (minimal) or 30 (default) α : (0.5, 1.0, 1.5)
For the e.agglo algorithm only the α parameter has an effect.
The kcpa method takes two parameters: a cost and a maximum number of change points.
In the default experiment the cost parameter was set to 1 and we allowed the maximum number of change points possible. In the grid search the cost parameter was varied on the set {10 −3 , 10 −2 , . . . , 10 3 } and the maximum number of change points was varied between the maximum possible and 5, which corresponds to the methods in the changepoint package.
• wbs was evaluated using the R package of the same name available on CRAN (v1.4).
-As defaults we used the SSIC penalty, the integrated version, and the default of 50 for the maximum number of change points.
-During the grid search we used:
Penalty: SSIC, BIC, MBIC Integrated: true, false Max CP: 50 (default) or T (max)
• bocpd was called using the R package ocp (v0.1.1), available on CRAN (Pagotto, 2019) .
For the experiments we used the Gaussian distribution with the negative inverse gamma prior. The prior mean was set to 0, since the data is standardized. No truncation of the run lengths was applied.
-For the default experiment the intensity (λ gap ) was set to 100, the prior variables were set to α 0 = 1, β 0 = 1, and κ 0 = 1.
-For the grid search, we varied the parameters as follows:
Intensity: (50, 100, 200) α 0 : (0.01, 1, 100) β 0 : (0.01, 1, 100) κ 0 : (0.01, 1, 100)
• bocpdms and rbocpdms were run with the code available on GitHub. 7 The settings for bocpdms were the same as that for bocpd above, with the exception that during the grid search run length pruning was applied by keeping the best 100 run lengths. This was done for speed considerations. No run length pruning was needed for bocpdms with the default configuration, but this was applied for rbocpdms. For rbocpdms we used the same settings, but supplied additional configurations for the α 0 and α rld parameters. As default values and during the grid search we used α 0 = α rld = 0.5. For both methods we applied a timeout of 30 minutes during the grid search and we used a timeout of 4 hours for rbocpdms in the default experiment.
• prophet was run in R using the prophet package (v0.4). Since Prophet requires the input time vector to be a vector of dates or datetimes, we supplied this where available and considered the time series that did not have date information to be a daily series. By supplying the dates of the observations Prophet automatically chooses whether to include various seasonality terms. For both experiments we allowed detecting of change points on the entire input range and used a threshold of 0.01 for selecting the change points (in line with the change point plot function in the Prophet package). During the grid search we only varied the maximum number of change points between the default (25) and the theoretical maximum (T ). 
B Additional Results

C Dataset Overview
In the following pages we show the time series included in the change point data set, as well as the provided annotations. Annotations are marked on the graphs by a dashed vertical line with one or more triangles on the horizontal axis that correspond to the number of annotators that marked that point as a change point. The colors of the triangles correspond to each of the five annotators for the time series. The number in the box on the left side of the figure is the number of annotators who believed there were no change points in the time series. A brief description including the source of the series is provided. 8
C.1 Real Time Series
This section lists the real time series from various sources and application domains. The Montreal Protocol came into force in September 1989. Data from www.ourworldindata. org and originally due to Hegglin et al. (2015) . 1950 1960 1970 1980 1990 2000 2010 2020 3 Figure 40: Well-log data fromÓ Ruanaidh and Fitzgerald (1996) . The series has been sampled every 6 iterations to reduce the length of the series. Since all annotators had to successfully complete the introduction before they could continue with real time series, the annotations are not shown for these series. 
