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Abstract: In this paper, we obtain the upper bounds for the Hausdorff measures of nodal sets
of eigenfunctions with the Robin boundary conditions, i.e.,{ △u + λu = 0, in Ω,
uν + µu = 0, on ∂Ω,
where the domain Ω ⊆ Rn, uν means the derivative of u along the outer normal direction of
∂Ω. We show that, if Ω is bounded and analytic, and the corresponding eigenvalue λ is large
enough, then the measure upper bounds for the nodal sets of eigenfunctions are C
√
λ, where C
is a positive constant depending only on n and Ω but not on µ. We also show that, if ∂Ω is C∞
smooth and ∂Ω \ Γ is piecewise analytic, where Γ ⊆ ∂Ω is a union of some n − 2 dimensional
submanifolds of ∂Ω, µ > 0, and λ is large enough, then the corresponding measure upper bounds
for the nodal sets of u are C(
√
λ + µα + µ−cα) for some positive number α, where c is a positive
constant depending only on n, and C is a positive constant depending on n, Ω, Γ and α.
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1 Introduction
In this paper, we focus on the following eigenfunctions with Robin boundary con-
dition 
△u + λu = 0, in Ω,
uν + µu = 0, on ∂Ω,
(1.1)
where Ω ⊆ Rn is aC∞ bounded domain, µ is a constant, ν is the outer unit normal vector
to ∂Ω, and λ > 0 is the corresponding eigenvalue. The nodal set of u means the zero
level set of u, i.e., the set {x ∈ Ω|u(x) = 0}.
In [25], S.T. Yau conjectured that measures of nodal sets of the eigenfunctions on
compact C∞ Riemannian manifolds without boundary are comparable to
√
λ. In [8], H.
Donnelly and C. Fefferman proved Yau’s conjecture in the real analytic case. For the non
analytic case, in [7], R.T. Dong showed that an upper bound for the measures of nodal
sets of eigenfunctions for two dimensional case was Cλ
3
4 and proposed an interesting
argument to deal with this problem. A. Logunov in [20] improved the upper bound for
the measures of nodal sets of eigenfunctions for any dimensional compact Riemannian
manifolds to Cλα for some constant α > 1
2
. In 1991, F.H. Lin in [17] investigated the
measure estimates of nodal sets of solutions to uniformly linear elliptic equations of
second order with analytic coefficients by using the the frequency function which was
introduced in [1] in 1979 and also gave the measure upper bound for the nodal sets of
eigenfunctions for the analytic case. In 1994, Q. Han and F.H. Lin in [13] showed upper
measure estimates of nodal sets of solutions to uniformly linear elliptic equations of
second order with C1,1 coefficients.
The lower bound of the conjecture for two dimensional surfaces was proven by
J.Bru¨ning in [4] and by S.T. Yau independently. In the past decades, there are a lot of
work concerning this problem. C.D. Sogge and S. Zelditch in [22] proved that a lower
bound for the measures of nodal sets of eigenfunctions on compact C∞ Riemannian
manifolds was Cλ(7−3n)/8. In [6], T.H. Colding and W.P. Minicozzi showed that such
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a lower bound can be improved to be Cλ(3−n)/4. Recently, A. Logunov in [20] proved
the Yau’s conjecture of the lower bound. For the related research work, we refer, for
example, [15], [3], [23], [24], [21], [12], [26], [5].
In [16], I. Kukavica studied a class of general elliptic linear operator of order 2m
and proved that Cλ
1
2m is the upper measure bound for the nodal set of an eigenfunction
u satisfying the boundary condition B ju = 0 on ∂Ω, where B j ( j = 1, 2, ...,m − 1) is a
linear boundary differential operator, provided that Ω is a bounded, analytic domain in
R
n. In fact, the conclusion indicates that a measure upper bound for the nodal set of an
eigenfunction u with the Robin boudary condition is also Cλ
1
2m , but one only knows that
the corresponding constantC depends on n,Ω and µ. In [2], S. Ariturk gave some lower
bounds for measures of nodal sets of eigenfunctions on smooth Riemannian manifolds
with Dirichlet or Neumann boundary condition.
Note that for the eigenvalue problem (1.1) when µ → 0, it tends to be the Neumann
boundary condition; and when µ → ∞, it tends to be the Dirichlet boundary condition.
Thus one may expect that the upper bound for the measure of the nodal set of the eigen-
function u is also C
√
λ, where C is independent of µ, provided that Ω is a bounded
analytic domain. In this paper, we will first show that this is true. More precisely, we
have the following result.
Theorem 1.1. If Ω is a bounded analytic domain in Rn, then the upper bound for the
Hausdorff measure of the nodal set of an eigenfunction u is
Hn−1 ({x ∈ Ω|u(x) = 0}) ≤ C
√
λ, (1.2)
where C is a positive constant depending on n and Ω, but independent of µ.
For the non-analytic case, we get the following conclusion.
Theorem 1.2. Suppose that Ω is a bounded C∞ domain in Rn and ∂Ω \ Γ is piecewise
analytic, where Γ ⊆ ∂Ω is a finite union of some (n−2) dimensional submanifolds. Then
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if λ is large enough and µ > 0, it holds that for any α ∈ (0, 1),
Hn−1 ({x ∈ Ω|u(x) = 0}) ≤ C
(√
λ + µα + µ−cα
)
, (1.3)
where C is a positive constant depending only on n, Ω, Γ and α, and c is a positive
constant depending only on n.
The rest of this paper is organized as follows. In section 2, we consider the case
that ∂Ω is analytic. We first show that the upper bound for the Hausdorffmeasure of the
nodal set of u is C(
√
λ+ |µ|). Then we show that for |µ| large enough, the corresponding
upper bound is C
√
λ. We first extend the eigenfunction u into a neighborhood of Ω.
Then we establish two different estimates for the extended function u for small and
large |µ| respectively. Finally, we get the upper Hausdorff measure of the nodal set of
u in Ω by the similar argument in [16]. In section 3, we focus on the case that ∂Ω is
not analytic. By using the iteration argument developed in [23], we first give the upper
bound for the doubling index of u away from the non-analytic part Γ, and further control
the doubling index near the non-analytic part Γ. We would like to point out that such
an upper bound of the doubling index probably go to infinity when the center of the
doubling index tends to Γ. Fortunately, with the help of the fact the dimension of Γ is
n − 2, we can control the upper bound and get the desired result.
2 The Analytic Case
In order to get a measure upper bound for the nodal set of u, we first need to extend
u into a neighborhood of Ω.
Lemma 2.1. Let u be an eigenfunction of (1.1) and λ is the corresponding eigenvalue.
Suppose that ∂Ω is analytic and λ is large enough. Then u can be analytically extended
into Ωδ, where Ωδ denotes the δ neighborhood of Ω for some δ > 0 depending only on n
and Ω, such that
‖u‖L∞(Ωδ) ≤ eC(
√
λ+|µ|)‖u‖L∞(Ω), (2.1)
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where C is a positive constants depending only on n and Ω.
Moreover, if |µ| is large enough, i.e., |µ| > C0 for some positive constant C0 which
depends only on n and Ω, then it holds that
‖u‖L∞(Ωδ) ≤ eC
√
λ‖u‖L∞(Ω). (2.2)
Here C and δ are also positive constants depending only on n and Ω.
Proof. By the standard elliptic estimates, we first know that
‖u‖Wk,2(Ω) ≤ Ck
(
λ
k
2 ‖u‖L2(Ω) + ‖u‖Wk,2(∂Ω)
)
.
Now we only need to consider the estimate of ‖u‖Wk,2(∂Ω).
For any fixed point x0 ∈ ∂Ω, we make a suitable transformation, such that x0 = 0, ν
is the opposite direction of the axis xn, and the hyperplane xn = 0 is the tangent plane of
∂Ω at x0. For any point x near the origin point x0, one may assume that uxn =
−→γ ·uτ+βuν,
where τ is the tangent vector field on ∂Ω, −→γ is an n − 1 dimensional vector valued
function. Because −→γ and β both depend only on Ω, they are also analytic functions. So
uxnxn =
−→γ · (uxn)τ + β(uxn)ν
=
−→γ · (−→γ τ · uτ) + −→γ · (−→γ · uττ) + −→γ · βτuν + 2β−→γ · uντ
+ β−→γ ν · uτ + ββνuν + β2uνν.
It is also obvious that −→γ (0) = 0 and β(0) = −1. Then from the Robin boundary condi-
tion, we have
uxnxn(0) = µ
2u(0) − µβν(0)u(0) − −→γ (0)uτ(0).
From [16], or the standard elliptic estimate, we know that u is analytic in Ω. Thus from
u satisfies the equation △u + λu = 0 in Ω, we have that u satisfies the same equation on
Ω and thus it holds that △u(0) + λu(0) = 0. So from the above calculation, we obtain
that
ux1x1 + ux2x2 + · · · + uxn−1xn−1 − −→γ uτ + (λ + µ2 − βνµ)u = 0
5
holds on the origin point x0. Because x0 is an arbitrary point on ∂Ω, the equation △u +
λu = 0 becomes
△∂Ωu+ < ~b,∇∂Ωu > +(λ + µ2 + cµ)u = 0 (2.3)
on the submanifold ∂Ω. Here ~b and c are coefficient functions depending only on n and
Ω, ∇∂Ω is the gradient operator on the submanifold ∂Ω, <, > is the inner product on the
submainfold ∂Ω, and △∂Ω is the Laplacian on the submanifold ∂Ω. Because ∂Ω is an
n − 1 dimensional analytic compact manifold, the coefficient functions ~b and c both are
analytic on ∂Ω. Thus by the standard elliptic estimates on Riemannian manifolds, we
have the following estimate:
‖u‖Wk,2(∂Ω) ≤ Ck(λ + µ2)
k
2 ‖u‖L2(∂Ω).
Thus
‖u‖Wk,2(Ω) ≤ Ck(
√
λ + |µ|)k(‖u‖L2(Ω) + ‖u‖L2(∂Ω))
≤ Ck(
√
λ + |µ|)k‖u‖L∞(Ω).
By the Sobolev Embedding Theorem, we have that
||Dαu||L∞(Ω) ≤ C|α|+ n+22 (
√
λ + |µ|)|α|+ n+22 ‖u‖L∞(Ω).
Thus we can extend u into a neighborhood of Ω by the Taylor series, noted by Ωδ, such
that
‖u‖L∞(Ωδ) ≤ ‖u‖L∞(Ω) +
∞∑
k=1
∑
|α|=k
δk
α!
‖Dαu‖L∞(Ω)
≤ ‖u‖L∞(Ω)
1 +
∞∑
k=1
∑
|α|=k
(Cδ)k(
√
λ + |µ|)k+ n+22
α!

≤ eC(
√
λ+|µ|)‖u‖L∞(Ω)
for λ large enough. That is the desired result.
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On the other hand, by the standard elliptic estimate, the Sobolev Embedding The-
orem, and the Robin boundary condition, it also holds that
‖Dαu‖L∞(Ω) ≤ C|α|+
n+2
2
(
λ
|α|
2
+ n+2
4 ‖u‖L2(Ω) + ‖Dαu‖L∞(∂Ω)
)
≤ C|α|+ n+22
(
λ
|α|
2
+ n+2
4 ‖u‖L2(Ω) +
1
|µ| ‖(D
αu)ν‖L∞(∂Ω)
)
.
Thus for any x0 ∈ ∂Ω and x ∈ ∂Br(x0) with r ≤ δ, it holds that
∞∑
k=0
∑
|α|=k
(x − x0)α
α!
|Dαu(x0)| ≤
∞∑
k=0
∑
|α|=k
Ckrk
α!
‖Dαu‖L∞(Ω)
≤
∞∑
k=0
∑
|α|=k
Ckrk
α!
(
λ
k
2
+ n+2
4 ‖u‖L2(Ω) +
1
|µ| ‖(D
αu)ν‖L∞(∂Ω)
)
≤
∞∑
k=0
∑
|α|=k
Ckrk
α!
(
λ
k
2
+ n+2
4 ‖u‖L∞(Ω) + 1|µ| ‖(D
αu)ν‖L∞(Ω)
)
≤ eC
√
λr‖u‖L∞(Ω) +
C
|µ|r
∞∑
k=0
∑
|α|=k
Ckrk
α!
‖Dαu‖L∞(Ω).
In the above inequalities, C may be different from line to line.
Noticing that for |µ| large enough, the coefficient C|µ|r on the second term of the last
inequality can be controlled by 1
2
, then the following estimate holds for any x ∈ ∂Br(x0),
|u(x)| ≤
∞∑
k=0
∑
|α|=k
Ckrk
α!
‖Dαu‖L∞(Ω)
≤ eC
√
λr‖u‖L∞(Ω).
Thus by the standard elliptic estimates, we know that for any x ∈ Br(x0), there holds
|u(x)| ≤ eC
√
λr‖u‖L∞(Ω).
Put r = δ, we can get the desired result, provided that |µ| ≥ C
δ
. 
Now we adopt the quantity N(x0, r) as follows:
N(x0, r) = log2
max
x∈Br(x0)
|u(x)|
max
x∈B r
2
(x0)
|u(x)| . (2.4)
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It is called in [19] the doubling index of u centered at x0 with radius r.
We give the upper bound for the doubling index as follows.
Lemma 2.2. Let u be an eigenfunction in Ω and λ be the corresponding eigenvalue.
Then it holds that
N(x, r) ≤ C(
√
λ + |µ|), (2.5)
with x ∈ Ω and r ≤ δ, δ is a positive constant as in Lemma 2.1, and C is a positive
constant depending only on n and Ω.
Moreover, if |µ| is large enough, i.e., |µ| ≥ M for some positive constant M depend-
ing only on n and Ω, then
N(x, r) ≤ C
√
λ, ∀x ∈ Ω, ∀r ≤ δ, (2.6)
where C is a positive constant depending only on n and Ω.
Proof. Let x be the maximum point of u at Ω. Then for r ≤ δ,
‖u‖L∞(Br(x)) ≤ ‖u‖L∞(Ωδ)
≤ eC(
√
λ+|µ|)‖u‖L∞(Ω)
≤ eC(
√
λ+|µ|)|u(x)|
≤ eC(
√
λ+|µ|)‖u‖L∞(Br/2(x)).
(2.7)
Thus by the definition of the doubling index, we have
N(x¯, r) ≤ C(
√
λ + |µ|)
for any r ≤ δ. Noting that for any x1 ∈ Br/4(x),
‖u‖L∞(Br/2(x1)) ≥ ‖u‖L∞(Br/4(x)) ≥ ‖u‖L∞(Ω),
and
‖u‖L∞(Br(x1)) ≤ eC(
√
λ+|µ|)‖u‖L∞(Ω),
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we have
N(x1, r) ≤ C(
√
λ + |µ|)
for any r ≤ δ and x1 ∈ Br/4(x). For any x in Ω, taking r = δ, we may use the above
arguments for at most k times, where k is a positive constant depending only on n and
Ω, to get that the upper bound for the doubling index is
N(x, δ) ≤ C(
√
λ + |µ|).
For the radius r < δ, we can use the almost monotonicity formula, which is stated in
[19], and is also implicitly stated in [14], to get the desired estimate.
If |µ| is large enough, by Lemma 2.1, the above arguments also hold only if the
quantity
√
λ + |µ| is replaced by
√
λ. 
Remark 2.3. In fact, the above lemma tells us that, for any x ∈ Ω and r ≤ δ, it holds
that
N(x, r) ≤ C
√
λ, (2.8)
where C is a positive constant depending only on n and Ω.
Before we give the proof of Theorem 1.1, we state the following lemma, which is
stated in [14], see also [19, 8]. For the completeness, we also give a sketch of its proof.
Lemma 2.4. Let u be an analytic function in Br(x0). Then it holds that
Hn−1 ({x ∈ Br/16(x0)|u(x) = 0}) ≤ CNrn−1, (2.9)
where N = max
{
N(x, ρ), x ∈ Br/2(x0), ρ ≤ r/2
}
, and C is a positive constant depending
only on n.
Proof. Without loss of generality, we may assume that ‖u‖L∞(Br(x0)) = 1. Then from the
assumption of N, we know that for any p ∈ Br/4(x0), it holds that ‖u‖L∞(B1/16(p)) ≥ 4−cN ,
where c is a positive constant depending only on n. So there exists some point xp ∈
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Br/16(p) such that |u(xp)| ≥ 2−cN Choose p j be the points on ∂Br/4(x0) with p j on the x j
axis, j = 1, 2, · · · , n. Let xp j ∈ Br/16(p j) be the points such point |u(xp j)| ≥ 2−cN . For
each j = 1, 2, · · · , n andω on the unit sphere, let f j,ω(t) = u(xp j+trω) for t ∈ (−5/8, 5/8).
Then f j,ω(t) is analytic for t ∈ (−5/8, 5/8). So we can extend f j,ω(t) to an analytic
function f j,ω(z) for z = t + iy with |t| < 5/8 and |y| < y0 for some positive number y0.
Then we have | f j,ω(0)| ≥ 2−cN and | f j,ω(z)| ≤ 1. Applying Lemma 2.3.2 in [14], such a
conclusion can also be seen in [17, 8], we have that
♯
{
t|u(xp j + trω) = 0, |t| < 1/2
}
≤ CN.
In particular, it holds that
♯
{
t|u(xp j + trω) = 0, xp j + trω ∈ Br/16(x0)
}
≤ CN.
Then from the integral geometric formula, which can be seen in [18, 9], we have
Hn−1 ({x ∈ Br/16(x0)|u(x) = 0}) ≤ CNrn−1.

By the above lemmas, we can get the conclusion of Theorem 1.1.
Proof of Theorem 1.1.
Using Lemmas 2.4 and 2.2, we have
Hn−1 ({x ∈ Ω|u(x) = 0}) ≤ C(
√
λ + |µ|).
On the other hand, for |µ| large enough, Lemma 2.4 and Lemma 2.2 show that
Hn−1 ({x ∈ Ω|u(x) = 0}) ≤ C
√
λ.

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3 The Non-analytic Case
In this section, we consider the case thatΩ satisfies the following two assumptions.
(1) Ω is a C∞ bounded domain;
(2) Ω \Γ is piecewise analytic, where Γ ⊆ ∂Ω is a union of some n− 2 dimensional
submainfolds of ∂Ω.
Because the method in the analytic case cannot be used here directly, we adopt the
argument developed in [23] to deal with the non-analytic case. In this section, we also
assume that µ > 0.
We use ∂Ω(r) and Γ(r) to denote the following two sets respectively,
∂Ω(r) =
{
x ∈ Ω|dist(x, ∂Ω) ≤ r
}
,
Γ(r) =
{
x ∈ Ω|dist(x, Γ) ≤ r
}
.
First we need to do some preparation.
Lemma 3.1. Let u satisfy the equation △u + λu = 0 in Br(x0). Let w(x, xn+1) =
u(x)e
√
λxn+1 . Then w satisfies the equation △w = 0 on Ω × R, i.e., w is a harmonic
function on Ω × R. For the doubling index of w, which is denoted by N¯(x0, r), it holds
that for any ǫ > 0, there exists a positive constant C depending only on n and ǫ, such
that
N¯(x0, r) ≤ (1 + ǫ)N¯(x0, 2r) +C. (3.1)
Proof. Let Θ(x0, r) = r
∫
Br (x0)
|∇w|2dx∫
∂Br(x0)
w2dσ
. Such quantity is called the frequency function of
w, which can be seen in [14, 17]. Θ(x0, r) is monotonicity to r, and has the following
doubling conditions for any t > 1.
tΘ(x0 ,r/t) ≤

>
Br(x0)
w2dx>
Br/t(x0)
w2dx

1
2
≤ tΘ(x0,r).
From the standard interior estimate, we also have that for ǫ > 0,
sup
Br(x0)
|u| ≤ C(ǫ)
(?
B(1+ǫ)r(x0)
u2dx
) 1
2
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where C(ǫ) is a positive constant depending only on ǫ. So for any r > 0 and any ǫ1 > 1,
we have that
N¯(x0, r) = log2
sup
Br(x0)
|u|
sup
Br/2(x0)
|u|
≤ log2
C(ǫ1)
(>
B(1+ǫ1)r(x0)
u2dx
) 1
2
(>
Br/2(x0)
u2dx
) 1
2
≤ log2 2(1 + ǫ1)Θ(x0, (1 + ǫ1)r) + C1(ǫ1).
We also have that
N¯(x0, r) = log2
sup
Br(x0)
|u|
sup
Br/2(x0)
|u|
≥ log2
(>
Br(x0)
u2dx
) 1
2
C(ǫ1)
(>
B(1+ǫ1)r/2(x0)
u2dx
) 1
2
≥ log2
(
2
1 + ǫ1
)
Θ(x0, (1 + ǫ1)r/2) − C2(ǫ1).
From the above inequalities, we have that
N¯(x0, r) ≤ log2 2(1 + ǫ1)Θ(x0, (1 + ǫ1)r) + C1(ǫ)
≤ 1 + log2(1 + ǫ1)
1 − log2(1 + ǫ1)
N(x0, 2
1 + log2(1 + ǫ1)
1 + log2(1 + ǫ1)
r) + C1(ǫ1) + C2(ǫ1).
For any given ǫ > 0, choose ǫ1 > 0 small enough such that
1+log2(1+ǫ1)
1−log2(1+ǫ1) ≤ (1 + ǫ), we can
get the desired result. 
Remark 3.2. From some direct calculation, it is easy to know that
N(x0, r) ≤ C(N¯(x0, 2r) +
√
λr),
where C is a positive constant depending only on n.
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Lemma 3.3. Let u be an eigenfunction and λ be the corresponding eigenvalue. Assume
that λ is large enough and µ > 0. Then, for
r0 = C
(√
λ + µ
)− n+4
2n
√
µ
1 +
√
µ
, (3.2)
it holds that
‖u‖L2(∂Ω(r0)) ≤
1
2
‖u‖L2(Ω), (3.3)
where C is a positive constant depending only on n and Ω.
Proof. By the standard elliptic estimate and the Sobolev Embedding Theorem, we have
‖u‖L2(∂Ω(r0)) ≤ Crn0‖u‖L∞(Ω)
≤ Crn0
(
λ
n+2
4 ‖u‖L2(Ω) + ‖u‖L∞(∂Ω)
)
.
Because Ω is C∞ bounded, (2.3) also holds on ∂Ω. Thus by the standard elliptic and the
Sobolev Embedding Theorem again, we have
‖u‖L∞(∂Ω) ≤ C
(√
λ + µ
) n+1
2 ‖u‖L2(∂Ω).
So
‖u‖L2(∂Ω(r0)) ≤ Crn0
(
λ
n+2
4 ‖u‖L2(Ω) + (
√
λ + µ)
n+1
2 ‖u‖L2(∂Ω)
)
≤ Crn
0
(
√
λ + µ)
n+2
2
(
‖u‖L2(Ω) + ‖u‖L2(∂Ω)
)
.
(3.4)
By the Robin boundary condition, we have that
‖u‖2
L2(∂Ω)
=
∫
∂Ω
u2dσ
= 1−µ
∫
∂Ω
uuνdσ
= − 1
µ
∫
Ω
div(u∇u)dx
= − 1
µ
∫
Ω
|∇u|2dx + λ
µ
∫
Ω
u2dx
≤ λ
µ
‖u‖2
L2(Ω)
.
(3.5)
By (3.4) and (3.5), we have
‖u‖L2(∂Ω(r0)) ≤ Crn0
(√
λ + µ
) n+4
2
(
1 +
1√
µ
)
‖u‖L2(Ω).
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So there exists some positive constant C′ depending only on n and Ω such that for
r0 = C
′(
√
λ + µ)−
n+4
2n
√
µ
1+
√
µ
, the desired result holds. 
Lemma 3.4. Let u be an eigenfunction and λ be the corresponding eigenvalue. Assume
that λ is large enough and µ > 0. Then for any x ∈ Ω \ Γ, it holds that
‖u‖L∞(Br(x)) ≤ eC(
√
λ+µ−ln µ−ln r)‖u‖L2(Ω), (3.6)
where r = 1
2
min {dist(x, Γ), δ}, δ is the same constant as in Lemma 2.1, C is a positive
constant depending only on n and Ω.
Proof. Without loss of generality, we may assume that dist(x, Γ) ≤ δ. Since ∂Ω \ Γ is
piecewise analytic, all the derivation of u on the whole domain Ω can be estimated by
the same way as in Lemma 2.1. Thus we have
‖u‖L∞(Br(x)) ≤
∞∑
k=0
∑
|α|=k
rk
α!
|Dαu(x)|
≤
∞∑
k=0
∑
|α|=k
rk · C
k+ n+2
2 (
√
λ + µ)k+
n+2
2
rk+
n+2
2
(
‖u‖L2(Ω) + ‖u‖L2(∂Ω)
)
≤ eC(
√
λ+µ−ln r) (‖u‖L2(Ω) + ‖u‖L2(∂Ω))
≤ eC(
√
λ+µ−ln r)(1 +
√
λ√
µ
)‖u‖L2(Ω).
In the last inequality we have used the same arguments as in the proof of Lemma 3.3.
Thus we get the desired result since
√
λ/
√
µ = eC(ln λ−ln µ) and we have already required
that the eigenvalue λ is large enough. 
Now we will consider the upper bound for the doubling index of u introduced in
Section 2.
Lemma 3.5. Let u be an eigenfunction on Ω and λ is the corresponding eigenvalue.
Moreover, we also assume that µ > 0 and λ is large enough. Then there exists a positive
number R0 depending only on n andΩ, such that for any x ∈ Ω\Γ(R0) and any α ∈ (0, 1),
N(x,R0) ≤ C(
√
λ + µα + µ−cα), (3.7)
14
where C is a positive constant depending on n, Ω and α, and c is a positive constant
depending only on n.
Proof. Because ∂Ω is bounded and C∞ smooth, there exists some positive constant R0
depending only on n andΩ, such that for any point x ∈ ∂Ω(R0), there is one and only one
point x′ ∈ ∂Ω satisfying that dist(x, ∂Ω) = dist(x, x′). Define w(x, xn+1) = u(x)e
√
λxn+1 .
Let x be the maximum point of u on Ω \ ∂Ω(r0), where r0 is the same positive constant
as in Lemma 3.3. On the one hand, it is obvious that
‖w‖L∞(Br0 (x)) ≤ ‖u‖L∞(Ω)e
√
λr0 .
On the other hand, by Lemma 3.3 there holds ‖u‖L2(Ω\∂Ω(r0)) ≥ 12‖u‖L2(Ω), and thus we
have
‖u‖L∞(Br0/2(x)) ≥ |u(x)|
= ‖u‖L∞(Ω\∂Ω(r0))
≥ C‖u‖L2(Ω\∂Ω(r0))
≥ C
2
‖u‖L2(Ω).
(3.8)
Because
‖u‖L∞(Ω) ≤ C
(√
λ + µ
) n+2
2
(
‖u‖L2(Ω) + ‖u‖L2(∂Ω)
)
≤ C
(√
λ + µ
) n+2
2
(
1 +
√
λ√
µ
)
‖u‖L2(Ω)
≤ C
(√
λ + µ
) n+4
2
/
√
µ‖u‖L2(Ω),
it holds that
‖u‖L2(Ω) ≥ C
√
µ
(√
λ + µ
)− n+4
2 ‖u‖L∞(Ω). (3.9)
Then by (3.8) and (3.9), we have
‖w‖L∞(Br0/2(x)) ≥ ‖u‖L∞(Br0/2(x)) ≥ C
√
µ
(√
λ + µ
)− n+42 ‖u‖L∞(Ω).
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Therefore
N¯(x, r0) = log2
sup
Br0 (x,0)
|w|
sup
Br0/2(x,0)
|w|
≤ log2
‖u‖L∞(Ω)
C
√
µ(
√
λ + µ)−
n+4
2 ‖u‖L∞(Ω)
+C
√
λr0
≤ C(ln(
√
λ + µ) − ln µ +
√
λr0).
By Lemma 3.1 with ǫ satisfies that log 5
4
(1 + ǫ) · 2n
n+4
= α
4
, it holds that
N¯(x, r0/2) ≤ C(1 + ǫ)(ln(
√
λ + µ) − ln µ +
√
λr0),
provided that λ is large enough.
Let x1 ∈ ∂Br0/4(x) ∩ (Ω \ ∂Ω(r0)) and let r1 = 54r0. Then by the triangle inequality,
there holds dist(x1, ∂Ω) ≤ r1. Thus
‖w‖L∞(Br1 (x1)) ≤ ‖u‖L∞(Ω)e
√
λr1 .
On the other hand, we have
‖w‖L∞(Br1/2(x1)) ≥ ‖w‖L∞(Br0/4(x))
≥ 2−N¯(x,r0/2)‖w‖L∞(Br0/2(x))
= 2−C(ln(
√
λ+µ)−ln µ+√λr0)√µ(
√
λ + µ)−
n+4
2 ‖u‖L∞(Ω)
= 2−C(
n+6
2
ln(
√
λ+µ)− 3
2
ln µ+
√
λr0)‖u‖L∞(Ω).
Thus
N¯(x1, r1) ≤ C(1 + ǫ)
(
n + 6
2
ln(
√
λ + µ) − 3
2
ln µ +
√
λr0
)
+ C
√
λr1,
and then for any r ≤ r1,
N¯(x1, r) ≤ C(1 + ǫ)2
(
n + 6
2
ln(
√
λ + µ) − 3
2
ln µ +
√
λr0
)
+ C(1 + ǫ)
√
λr1.
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Using the above arguments for k times, such that (5/4)k−1r0 < 2R0 and (5/4)kr0 ≥ 2R0,
then k = C ln(2R0/r0) = C(ln(
√
λ + µ) − ln µ). Then for some point xk ∈ Ω with
dist(xk, ∂Ω) ≥ rk ≥ R0,
it holds that
N¯(xk, rk) ≤ C(1 + ǫ)k
(
n + 6
2
ln(
√
λ + µ) − 3
2
ln µ
)
+ C
√
λ
(
(1 + ǫ)kr0 + (1 + ǫ)
k−1r1 + · · · + (1 + ǫ)0R0
)
≤ C
(
5
4
)k log5/4(1+ǫ) (
ln(
√
λ + µ) − ln µ
)
+ C
√
λ(1 + ǫ)kr0
1 + 5
4(1 + ǫ)
+
(
5
4(1 + ǫ)
)2
+ · +
(
5
4(1 + ǫ)
)k
≤ Cr− log5/4(1+ǫ)
0
(
ln(
√
λ + µ) − ln µ
)
+ C
√
λ(1 + ǫ)kr0
(
5
4(1 + ǫ)
)k
≤ C
(√
λ + µα + µ−cα
)
,
where c is a positive constant depending only on n. In the above inequalities, C may
be different from line to line. Then for some point x˜ ∈ Ω \ Γ(R0), we have N(x˜, 2R0) ≤
C
(√
λ + µ + ln2 µ
)
.
For any point x ∈ Ω \ Γ(R0), using the same argument for l times, but keeping the
radius unchanged, where l is a positive constant depending only on n and Ω, we can
obtain that
N(x,R0) ≤ C
(√
λ + µα +
1
µcα
)
,
which is the desired result. 
Lemma 3.6. Let u be an eigenfunction on Ω and λ is the corresponding eigenvalue.
Moreover, we also assume that µ > 0 and λ is large enough. Then for any x ∈ Γ(R0) \ Γ
and r < dist(x, Γ)/2, it holds that for any α ∈ (0, 1),
N(x, r) ≤ Cr− 12
(√
λ + µα + µ−cα
)
, (3.10)
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where R0 and c are the same positive constants as in Lemma 3.5, C is a positive constant
depending on n, Ω and α.
Proof. Also let w(x, xn+1) = u(x)e
√
λxn+1 . By Lemma 3.5 and Lemma 3.1, we know that
for any x0 ∈ Ω \ ∂Ω(R0) and r < R0, there holds
N¯(x0, r) ≤ C(1 + ǫ)
(√
λ + µα + µ−cα
)
.
Choose ǫ > 0 satisfies that log3/4(1 + ǫ) = −12 .
Because
‖w‖L∞(BR0/16(x0)) ≥ ‖u‖L∞(BR0/16(x0)) ≥ 2−C(
√
λ+µα+µ−cα)‖u‖L∞(Ω).
So for any x1 ∈ BR0/4(x0) ∩ ∂Ω(R0), it holds that dist(x1, ∂Ω) ≤ 34R0. Let R1 = 34R0, then
‖w‖L∞(BR1 (x1)) ≤ ‖u‖L∞(Ω)e
√
λR1
and
‖w‖L∞(BR1/2(x1)) ≥ ‖w‖L∞(BR0/16(x0)) ≥ 2
−C(√λ+µα+ 1
µcα
)‖u‖L∞(Ω).
So
N¯(x1,R1) ≤ C(1 + ǫ)
(√
λ + µα + µ−cα
)
+C
√
λR1,
and furthermore for any r ≤ R1, we have
N¯(x1,R1/2) ≤ C(1 + ǫ)2
(√
λ + µα + µ−cα
)
+C(1 + ǫ)
√
λR1,
and
‖w‖L∞(BR1/16(x1)) ≥ 2−C(1+ǫ)
2(
√
λ+µα+µ−cα)−C(1+ǫ)√λR1)‖u‖L∞(Ω).
By doing this k times such that Rk = (3/4)
k−1R0 > 2r and Rk = (3/4)kR0 ≤ 2r, i.e.,
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k = −C ln r, we have
N¯(xk,Rk) ≤ C(1 + ǫ)k
(√
λ + µα + µ−cα
)
+ C
√
λ
(
(1 + ǫ)kR0 + (1 + ǫ)
k−1R1 + · · · + (1 + ǫ)0Rk)
)
≤ Cr− 12
(√
λ + µα + µ−cα
)
+ C
√
λ(1 + ǫ)kR0
1 + 3
4(1 + ǫ)
+
(
3
4(1 + ǫ)
)2
+ · · · +
(
3
4(1 + ǫ)
)k
≤ Cr− 12
(√
λ + µα + µ−cα
)
+C
√
λR0(1 + ǫ)
k
≤ Cr− 12
(√
λ + µα + µ−cα
)
.
for any r < r. Then by repeating the same argument for l times, where l depends only
on n and Ω, and keeping the radius unchanged, we have that, for any x ∈ Ω \ Γ(2r), the
following inequality holds:
N¯(x, 2r) ≤ Cr− 12
(√
λ + µα + µ−cα
)
,
where C is a positive constant depending only on n, Ω and α and c is a positive constant
depending only on n, provided that λ is large enough. Then from Remark 3.2, we can
get the desired result. 
With the above preparation, we can get the conclusion of Theorem 1.2.
Proof of Theorem 1.2:
By Lemmas 2.4, 3.5 and 3.6, we have that
Hn−1 ({x ∈ Ω|u(x) = 0}) ≤ Hn−1 ({x ∈ Ω \ Γ(R0)|u(x) = 0})
+
∞∑
k=0
Hn−1
({
x ∈ Γ(R0
2k
) \ Γ( R0
2k+1
)|u(x) = 0
})
+Hn−1 ({x ∈ Γ|u(x) = 0}) .
(3.11)
By Lemma 2.4 and Lemma 3.5, there holds
Hn−1 ({x ∈ Ω \ Γ(R0)|u(x = 0)}) ≤ C
(√
λ + µα + µ−cα
)
Rn−1
0
1
Rn
0
≤ C
(√
λ + µα + µ−cα
)
.
(3.12)
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By Lemma 2.4 and Lemma 3.6, we have that
∞∑
k=0
Hn−1
({
x ∈ Γ(R0
2k
) \ Γ( R0
2k+1
)|u(x) = 0
})
≤
∞∑
k=0
C
(√
λ + µα + µ−cα
) (
R0
2k
)− 1
2
×
(
R0
2k
)n−1
1(
R0
2k
)n−2
≤ C
∞∑
k=0
1√
2k
(
√
λ + µα + µ−cα)
≤ C(√λ + µα + µ−cα).
(3.13)
Because Γ is a union of some (n − 2) dimensional submanifolds of ∂Ω, we have
Hn−1 ({x ∈ Γ|u(x) = 0}) ≤ Hn−1 (Γ) = 0. (3.14)
Substituting (3.12)-(3.14) into (3.11), we have that
Hn−1 ({x ∈ Ω|u(x) = 0}) ≤ C
(√
λ + µα + µ−cα
)
,
where C is a positive constant depending only on n, Ω, Γ and α and c is a positive
constant depending only on n, provided that λ is large enough. That is the desired
result.

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