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INVERTIBILITY OF FUNCTIONS OF OPERATORS AND
EXISTENCE OF HYPERINVARIANT SUBSPACES
MARIA F. GAMAL’
Abstract. Let T be an absolutely continuous polynomially bounded
operator, and let θ be a singular inner function. It is shown that if
θ(T ) is invertible and some additional conditions are fulfilled, then T
has nontrivial hyperinvariant subspaces.
1. Introduction
Let H be a (complex, separable) Hilbert space, and let L(H) be the
algebra of all (linear, bounded) operators acting on H. A (closed) subspace
M of H is called invariant for an operator T ∈ L(H), if TM⊂M, and M
is called hyperinvariant for T if AM⊂M for all A ∈ L(H) such that AT =
TA. The complete lattice of all invariant (resp., hyperinvariant) subspaces
of T is denoted by LatT (resp., by Hlat T ). The hyperinvariant subspace
problem is a question whether HlatT is nontrivial (i.e., Hlat T 6= {{0},H})
whenever T is not a scalar multiple of the identity operator I.
The operator T ∈ L(H) is called polynomially bounded, if there exists a
constant M such that
‖p(T )‖ ≤M sup{|p(z)| : |z| ≤ 1}
for every (analytic) polynomial p. For a polynomially bounded operator T ∈
L(H) there exist Ha, Hs ∈ Hlat T such that H = Ha∔Hs, T |Hs is similar to
a singular unitary operator, and T |Ha has H
∞-functional calculus, that is,
T |Ha is an absolutely continuous (a.c.) polynomially bounded operator [Ml],
[K16]. Thus, if Hs 6= {0}, then T has nontrivial hyperinvariant subspaces.
For the existence of invariant subspaces of polynomially bounded operators
see [Re´].
The operator T ∈ L(H) is called a contraction, if ‖T‖ ≤ 1. A contraction
is polynomially bounded with the constant 1 (von Neumann inequality; see,
for example, [SFBK, Proposition I.8.3]). (It is well known that the converse
is not true, see [Pi] for the first example of polynomially bounded operator
which is not similar to a contraction.)
It is well known that if σ(T ) (the spectrum of an operator T ) is not
connected, then nontrivial hyperinvariant subspaces of T can be found by
using the Riesz–Dunford functional calculus, see, for example [RR, Theorem
2.10]. A similar method can be applied, if an operator T has sufficiently rich
spectrum and appropriate estimate of the norm of resolvent [A], [CP, Sec.
4.1]. Using such a method, we show that an a.c. polynomially bounded
operator T has nontrivial hyperinvariant subspaces, if θ(T ) is invertible for a
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singular inner function θ and some additional conditions are fulfilled (Sec. 2).
Moreover, in this case T can not be quasianalytic. Examples of quasianalytic
operators T for which θ(T ) is invertible for some inner functions θ are given
in Sec. 3. (We do not recall the definition of quasianalyticity here, see the
beginning of Sec. 3 for references.) In Sec. 4 it is shown that if ϕ(T ) is
invertible for some weighted shift T and function ϕ, then T is similar to the
simple bilateral shift.
Symbols D, closD, and T denote the open unit disc, the closed unit disc,
and the unit circle, respectively. The normalized Lebesgue measure on T is
denoted by m.
For a finite positive Borel singular (with respect to m) measure µ on T
define a function θµ by the formula
(1.1) θµ(z) = exp
∫
T
z + ζ
z − ζ
dµ(ζ) (z ∈ D).
The function θµ is a singular inner function. Recall that θµ has nontangential
boundary values equal to zero a.e. with respect to µ (see, for example,
[Gar, Theorem II.6.2]). As usual, the delta measure at a point ζ is denoted
by δζ .
For 0 < r < 1 and ζ ∈ T set
(1.2) D(r, ζ) = {z ∈ C : |z − rζ| < 1− r}.
The following simple lemmas are given for convenience of references.
Lemma 1.1. Suppose that E ⊂ T is a closed set, m(E) = 0, T \ E =
∪n∈NJζ1n,ζ2n , where N ⊂ N, Jζ1n,ζ2n is the open subarc of T with endpoints
ζ1n,ζ2n, Jζ1n,ζ2n ∩ Jζ1l,ζ2l = ∅ for n 6= l. Furthermore, let 0 < r < 1, and let
µ be a finite positive Borel measure on E. Then
|θµ(z)| ≥ exp
rµ(E)
r − 1
for every z ∈ D \
⋃
n∈N, k=1,2
D(r, ζkn).
Lemma 1.2. Let 0 < r < 1, and let ζ ∈ T. Then
1− |z|2
|ζ − z|2
≤
r
1− r
, if z ∈ D \D(r, ζ),
and
1− |z|2
|ζ − z|2
>
r
1− r
, if z ∈ D(r, ζ).
Lemma 1.3. Let λ ∈ D. Set bλ(z) =
|λ|
λ
λ−z
1−λz
(z ∈ D). Then
|bλ(z)| ≥
1
3
for every z ∈ D \D(|λ|,
λ
|λ|
).
2. Estimates of the resolvent
The main result of this section (Theorem 2.5) is the following. Let T
be an a.c. polynomially bounded operator, and let θ be a singular inner
function. If θ(T ) is invertible, then, under some additional conditions, T
has nontrivial hyperinvariant subspaces.
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Suppose that Γ is a simple closed curve,
(2.1)
Γ ∩ T = {ζΓ1, ζΓ2}, ζΓ1 6= ζΓ2, and there exists ε > 0 such that
Γ ∩ {z ∈ C : |z − ζΓk| ≤ ε, |z| ≤ 1} and Γ ∩ {z ∈ C : |z − ζΓk| ≤ ε, |z| ≥ 1}
are segments nontangential to T at ζΓk (k = 1, 2).
Let ΩΓ be the bounded component of C \ Γ.
The following lemmas are well known, see, for example, [A], [B, Lemma
3.1], [T, Lemma 6], [CP, Sec. 4.1]. We give proofs to emphasize some details.
Lemma 2.1. Suppose that Γ and Γ′ are two simple closed rectifiable curves,
Γ and Γ′ satisfy (2.1), and
Γ \ {ζΓ1, ζΓ2} ⊂ C \ (Γ
′ ∪ ΩΓ′), Γ
′ \ {ζΓ′1, ζΓ′2} ⊂ C \ (Γ ∪ ΩΓ).(2.2)
Suppose that T ∈ L(H) has the following properties:
(i) there exist C > 0 and k ∈ N such that ‖(T −λI)−1‖ ≤ C/
∣∣1− |λ|∣∣k for
all λ ∈ Γ \ {ζΓ1, ζΓ2} and all λ ∈ Γ
′ \ {ζΓ′1, ζΓ′2};
(ii) σ(T ) ∩ ΩΓ 6= ∅ and σ(T ) ∩ ΩΓ′ 6= ∅.
Then there existM, M′ ∈ HlatT such that M 6= {0}, M′ 6= {0}, σ(T |M) ⊂
C \ΩΓ, and σ(T |M′) ⊂ C \ΩΓ′ .
Proof. Set p(λ) = (λ− ζΓ1)
k(λ− ζΓ2)
k, q(λ) = (λ− ζΓ′1)
k(λ− ζΓ′2)
k, λ ∈ C.
Since the segments defined in (2.1) are nontangential to T at ζΓk, ζΓ′k (k =
1, 2), we have that
sup
λ∈Γ\{ζΓ1,ζΓ2}
|p(λ)|‖(T − λI)−1‖ <∞, sup
λ∈Γ′\{ζΓ′1,ζΓ′2}
|q(λ)|‖(T − λI)−1‖ <∞.
(2.3)
Put
A =
1
2πi
∫
Γ
p(λ)(T − λI)−1dλ, A′ =
1
2πi
∫
Γ′
q(λ)(T − λI)−1dλ.
Let E ∈ HlatT . Let AE ⊂ L(E) be a maximal commutative Banach algebra
such that T |E , (T |E − λIE)
−1 ∈ AE for all λ ∈ C \ σ(T |E ). We infer from
(2.3) that A|E , A
′|E ∈ AE . Let ξ ∈ ΩΓ. If ξ ∈ σ(T |E ), then there exists a
continuous algebra homomorphism φ : AE → C such that φ(T |E ) = ξ. Then
φ(A|E ) =
1
2πi
∫
Γ
p(λ)(ξ − λ)−1dλ 6= 0.(2.4)
Applying (2.4) with E = H, we conclude that A 6= O. Similarly, A′ 6= O.
Put M = kerA and M′ = kerA′. Since A and A′ commute with all
operators from {T}′, M, M′ ∈ Hlat T . We prove that AA′ = A′A = O
exactly as in [B, Lemma 3.1] or [CP, Sec. 4.1], and we obtain from the
latter equality that M 6= {0} and M′ 6= {0}.
Let ξ ∈ ΩΓ. If ξ ∈ σ(T |M), then, by (2.4) applied with E = M, there
exists an algebra homomorphism φ : AM → C such that φ(A|M) 6= 0, a con-
tradiction with the definition of M. Therefore, σ(T |M)∩ΩΓ = ∅. Similarly,
σ(T |M′) ∩ΩΓ′ = ∅. 
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Lemma 2.2. Suppose that C > 0, k ∈ N, and an operator T is such that
σ(T ) ⊂ closD and ‖(T − λI)−1‖ ≤ C/(|λ| − 1)k for all λ /∈ closD. Put
Λ = σ(T ) ∪
{
λ ∈ D : ‖(T − λI)−1‖ > C/(1 − |λ|)k
}
and
Z =
{
ζ ∈ σ(T ) ∩ T : sup{r ∈ [0, 1) : rζ ∈ Λ} < 1
}
.
If Z is uncountable, then there exist M1, M2 ∈ HlatT such that M1 6= {0},
M2 6= {0}, and σ(T |M1) ∩ σ(T |M2) = ∅.
Proof. For ζ ∈ T and a, b ∈ (0, 1) put
F (ζ, a, b) = {rζ : a ≤ r < 1} ∪ {z ∈ D : |z − aζ| < b}.
Since Z is uncountable, there exist a, b ∈ (0, 1) and ξj ∈ Z, j = 1, . . . , 10,
such that ξj are arranged on T in counter clockwise order,
∪10j=1F (ξj , a, b) ⊂ D \ Λ and ∩
10
j=1 F (ξj, a, b) 6= ∅.
We construct four simple closed rectifiable curves Γ1, Γ
′
1, Γ2, Γ
′
2 such that
they satisfy (2.1) (they cross T along radial segments),
(Γ1 ∪ Γ
′
1 ∪ Γ2 ∪ Γ
′
2) ∩ D ⊂ ∪
10
j=1F (ξj, a, b),
ζΓ11 = ξ4, ζΓ12 = ξ10, ζΓ′11 = ξ1, ζΓ′12 = ξ3,
ζΓ21 = ξ5, ζΓ22 = ξ9, ζΓ′21 = ξ6, ζΓ′22 = ξ8,
ξ5, ξ6, ξ7, ξ8, ξ9 ∈ ΩΓ1 , ξ2 ∈ ΩΓ′1 , ξ1, ξ2, ξ3, ξ4, ξ10 ∈ ΩΓ2 , ξ7 ∈ ΩΓ′2 ,
(closD \ ΩΓ1) ∩ (closD \ ΩΓ2) = ∅,
and each of the pairs Γ1, Γ
′
1 and Γ2, Γ
′
2 satisfies (2.2).
Applying Lemma 2.1 to Γ1, Γ
′
1, we obtain M1 ∈ Hlat T such that M1 6=
{0}, and σ(T |M1) ⊂ C\ΩΓ1 . Applying Lemma 2.1 to Γ2, Γ
′
2, we obtainM2 ∈
HlatT such that M2 6= {0}, and σ(T |M2) ⊂ C \ ΩΓ2 . By [RR, Theorem
0.8], the spectrum of the restriction of an operator on its invariant subspace
is contained in the polynomially convex hull of its spectrum. Therefore,
σ(T |Mk) ⊂ closD (k = 1, 2). Consequently, σ(T |Mk) ⊂ closD \ ΩΓk (k =
1, 2). 
The investigation of a.c. polynomially bounded operators T such that
θ(T ) is invertible for some inner function θ ∈ H∞ is beginned in [K11, Propo-
sition 4.4 and Theorem 5.4]. In particular, it is proved in [K11, Proposition
4.4] that D 6⊂ σ(T ) for such T . In [K11, Theorem 5.4] it is shown that if
θ(T ) is invertible for an inner function θ, then θ(T )−1 belongs to the clo-
sure in the weak operator topology of the algebra of rational functions of T .
Note that the assumption of quasianalyticity of T from [K11, Proposition
4.4 and Theorem 5.4] actually is not used in their proofs, and the proofs
work for a.c. polynomially bounded operators instead of a.c. contractions
with minimal changes.
Lemma 2.3. Suppose that T ∈ L(H) is an a.c. polynomially bounded oper-
ator, ϕ ∈ H∞, and ϕ(T ) is invertible. Then for every 0 < c < 1/‖ϕ(T )−1‖
there exists C > 0 (which also depends on ϕ and T ) such that
‖(T − λ)−1(I − λT )‖ ≤ C for all λ ∈ D such that |ϕ(λ)| ≤ c.
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Consequently,
‖(T − λI)−1x‖ ≤ C‖(I − λT )−1x‖ and ‖(T − λI)−1‖ ≤ CM/(1− |λ|)
for all x ∈ H and all λ ∈ D such that |ϕ(λ)| ≤ c (where M is the polynomial
bound of T ).
Proof. Let a ∈ C, and let |a| ≤ c. Then
(ϕ(T ) − a)−1 = ϕ(T )−1(I − aϕ(T )−1)−1,
therefore,
‖(ϕ(T )− a)−1‖ ≤
1
c
·
1
1− c‖ϕ(T )−1‖
.(2.5)
Suppose that λ ∈ D, and |ϕ(λ)| ≤ c. Then ϕ − ϕ(λ) = βλψ, where βλ(z) =
z−λ
1−λz
(z ∈ D), ψ ∈ H∞, and
‖ψ‖∞ = ‖βλψ‖∞ = ‖ϕ− ϕ(λ)‖∞ ≤ ‖ϕ‖∞ + c.(2.6)
Since
βλ(T )
−1 = (ϕ(T )− ϕ(λ))−1ψ(T ),(2.7)
we obtain from (2.5), (2.6), and (2.7) that
‖βλ(T )
−1‖ ≤M
‖ϕ‖∞ + c
c(1− c‖ϕ(T )−1‖)
:= C.
The remaining part of the conclusion of the lemma follows from the equality
(T − λI)−1 = βλ(T )
−1(I − λT )−1.

Remark 2.4. Lemma 2.3 can be considered as a part of the spectral map-
ping theorem, sf. [BFP, Proof of Lemma 3.1], [Ma, 2.1(ii)]. It is well known
that
(2.8) σ(ϕ(T )) = ϕ(σ(T )),
if ϕ is a function analytic in a neighbourhood of σ(T ) and ϕ(T ) is defined
by the Riesz–Dunford functional calculus for any (linear, bounded) operator
T (see, for example, [RR, Proposition 2.5], [CP, Theorem 1.2.25]). Further-
more, (2.8) holds if T is a polynomially bounded operator and ϕ is a function
from H∞ which has continuous extension on σ(T ), in particular, if ϕ is a
function from the disc algebra (that is, ϕ is analytic in D and has continu-
ous extension on T) [FM, Corollary 3.2]; see [JKP] for another proof. (For
detailed definition of ϕ(T ), see [JKP]; decomposition on a.c. and singular
parts of polynomially bounded operator is used.) But for H∞-functional
calculus for a.c. polynomially bounded operators (and even for a.c. contrac-
tions) it is impossible to describe σ(ϕ(T )) in terms of ϕ and σ(T ) only, see,
for example, [BFP], [Ma], [Ru] and references therein.
Theorem 2.5. Suppose that T is an a.c. polynomially bounded operator and
µ is a finite positive singular Borel measure on T such that µ(σ(T )∩T) > 0
and µ({ζ}) = 0 for every ζ ∈ σ(T ) ∩ T. Suppose that θµ(T ) is invertible.
Then there exist M1, M2 ∈ Hlat T such that M1 6= {0}, M2 6= {0}, and
σ(T |M1) ∩ σ(T |M2) = ∅.
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Proof. By [Gar, Theorem II.6.2], θµ(z)→ 0 when z → ζ nontangentially for
a.e. ζ ∈ T with respect to µ. Since µ(σ(T ) ∩ T) > 0 and µ({ζ}) = 0 for
every ζ ∈ σ(T ) ∩ T, the set{
ζ ∈ σ(T ) ∩ T : θµ(z)→ 0 when z → ζ nontangentially
}
is uncountable. Let 0 < c < 1/‖θ(T )−1‖, and let C be defined by c in
Lemma 2.3. Set
Λ = σ(T ) ∪
{
λ ∈ D : ‖(T − λI)−1‖ > C/(1 − |λ|)
}
and
Z =
{
ζ ∈ σ(T ) ∩ T : sup{r ∈ [0, 1) : rζ ∈ Λ} < 1
}
.
By Lemma 2.3, Z is uncountable. The conclusion of the theorem follows
from Lemma 2.2. 
For ζ1, ζ2 ∈ T, ζ1 6= ζ2, denote by Jζ1,ζ2 the closed subarc of T with
endpoints ζ1, ζ2 which connects ζ1 with ζ2 in counter clockwise order.
Theorem 2.6. Suppose that T is an a.c. polynomially bounded operator,
σ(T ) = T, ζ1, ζ2 ∈ T, ζ1 6= ζ2, µ is a finite positive singular Borel measure
on T such that µ({ζk}) > 0 for k = 1, 2, and θµ(T ) is invertible. Then there
exist M, M′ ∈ HlatT such that M 6= {0}, M′ 6= {0},
σ(T |M) ∩ T ⊂ Jζ1,ζ2 and σ(T |M′) ∩ T ⊂ Jζ2,ζ1 .
Proof. Let 0 < c < 1/‖θµ(T )
−1‖. By Lemma 1.2, there exists 0 < r < 1
such that
D(r, ζk) ⊂ {λ ∈ D : |θµ(λ)| ≤ c} (k = 1, 2).
Taking into account Lemma 2.3 and the assumption that σ(T ) ⊂ T, we
conclude that there exist two simple closed rectifiable curves Γ and Γ′ such
that Γ and Γ′ satisfy (2.1) with
ζΓ1 = ζΓ′2 = ζ2, ζΓ2 = ζΓ′1 = ζ1, Jζ2,ζ1\{ζ1, ζ2} ⊂ ΩΓ, Jζ1,ζ2\{ζ1, ζ2} ⊂ ΩΓ′ ,
and
(Γ ∪ Γ′) ∩ D ⊂ {λ ∈ D : ‖(T − λI)−1‖ ≤ C/(1− |λ|)}
for some C > 0. It is easy to see that Γ, Γ′ and T satisfy the assumptions
of Lemma 2.1. The conclusion of the theorem follows from the conclusion
of Lemma 2.1. 
Theorem 2.7. Suppose that T is an a.c. polynomially bounded operator,
ζ1, ζ2 ∈ T, ζ1 6= ζ2, σ(T ) = Jζ1,ζ2, ζ0 ∈ Jζ1,ζ2 \ {ζ1, ζ2}, µ is a finite positive
singular Borel measure on T such that µ({ζ0}) > 0, and θµ(T ) is invertible.
Then there exist M, M′ ∈ Hlat T such that M 6= {0}, M′ 6= {0},
σ(T |M) ⊂ Jζ0,ζ2 and σ(T |M′) ⊂ Jζ1,ζ0 .
Proof. Let 0 < c < 1/‖θµ(T )
−1‖. By Lemma 1.2, there exists 0 < r < 1
such that
D(r, ζ0) ⊂ {λ ∈ D : |θµ(λ)| ≤ c}.
Taking into account Lemma 2.3 and the assumption that σ(T ) = Jζ1,ζ2 , we
conclude that there exist two simple closed rectifiable curves Γ and Γ′ such
that Γ and Γ′ satisfy (2.1) with
ζΓ2 = ζΓ′1 = ζ0, Jζ1,ζ0 \ {ζ0} ⊂ ΩΓ, Jζ0,ζ2 \ {ζ0} ⊂ ΩΓ′ ,
INVERTIBILITY OF FUNCTIONS OF OPERATORS 7
and
(Γ ∪ Γ′) ∩ D ⊂ {λ ∈ D : ‖(T − λI)−1‖ ≤ C/(1− |λ|)}
for some C > 0. It is easy to see that Γ, Γ′ and T satisfy the assumptions
of Lemma 2.1. Let M and M′ be the subspaces from the conclusuion of
Lemma 2.1. We have that σ(T |M) ⊂ C \ ΩΓ, and σ(T |M′) ⊂ C \ ΩΓ′ .
By [RR, Theorem 0.8], the spectrum of the restriction of an operator on
its invariant subspace is contained in the polynomially convex hull of its
spectrum. Therefore, σ(T |M), σ(T |M′) ⊂ Jζ1,ζ2 . Consequently, σ(T |M) ⊂
(C \ ΩΓ) ∩ Jζ1,ζ2 = Jζ0,ζ2 . Similarly, σ(T |M′) ⊂ Jζ1,ζ0 . 
Remark 2.8. Let T be an a.c. unitary operator, and let θ be an inner func-
tion. Then θ(T ) is a unitary operator, in particular, θ(T ) is invertible. Here
we sketch the construction of examples of nonunitary operators satisfying
the assumptions of Theorem 2.5. The same construction is used in the next
section, and all omitted details and references can be found there.
Suppose that E ⊂ T is the set satisfying the assumptions of Lemma 1.1,
E contains no separated points, and µ is a finite positive Borel measure on
E such that µ({ζ}) = 0 for every ζ ∈ E. Take 0 < r < 1. Set
G = D \
⋃
n∈N, k=1,2
closD(r, ζkn),
where ζkn ∈ T are defined in Lemma 1.1. Then G is open, but not connected.
Let {Gn}n∈N be components of G (here N ⊂ N), then Gn are simple con-
nected. Let gn : D→ Gn be conformal mappings. Furthermore, let {Tn}n∈N
be a family of a.c. uniformly polynomially bounded operators, in particular,
a.c. contractions. Set
Q =
⊕
n∈N
gn(Tn).
Then Q is an a.c. polynomially bounded operator, θµ(Q) is invertible, and
clos
⋃
n∈N
gn(σ(Tn)) ⊂ σ(Q) ⊂ closG
(the latter inclusion is fulfilled because (Q− a)−1 = ⊕n∈N1/(gn− a)(Tn) for
a 6∈ closG). If σ(Tn) = closD for all n ∈ N, then σ(Q) = closG.
Remark 2.9. As will mentioned in the beginning of the next section, op-
erators satisfying the assumptions of Theorem 2.5 can not be quasianalytic.
But if one replaces the assumption “µ(σ(T ) ∩ T) > 0” of Theorem 2.5 by
“suppµ∩σ(T ) 6= ∅”, where suppµ is the closed support of µ, then the opera-
tor satisfying the assumptions of this modified theorem can be quasianalytic.
Examples are operators gn(Tn) with appropriate choice of Tn.
3. Quasianalyticity and invertibility of inner functions of
operators
We do not recall the definition of quasianalyticity here, we refer to [K16]
or [K01] for definition and to [E], [K01], [KS14], [KS15], [K16], [Gam] for
examples of quasianalytic operators. We recall only that the set π(T ) of
quasianalyticity of an operator T is a Borel set, π(T ) ⊂ σ(T )∩T, and if T is
a quasianalytic operator, then π(T ) 6= ∅. Furthermore, π(T ) ⊂ σ(T |M) for
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every nonzeroM ∈ LatT for an a.c. polynomially bounded operator T [K16,
Proposition 35]. Therefore, operators satisfying the assumptions of Theorem
2.5 can not be quasianalytic. In this section, examples of quasianalytic
operators Q are given such that θµ(Q) is invertible and µ(σ(Q)∩T) > 0 for
a pure atomic measure µ, and B(Q) is invertible for a Blaschke product B
with {ζ ∈ T : ζ is a nontangential limit of zeros of B} ⊂ σ(Q).
We need the following simple lemma. Recall that for 0 < r < 1 and ζ ∈ T
the set D(r, ζ) is defined in (1.2).
Lemma 3.1. Let {ζn}n∈N be a sequence of points from T such that ζn 6= ζl
for n 6= l. Then there exist {rn}n∈N, {an}n∈N and Λ ⊂ D such that 0 <
rn < 1, an > 0,
∑
n∈N rn <∞,
∑
n∈N an <∞,
G := D \ ∪n∈N closD(rn, ζn)
is a simple connected domain, B :=
∏
λ∈Λ bλ is an interpolating Blaschke
product, ζn is a nontangential limit of points from Λ (n ∈ N),
inf
G
|θ∑
n∈N anδζn
| > 0 and inf
G
|B| > 0.
Proof. The domain G is constructed by induction. Take {r1,n}n∈N such that
0 < r1,n < 1 and
∑
n∈N r1,n < ∞. Take r1 ≤ r1,1. Since ζ2 6∈ closD(r1, ζ1),
there exists r2 ≤ r1,2 such that
closD(r1, ζ1) ∩ closD(r2, ζ2) = ∅.
Since
ζ3 6∈ closD(r1, ζ1) ∪ closD(r2, ζ2),
there exists r3 ≤ r1,3 such that
closD(r3, ζ3) ∩ (closD(r1, ζ1) ∪ closD(r2, ζ2)) = ∅,
and so on.
When {rn}n∈N is constructed, take {an}n∈N such that an > 0 and∑
n∈N
an
rn
1− rn
<∞.
By Lemma 1.2, θ∑
n∈N anδζn
satisfies the conclusion of the lemma.
Before constructing an interpolating Blaschke product we mention the
following. Let Λ ⊂ D be such that BΛ :=
∏
λ∈Λ bλ is an interpolating
Blaschke product. Then there exists c > 0 such that
(3.1) |BΛ(z)| ≥ c inf
λ∈Λ
|bλ(z)| for every z ∈ D
(see, for example, [N, Theorem II.D.3.2.14]). It follows exactly from inter-
polating property of Λ that BΛ′ :=
∏
λ∈Λ′ bλ is an interpolating Blaschke
product, too, for every Λ′ ⊂ Λ. Furthermore, let Λ ⊂ ∪n∈N[rnζn, ζn) be such
that BΛ is an interpolating Blaschke product. It follows from Lemma 1.3,
(3.1) and the definition of G that infG |BΛ| ≥
c
3 .
To construct Blaschke product, take {ρn}n∈N such that 0 < ρn < 1 and
supn∈N
1−ρn+1
1−ρn
< 1. Then
∏
n∈N bρnξn is an interpolating Blaschke product
for arbitrary {ξn}n∈N ⊂ T, see, for example, [D, Theorem 9.2]. Therefore,∏
n∈N bρnξn is an interpolating Blaschke product for every N ⊂ N.
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We can write
∪n∈N{ρn} = ∪n∈N ∪k∈N {ρnk},
where ρnk → 1 when k →∞ for every n ∈ N. Set
Λ =
⋃
n∈N
⋃
k:ρnk≥rn
{ρnkζn} and B =
∏
λ∈Λ
bλ.
Then B satisfies the conclusion of the lemma. 
Lemma 3.2. Suppose that T is an a.c. polynomially bounded operator,
G ⊂ D is a simple connected domain, g : D → G is a conformal mapping,
Q = g(T ), ψ ∈ H∞, and infG |ψ| > 0. Then Q is an a.c. polynomially
bounded operator and ψ(Q) is invertible.
Proof. Q is an a.c. polynomially bounded operator and ψ(Q) = (ψ ◦ g)(T )
by [K15, Proposition 2]. Since 1/ψ ◦ g ∈ H∞, it is easily checked that
ψ(Q)−1 = (1/ψ ◦ g)(T ). 
Theorem 3.3. Let {ζn}n∈N be a sequence of points from T such that ζn 6= ζl
for n 6= l. Then there exist {an}n∈N, Λ ⊂ D, and a quasianalytic contraction
Q such that an > 0,
∑
n∈N an < ∞, B :=
∏
λ∈Λ bλ is an interpolating
Blaschke product, ζn is a nontangential limit of points from Λ (n ∈ N),
∪n∈N{ζn} ⊂ σ(Q),
θ∑
n∈N anδζn
(Q) and B(Q) are invertible.
Proof. Let G, {an}n∈N, Λ ⊂ D be constructed in Lemma 3.1. Let g : D→ G
be a conformal mapping. Although G is not a Jordan domain, its boundary
is a rectifiable curve. Therefore, g′ ∈ H1, see [Po75, Theorem 10.11] and
[Po92, Sec. 6.2, 6.3]. In particular,
∑∞
k=0 |ĝ(k)| <∞ by Hardy’s inequality,
see, for example, [D, Corollary of Theorem 3.15]. Therefore, g is continuous
on closD. Thus, g belongs to the disc algebra.
Let T be a quasianalytic contraction such that m(g(π(T )) ∩ T) > 0. Set
Q = g(T ). Since g′ ∈ H1, Q is quasianalytic and π(Q) = g(π(T )) ∩ T
by [K15, Remark 8 and Corollary 13]. If, for example, π(T ) = T, then
π(Q) = T.
By Lemmas 3.1 and 3.2, θ∑
n∈N anδζn
(Q) and B(Q) are invertible.
By the spectral mapping theorem for functions from the disc algebra and
polynomially bounded operators, σ(g(T )) = g(σ(T )), see [FM]. Therefore,
if g−1(ζn) ⊂ σ(T ), then ζn ∈ σ(Q) for every n ∈ N. If, for example,
σ(T ) = closD, then σ(Q) = closG. 
4. Invertibility of functions of weighted shifts
Recall the definition of bilateral weighted shift, see [S]. Let ω : Z→ (0,∞)
be a function such that supn∈Z
ω(n+1)
ω(n) <∞. Set
ℓ2ω =
{
u = {u(n)}n∈Z : ‖u‖
2
ω =
∑
n∈Z
|u(n)|2ω(n)2 <∞
}
.
The bilateral weighted shift Sω ∈ L(ℓ
2
ω) acts according to the formula
(Sωu)(n) = u(n− 1), n ∈ Z, u ∈ ℓ
2
ω.
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If ω(n) = 1 for every n ∈ Z, then Sω is called the simple bilateral shift.
Clearly, the simple bilateral shift is a unitary operator, and Sω is similar to
the simple bilateral shift if and only if
(4.1) 0 < inf
n∈Z
ω(n) ≤ sup
n∈Z
ω(n) <∞
(see [S, Theorem 2]). Easy computation shows (see [S, Corollary of Propo-
sition 7]) that
(4.2) ‖Skω‖ = sup
n∈Z
ω(n+ k)
ω(n)
for every k ∈ N ∪ {0}.
Recall that σ(Sω) is a closed disc or a (may be degenerate) annulus centered
at origin [S, Theorem 5]. By [S, Corollary of Theorem 2], if Sω is a power
bounded weighted shift (supk∈N ‖S
k
ω‖ < ∞), then Sω is similar to an a.c.
contraction. Therefore, ϕ(Sω) is well defined for a power bounded weighted
shift Sω and ϕ ∈ H
∞. In this section it is proved that if lim inf |ϕ(z)| = 0
when |z| → 1, Sω is a power bounded weighted shift with T ⊂ σ(Sω), and
ϕ(Sω) is invertible, then Sω is similar to the simple bilateral shift.
We need the following simple lemmas.
Lemma 4.1. Suppose that {αn}
∞
n=0, {βn}
∞
n=0 are sequences of non-negative
numbers, C > 0, {rj}j ⊂ (0, 1), rj → 1, and
∞∑
n=0
αnr
n
j ≤ C
∞∑
n=0
βnr
n
j <∞ for all j.
Then lim supn(Cβn − αn) ≥ 0.
Proof. Suppose that there exist ε > 0 and an index N such that Cβn−αn <
−ε for every n ≥ N + 1. Then
0 ≤
∞∑
n=0
(Cβn − αn)r
n
j =
N∑
n=0
(Cβn − αn)r
n
j +
∞∑
n=N+1
(Cβn − αn)r
n
j
≤
N∑
n=0
(Cβn − αn)r
n
j − ε
∞∑
n=N+1
rnj =
N∑
n=0
(Cβn − αn)r
n
j − ε
rN+1j
1− rj
.
The right side of this inequality tends to −∞ when rj → 1, a contradiction.

Lemma 4.2. Suppose that ω : Z→ (0,∞) is such that
(4.3) sup
k≥0
sup
n∈Z
ω(n+ k)
ω(n)
<∞,
C > 0, {rj}j ⊂ (0, 1), rj → 1, and
∞∑
n=0
ω(−n− 1)2rnj ≤ C
2
∞∑
n=0
ω(n)2rnj for all j.
Then ω satisfies to (4.1).
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Proof. First, note that (4.3) implies that supn≥0 ω(n) <∞. It follows from
this relation and Lemma 4.1 that there exist a subsequence {nj}j and a
sequence {εj}j such that nj → +∞, εj → 0, and
(4.4) ω(−nj − 1) ≤ Cω(nj) + εj for all j.
In particular, supj ω(−nj − 1) < ∞. This relation and (4.3) imply that
supn≥0 ω(−n) <∞.
If infn≥0 ω(−n) = 0, then (4.3) implies that ω(n) = 0 for every n ∈ Z.
If infn≥0 ω(n) = 0, then (4.3) implies that ω(n) → 0 when n → +∞. In
particular, ω(nj)→ 0. Then, by (4.4), ω(−nj − 1)→ 0. As was mentioned
above, this relation with (4.3) implies that ω(n) = 0 for every n ∈ Z. Thus,
infn∈Z ω(n) > 0. 
Theorem 4.3. Suppose that Sω is a power bounded weighted shift, T ⊂
σ(Sω), ϕ ∈ H
∞, lim inf |ϕ(z)| = 0 when |z| → 1, and ϕ(Sω) is invertible.
Then Sω is similar to the simple bilateral shift.
Proof. As was mentioned above, Sω is similar to an a.c. contraction ([S,
Corollary of Theorem 2]); thus, ϕ(Sω) is well defined.
Let 0 < c < 1/‖ϕ(Sω)
−1‖. By assumption, there exists {λj}j ⊂ D such
that |λj | → 1 and |ϕ(λj)| ≤ c. By Lemma 2.3, λj 6∈ σ(Sω) for all j. Since
T ⊂ σ(Sω) ⊂ closD (the latter inclusion is due to power boundedness of
Sω), and σ(Sω) is an annulus ([S, Theorem 5]), we conclude that σ(Sω) = T.
Let un ∈ ℓ
2
ω, un(k) = 0, k 6= n, un(n) = 1, n ∈ Z. Then
(Sω − λI)
−1u0 =
∞∑
n=0
λnu−n−1, ‖(Sω − λI)
−1u0‖
2 =
∞∑
n=0
|λ|2nω(−n− 1)2,
(I − λSω)
−1u0 =
∞∑
n=0
λ
n
un, ‖(I − λSω)
−1u0‖
2 =
∞∑
n=0
|λ|2nω(n)2
for every λ ∈ D. By Lemma 2.3, there exists C > 0 such that
‖(Sω − λI)
−1u‖ ≤ C‖(I − λSω)
−1u‖
for every u ∈ ℓ2ω and every λ ∈ D such that |ϕ(λ)| ≤ c. We obtain that
∞∑
n=0
|λj |
2nω(−n− 1)2 ≤ C2
∞∑
n=0
|λj |
2nω(n)2
with |λj | → 1. Since Sω is power bounded, ω satisfies to (4.3) (see (4.2)).
Applying Lemma 4.2 with rj = |λj |
2 we obtain (4.1). As was mentioned in
the beginning of this section, (4.1) implies the similarity of Sω to the simple
bilateral shift. 
Remark 4.4. Recall that for every singular inner function θ there exists a
weight ω such that ω(n) = 1 for n ≥ 0, the weighted shift Sω is a quasiana-
lytic contraction, σ(Sω) = T, and clos θ(Sω)ℓ
2
ω = ℓ
2
ω [E, Theorem 5.9].
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