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Resumo
Neste trabalho são estudados métodos matemáticos e numéricos para problemas inversos
relacionados com a identificação e reconstrução de forma, recuperação de coeficientes de
Robin e fontes a partir de medições na fronteira. Numa primeira fase, a identificação
de formas e coeficientes é estudada num contexto de problemas de valores na fronteira
para a equação de Laplace, num domı́nio limitado Ωc. A fronteira de Ωc é dada pela
reunião de duas curvas fechadas e regulares Γ (exterior) e γ (interior). Em γ, considera-se
uma condição de fronteira homogénea do tipo Dirichlet ou Neumann. Demonstra-se que a
partir de dados de Cauchy num conjunto relativamente aberto Σ ⊂ Γ é posśıvel identificar
γ e a condição de fronteira áı definida. Apresenta-se um critério que permite distinguir a
condição de fronteira em γ a partir de um par de dados de Cauchy em Γ. Desenvolvem-se
dois métodos numéricos para a resolução do problema inverso geométrico (reconstrução
de γ), considerando em γ ⊂ R2 uma condição de Dirichlet homogénea. O primeiro, é um
método que consiste na separação da parte mal posta (por intermédio da resolução de
um problema de Cauchy) da parte não linear (método de decomposição). O segundo, é
um método iterativo do tipo quasi–Newton que requer a resolução de vários problemas
directos por cada iterada. Propõe-se a aplicação do método das soluções fundamentais
para a resolução numérica problemas anteriores (Cauchy e directos) e são apresentadas
várias simulações numéricas para testar estes dois métodos.
Seguidamente, considerando uma condição homogénea mista em γ estuda-se o prob-
lema inverso de identificar o coeficiente de Robin na fronteira γ (que agora se supõe ser
conhecida) a partir de um par de dados de Cauchy em Σ ⊂ Γ. Estuda-se uma adaptação
dos métodos de decomposição e quasi–Newton anteriormente propostos e apresentam-se
várias simulações numéricas para testar e comparar os resultados obtidos através destes
métodos.
Os métodos matemáticos e numéricos apresentados para o problema de Laplace são
estudados e implementados para os correspondentes problemas geométrico e de Robin em
elasticidade linear (sistema de Lamé).
Por fim, estuda-se a identificação de fontes acústicas a partir de medições na fronteira.
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Mostra-se que, em geral, tal não é posśıvel a partir de várias medições na fronteira (para
um número de onda dado) e propõe-se a utilização de medições obtidas a partir de vários
números de onda. Propõe-se a utilização de um método numérico para a resolução deste
problema linear baseado no funcional de reciprocidade e apresentam-se resultados de
algumas simulações numéricas.
Abstract
In this work we study mathematical and numerical methods for inverse problems related
with the identification and reconstruction of shapes, boundary coefficients and sources
from boundary measurements. The geometric and coefficient problem is studied in the
context of a boundary value problem for the Laplace equation in a non simply connected
bounded domain Ωc. The boundary of Ωc is the union of two regular closed curves Γ
(exterior) and γ (interior). Assuming a homogeneous Dirichlet or Neumann boundary
condition on γ, we show that from a single pair of Cauchy data on an accessible part of
the boundary Σ ⊂ Γ we can identify both the boundary condition and the boundary γ.
A criterion is presented to distinguish such situations. We study two numerical methods
to retrieve γ in the two dimensional case, when considering a homogeneous Dirichlet con-
dition on γ. The first is a decomposition method requiring at a first step the resolution
of a Cauchy problem. The second is a Quasi–Newton method that requires the resolution
of several direct problems. For both situations, we propose the method of fundamental
solutions as numerical approximation for the Cauchy and direct problems. Several numer-
ical examples are presented and the accuracy and robustness of the methods is discussed.
Considering a homogeneous Robin condition on γ, we address the inverse problem that
consists in the identification of the Robin coefficient on γ (the boundary is now assumed
to be known) from a single pair of Cauchy data on Γ. An adaptation of the decomposition
and Quasi–Newton methods is studied and implemented. Several numerical simulations
are presented to illustrate and compare the performance of both methods.
The previously developed mathematical and numerical methods are studied in the
corresponding geometric and coefficient problems for the Lamé system. The last chapter
concerns the identification of acoustic sources from boundary measurements. We show
that, from many boundary measurements, identification may not be possible and we
propose the use of data generated from many wave numbers. To solve this linear problem,
we describe and implement a numerical method based on the reciprocity gap functional.
The method is illustrated with several numerical simulations.
v

Notation and abbreviations
| | Euclidean norm of a vector in Rd
〈 , 〉H inner product in a Hilbert space H
|| ||H the norm of a vector in a Hilbert space H
〈 , 〉H×H′ duality pairing between H and the dual H ′
u · v the product defined by u · v := ∑di=1 uivi
∆ Laplacian
dx the infinitesimal volume element dx1 . . . dxd
dς the infinitesimal surface element
BVP boundary value problem(s)
KKM Kirsch Kress method
MFS method of fundamental solutions
PDE partial differential equation(s)
n, nx the unit normal vector pointing outward on the boundary of a regular
bounded domain (at x)
Ω an open set in Rd: Ω is connected and bounded with regular boundary
Γ = ∂Ω
Ω the closure of Ω
ΩC the complement of Ω in Rd
C0(Ω) space of continuous functions f : Ω −→ R
Ck(Ω) space of k– times continuously differentiable functions f : Ω −→ R
Ck(Ω,Rd) k– times continuously differentiable functions f : Ω −→ Rd
Hr(Ω) the Sobolev space of order r on Ω
Hr(Ω) the Sobolev space (Hr(Ω))d
L2(Ω) the Hilbert space of square integrable functions on Ω
L2(Ω) the Hilbert space (L2(Ω))d
vii
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Introduction
The study of inverse problems in partial differential equations is an area of intensive
research in our days. From the mathematical point of view, these problems are quite
challenging due to their ill–posed nature. In the early work of Hadamard (cf. [46]), ill–
posed problems were believed to be incorrectly posed, ”artificial” and that they would
not describe physical systems. Many properly formulated inverse problems arise from
physical systems. The successful non intrusive medical imaging, discovery of oil reservoirs
from seismic measurements (to name a few) are a proof that, despite several mathematical
and computational challenges, we can in fact obtain some meaningful information from
boundary or exterior measurements. Moreover, one should have in mind that, in practise,
a mathematical model (in our case a PDE) is used to describe the physical problem and
tested with real measured data. Assuming that the model describes the physical system
accurately, two natural questions arise:
1) How many measurements must we consider in order to identify the object?
2) If two measurements that are in some sense close to each other were generated by
two objects can we still expect that the objects are ”close” to each other ?
The first is an identifiability question and the second a stability question and are two
of the main theoretical questions for the inverse problem.
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2 Introduction
In inverse problems, the existence issue is inherent to its formulation, in two aspects:
i) we assume that the measured data is given (ie. a solution exists);
ii) the measurements are not exact, are affected by noise (ie. a solution that produces
such results does not exist).
Robust numerical methods are also very important. If on one hand we need fast
and accurate numerical solvers on the other the method has to be sufficiently robust
to deal with the ill posedness. If for the robustness issue regularization methods are
usually applied (with good results) the search for a fast accurate (and easy to implement)
numerical solver for the underlying PDE is very important.
The method of fundamental solutions (MFS) is a meshfree numerical method usually
applied to solve certain boundary value problems. The approximation is given by a
linear combination of several shifted fundamental solutions that automatically solve the
PDE (here we shall consider Laplace and Helmholtz equations and the Lamé system)
and therefore one only has to fit the boundary condition(s). The method has the three
aforementioned properties for the addressed problems: is easy to implement, is a fast
solver and for sufficiently regular boundaries and boundary data it produces excellent
results.
In this work we study several inverse problems related to the identification of sources,
boundary coefficients and shape from measurements on an accessible part of the boundary.
The study is complemented with several numerical methods relying on the MFS and
numerical examples are provided to illustrate the feasibility of the methods. The work is
organized as follows:
We start with some useful results or concepts that will be used through the work
(Chapter 2).
In Chapter 3 we study two inverse problems that can serve as a model for detection of
corrosion from boundary measurements. The domain is a two connected set with interior
boundary γ and exterior boundary Γ. Inside, Laplace equation holds and on Γ we have a
Dirichlet condition.
First we address a geometric inverse problem: Assuming a null Dirichlet (inclusion) or
Neumann (cavity) condition on γ and considering a pair of Cauchy data on part of Γ, can
we identify the shape of γ and the condition on γ from this data ? If the condition on γ is
assumed to be known then there is a result that shows that if the Dirichlet condition on Γ is
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not identically constant, a single pair of (compatible) Cauchy data is sufficient to identify
γ. We extend this result and show that under the same assumptions we can identify both
boundary shape γ and boundary condition on γ. We present a criterion to distinguish
such boundary conditions from the Cauchy data on Γ. The well known expression for the
domain derivative for the Dirichlet problem is derived and as a consequence, the local
Lipschitz stability result.
The second part of this chapter is devoted to the identification of a Robin boundary
coefficient Z on γ from Cauchy data on Γ. This Robin problem is similar to other
Robin problem addressed by several authors in the literature (eg. [50], [33]) and the
identifiability, derivative expression and Local Lipschitz stability results were established
using the same type of arguments.
Chapter 4 is devoted to the MFS and its applications to direct and inverse problems
and is complemented with several numerical simulations. First a theoretical study of the
MFS for the Laplace equation in two connected domains and an application to direct
problems in such domains. Several numerical examples are provided with the twofold
objective of showing the accuracy of the method for several boundary value problems and
to obtain artificially generated boundary measurements for the inverse problem.
The second part is devoted to MFS based methods for the inverse geometric and Robin
problems. The methods can be divided in two categories: decomposition based methods
and Newton–type of methods.
The first decomposes the ill posedness and non linearity of the inverse problem in two
steps. The ill posedness is addressed by solving the linear Cauchy problem. Although
several authors have used the MFS as Cauchy problem solver (eg. [52], [67]), to our
knowledge, no direct theoretical proofs regarding this numerical approximation have been
provided. We provide such results in section 4.2.1 and establish a connection with the MFS
approximation for the direct problem. The numerical method for the inverse geometric
problem consists in computing an approximate solution for the Cauchy problem and a
line search method, based on maximum principle results, to reconstruct the shape of
γ. Several numerical examples are presented in order to illustrate the feasibility of the
method.
A Levenberg–Marquardt optimization method based on the MFS approximation for
direct problems is proposed for the inverse geometric problem. We implemented the
proposed method and compared the results with those of the decomposition method.
Numerical tests with partial data were also considered.
This study started with the 2006 work [12] and was latter developed and compiled as the
paper [15].
4 Introduction
The decomposition approach provided a simple reconstruction method for the Robin
problem. The Levenberg–Marquardt method was adapted to the Robin problem and a
numerical comparison of both methods is presented (for complete and incomplete Cauchy
data).
The mathematical study of the geometric and Robin (inverse) problems for the elasto-
static problem is addressed in Chapter 5 where the MFS based methods described in the
previous chapter are extended to the Lamé system. This chapter is based on the papers
[13] and [14].
In the last Chapter, we study the identification and reconstruction of acoustic sources
from boundary measurements, following our works [10] and [16].
2
Preliminary results
This introductory chapter surveys useful results concerning the partial differential equa-
tions that will be used in the following chapters and some discussion about inverse prob-
lems and ill posedness. Since we will be dealing mainly with interior problems, we start
with the definition of domain.
Definition 2.1 We define (interior) domain as an open, bounded and connected set
Ω ⊂ Rd with regular boundary Γ := ∂Ω (at least C1).
We will address the cases d = 2, 3. We recall that on a regular boundary Γ, the normal
vector n is defined at each point. In this work, we will always assume that the normal
vector points outward with respect to the domain Ω.
2.1 Poisson equation
Poisson equation or potential equation
∆u = f in Ω (2.1)
is the classical example for second order elliptic partial differential equations and it is a
mathematical model to some important physical phenomena. For instance:
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• Gravitation problems: u is the gravitation field generated by the mass distribution
f .
• Conductivity problems: For a body with constant electric or thermal conductivity
K, u is the electric or thermal potential and, for a given source f , we have Poisson’s
equation
∆u = f/K.
In absence of sources, that is f ≡ 0, equation (2.1) is called Laplace equation. These
equations may have several solutions and some extra condition(s) must be considered.
The usual boundary conditions for the Poisson equation are:
• Dirichlet:
u = g on Γ.
This means that the temperature (in thermal conductivity problems) or the voltage
(electrostatic problems) is imposed.
• Neumann:
∂nu = g1 on Γ,
where n is the outward unit normal to the boundary and ∂nu is the normal deriva-
tive on Γ. With this condition we impose heat flux (thermal problems) or current
(electrostatic).
• Robin:
∂nu + Zu = g1 on Γ,
which is a more general boundary condition. We note that, for the Robin coefficient
Z = 0 we obtain the Neumann condition and for Z = ∞ the Dirichlet condition.
The following are the well known Hopf’s lemma and strong maximum principle for
Laplace equation. For a proof, see [37].
Lemma 2.2 (Hopf’s lemma) Let u ∈ C2(Ω) ∩ C0(Ω) be a function satisfying Laplace’s
equation in a domain Ω with C2 boundary. Assume further that u > 0 in Ω and that, for
some x0 ∈ ∂Ω, u(x0) = 0. If the normal derivative ∂nu at x0 exists then
∂nu(x0) < 0.
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Theorem 2.3 (Maximum principle) If u ∈ C2(Ω) is a solution of Laplace equation in a
connected open set Ω, is such that for some x0 ∈ Ω
u(x) ≤ u(x0), ∀x ∈ Ω
then u is constant in Ω.
A function u ∈ C2(Ω) that satisfies ∆u = 0 in Ω is called a classical solution of
Laplace’s equation. However, classical solutions to boundary value problems may not
exist and we must consider weak solutions. In this framework, the boundary conditions
must be understood in the trace sense. For instance, if Ω is a domain with C2 boundary
and u ∈ H2(Ω) then, by the trace theorem, the trace
τΓu := u|Γ
is an element in H3/2(Γ) ⊂ L2(Γ) and τΓ : H2(Ω) → H3/2(Γ) is linear, continuous and
surjective. The normal trace of u ∈ H2(Ω),
τnΓ u := ∂nu|Γ
is in H1/2(Γ) ⊂ L2(Γ) and τnΓ : H2(Ω) → H1/2(Γ) is also linear, continuous and surjective
(eg. [37]). For u ∈ H1(Ω) with Ω a domain with C1 boundary the trace τΓu is an element
in H1/2(Γ) (trace theorem). In this case, if u ∈ H1∆(Ω) where
H1∆(Ω) :=
{
u ∈ H1(Ω) : ∆u ∈ L2(Ω)} ,
the normal trace τnΓ u can be defined as an element in H
−1/2(Γ). In both situations,
the trace and normal trace are linear and continuous from H1(Ω) (H1∆(Ω)) onto H
1/2(Γ)
(H−1/2(Γ)). We recall that H−1/2(Γ) can be identified with the dual of H1/2(Γ) using
L2(Γ) as pivot space and that the inclusions
H1/2(Γ) ⊂ L2(Γ) ⊂ H−1/2(Γ)
hold. The realization of the duality pairing is just the L2(Γ) inner product extended to
H1/2(Γ)×H−1/2(Γ).
Solutions of Poisson equation can be represented by a sum of convolutions. This leads
to an integral representation of the solution in terms of boundary layers and Newton
potentials with kernel defined in terms of fundamental solutions. We start with some
properties of such solutions.
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2.1.1 Fundamental solutions
A fundamental solution for the Laplace equation is a solution of
∆Φ = −δ
in Rd, where δ is the Dirac delta distribution centered at the origin. A fundamental
solution is not unique and depends on the dimension of the space. When Ω ⊂ R2 (2D
case) we consider
Φ(x) := − 1
2π
log |x|
and in the 3D case (Ω ⊂ R3)
Φ(x) :=
1
4π|x| .
Fundamental solutions are analytic in Rd except at the origin, where there is a singu-
larity. We note that a shift of the singularity from the origin to a point y can be obtained
by taking the point source function
Φy(x) := Φ(y − x), x ∈ Rd \ {y}. (2.2)
This notation is justified by the fact that ∇xΦy(x) 6= ∇yΦy(x) (despite Φy(x) = Φx(y)).
A shift on the fundamental solution is a response to a shift of the mass center on the
Dirac delta. More precisely, ∆Φy = −δy in Rd, where δy denotes the Dirac distribution
with mass center at y.
2.1.2 Integral representation
Gauss–Green integration by parts formulas are an essential tool in the study of several
boundary value problems. Given u ∈ H2(Ω), v ∈ H1(Ω), we have the first Green formula
∫
Ω
∇u · ∇vdx−
∫
Γ
∂nuvdς = −
∫
Ω
∆uvdx
and, if v ∈ H2(Ω), the second Green formula
∫
Ω
(∆uv − u∆v)dx =
∫
Γ
(∂nuv − u∂nv)dς.
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The reciprocity functional (cf. [31]) is defined by
R(v) :=
∫
Γ
(∂nuv − u∂nv)dς
and by the second formula,
R(v) =
∫
Ω
(∆uv − u∆v)dx, ∀u, v ∈ H2(Ω).
In the particular case ∆u = ∆v = 0, we obtain the reciprocity relation
R(v) = 0.
Given some integrable density φ, the single layer potential is defined by
LΓ(φ)(y) :=
∫
Γ
Φy(x)φ(x)dςx, y ∈ Rd \ Γ
and the double layer potential by
MΓ(φ)(y) :=
∫
Γ
∂nxΦy(x)φ(x)dςx, y ∈ Rd \ Γ.
We use the notation (LΓ(φ))
+ and (LΓ(φ))
− to indicate the restriction of LΓ(φ) to Ω
C
and Ω respectively. The same notation will be used for the double layer potential. We
denote by S±Γ and K
±
Γ the trace of the single and double layer potentials, ie.,
S±Γ (φ) := τΓ(LΓ(φ))
± and K±Γ (φ) := τΓ(MΓ(φ))
±
and by N±Γ and D
±
Γ the normal traces
N±Γ (φ) := τ
n
Γ (LΓ(φ))
± and D±Γ (φ) := τ
n
Γ (MΓ(φ))
±.
Define
KΓ(φ)(y) :=
∫
Γ
∂nyΦy(x)φ(x)dςx, y ∈ Γ. (2.3)
Theorem 2.4 ([34]) Given φ ∈ H1/2(Γ) and ψ ∈ H3/2(Γ) we have,
(a) S+Γ (φ) = S
−
Γ (φ) (c) N
±
Γ (φ) = ∓12φ + K∗Γ(φ)
(b) K±Γ (ψ) = ±12ψ + KΓ(ψ) (d) D+Γ (ψ) = D−Γ (ψ)
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where K∗Γ denotes the adjoint of KΓ.
Let f be a source with compact support Ωf and such that Φyf is integrable in Rd.
The Newton potential is defined by the improper integral
V (f)(y) :=
∫
Rd
Φy(x)f(x)dx.
When the previous integration is performed on some open set Ω ⊂ Rd we write VΩ(f).
Let u− ∈ H2(Ω) be such that ∆u− = f in Ω. Green’s formula yield
u−(y) = −VΩ(f)(y) + (LΓ(∂nu−))−(y)− (MΓ(u−))−(y), y ∈ Ω.
On the other hand, if u+ ∈ H2(ΩC) is such that ∆u+ = f in ΩC and
u+(y) = O(|y|−α) ∧ ∇u+(y) = O(|y|−1−α) |y| → ∞ (2.4)
then (see [34]), if α > 0,
u+(y) = −V
Ω
C(f)(y)− (LΓ(∂nu+))+(y) + (MΓ(u+))+(y), y ∈ ΩC.
Thus, if u := χΩu
− + χ
Ω
Cu+, where χΩ denotes the characteristic function on Ω and
defining the boundary jumps
[u]Γ := u
−|Γ − u+|Γ, [∂nu]Γ := ∂nu−|Γ − ∂nu+|Γ
we conclude that
u(y) = −V (f)(y) + LΓ([∂nu]Γ)(y)−MΓ([u]Γ)(y), y ∈ Rd \ Γ. (2.5)
We note that this integral representation is unique, in the sense that, if
u(y) = −V (f)(y) + LΓ(φ)(y)−MΓ(ψ)(y)
then
[u]Γ = u
−|Γ − u|+Γ = S−Γ (φ)−K−Γ (ψ)− S+Γ (φ) + K+Γ (ψ) = ψ
and
[∂nu]Γ = ∂nu
−|Γ − ∂nu|+Γ = N−Γ (φ)−D−Γ (ψ)−N+Γ (φ) + D+Γ (ψ) = φ.
We finish this section with unique continuation principles and Holmgren lemma which
are a useful tool for identification results in inverse problems. Holmgren lemma is a
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classical result and a proof can be found in [37]. Our proof, however, is different and
gives insight to derive similar results for other problems with solutions admitting integral
representations of the form (2.5).
Lemma 2.5 Let u be defined by (2.5) and suppose that Ωf ⊂ Ω and u = 0 in ΩC. If
Σ ⊂ Γ is a relative (non empty) open set such that
[u]Σ = [∂nu]Σ = 0
then u = 0 in the connected component of Ω \ Ωf containing Γ.
Proof. With this hypothesis, we can write
u =
{
−VΩ(f) + LΓ\Σ([∂nu])−MΓ\Σ([u]) in Ω
0 in Ω
C ∪ Σ .
By analyticity of fundamental solutions, this representation implies that u is analytic in
Rd\(Ωf ∪ (Γ \ Σ)). On the other hand, u = 0 in ΩC and by analytic continuation through
Σ, we conclude that u is also null in the connected component of Ω\Ωf containing Γ.
Corollary 2.6 Let u ∈ H2(Ω) satisfy
{
∆u = f in Ω
u = ∂nu = 0 on Σ
for a source f , null in an open and connected set Ω
C
f ⊂ Ω such that Γ ⊂ ∂Ω
C
f . Then,
u = 0 in Ω
C
f .
In particular, the unique solution of Laplace equation with null Cauchy data on Σ is u = 0.
Remark 2.7 We note that the integral representation and Holmgren’s lemma are still
valid for u ∈ H1∆(Ω). In this situation, the normal trace is in H−1/2(Γ) and the single
layer potential must be considered in the duality sense.
2.2 Helmholtz equation
In this section we give a brief description of the physical context of the Helmholtz equa-
tion and the boundary conditions usually considered in boundary value problems. An
application of Green formulas and the previous properties of potentials yields a similar
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representation formula for a solution of Helmholtz equation. In particular, the Holmgren
lemma is also valid for the Helmholtz case.
The Helmholtz equation
∆u + κ2u = 0
arises naturally in physical applications related to wave propagation and vibration phe-
nomena. The constant κ is called wave number and can be seen as the quotient between
the frequency ω > 0 and the speed of the wave propagation c. In the presence of an
acoustic source, we have the non homogeneous Helmholtz equation
∆u + κ2u = f.
For κ = 0, this non homogeneous equation reduces to Poisson equation. Although the
wave number can be a complex function we will consider only the constant and non
negative situation.
Plane waves
Plane waves are functions defined by
vκ,d̂(x) := e
iκx·d̂, d̂ ∈ Sd−1
where Sd−1 := {x ∈ Rd : |x| = 1} and are particular solutions of the homogeneous
Helmholtz equation, ie.,
(∆ + κ2I)vκ,d̂ = 0 in R
d
in all directions d̂ ∈ Sd−1.
Boundary conditions
For a domain Ω with boundary Γ, we consider the Dirichlet and Neumann conditions:
• Dirichlet:
u = g on Γ.
With this condition we are imposing (or measuring) the pressure for the sound wave
at the boundary.
• Neumann:
∂nu = g1 on Γ,
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and this corresponds to the prescription of the normal component of the velocity of
the wave at the boundary.
When null pressure is imposed on the boundary we obtain the eigenvalue problem for
the Laplace–Dirichlet operator
{
∆u = −κ2u in Ω
u = 0 on Γ
.
2.2.1 Fundamental solutions
A fundamental solution for the Helmholtz equation satisfies
∆Φκ + κ
2Φκ = −δ
in Rd and the usual expression is (see [34])
Φκ(x) :=
i
4
H
(1)
0 (κ|x|) (2.6)
in the 2D case and
Φκ(x) :=
eiκ|x|
4π|x|
in the 3D case, where H
(1)
0 is the first Hänkel function. When there is no ambiguity about
the dependence on κ, we simply write Φ. With this notation, the point source function
Φy : Rd \ {y} −→ C defined by
Φy(x) := Φ(y − x)
is analytic and we have
∆Φy + κ
2Φy = −δy in Rd.
2.2.2 Integral representation
Consider the Newton and the boundary layer potentials with kernel given by the afore-
mentioned fundamental solution and the corresponding trace and normal trace. Then,
the acoustic version of Theorem 2.4 holds (see [34]) and the asymptotic behavior is now
given by the Sommerfeld radiation condition
lim
r→∞
r
d−1
2 (
∂u
∂r
− iκu) = 0
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where r = |x| and the limit is assumed to hold uniformly in all directions x/|x|. Thus,
for u satisfying the inhomogeneous Helmholtz equation and the Sommerfeld radiation
condition we have the integral representation
u(y) = −V (f)(y) + LΓ([∂nu]Γ)(y)−MΓ([u]Γ)(y), y ∈ Rd \ Γ.
The following, is the version of corollary 2.6 for the Helmholtz equation.
Lemma 2.8 Let u ∈ H2(Ω) satisfy
{
∆u + κ2u = f in Ω
u = ∂nu = 0 on Σ ⊂ Γ
for a source f , null in an open and connected set Ω
C
f ⊂ Ω such that Γ ⊂ ∂Ω
C
f . Then,
u = 0 in Ω
C
f .
In particular, the unique solution of the homogeneous Helmholtz equation in Ω with null
Cauchy data on Σ is u = 0.
Considering the single layer potential defined in a duality sense, the integral represen-
tation and the previous lemma are valid for u ∈ H1∆(Ω).
2.3 Elasticity system
An Hookean or linear elastic body has the property that the stress tensor, σ, is zero in the
undeformed state and deforms with a linear stress-strain relationship without dissipation
of energy. Supposing further that the body is isotropic and homogeneous, we have by
Hooke’s law
[σ(u)]ij = [λ(∇.u)I + 2µε(u)]ij
where:
• u = (u1, . . . , ud), d = 2, 3 is a vectorial function describing the displacement of the
body and ∇ · u is the divergence of the displacement,
• ε is the stress-strain tensor of u and is given by
[ε(u)]ij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
)
=
1
2
[∇u +∇u>]
ij
and
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• λ and µ are the Lamé coefficients, which are (positive) parameters describing elastic
properties of the body.
The equations of motion of an elastic body under a body force f are given by
∇ · σ(u)− f = ρ∂
2u
∂t2
where ρ is the mass density. When there is no body force and when the body is in
static equilibrium the equations of motion reduce to the Lamé system (or Cauchy–Navier
equation of elastostatics)
∇ · σ(u) = 0.
We define
∆∗u := ∇ · σ(u).
Using the formal identity ∆ = ∇(∇·)−∇×∇× we can write
∆∗u = µ∇ · (∇u) + (λ + µ)∇(∇ · u)
= µ∆u + (λ + µ)∇(∇ · u),
where ∆u = (∆u1, . . . , ∆ud).
The usual boundary conditions for the Lamé system are:
• Dirichlet:
u = g on Γ.
This means that the displacement on the boundary is prescribed.
• Neumann:
∂∗nu = g1 on Γ,
where ∂∗nu := σ(u)n is the traction vector.
• Robin:
∂∗nu + Zu = g1 on Γ,
where the Robin coefficient Z is now a matrix.
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2.3.1 Fundamental tensors
A fundamental solution for the Lamé system is a solution of
∆∗Φ = −δI
in Rd, where I is the identity matrix. We consider (eg. [34])
[Φ(x)]i,j :=
λ + 3µ
4πµ(λ + 2µ)
(
− log |x|δij + λ + µ
λ + 3µ
xixj
|x|2
)
, 1 ≤ i, j ≤ 2
in R2 and in R3,
[Φ(x)]i,j :=
λ + 3µ
8πµ(λ + 2µ)
(
1
|x|δij +
λ + µ
λ + 3µ
xixj
|x|3
)
, 1 ≤ i, j ≤ 3,
where δij is the Kronecker delta. The point source function Φy is defined as in (2.2).
2.3.2 Elastostatic potentials
Integration by parts formulas are given by:
∫
Ω
σ(u) : ε(v)dx−
∫
Γ
∂∗nu · vdς = −
∫
Ω
∆∗u · vdx
for u ∈ H2(Ω) and v ∈ H1(Ω), where
σ(u) : ε(v) :=
∑
i,j
σi,j(u)εi,j(v)
is the tensorial inner product. The bold notation H2(Ω) represents the product space
(H2(Ω))d.
If u, v ∈ H2(Ω),
∫
Ω
(∆∗u · v − u ·∆∗v)dx =
∫
Γ
(∂∗nu · v − u · ∂∗nv)dς.
Given some integrable density φ = (φ1, . . . , φd), the single layer elastostatic potential
is defined by
LΓ(φ)(y) :=
∫
Γ
Φy(x)φ(x)dςx, y ∈ Rd \ Γ
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understood in the sense
∫
Γ
Φy(x)φ(x)dςx =
[∫
Γ
([Φy(x)]j,1φ1(x) + . . . + [Φy(x)]j,dφd(x))dςx
]
j
, 1 ≤ j ≤ d. (2.7)
The double layer potential is defined by
MΓ(φ)(y) :=
∫
Γ
∂∗nxΦy(x)φ(x)dςx, y ∈ Rd \ Γ,
where
∂∗nxΦy(x) =
[
∂∗nx(Φy(x)ei)j
]
i,j
, 1 ≤ i, j ≤ d
and ei is the i-th vector of the standard basis in Rd.
The single and double layer elastostatic potentials behave near the boundary like the
scalar (harmonic) potentials. Using the ”bold letters” for the trace and normal trace
notations we have.
Theorem 2.9 ([34]) Given φ ∈ H1/2(Γ) and ψ ∈ H3/2(Γ) we have,
(a) S+Γ (φ) = S
−
Γ (φ) (c) N
±
Γ (φ) = ∓12φ + K∗Γ(φ)
(b) K±Γ (ψ) = ±12ψ + KΓ(ψ) (d) D+Γ (ψ) = D−Γ (ψ)
where K∗Γ denotes the adjoint of KΓ and KΓ is defined as in (2.3).
Let f be a source with compact support Ωf and such that Φyf is integrable in Rd. The
Newton potential is defined by
V(f)(y) :=
∫
Rd
Φy(x)f(x)dx
where the improper integral is understood in the sense of (2.7). The usual notation VΩ(f)
denotes the integration on some open set Ω ⊂ Rd.
Theorem 2.10 If
u = −V(f) + LΓ(φ)−MΓ(ψ)
and u satisfies the asymptotic conditions (2.4) with α > 0 then
φ = [∂∗nu]Γ ∧ ψ = [u]Γ.
18 Preliminary results
We conclude with the elastostatic version of Holmgren’s lemma (also called Almansi’s
lemma).
Lemma 2.11 Given a relatively open set Σ ⊂ Γ let u ∈ H2(Ω) satisfy
{
∆∗u = f in Ω
u = ∂∗nu = 0 on Σ ⊂ Γ
for a source f , null in an open and connected set Ω
C
f ⊂ Ω such that Γ ⊂ ∂Ω
C
f . Then,
u = 0 in Ω
C
f .
In particular, the unique solution of Lamé system with null Cauchy data on Σ is u = 0.
2.4 Inverse problems
The aim of collecting data is to gain meaningful information about a physical system or
phenomenon of interest. If the collected (measured) data dependents on some inaccessible
quantities then it is expected that the data contains, somehow, information about those
quantities of the system. Loosely speaking, in an inverse problem we measure an effect
and want to determine the cause. As opposite, in a direct or forward problem we have a
complete description of a phenomenon (cause) and want to predict the outcome of some
measurements (effect). A first remark is that in the inverse problem, one cannot expect
to obtain information regarding parameters or other quantities that do not make sense in
the actual model. From the mathematical point of view, this means that in the inverse
problem one assumes the existence of an associated direct problem.
2.4.1 Ill–posedness and regularization
In general, direct problems are well–posed and inverse problems are ill–posed (in the sense
of Hadamard). We recall that for an operator F : U → V , where U ⊂ X, V ⊂ Y and
X, Y are normed spaces the equation
Fφ = gn (2.8)
is well–posed if F is bijective and the inverse F−1 is continuous, and ill–posed if at least
one of those conditions does not hold. Thus, (2.8) is ill–posed if:
(1) F is not surjective or
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(2) F is not injective or
(3) F−1 exists but is not continuous.
The surjective question in inverse problems is not the right question to ask. In fact, it
is not possible to characterize all the possible outcomes of a given experience. Moreover
measurement errors are expected to occur and equation (2.8) may fail to have a solution
for noisy right hand side data.
The injectivity question addresses whether the model information, φ, can be uniquely
identified from the value Fφ. This will be the identifiability results presented through
this work.
The third point regards instability which is a common feature of inverse problems.
To further analyze ill–posedness, assume that X,Y are Hilbert spaces and F : X → Y
is linear and compact. Denote by F ∗ : Y → X its adjoint. The self adjoint and compact
operator F ∗F : X → X has a countable number of non negative eigenvalues (λn)n∈N with
finite (geometric) multiplicity. The scalars
νi :=
√
λi, i ∈ N
are called singular values of the operator F . As usual, we consider the order (repeating
the singular value according to the multiplicity of the corresponding eigenvalue)
ν1 ≥ ν2 ≥ . . .
Theorem 2.12 In the above conditions, there exists orthonormal sequences (φn) in X
and (ψn) in Y such that
Fφn = νnψn, F
∗ψn = νnφn, ∀n ∈ N.
For each φ ∈ X, we have the singular value decomposition
φ =
∑
n≥1
〈φ, φi〉X φn + Qφ
with the orthogonal projection operator Q : X → ker F and
Fφ =
∑
n≥1
νn 〈φ, φn〉X ψn.
Proof. See [36].
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Each system (νn, φn, ψn) with these properties is called a singular system of F .
Theorem 2.13 (Picard) Let F : X → Y be a compact linear operator with singular
system (νn, φn, ψn). The equation
Fφ = gn
is solvable if and only if gn belongs to the orthogonal complement (ker F
∗)⊥ and satisfies
∑
i≥1
1
ν2i
| 〈gn, ψi〉Y |2 < ∞.
In this case a solution is given by
φ =
∑
i≥1
1
νi
〈gn, ψi〉Y φi.
Proof. See [36].
Now consider a perturbation of gn in the direction of ψi that is,
gδn = gn + δψi.
A solution to the corresponding perturbed problem is φδ = φ + δφi/νi and we have
||φδ − φ||X
||gδn − gn||Y
=
1
νi
which can be can large because F is compact. Thus, a small perturbation on gn can
induce a large perturbation on the solution.
Regularization methods
Regularization methods are methods for constructing a stable approximate solution. Sup-
pose F is injective and that gn ∈ F (X). Given a perturbation gδn with a known error
level
||gδn − gn||Y ≤ δ
we want to construct a stable (and reasonable) approximation φδ to the exact solution of
(2.8), i.e., we want φδ to depend continuously on gδn.
Again, we will mainly follow the exposition presented in [36]. We start with the
definition of regularization scheme.
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Definition 2.14 Let X, Y be normed spaces and F : X → Y be an injective bounded
linear operator. A family of bounded linear operators Rµ : Y → X, µ > 0 with the
property of pointwise convergence
lim
µ→0
RµFφ = φ,
for all φ ∈ X is called a regularization scheme for the operator F . The parameter µ is
called the regularization parameter.
The regularization scheme approximates the solution of (2.8) by
φδµ := Rµg
δ
n.
We will now describe one of the most used regularization scheme, the Tikhonov regu-
larization.
Theorem 2.15 Let F : X → Y be a compact linear operator between Hilbert spaces.
Then, for each µ > 0 the operator µI + F ∗F : X → X is bijective and has a bounded
inverse. Furthermore, if F is injective then
Rµ := (µI + F
∗F )−1F ∗
describes a regularization scheme with ||Rµ|| ≤ 1/2√µ.
The next result shows that the stability is achieved by introducing a balance between
the residual ||Fφ− gn||2Y and the size of the solution ||φ||2X .
Theorem 2.16 Let F : X → Y be a compact linear operator (between Hilbert spaces)
and µ > 0. Then for each gn ∈ Y there exists a unique φµ ∈ X such that
||Fφµ − gn||2Y + µ||φµ||2X = inf
φ∈X
{||Fφ− gn||2Y + µ||φ||2X
}
.
The minimizer is the unique solution of
(µI + F ∗F )φ = F ∗gn
and depends continously on gn.
In order to implement the Tikhonov scheme, first we must choose a regularization
parameter. Since the approximate solution satisfies the error bound
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||φδµ − φ||X ≤ δ||Rµ||+ ||RµFφ− φ||Y
then, typically, the first right hand side term increases and the second term decreases as
µ → 0. Thus, depending on δ, the choice of regularization parameter µ must be carefull.
On one hand, accuracy of the approximation asks for a small parameter µ and on the
other stability asks for a large parameter µ.
Quite often, the choice of regularization parameter µ is made by trial and error. There
are also several practical methods for the choice of µ. The following are two of the most
used.
• Morozov discrepancy principle The motivation for the Morozov discrepancy principle
(cf. [72]) is based on the consideration that, for perturbed data gδn, the residual ||Fφ−gn||Y
should not be smaller than the accuracy of the measurements of gn, i.e., the regularization
parameter should be chosen such that
||Fφδµ − gδn||Y = cδ
with some fixed parameter c ≥ 1.
• L–curve criterion The L–curve (cf. [65]) is perhaps the most convenient graphical
tool for displaying the trade-off between the size of the regularized solution and its fit to
the given data as the regularization parameter varies. It is a log–log plot of the norm
||Fφδµ−gδn||Y versus ||φδµ||X , for µ > 0. It has an ”L” shape and the criterion to choose the
regularization parameter is to find µ such that the pair (log (||Fφδµ − gδn||Y ), log (||φδµ||X))
lies on the ”corner” of the curve.
2.4.2 Ill conditioning in inverse and direct problems
In the following we will consider boundary layer integral operators such as
F : L2(Γ̂) → L2(Γ)
φ 7→ LΓ̂(φ)
.
When Γ and Γ̂ are different boundaries the kernel of this operator (a fundamental solution)
is analytic and F defines a compact operator.
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Then, solving the integral equation of the first kind,
Fφ = gn
is an inverse problem that fits in the previous general framework for linear operators.
It is interesting to note that this might be seen in two different contexts:
(i) in the inverse problem context – for instance in the decomposition method that we
will address;
(ii) in the direct problem context – related to the method of fundamental solutions.
It is clear that (i) is the usual context while dealing with the Cauchy problem. The ill
posedness is an unavoidable feature of the inverse problems. On the other hand, it appears
in (ii), in the context of direct problems, only as our choice for the forward solver. These
two subjects will be related in Section 4.2.
In the classical method of fundamental solutions one may use Tikhonov regularization
techniques to overcome the ill posed nature of the first kind integral equation. This has
been only considered in the discretized framework, in terms of matrices.
In theoretical terms, density results have been used to prove that the range of F is
dense, and therefore show the applicability of the method. It is important to stress here
that the application of Tikhonov’s regularization scheme Rµ to the operator F also allows
to define a pseudo-inverse
Rµ = (µI + F
∗F )−1F ∗
here with the adjoint
F ∗ψ = LΓ(ψ) (on Γ̂).
This pseudo-inverse gives the best approximations (in the sense of Theorem 2.16),
φµ = Rµgn
and will lead to the solution, whenever gn lies in the range of F.

3
Obstacle identification from a single
measurement for a Laplace problem
In this chapter we study the identification of inclusions or cavities within a conducting
medium Ωc by means of external boundary measurements. This is a nonlinear inverse
problem in nondestructive testing and it has been considered in the literature as a math-
ematical model for detection of corrosion phenomena (eg. [28], [50]). In a simplified
model, Laplace equation holds in the medium Ωc. Measuring data on some part Σ ⊂ Γ
of the external (accessible) boundary Γ, we aim to detect the occurrence of damage on
the inaccessible part of the boundary, γ (note that ∂Ωc = Γ ∪ γ). Kaup and Santosa
introduced and tested in [56] (see also [57]) a model borrowed from electrical impedance
tomography based on electrostatic data collection. Other model, based on temperature
and heat flux boundary data, was described by Bryan and Caudill in [28]. This is an
example of thermal imaging.
In the aforementioned literature, two models for the damage due to corrosion in γ have
been considered:
(a) The effect of corrosion is modeled by a small perturbation, δγ, of γ. The inverse
problem consists in retrieving δγ from data collected at an accessible part of the
boundary (eg. [28], [57]).
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(b) The corrosion is represented by a non negative exchange coefficient Z in a Robin
boundary condition. The inverse problem is to obtain the Robin coefficient Z on γ
again from data at an accessible part of the boundary (eg. [50]).
In this chapter, the first section is dedicated to the inverse geometric problem that can
model (a) . We start with the statement of the inverse problem (paragraph 3.1.1) and we
study the identification of an inclusion or cavity from a single boundary measurement.
Then, in paragraph 3.1.2, we present a well known result of the domain derivative for
the Dirichlet problem with a twofold objective: first to discuss a local Lipschitz stability
result and second to use the derivative expression for an iterative reconstruction method.
The same organization was considered for the Robin problem related to (b) (second
section).
3.1 Geometric problem
In this section we analyze the identifiability of an inclusion or cavity from a pair of
boundary data and provide a criterion to distinguish them using such data. We start
with the statement of the direct problem. Let ω, Ω ⊂ Rd (d = 2, 3) be two open, simply
connected and bounded domains such that ω ⊂ Ω. The boundaries
Γ := ∂Ω and γ := ∂ω
are assumed to be C2 closed curves. We define the domain of propagation by
Ωc := Ω \ ω.
Ωc is a doubly connected domain with regular boundary ∂Ωc = Γ ∪ γ (see Fig. 3.1).
Figure 3.1: Example of a domain of propagation Ωc ⊂ R2.
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Consider the following direct problem:
Given g (an input function), measure gn := ∂nu on Σ ⊂ Γ, where u solves the problem



∆u = 0 in Ωc
u = g on Γ
Bu = 0 on γ
(3.1)
and B is either the Dirichlet or Neumann boundary operator, ie.:
Dirichlet: B is the operator
Bu = u.
The condition
u = 0 on γ
means that ω is a perfectly conducting or rigid inclusion.
Neumann: B is the operator
Bu = ∂nu
The condition
∂nu = 0 on γ
means that γ is a perfectly insulating inclusion or a cavity.
For these cases, we denote (3.1) by (PD) and (PN), respectively.
The following is a well known result (eg. [42], [77]).
Theorem 3.1 If g ∈ H3/2(Γ) then (PD) and (PN) are well posed, with solution in
H2(Ωc).
Remark 3.2 If the regularity of the boundary is C1 and g ∈ H1/2(Γ), the previous
problem has a unique (weak) solution in H1(Ωc). The stronger assumptions γ ∈ C2 and
u ∈ H2(Ωc) will be needed for the domain derivative calculation.
The same conclusions hold if ω is a finite union of simply connected and disjoint
domains. In a more general case, we can have rigid inclusions, cavities or a mixture of
both.
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3.1.1 Inverse problem
The inverse geometric problem can be stated as:
(IGP): From a single pair of Cauchy data on Σ ⊂ Γ, identify the inclusion ω.
This is well known to be an ill posed and non linear inverse problem. In fact, without
prior assumptions on the boundary data, (IGP) may not even be uniquely solvable. The
following definition will give a framework to address (IGP).
Definition 3.3 Let Σ ⊂ Γ be a nonempty and open set in the topology of Γ. We define
GD(Γ) := {(φ, ψ) ∈ H3/2(Γ)×H1/2(Γ) ∧ ∃u ∈ H2(Ωc) solving (PD)
with φ = u|Γ ∧ ψ = ∂nu|Γ}
as the space of compatible Cauchy data for problem (PD). Analogously, we define GN(Γ)
as the space of compatible Cauchy data for (PN). We denote by GD(Σ) and GN(Σ) the
restriction of GD(Γ) and GN(Γ) to Σ, respectively.
As a consequence of Holmgren’s lemma, we can identify compatible boundary data
with the solution of (PD) (or (PN)) via
u 7→ (g, ∂nu) ∈ GD(Σ).
In particular, results requiring compatible Cauchy data (in GD(Γ)) are also valid for partial
boundary data (in GD(Σ)).
Example 3.4 Consider the circular domain of propagation
Ωc := {x ∈ R2 : r < |x| < R},
with 0 < r < R. Let g be a given constant input function on Γ and measure the (constant
and non null) data gn = ∂nu on Γ, where u is the unique solution of the Dirichlet problem
(PD). We show that in this simple setting, if we know that ω is a centered circle, then
its radius, r, can be explicitly computed from the compatible Cauchy data (g, gn). We
consider the radial function
u(x) := a + b log |x|, x ∈ R2 \ {0}
and compute a, b, r by imposing the homogeneous Dirichlet boundary condition on γ :=
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∂B(0, r) and the Cauchy conditions on Γ := ∂B(0, R). Thus,



∂nu(x) = gn on Γ
u(x) = g on Γ
u(x) = 0 on γ
⇔



bx/|x| · x/|x|2 = gn on Γ
a + b log R = g
a + b log r = 0
⇔



b = Rgn
a = g −Rgn log R
r = Re−g/(Rgn)
and the last right hand side equation gives an explicit formula to compute r.
For the general case, the boundary of ω is defined by many parameters and a more subtle
analysis for the identification and reconstruction is required. The following lemma will
be needed to establish uniqueness of the inverse problem.
Lemma 3.5 Let Ω be a connected domain with regular boundary Γ and consider the
decomposition
Γ = Γ0 ∪ Γ1
where Γ0 and Γ1 are relatively open and disjoint sets. Then, if Γ0 = ∅, there exists a
unique solution of the mixed problem



∆u = 0 in Ω
u = 0 on Γ0
∂nu = 0 on Γ1
(3.2)
in H2(Ω)/R. If Γ0 6= ∅, the unique solution in H2(Ω) is the null function.
Proof. Existence is clear. Considering Green’s formula for u ∈ H2(Ω) solving (3.2) we
obtain
||∇u||2L2(Ω) =
∫
Ω
∇u · ∇udx =
∫
∂Ω
∂nuudς −
∫
Ω
∆uudx = 0.
Therefore, ∇u = 0 in Ω and we conclude that u = c on Ω. For a pure Neumann problem
(Γ0 = ∅) this means that the solutions of the mixed problem are only constants. Now if
Γ0 6= ∅, the condition u|Γ0 = 0 implies u = 0 in Ω.
We now prove that from a single pair of compatible Cauchy data on Σ we can identify
and distinguish inclusions from cavities and, in particular, we obtain the uniqueness result
for (IGP). Denote by GgD(Σ) (GgN(Σ)) the restriction of GD(Σ) (GN(Σ)) to the pairs where
the first component is g|Σ.
Theorem 3.6 If the restriction of g to Σ is not constant then a single pair of compatible
data (g|Σ, gn|Σ) determines uniquely ω and allows to distinguish between Dirichlet and
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Neumann b.c., more precisely,
GgD(Σ) ∩ GgN(Σ) = ∅.
Proof. We start by proving that ω is determined by a single pair of (compatible) Cauchy
data. Consider two domains of propagation Ω1c and Ω
2
c with regular boundaries
∂Ω1c = Γ ∪ γ1 and ∂Ω2c = Γ ∪ γ2
respectively. Take γi = ∂ωi and ωi ⊂ Ω.
Let (g, gn) belong to GD(Σ) or GN(Σ) for the domains of propagation Ω1c and Ω2c . This
means that exists ui ∈ H2(Ωic) solving (PD) or (PN) in Ωic such that
g|Σ = u1|Σ = u2|Σ ∧ gn|Σ = ∂nu1|Σ = ∂nu2|Σ. (3.3)
Therefore, u1 and u2 have the same Cauchy data on Σ hence, by the Holmgren lemma,
u1 = u2 in Ω̃c,
where Ω̃c denotes the connected component of Ω
1
c ∩ Ω2c that contains Γ. Now, ∂Ω̃c =
Γ ∪ γ̃1 ∪ γ̃2 with γ̃j ⊂ γj and γ̃1 ∩ γ̃2 = ∅. Assume that Ω1c 6= Ω2c and without loss of
generality suppose that γ̃2 is open and nonempty.
- If Ω1c ∩Ω2c is connected, ie Ω1c ∩Ω2c = Ω̃c, take σ = ω2 \ω1 ⊂ Ω1c which is a nonempty
open set with boundary ∂σ ⊂ γ̃2 ∪ γ1 (see Fig. 3.2, left).
- If Ω1c ∩ Ω2c is not connected, take σ as a (simply) connected component of Ω1c \ Ω̃c.
Again, ∂σ ⊂ γ̃2 ∪ γ1. (see Fig. 3.2, right).
In both cases, it is clear that ∆u1 = 0 in σ and on γ1 we have null Dirichlet or
Neumann data. By analytic continuation, u1 has also null Dirichlet or Neumann data on
γ̃2. Hence, we can consider a decomposition ∂σ = η1∪η2 where we can apply Lemma 3.5.
Thus, u1 is constant on the open and connected set σ and by analytic continuation, u1 is
constant on Ω̃c. This implies g|Σ = u1|Σ constant, which contradicts the assumption that
g|Σ is not constant. It follows that Ω1c = Ω2c .
For the second part of the theorem, notice that since Ω1c = Ω
2
c then u1 = u2 on Ωc = Ω
1
c .
In particular, if
u1|γ = 0 ∧ ∂nu1|γ = 0
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then, by Holmgren’s lemma, u1 = 0 in Ωc and again this contradicts the fact that g|Σ
is not constant. We can thus conclude that the boundary condition on γ is also fully
identified from the single pair of Cauchy data (g, gn) on Σ.
Figure 3.2: Examples for the chosen σ, when Ω1c∩Ω2c is connected (left) and not connected
(right).
Remark 3.7 If we know a priori that ω is a rigid inclusion then it follows from the
previous proof that identification can be establish under the assumption that g is not
identically null on Σ. Moreover, the result is still valid if ω is a union of simply connected,
disjoint open domains.
A criterion to distinguish inclusions from cavities
As previously proved, given a non constant input function, we can distinguish an inclusion
from a cavity from compatible Cauchy data. However, the result does not give a criterion
to distinguish such boundaries conditions. The next result presents, in a classical solution
framework, a criterion for such identification.
Theorem 3.8 Suppose that ω is a rigid inclusion or a cavity. Let g ∈ C0(Γ) be a strictly
positive input function and gn = ∂nu|Γ, where u is a classical solution of (PD) or (PN).
Then, ω is a cavity if and only if
∫
Γ
gndς = 0.
Proof. Suppose that ω is a cavity and let u be a solution of (PN) in the conditions of the
proposition. By Green’s formula, we obtain
0 =
∫
∂Ωc
∂nudς =
∫
Γ
∂nudς +
∫
γ
∂nudς =
∫
Γ
∂nudς =
∫
Γ
gndς.
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Reciprocally, we prove that
∫
Γ
gndς = 0 implies that ω is a cavity. By contradiction,
assume that ω is a rigid inclusion and let u be the classical solution of (PD). Since g is
positive, we have by the maximum principle and Hopf’s lemma
∂nu < 0 at γ. (3.4)
By Green’s formula ∫
γ
∂nudς = −
∫
Γ
gndς,
and since by hypothesis
∫
Γ
gndς = 0, the last equation gives
∫
γ
∂nudς = 0 which, by (3.4),
is impossible.
3.1.2 Local Lipschitz stability
Let
C := {γ ∈ C2 : exists a simply connected domain ω with γ = ∂ω ∧ ω ⊂ Ω}
be the class of admissible shapes. As usual, Ωc = Ω\ω denotes the domain of propagation
with C2 boundary ∂Ωc = Γ ∪ γ. Consider the nonlinear (injective) operator
F : C −→ H1/2(Γ)
γ 7→ gn
where, for given g ∈ H3/2(Γ), (g, gn) ∈ GD(Γ).
Consider a perturbation of F (γ) in the range of F , say F (γε). In this section we study
the effect of this perturbation in the perturbation of the shape γ, γε. The main tool is
the domain derivative map F ′(γ)Ψ in the direction of some vector field Ψ (eg. [81]). We
start by defining the class of admissible perturbations of γ.
Definition 3.9 A map Ψ ∈ C2(Ω,Rd) is called an admissible vectorial field if
supp Ψ ⊂ O, where O is an open bounded set with regular boundary such that O ⊂ Ω.
Given ε ∈ R consider a perturbation of the identity Ψε : Ω −→ Rd defined by
Ψε = I + εΨ
where Ψ is an admissible vectorial field. For small |ε|, Ψε is a C2 diffeomorphism and we
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define the perturbed domain of propagation
Ωεc := Ψε(Ωc).
The boundary of the perturbed inclusion ωε is C
2 and will be denoted by γε. We note
that Ω0c is the original domain of propagation Ωc and therefore ω0 = ω and γ0 = γ (see
Fig. 3.3).
Figure 3.3: A deformation of Ωc by the diffeomorphism Ψε.
We prove that, for an appropriate admissible vector field, we have the Lipschitz stability
result
∃c > 0 : ||F (γε)− F (γ)||H−1/2(Γ) ≥ c|ε|.
This is formulated by the next result.
Theorem 3.10 (Local Lipschitz stability) Suppose that Ψ is an admissible vector field
and g ∈ H3/2(Γ) \ {0}. Then,
F ′(γ)Ψ = 0 ⇔ Ψ(x) ⊥ nx, ∀x ∈ γ. (3.5)
We start by computing the expression of the derivative map F ′(γ). We will mainly
follow the ideas presented in [6] and [58].
Let ũ ∈ H2(Ω) be such that
ũ = 0 in O and ũ|Γ = g
and define w = u − ũ, where u solves (PD). Thus, w is the unique solution of the
variational problem
{
Find z ∈ H10 (Ωc) such that
S(z, v) = − ∫
Ωc
∇ũ · ∇vdx, ∀v ∈ H10 (Ωc)
(3.6)
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with the bilinear form
S(z, v) :=
∫
Ωc
∇z.∇vdx.
Denote by wε the unique solution of the following variational problem in the perturbed
domain Ωεc {
Find zε ∈ H10 (Ωεc) such that
Sε(zε, vε) = −
∫
Ωεc
∇ũ · ∇vεdy, ∀vε ∈ H10 (Ωεc)
with
Sε(zε, vε) :=
∫
Ωεc
∇zε.∇vεdy.
Consider the change of variables y = Ψε(x) and denote by JΨε the corresponding Jacobian
matrix. We have
Sε(wε, vε) =
∫
Ωc=Ψ
−1
ε (Ωεc)
∇(wε ◦Ψε) · (J>Ψ−1ε JΨ−1ε ∇(vε ◦Ψε))| det JΨε|dx (3.7)
and
∫
Ωεc
∇ũ.∇vεdy =
∫
Ωc=Ψ
−1
ε (Ωεc)
∇(ũ ◦Ψε) · (J>Ψ−1ε JΨ−1ε ∇(vε ◦Ψε))| det JΨε|dx. (3.8)
On the other hand, the C2 diffeomorphism Ψε : Ωc −→ Ωεc induces the isomorphism
f 7→ f ◦ Ψε : H10 (Ωεc) −→ H10 (Ωc). We identify wε = wε ◦ Ψε with wε and note that
ũ ◦Ψε = ũ, i.e., ũ is invariant under this isomorphism.
Lemma 3.11 There exists w∗ and r(ε) both in H10 (Ωc) such that
wε = w + εw∗ + εr(ε) (3.9)
and r(ε) →
ε
0 in H10 (Ωc).
Proof. We start by proving that wε → w in the (equivalent) norm
||u||H10 (Ωc) := ‖∇u‖L2(Ωc) .
From equations (3.7) and (3.8) we conclude that wε is a solution of the following variational
problem.
• Find z ∈ H10 (Ωc) such that:
∫
Ωc
| det JΨε|J>Ψ−1ε JΨ−1ε ∇z · ∇vdx = −
∫
Ωc
| det JΨε|J>Ψ−1ε JΨ−1ε ∇ũ · ∇vdx, ∀v ∈ H
1
0 (Ωc).
(3.10)
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On the other hand, for small |ε|, we have the expansions,
JΨε = I + εJΨ + O(ε
2),
det JΨε = 1 + ε∇ ·Ψ + O(ε2) and
JΨ−1ε = I − εJΨ + O(ε2),
from where it follows that
| det JΨε|J>Ψ−1ε JΨ−1ε = I − ε
(
JΨ + J
>
Ψ −∇ ·ΨI
)
+ O(ε2).
Subtracting (3.10) from (3.6) for the corresponding solutions and inserting the previous
expansion we get
S(wε − w, v) = ε
∫
Ωc
(
JΨ + J
>
Ψ −∇ ·ΨI
)∇(wε + ũ) · ∇vdx + O(ε2). (3.11)
Since S is invertible and S(wε − w, •) ∈ H−1(Ωc),
||wε − w||H10 (Ωc) ≤ C||S(wε − w, •)||H−1(Ωc)
for some C > 0. Defining CΨ := ||JΨ + J>Ψ −∇ ·ΨI||∞, we get
∣∣∣∣
∫
Ωc
(
JΨ + J
>
Ψ −∇ ·ΨI
)∇(wε + ũ) · ∇vdx
∣∣∣∣ ≤ CΨ(||wε||H10 (Ωc) + ||ũ||H10 (Ωc))||v||H10 (Ωc)
for all v ∈ H10 (Ωc). From these two inequalities and (3.11),
||wε − w||H10 (Ωc) ≤ CCΨ|ε|(||wε||H10 (Ωc) + ||ũ||H10 (Ωc)) + O(ε2)
and using ||wε||H10 (Ωc) ≤ ||w||H10 (Ωc) + ||wε−w||H10 (Ωc) we obtain, for small |ε|, the estimate
||wε − w||H10 (Ωc) ≤
CCΨ|ε|
1− CCΨ|ε|(||w||H
1
0 (Ωc)
+ ||ũ||H10 (Ωc)) +
O(ε2)
1− CCΨ|ε|
and we conclude that wε → w in H10 (Ωc).
Now, looking at (3.11), w∗ should be the solution of the variational equation:
S(w∗, v) =
∫
Ωc
(
JΨ + J
>
Ψ −∇ ·ΨI
)∇(w + ũ) · ∇vdx, ∀v ∈ H10 (Ωc). (3.12)
In fact, to conclude, we show that, if w∗ is the solution of the previous variational equation
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then ∣∣∣∣
∣∣∣∣
wε − w
ε
− w∗
∣∣∣∣
∣∣∣∣
H10 (Ωc)
→ 0.
Since
S
(
wε − w
ε
− w∗, v
)
=
∫
Ωc
(
JΨ + J
>
Ψ −∇ ·ΨI
)∇(wε − w) · ∇vdx + O(ε
2)
ε
we have ∣∣∣∣
∣∣∣∣
wε − w
ε
− w∗
∣∣∣∣
∣∣∣∣
H10 (Ωc)
≤ C1CΨ||wε − w||H10 (Ωc) +
O(ε2)
|ε|
and the conclusion follows.
It is important to note that w∗ does not depend on the choice of ũ. In fact, since u = w+ũ
it follows that w∗ is the unique solution of the Poisson problem
{
∆w∗ = ∇ · [(JΨ + J>Ψ −∇ ·ΨI)∇u] in Ωc
w∗|∂Ωc = 0
. (3.13)
On the other hand, ∇ · [(JΨ + J>Ψ −∇ ·ΨI)∇u] ∈ L2(Ωc) and since the boundary of Ωc is
C2 we have, by regularity, that w∗ ∈ H2(Ωc) ∩H10 (Ωc).
We now analyze the right hand side of problem (3.13).
Lemma 3.12 We have,
∫
Ωc
(JΨ + J
>
Ψ −∇ ·ΨI)∇u · ∇vdx = −
∫
Ωc
(Ψ · ∇u)∆vdx, ∀v ∈ D(Ωc).
Proof. We follow [2]. Let Ψ = (Ψ1, . . . , Ψd). Given a test function v ∈ H2(Ωc) consider
the decomposition,
∫
Ωc
(JΨ + J
>
Ψ −∇ ·ΨI)∇u · ∇vdx =
∫
Ωc
(JΨ∇u) · ∇vdx +
∫
Ωc
∇u · (JΨ∇v)dx
−
∫
Ωc
(∇ ·ΨI)∇u · ∇vdx.
• For the first integral on the right hand side of the previous decomposition we have,
∫
Ωc
(JΨ∇u) · ∇vdx =
d∑
j=1
∫
Ωc
∇Ψj · ∇u ∂v
∂xj
dx.
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Applying Green’s formula,
d∑
j=1
∫
Ωc
∇Ψj · ∇u ∂v
∂xj
dx = −
d∑
j=1
∫
Ωc
Ψj∇ ·
(
∇u ∂v
∂xj
)
dx +
∫
∂Ωc
(Ψ · ∇v)∇u · n dς
= −
d∑
j=1
∫
Ωc
Ψj
(
∇u · ∇
(
∂v
∂xj
)
+ ∆u
∂v
∂xj
)
dx
+
∫
∂Ωc
(Ψ · ∇v)∇u · n dς
= −
d∑
j=1
∫
Ωc
Ψj∇u · ∇
(
∂v
∂xj
)
dx +
∫
∂Ωc
(Ψ · ∇v)∇u · n dς.
(3.14)
• For the second integral,
∫
Ωc
∇u · (JΨ∇v)dx =−
∫
Ωc
(∇u ·Ψ)∆vdx−
d∑
j=1
∫
Ωc
Ψj
(
∇
(
∂u
∂xj
)
· ∇v
)
dx
+
∫
∂Ωc
(Ψ · ∇u)∇v · n dς
Thus,
∫
Ωc
(JΨ + J
>
Ψ )∇u · ∇vdx =−
∫
Ωc
(∇u ·Ψ)∆vdx−
∫
Ωc
Ψ · ∇(∇u · ∇v)dx
+
∫
∂Ωc
(Ψ · ∇v)∇u · n dς +
∫
∂Ωc
(Ψ · ∇u)∇v · n dς (3.15)
On the other hand,
∫
Ωc
(∇ ·ΨI)∇u · ∇vdx = −
∫
Ωc
Ψ · ∇(∇u · ∇v)dx +
∫
∂Ωc
(∇u · ∇v)Ψ · n dς (3.16)
hence,
∫
Ωc
(JΨ + J
>
Ψ −∇ ·ΨI)∇u · ∇vdx =−
∫
Ωc
(∇u ·Ψ)∆vdx +
∫
∂Ωc
(Ψ · ∇v)∇u · n dς
+
∫
∂Ωc
(Ψ · ∇u)∇v · n dς −
∫
∂Ωc
(∇u · ∇v)Ψ · n dς
(3.17)
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and taking v ∈ D(Ωc),
∫
Ωc
(JΨ + J
>
Ψ −∇ ·ΨI)∇u · ∇vdx = −
∫
Ωc
(Ψ · ∇u)∆vdx.
By (3.13) and the previous lemma we can write, for v ∈ D(Ωc)
S(w∗, v) =
∫
Ωc
(JΨ +J
>
Ψ −∇·ΨI)∇u ·∇vdx = −
∫
Ωc
(Ψ ·∇u)∆vdx =
∫
Ωc
∇(Ψ ·∇u).∇vdx
that is
S(w∗ −Ψ · ∇u, v) = 0,∀v ∈ D(Ωc). (3.18)
Define the shape derivative function
w′ := w∗ −Ψ · ∇u ∈ H1(Ωc).
From (3.18), we have
∆w′ = 0 in Ωc.
Since Ψ = 0 in the open set Ω \ O then w′, w∗ have the same Cauchy data on Γ.
On γ, w∗ = 0 and therefore w′|γ = −(Ψ · ∇u)|γ. On the other hand, ∇u ∈ H1(Ωc),
∂nu ∈ H1/2(γ) ⊂ L2(γ) (recall that u ∈ H2(Ωc)) and since u|γ = 0 we have
∇u = (∇u · n)n = ∂nu n on γ.
In conclusion, the shape derivative function w′ verifies:



∆w′ = 0 in Ωc
w′|Γ = w∗|Γ = 0
∂nw
′|Γ = ∂nw∗|Γ
w′|γ = −(Ψ · n)∂nu|γ
. (3.19)
Proof of Theorem 3.10. Define the operator
F ′(γ)Ψ := ∂nw′|Γ ∈ H−1/2(Γ).
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From the previous results and the continuity of the normal trace operator we have
∣∣∣∣
∣∣∣∣
F (γε)− F (γ)
ε
− F ′(γ)Ψ
∣∣∣∣
∣∣∣∣
H−1/2(Γ)
→ 0, ε → 0.
Suppose that F ′(γ)Ψ = 0, i.e., ∂nw′|Γ = 0. Then, w′ has null Cauchy data on Γ and by
Holmgren’s lemma, w′ = 0 in Ωc. In particular, 0 = w′|γ = −(Ψ ·n)∂nu|γ. If Ψ(x) ·nx 6= 0
for some x ∈ γ then, by continuity, Ψ(x) · nx 6= 0 on some relatively open set σ ⊂ γ.
Then, we must have ∂nu|σ = 0 and again by Holmgren (recall that u|γ = 0), u = 0 in Ωc.
In particular, g = u|Γ = 0 which contradicts the hypothesis.
Reciprocally, if Ψ · n is identical null on γ then w′|γ = 0 and therefore w′|∂Ωc = 0.
Thus, w′ = 0 in Ωc and we conclude that
F ′(γ)Ψ = ∂nw′|Γ = 0.
3.2 Robin problem
Let Ωc be a C
1 domain of propagation defined as in section 3.1.
Consider the direct problem:
Given g compute gn = ∂nu on Σ ⊂ Γ where u solves the mixed problem
(PR)



∆u = 0 in Ωc = Ω \ ω
u = g on Γ = ∂Ω
∂nu + Zu = 0 on γ = ∂ω
. (3.20)
Again, n denotes the normal vector on γ, pointing outwards with respect to Ωc(or inward,
with respect to ω).
Theorem 3.13 If g ∈ H1/2(Γ) and Z ∈ L∞(γ) is such that Z ≥ 0 then (PR) is well
posed, with solution in H1(Ωc).
Proof. Let ũ ∈ H1(Ω) be the solution of
{
∆ũ = 0 in Ω
ũ = g on Γ
.
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Considering w = u− ũ, (PR) is well posed if and only if the problem



∆w = 0 in Ω
w = 0 on Γ
∂nw + Zw = h on γ
, (3.21)
where h := ∂nũ + Zũ, is well posed. Define the subspace
V = {s ∈ H1(Ωc) : s|Γ = 0}. (3.22)
It is well known that V is a closed subspace of H1(Ωc) and that
〈w, s〉V :=
∫
Ωc
∇w · ∇sdx, ∀w, s ∈ V (3.23)
defines an inner product on V . Denote by || · ||V the norm induced by this inner product.
By Poincaré inequality, this norm is equivalent to the norm induced by H1(Ωc), hence, V
equipped with this inner product is an Hilbert space.
The variational formulation of problem (3.21) is:



Find w ∈ V such that
S(w, s) =
∫
γ
hsdς, ∀s ∈ V (3.24)
where S is the bilinear continuous and symmetric form on V × V defined by
S(w, s) :=
∫
Ωc
∇w · ∇sdx +
∫
γ
Zwsdς.
Given s ∈ V ,
S(s, s) = ||s||2V + ||
√
Zs||2L2(γ) ≥ ||s||2V
therefore S is V-coercive. It follows from the Riesz theorem that w 7→ S(w, ·) is an
isomorphism between V and V ′. On the other hand, the linear form
s 7→ J(s) :=
∫
γ
hsdς
is continuous on V . Therefore, exists a unique w ∈ V such that
S(w, s) = J(s)
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and this concludes the proof.
Remark 3.14 The problem (PR) is not well posed for a general Z ∈ L∞(γ). For
instance, the following harmonic function in R2 \ {0},
u(x) = log(|x|),
satisfies
u(x) = 0, ∀x ∈ Γ := ∂B(0, 1)
and, on γ = ∂B(0, ρ), ρ > 0,
∂nu = −1
ρ
∧ u = log ρ
where n points inwards with respect to the domain ω := B(0, ρ). Considering ρ < 1 and
defining
Z :=
1
ρ log ρ
(< 0)
we conclude that both the null function and u solves (PR) in Ωc = B(0, 1) \ B(0, ρ) for
g = 0 and the aforementioned function Z.
3.2.1 Inverse problem
In this section we study the identification of the Robin coefficient from a boundary mea-
surement on Σ. A first question that arises is:
Can we identify the shape of ω for the mixed problem (PR) ?
The previous Remark 3.14 and an analysis of the proof of Theorem 3.6 suggests a negative
answer.
Example 3.15 (Non uniqueness of the geometric inverse problem for Robin b.c.)
Consider the harmonic function in R2 \ {0} defined by
u(x1, x2) = x1 +
x1
x21 + x
2
2
and the annular domain
Ωc = B(0, P) \B(0, ρ)
42 Obstacle identification from a single measurement for a Laplace problem
where 0 < ρ < P (see Fig. 3.4, left plot). On γ = ∂B(0, ρ), we have
∂nu|γ = ρ
2 − 1
ρ2
n · e1 ∧ u|γ = −(ρ
2 + 1)
ρ
n · e1.
Hence, u solves the problem



∆u = 0 in Ωc
u = g on Γ = ∂B(0, P)
∂nu + Zρu = 0 on γ
where g is the restriction of u to Γ and
Zρ ≡ ρ
2 − 1
ρ3 + ρ
.
The restriction of ρ → Zρ to the interval ]1, 3[ is positive and non injective (see Fig. 3.4,
right plot). This means that at least two circular inclusions generate the same Cauchy
data on Γ. Hence, no identification is possible for this problem considering the non null
input function g.
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(b) Plot of Zρ as a function of ρ.
Figure 3.4: Plot of the functions from Example 3.15.
The inverse Robin problem can be formulated as:
(IRP) : Assuming that ω is known, identify the Robin coefficient Z from a single pair of
Cauchy boundary data on Σ ⊂ Γ.
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As in (3.3), we denote by GR(Σ) the space of admissible Cauchy data on an open set
Σ ⊂ Γ, for problem (PR). Define the class of admissible Robin coefficients
CR :=
{
Z ∈ C0(γ) : Z ≥ 0} .
Theorem 3.16 (Uniqueness for (IRP)) If g is not identically null on Γ then a single
pair of compatible data (g, gn) ∈ GR(Σ) determines uniquely Z ∈ CR.
Proof. This result is well known and, for the sake of completeness we present a proof
following [33].
Suppose that exists u1, u2 ∈ H1(Ωc) solving (PR) for Z1, Z2 ∈ CR respectively such that
(g|Σ, ∂nu1|Σ) = (g|Σ, ∂nu2|Σ).
By Holmgren’s Lemma, u1 = u2 in Ωc. Thus, u1|γ = u2|γ and ∂nu1|γ = ∂nu2|γ, and we
have
(Z1 − Z2)u1 = 0 on γ. (3.25)
Assume by contradiction that Z1(x) 6= Z2(x), for some x ∈ γ. By continuity, there
exists a non empty open set σ in the topology of γ such that (Z1 − Z2)|σ 6= 0. From
(3.25) we obtain u1 = 0 on σ and the Robin boundary condition gives ∂nu = 0 on σ.
Using Holmgren’s Lemma we get u1 = 0 in Ωc and in particular g|Σ = u1|Σ = 0, which
contradicts the hypothesis.
Remark 3.17 Due to sign limitations on Z, the Robin inverse problem can not be
considered linear. In fact, consider the (injective) operator
G : CR −→ H−1/2(Γ) (3.26)
Z 7→ gn
where CR is the cone of admissible coefficients and, for given and fixed g ∈ H1/2(Γ), we
have (g, gn) ∈ GR(Γ). It is clear that, in order to have the property
G(Z1 + Z2) = G(Z1) + G(Z2)
then g ≡ 0 should be considered.
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3.2.2 Local Lipschitz stability
In this section, we follow the ideas in [33] and [50] to compute the directional derivative
of the map G defined in (3.26) and to present a local Lipschitz stability result.
Given Z > 0 ∈ CR define the perturbation in a given direction R ∈ C0(γ),
Zε := Z + εR.
Notice that, for sufficient small |ε|, Zε ∈ CR. Let ũ ∈ H1(Ωc) be the unique solution of



∆ũ = 0 in Ωc
ũ = g in Γ
ũ = 0 in γ
and define w = u− ũ. We have



∆w = 0 in Ωc
w = 0 in Γ
∂nw + Zw = h in γ
with h = −∂nũ. Thus, w is the unique solution of the variational problem



Find v ∈ V such that
S(v, s) =
∫
γ
hsdς, ∀s ∈ V (3.27)
where S is the bilinear form and V the Hilbert space considered in the proof of Theorem
3.13.
In terms of the perturbed problem, wε = uε − ũ is the unique solution of



Find v ∈ V such that
Sε(v, s) =
∫
γ
hsdς, ∀s ∈ V (3.28)
with
Sε(v, s) :=
∫
Ωc
∇v · ∇sdx +
∫
γ
(Z + εR)vsdς.
Subtracting the variational equations (3.28) and (3.27) with the corresponding solutions
we get
S(wε − w, s) = −ε
∫
γ
Rwεsdς. (3.29)
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Lemma 3.18 There exists w′ and r(ε) both in V such that
wε = w + εw
′ + εr(ε)
and r(ε) → 0 in V .
Proof. We follow the proof of Lemma 3.11. By the invertibility of S and equation (3.29)
we have
||wε − w||V ≤ CCR|ε|||wε||V
with C > 0 and CR = ||R||∞. Since
||wε||V ≤ ||wε − w||V + ||w||V
then, for small |ε|,
||wε − w||V ≤ CCR|ε|
1− CCR|ε| ||w||V
hence wε −→
ε→0
w in V . Let w′ be the unique solution of the variational problem



Find v ∈ V such that
S(v, s) = −
∫
γ
Rwsdς, ∀s ∈ V . (3.30)
We have
S(
wε − w
ε
− w′, s) = −
∫
γ
R(wε − w)sdς
hence ∣∣∣∣
∣∣∣∣
wε − w
ε
− w′
∣∣∣∣
∣∣∣∣
V
≤ C1CR||wε − w||V
and we conclude that r(ε) = wε−w
ε
− w′ −→ 0 in V .
In conclusion:
Theorem 3.19 The derivative map G′(Z) : C0(γ) → H−1/2(Γ) is given by G′(Z)R =
∂nw
′, where w′ ∈ H1(Ωc) is the unique solution of the mixed problem



∆w′ = 0 in Ωc
w′ = 0 on Γ
∂nw
′ + Zw′ = −Ru on γ
.
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Theorem 3.20 (Local Lipschitz stability) Let R ∈ C0(γ) \ {0} and g ∈ H1/2(Γ) \ {0}.
There exists c > 0 such that, for small |ε|,
||G(Zε)−G(Z)||H−1/2(Γ) ≥ c|ε|
Proof. By contradiction, assume that
lim
ε→0
1
|ε| ||G(Zε)−G(Z)||H−1/2(Γ) = ||G
′(Z)R||H−1/2(Γ) = 0.
This means ∂nw
′ = 0 on Γ. Applying Holmgren’s Lemma (recall that w′ = 0 on Γ) we
get w′ = 0 in Ωc. In particular,
0 = ∂nw + Zw = −Ru on γ. (3.31)
Since by hypothesis R ≡/ 0 then, by continuity, R|σ 6= 0 on some open set σ. From (3.31)
we get u = 0 on σ and it follows ∂nu = 0 on σ because u satisfies a Robin condition on
γ ⊃ σ. Again by Holmgren, u = 0 in Ωc therefore g = u|Γ = 0, which contradicts the
hypothesis.
3.3 Conclusions
In this chapter, we addressed two inverse problems:
1. A non linear geometric problem, consisting in the identification of an inclusion or cavity
from a single pair of Cauchy data. It was proved that a single pair of compatible Cauchy
data (g, gn) with non constant g determines the obstacle and the boundary condition
(Dirichlet or Neumann) defined on it. A criterion to distinguish these two situations was
provided. Using the domain derivative, we presented a local Lipschitz stability result for
the determination of inclusions.
2. The identification of a Robin coefficient problem from a single pair of Cauchy data. It
was proved for this non linear problem that for non negative and continuous coefficients a
single pair of compatible data determines the coefficient. A local Lipschitz stability result
was also obtained.
In the next chapter we focus on the numerical approximation for both direct and
inverse problems using methods based on the MFS.
4
The MFS for direct and inverse problems -
Laplace equation
The MFS is a meshfree boundary method and has been mostly considered as a numerical
method for (elliptic) direct boundary value problems since the first papers by Kupradze
and Alekside [64], Oliveira [24] or Mathon and Johnston [69]. Being a boundary method,
it does not require any sort of domain discretization technique. On the other hand,
no singular integration is performed which is an advantage over the boundary element
method. Numerically, the method can be seen as a discretization of a single layer potential
on an exterior artificial boundary. Nevertheless it should be noticed that this connection
only exists as a term in a sequence of boundary layer densities aimed to fit the given
boundary data. In practice, it consists in taking a linear combination of fundamental
solutions centered at some (chosen) exterior point sources and then the coefficients can
be computed by taking into account the boundary condition(s), for instance by collocation
on some boundary points. For the Laplace equation, exponential convergence of the MFS,
for smooth data and appropriate chosen collocation and source points, has been proven
for circles or its conformal mapped domains (eg. [26], [54], [55], [69]). This optimal
exponential decay of the error O(R−n) has a counterpart of exponential increase of the
condition number O(Rn), for a circle of radius R (cf. [61]). This leads to an “uncertainty
principle”, already pointed out for radial basis functions (RBF) approximations (cf. [80]):
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we can not get both accurate approximations and low condition numbers.
A review on the MFS for direct problems can be found in the recent thesis [84].
On the other hand the MFS is also being considered as a tool for inverse problems,
mainly for Cauchy data reconstruction. An example of this application can be found in
the early work by Kirsch and Kress [60], twenty years ago, where it was used to fit the
boundary data in an external problem, in the context of obstacle detection for exterior
acoustic inverse scattering problems. A recent application of the method for linear inverse
problems can be found in the references [52] and [67].
In this Chapter we show some theoretical results for the single layer potential to
justify the MFS approximation for direct and Cauchy (data reconstruction) problems.
An application to the direct problems discussed in Chapter 3 is given and some numerical
simulations are presented to illustrate the performance of the method. Concerning the
inverse problems, the MFS is applied for Cauchy data reconstruction in a decomposition
method and also as numerical approximation for direct problems, in an iterative method.
Numerical results are given in order to compare both approaches.
4.1 The MFS for direct problems
For simplicity, we start by recasting the problems (PD), (PN) and (PR) in terms of a
single boundary value problem. Let Ωc = Ω \ ω ⊂ Rd be a doubly connected domain of
propagation with C1 boundary. Consider the following (direct) problem:
Given g ∈ H1/2(Γ), solve
(P)



∆u = 0 in Ωc
u = g on Γ
Bu = 0 on γ
(4.1)
where B is the boundary operator defined by B := aτnγ + Zaτγ and
• a is a constant coefficient in {0, 1},
• Za is bounded and non negative such that Z0 = 1.
This problem is well posed in H1(Ωc). Notice that, for a = 0 we obtain problem (PD).
When a 6= 0 we obtain (PR) and, in particular, (PN) when Z1 = 0.
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To apply the Method of Fundamental Solutions, we consider C1 artificial boundaries
∂Ω̂c := Γ̂ ∪ γ̂ outside Ωc that will be used to define the point-sources location. These
curves will be called admissible source set.
The complementary set Rd \ Ωc has two connected components, one exterior ΩC =
Rd \ Ω̄ and one interior, ω. In ω, we consider as admissible sets, γ̂ = ∂ω̂ ∈ C1 internal
regular boundary of ω̂ simply connected open set such that ω̂ ⊂ ω. In the exterior of Ω,
we define an external boundary Γ̂ = ∂Ω̂C ∈ C1 with Ω̂C an open unbounded set contained
in ΩC with a boundary that encloses the domain, Ω ⊂ Rd \ Ω̂C. The artificial domain of
propagation is thus defined by Ω̂c := Ω̂ \ ω̂ where Ω̂ := Rd \ Ω̂C (see Fig. 4.1).
Figure 4.1: A doubly connected domain Ωc and an artificial boundary Γ̂ ∪ γ̂.
Consider the single layer representation
u := LΓ̂φ + Lγ̂ψ. (4.2)
Notice that the singularities of u are placed outside Ωc and that ∆u = 0 in Rd \ (Γ̂ ∪ γ̂).
Thus, to approximate the solution of (P) using the single layer representation we have to
consider the integral equations
SΓ,Γ̂φ + SΓ,γ̂ψ = g ∧ BLΓ̂φ + BLγ̂ψ = 0. (4.3)
where we used the notation for the single layer potentials
SΓ,Γ̂φ := τΓLΓ̂φ.
However, in general, such equations are not solvable. Nevertheless, we prove that, in a
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proper functional space containing the boundary data (g, 0), the set
{(
SΓ,Γ̂φ + SΓ,γ̂ψ,BLΓ̂φ + BLγ̂ψ
)}
is dense. Although the steps of the density proof are similar, there are some slightly
differences between the 2D and 3D cases. This is related to the different asymptotic
behavior of the fundamental solutions in 2D and 3D.
Lemma 4.1 Given c ∈ R and g ∈ H1/2(Γ̂) the exterior problem



∆u = 0 in Ω̂C ⊂ R2
u = g on Γ̂
u(x) = c log |x|+ O(1) |x| → ∞
(4.4)
is well posed in H1loc(Ω̂
C). In R3 the same conclusion holds if u satisfies
u(x) = O(|x|−1), |x| → ∞
instead.
Proof. See [34].
We focus on the 2D case. Given a boundary Υ, Z ∈ L∞(Υ), define the closed space
H1/2Z (Υ) :=
{
φ ∈ H1/2(Υ) :
∫
Υ
Z(x)φ(x)dςx = 0
}
.
It is clear that Z ≡ 0 implies H1/2Z (Υ) = H1/2(Υ) and
∫
Υ
Z(x)dςx 6= 0 =⇒ H1/2Z (Υ) ∼= H1/2(Υ)/R
by taking
φ− 1∫
Υ
Z(x)dςx
∫
Υ
Z(x)φ(x)dςx ∈ H1/2Z (Υ),
for each φ ∈ H1/2(Υ).
By duality, we define the space H−1/2Z (Υ) consisting of ψ ∈ H−1/2(Υ) such that
∫
γ
Z(x)ψ(x)dςx = 0.
We note that, for Z ∈ L∞(Υ) \ {0} non negative, the dual of H1/2Z (Υ) can be identified
with H−1/2Z (Υ).
4.1 The MFS for direct problems 51
Consider the operator
M(Γ, γ) : H−1/2(Γ̂)×H−1/2(γ̂) −→ H1/2(Γ)×H−1/2(γ)
defined by
M(Γ, γ)(φ, ψ) =
[
SΓ,Γ̂ SΓ,γ̂
BLΓ̂ BLγ̂
][
φ
ψ
]
. (4.5)
Equations (4.3) can now be written in the form
M(Γ, γ)(φ, ψ) = D(Γ, γ) (4.6)
where
D(Γ, γ) :=
[
g
0
]
.
Theorem 4.2 The restriction of M(Γ, γ) to H−1/21 (Γ̂)×H−1/21 (γ̂) is injective.
Proof. Let (φ, ψ) ∈ H−1/21 (Γ̂) × H−1/21 (γ̂) be such that M(Γ, γ)(φ, ψ) = 0. Denote by u
the single layer potential defined in (4.2). Then,
[u]Γ̂ = [u]γ̂ = 0, φ = [∂nu]Γ̂, ψ = [∂nu]γ̂, (4.7)
where u− is the restriction of u to Ω̂c and u+ the restriction of u to R2 \ Ω̂c. On the other
hand,
M(Γ, γ)(φ, ψ) = 0 =⇒ (u = 0 on Γ ∧ Bu = 0 on γ) .
To prove the injectivity we show u = 0 in R2 \ (Γ̂ ∪ γ̂) from where it follows that the
jumps φ, ψ are null. We split the proof in the analysis of three problems:
• In Ωc ⊂ Ω̂c, u− satisfies the well posed problem in H1(Ωc)



∆u = 0 in Ωc
u = 0 on Γ
Bu = 0 on γ
(4.8)
hence u− = 0 in Ωc and, by analytic continuation, u− = 0 in Ω̂c. In particular,
u−|Γ̂ = u−|γ̂ = 0 and since u is continuous across Γ̂ ∪ γ̂, we must have u+|Γ̂ =
u+|γ̂ = 0.
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• Regarding the unbounded component Ω̂C we consider the well posed problem in
H1loc(Ω̂
C) 


∆u = 0 in Ω̂C
u = 0 on Γ̂ = ∂Ω̂C
u(y) = c log |y|+ O(1) |y| → ∞
(4.9)
with
c = − 1
2π
(∫
Γ̂
φ(x)dςx +
∫
γ̂
ψ(x)dςx
)
.
Now u+ satisfies this exterior problem with c = 0 (recall that φ ∈ H−1/21 (Γ̂), ψ ∈
H−1/21 (γ̂)) therefore, u+ = 0 in Ω̂C.
• For the exterior and bounded component ω̂, the well posed problem in H1(ω̂)
{
∆u = 0 in ω̂
u = 0 on γ̂ = ∂ω̂
(4.10)
is satisfied by u+ and this gives u+ = 0 in ω̂.
Thus, u = 0 in Ω̂c ∪ Ω̂C ∪ ω̂ = R2 \ (Γ̂ ∪ γ̂) hence, φ = ψ = 0.
SinceM(Γ, γ) is a bounded linear operator between Hilbert spaces, we use the property
(eg. [78])
R(M(Γ, γ))⊥ = ker(M(Γ, γ)∗),
where M(Γ, γ)∗ is the adjoint of M(Γ, γ), to establish the density result. We start with
the expression for the adjoint operator.
Lemma 4.3 The adjoint of M(Γ, γ) is given by
M(Γ, γ)∗ =
[
SΓ̂,Γ aKΓ̂,γ + SΓ̂,γZa
Sγ̂,Γ aKγ̂,γ + Sγ̂,γZa
]
Proof. We have
〈BLΓ̂φ, ψ
〉
H1/2(γ)×H−1/2(γ) =
∫
γ
(a∂ny + Za(y))
∫
Γ̂
Φy(x)φ(x)dςxψ(y)dςy
=
∫
γ
∫
Γ̂
(a∂ny + Za(y))Φy(x)φ(x)ψ(y)dςxdςy
=
∫
Γ̂
∫
γ
(a∂ny + Za(y))Φx(y)ψ(y)dςyφ(x)dςx
=
〈
τΓ̂ ((aMγ + LγZa)ψ) , φ
〉
H1/2(Γ̂)×H−1/2(Γ̂)
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therefore (BLΓ̂)∗ = τΓ̂(aMγ + LγZa) = aKΓ̂,γ + SΓ̂,γZa. Using the same argument we get
(SΓ,γ̂)
∗ = Sγ̂,Γ. Thus,
M(Γ, γ)∗ =
[
(SΓ,Γ̂)
∗ (SΓ,γ̂)∗
(BLΓ̂)∗ (BLγ̂)∗
]>
=
[
SΓ̂,Γ aKΓ̂,γ + SΓ̂,γZa
Sγ̂,Γ aKγ̂,γ + Sγ̂,γZa
]
.
Theorem 4.4 The operator M(Γ, γ) has dense range in H1/21 (Γ)×H−1/2Za (γ).
Proof. To prove the density we show that the restriction of the adjoint M(Γ, γ)∗ to
H−1/21 (Γ̂)×H1/2Za (γ̂) is injective. Let (φ, ψ) ∈ H
−1/2
1 (Γ̂)×H1/2Za (γ̂) such that M(Γ, γ)∗(φ, ψ) =
0. Define the boundary layer
u = LΓφ + (aMγ + LγZa)ψ
ie.,
u(y) =
∫
Γ
φ(x)Φy(x)dςx +
∫
γ
aψ(x)∂nxΦy(x)dςx +
∫
γ
Za(x)ψ(x)Φy(x)dςx, y ∈ R2 \ (Γ∪ γ).
It is clear that u is harmonic in R2\(Γ∪γ) and since by hypothesis (φ, ψ) ∈ kerM(Γ, γ)∗,
we have u = 0 in Γ̂ and γ̂. On the other hand,
[u]Γ = 0, [∂nu]Γ = φ, [u]γ = −aψ ∧ [∂nu]γ = Zaψ. (4.11)
To show that φ = ψ = 0 we follow the proof of Theorem 4.2.
• First notice that the well posed exterior problem (4.9) (now the constant is
c = − 1
2π
(
∫
Γ
φ(x)dςx +
∫
γ
Za(x)ψ(x)dςx)) is satisfied by u
+ with c = 0. By analytic
continuation, it follows that u+ = 0 in ΩC hence, u+|Γ = 0 and ∂nu+|Γ = 0.
• From ∆u+ = 0 in ω̂ and u+ = 0 on γ̂ = ∂ω̂ we conclude that u+|γ = 0 and
∂nu
+|γ = 0.
• Using the jump relations (4.11), we get u−|Γ = 0, u−|γ = −aψ and ∂nu−|γ = Zaψ.
Thus, u− satisfies the well posed problem in H1(Ωc)



∆u = 0 in Ωc
u = 0 on Γ
Bu = 0 on γ
(4.12)
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hence, u−|γ = 0 and ∂nu−|Γ = ∂nu−|γ = 0.
We conclude that φ = 0, aψ = 0 and Zaψ = 0 and it follows (recall that a ∈ {0, 1} is
constant and Z0 = 1)
φ = ψ = 0.
Remark 4.5
1. It follows from the previous results that the constants must be added to the ap-
proximation for the 2D case. This is justified by the asymptotic behavior of the
fundamental solution in the (unbounded) domain Ω̂C. Instead, if we consider for
instance Ω̂C bounded this restriction can be dropped. Although theoretically sim-
pler, this choice leads to (for instance, when Γ̂ does not enclose the domain Ω) worst
numerical results.
2. In the 3D case, the asymptotic behavior for the exterior problem is automatically
satisfied by the fundamental solution. In this case, the previous injectivity and
density results hold in the whole functional spaces and can be obtained using the
same arguments.
3. The above results are also valid when Ωc is a multiply connected domain. In this
case, an artificial curve must be considered inside each component of ω.
4.1.1 Numerical implementation
We now describe the implementation of the MFS approximation for (P). For numerical
computations we must consider a discrete version of (4.6). In particular, only a finite
number of source points y1, . . . , ym ∈ Γ̂∪ γ̂ can be considered. For simplicity we drop the
constants.
Consider the discretization of the single boundary layer given by
ũ =
m∑
j=1
αjΦyj , α1, . . . , αm ∈ R, yj ∈ Γ̂ ∪ γ̂ (4.13)
and the corresponding discretization of (4.5), M̃(Γ, γ) : Rm −→ L2(Γ)× L2(γ) given by
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M̃(Γ, γ) =
[
Φy1|Γ · · · Φym|Γ
(a∂nΦy1 + ZaΦy1)|γ · · · (a∂nΦym + ZaΦym)|γ
]
.
Thus, the system (4.6) in this discrete form is given by
M̃(Γ, γ)(α1, . . . , αm) = D(Γ, γ). (4.14)
We now establish an injectivity result similar to Theorem 4.2.
Theorem 4.6 M̃(Γ, γ) is injective.
Proof. We show that if X = (α1, . . . , αm) ∈ kerM̃(Γ, γ) then X = 0. Let ũ be the
harmonic function in Rd \ {y1, . . . , ym} defined above. Since
M̃(Γ, γ)(α1, . . . , αm) = (ũ|Γ,Bũ)
then X ∈ kerM̃(Γ, γ) means that ũ solves the well posed problem (P) for g = 0. Therefore
ũ = 0 in Ωc and by analytic continuation,
ũ = 0 in Rd \ {y1, . . . , ym} .
The conclusion follows from the fact that {Φy1 , . . . , Φym} is a linearly independent set in
Rd \ {y1, . . . , ym}.
However, it is clear that a density result of the range of M̃(Γ, γ) in L2(Γ)×L2(γ) can not be
obtained. In fact, the adjoint operator of M̃(Γ, γ) is given by M̃(Γ, γ)∗ : L2(Γ)×L2(γ) −→
Rm, with
M̃(Γ, γ)∗(φ, ψ) =


LΓ(φ)(y1) + (aMγ + LγZa)(ψ)(y1)
LΓ(φ)(y2) + (aMγ + LγZa)(ψ)(y2)
. . .
LΓ(φ)(ym) + (aMγ + LγZa)(ψ)(ym)


maps to a finite dimensional space.
For the numerical implementation of the MFS we consider the discretized version of
56 The MFS for direct and inverse problems - Laplace equation
M̃(Γ, γ) and D(Γ, γ) given by
M(Γ, γ) =


Φy1(x
Γ
1 ) · · · Φym(xΓ1 )
· · · · · · · · ·
Φy1(x
Γ
n1
) · · · Φym(xΓn1)
a∂nΦy1(x
γ
1) + Za(x
γ
1)Φy1(x
γ
1) · · · a∂nΦym(xγ1) + Za(xγ1)Φym(xγ1)
· · · · · · · · ·
a∂nΦy1(x
γ
n2
) + Za(x
γ
n2
)Φy1(x
γ
n2
) · · · a∂nΦym(xγn2) + Za(xγn2)Φym(xγn2)


and
D(Γ, γ) =


g(xΓ1 )
...
g(xΓn1)
0
...
0


on some collocation points xΓ1 , . . . , x
Γ
n1
∈ Γ, xγ1 , . . . , xγn2 ∈ γ and source points y1, . . . , ym ∈
Γ̂ ∪ γ̂. When n1 + n2 =: n = m the coefficients α1, . . . , αm ∈ R can be computed by
solving the linear system
M(Γ, γ)X = D(Γ, γ) (4.15)
or using the Tikhonov regularization
(µI+M(Γ, γ)∗M(Γ, γ))X = M(Γ, γ)∗D(Γ, γ)
for overdetermined systems (n > m).
4.1.2 Numerical simulations
Dirichlet boundary condition
We illustrate the accuracy of the Method of Fundamental Solutions with four numerical
examples regarding (PD). The accessible part of the boundary, Γ, is ∂B(0, 3.5). On this
part of the boundary, we consider the input function
g ≡ 1.
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The boundary of the inclusion is given by the parametrization :
• Example 1 (Ellipsis):
γ1(t) = (−1,−1.3) + (1.6 cos t, sin t), 0 ≤ t ≤ 2π
• Example 2 (Star):
γ2(t) = (1,−1.0) + (1.0 + 0.3 sin 4t)(cos t, sin t), 0 ≤ t ≤ 2π
• Example 3 (Bean):
γ3(t) = (0.8 + 1.8 sin t cos t/2)(cos t, sin t), 0 ≤ t ≤ 2π
• Example 4 (Kite):
γ4(t) = (−1.2, 0.5) + (0.9 cos t + 0.3 cos 2t− 0.2, sin t), 0 ≤ t ≤ 2π
The numerical approximation for the direct problem using the MFS is given by (4.13)
where the coefficients αj are the solution of the linear system (4.15). The matrix of
this system, M(Γ, γ), is obtained by considering 1300 equally spaced collocation points
xΓ1 , . . . , x
Γ
650 ∈ Γ, xγ1 , . . . , xγ650 ∈ γ and the same amount of source points. The external
source points were uniformly distributed on Γ̂ = ∂B(0, 4.5) and for the internal source
points we considered
yi = x
γ
i −
0.1
|xγi+1 − xγi |
xγi+1,2 − xγi,2
xγi+1,1 − xγi,1
, i = 1, . . . , 649. (4.16)
This distribution of source points is represented in Fig. 4.2 (black dots).
Since the numerical solution, ũ, satisfies Laplace’s equation in Ωc then, by the maxi-
mum principle, we can control the error
|EΩc(x)| = |u(x)− ũ(x)|, x ∈ Ωc
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Figure 4.2: Geometry of the domains. The black dots represent the source points (direct
problem).
by the error on the boundary, |E∂Ωc |. In Figs. 4.3, 4.4, 4.5 and 4.6 we present the values
of |EΓ| on the left and |Eγi| on the right, for the previous examples.
Finally, the ill conditioned feature of the method is illustrated on Table 4.1 where we
present the evolution of the condition number cond∞M(Γ, γ) and the maximum of the
error on the boundary in terms of the number of collocation points. In this table we may
notice that despite early high condition numbers, the MFS presents increasing accurate
approximations.
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t
5·10-15
1·10-14
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2·10-14
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3·10-14
3.5·10-14
Absolute Error
(a) Error on Γ.
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(b) Error on γ1.
Figure 4.3: Absolute error on the boundary (direct problem).
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(a) Error on Γ.
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(b) Error on γ2.
Figure 4.4: Absolute error on the boundary (direct problem).
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(a) Error on Γ.
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Figure 4.5: Absolute error on the boundary (direct problem).
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(a) Error on Γ.
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(b) Error on γ4.
Figure 4.6: Absolute error on the boundary (direct problem).
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Collocation Points cond∞(M(Γ, γ)) Max|E∂Ωc|
100 5.3× 1033 1.8× 10−2
500 1.3× 1024 1.8× 10−5
1000 3.3× 1022 7.5× 10−8
1300 5.2× 1021 6.1× 10−11
1500 1.1× 1021 6.1× 10−11
2000 7.7× 1021 6.1× 10−11
Table 4.1: Evolution of the condition number and the error on the boundary with the
number of collocation points, for example 2.
Robin boundary condition
Regarding the MFS simulations for the direct Robin problem we present three examples.
The boundary of the domain Ωc is Γ = ∂B(0, 3.5) and γ is a centered ellipsis. The artificial
boundary is Γ̂ = ∂B(0, 4.5) and γ̂ is also an ellipsis (see Fig. 4.7). The input function is
g ≡ 1.
The considered Robin coefficient is (see Fig. 4.8):
• Example 1 (constant):
Z1 ≡ 3
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Figure 4.7: Geometry of the domain for the Robin problem. The blue line represents the
boundary of ∂Ωc and black dots the location of the point sources (direct problem).
• Example 2 (smooth):
Z2(t) = 0.9 + sin
2 t cos (t/2), 0 ≤ t ≤ 2π
• Example 3 (non-smooth spline):
Z3(t) =



t
π
+
1
2
0 ≤ t < π
2
1 +
4(−π
2
+ t)
π
π
2
≤ t < π
3− 4(−π + t)
π
π ≤ t < 3π
2
1− −
3π
2
+ t
π
3π
2
≤ t ≤ 2π
In Figs. 4.9, 4.10 and 4.11 we present the absolute error on the boundary. On Γ the
absolute error is given by
|ũi(x)− g(x)|, x ∈ Γ
and on γ,
|∂nui + Ziui|, x ∈ γ
where ũi is the MFS approximation of the solution of the i-th example. We can see that
for the smooth coefficients, the boundary error is small. For the non smooth example,
we get a bigger boundary error precisely at the non smooth points (Fig. 4.11, right).
This is due to the fact that the non smoothness is transferred to the normal derivative
appearing on the boundary condition and the approximation is sought in terms of smooth
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(c) Z3.
Figure 4.8: Considered Robin coefficients.
basis functions. This problem can be overcome by enriching the approximation space with
appropriate particular solutions (adapted to the ”corners”). This is beyond the scope of
this work.
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(a) Absolute error on Γ.
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Figure 4.9: Error on the boundary - Example 1 (direct problem).
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(a) Absolute error on Γ.
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Figure 4.10: Error on the boundary - Example 2 (direct problem).
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Figure 4.11: Error on the boundary - Example 3 (direct problem).
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4.2 A MFS based decomposition method for the in-
verse geometric problem
We now consider the problem of retrieving the shape of the inclusion from the Cauchy
data (g, gn) on Γ. Two difficulties are expected to occur:
1. Ill posedness and
2. non linearity of the inverse problem.
The decomposition methods for these inverse problems consists in addressing the afore-
mentioned difficulties separately:
• First (Ill posedness): Computation of a solution of Laplace’s equation (in an appro-
priate domain) that fits the given Cauchy data.
• Second (Non linearity): Reconstruction of γ using the solution computed in step
one.
For the first step we apply the MFS. This can be seen as an adaptation of the Kirsch Kress
Method (cf. [60]). On the original formulation of the KKM (in the context of acoustic
scattering) the boundary layer was defined on an artificial boundary inside the obstacle
and the density was computed by fitting the available far field pattern data. However,
for interior problems, we have two types of data to fit: Dirichlet and Neumann boundary
data. This motivates the MFS adaptation of the KKM that consists in using the single
boundary layer representation on two artificial curves instead. An external, Γ̂ ⊂ ΩC , and
an internal, γ̂ ⊂ ω. The theoretical results for this MFS approximation are presented in
the first paragraph. The numerical implementation is described in the second paragraph
and in the third, we present some numerical simulations.
4.2.1 The MFS for the inverse (Cauchy) problem
Consider the single layer potential
u = LΓ̂(φ) + Lγ̂(ψ)
where Γ̂, γ̂ are two artificial boundaries defined as in the beginning of section 4.1. On
the boundary Γ we have to fit the Cauchy data (g, gn), which we will assume to be in
H1/2(Γ) × H−1/2(Γ). Thus, using the previous integral representation, we obtain the
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integral equations,
SΓ,Γ̂(φ) + SΓ,γ̂(ψ) = g ∧ NΓ,Γ̂(φ) + NΓ,γ̂(ψ) = gn.
In other words, defining the boundary operator K(Γ, Γ) : H−1/2(Γ̂) × H−1/2(γ̂) −→
H1/2(Γ)×H−1/2(Γ) by
K(Γ, Γ)(φ, ψ) :=
[
SΓ,Γ̂ SΓ,γ̂
NΓ,Γ̂ NΓ,γ̂
][
φ
ψ
]
(4.17)
we obtain the equations
K(Γ, Γ)(φ, ψ) = Dn(Γ, Γ) (4.18)
where
Dn(Γ, Γ) :=
[
g
gn
]
.
Remark 4.7 Like in the MFS system for the direct problems (4.6), this system may not
be solvable, even for compatible Cauchy data (g, gn). However, if both (4.6) and (4.18) are
solvable then, considering the same artificial boundaries on both cases, the same densities
will satisfy these systems and the first line of M(Γ, γ) is equal to the first line of K(Γ, Γ).
In the limit situation γ = Γ, if B = τnΓ then M(Γ, Γ) = K(Γ, Γ) (see Fig. 4.12).
Figure 4.12: Limit situation where the operator matrix arising from the direct MFS (on
the left), M(Γ, γ), formally tends to M(Γ, Γ), the matrix arising from the KKM, used as
a Cauchy solver in a different region of interest (on the right).
The next injectivity and density results concerns the two dimensional situation and
again we consider the identification HrZ(Υ) ∼= Hr(Υ)/R when
∫
Υ
Z(x)dςx 6= 0.
Theorem 4.8 Let Σ ⊂ Γ be an open set in (the topology of) Γ. The restriction of the
operator K(Σ, Σ) to H−1/2(Γ̂)/R×H−1/2(γ̂)/R is injective.
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Proof. We follow the proof of Theorem 4.2. Consider two potentials (φ, ψ) ∈ H−1/21 (Γ̂)×
H−1/21 (γ̂) such that K(Σ, Σ)(φ, ψ) = 0. For such potentials, denote by u the harmonic
function in R2 \ (Γ̂ ∪ γ̂) represented in terms of the single boundary layer on Γ̂ ∪ γ̂, ie.,
u = LΓ̂(φ) + Lγ̂(ψ).
Since by hypothesis (φ, ψ) ∈ kerK(Σ, Σ) then,



∆u = 0 in R2 \ (Γ̂ ∪ γ̂)
u = 0 on Σ
∂nu = 0 on Σ
.
Using Holmgren’s lemma and analytic continuation, we conclude that u = 0 in the open
connected set Ω̂c. Thus, the traces u
−|Γ̂, u−|γ̂ and normal traces ∂nu−|Γ̂,∂nu−|γ̂ are null.
On the other hand, the boundary jumps across Γ̂ and γ̂ are given by
[u]Γ̂ = [u]γ̂ = 0, [∂nu]Γ̂ = φ and [∂nu]γ̂ = ψ
and therefore, u+|Γ̂ and u+|γ̂ are null. In particular, for c = − 12π (
∫
Γ̂
φdςx +
∫
γ̂
ψdςx) = 0
and g = 0, u+ solves the well posed exterior problem (4.4) hence u+ = 0 in Ω̂C. We have
also u+ = 0 in ω̂, because of the continuity of the jump on γ̂. Therefore,
∂nu
+|Γ̂ = ∂nu+|γ̂ = 0
and it follows that φ = ψ = 0.
It is clear that the previous injectivity result is still valid for a boundary layer defined
on a single artificial boundary Γ̂ ⊂ R2 \Ω. It is only for the density result that the extra
artificial boundary γ̂ is needed.
Lemma 4.9 The adjoint of K(Γ, Γ) is given by
K(Γ, Γ)∗ =
[
SΓ̂,Γ KΓ̂,Γ
Sγ̂,Γ Kγ̂,Γ
]
.
Proof. The adjoint can be computed following the proof of Lemma 4.3.
Theorem 4.10 The matrix operator K(Γ, Γ) has dense range in H1/2(Γ)/R×H−1/2(Γ).
Proof. Again, we follow the proof of Theorem 4.2. Let φ ∈ H−1/21 (Γ), ψ ∈ H1/2(Γ) be
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densities such that K(Γ, Γ)∗(φ, ψ)= 0. Define the function
u = LΓ(φ) + MΓ(ψ),
a combination of single and double layer potentials defined on Γ. Now, since ∆u = 0 in
R2 \ Γ and u = 0 on Γ̂ ∪ γ̂ then by analytic continuation of the unique null solution of
the interior and exterior problems ( c = − 1
2π
∫
Γ
φ(x)dςx = 0), we obtain u = 0 in R2 \ Γ.
Then φ = [∂nu]Γ= 0, ψ = −[u]Γ= 0 and the result follows.
Remark 4.11 Again, the constants can be dropped by taking a bounded Ω̂C. For the
3D case, there is no need to add the constants and the results can be proved using the
same arguments.
4.2.2 Numerical implementation
We start with the implementation of the first step (linear part) of the decomposition
method. Consider the discretization of the single layer given by
ũ =
m∑
j=1
αjΦyj , α1, . . . , αm ∈ R, yj ∈ Γ̂ ∪ γ̂
and K̃(Γ, Γ) : Rm −→ L2(Γ)× L2(Γ) defined by
K̃(Γ, Γ) :=
[
Φy1|Γ · · · Φym|Γ
∂nΦy1|Γ · · · ∂nΦym|Γ
]
.
Lemma 4.12 Given an open set Σ ⊂ Γ in the topology of Γ, the restriction K̃(Σ, Σ) is
an injective operator.
Proof. We show that if X = (α1, . . . , αm) ∈ ker K̃(Σ, Σ) then X = 0. Let ũ be the
harmonic function in Rd \ {y1, . . . , ym} defined above. Since
K̃(Σ, Σ)(α1, . . . , αm) = (ũ|Σ, ∂nũ|Σ)
then X ∈ ker K̃(Σ, Σ) means that the Cauchy data (ũ|Σ, ∂nũ|Σ) is null. Applying Holm-
gren’s lemma and uniqueness of the analytic continuation we obtain
ũ ≡ 0 in Rd \ {y1, . . . , ym}.
The conclusion now follows from the fact that {Φy1 , . . . , Φym} is a linearly independent
set in Rd \ {y1, . . . , ym}.
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For the choice of γ̂ ⊂ ω we must consider some a priori information regarding the
location and dimension of ω. We consider
γ̂ = ∂B(c̃, r)
and use the following method to obtain c̃, an approximation of the inclusion’s centroid.
Approximation of the centroid
Let f 6= 0 be a nonnegative and integrable function defined in ω. The barycenter (centroid,
when f is constant) of ω, c = (c1, c2), is given by
ci =
∫
ω
xifdx∫
ω
fdx
.
Using Green’s formula, we can compute the coordinates of the centroid by
ci =
∫
γ
(nivi(x)− xi∂nvi(x))dςx∫
γ
∂nvidς
where vi(x1, x2) = x
2
3−i/2 and ni is the i-th component of the normal to γ.
Considering the reciprocity functional
R(v) =
∫
Γ
(gnv − g∂nv)dς
we have
R(v) = −
∫
Ωc
u∆vdx−
∫
γ
∂nuvdς
where we used ∆u = 0 in Ωc and u = 0 on γ. In particular, considering an harmonic test
function v, we have
R(v) = −
∫
γ
∂nuvdς
and we compute an approximation c̃ = (c̃1, c̃2) of the centroid by
c̃i :=
R(xi)
R(1) . (4.19)
In discrete terms, c̃ is a weighted sum of points in ω. Considering a positive C0(Γ) input
function g, by Hopf’s lemma
∂nu|γ < 0.
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Thus, we have a convex linear combination of points in ω. Therefore, the sum is an
element in the convex hull of ω.
Remark 4.13 In general, we can not obtain c̃ and r > 0 from the boundary data, such
that ∂B(c̃, r) ⊂ ω. For some particular cases, the formula (4.19) provides a point c̃ inside
ω. However, the radius r must be provided.
For the numerical implementation of (4.18) we consider the discretized version of K̃(Γ, Γ)
and Dn(Γ, Γ) given by
K(Γ, Γ) =


Φy1(x1) · · · Φym(x1)
· · · · · · · · ·
Φy1(xn) · · · Φym(xn)
∂nΦy1(x1) · · · ∂nΦym(x1)
· · · · · · · · ·
∂nΦy1(xn) · · · ∂nΦym(xn)


and Dn(Γ, Γ) =


g(x1)
...
g(xn)
gn(x1)
...
gn(xn)


on some collocation x1, . . . , xn ∈ Γ and source points y1, . . . , ym ∈ Γ̂ ∪ γ̂. Since mea-
surement errors are expected to occur, we apply the Tikhonov regularization scheme and
solve
(µI+K(Γ, Γ)∗K(Γ, Γ))Xµ = K(Γ, Γ)∗Dn(Γ, Γ) (4.20)
where µ > 0 is the regularization parameter.
Using the approximation ũ provided by the first step we can now compute the shape
of the inclusion as the level curve
ũ−1(0) = {x ∈ Ω \ ω̃ : ũ(x) = 0}.
We note that, since the input function g is positive then, by the maximum principle, the
(classical) solution u of (PD) is strictly positive in Ωc ∪ Γ and therefore γ = u−1(0). In
this framework, the numerical method for locating γ consists in searching for the zeros
of ũ on a domain containing γ. The considered domain is bounded by Γ and the inner
artificial curve γ̂. The search is performed along segments joining Γ to γ̂ (see Fig. 4.15,
left plot).
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Measured data and noise
Denote by
m = [∂nu(xi)]i
the vector of measurements on the observation points xi ∈ Γ generated (artificially)
from the numerical solution of the direct problem using the MFS. In order to simulate
measurement errors, it is common to consider pointwise relative noise, using
mPε := m + [εimi]i
with random values εi such that,
max |εi| ≤ ε. (4.21)
In this situation, 100ε is the percentage level of relative pointwise noise. This pointwise
noise is a sort of noise simplification since it means that the noise follows the solution,
and almost no noise will be considered at the locations for which mi is small. To better
simulate noise, we also need to consider some amount of absolute noise, using the notion
of norm noise. Instead of mP we will consider
m∞ε := m + ||m||∞[εi]i
where the random values εi satisfy (4.21).
Thus, even at the points where mi is small we can have perturbations as high as in
the largest values of m (see Figs. 4.13 and 4.14). For both cases, 100ε will be called noise
level or more simply pointwise or norm noise. When ε = 0, we obtain m which will be
called the vector of noise free data.
20 40 60 80
i
0.2
0.4
0.6
0.8
mi
Figure 4.13: Example of noise free data.
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(a) 10 % of pointwise noise.
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(b) 10 % of norm || · ||∞ noise.
Figure 4.14: Example of the above data with noise.
4.2.3 Numerical simulations
To test the proposed algorithm we consider the four domains defined at the beginning of
section 4.1.2 and the data vector m∞ε at 60 equally distributed points on Γ, for several
levels of noise ε. We start with two comparative examples where is it clear when we
have an inclusion or a cavity. In these examples the geometry of the domain corresponds
to the first (ellipsis) and third (bean) examples. Since the considered input function
g ≡ 1 is positive then, from Theorem 3.8 we have a cavity if and only if the generated
Neumann data gn satisfies
∫
Γ
gndς = 0. This is clear in Table 4.2 where the previous
integral is numerically computed using the trapezoidal rule with 60 points for Neumann
data affected by several levels of noise.
To apply the MFS approximation to fit the Cauchy data, we considered the external
artificial curve Γ̂ = ∂B(0, 5.5) and the internal γ̂ = ∂(c̃, r), where c̃ is computed by
(4.19) using the trapezoidal rule (with 60 points). The radius was r = 0.3. The MFS
approximation, ũ, was obtained by solving the system (4.20) at 120 equally distributed
source points on Γ̂∪γ̂, 60 collocation points on Γ and choosing the regularization parameter
µ accordingly to the L–curve criterion.
To retrieve the shape of the inclusion we considered, for t ∈ [0, 2π], the restriction of
ũ to the segment defined by the points Γ(t) and γ̂(t), that is, the function
vt(λ) := ũ((1− λ)Γ(t) + λγ̂(t)), λ ∈]0, 1[.
On the nodes λi = 0.01i we search for (1−λi∗)Γ(t)+λi∗ γ̂(t) such that vt(λi∗) is the small
positive value. The curve is reconstructed by repeating this process for several values of
t.
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Exact data 5% norm noise 10% norm noise
Ex. 1 (inclusion) 24.8 24.8 24.2
Ex. 1 (cavity) 7.9× 10−11 −3.3× 10−2 3.6× 10−1
Ex. 3 (inclusion) 8.6 8.6 8.6
Ex. 3 (cavity) 8.8× 10−9 4.5× 10−3 −8.9× 10−2
Table 4.2: Distinguishing an inclusion from a cavity by the value of
∫
Γ
gndς.
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Figure 4.15: Left– segment defined by two points on Γ and γ̂2 (black dots). Right–
solution of the inverse problem along the line of the left plot. The red dot is the computed
approximation.
On the following plots we present the numerical reconstructions for the aforementioned
domains. The red dots represents the computed approximation and the full blue line the
curve to reconstruct. The black dot is the computed centroid c̃i and the black dashed line
the internal artificial curve. First, we plot the results obtained for noise free data (Figs.
4.16 and 4.17). On the right plot of Fig. 4.16 we can see some difficulties to reconstruct
the non convex part of ω2.
Regarding data with noise, we present, for the first example, a comparison between the
reconstruction obtained for data with pointwise and norm random noise. The considered
Tikhonov regularization parameter was µ = 5 × 10−6 and µ = 5 × 10−5 for data with
pointwise and norm noise, respectively (see Fig. 4.18).
The fitting of the Cauchy data by the MFS was, slightly better for the pointwise case.
This can be seen in Figs. 4.19 and 4.20 where we plotted the absolute error for the
Dirichlet and Neumann data (with 5 % of noise) fitting. We obtained stable results, for
data with 5 % (Fig. 4.21) and 10 % (Fig. 4.22) of noise, for both shape and location
(centroid). The quality of the reconstructions is identical in both cases.
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(a) Example 1.
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Figure 4.16: Reconstruction of the shape considering noise free data.
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Figure 4.17: Reconstruction of the shape considering noise free data.
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(a) Data with 5 % of pointwise noise.
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(b) Data with 5 % of norm noise.
Figure 4.18: L–curve for the first example. The red dot corresponds to the selected value
for regularization parameter.
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(a) Data with 5 % of pointwise noise.
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(b) Data with 5 % of norm noise.
Figure 4.19: Dirichlet data fitting with the MFS.
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(a) Data with 5 % of pointwise noise.
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(b) Data with 5 % of norm noise.
Figure 4.20: Neumann data fitting with the MFS.
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(a) Data with 5 % of pointwise noise.
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(b) Data with 5 % of norm noise.
Figure 4.21: Reconstruction of the ellipsis from noisy data.
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(a) Data with 10 % of pointwise noise.
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(b) Data with 10 % of norm noise.
Figure 4.22: Reconstruction of the ellipsis from noisy data.
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For the other examples we obtained the results showed in Figs. 4.23 (left), 4.24, 4.25
and 4.26 for 5 % and 10 % of norm noise. For the second example the reconstruction
is worst. In this case the approximation of the centroid was c̃2 = (1.15,−1.15) and the
reconstruction is not very sensitive to the location and dimension of the internal circle (see
Fig. 4.23, right plot for a simulation with a different internal circle). The third example
shows that the results are more stable when the inclusion is centered with the accessible
part of the boundary Γ.
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Figure 4.23: Comparison between the reconstruction of γ2 using the proposed internal
curve (left) and γ̂2 = ∂B(c2, 0.5) (right). Noise level: 5%.
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Figure 4.24: Reconstruction of γ2 from noisy data (Noise level: 10 %).
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(b) Data with 10 % of noise.
Figure 4.25: Reconstruction of γ3 from noisy data.
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(a) Data with 5 % of noise.
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(b) Data with 10 % of noise.
Figure 4.26: Reconstruction of γ4 from noisy data.
We obtained stable results, taking into account the perturbation introduced in the
data. The proposed method was easy to implement and required little computational
effort.
4.3 Iterative reconstruction of the inclusion by a Quasi–
Newton method
In this section we describe an iterative method to reconstruct the shape of the inclusion.
It is based on the optimization of both density and shape and relies on the directional
derivative of the map F . The MFS will be used as numerical solver for the arising direct
problems.
Consider the non linear equation:
Find the boundary γ0 such that
F (γ0) = gn (4.22)
where gn = ∂nu|Γ and u is the solution of (PD), for some given and fixed g 6= 0. Using
the directional derivative of F , we obtain the following linearized equation on Ψ
F ′(γ0)Ψ = gn − F (γ0).
A Newton type of method can thus be implemented by solving the previous equation (for
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given γ0) and using the update
γnew = γ0 + Ψ|γ0
where Ψ|γ0 is the restriction of the admissible vector field Ψ to the boundary γ0.
However, Newton type of methods applied to ill posed problems tends to, at a first
stage, produce a (rapidly) decrease on the norm of the residual but then, increases again.
Our approach is to consider the inverse problem formulated instead as the non linear
optimization problem
argminγ∗∈C||F (γ∗)− ∂nu||H−1/2(Γ) (4.23)
where C is a class of admissible shapes containing the solution of (4.22). The uniqueness
result for the inverse problem implies that the previous minimization problem has a unique
solution, namely the solution of (4.22).
For simplicity, we suppose that ω is a C2 star shaped inclusion with respect to the
origin. Therefore, the boundary γ = ∂ω belongs to the class
C = {r(t)(cos t, sin t) ∈ Ω : r ∈ C2([0, 2π],R+) ∧ r(0) = r(2π)} .
Such class will be the class of admissible shapes. The class of admissible vector fields on
the boundary γ will be
Ψad := {h(t) (cos t, sin t) : h ∈ C2([0, 2π],R) ∧ h(0) = h(2π)}.
The perturbation of the boundary γ(t) = r(t)(cos t, sin t) ∈ C in the direction of
Ψ(t) = h(t)(cos t, sin t) ∈ Ψad is thus given by
γε(t) = r(t)(cos t, sin t) + εh(t)(cos t, sin t), t ∈ [0, 2π].
With this notations, the directional derivative of F at γ ∈ C,
F ′(γ) : Ψad −→ H−1/2(Γ)
is the map given by F ′(γ)(Ψ) = ∂nu′|Γ where u′ ∈ H1(Ωc) is the solution of the well posed
problem 


∆u′ = 0 in Ωc
u′ = 0 on Γ
u′ = −(Ψ · n)∂nu on γ
.
We show some important properties of F ′(γ).
Lemma 4.14 F ′(γ) is injective.
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Proof. Suppose that F ′(γ)Ψ = 0, for some Ψ ∈ Ψad. By Theorem 3.10 it is sufficient to
show that
∀x ∈ γ, Ψ(x) ⊥ nx ⇒ Ψ ≡ 0.
Considering the above parameterizations, the normal vector to γ at t ∈ [0, 2π] is given by
nt =
r′(t)(− sin t, cos t)− r(t)(cos t, sin t)√
r′(t)2 + r(t)2
and
0 = Ψ(t) · nt = − h(t)r(t)√
r′(t)2 + r(t)2
⇒ h(t)r(t) = 0, ∀t ∈ [0, 2π].
From this we can conclude that h ≡ 0 (since by hypothesis r > 0), ie., Ψ ≡ 0.
In the following, we identify C with
C2Ω[0, 2π]
+ := {r ∈ C2([0, 2π],R+) : r(t)(cos t, sin t) ∈ Ω ∧ r(0) = r(2π)}
and Ψad with
C2p [0, 2π] := {h ∈ C2([0, 2π],R) : h(0) = h(2π)}.
The bounded operator F ′(γ) can be continuously extended to the closure of C2p [0, 2π] in
L2([0, 2π]), hence to the whole L2([0, 2π]). This extension will still be denoted by F ′(γ).
Since the injection ti : H−1/2(Γ) −→ H−3/2(Γ) is continuous, the linear operator
tiF ′(γ) = F ′(γ) : L2([0, 2π]) −→ H−3/2(Γ)
is bounded.
Lemma 4.15 The adjoint of F ′(γ), F ′(γ)∗ : H3/2(Γ) −→ L2([0, 2π]) is given by
(F ′(γ)∗g∗)(t) = r(t)∂ntu(r(t))∂ntu
∗(r(t))
where u∗ ∈ H2(Ωc) is the solution of the well posed problem (PD) with input function
g∗ ∈ H3/2(Γ).
Proof. Let u∗ ∈ H2(Ωc) be the solution of the aforementioned problem. We have
〈g∗, F ′(γ)h〉H3/2(Γ)×H−3/2(Γ) =
∫
Γ
g∗∂nu′dς
=
∫
Γ
u′∂nu∗dς − 〈u∗, ∂nu′〉H3/2(γ)×H−3/2(γ) +
∫
γ
∂nu
∗u′dς.
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Using the boundary conditions for u′ and u∗ we get
〈g∗, F ′(γ)h〉H3/2(Γ)×H−3/2(Γ) =
∫ 2π
0
h(t)r(t)∂ntu
∗(r(t))∂ntu(r(t))dt.
Corollary 4.16 If exists a relatively open set σ ⊂ γ where the normal trace ∂nu does
not vanish then, F ′(γ) has dense range in H−3/2(Γ).
Proof. We show that the adjoint F ′(γ)∗ is injective. Let g∗ ∈ H3/2(Γ) be such that
F ′(γ)∗g∗ = 0. Since r > 0 then, by the previous Lemma,
∂nu∂nu
∗ = 0 on γ. (4.24)
Thus, we must have ∂nu
∗ = 0 on σ and by Holmgren (notice that we also have u∗ = 0 in
γ), u∗ = 0 in Ωc. In particular,
0 = u∗|Γ = g∗.
Remark 4.17 The above hypothesis on the normal trace is not too restrictive. In fact,
by Holmgren’s theorem, the normal trace of u does not vanish on any relatively open
subset of γ.
For numerical purposes, the sets of admissible shapes and vector fields are represented
in terms of the (finite dimensional) space defined by the Fourier modes, ie.,
CN =
{
rα(t)(cos t, sin t) ∈ Ω : rα > 0 ∧ rα(t) = α0 +
N∑
j=1
αj cos (jt) +
N∑
j=1
αj+N sin (jt)
}
and
ΨNad =
{
hα(t)(cos t, sin t) : hα(t) = α0 +
N∑
j=1
αj cos (jt) +
N∑
j=1
αj+N sin (jt)
}
respectively, with α := (α0, . . . , α2N) ∈ R2N+1. We now formulate the minimization
problem (4.23) as a non linear least squares problem. Given a vector of (eventually noisy)
data m = [mi] on the observation points xi ∈ Γ, the objective function is
Fobj(α) :=
1
2
m∑
j=1
(Fi(α)−mi)2 = 1
2
(F(α)−m)>(F(α)−m)
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where Fi(α) = F (α)(xi) = ∂nuα(xi),



∆uα = 0 in Ω
α
c
uα = g on Γ
uα = 0 on γα
and γα is parameterized by rα(t)(cos t, sin t) ∈ CN . The minimization problem is thus
γα∗ = argminγα∈CN Fobj(α).
We apply the Levenberg–Marquardt (LM) method for this minimization problem.
Given an admissible curve γα ∈ CN , the update step Ψαs ∈ ΨNad in the LM method is
given by (see appendix)
(µI+ J>(α)J(α))αs = −J>(α)(F(α)−mi).
Lemma 4.18 The Jacobian matrix J(α) is given by
J(α) =
[
∂nu
′
j(xi)
]
ij
where u′j solves 


∆u′j = 0 in Ω
α
c
u′j = 0 on Γ
u′j = −(Ψej · n)∂nuα on γα
with ej the jth vector of the standard basis of R2N+1.
Proof. Given a parametrization rα(t)(cos t, sin t) of γα ∈ CN consider, for sufficient small
|ε|, the perturbation γε ∈ CN of γα, defined by
rα(t)(cos t, sin t) + εhej(t)(cos t, sin t).
Thus
[J(α)]ij =
∂Fi
∂αj
(xi) = lim
ε→0
Fi(α + εej)− Fi(α)
ε
= (F ′(γα)Ψej)(xi)
and the result follows.
Thus, at each step of the method, we have to solve 2N + 2 problems (one related to
uα and 2N +1 problems related to the Jacobian) and we use the MFS for these problems.
Numerically, those 2N + 2 problems correspond to 2N + 2 systems of linear equations
having in common the same system matrix.
4.3 Iterative reconstruction of the inclusion by a Quasi–Newton method 85
Remark 4.19 Regarding the updated shape γαnew = γα +Ψαs some care must be taken
in the choice of µ > 0 to assure both descent direction and that γαnew is admissible. The
first is assured by the algorithm and the second requires the introduction of some control
structures in the algorithm. The latter situation can be easily implemented but will not
be taken into account since increases computational time and for the tested examples
revealed to be unnecessary.
4.3.1 Numerical simulations
In order to test the minimization algorithm we consider the previous four examples.
For comparison with the decomposition method, we use the same measured data and
computed centroid c̃i.
Each direct problem is numerically solved with the MFS approximation. We con-
sider Γ̂ = ∂B(0, 5.5) and internal artificial curve obtained by a reduction of the internal
boundary by a factor of 0.9. The number of collocation and source points is 120.
We start the iterative process from γ(0) = ∂B(c̃i, 1) and the iterations are computed
according to the following strategy (cf. [11]).
Algorithm 1
1. Give an initial curve
2. Compute the updates in CN1 with the LM method
3. Use the last curve from step 2 in step 1 and repeat the process in CN2,
with N2 > N1.
This strategy avoided the convergence to some local extrema. We used the spaces
C0 (circles) and C4. This choice of (low dimensional) spaces is related to a trade off
between quality and stability. Higher number of Fourier modes increases the quality
of the reconstruction (for data without noise) but increases also the instability on the
reconstruction (worst reconstructions for noisy data).
As stopping criterion we use the empirically chosen value 10−2 in the relative evolution
of the objective function, that is we stop at the first αnew such that
Fobj(αold)− Fobj(αnew)
Fobj(αold)
≤ 10−2.
We use the full red line to represent the initial curve and the red dashed lines for the
intermediate iterations. As usual, the approximation is represented by a red dotted line
and the exact by a full blue line.
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The first test regards data without noise. For the reconstruction of the ellipsis, we
computed 8 iterations in C4. As we can see in Fig. 4.27 (left), we obtained a good
reconstruction.
Regarding the second example, the non convex part is now fully recovered and 8
iterations were computed in C4 (Fig. 4.27, right). In both cases, no gain was obtained by
starting in C0.
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Figure 4.27: Reconstruction of γ1 (left) and γ2 (right) in C4 for data without noise.
For the third simulation, we started in C0 where 4 circles where computed. Using the
last circle, the algorithm computed 6 curves in C4 (see Fig. 4.28).
The reconstruction of the kite was also good and in this case it took only 4 iterations
in C4 to obtain the result presented in Fig. 4.29. No gain was obtained by starting in C0.
As expected, the iterative method performed better than the decomposition method
for data without noise.
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Figure 4.28: Reconstruction of γ3 in C0 (left) and C4 (right) for data without noise.
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Figure 4.29: Reconstruction of γ4 in C4 for data without noise.
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For noisy data and concerning the reconstruction of the ellipse, we compare the results
for 5 % of pointwise and norm noise. In this case, the results are similar (see Fig. 4.30)
and 5 iterations were computed for the pointwise noise simulation and 6 for the norm
noise simulation both in C4. We tested also for 8 % and 10 % of noise and 7 iterations
were computed in C4, for both cases (Fig. 4.31). The reconstructions are stable with the
increase of noise and also better when comparing with the decomposition method.
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(a) 5 % of pointwise noise.
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(b) 5 % of (norm) noise.
Figure 4.30: Reconstruction of γ1 in C4.
To further illustrate the stability of the method we present in Fig. 4.32, for the second
simulation, the evolution of the reconstruction in C4 with the noise levels of 5 %, 10%,
15 % and 20 %. For 5 % we computed 4 iterations (Fig. 4.32, (a)) and obtained an
approximation with relative error 0.068 (in terms of the L2 norm). Again 4 iterations
were computed for 10 % (Fig. 4.32, (b)) and we obtained an approximation with 0.066
of relative error. When the noise level is 15 % we obtained 0.118 of relative error at the
fourth iteration (Fig. 4.32, (c)). Finally, 3 iterations and 0.174 of relative error for 20 %
of noise (Fig. 4.32, (d)).
On the third simulation we tested the algorithm with data affected by 5 % and 10 %
of noise. For both situations, we started with an approximation by circles and computed
4 iterations in C0 (Figs. 4.33 and 4.34, left). In C4 the numerical procedure stopped at
the 5th iteration (Figs. 4.33 and 4.34, right).
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(a) 8 % of noise.
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(b) 10 % of noise.
Figure 4.31: Reconstruction of γ1 in C4.
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(a) 5% of noise.
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(b) 10% of noise.
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(c) 15% of noise.
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
(d) 20% of noise.
Figure 4.32: Reconstruction of γ2 in C4.
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Figure 4.33: Reconstruction of γ3 in C0 (left) and C4 (right). Noise level: 5 %.
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Figure 4.34: Reconstruction of γ3 in C0 (left) and C4 (right). Noise level: 10 %.
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The kite was also well recovered from lower noisy data. With a level of 5 % and 10 % it
required 5 iterations to obtain the results plotted in Fig. 4.35. The poorer reconstruction
with higher noisy data, in the right plot, is expected.
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(b) 10 % of noise.
Figure 4.35: Reconstruction of γ4 in C4.
We now test the same method, but assuming that only part of Γ is accessible for
measurements. The location of the inclusion will be included in the minimization scheme
as unknown, that is we have two more unknowns corresponding to the coordinates of c̃i.
Starting from the unitary circle, the first step is to determine the location and dimension
using circles as approximating curves. The next step is to recover the shape in C4.
The following tests concerns the second example and the kite shaped inclusion. The
number of observation points is still 60, and the location is represented on the figure by
green dots. Starting with noise free data, we first consider, for the second example, 60
uniformly distributed observations on [0, π/2]. In this interval we were able to retrieve the
location c̃2 = (1.02,−1.11) (recall that c2 = (1,−1)) and dimension by computing 4 circles
(Fig. 4.36). However, the shape was not recovered by this data. Taking the observation
points on [3π/2, 2π] instead, we were able to obtain a fairly good approximation of the
shape with 7 iterations in C4 (Fig. 4.37, right).
For the kite, we were able to determine the location c̃4 = (−1.16, 0.48) (c4 = (−1.2, 0.5))
from observations on [0, π/4] by computing 4 circles (Fig. 4.38). However, we were
not able to reconstruct the shape from this boundary data. A good approximation was
achieved by taking observation points on [0, π] and the algorithm stopped at the fourth
iteration in C4 (Fig. 4.39, right).
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Figure 4.36: Reconstruction of γ2 in C0 from incomplete noise free data.
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Figure 4.37: Reconstruction of γ2 in C0 (left) and C4 (right) from incomplete noise free
data.
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Figure 4.38: Reconstruction of γ4 in C0 from incomplete noise free data.
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Figure 4.39: Reconstruction of γ4 in C0 (left) and C4 (right) from incomplete noise free
data.
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From noisy data on the first quadrant, we were still able to retrieve the location (this
time c̃2 = (1.05,−1.08)) and approximate dimension of γ2 with four circles (Fig. 4.40).
Taking observations on [3π/2, 2π] we obtain a good approximation of the shape (Fig.
4.41). In this case, the algorithm computed 4 circles and 5 shapes in C4.
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Figure 4.40: Reconstruction of γ2 in C0 from incomplete noisy data. Noise level: 5 %.
The location of the kite was retrieved from noisy data on [0, π/2] by computing 6
circles (Fig. 4.42). Considering data on [0, π] we were able to obtain the approximations
plotted in Fig. 4.43.
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Figure 4.41: Reconstruction of γ2 in C0 (left) and C4 (right) from incomplete noisy data.
Noise level: 5 %.
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Figure 4.42: Reconstruction of γ4 in C0 from incomplete noisy data. Noise level: 5 %.
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Figure 4.43: Reconstruction of γ4 in C0 (left) and C4 (right) from incomplete noisy data.
Noise level: 5 %.
Overall we obtained very accurate and stable results. Despite being slower, the iter-
ative approach provided better results when comparing with the decomposition method.
We used the centroid approximation provided by (4.19) but it is clear from the incomplete
data simulations that no such a priori information is required.
4.4 The MFS applied to the inverse Robin problem
4.4.1 Decomposition method
The decomposition method for the inverse geometric problem can be easily adapted to
the Robin inverse problem.
The first step is the same (fitting of the Cauchy data) and is treated using the MFS,
as described in section 4.2.1.
The second step is easier than the non linear problem arising in the inverse geometric
problem. In fact, since γ is known, then
Z = −∂nu|γ
u|γ (when u 6= 0) (4.25)
and an approximation of Z can be explicitly computed by
Z̃ = −∂nũ|γ
ũ|γ (when ũ 6= 0), (4.26)
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where ũ is the solution of step 1. Next result shows that for an appropriate input func-
tion g ∈ C0(Γ), the expression (4.25) has no singularities. We start with the following
maximum principle (see [37]).
Theorem 4.20 Let ∂Ωc ∈ C2, g ∈ C0(Γ) a positive input function, Z an admissible
coefficient and u a classical solution of (PR). Then,
u > 0 in Ωc.
Corollary 4.21 We have
u|γ > 0.
Proof. It follows from the previous Theorem that u(x) ≥ 0, ∀x ∈ γ. If u(x0) = 0 for
some x0 ∈ γ then, using Hopf’s lemma, we must have ∂nu < 0 at such point, which is a
contradiction with the fact that u satisfies a Robin boundary condition at γ.
Next result is based on the two previous results and gives a condition to distinguish a
Neumann problem (Z = 0) from a general Robin problem.
Corollary 4.22 In the conditions of Theorem 4.20 we have
Z = 0 ⇔
∫
Γ
gndς = 0
where gn = ∂nu|Γ and u is the classical solution of (PR).
Proof. If Z = 0 then we have the Neumann problem (PN) and it follows, from Green’s
formula that
∫
Γ
gndς = 0.
Now let
∫
Γ
gndς = 0. From Green’s formula and using the Robin condition,
0 =
∫
Γ
gndς = −
∫
γ
∂nudς =
∫
γ
Zudς. (4.27)
Since by the previous corollary, u > 0 on γ and by hypothesis Z ≥ 0 we conclude that
Z = 0.
Remark 4.23 In the particular case where Z 6= 0 is known to be constant, using (4.27),
the coefficient can be computed instead by
Z =
∫
Γ
gndς
∫
γ
udς
. (4.28)
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4.4.2 Numerical simulations
To show the feasibility of the method we present several numerical simulations regarding
the three examples considered in section 4.1.2. To apply the MFS approximation for the
Cauchy problem we considered 60 collocation points on the boundary Γ and 120 source
points on the artificial boundary curve defined by Γ̂ = ∂B(0, 5.5) and γ̂ = 0.9γ.
We start with the reconstruction from noise free data on 60 equally distributed ob-
servation points on Γ. The red dots denotes the reconstruction given by (4.26) and the
blue line is the exact coefficient. As we can see in Figs. 4.44 and 4.45 we obtained good
results with this fast method.
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Figure 4.44: Reconstruction of the Robin coefficient from noise free boundary data.
0 1 2 3 4 5 6
0.5
1
1.5
2
2.5
3
3.5
Figure 4.45: Reconstruction of Z3 from noise free boundary data.
To test the robustness of the method we introduce several levels of random norm noise
on the measured data.
The reconstruction of the constant coefficient for data with 5 % and 10 % of noise is
presented in Fig. 4.46. For both cases we obtained, via L–curve, the Tikhonov regular-
ization parameter µ = 10−2. If the a priori information that Z1 is constant is assumed
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then using (4.28) we get the approximations Z̃1 = 2.94 and Z̃1 = 2.86 for the previous
levels of noise.
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Figure 4.46: Reconstruction of Z1 from noisy data.
For the non constant and smooth coefficient Z2 we present in Fig. 4.47 the recon-
structions for several levels of noise. Starting from the top left (Fig. 4.47 (a)) we have an
approximation with 1.2 % of relative (L2(γ) norm) error for 5 % of noise. The regulariza-
tion parameter was µ = 5×10−3. On the top right plot (Fig. 4.47 (b)), the regularization
parameter was the same and the approximation for 10 % of noise has a relative error of
2.3 % . On the bottom the regularization parameter was µ = 3×10−2. From left to right,
we have the reconstructions for both 15 % and 20 % of noise, respectively. On the first
case, the reconstruction has a relative error of 1.7% and on the second case, 5.3 %.
Regarding the non smooth Robin coefficient Z3 the regularization parameter was µ =
10−3 for both simulations presented in Fig. 4.48. On the left, the approximation for 5 %
of norm noise and on the right, the approximation for 10 % of noise.
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Figure 4.47: Reconstruction of Z2 from noisy data.
We now consider the situation where only part of the boundary Γ is accessible for
measurements. The number of observation points is still 60 (uniformly distributed) but
over some specific arcs.
For the smooth coefficient Z2 we consider the arcs [0, π/2] and [π/2, 3π/2] and show,
in Fig. 4.49, the accuracy of the MFS fitting of the (noise free) Cauchy data in the first
case. The absolute error on [0, π/2] is small, where the maximum value is 3×10−8 for the
Dirichlet condition and 5 × 10−8 for the Neumann condition. Outside this interval, the
error grows and reaches 0.027 which, still, is a good result. This approximation enabled a
good reconstruction of Z2 (Fig. 4.50, left). We note that the part where the reconstruction
is worst is contained in the part where no Cauchy data was considered.
On the right plot of Fig. 4.50 we have the reconstruction for noise free data on the
arc [π/2, 3π/2]. This time, we were able to retrieve almost the whole coefficient.
Regarding the reconstruction of the non smooth coefficient we present in Fig. 4.51 the
results for noise free data on the arcs [5π/4, 3π/2] (left) and [π/2, π] (right). In the first
case we obtain a good approximation for Z3 whereas on the second quadrant, almost an
exact recovery was achieved.
102 The MFS for direct and inverse problems - Laplace equation
0 1 2 3 4 5 6
0.5
1
1.5
2
2.5
3
3.5
(a) 5 % of noise.
0 1 2 3 4 5 6
0.5
1
1.5
2
2.5
3
3.5
(b) 10 % of noise.
Figure 4.48: Reconstruction of Z3 from noisy data.
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Figure 4.49: Error of the Cauchy data fitting from partial data.
Testing the same examples with 5 % of noise we obtained stable results for Z2. The
regularization parameter was µ = 10−2 and on the left plot of Fig. 4.52 we show the
reconstruction for data on the arc [0, π/2] and on the right, data in the second and third
quadrants.
The results for the non smooth coefficient Z3 are presented in Fig. 4.53. The regular-
ization parameter was 5 × 10−3 and on the left we have the result for noisy data on the
arc [5π/4, 3π/2]. On the right, the reconstruction for data on [π/2, π].
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Figure 4.50: Reconstruction of Z2 from partial noise free boundary data.
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Figure 4.51: Reconstruction of Z3 from partial noise free boundary data.
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Figure 4.52: Reconstruction of Z2 from partial noisy boundary data. Noise: 5%
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Figure 4.53: Reconstruction of Z3 from partial noisy boundary data. Noise: 5%
Overall we obtained very accurate and stable results using this decomposition method
for the inverse Robin problem. We now compare these results with an iterative approxi-
mation for the inverse problem.
4.4.3 Iterative reconstruction of the coefficient by a Quasi–Newton
method
Consider the inverse Robin problem formulated in terms of the non linear equation: Given
a compatible pair (g, gn) ∈ HR(Γ) with g 6= 0, determine Z ∈ CR such that
G(Z) = gn
where G is the non linear and injective map defined in (3.26). Following section 4.3, we
consider the linearized equation
G′(Z)R = gn −G(Z),
where R belongs to the set of admissible directions Rad = C
0(γ) and Z ∈ CR. The
directional derivative of G at Z, G′(Z) : C0(γ) → H−1/2(Γ), is the (injective) linear map
defined by (see Lemma 3.18)
G′(Z)R = ∂nu′,
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where u′ ∈ H1(Ωc) is the unique solution of



∆u′ = 0 in Ωc
u′ = 0 on Γ
∂nu
′ + Zu′ = −Ru on γ
.
We extend this bounded linear map by continuity to the whole L2(γ) and denote it by
G′(Z).
Lemma 4.24 The adjoint of G′(Z), G′(Z)∗ : H1/2(Γ) −→ L2(γ) is given by
G′(Z)∗(g∗) = (uu∗)|γ.
where u∗ ∈ H1(Ωc) is the solution of the well posed problem (PR) with input function
g∗ ∈ H1/2(Γ).
Proof. We follow the proof of Lemma 4.15. Let u∗ ∈ H1(Ωc) be the solution of the
aforementioned problem. We have
〈g∗, G′(Z)R〉H1/2(Γ)×H−1/2(Γ) =
∫
Γ
∂nu
′g∗dς = 〈u′, ∂nu∗〉H1/2(Γ)×H−1/2(Γ)
− 〈u∗, ∂nu′〉H1/2(Γ)×H−1/2(γ) + 〈u′, ∂nu∗〉H1/2(Γ)×H−1/2(γ) .
Using the boundary conditions for u′ and u∗ we get
〈g∗, G′(Z)R〉H1/2(Γ)×H−1/2(Γ) =
∫
γ
Ruu∗dς.
Corollary 4.25 If exists a relatively open set σ ⊂ γ where the trace of u does not vanish
then, G′(Z) has dense range in H−1/2(Γ).
Proof. We show that the adjoint G′(Z)∗ is injective. Let g∗ ∈ H1/2(Γ) be such that
G′(Z)∗g∗ = 0. By the previous Lemma, we must have
uu∗ = 0 on γ. (4.29)
Thus, the hypothesis on the trace of u implies u∗|σ = 0 and since u∗ satisfies a Robin
condition on γ we must have u∗ = ∂nu∗ on σ. This implies u∗ = 0 in Ωc and the conclusion
g∗ = u∗|Γ = 0
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follows.
Consider the representation of CR and Rad in terms of the Fourier modes, ie.,
CN =
{
Zα ∈ C0([0, 2π]) : Zα > 0 ∧ Zα(t) = α0 +
N∑
j=1
αj cos (jt) +
N∑
j=1
αj+N sin (jt)
}
(4.30)
and
RNad =
{
Rα ∈ C0([0, 2π]) : Rα(t) = α0 +
N∑
j=1
αj cos (jt) +
N∑
j=1
αj+N sin (jt)
}
(4.31)
respectively, with α := (α0, . . . , α2N) ∈ R2N+1. We now formulate the non linear least
squares problem. Given a vector of (eventually noisy) data m = [mi] on the observation
points xi ∈ Γ, the objective function is
Gobj(α) :=
1
2
m∑
j=1
(Gi(α)−mi)2 = 1
2
(G(α)−m)>(G(α)−m)
where Gi(α) = G(α)(xi) = ∂nuα(xi),



∆uα = 0 in Ωc
uα = g on Γ
∂nuα + Zαuα = 0 on γ
.
The minimization problem is
Zα∗ = argminZα∈CN Gobj(α).
Lemma 4.26 The Jacobian matrix in the update step for the LM method, J(α), is given
by
J(α) =
[
∂nu
′
j(xi)
]
ij
where u′j solves 


∆u′j = 0 in Ωc
u′j = 0 on Γ
∂nu
′
j + Zαu
′
j = −Rejuα on γ
with ej the jth vector of the standard basis of R2N+1.
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Proof. We follow the proof of Lemma 4.18. Given Zα ∈ CN consider, for sufficient small
ε, the perturbation of Zα, defined by
Zεα := Zα + εRej ∈ CN .
Then,
[J(α)]ij =
∂Gi
∂αj
(xi) = lim
ε→0
Gi(α + εej)−Gi(α)
ε
= (G′(Zα)Rej)(xi).
At each step of the method, we have to solve 2N + 2 problems (one related to uα and
2N + 1 problems related to the Jacobian) and again we use the MFS for these problems.
For the updated coefficient Zαnew some care must be taken in the choice of µ > 0 in
the LM method to assure that Zαnew > 0. To implement this restriction we evaluate Zαnew
at 200 equally spaced points on [0, 2π] and denote by Ctr the vector containing this data.
The update is considered valid if, besides the control conditions of the LM, we have also
min Ctr ≥ 0.
4.4.4 Numerical simulations
We test the iterative algorithm for the previous three examples. In order to compare with
the results of the decomposition method, we use the same boundary data. The strategy
presented in Algorithm 1 will be used to compute the approximations.
We start from the initial guess Z(0) ≡ 1 and compute several approximations in C0
(horizontal lines) until the stopping criterion
Gobj(Zold)−G(Znew)
Gobj(Zold)
≤ 10−2
is reached. Then, from this last function, the approximations are computed in C4 again
until the stopping criterion is reached.
In order to compute the MFS approximation for the arising direct problems we consider
the same artificial curves used for the decomposition method and 120 collocation and
source points.
We start by presenting the results for complete boundary data without noise. In
Figs. 4.54 and 4.55 we present such results. As always, the dashed red lines represents
the iterations, the red dotted line the final iteration and the blue line the goal. For the
constant function Z1, 5 iterations were computed in C0. For this example, no updates
were obtained in C4. For the reconstruction of Z2 and Z3 in C0 no significant updates were
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obtained whereas in C4 5 iterations were computed.
0 1 2 3 4 5 6
0.5
1
1.5
2
2.5
3
3.5
4
(a) Z1.
0 1 2 3 4 5 6
0.25
0.5
0.75
1
1.25
1.5
1.75
2
(b) Z2.
Figure 4.54: Iterative reconstruction of the Robin coefficient in C4 from noise free boundary
data.
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Figure 4.55: Iterative reconstruction of Z3 in C4 from noise free boundary data.
For the reconstructions from noisy data we plot the last approximation (red dotted
line) and also the approximation obtained with the decomposition method (green dotted
line).
Concerning Z1, we present in Fig. 4.56 the comparison for 5 % of noise (left plot) and
10% of noise (right plot). In both cases, 5 iterations were computed in C0 and 3 in C4. As
we can see, the results obtained with the iterative method are slightly better.
For the smooth function Z2, the results are equivalent. Here, 4 iterations were com-
puted in C4 for both levels of 5 % (Fig. 4.57, left) and 10% (Fig. 4.57, right) of noise.
The results for the non smooth function were also equivalent. In this case, 4 and 3
iterations were computed in C4 for 5 % and 10 % of noise, respectively. The reconstructions
are presented in Fig. 4.58 where on the left we have the results for 5 % of noise and on
the right, for 10 %.
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Figure 4.56: Iterative reconstruction of Z1 in C4 from noisy boundary data.
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Figure 4.57: Iterative reconstruction of Z2 in C4 from noisy boundary data.
We present one last numerical simulation. It regards the reconstruction of Z2 from
incomplete boundary data. The set of data was collected at 60 uniformly distributed
points on the arc [0, π/2]. On the left of Fig. 4.59 is the reconstruction for noise free data
and on the right for 5 % of noise. Again we notice that the function is well recovered
in the first and second quadrants and also on the upper half of the fourth quadrant. In
this part, the results are similar whereas on the other part of the interval the results are
different. The considered data is not enough to provide a satisfactory approximation of
the function in the third and part of the fourth quadrants.
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Figure 4.58: Iterative reconstruction of Z3 in C4 from noisy boundary data.
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Figure 4.59: Iterative reconstruction of Z2 in C4 from data measured on the arc [0, π/2].
From the above numerical results we see that the iterative method provides good and
stable results. However, no considerable gain was obtained when comparing with the
decomposition method.
4.5 Conclusions
In this chapter we presented theoretical results concerning the MFS approximation for
both direct and inverse problems. To support the theoretical results for the direct prob-
lems several numerical examples were presented for problems (PD) and (PR). Concerning
the inverse geometric and coefficient problems two methods were proposed: A decom-
position based method (non iterative) and a Levenberg–Marquardt based method. The
proposed non iterative method is simple and requires little computational cost. However,
for the geometric problem, it requires some a priori knowledge of the location (and di-
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mension) of the obstacle. Moreover, some information of the solution’s behavior inside Ω
has also to be considered in order to apply the proposed method for the non linear part.
On the other hand, the iterative method does not require such a priori information but
the computation cost is bigger. The numerical examples show, as expected, that the iter-
ative method provides better reconstruction results. From these numerical experiences we
also observed that the location and dimension of the inclusion can be accurately retrieved
(using the iterative method), even from noisy and incomplete boundary data.
For the inverse Robin problem, the numerical examples show the same type of results
for both non iterative and iterative approaches. In this case the boundary γ is known
hence the decomposition method for this problem is simpler. On the other hand, the
numerical results confirms that, as expected, the (exact) information on γ should provide
good reconstruction results using this decomposition method.

5
Identification and MFS reconstruction of
obstacles - linear elasticity
In this chapter we address the identification and reconstruction of elastic inclusions or
cavities inside an elastic body Ω from a single pair of displacement and traction boundary
data. Following the electrostatic and thermal models we study an inverse geometric
problem consisting in the identification and reconstruction of the inclusion’s shape and
a coefficient inverse problem which addresses the reconstruction of an elastic exchange
coefficient (Robin coefficient). Regarding identification in the geometric inverse problem
we refer the early works [20] and [22]. Since then several works for geometric inverse
problems in linear elasticity containing reconstruction methods have been presented. It
is the case of the reconstruction of elastic inclusions using linear sampling methods (cf.
[59]), and level set methods (cf. [18]). Following the Chapter 4, we propose two methods
for the reconstruction of the elastic inclusion. A decomposition method based on the MFS
approximation for the inverse elastic Cauchy problem and a Quasi Newton optimization
method.
Since most of the theory and methodology developed for the Laplace equation is still
applicable in the elastic problem, we will mainly give a sketch of the proofs.
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5.1 Geometric problem
Consider an isotropic and homogeneous elastic body Ω ⊂ Rd (d = 2, 3) with inclusions
or cavities represented by ω. Again, we assume that Ω, ω are open, bounded and simply
connected sets such that ω ⊂ Ω. The boundaries Γ = ∂Ω and γ = ∂ω are C2 closed
curves and the domain of elastic propagation is defined by Ωc := Ω \ ω.
Consider the following problems



∆∗u = 0 in Ωc
u = g on ∂Ω = Γ
Bu = 0 on ∂ω = γ
(5.1)
where g is given and B is either the Dirichlet or Neumann boundary operator. Following
the notation introduced in Chapter 3 such problems will be denoted by (PD) and (PN),
respectively. Regarding the well posedness of the direct problem we have the next result
(see [34] for a proof).
Theorem 5.1 Given g ∈ H3/2(Γ), problems (PD) and (PN) are well posed with unique
solution in H2(Ωc).
5.1.1 Inverse problem
In this section we study the elastic geometric inverse problem (IGP). As in the scalar
case, the problem can be formulated as
(IGP): From a single pair of Cauchy data on Σ ⊂ Γ, identify the elastic inclusion ω.
Let Σ ⊂ Γ be an open set (in the topology of Γ) and denote by GD(Σ) and GN(Σ)
the space of compatible Cauchy data for (PD) and (PN), respectively. To establish the
uniqueness of (IGP) we start with the vectorial version of Lemma 3.5.
Denote by RΩ the set of rigid displacements, R, in an open connected set Ω. In 2D,
R = span{(1, 0), (0, 1), (−x2, x1)}
and in 3D,
R = span{(1, 0, 0), (0, 1, 0), (0, 0, 1), (−x2, x1, 0), (0,−x3, x2), (x3, 0,−x1)}.
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Lemma 5.2 Let Ω be an open and connected set with regular boundary Γ = Γ0∪Γ1 where
Γ0, Γ1 are open and disjoint. If Γ0 6= ∅ then, the mixed problem



∆∗u = 0 in Ω
u = 0 on Γ0
∂∗nu = 0 on Γ1
(5.2)
has a unique solution in H1(Ω), the null vector. If Γ0 = ∅, the solutions belong to RΩ.
Proof. Since for u ∈ H1(Ω)
λ||∇ · u||2L2(Ω) + 2µ||ε(u)||2L2(Ω) =
∫
Γ
∂∗nu · udς −
∫
Ω
∆∗u · udx
then, if u solves (5.2), the right hand side of the previous equation is null and therefore
we must have ||ε(u)||L2(Ω) = 0. This implies that u ∈ RΩ. If Γ0 6= ∅ then, in 2D, we must
have u = 0 in Ω. For the 3D case, since there exists at least three non collinear points on
Γ0 where u vanishes, the same conclusion holds.
Theorem 5.3 If g|Σ ∈/ R then a single pair of compatible data (g|Σ,gn|Σ) determines
uniquely ω and
GgD(Σ) ∩ GgN(Σ) = ∅.
Proof. Consider two (different) domains of elastic propagation with the same exterior
boundary Γ. If, for each domain, the solution of (PD) or (PN) generate the same Neumann
data on Σ then, using the same arguments presented in the proof of Theorem 3.6, exists
an open and connected set with boundary contained in Γ where one of the solutions
must be a rigid displacement. Since this contradicts the hypothesis we conclude that
the two domains of elastic propagation must be the same, that is Ωc. In particular, if
(g|Σ,gn|Σ) ∈ GgD(Σ) ∩ GgN(Σ) then the solution of (PD) has null Cauchy data on γ and
again we obtain a rigid displacement solution. Since this contradicts the hypothesis, the
second part of the result follows.
5.2 Robin problem
Let Ωc by a domain of elastic propagation with C
1 boundary ∂Ω = Γ ∪ γ. Consider the
following direct problem.
116 Identification and MFS reconstruction of obstacles - linear elasticity
Given an input function g on Γ, compute gn = ∂
∗
nu on Γ, where u is such that
(PR)



∆∗u = 0 in Ωc
u = g on ∂Ω = Γ
∂∗nu + Zu = 0 on ∂ω = γ
(5.3)
and Z is an L∞(γ) semi positive definite diagonal matrix, ie., Z = diag(z1, . . . , zd) with
d = 2, 3 and each zi ∈ L∞(γ) is non negative.
Theorem 5.4 If g ∈ H1/2(Γ) then (PR) is well posed with solution u ∈ H1(Ωc).
Proof. The bilinear form
〈w, s〉V :=
∫
Ωc
ε(w) : ε(s)dx, ∀w, s ∈ V
defines an inner product in the closed space
V :=
{
s ∈ H1(Ωc) : s|Γ = 0
}
.
Endowing this space with the norm induced by the scalar product, we have by Korn’s
inequality that this norm is equivalent to the norm induced by H1(Ωc). Thus, the bilinear
form on V ×V
S(w, s) :=
∫
Ωc
σ(w) : ε(s)dx +
∫
γ
Zw · sdς
satisfies
S(s, s) = λ||∇ · s||2L2(Ωc) + 2µ||s||2V +
∫
γ
Zs · sdς
We note that for a diagonal (semi positive definite) matrix Z we have the relation
Zs · s = Z1/2s · Z1/2s ≥ 0
whereas for a general semi positive definite matrix, Zs · s may be negative. Thus, the
bilinear form S can be written as
S(s, s) = λ||∇ · s||2L2(Ωc) + 2µ||s||2V + ||Z1/2s||2L2(γ) ≥ 2µ||s||2V
that is, S is V-coercive. The result can now be established following the same steps of
the proof of Theorem 3.13.
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5.2.1 Inverse Robin problem
Our goal is to identify Z (assuming that γ is known) from a pair of Cauchy data on Σ ⊂ Γ.
We start with an example that shows that for a general diagonal coefficient this may not
be achieved from a single boundary measurement.
Example 5.5 Consider the annular domain of propagation
Ωc :=
{
x ∈ R2 : 1 < |x| < r}
with r > 1 and the function
u(x) =
(−x1(ρ + |x|−2), x2(1− |x|−2)
)
, ρ =
λ + 4µ
λ
. (5.4)
This function satisfies, for g = u|Γ and Zψ = diag(2µ, ψ),



∆∗u = 0 in Ωc
u = g in Γ = ∂Ω
∂∗nu + Zψu = 0 in γ = ∂ω
.
In particular, ψ > 0 can not be identified from the single pair of boundary data (g, ∂∗nu)
on Γ.
Let GR(Σ) denote the space of compatible Cauchy data on the (relatively) open set
Σ ⊂ Γ and define the class
C := {zI : z ∈ C0(γ) ∧ z ≥ 0} .
Theorem 5.6 If g|Σ is not the null vector and Z is known to be in C then a single pair
of data (g,gn) ∈ GR(Σ) determines uniquely Z.
Proof. We follow the proof of the scalar case. Given two coefficients z1I, z2I ∈ C generating
the same Cauchy data (g,gn) on Σ, exists u ∈ H1(Ωc) solving (PR) for both coefficients.
In particular, we must have
(z1 − z2)u = 0 on γ.
Now, if z1 is not equal to z2 then, by continuity, there exists a relatively open set
σ ⊂ γ where z1 is different from z2 and, following the scalar case, this contradicts the
hypothesis.
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5.3 The MFS approximation for direct problems in
linear elasticity
Let Ω̂c be a C
1 artificial domain of propagation containing (the C1 domain) Ωc. Consider
the single layer representation
u = LΓ̂φ + Lγ̂ψ
where ∂Ω̂c = Γ̂ ∪ γ̂ is the admissible source set and the densities φ and ψ belong to
H−1/2(Γ̂) and H−1/2(γ̂), respectively. We define the operator B := aτnγ + Zaτγ, where
a ∈ {0, 1} is constant and Z0 = I. Z1 is a semi positive definite diagonal matrix with
entries in L∞(γ). Consider the boundary operator
M(Γ, γ) : H−1/2(Γ̂)×H−1/2(γ̂) −→ H1/2(Γ)×H−1/2(γ)
defined as in (4.5). Again we focus on the 2D case and we denote by HZ1/2(Υ) and
HZ−1/2(Υ) the vectorial versions of the spaces defined on Chapter 4. Thus,
HZa1/2(Υ) ∼= H1/2(Υ)/Rdza , HZa−1/2(Υ) ∼= H−1/2(Υ)/Rdza
where
dza =



0 if Za= 0
1 if z1 = 0 ∨̇ z2 = 0
2 otherwise
.
Theorem 5.7 The restriction of M(Γ, γ) to H−1/2I (Γ̂)×H−1/2I (γ̂) is injective.
Proof. By hypothesis, the trace operator on Γ̂ and the boundary operator B on γ̂ applied
to the single layer potential defined on ∂Ωc (with densities φ ∈ H−1/2I (Γ̂), ψ ∈ H−1/2I (γ̂))
is null. Since the asymptotic behavior of this single layer representation is
log |x|c + O(1), |x| → ∞
with
c = − λ + 3µ
4π(λ + 2µ)
(∫
Γ̂
φdς +
∫
γ̂
ψdς
)
∈ R2
then, by hypothesis, c = 0. Following the proof of Theorem 4.2 we can now establish that
this single layer representation must vanish in R2 \∂Ωc and we conclude that the densities
on such representation are also null.
Theorem 5.8 The operator M(Γ, γ) has dense range in H1/2I (Γ)×H−1/2Za (γ).
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Proof. We prove that the restriction of the adjoint M(Γ, γ)∗ to H−1/2I (Γ̂) × H1/2Za (γ̂) is
injective. Following the proof of Lemma 4.3, the adjoint is given by
M(Γ, γ)∗ =
[
SΓ̂,Γ aKΓ̂,γ + SΓ̂,γZa
Sγ̂,Γ aKγ̂,γ + SΓ̂,γZa
]
.
If (φ, ψ) ∈ H−1/2I (Γ̂)×H1/2Za (γ̂) are such that M(Γ, γ)∗(φ, ψ) = 0 then, defining
u = LΓφ + (aMγ + LγZa)ψ
and following the proof of Theorem 4.4 we obtain u = 0 in R2 \ (Γ ∪ γ). By the jump
relations
[u]Γ = 0, [∂
∗
nu]Γ = φ, [u]γ = −aψ ∧ [∂∗nu]γ = Zaψ
we conclude that ψ = φ = 0.
The remarks 4.5 remain valid for this vectorial boundary value problems. In the next
section we give a description of the implementation of the MFS approximation for these
problems.
5.3.1 Numerical implementation
Consider the problems
(P)



∆∗u = 0 in Ωc
u = g on Γ
Bu = 0 on γ
(5.5)
where g ∈ H1/2(Γ) is given and B is the boundary operator considered in the previous
section. Let
ũ =
m∑
j=1
Φymαj (5.6)
where αj = (α1,j, . . . αd,j) ∈ Rd and yj ∈ Γ̂ ∪ γ̂.
Theorem 5.9 The operator M̃(Γ, γ) : Rd×m −→ L2(Γ)× L2(γ) defined by
M̃(Γ, γ)(α1, . . . , αm) := (ũ|Γ,Bũ)
where ũ is given by (5.6) is injective.
Proof. If (α1, . . . , αm) ∈ kerM̃(Γ, γ) then ũ solves (P), for g = 0. Since this problem is
well posed in H1(Ωc) then u = 0 in Ωc and by analytic continuation, u = 0 in the open
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set Rd \ {y1, . . . , ym}. The conclusion follows from the linear independence of the vectors
{Φymei}.
Imposing the conditions
(ũ(xΓi ),Bũ(xγi )) = (g(xΓi ),0)
on some collocation points xΓi ∈ Γ and xγi ∈ γ we obtain the linear system of equations
M(Γ, γ)X = D(Γ, γ)
which has d × n equations and d × m variables where d = 2, 3 is the dimension of the
space, n the number of collocation points and m the number of source points. When the
system is overdetermined (ie., n > m) we consider the Tikhonov solution
(µI+M(Γ, γ)∗M(Γ, γ))X = M(Γ, γ)∗D(Γ, γ)
instead.
5.3.2 Numerical simulations
Dirichlet boundary condition
To illustrate the accuracy of the MFS approximation on the boundary ∂Ωc for (PD) we
present three numerical examples. The Lamé constants are λ = µ = 1 and the accessible
part of the boundary, Γ, is ∂B(0, 3.5). On this part of the boundary, we consider the
input function
g(x) = x.
The boundary of the elastic inclusion is given by the parametrization (see Fig. 5.1):
• Example 1:
γ1(t) = (1.2 + 0.2 sin
2 (2t))(cos t, sin t), 0 ≤ t ≤ 2π
• Example 2 (bean):
γ2(t) = (−1,−1) + 1.4 + 1.3 cos t + 0.1 sin (2t)
1 + 0.8 cos t
(cos t, sin t), 0 ≤ t ≤ 2π
• Example 3 (kite):
γ3(t) = (−1.2,−0.5) + (−1.1 + 0.9 cos t + 0.3 cos (2t), 1.1 sin t), 0 ≤ t ≤ 2π
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The MFS approximation was computed considering 1300 equally spaced collocation
points xΓ1 , . . . , x
Γ
650 ∈ Γ, xγ1 , . . . , xγ650 ∈ γ and the same amount of source points. The
external source points were uniformly distributed on Γ̂ = ∂B(0, 4.5) and for the internal
source points we considered the strategy suggested by (4.16).
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(c) Example 3.
Figure 5.1: Geometry of the domains and distribution of point sources (direct problem).
On Γ we consider the absolute error
|ũi(x)− gi(x)|, x ∈ ∂Ωc, i = 1, 2
and on γ,
|ũi(x)|, x ∈ ∂Ωc, i = 1, 2
where ũ = (ũ1, ũ2) is the approximation given by the MFS.
In Figs. 5.2 and 5.3 we present the absolute error of the approximation, on Γ and γ,
respectively. The absolute boundary errors for the bean example can be seen in Figs. 5.4
and 5.5. Figs. 5.6 and 5.7 represent the same for the kite example.
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Figure 5.2: Absolute error on Γ - First example (direct problem).
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Figure 5.3: Absolute error on γ - First example (direct problem).
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Figure 5.4: Absolute error on Γ - Second example (direct problem).
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Figure 5.5: Absolute error on γ - Second example (direct problem).
1 2 3 4 5 6
t
5·10-15
1·10-14
1.5·10-14
2·10-14
2.5·10-14
Absolute Error
(a) First coordinate.
1 2 3 4 5 6
t
2.5·10-15
5·10-15
7.5·10-15
1·10-14
1.25·10-14
1.5·10-14
1.75·10-14
Absolute Error
(b) Second coordinate.
Figure 5.6: Absolute error on Γ - Third example (direct problem).
1 2 3 4 5 6
t
1·10-10
2·10-10
3·10-10
4·10-10
5·10-10
Absolute Error
(a) First coordinate.
1 2 3 4 5 6
t
1·10-10
2·10-10
3·10-10
4·10-10
5·10-10
Absolute Error
(b) Second coordinate.
Figure 5.7: Absolute error on γ - Third example (direct problem).
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Robin boundary condition
Regarding the elastic Robin problem (PR) we present two examples. The Lamé constants
are λ = µ = 1 and the domain of propagation is the annulus
Ωc = {x ∈ R2 : 1 < |x| < 3.5}.
As admissible source set we considered the boundary of
Ω̂c = {x ∈ R2 : 0.8 < |x| < 4.5}.
The Robin coefficients are
• Constant coefficient:
Z1 = 3I.
• Smooth coefficient:
Z2 = (0.9 + sin (2t) cos
2 t)I, 0 ≤ t ≤ 2π.
The input function is g(x) = x and we used 600 uniformly distributed source and collo-
cation points to compute the MFS approximation. On Γ we consider the absolute error
|ũi(x)− gi(x)|, x ∈ Γ, i = 1, 2
and on γ,
|∂∗nũ(x)i + Zũi(x)|, x ∈ γ, i = 1, 2
where ũ = (ũ1, ũ2) is the approximation given by the MFS.
Regarding the constant coefficient, the absolute error on Γ is of the order of 10−13
(Fig. 5.8) and, on γ, the Robin condition applied to the MFS solution has an (absolute)
error of the order of 10−12 (Fig. 5.9). For the second example the error on the boundary
is higher, as can be seen in Figs. 5.10 and Fig. 5.11.
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Figure 5.8: Error on Γ - Example 1 (direct problem).
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Figure 5.9: Error on γ - Example 1 (direct problem).
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Figure 5.10: Error on Γ - Example 2 (direct problem).
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Figure 5.11: Error on γ - Example 2 (direct problem).
5.4 Application of the decomposition method to the
elastic geometric inverse problem
In this section we present the adaptation to the elastic case of the decomposition method
presented in section 4.2. We recall that the first step of the proposed method consists in
fitting the Cauchy data using a single layer potential. We start with some results that
justify this (MFS) approximation for the Cauchy problem in linear elasticity.
Let K(Γ, Γ) : H−1/2(Γ̂)×H−1/2(γ̂) −→ H1/2(Γ)×H−1/2(Γ),
K(Γ, Γ)(φ, ψ) :=
[
SΓ,Γ̂ SΓ,γ̂
NΓ,Γ̂ NΓ,γ̂
][
φ
ψ
]
be the trace and normal trace on Γ of the elastic single layer representation
u = LΓ̂φ + Lγ̂ψ
where Γ̂ ∪ γ̂ is an admissible source set.
The following result is the version of Theorems 4.8 and 4.10 in linear elasticity and
can be established using the same analysis of the boundary jumps.
Theorem 5.10 We have:
1. The restriction of K(Σ, Σ) to H−1/2(Γ̂)/R2 ×H−1/2(γ̂)/R2 (H−1/2(Γ̂)×H1/2(γ̂) in
3D) is injective and
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2. K(Γ, Γ) has dense range in H1/2(Γ)/R2 ×H−1/2(Γ) (H1/2(Γ)×H−1/2(Γ) in 3D).
We now consider the discretization of the single layer potential given by
ũ =
m∑
j=1
Φyjαj
where yj are source points on Γ̂ ∪ γ̂ and each αj belongs to Rd. In order to fit the
(eventually noisy) Cauchy boundary data (g,gn) using this combination of fundamental
solutions we compute the coefficients αj by solving the Tikhonov system
(µI+K(Γ, Γ)∗K(Γ, Γ))X = K(Γ, Γ)∗Dn(Γ, Γ)
with
K(Γ, Γ) =


Φy1(x1) · · · Φym(x1)
· · · · · · · · ·
Φy1(xn) · · · Φym(xn)
∂∗nΦy1(x1) · · · ∂∗nΦym(x1)
· · · · · · · · ·
∂∗nΦy1(xn) · · · ∂∗nΦym(xn)


, X = [αj] , Dn(Γ, Γ) =


g(x1)
...
g(xn)
gn(x1)
...
gn(xn)


for some regularization parameter µ > 0. We consider the external source set Γ̂ =
B(0, 5.5) and the internal γ̂ = B(c, 0.3) where c is such that γ̂ ⊂ ω.
For the second step of the method, we use the same segment search scheme (see Fig.
4.15 , left) for the norm function |ũ| and we stop at the point where the norm is the
smallest. It is important to note that, even with a more regular input function g, the
inclusion
γ ⊂ u−1(0)
is, in general, strict.
5.4.1 Numerical simulations
The following reconstructions concerns the three domains considered in the Dirichlet
problem (see section 5.3.1). We considered 120 source points, 60 collocation points and 60
observation points (measured data). As always, the red dots indicates the reconstruction
and the full blue line the shape. The dashed black line represents the artificial boundary
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γ̂.
We start with exact measured data on the whole Γ. For this case we obtained the
reconstructions presented in Figs. 5.12, 5.13.
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
Figure 5.12: Reconstruction of the elastic inclusion for the first example using the decom-
position method (noise free data).
We repeated the method for two levels of noise (norm) in the data: 5% and 10 %. For
the first example, the regularization parameter was 10−5 and 10−4 for the levels of 5%
and 10% of noise, respectively (Fig. 5.14).
The reconstruction of the bean shaped inclusion (example 2) does not detect the non
convexity of the inclusion. Even for 5 % level of noise, the non convex part of the geometry
is not retrieved (see Fig. 5.15).
For the kite (example 3) we obtained good results for the first level of noise (Fig. 5.16,
left) but for the level of 10 % the reconstruction is worst (Fig. 5.16, right).
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(a) Example 2.
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(b) Example 3.
Figure 5.13: Reconstruction of the shape considering noise free data.
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(a) 5% of noise.
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(b) 10% of noise.
Figure 5.14: Reconstruction of γ1 from noisy data.
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(a) 5% of noise.
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(b) 10% of noise.
Figure 5.15: Reconstruction of γ2 from noisy data.
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(a) 5% of noise.
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(b) 10% of noise.
Figure 5.16: Reconstruction of γ3 from noisy data.
The last simulations concerns the shape reconstruction from partial boundary data.
We considered 60 observation points on several parts of the boundary whose location is
represented by the green dots on the following graphics. For the bean, we tested the
method with boundary data on the arcs [π, 3π/2] and [π/2, 3π/2]. For the kite, we tested
on [0, π/2] and [0, π]. Figs. 5.17, 5.18 show the reconstructions obtained for such examples
in the case of exact boundary data. Finally we tested the method to reconstruct the bean
shape from (incomplete) data with 5 % of noise (Fig. 5.19).
132 Identification and MFS reconstruction of obstacles - linear elasticity
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
Figure 5.17: Reconstruction of γ2 from incomplete noise free data.
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Figure 5.18: Reconstruction of γ3 from incomplete noise free data.
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Figure 5.19: Reconstruction of γ2 from incomplete noisy data (noise level: 5%).
Overall we obtained good and stable results using this decomposition method. Even
for incomplete data, we were able to recover some parts of the boundary. As observed
in the scalar case, these parts depends on the location of the measurement points. For
instance, observation points only on the first quadrant enables an accurate reconstruction
of the first quadrant part of the object.
5.5 Application of the optimization method to the
elastic geometric problem
In this section we describe the application of the Levenberg–Marquardt method combined
with the MFS approximation for direct problems to reconstruct the location and Fourier
modes of a given (C2) elastic inclusion.
Let F : C −→ H1/2(Γ) be the map defined by F(γ) := ∂∗nu where γ ∈ C is an admissible
shape and u is the solution of (PD). In this framework, the inverse problem is equivalent
to the non linear ill posed equation
F(γ) = gn.
Given an admissible vector field Ψ we have, for small |ε|, the following expansion.
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Lemma 5.11 For a perturbation of the boundary γ given by γε = γ + εΨ(γ) we have
F(γε) = F(γ) + εF
′(γ)Ψ + εr(ε)
where F′(γ)Ψ := ∂∗nu
′ ∈ H−1/2(Γ) and u′ ∈ H1(Ωc) is the unique solution of



∆∗u′ = 0 in Ωc
u′ = 0 on Γ
u′ = −∇uΨ on γ
(5.7)
Proof. We use the same change of variables argument of the scalar case and we give just
a sketch of the proof.
Let ũ ∈ H2(Ω) be such that ũ = 0 in O and ũ = g on Γ. We consider w := u − ũ
and wε ∈ H10(Ωεc) the unique solution of ∆∗wε = −∆∗ũ in Ωεc. In variational terms we
have that w and wε is the solution of



Find v ∈ H10(Ωc) such that
S(v, s) = −
∫
Ωc
Tr(σ(ũ)∇s)dx, ∀s ∈ H10(Ωc)
and



Find vε ∈ H10(Ωεc) such that
Sε(vε, sε) = −
∫
Ωεc
Tr(σ(ũ)∇sε)dy, ∀sε ∈ H10(Ωεc)
respectively, where
S(v, s) :=
∫
Ωc
Tr(σ(v)∇s)dx,
Sε(vε, s) :=
∫
Ωεc
Tr(σ(vε)∇sε)dy
and Tr denotes the trace of a matrix. Considering the change of variables y = Ψε(x) we
obtain
Sε(wε, s) =
∫
Ωεc=Ψε
−1(Ωεc)
Tr(σ(wε ◦Ψε)∇(sε ◦Ψε))|detJΨε|dx
and
∫
Ωεc
Tr(σ(ũ)∇sε)dy =
∫
Ωεc=Ψε
−1(Ωεc)
Tr(σ(u ◦Ψε)∇(sε ◦Ψε))|detJΨε|dx.
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Using the expansions for JΨε , J
−1
Ψε
and |detΨε| in the previous equations we obtain
(see [70])
S(wε −w,v) = ε
∫
Ωc
Tr(σ(∇(wε + ũ)Ψ)∇v)dx + O(ε2), ∀v ∈ H10(Ωc)
from where it follows that F′(γ)Ψ = ∂∗nw
∗|Γ where w∗ ∈ H10(Ωc) is the unique solution of
the variational problem
{
Find v ∈ H10(Ωc) such that
S(v, s) =
∫
Ωc
Tr(σ(∇(w + ũ)Ψ)∇s)dx, ∀s ∈ H10(Ωc)
.
Since u = w + ũ then, the directional derivative F ′(γ)Ψ is the normal trace on Γ of
u′ := w∗ −∇uΨ ∈ H1(Ωc)
and this is the unique solution of (5.7).
To apply the Levenberg-Marquardt method we consider the set of admissible shapes
CN = {rα(t)(cos t, sin t) + (a, b) ∈ Ω : rα > 0, t ∈ [0, 2π]}
and vector fields
ΨNad = {rα(t)(cos t, sin t) + (a, b), t ∈ [0, 2π]}
where, for α = (α0, . . . , αN), rα(t) = α0 +
∑N
j=1 αj cos (jt) +
∑N
j=1 αj+N sin (jt). The
objective function Fobj is given by
Fobj(a, b, α) =
1
2
|F(a, b, α)−m|2
where m is the vector of measured data on some observation points xj ∈ Γ, F(a, b, α) is
the vector with entries Fi(a, b, α) := ∂
∗
nu(a,b,α)(xi) and ua,b,α solves



∆∗ua,b,α = 0 in Ωa,b,αc
ua,b,α = g on Γ
ua,b,α = 0 on γa,b,α
.
The boundary γa,b,α is parameterized by rα(t)(cos t, sin t) + (a, b) ∈ CN . The update step
Ψ(a1,b1,αs) ∈ ΨNad is given by
(µI+ J>(a, b, α)J(a, b, α))(a1, b1, αs) = −J>(a, b, α)(Fj(a, b, α)−mj)j
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where
J(a, b, α) =
[
∂∗nu
′
j(xi)
]
i,j
and 


∆∗u′j = 0 in Ω
a,b,α
c
u′j = 0 on Γ
u′j = −∇ua,b,αΨej on γa,b,α
with ej the jth vector of the standard basis of R2N+3.
At each step of the minimization method we have 2N + 4 direct problems to solve
and we use the approximation given by the MFS. Regarding the regularization parameter
µ > 0 we follow the strategy applied for the scalar case (see remark 4.19).
5.5.1 Numerical simulations
We test the proposed iterative method with the four examples considered for the decom-
position method. Each direct problem is numerically solved with the approximation given
by the MFS. We consider Γ̂ = ∂B(0, 5.5) as exterior artificial boundary and the internal
artificial curve is a reduction of the internal boundary by a factor of 0.9. The number of
collocation and source points for the numerical implementation of the MFS is 120.
The initial shape is γ(0) = ∂B(0, 1) and the first iterations are computed in C0 until
the stopping criterion (which is the same used for the scalar case) is reached. The process
is continued in C4.
We used the same representation scheme (dots, dashed lines, colors) in the following
plots. The first plots concerns noise free measurements on the whole Γ.
For the reconstruction of the first shape, we computed 3 iterations in C0 and we
obtained the location and dimension of the object (Fig. 5.20, left). The shape was
perfectly recovered in C4 with 5 iterations (Fig. 5.20, right).
Regarding the reconstruction of the bean we obtained the location with 5 iterations
in C0 and the reconstruction of the shape with 8 iterations in C4 (Fig. 5.21).
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Figure 5.20: Reconstruction of γ1 in C0 (left) and C4 (right) from data without noise.
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Figure 5.21: Reconstruction of γ2 in C0 (left) and C4 (right) from data without noise.
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For the kite it took 4 iterations in C0 to detect the location and also 4 for the shape
reconstruction (Fig. 5.22).
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Figure 5.22: Reconstruction of γ3 in C0 (left) and C4 (right) from data without noise.
We now compare the results of both methods for noisy data. The reconstructions
obtained with the decomposition method are represented by green dotted lines and for
the iterative we use red dotted lines.
For the levels of 5% and 10 % of noise we were able to retrieve the location and dimen-
sion of ω1 with 3 iterations in C0 (left plots of Figs. 5.23, 5.24). For the reconstruction
of the shape in C4 we computed 3 iterations for both levels of noise (right plots of Figs.
5.23, 5.24).
In Figs. 5.25 and 5.26 we plotted the reconstruction of the bean shaped inclusion for
the considered levels of noise. In both situations we computed 4 iterations in C0. For the
approximation of the shape in C4, 3 and 4 iterations were computed for 5% and 10% of
noise, respectively.
For the kite we plotted the same tests in Figs. 5.27 and 5.28. In this case 4 iterations
were computed in C0 and in C4 for both levels of noise.
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Figure 5.23: Reconstruction of γ1 in C0 (left) and C4 (right) from data with 5% of noise.
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Figure 5.24: Reconstruction of γ1 in C0 (left) and C4 (right) from data with 10% of noise.
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Figure 5.25: Reconstruction of γ2 in C0 (left) and C4 (right) from data with 5% of noise.
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Figure 5.26: Reconstruction of γ2 in C0 (left) and C4 (right) from data with 10% of noise.
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Figure 5.27: Reconstruction of γ3 in C0 (left) and C4 (right) from data with 5% of noise.
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Figure 5.28: Reconstruction of γ3 in C0 (left) and C4 (right) from data with 10% of noise.
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The last tests concerns the comparison between the two methods for data measured on
part of the boundary Γ. Starting with exact data, we first consider the bean reconstruction
example from 60 uniformly distributed observations on [π, 3π/2]. In absence of noise, we
obtained the results presented in Fig. 5.29 where 4 iterations were computed in both C0
and C4. Considering observation points on [π/2, 3π/2] we computed 5 and 10 iterations
in C0 and C4, respectively (Fig. 5.30).
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Figure 5.29: Reconstruction of γ2 in C0 (left) and C4 (right) from incomplete noise free
data.
For the kite, the observations points were on [0, π/2] and [π/2, 3π/2]. Figs. 5.31 and
5.32 shows the results of the reconstructions on C0 and C4.
The last two plots (Figs. 5.33 and 5.34) compares the results of the bean shape
reconstruction from incomplete data with 5% of noise.
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Figure 5.30: Reconstruction of γ2 in C0 (left) and C4 (right) from incomplete noise free
data.
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
-3 -2 -1 0 1 2 3
-3
-2
-1
0
1
2
3
Figure 5.31: Reconstruction of γ3 in C0 (left) and C4 (right) from incomplete noise free
data.
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Figure 5.32: Reconstruction of γ3 in C0 (left) and C4 (right) from incomplete noise free
data.
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Figure 5.33: Reconstruction of γ2 in C0 (left) and C4 (right) from incomplete data with
5% of noise.
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Figure 5.34: Reconstruction of γ2 in C0 (left) and C4 (right) from incomplete data with
5% of noise.
Overall, we obtained good reconstruction results of both location and shape with this
iterative method. When comparing with the decomposition method, the results shows
similar reconstructions except for the non convex part of the shape, where the iterative
method performs better. For incomplete boundary data we still notice that the accurately
recovered part of the geometry corresponds to the location of the observation points.
In some cases, the iterative method performed worst that the decomposition method.
This might be explained by the fact that in C4 the location is still an optimization variable.
This means that two more variables are considered and thus the instability increases.
5.6 Decomposition method for the inverse Robin prob-
lem
Following the scalar case, after computing the MFS approximation for the Cauchy prob-
lem, ũ, we can retrieve the coefficient zI ∈ C explicitly by
z = −∂
∗
nũ|γ · ei
ũ|γ · ei , i = 1, 2.
This is a componentwise reconstruction and, in the elastic problem, we can not assure that
these equations have no singularities. Instead we will consider the implicit formulation
Find z ∈ C : ||∂∗nũ + zũ||L2(γ) = 0.
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By taking some points xj ∈ γ we transform this problem into an optimization problem,
by considering, for instance, a finite number of Fourier modes for the representation of z
and the objective function
G(α) =
1
2
2∑
i=1
m∑
j=1
(∂∗nũ · ei + zαũ · ei)2
where zα ∈ CN and CN is the space defined in (4.30). Using the Levenberg-Marquardt
method to solve the minimization problem, we obtain, by computing the derivative of the
Robin boundary condition with respect to the coefficient, the (vectorial) entries of the
jacobian matrix J(α),
J(α)i,j = Rej ũ(xi)
where Rej ∈ RNad and ej is the jth vector of the standard basis of R2N+1. We note that
the computation of the jacobian does not require the resolution of any type of boundary
value problem. We now test this method for the two examples considered in section 5.3.2.
5.6.1 Numerical simulations
To fit the Cauchy data using the MFS we considered 60 collocation points on the boundary
Γ and 120 source points on the artificial boundary curve ∂B(0, 5.5) ∪ ∂B(0, 0.7). In
the following reconstruction figures, the red dots represents the reconstruction using the
optimization scheme in the space C4.
For noise free boundary data on the whole Γ, the two coefficients Z1 and Z2 were well
recovered using both methods (Fig. 5.35).
0 1 2 3 4 5 6
2.6
2.8
3
3.2
3.4
(a) Z1.
0 1 2 3 4 5 6
0.25
0.5
0.75
1
1.25
1.5
1.75
2
(b) Z2.
Figure 5.35: Reconstruction of the Robin coefficient from noise free boundary data.
However, for data with 5 % of noise the explicit reconstruction presents several insta-
bilities related to the zeros of ũ on γ. This can be seen in Fig. 5.36, where we plotted
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the reconstruction given by each component for the constant coefficient. For Z2, the
numerical reconstruction was completely ruined by the instabilities.
Using the minimization method instead we obtained good reconstructions with a single
iteration. Still for data with 5% of noise, we obtained, for Z1 and Z2, the left and right
plotted results in Fig. 5.37, respectively.
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(b) Second coordinate.
Figure 5.36: Reconstruction of Z1 with the explicit formulation (data with 5 % of noise).
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(b) Z2.
Figure 5.37: Reconstruction in C4 from data with 5 % of noise.
The last test concerns the reconstruction of Z2, considering (the same amount of)
observation points located on [0, π]. For noise free data, the reconstruction using the
explicit method was affected by singularities. For the minimization method we obtained
good results (Fig. 5.38).
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Figure 5.38: Reconstruction of Z2 from incomplete noise free data.
5.7 Conclusions
In this chapter, we studied of two inverse problems in linear elasticity: A geometric inverse
problem and a Robin coefficient inverse problem. These are similar to the problems
studied in Chapter 3 and an application of the numerical methods proposed in Chapter 4
was presented. The MFS provided good approximation results for the studied boundary
value problems in linear elasticity and the decomposition method performed well, giving
stable and accurate reconstructions.
For the geometric problem we tested a Newton type of method to retrieve the location
and shape of the object. We were able to obtain good approximations of the location and
dimension of the obstacle even for incomplete boundary data. The reconstruction of the
shape was stable and again, for incomplete data, the part of the boundary that is best
reconstructed corresponds to the location of observation points.
For the Robin problem, the adaptation of the decomposition method presented extra
numerical difficulties and an optimization method was proposed. This approach does not
affect the fast performance of the decomposition method and presented stable results. We
note also that like in the scalar case, a Newton type of method could also be implemented.
This was also numerically implemented and tested. Comparing both methods we obtained
similar results and therefore we did not presented this approach.
6
Identification and source reconstruction from
boundary data
The identification and reconstruction of sources from boundary measurements is a non
destructive evaluation problem with several applications in imaging that has been often
addressed in the literature. One of the most simplest settings is modeled by the Poisson
equation. It is well known (eg. [38]) that, in this context, several boundary measurements
do not allow identification of the right hand source term.
Depending on the underlying physical problem there might be some extra source
information that, in conjunction with boundary data, enables the identification.
This is the case of: classes of characteristic functions defined on star shaped domains
(eg. [51], cf. [75]); classes of point sources (cf. [39]); linear/affine classes of sources (eg.
[10]). However, in many practical situations, this extra information may not be available
or measurable (at least in a non destructive testing framework).
In this chapter, we investigate the identification of acoustic sources from boundary
measurements. We start by showing that, in general, many boundary measurements are
not sufficient to fully identify a source. For some particular cases, identification is possible
from a single boundary measurement and some linear/affine classes are presented.
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For the general case, the identification is achieved by considering many boundary mea-
surements generated by different frequencies. In particular, it is showed that compactly
supported sources (with support contained in the domain) can be identified from many
partial boundary data.
We propose a numerical method based on the reciprocity gap functional (cf. [31], [19],
for the Helmholtz equation see e.g. [1, 35]) to retrieve the source. The last part of the
chapter is devoted to test this method for several numerical examples.
6.1 Direct and inverse problem
Let Ω ⊂ Rd be a simply connected domain with C1 boundary Γ. Given a source f ∈ L2(Ω)
and g ∈ H1/2(Γ) consider the direct problem of computing gn := ∂nu|Γ, where u solves
(P)
{
∆u + κ2u = f in Ω
u = g on Γ
. (6.1)
It is well known that if −κ2 is not an eigenvalue for the Laplace-Dirichlet operator
then (P) is well posed in H1(Ω) (eg. [34]). Henceforth we shall assume this eigenvalue
setting.
The inverse problem consists in the identification of the source term f from a pair of
(compatible) Cauchy data (g, gn) on Σ ⊂ Γ.
We start to address the uniqueness for the inverse problem, considering a fixed wave
number κ ≥ 0.
6.2 Restricted identifiability with a single wave num-
ber
In this case, the identification of f from compatible Cauchy boundary data is not possi-
ble. The following example illustrates the difficulties in the identification for this inverse
problem.
Example 6.1 Let Ω = B(0, 1) and consider the function defined by
u(x) := −|x|4 + 2|x|2 − 1.
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Then,
x ∈ Γ = ∂Ω ⇒
{
u(x) = 0
∂nu = (n · x)(−4|x|2 + 4) = 0
.
On the other hand, since
∆u = −16|x|2 + 8
then, for the non null source
f := −16|x|2 + 8
we have 


∆u = f in Ω
u = 0 on Γ
∂nu = 0 on Γ
and this source f can not be identified from a pair of Cauchy data on Γ. Moreover, taking
fκ := f + κ
2u 6= 0
we have ∆u + κ2u = fκ in Ω with both trace and normal trace null on the boundary Γ.
Furthermore, we note that sources belonging to the subspace (∆ + κ2I)(H20 (Ω)) ⊂ L2(Ω)
can not be identified from the boundary data.
On the other hand, increasing the number of boundary measurements does not increase
the information concerning the source. In fact, let f ∈ L2(Ω) and, for each g ∈ H1/2(Γ)
consider v, w ∈ H1(Ω) such that
{
∆v + κ2v = f in Ω
v = 0 on Γ
and
{
∆w + κ2w = 0 in Ω
w = g on Γ
.
Then, u = v + w where u is the solution of (P) and in particular
gn = ∂n(v + w) = ∂nv + ∂nw. (6.2)
Thus, even with access to all possible boundary measurements, identification is not pos-
sible. It is clear that some extra information regarding the source must be considered.
We note that, from (6.2), it is sufficient to consider only the input function g = 0.
This motivates the definition of the map
Λ : L2(Ω) −→ H−1/2(Γ)
f 7→ gn
(6.3)
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where gn = ∂nu|Γ and u solves (P) considering g = 0.
Remark 6.2 The operator Λ is linear and continuous. Is non injective because
(∆ + κ2I)(H20 (Ω)) ⊂ ker Λ.
As a consequence of boundary regularity results, for a domain Ω with C2 boundary the
kernel of Λ is in fact the whole (∆ + κ2I)(H20 (Ω)).
Moreover, we have the following density result.
Lemma 6.3 The range of Λ is dense in H−1/2(Γ).
Proof. We prove that the adjoint of Λ, Λ∗ : H1/2(Γ) −→ L2(Ω) is injective. We claim
that the adjoint is defined by Λ∗(g∗) := u∗ where u∗ ∈ H1(Ω) is the unique solution of
{
∆u∗ + κ2u∗ = 0 in Ω
u∗ = g∗ on Γ
from where it follows,
u∗ = Λ∗(g∗) = 0 ⇒ g∗ = u∗|Γ = 0.
To prove the claim we note that,
〈g∗, Λ(f)〉H1/2(Γ)×H−1/2(Γ) =
∫
Γ
g∗gndς =
∫
Ω
(u∗∆u−∆u∗u)dx +
∫
Γ
u∂nu∗dς
=
∫
Ω
u∗fdx = 〈u∗, f〉L2(Ω) .
6.2.1 Identification in linear/affine classes
We now present a type of class where identification from boundary data is possible and
derive a method to retrieve the source by solving a higher order direct problem.
We recall that λ is an eigenvalue of the bilaplacian for the domain Ω if exists a non
trivial solution of the fourth order problem



∆2u− λu = 0 in Ω
u = 0 on Γ
∂nu = 0 on Γ
.
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Define the closed subspaces
H∆±κ2I :=
{
u ∈ L2(Ω) : ∆u± κ2u = 0} .
Lemma 6.4 If κ4 is not an eigenvalue of the bilaplacian and the boundary Γ = ∂Ω is
C2 then,
L2(Ω) = H∆−κ2I ⊕ (∆ + κ2I)(H20 (Ω)).
Proof. Let f ∈ L2(Ω) and note that by the classical regularity (eg. [42]) results, Λ(f)(=
∂nu) ∈ H1/2(Γ) where u ∈ H2(Ω) is the solution of (P) for null input function. Since κ4
is not an eigenvalue for the bilaplacian, the fourth order problem



∆2v − κ4v = 0 in Ω
v = 0 on Γ
∂nv = Λ(f) on Γ
(6.4)
is well posed in H2(Ω). In particular u− v ∈ H2(Ω) and since by construction, v = u = 0
and ∂nv = ∂nu both on Γ we have u− v ∈ H20 (Ω). Thus, defining
w := u− v (6.5)
we can write
f = (∆+κ2)u = (∆+κ2)(v +w) = (∆+κ2)v +(∆+κ2)w ∈ H∆−κ2I +(∆+κ2I)(H20 (Ω))
and therefore L2(Ω) = H∆−κ2I + (∆ + κ2I)(H20 (Ω)).
To complete the proof we show that
u ∈ H∆−κ2I ∩ (∆ + κ2I)(H20 (Ω)) ⇒ u = 0.
If u ∈ H∆−κ2I ∩ (∆ + κ2I)(H20 (Ω)) then ∆u− κ2u = 0 and u = ∆v + κ2v on Ω, for some
v ∈ H20 (Ω). Thus,
0 = ∆u− κ2u = ∆(∆ + κ2I)(v)− κ2(∆ + κ2I)v = ∆2v − κ4v
and since v ∈ H20 (Ω) and κ4 is not an eigenvalue of the bilaplacian we conclude that v = 0
in Ω and it follows that u = ∆v + κ2v = 0.
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Remark 6.5 Note that for a domain Ω with C2 boundary,
H∆+κ2I⊥ = (∆ + κ2I)(H20 (Ω)).
To see this, let v ∈ H∆+κ2I⊥. Then,
∫
Ω
uvdx = 0, ∀u ∈ H∆+κ2I .
Let v′ ∈ H2(Ω) and u ∈ H1(Ω) be a solution of
{
∆v′ + κ2v′ = v in Ω
v′ = 0 on Γ
and
{
∆u + κ2u = 0 in Ω
u = ∂nv
′ on Γ
(6.6)
respectively. Since u ∈ H∆+κ2I ,
0 =
∫
Ω
uvdx =
∫
Ω
(u(∆v′ + κ2v′))dx =
∫
Ω
(
u∆v′ + κ2uv′
)
dx. (6.7)
Using Green’s formula we can write
∫
Ω
u∆v′dx =
∫
Ω
∆uv′dx +
∫
Γ
(u∂nv
′ − ∂nuv′) dς = −
∫
Ω
κ2uv′dx + ||∂nv′||2L2(Γ).
Substituting this identity in equation (6.7) we obtain
||∂nv′||2L2(Γ) = 0
from where it follows that ∂nv
′ = 0 on Γ and therefore v ∈ (∆ + κ2I)(H20 (Ω)).
Reciprocally, we show that if v ∈ (∆ + κ2I)(H20 (Ω)) then v ∈ H⊥∆+κ2I . Let
v = ∆w + κ2w ∈ (∆ + κ2I)(H20 (Ω)) and u ∈ H∆+κ2I . Then,
∫
Ω
uvdx =
∫
Ω
u(∆w+κ2w)dx =
∫
Ω
u∆wdx+κ2
∫
Ω
uwdx = −κ2
∫
Ω
uwdx+
∫
Ω
κ2uwdx = 0
and the result follows.
In particular, for the Poisson equation (κ = 0) the above direct sum is in fact a sum of
orthogonal subspaces (cf. [38]).
We now show that, under the same conditions of the previous result, H∆−κ2I can be
identified with H1/2(Γ).
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Lemma 6.6 If the conditions of the above Lemma are satisfied, the map
Ψ : H1/2(Γ) −→ H∆−κ2I
g1 7→ ∆v + κ2v
where v solves (6.4) for the input data (0, g1) is a linear homeomorphism.
Proof. The map is well defined, linear and injective because the fourth order problem
(6.4) is well posed. Let gn be a sequence in H
1/2(Γ) such that
gn → 0 in H1/2(Γ).
Since the problem 


∆2vn − κ4vn = 0 in Ω
vn = 0 on Γ
∂nvn = gn on Γ
(6.8)
is well posed in H2(Ω),
vn → 0 in H2(Ω).
On the other hand, the Helmholtz operator ∆ + κ2I : H2(Ω) → L2(Ω) is bounded. Thus,
Ψ(gn) = ∆vn + κ
2vn → 0 in L2(Ω)
which proves the continuity of Ψ.
Let u be in H∆−κ2I ⊂ L2(Ω). Since by hypothesis −κ2 is not an eigenvalue of the
Laplace–Dirichlet operator, the problem
(Pu)
{
∆v + κ2v = u in Ω
v = 0 on Γ
is well posed in H10 (Ω). Moreover, since the boundary is C
2, by regularity, the above
problem is well posed in H2(Ω). Thus, ∂nv ∈ H1/2(Γ) and the map
u 7→ ∂nv
is well defined. It is easy to see that this map is the inverse of Ψ.
Now if
un → 0 in L2(Ω)
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then, by the well posedness of (Pun) in H2(Ω), we have
vn → 0 in H2(Ω).
By the continuity of the normal trace we conclude that
Ψ−1(un) = ∂nvn → 0 in H1/2(Γ).
This last two results show that we must consider the classes of sources where the
second projection, Q : L2(Ω) −→ (∆ + κ2I)(H20 (Ω)), ie, the projection onto ker Λ, is
known. For instance, given F ∈ L2(Ω), consider the affine (linear, if F = 0) class
CF :=
{
f ∈ L2(Ω) : ∆f − κ2f = F} .
Theorem 6.7 The restriction of Q to CF is constant. Moreover, if a source f is known
to be in the class CF then a single boundary measurement (0, Λ(f)) on Γ is sufficient to
identify f .
Proof. From the decomposition
f = h + (∆ + κ2I)w ∈ H∆−κ2I ⊕ (∆ + κ2I)(Hr0(Ω)) (6.9)
we obtain, for f ∈ CF ,
F = (∆− κ2I)f = (∆− κ2I)h + (∆2 − κ4I)w = (∆2 − κ4I)w. (6.10)
Since w ∈ H20 (Ω) then w is known (because all the input data is known), unique and
independent of the choice of f . Thus, Q maps C(F ) ⊂ L2(Ω) to the singular set
{(∆ + κ2I)w}. Moreover, since (∆ + κ2I)v is uniquely determined by Λ(f), we conclude
that f is uniquely determined by this data.
We note that in the decomposition (6.9), h = (∆+κ2I)v where v solves (6.4). Setting
wf := v + w,
we have
f = ∆wf + κ
2wf
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and wf can be computed from the available information. More precisely, for f ∈ CF , wf
is the unique solution of the fourth order problem



∆2wf − κ4wf = F in Ω
wf = 0 on Γ
∂nwf = Λ(f) on Γ
.
6.3 Identification of sources using multiple frequen-
cies.
In the previous section we have established that, for some fixed wave number, the iden-
tification of sources can be established in some particular cases. For the general case, we
propose the use of several wave numbers to generate multiple boundary data and use such
data to retrieve the source. We start with some notation.
Given f ∈ L2(Ω) and κ ≥ 0 we denote by gκn the Neumann boundary data on Γ,
generated by the solution of
(Pκ)
{
∆uκ + κ
2uκ = f in Ω
uκ = 0 on Γ
(6.11)
in the C1 simply connected domain Ω. The linear map f 7→ gκn will be denoted by Λκ.
Define, for κ in some open interval I, the map
κ 7→ Λκ(f) = gκn. (6.12)
Theorem 6.8 The knowledge of (6.12) on some open interval I ⊂ R+ determines f , in
the L2(Ω) sense.
Proof. Suppose that, for some f1, f2 ∈ L2(Ω),
Λκ(f1) = Λκ(f2),∀κ ∈ I. (6.13)
Using Green’s formula with test functions v ∈ H∆+κ2I we have
∫
Ω
fivdx =
∫
Γ
Λκ(fi)vdς, i = 1, 2.
Since (6.13) holds, the previous identity implies
∫
Ω
(f1 − f2)vdx = 0,∀v ∈ H∆+κ2I
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and the result is a consequence of the density of
⋃
κ∈I H∆+κ2I in ÃL2(Ω). For instance,
considering plane waves vκ,d̂ ∈ H∆+κ2I as test functions we have
∫
Ω
(f1 − f2)vκ,d̂dx = 0,∀κ ∈ I, ∀d̂ ∈ Sd−1.
Therefore the Fourier transform of (f1 − f2)χΩ (where χΩ stands for the characteristic
function of the domain Ω) gives zero evaluated at ξ = κd̂. This means that the Fourier
transform is null in the set I ×Sd−1 and, by analyticity, is null everywhere. The isometry
in L2 implies f1 = f2, a.e.
6.4 Identification of a source from partial boundary
data
So far, we have addressed the identification of sources from boundary measurements,
assuming full access to the boundary Γ. We prove that for compactly supported sources
with support ω ⊂ Ω the Cauchy data on a part of the boundary determines uniquely the
full data.
Consider the following problem of data completion: Given a pair of data (gΣ, g
n
Σ) find
(gΓ\Σ, gnΓ\Σ) on Γ \ Σ such that exists u ∈ H1(Ω) satisfying, for known κ,
(∆ + κ2I)u = f in Ω, u =
{
gΣ on Σ
gΓ\Σ on Γ \ Σ
, ∂nu =
{
gnΣ on Σ
gnΓ\Σ on Γ \ Σ
. (6.14)
Theorem 6.9 If f is a compactly supported source with support ω ⊂ Ω then the afore-
mentioned Cauchy data completion problem has at most one solution.
Proof. Suppose that this problem has two solutions i.e., that exists ui satisfying (6.14) for
a compactly supported source fi with ωi ⊂ Ω and the pair (giΓ\σ, gi,nΓ\σ), i = 1, 2. Defining
v = u1 − u2, we have
(∆ + κ2I)v = f1 − f2 in Ω,
v =
{
0 on Σ
g1Γ\Σ − g2Γ\Σ on Γ \ Σ
∧ ∂nv =
{
0 on Σ
g1,nΓ\Σ − g2,nΓ\Σ on Γ \ Σ
.
Since f1−f2 is still a compactly supported then (∆+κ2I)v = 0 in the open set Ωc := Ω\ω,
where ω denotes the support of f1 − f2. Notice that v has null Cauchy data on Σ ⊂ ∂Ωc
hence, by Holmgren’s lemma, v = 0 in an open, connected set Ω̃c such that Γ ⊂ ∂Ω̃c. In
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particular, v has null Cauchy data on Γ and we conclude that, on Γ \ Σ ⊂ Γ,
g1Γ\Σ = g
2
Γ\Σ ∧ g1,nΓ\Σ = g2,nΓ\Σ.
Remark 6.10 As a consequence of theorems 6.8 and 6.9 we conclude uniqueness for the
inverse source problem even from partial boundary data, when the source is compactly
supported and an interval of frequencies is used.
6.5 Numerical implementation for the direct prob-
lem
To approximate the solution of (Pκ) we use the MFS–D (cf. [9]). Let
ũκ(x) =
n∑
i=1
m∑
j=1
αi,jΦκi(x− yj) (6.15)
where Φκ is the fundamental solution (2.6). This expansion is justified by the following
properties.
Lemma 6.11 ([9]) Let Γ̂ be an admissible source set. Then,
(a) span{Φκ(• − y)|Ω : κ ∈ I ∧ y ∈ Γ̂} is dense in L2(Ω) and
(b) span{Φκ(• − y)|Γ : y ∈ Γ̂} is dense in L2(Γ).
As usual, Γ̂ will be the boundary of a regular domain Ω̂ such that Ω ⊂ Ω̂.
We denote by ΘD the set of frequencies
{κ1, . . . , κn}
and by Ξ the set of source points, that is
Ξ = {y1, . . . , ym}
with yi ∈ Γ̂. Using the above expansion to approximate the solution of (Pκ) we obtain
the system
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


n∑
i=1
m∑
j=1
(κ2 − κ2i )αi,jΦκi(x− yj) = f(x) x ∈ Ω
n∑
i=1
m∑
j=1
αi,jΦκi(y
Γ − yj) = 0 yΓ ∈ Γ
.
In order the compute the coefficients αi,j ∈ C we consider some collocation points xi
and yΓj on the domain and boundary (respectively) and solve the corresponding linear
system when the number of coefficients equals the number of equations. When number
of equations is higher, we apply the least squares method.
Remark 6.12 If a particular solution of
∆uPκ + κ
2uPκ = f
is known, then uκ = u
P
κ + u
H
κ where u
H
κ solves the problem
{
∆uHκ + κ
2uHκ = 0 in Ω
uHκ = −uPκ on Γ
. (6.16)
In this case we only have to compute an approximation for the above homogeneous prob-
lem and we consider the MFS approximation (see section 4.1.1 for the numerical imple-
mentation procedure).
6.5.1 Numerical examples
We now test the aforementioned method for (Pκ). We consider the domain
Ω = B(0, 2)
and three sources. The first and second sources are defined by
f1(x1, x2) := cos (x
2
1) sin (x
2
2)
and
f2(x1, x2) :=
2
e
1
0.4
||(x1−0.5,x2−0.8)||2
+
3
e10||(x1/1.5,x2/0.8+1.2)||2
respectively. They are smooth functions and the second has two peaks: an elliptic and a
circular. For a plot of these sources see Fig. 6.1.
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Figure 6.1: Plot of the sources in Ω.
The third source is a combination of four points sources, namely
f3(x) := −2δ(x− c1) + 6δ(x− c2)− 4δ(x− c3)− 5δ(x− c4)
with centers
c1 = (1, 0), c2 = (0, 1), c3 = (−1, 0) and c4 = (0,−0.5).
In order to obtain an approximation for f1 and f2 using the MFS–D we considered
the expansion (6.15) with
ΘD = {1, 2, . . . , 15}
and 150 source points on Γ̂ := ∂B(0, 4). The collocation points were 1927 with the
distribution suggested by Fig. 6.2.
-4 -2 2 4
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4
Figure 6.2: Distribution of collocation and source points. The black dots represent source
points, the red dots represent collocation points and the full blue line is the boundary of
the domain.
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For the third example we note that
uPκ (x) = 2Φκ(x− c1)− 6Φκ(x− c2) + 4Φκ(x− c3) + 5Φκ(x− c4)
is a particular solution of the non homogeneous Helmholtz equation with right hand side
f3.
The MFS approximation for (6.16) was computed considering 150 collocation and
source points.
We now present error plots to show the accuracy of the numerical method. We consider
the absolute error, ∣∣f(x)− (∆ũ1.5 + κ2ũ1.5)(x)
∣∣ , x ∈ Ω
for the source approximation and the error on the boundary
|ũ1.5(Γ(t))|
where Γ(t) := 2(cos t, sin t), t ∈ [0, 2π] is the parametrization of the boundary Γ.
In Figs. 6.3 and 6.4 we plot these error graphics for the first and second numerical
examples, respectively. For the third example, we plot the boundary error in Fig. 6.5.
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Figure 6.3: Absolute error for the approximation of f1 (left) and the approximation of
the boundary condition (right).
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Figure 6.4: Absolute error for the approximation of f2 (left) and the approximation of
the boundary condition (right).
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Figure 6.5: Absolute error of the boundary condition approximation for the third example.
6.6 Reconstruction of a source using the reciprocity
gap functional
Since the map Λ is linear, considering a representation f̃ =
∑
i αiΦi of the source f , we
can compute the coefficients αi directly by solving, for instance, the linear system
∑
i
αiΛκ(Φi) = Λκ(f) (6.17)
for several frequencies κ. However, in a more favorable situation we choose a basis with
the eigenvalue property
∆Φi = −κ2i Φi
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and Λκ(Φi) = ∂nui where ui = u
H
i + 1/(κ
2 − κ2i )Φi and



∆uHi + κ
2uHi = 0 in Ω
uHi = −
1
κ2 − κ2i
Φi on Γ
.
Often, the number of basis functions is big and this approach is computational expen-
sive. We consider instead the following weak formulation.
Given a source f ∈ L2(Ω), the reciprocity functional at vκ,d̂(x) = eiκx·d̂ is
R(vκ,d̂) =
∫
Γ
∂nuκ(x)e
iκx·d̂dςx
where uκ solves (Pκ). From Green’s formula we have
∫
Ω
f(x)eiκx·d̂dx = R(vκ,d̂) (6.18)
and from the proof of Theorem 6.8, the knowledge of R(vκ,d̂) for all κ ∈ I in all directions
d̂ ∈ S1 gives an identification of f in the L2 sense.
We now use this weak form to reconstruct the source. First, a representation of f in
some finite dimensional space must be considered. We take
f̃ =
n1∑
i=1
m1∑
j=1
αi,jvλi,ĉj , λi ∈ I ∧ ĉi ∈ S1
but it is clear that other basis functions could be considered. The justification for this
representation is based on the density result (eg. [8])
L2(Ω) = span{vλ,ĉ, λ ∈ I ∧ ĉ ∈ S1}.
For numerical implementation purposes we consider n measurements Λκ1(f), . . . , Λκn(f)
and d̂1, . . . , d̂m ∈ S1. The n1×m1 coefficients αi,j ∈ C are computed by solving the linear
system of equations
(µI+ A∗A)X = A∗B
with
A =
[∫
Ω
ei(λix·ĉj+κx·d̂k)dx
]
(n×m)×(n1×m1)
, B =
[∫
Γ
Λκ(f)e
iκx·d̂kdς
]
(n×m)
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for some regularization parameter µ.
In the domain Ω = B(0, 2) we have
∫
Ω
ei(λix·ĉj+κx·d̂k)dx =
∫ 2π
0
∫ 2
0
ei(λi(ρ cos θ,ρ sin θ)·ĉj+κ(ρ cos θ,ρ sin θ)·d̂k)ρdρdθ
=
∫ 2π
0
ζ(θ, λi, ĉj, d̂k)dθ
with
ζ(θ, λi, ĉj, d̂k) :=



−4−4ieiζ0(θ,λi,ĉj ,d̂k)(i+ζ0(θ,λi,ĉj ,d̂k))
ζ0(θ,λi,ĉj ,d̂k)2
if ζ0(θ, λi, ĉj, d̂k) 6= 0
2 otherwise
and ζ0(θ, λi, ĉj, d̂k) := 2(d̂k,1κ + ĉj,1λi) cos θ + 2(d̂k,2κ + ĉj,2λi) sin θ. On the other hand,
∫
Γ
Λκ(f)e
iκx·d̂kdς = 2
∫ 2π
0
(cos θ, sin θ) · ∇uκ(2 cos θ, 2 sin θ)eiκ(2 cos θ,2 sin θ)·d̂kdθ
and we use the trapezoidal rule with 80 points to approximate both integrals on θ.
Remark 6.13 We note that if f =
∑n
i=1 aiδci and the centers ci are known, then this
method allows also the reconstruction of the intensities ai. In fact for this particular type
of sources, the intensities satisfy the system of equations
n∑
i=1
aivκ,d̂(ci) = R(vκ,d̂),∀κ ∈ I ∧ d̂ ∈ S1. (6.19)
6.6.1 Numerical examples
The following numerical tests concerns the reconstruction of f1, f2 and f3. For each case,
we considered
λi = 0.3 + i, i = 0, . . . 13
ĉ1, . . . , ĉ20 and d̂1, . . . , d̂100 both uniformly distributed on S
1. We tested the method for
up to six measurements (with and without noise) and considered 80 uniformly distributed
observation points on Γ.
For the first example, assuming noise free data, we plotted the reconstructions using
one two and three boundary measurements. Starting with a single measurement corre-
sponding to the frequency κ = 1.5 we obtained the results in Fig. 6.6. On the left we have
the real part of f̃1 and on the right the imaginary part. Fig. 6.7 a) presents the recon-
struction considering two measurements κ = 1.5, 3.5 and Fig. 6.7 b) three measurements.
166 Identification and source reconstruction from boundary data
-2
-1
0
1
2
x1
-2
-1
0
1
2
x2
-0.5
0
0.5
ReH f

1Hx1,x2LL
(a) κ = 1.5
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(b) κ = 1.5
Figure 6.6: Reconstruction of f1 considering noise free data obtained from a single mea-
surement.
Still considering three boundary measurements for κ = 1.5, 3.5, 5.5 we observe that the
noise does not affect much the reconstructions. This can be seen in Fig. 6.8 where we
plotted the reconstruction for several levels of noise. The regularization parameter was
µ = 10−3 for data with 3 % of noise, µ = 10−2 for 5 % and 8 % of noise level and µ = 10−1
for 10 %.
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(a) κ = 1.5, 3.5
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(b) κ = 1.5, 3.5, 5.5
Figure 6.7: Reconstruction of f1 considering noise free data obtained from several mea-
surements.
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(a) 3 % of noise.
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(b) 5 % of noise.
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(c) 8 % of noise.
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(d) 10 % of noise.
Figure 6.8: Reconstruction of f1 considering data with several levels of noise, obtained
from three measurements.
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The source f2 is fairly retrieved using two (noise free) boundary measurements (Fig.
6.8, plot (b)). With three measurements, the shape and location of the peaks were well
recovered (Fig. 6.8, plot (c)) and with six the full source is well approximated (Fig. 6.8,
plot (f)).
If we consider noisy data, we obtain, with three measurements, a good reconstruction
of the location and peaks shape. In this case we plot in Fig. 6.9 the reconstruction for
data with 5 % of noise. The regularization parameter was µ = 10−1.
To better visualize the location and shape of the peaks we show in Fig. 6.10 three
contour plots. Plot (a) is the contour plot of f2 while plots (b) and (c) are contour plots
of the (real part) computed approximations from noise free and noisy data, respectively.
For the last example, taking three (noise free) measurements we were able to identify
the number and location of the point sources (Fig. 6.12, plot (b)). However, this is more
clear with four measurements (Fig. 6.12, plot (c)). In order to see the negative part of
the function presented in Fig. 6.12, plot (d) we show the inversion of this graphic with
respect to the plane xoy (Fig. 6.12, plot (e)).
The same test was performed considering noisy data obtained from four measurements
(see Fig. 6.13). Using a built in function to locate extrema we obtained
c̃1 = (0.94,−0.022), c̃2 = (0.011, 0.98), c̃3 = (−0.97, 0.006) and c̃4 = (−0.0005,−0.47).
Since
f3 = −2δ(1,0) + 6δ(0,1) − 4δ(−1,0) − 5δ(0,0.5),
the point sources are being well recovered. This can also be seen in the contour plots of
Fig. 6.14. Using these locations and following remark 6.13 we obtain, for κ = 1.5 and the
aforementioned directions d̂1, . . . , d̂100, a 100 × 4 system which, solved in a least squares
sense gives the intensities
ã1 ≈ −2.09 + 3× 10−12i ã2 ≈ 6.2− 4× 10−13i
ã3 ≈ −4.02 + 3× 10−12i ã4 ≈ −4.9− 2× 10−12i
.
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(d) κ = 1.5, 3.5, 5.5, 7.5
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(e) κ = 1.5, 3.5, 5.5, 7.5, 9.5
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(f) κ = 1.5, 3.5, 5.5, 7.5, 9.5, 11.5
Figure 6.9: Reconstruction of f2 considering noise free data obtained from several mea-
surements.
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Figure 6.10: Reconstruction of f2 considering data with 5% of noise obtained from three
measurements.
(a) Exact. (b) Noise free.
(c) 5% of noise.
Figure 6.11: Contour plot regarding the reconstructions of f2 considering three boundary
measurements.
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(c) κ = 1.5, 3.5, 5.5, 7.5
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(d) the same as (c)
Figure 6.12: Reconstruction of four points sources considering noise free data obtained
from several boundary measurements.
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Figure 6.13: Reconstruction of four points sources considering data with 5% of noise
obtained from four boundary measurements.
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(a) Noise free. (b) 5 % of noise.
Figure 6.14: Contour plot regarding the reconstruction of four points sources (red dots)
considering data obtained from four boundary measurements.
6.7 Conclusions
In this Chapter we studied the identification of acoustic sources from boundary measure-
ments. It was established that identification (in the L2 sense) can be obtained if the
boundary data generated by all the frequencies on some open interval is known. Sev-
eral numerical simulations showed the feasibility and stability of the method based on
the reciprocity functional. With a few number of boundary measurements we were able
to identify some properties of the source and in some cases we obtained good recon-
structions. This can be useful if one wants to identify a class where the source belongs.
Depending on such class, a single boundary may be sufficient (eg. point sources) and
other (more efficient) methods can be applied. Since our method requires integrations on
the boundary, the number and location of the observation points must provide accurate
numerical integrations. Thus, for incomplete boundary data, a completion method must
be implemented first.
Final remarks and future work
In the first part of this work we addressed the identification and reconstruction of shapes
and (Robin) coefficients from a single boundary measurement. The MFS based decom-
position method performed well for simply connected inclusions and we aim to develop a
method to reconstruct a non connected inclusion. No numerical tests have been carried
out for this situation but it is clear that with the proposed line search some shadow effects
may lead to poor reconstructions.
We provided an example that shows the non identifiability of both shape and coeffi-
cient from a single measurement. This is still an open problem even for several boundary
measurements. Recently Rundell showed in [79] a local identifiability result for this prob-
lem using two appropriate measurements (in the 2D case). Following the ideas developed
in Chapter 4, we want to study the application of the MFS based decomposition method
to this inverse problem and eventually to a similar acoustic setting.
In a second part of the work we applied the developed methods and techniques to
similar inverse problems in the context of linear elasticity. The methods performed well
and the main difficulties were the results based on the maximum principle and Hopf’s
lemma. Although several numerical tests suggest that some of the results hold, we were
not able to establish the corresponding theoretical results. In particular, we are interested
in developing a criterion to distinguish elastic cavities from inclusions and in the imple-
mentation of a numerical method to retrieve multiple inclusions or cavities. Other line
of work will be transmission problems in linear elasticity. In particular we are interested
in the identification of elastic inclusions with different (and unknown) elastic properties
of the domain of propagation. Despite some examples that show the difficulties in the
identification of both Lamé parameters and elastic inclusion, we obtained good numerical
results for this problem.
Regarding the sources inverse problem, we will study the application of the MFS for
the Cauchy problem as a data completion method, in order to use the integral method
to retrieve compactly supported sources from partial data. A possible extension to the
elastic case will also be investigated.
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Appendix
Levenberg–Marquardt method for non linear
least squares problems
Given a vector function F : Rn → Rm with m ≥ n we want to solve the following global
optimization problem
x∗ = argminxFobj(x)
where the objective function Fobj is
Fobj(x) =
1
2
m∑
i=1
Fi(x)
2 =
1
2
F(x) · F(x),
with F(x) = (F1(x), . . . , Fm(x)). The methods for such optimization problems are itera-
tive and usually enforce a descent condition,
Fobj(xk+1) < Fobj(xk)
in order to avoid the convergence to a maximizer. These descent methods can be described
as:
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Algorithm 2
Give x0
hk :=search direction(xk)
αk :=step length(hk,xk)
xk+1 := xk + αkhk
Supposing that F has continuous second order partial derivatives, we can write
F(x + h) = F(x) + J(x)h + O(|h|2) (6.20)
where
J(x) =
[
∂Fi
∂xj
(x)
]
is the Jacobian. In terms of Fobj, the gradient is given by
F ′obj(x) = J(x)
>F(x)
and the Hessian by
F ′′obj(x) = J(x)
>J(x) +
m∑
i=1
Fi(x)F
′′
i (x).
From the Taylor expansion (6.20) we have, for small |h|, the linear approximation
F(x + h) ≈ `(h) := F(x) + J(x)h.
Inserting this approximation in the definition of Fobj we have
Fobj(x + h) ≈ L(h) := 1
2
`(h)>`(h) = Fobj(x) + h>J(x)>F(x) +
1
2
h>J>(x)J(x)h. (6.21)
The gradient and Hessian of L are
L′(h) = J(x)>F(x) + J(x)>J(x)h ∧ L′′(h) = J(x)>J(x)
respectively. If J has full rank then L admits a unique minimizer hmin, solution of the
equation
L′(hmin) = 0.
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If instead we solve the penalized system
L′(hlm) + µIhlm = 0, µ ≥ 0
we obtain the Levenberg–Marquardt method (LM). The damping parameter µ ≥ 0 has
several effects:
• For all µ > 0 the coefficient matrix is positive definite and this ensures that hmin is
a descent direction.
• For large values of µ, hmin is a short step in the descent direction.
• If µ is very small then we have a Newton method and we get a good step when the
approximation is near x∗.
• Can be used to implement constrains in the optimization problem.
The initial choice of µ is usually given by
µ = τ max{a(0)ii }
where τ is given (typically τ = 10−3) and A(0) = J(x0)>J(x0). During the iterative process
the updating is controlled by the gain ratio
ρ :=
Fobj(x)− Fobj(x + hlm)
L(0)− L(hlm)
according to the strategy:
Algorithm 3
If ρ > 0
µ := µ×max{1/3, 1− (2ρ− 1)3}; ν := 2
else
µ := µ× ν; ν := 2ν
endif
If ρ > 0, then xnew := x+hlm is an admissible iteration and the dumping parameter is
decreased. Otherwise, the iteration is not admissible and the penalized system is solved
for a higher value of µ.
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As stopping criteria we use, for a given tolerance tol,
Fobj(xnew)− Fobj(x)
Fobj(x)
≤ tol
where x, xnew are two consecutive admissible iterations. Finally the condition k ≥ kmax
to avoid infinite loops. In conclusion:
Algorithm 4 Levenberg--Marquardt method
Begin
Given: x0, kmax, tol, τ := 10
−3
k := 0; ν := 2; x = x0 A := J>(x)J(x); g := J>(x)F(x)
found :=false; µ = τ max{aii}
While (not found ) and k < kmax
k := k + 1; Solve (A+ µI)hlm = −g
xnew := x + hlm
ρ :=
Fobj(x)− Fobj(xnew)
L(0)− L(hlm)
If ρ > 0
If (Fobj(xnew)− Fobj(x))/Fobj(x) ≤ tol
found:=true
else
x := xnew
A := J>(x)J(x); g := J>(x)F(x)
µ = µ×max{1/3, 1− (2ρ− 1)3}; ν := 2
endif
else
µ = µ× ν; ν := 2ν
endif
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endWhile
End
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