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Abstract
The work presented involved simulation and experimental studies aimed at im-
proving the methodology of positron annihilation lifetime spectroscopy (PALS),
and applied PALS to gain a better understanding of doping mechanisms in
ABO3 perovskite oxide materials.
Reliable decomposition of PALS spectra requires an accurate description of the
instrument resolution function (IRF) and the extrinsic, source component, an-
nihilation events. The source terms include annihilations with the crystallites
of the radionuclide and in the thin foil normally used to support the source. In
principle both the IRF and the source correction terms can accurately be deter-
mined if samples exhibiting a true single lifetime component are measured. A
series of annealing studies was performed on commercially available high pu-
rity polycrystalline metal samples to reduce the defect concentration below the
approximate 0.1 ppm detection limit of PALS. The study showed that despite
the numerous reports in literature it was not possible to reproduce the results
with similar annealing conditions or sample purity.
The possibility of utilising two-lifetime materials to enable the extraction of
source correction terms is analysed using simulations, and by experiments on
commercially available pure polycrystalline metals. The positron source is com-
monly deposited on, and supported by, a thin Kapton foil. As part of this work
variable energy PALS (VE-PALS) performed at the Munich Research Reactor
FRMII on Kapton foils were analysed. This enabled one of the source correction
terms to be unambiguously determined. In consequence, the source correction
terms for a Kapton supported positron source were extracted from measure-
ments using annealed nickel exhibiting two positron lifetime components.
PALS was applied to a study on donor doping of PbTiO3 ceramics using a series
of lanthanide-ions. It has been proposed that the smaller Ln-ions may act as
amphoteric dopants substituting either on the A-site as a donor, or on the B-
site as an acceptor. In this study Ln-ions in size from La down to Er were
studied. A systematic variation in the average positron lifetime was observed
where the value was constant from La to Gd and then reduced for the smaller
xvii
xviii
ions. The decrease in average lifetime provides evidence for a reduction in the
fraction of trapping to A-site related vacancy defects. The onset of a reduction
in the average lifetime between Gd and Dy provides evidence for a change in
the doping mechanism resulting in a relative reduction in the fraction of A-site
vacancy positron trapping.
In contrast to PbTiO3, donor doping of SrTiO3 normally results in electron
charge compensation. Recently this has been very clearly demonstrated for
La3+ doped SrTiO3 thin films grown by molecular beam epitaxy (MBE) which
exhibit exceptional electron mobilities. A series of MBE films grown at Uni-
versity of California Santa Barbara were measured by VE-PALS at FRMII and
have been analysed here. Strontium vacancies were identified, and a reduced
bulk lifetime component was also observed. This enabled bulk lifetime values
to be obtained from two of the films which were in good agreement with the
previously obtained values from single crystal samples. A PALS study was also
performed on a series of B-site donor, Nb, doped SrTiO3 crystals. High intensity
reduced bulk components were observed and enabled measurements of the bulk
lifetime. The highest Nb doping level samples showed the most intense reduced
bulk lifetime but also clearly demonstrated the presence of Sr vacancies. The
observation of A-site vacancy defects for both Nb-doped and La-doped SrTiO3
suggest that formation of these defects is preferred and are independent of the
site of incorporation of the donor ion.
Studies were also performed on acceptor doped SrTiO3. PALS measurements
were made on a series of Fe-doped SrTiO3 ceramic samples, and VE-PALS mea-
surements on pulsed laser deposition of Fe-doped SrTiO3 thin film samples were
analysed. The positron lifetime measurements on the ceramic samples showed
a dominant 166(3) ps component, a value less than the Ti-vacancy lifetime. It is
proposed that the component contains a contribution from positrons trapping at
oxygen vacancy substitutional Fe impurity complexes with a local charge that is
neutral or negative. The measurements on the series of Fe-doped PLD SrTiO3
films suggest a complex relation between the vacancy defect content of a film
and both the Fe-doping and PLD growth conditions. Films grown with higher
laser fluence values contained Sr vacancy defects, in contrast to previous studies
of acceptor doped perovskites. Films grown with low laser fluence or with high
Fe-content showed dominant trapping to Ti-vacancy related defects.
Chapter 1: Introduction
The positron is an elementary particle, the antiparticle to the electron. It has
the same mass and spin as the electron, but has opposite charge; it carries one
positive unit of elementary charge [1]. The existence of the positron was first
proposed by Dirac [2, 3] in 1928 as an explanation for the negative energy so-
lutions obtained from the relativistically invariant wave equation. Soon after,
the positron was discovered by Anderson in 1932 [4]; he observed that cloud
chamber particle tracks resulting from the passage of cosmic rays which, when
subjected to a magnetic field, showed a curvature identical to that expected for
a particle with the mass-to-charge ratio of an electron but in the opposite di-
rection. When a positron interacts sufficiently strongly with its antiparticle, the
electron, mutual annihilation results. The mass energy of the two particles is
completely converted into two, or with a distinctly smaller probability (1/370)
three, gamma photons [1, 4–7].
Positron physics emerged as a new field of research and the primary Positron
Annihilation Spectroscopy (PAS) methods used today were established within
the following forty years. The first method to be developed was Angular Corre-
lation of Annihilation Radiation (ACAR), when it was discovered that the angle
between the two 511 keV annihilation gamma rays deviated from anti-parallel
[8]. Subsequently, measurements on the lifetime of positron in gases led to
the development of Positron Annihilation Lifetime Spectroscopy (PALS) [9] for
materials research. Later, the development of high resolution germanium de-
tectors enabled Doppler Broadening Spectroscopy (DBS) to be performed. It
was shown the positron annihilation characteristics change when positrons are
trapped at missing atom point defects, vacancy-related defects, and the PAS,
in particular PALS and DBS, can provide important non-destructive materi-
als characterisation methods [5]. These techniques are described in Section
1.4, a more detailed description of Positron Annihilation Lifetime Spectroscopy
(PALS) is given in Chapter 2.
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21.1 Positron Sources
Positrons can be created by two different mechanisms, pair-production or ra-
dioactive decay. Sufficiently high energy photon-nucleus reactions can create
matter-antimatter pairs, to create positron-electron pairs energies greater than
1.02 MeV are required. Nuclides with a proton excess provide an alternative
source of positrons, an excess proton will decay into a neutron by the emis-
sion of a positron and a neutrino. Radionuclides are the most commonly used
positron sources for PALS.
1.1.1 Pair Production
Positrons can be created when a gamma ray of sufficient energy interacts with
a nucleus of an atom. The emitted particles are matter-antimatter pairs so the
incoming gamma ray must have the energy equivalent of the rest mass of the
resultant particles. For positron-electron pair production the required energy
must greater than or equal to 1.02 MeV [10].
Pair production is used to create positrons at several research reactor facilities,
for example, the research reactor FRMII operated by the Technical University
of Munich. Results from measurements performed at the FRMII high intensity
positron beam line, NEPOMUC, are included in this work. The positron source
is constructed from enriched cadmium-133 which enhances neutron capture re-
sulting in the emission of high energy gamma rays. The source contains an inner
tube and a series of platinum foils. These foils provide a medium for pair pro-
duction and also, due to the negative work function for positrons in Pt, help to
moderate the positron energies. The source tube construction is optimised for
the production of a positron beam [11].
1.1.2 Radionuclides
Table 1.1 lists some of the positron emitting radionuclides. For the PALS ex-
periment the positron source should ideally have a high yield, a suitably long
half-life and positron emission should be accompanied by the near simultaneous
emission of a gamma photon [7]. Radioisotopes with a long half-life allow for
sources to be used multiple times, while a simultaneous gamma photon provides
a convenient timing signal announcing the ‘birth’ of the positron and enables a
relatively simple design for the PALS experiment. Sodium-22 is a particularly
suitable radionuclide, it has a positron yield of 90 %, a 2.6 year half-life, and
3positron emission is accompanied by a 1.275 MeV photon. The decay scheme
is shown in Figure 1.1.
Table 1.1: List of various radioactive positron sources. Parameters of interest
shown are half-life, the relative positron yield of the decay (f) and prompt photon
energy (Eγ ) [12, 13].
Nuclide Half-life f (%) Eγ(MeV)
14O 70.6 s 100 2.313
22Na 2.6 y 90 1.275
26Al 7.5×105 y 82 1.809
48V 16 d 50 1.312, 0.984
58Co 70.9 d 15 0.811
22Na
22Ne
β+(0.1%) 3.7 ps
β+(90.4%)
EC(9.5%)
γ(1.27 MeV)
Figure 1.1: Decay transitions for 22Na. The most probable decay route (90.4 %)
is by the emission of a positron (β+) and an electron neutrino followed by the
emission of a 1.27 MeV gamma photon after 3.7 ps. Alternatively, electron cap-
ture (EC) or direct transition to the Ne ground state can occur with probabilities
of 9.8 % and 0.1 %, respectively.
1.2 Positron Interactions with Matter
An energetic positron incident on a solid surface will either backscatter, or will
implant into the material. An implanted positron will thermalise, during the
implantation process, then diffuse through the material until it encounters an
electron with which it will annihilate. Energy is lost during the implantation via
various interaction mechanisms; thermalisation typically occurs within a few pi-
coseconds. The positron typically diffuses up to a few hundred nanometers prior
to annihilation. The value depends on the electron density of the material and
4on the possible presence, and density, of low electron density positron trapping
sites [5–7].
1.2.1 Thermalisation
Positrons implanted from a 22Na source into a material have a most likely kinetic
energy of approximately 200 keV [13]. The loss of this energy during thermal-
isation can be split into several steps, which depend on the positron energy and
the type of host material. For energies greater than approximately 100 keV loss
occurs by elastic scattering or inelastic electron scattering with core and valence
electrons [7, 14, 15], with timescales on the order of 10−13 s [15]. For lower en-
ergies, down to a few tenths of an eV, the energy loss mechanism is dependant
on the material. For metals the loss is mainly due to phonon scattering [15–17]
and takes approximately 10−12 s [15].
1.2.2 Positron Implantation
Implanted positrons from a radionuclide source penetrate to a depth that depends
on the density of the sample and the maximum energy of the positron. For a
collimated beam the probability of a positron reaching a depth z into the material
can be described with the empirical equation [18],
P(z) = exp(−αz) (1.1)
where α is the absorption coefficient (units cm−1) which can be represented by
the expression [18],
α = 17ρ ·E−1.43max (1.2)
where ρ is the mass density of the solid (units g · cm−3) and Emax is the maxi-
mum positron energy (MeV). For the case of an isotropically emitted positron
point source Schrader et al. [19] proposed an alternative model, which can be
expressed in the form [20],
P(z) = exp(−αz)+αzEi(αz) (1.3)
where Ei is the exponential integral function.
It is possible to implant mono-energetic positrons with varying energies and in
these experiments it is important to provide a more complete description of the
5resulting implantation profile. Valkealahti et al. [21] have shown that this can be
accurately described by a Makhovian profile, this was experimentally confirmed
by Vehanen et al. [22], and is given below,
P(z,E) =
mzm−1
zm0
exp
(
−
(
z
z0
)m)
(1.4)
with,
z0 =
AEn
ρΓ
(
1+ 1m
) (1.5)
where, ρ is the sample density, Γ is the gamma function, and the coefficients
A, m and n are empirically derived quantities which may be material dependant
[23]; commonly used values are, A= 4.0µg · cm−2 ·keV−n, m = 2 and n = 1.6,
[7, 21, 22]. Increasing the positron energy increases the mean implantation
depth, but also increases the width of the distribution, see Figure 1.2.
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8
0.0
2.0
4.0
6.0
8.0
10.0
12.0
14.0
Implantation Depth (µm)
p(
z,
E
)
2 keV
3 keV
5 keV
10 keV
Figure 1.2: Makhovian positron implantation profile in Silicon. The pro-
files were calculated using Equation 1.4, with the parameters A = 4.00
µg·cm−2·keV−n, m = 2, n = 1.60, and the density of silicon ρ = 2.329 g·cm−3.
1.2.3 Positron Diffusion
After thermalisation, the behaviour of the positron is dominated by electrostatic
interactions with the host lattice [15, 23, 24]. Positrons are repelled by the
6positively charged nuclei of the host lattice and have the highest probability
density in the interstitial regions. The diffusion of positrons can be described
with the use of the diffusion annihilation equation [15],
∂
∂ t
n(−→r , t) = D+∇2n(−→r , t)−λBn(−→r , t) (1.6)
where n(r, t) is the positron density at position r and time t, D+ is the positron
diffusion constant and λB is the bulk annihilation rate. The diffusion coeffi-
cient can be readily calculated from the semiclassical random-walk theory and
is given by [23],
D+ =
〈
ν2
〉
τr
3
with
〈
ν2
〉
=
3kBT
m∗
(1.7)
where τr is the relaxation time for scattering event, kB the Boltzmann constant,
T the temperature and m∗ the effective positron mass. The positron diffusion
length is defined as,
L+ =
√
τBD+ (1.8)
where τB is the bulk positron lifetime, a characteristic of a given material.
This classical approach to positron diffusion is based on a number of assump-
tions. Positron scattering must be isotropic and quasielastic, the relaxation time
approximation in the Boltzmann equation is assumed to be valid (as in the elas-
tic scattering), and the sample length must be greater that the mean free path
for scattering [23, 25]. Typical room temperature positron diffusion lengths
in metals are on the order of 100 nm, whereas the mean free path is 10 nm
[23, 26].
1.2.4 Positronium
Positronium (Ps) is a quasi-stable neutral bound state of a positron and an elec-
tron. Its existence was theoretically predicted as early as 1934 [27] but was
not experimentally discovered until 1951 by Deutsch et al. [9]. Positronium
exists in two configurations that depend on the relative orientation of the two
spins, these are the antiparallel singlet state and the parallel triplet state. The S
= 0 state is termed para-Ps and the S = 1 ortho-Ps; these are formed in the ratio
1:3. Isolated para-Ps decays predominantly into two gamma quanta with a mean
lifetime of 125 ps, while the triplet state ortho-Ps decays to three gamma quanta
7with a marked longer mean lifetime of 142 ns [28]. In condensed matter ortho-
Ps can annihilate by picking off an electron with antiparallel spin, this results in
a mean lifetime typically in the range of 1 ns to 5 ns [7].
Positronium formation can occur in solids if the electron density is low, conse-
quently Ps does not normally occur in either metals or semiconductors unless
there is sufficiently large open-volume defects such as nanovoids or large va-
cancy clusters. Further, it has been found in a number of studies with metals
[15, 29–31] and with semiconductors [32] that positrons can diffuse back to
the surface of the sample and form Ps due to reduced electron density at the
surface.
It is possible to form monoenergetic positronium. This is typically achieved by
first moderating the positrons from a Na-source using a solid rare gas moderator,
and then accelerating them into a gas cell commonly containing either H2, CO2
or N2 [33–35].
1.2.5 Positron trapping into vacancy defects
Positrons implanted in a material delocalise into a free Bloch state, however, if
a suitable defect centre is encountered the positron can enter a localised state at
the site. Positrons occupying Bloch states can annihilate with electrons from the
‘perfect’ lattice, or they can first trap to localised states at the defect sites and
annihilate with electrons in the local environment. Vacancy defects are the dom-
inant type of imperfections that localise positrons; the missing nuclear charge
creates a deep negative potential trap. The positron lifetime (τ) is inversely pro-
portional to the electron density. The annihilation rate (λ ) is the reciprocal of
the positron lifetime and can be expressed as [7],
λ =
1
τ
= pir20c
∫ ∣∣ψ+(r)∣∣2 n_(r)γdr (1.9)
where
∣∣ψ+(r)∣∣2 is the positron density, n_(r) the electron density, r0 the clas-
sical electron radius, c the speed of light, r the positron vector, and γ an en-
hancement factor describing the Coulomb attraction between the electron and
the positron . The normally marked changes in annihilation characteristics for
positron trapping at open-volume defects, compared to those annihilating from
delocalised Bloch states, is a central feature of PAS techniques, the annihilation
8parameters for trapped state positrons are characteristic of the particular type of
defect [7, 14].
The electron density at vacancy defects is markedly lower than the average
electron density sampled by positrons in a delocalised Bloch state. In conse-
quence, from Equation 1.9, the lifetime for positrons trapped at vacancy defects
is longer. Typical perfect lattice, Bloch state, lifetimes are in the range 100 ps
to 250 ps while the lifetimes of positrons trapped at monovacancy defects are
always longer and are in the range 150 ps to 330 ps [36]. The lifetime of the
positron in the localised state increases systematically with increasing size of
the open volume, for a given type of material. The bulk (perfect lattice) and
monovacancy lifetimes for some typical metals are given in Table 1.2.
Table 1.2: Positron material bulk (τB) and monovacancy (τV) lifetimes for Cu,
Al, Pb and Bi [36].
Metal τB (ps) τV (ps)
Cu 120 180
Al 165 244
Pb 204 294
Bi 240 325
Positron trapping to open volume defects is normally controlled by one of two
dominant processes; it is either limited by the rate of making the transition from
the delocalised state to the localised state, so-called transition-limited trapping,
or it is limited by the rate of diffusion of the positrons to the defects, so-called
diffusion-limited trapping.
In the case of transition-limited trapping, the rate is determined by the quantum
mechanical probability of the transition from a delocalised Bloch state to that
of a localised one [23]; this is the main mode for vacancies and small clusters.
The trapping rate has a limited temperature dependence [37], and is related to
the transition rate, which in the case of vacancies in metals is dominated by the
process of electron-hole excitation [23].
Diffusion-limited positron trapping dominates when the distance between de-
fects is larger than the positron diffusion length, this is typical of voids in irra-
diated metals [7]. This type of trapping shows a high sensitivity to temperature;
the trapping probability typically saturates at high temperatures [38]. The trap-
9ping rates for both diffusion, κdl , and transitional trapping, κtl , assuming the
defects is approximately spherical, can be expressed by,
κdl = 4pirdD+C (1.10)
κtl = µC (1.11)
where µ is the defect specific trapping coefficient, C is the defect concentration
and rd is the defect radius.
Positron trapping to point defects in semiconductors and insulators is more com-
plicated. The local charge of the defect with respect to the lattice must be con-
sidered. Further, the positron binding energy at a defect may be smaller than the
electron bandgap so this binding energy cannot be consumed by exciting elec-
tron transitions across the gap. The higher dielectric constants enhance trapping
by strengthening the interaction between positrons and the trapping potential;
it increases the capture radius [7]. Puska et al. [39] used simple square well
potentials to represent the trapping potential of the missing atomic core, and
superimposed long range Coulomb tails to account for the local charge of the
defect; Figure 1.3 illustrates the model potentials and Figure 1.4 the trapping
coefficients for neutral, single negative and positive charge states.
Figure 1.3: Positron model potentials for singly negative, neutral and singly
positive Si vacancy [39].
The potential observed at negative vacancies will result in an attractive force for
positron trapping, whilst the positive vacancy presents a Coulomb barrier and
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markedly reduces the probability of positron trapping.
Figure 1.4: Temperature dependence of the positron specific trapping coefficient
for singly positive (V+), neutral (V0), singly negative (V−) and doubly negative
vacancies (V−−) [23].
Figure 1.4 shows that the effect of increasing the negative charge of the vacancy,
with respect to the lattice, increases the trapping coefficient, but also results in
the trapping rate strongly increasing with decreasing temperature. The trapping
coefficient for the positive charge state is approximately two orders of magni-
tude lower than that of a negative vacancy at room temperature and the value
decreases with decreasing temperature. The trapping coefficient for neutral va-
cancies is temperature independent.
1.3 Standard Trapping Model
Positron trapping in solids can be described in the terms of a vacancy trapping
model which results in differential kinetic rate equations that link the popula-
tions of the relevant positron states to the concentration and trapping efficiency
of the defects [40, 41]. The most commonly used model is referred to as the
Standard trapping model. The key assumptions of the model are given below
[7, 40, 42, 43].
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1. At t = 0 all positrons are in the Bloch state, hence free.
2. All defects are homogeneously distributed throughout the sample.
3. The trapping rate (κ) is proportional to the defect concentration (CD) and
is given by κ = µDCD.
Given a system containing N defects, the rate equations for the number of po-
stirons in the bulk (Bloch) state and in the jth defect are given as,
dnB(t)
dt
=−λBnB(t)−
N
∑
j=1
κ jnB(t)
dnj(t)
dt
=−λjnj(t)+κjnB(t)
(1.12)
At t = 0, all positrons are in the free state, so nB = 1 and n j = 0. Solving the
system of linear equations one arrives at the model decay spectrum, showing
that for N defects the lifetime spectrum is comprised of N+1 components; N
defect lifetimes and one for positrons annihilating in the free Bloch state,
n(t) =
N+1
∑
j=1
I j exp(−λ jt) (1.13)
with τ1 showing a dependence on the trapping rates, and where τ j>1 are simply
the reciprocal of the annihilation rate of the defects.
τ1 =
1
λ1
=
(
λB+
N+1
∑
j=2
κ j
)−1
τ j =
1
λ j
(1.14)
From Equation 1.14 it can be seen that the first lifetime will be smaller than the
“bulk” or free lifetime and is commonly referred to as the reduced bulk lifetime.
The intensity components for the ”reduced” bulk and the jth lifetime are given
as,
I1 = 1−
N+1
∑
j=2
I j (1.15)
I j =
κ j
λ1 +λ j
(1.16)
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Finally with the definition of the average lifetime,
τ =
N+1
∑
j=1
I jτ j (1.17)
and the bulk lifetime,
τB =
(
N+1
∑
j=1
I j
τ j
)−1
(1.18)
it can be seen that with the addition of defects, the average lifetime will deviate
from the bulk lifetime in proportion to the defects. Under the standard trapping
model several key predictions are made for a system containing defects:
1. For N defects there are N+1 components, with the first component being
smaller than the bulk lifetime of the material (Equation 1.13).
2. The magnitude of τ1 is dependent on the trapping rate of the defects in the
material (Equation 1.14).
3. The magnitude of the remaining lifetimes are independent of trapping
rates and thus unique to the type of defect (Equation 1.14).
4. The average lifetime will increase above the bulk lifetime (Equation 1.17).
The following section details the STM for the simplest case, the system with
one defect.
1.3.1 One defect standard trapping model
In the simplest case of the STM, only one type of trap exists in a material and no
detrapping can occur [44, 45]. After implantation, thermalisation and diffusion,
positrons can either annihilate in a free Bloch state, with an annihilation rate
λB or at a localised state in a defect, with the corresponding annihilation rate
λD. The reduction of electron density at defects leads to the expectation that
λD < λB. The rate equations (1.12) then become [7, 42, 43],
dnB(t)
dt
=−λBnB(t)−κDnB(t) (1.19)
dnD(t)
dt
=−λDnD(t)+κDnB(t) (1.20)
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where nB and nD are the number of positrons in the bulk and defect respectively
at time t and κD is the positron trapping rate at the defect.
Solving equations (1.19) and (1.20), with the conditions that at t = 0, nB = 1,
and nD = 0 the model decay spectrum is described as,
n(t) = I1 exp(−λ1t)+ ID exp(−λDt) (1.21)
The lifetimes and intensities can be expressed in terms of the annihilation rates
and trapping rates, respectively,
τ1 =
1
λB+κ
and τ2 =
1
λD
I1 = 1− I2 and I2 = κλB−λD+κ
(1.22)
As was shown for the general case with Equations 1.14–1.16 it can be seen
that for the one defect case, Equation 1.22, that all the parameters except τ2 are
dependant on the trapping rate κ and thus the defect concentration CD. The value
τ2 is independent of the the concentration and is characteristic of the defect. The
value τ1 is usually referred to as the reduced bulk lifetime.
The parameters in Equation 1.22 can be determined experimentally and conse-
quently used to calculate the trapping rate (1.23), the bulk lifetime (1.24) and
the average lifetime (1.25).
κ = µDCD
= I2
(
1
τ1
− 1
τ2
) (1.23)
τB =
(
I1
τ1
+
I2
τ2
)−1
(1.24)
τ = I1τ1 + I2τ2 (1.25)
It can be shown that in the case of high defect concentrations, all of the positrons
will become trapped at a defect and the resulting spectrum will exhibit only a
single component. This situation is called saturation trapping and the details are
illustrated in the following section.
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1.3.2 Saturation Trapping
The conditions for saturation trapping can be calculated using the equations
outlined in the one-defect case of the standard trapping model. Shown in Figure
1.5 is the average lifetime (τ), and the corresponding intensity of the defect
component, as a function of the defect concentration (CD) for different values of
the defect specific trapping coefficient (µD), using Aluminium as the model. The
values for τB (bulk) and τD (monovacancy) were 165 ps and 245 ps respectively
[36]. The specific trapping coefficients were taken to be 5.1×1014 s−1·at−1 for a
monovacancy, this compares to a value of 8.5×1014 s−1·at−1 for the divacancy
[46].
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Figure 1.5: STM calculated values, (a) average positron lifetime and (b) inten-
sity of the defect component, for aluminium with a monovacancy against the
defect concentration.
15
The calculated average positron lifetime and the corresponding intensity, Fig-
ure 1.5, in Aluminium, with only one defect state, show that below ≈ 10−7at−1
(0.1 ppm) the average lifetime is close to the bulk and hence little or no defect
annihilations take place. To the other extreme, ≈ 10−3at−1 (1000 ppm), the av-
erage lifetime is close to that of the defect lifetime with almost all annihilations
are in the defect and hence saturation trapping occurs. Between the ranges of
10−7at−1 and 10−3at−1 both the average lifetime and intensity show a sharp
increase with increasing defect concentration. As the defect specific trapping
coefficient is increased the required defect concentration to achieve saturation
trapping decreases.
1.4 Positron Techniques
As discussed above, the positron eventually annihilates with an electron, and
two anti-parallel 511 keV gamma rays normally result. Detection of these an-
nihilation events has led to the development of a number of positron annihila-
tion spectroscopy (PAS) techniques which can be broadly classified into two
types; those that detect the momentum of the positron-electron pair at the in-
stant of annihilation, DBS and ACAR, and PALS which measures the positron
lifetime.
Doppler broadening spectroscopy (Section 1.4.2) detects the longitudinal com-
ponent of the pair momentum which Doppler shifts the energies of the two
emitted gamma rays, while ACAR (Section 1.4.1) detects the very small an-
gular deviations from collinearity of the two 511 keV quanta which is caused
by the transverse component. Since the positron is thermalised, its momentum
is normally smaller than that of the electron with which it annihilates.
As discussed previously (Section 1.2.5), the positron lifetime is a sensitive mea-
sure of the electron density sampled by the positron state. The lower electron
density in the local environment of a vacancy defect results in a characteristi-
cally longer positron lifetime, compared to the bulk, perfect lattice, value. The
experiment requires a start event for coincident timing correlated to the instant of
implantation, one of the annihilation gamma rays provides the stop signal.
1.4.1 Angular Correlation of Annihilation Radiation
Angular Correlation of Annihilation Radiation (ACAR) experiments measure
the deviation from anti-collinearity of the two coincident annihilation gamma
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rays. This is normally performed as a two dimensional (2D) experiment which
uses two stationary arrays of detectors, one each side of the sample, and which
only record coincident events. The spatial position of the events on the two
detector arrays are stored. The original one-dimensional experiments used two
single detectors and moved one with respect to the other. The earliest accurate
measurements of angular correlation were made in 1942 by Montgomery and
Beringer [47]. The very small angles, 0.5 mrad to 1 mrad, measured in ACAR
require large source-to-detector distances to obtain the required angular resolu-
tion, typically 3 m to 10 m, in consequence strong sources are used [6, 7, 48].
2D ACAR is typically used to study the electron structure of materials [49–
54].
1.4.2 Doppler Broadening Spectroscopy
The momentum of the positron-electron pair at the instant of annihilation is
dominated by that of the electron. The longitudinal component of this momen-
tum Doppler shifts equally the energy of one of the gamma rays to a higher
value, and the other to a lower value [55]. Core electrons are tightly bonded and
thus have high momentum, whilst valence electrons are delocalised and weakly
bonded and have low momentum. When a positron is trapped at a open-volume
defect, the fraction of annihilation events with high momentum core electrons
is reduced while the number of events with lower momentum valence electrons
increases. In Doppler Broadening Spectroscopy (DBS) a high energy resolu-
tion Ge detector is used to measure the 511 keV gamma line [7]. An increase
in trapping to open-volume defects results in an increase in the number of low
momentum, small 511 keV energy shift, events, compared to high momentum,
large energy shift, annihilation events. The number of counts in the central re-
gion of the spectrum increases compared to those in the wing regions.
The analysis of DBS is simplified by the use of the lineshape parameters, S and
W, [56]. The S parameter quantifies the fraction of low momentum annihilation
events, while the W parameter quantifies the annihilation fraction in the high
momentum, wing, regions of the spectrum that provide information on annihila-
tion with the inner core electrons [57, 58]. These two parameters are normalised
with respect to the total number of counts in the spectrum. The domains used
to define the S and W parameters differs slightly between groups, but typically
50 % of the net area under the curve is used for S, whilst the W parameter is
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usually taken to be as far from the peak as possible [48]. Figure 1.6 illustrates a
DBS spectrum with the domains used for S and W.
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Figure 1.6: Sketch of Doppler Broadening Spectrum showing typical domains
for S (red) and W (blue) lineshape parameters.
As these lineshape parameters have little meaning on their own, it is usual to
present them in the form of ratios to the equivalent values from a defect free
sample; S/Sre f and W/Wre f [59]. In this it is thought that the result is inde-
pendent of the detector resolution or the domain considered. The parameter S
is unable to distinguish between defects and hence is an average over all defect
states.
A powerful variant of the method, coincidence DBS (CDBS) uses a second de-
tector in coincidence and hence only records true annihilation gamma rays. The
peak to background ratio is improved over two orders [55, 60] and the resolution
improved by approximately
√
2 [61]. This vastly improved signal to background
ratio enables structure to be observed in the high momentum regions, this can
provide chemical information on the nature of the atoms responsible for these
high momentum annihilation events [55, 62].
1.4.3 Positron Annihilation Lifetime Spectroscopy
The work presented in this thesis uses Positron Annihilation Lifetime Spec-
troscopy (PALS). The experiment is normally performed with a positron source,
placed between two identical samples, that isotropically emits positrons into
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the bulk of the material. As described previously, the positrons will rapidly
thermalise, then annihilate with an electron from the material. PALS is timing
experiment, it measures the intervals between the creation of the positron, sig-
nalled in the case of 22Na by the emission of a 1.275 MeV gamma ray, and its
annihilation, signalled by the 511 keV gamma rays. The choice of detectors
and associated electronics is primarily focused on the optimisation of the timing
resolution of the system. The detected events are stored in the form of an his-
togram which can then be analysed to extract the contributing components. The
principles of PALS relies on the posit that the time interval between creation
and annihilation of positrons reflect the nature of the environment in which the
annihilation occurred.
In practice the two events are detected by two dedicated photomultiplier tubes,
which have been coupled with scintillation crystals, and the output from each
tube is then fed into a pair of Constant Fraction Discriminators (CFD). The out-
put from the 1.27 MeV CFD is used as a start signal for the Time to Amplitude
Converter (TAC), whilst the output from the 511 keV CFD is delayed and sub-
sequently used as the stop signal. The TAC produces pulses whose amplitude
is proportional to the time interval between the two signals. These output sig-
nals are then directly fed into an Analogue to Digital Converter (ADC) which
produces logical signals, in the form of binary words, which can be fed into
a MultiChannel Analyser (MCA) for storage and sorting [63–65]. A more de-
tailed description of the equipment and its operation is given in Chapter 2.
Recently increased improvement in data acquisition has led to the replacement
of the modular electronics with either digital acquisition cards (DAC) [66–69]
or an oscilloscope [70, 71]. The PMT output signals are fed directly into the
ADC of a fast data acquisition card or of a digital oscilloscope and are saved
to be processed offline, or at the expense of a reduced signal rate processed
in real time. Several advantages have been found, the most notable being a
reduction in the width of the instrument resolution function (IRF). These result
from the ability to reject anomalous pulses and thereby improving the quality of
the captured timing events.
Becˇvárˇ et al. used data acquisition, paid careful attention to the optimisation
of the anode electronics of PMTs, and employed BaF2 scintillation crystals,
the resulting PALS spectrometer was reported to have an IRF of 150 ps [66].
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Saito et al. have employed ultra fast oscilloscopes with PMTs coupled to BaF2
crystals and reported a PALS system exhibiting an IRF of 144 ps [70]. By
coincidently detecting both annihilation photons, using three detectors an IRF
of 119 ps was reported [70], however, this resulted in a significant reduction in
count rate.
1.4.4 Age Momentum Correlation
The annihilation of the positron-electron pair results in the creation of two 511
keV gamma rays and as such it is possible to use one annihilation quantum for
lifetime measurements and the other for Doppler measurements. This combi-
nation of dual, synchronous, measurement is referred to as the Age-Momentum
Correlation (AMOC) technique. The data from both signals can then be stored
into a two dimensional histogram [7, 72, 73].
Figure 1.7: Room temperature AMOC relief for Benzene [73]
A typical AMOC spectrum is shown in Figure 1.7. The information can then
be read along one axis as Doppler curves for a given age, or likewise along the
other axis as lifetime measurements for a given energy. With the extra dimen-
sion it is possible to show the dependence of electron momentum distributions
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on the positron lifetime; typically AMOC is used to investigate positronium in
polymers [7, 72, 74].
1.4.5 Variable Energy Positron Beams
Typically positrons created from either beta decay or pair-production have a
broad distribution of energy and this in turn results in the individual positrons
implanting to various depths in the material under study. Following the discov-
ery of a variety of processes that allowed for the positrons to be moderated it
has become possible to control the energy of implanted positrons and thus cre-
ate a beam of monoenergetic positrons that can be used to probe specific depths
within a material. In most cases this beam energy is typically varied from 1 keV
to 25 keV, or higher, to investigate the nature of defects at varying depths in the
material.
Early work in moderated positrons observed that low energy positrons were be-
ing emitted from coated Mica, with sub 10 eV for Chromium coatings and ap-
proximately 100 eV for Gold [75], however, the beam conversion efficiency was
reportedly 10−6. Laboratory based positron beams were explored by Costello
et al. in 1970 and achieved a count rate of ≈ 10−1s−1, since then the count rate
has improved considerably, with some of the most intense beams recorded a rate
of approximately 1.14×109s−1 and an efficiency of 5 % [76].
To form a monoenergetic positron beam positrons emitted from a radionuclide
source, or produced from pair production, must first be moderated. Certain
metals and solid rare gases exhibit a negative work function for positrons. In
consequence, a small fraction of the implanted positrons diffuse back into the
near-surface region where they are emitted with approximately thermal ener-
gies. These positrons can then be accelerated to form a monoenergetic beam.
An early breakthrough was made be Canter et al. [30] using MgO, this increased
the efficiency for sodium-22 positrons from approximately 10−8 to 3× 10−5.
Subsequently, moderator designs have improved rapidly. Tungsten foils are the
most widely used since efficiencies of 3× 10−3 can be achieved. In addition,
they can be conveniently annealed in-situ and thereby minimise positron trap-
ping into defects during the diffusion process [7]. Solid rare gas moderators are
the most efficient and can achieve efficiencies on the order of 10−2, however,
they require appropriate cryogenics [77]. A typical laboratory variable energy
positron beam based on sodium-22, with a W-moderator, delivers approximately
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5×104 positrons per second for a source activity of ≈ 500 MBq [78]. By con-
trast the reactor based positron beam NEPOMUC in Munich has an intensity of
better than 109 positrons per second [11, 76].
In general most positron beams have a similar system; the positron is moderated,
the moderated positrons are transported and subsequently accelerated to the de-
sired energies and finally carried towards the sample and detector. Commonly
used moderators include Tungsten and Copper, with the former becoming the
standard due to efficiency stability and ease of annealing [79]. An alternative
to metallic moderators are the use of condensed rare gases, such as Neon and
Argon, and these have shown to have a greater efficiency [34, 35].
This work (Chapter 5) includes measurements performed at the positron beam
facility, NEPOMUC (NEutron induced POsitron source) in Munich. NEPO-
MUC produces positrons by pair production from absorption of high-energy
prompt γ-radiation in platinum after thermal neutron capture in Cadmium [11,
76, 80–82].
For depth resolution the moderated positrons can be accelerated to a kinetic
energies between a few eV and 15 keV, which is sufficient for surface and bulk
studies in most thin films. After acceleration the positrons are then guided in a
magnetic field of around 6 mT. The positrons are then grouped in to “bunches”
by the use of a pre-buncher, a chopper and a main buncher, all operating at a 50
MHz frequency. Detection of events is achieved via BaF2 scintillation crystals
optically coupled to photomultiplier tubes . The operating IRF is 240 ps with
a count rate of >1000 counts per second and a peak to background of 6000:1
[83].
1.5 Overview
The work described in this thesis broadly involves two main studies, the first is
a detailed analysis and experimental investigation focused on the fundamental
challenges of the PALS methods. Namely, the requirement to reliably analyse
experimental spectra: achieved by the accurate determination of all source cor-
rection parameters and which in turn relies on the use of a well known reference
sample that exhibits a single positron state. The second part of this thesis applies
the methodologies developed and applies them to the analysis of PALS spectra
recorded for a series of perovskite oxide materials. Throughout this thesis the
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uncertainty, or the standard deviation, in a numerical value is given using the
concise notation of errors. The uncertainty is given in parenthesis. For example,
(7.5 ± 0.2) will be given as 7.5(2).
Chapter 2: Experimental Methods
The principles of Positron Annihilation Lifetime Spectroscopy were described
in Chapter 1. This chapter describes the construction, optimisation and opera-
tion of the PALS spectrometers used in this work. The principles of operation for
relevant components are outlined. The methods used for fitting the experimental
spectra, to obtain positron lifetime component values, are also introduced.
2.1 The PALS spectrometer
This section provides an overview of the spectrometer configuration (see Figure
2.1) and the principles of operation of its components.
HV-PSU PMT PMT HV-PSU
CFD CFD
DELAY
TAC
ADC
MCA To PC
Figure 2.1: Schematic of a fast-fast positron lifetime spectrometer containing:
High Voltage Power Supply Unit (HV-PSU), Photomultiplier Tube (PMT), Con-
stant Fraction Discriminator (CFD), External Delay, Time-to-Amplitude Con-
verter (TAC), Analogue-to-Digital Converter (ADC) and Multi-Channel Anal-
yser (MCA). Colour: Red boxes indicate “stop” branch and green the “start”.
A positron emitted in the decay of 22Na is accompanied, almost simultaneously,
by the emission of a gamma ray with an energy of 1.2745 MeV. The positron will
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eventually annihilate with an electron, this normally generates two gamma rays
with energies of approximately 0.511 MeV. A PALS spectrometer is designed
to coincidently detect a 1.28 MeV prompt gamma ray and one of the subsequent
0.511 MeV annihilation gamma rays. This is achieved by using two scintillation
detectors, one for each gamma ray energy. The two detectors each comprise of
a photomultiplier tube (PMT) with a scintillator crystal optically coupled to its
photocathode window. The output pulses from the anode of each PMT are sent
to a dedicated Constant Fraction Discriminator (CFD), which has been adjusted
to output a Nuclear Instrumentation Module (NIM) standard fast timing output
pulse only if the input PMT pulse is within a preselected amplitude range. The
two scintillation detectors, each with its own CFD, enable optimised detection
and discrimination of the 1.28 MeV ‘Start’ events, and the 0.511 MeV ‘Stop’
events. The CFD timing pulses from the two branches provide the start and stop
inputs for a time-to-amplitude converter (TAC). The TAC outputs a pulse whose
height is proportional to the temporal interval between the start and stop signals.
An additional delay, provided by a passive delay unit, is inserted in the stop
signal path to introduce a convenient shift to the spectrum along the time axis.
The TAC pulse is fed into an analogue-to-digital converter (ADC) which outputs
a binary 16 bit word corresponding to the pulse height. These “words” are then
directly binned into a histogram, containing 4096 channels, using the multi-
channel analyser (MCA). Figure 2.2 shows a typical PALS spectrum.
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Figure 2.2: Example of an experimental PALS spectrum, with a time calibration
of 12.4 ps per channel, using polycrystalline aluminium and a directly deposited
22NaCl source.
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The primary measures of the spectrometer performance are the timing instru-
ment resolution function (IRF) and the coincident event rate. If it were possible
to simultaneously input two gamma photons with energies of 1.28 MeV and
0.511 MeV into the start and stop detector channels, respectively, the PALS
spectrum should ideally be a delta function, clearly this is not achieved. In prac-
tise the IRF has a finite width, typically between 180 ps and 280 ps, and has
a shape that can be adequately described by one, or more, Gaussian functions
with appropriate widths and displacements with respect to ‘zero time’, see Fig-
ure 2.3.
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Figure 2.3: An example of the fitted Instrument Response Function (dashed
diamonds) constructed from a sum of three Gaussian functions (triangles). The
IRF has a Full Width Half Maximum (FWHM) of 214 ps, whilst the Gaussian
parameters are: FWHM (216, 157 and 301) ps, shift (0, -29 and 18) ps and
relative intensity (80, 10 and 10) % respectively.
This initial setup was then optimized to ensure that not only a high count rate
but also a narrow Instrument Response Function (IRF) could be obtained. In
practice this is achieved by first determining a suitable operating voltage for
the PMTs and then by careful adjustment of both CFDs (walk voltage, external
shaping delay cable and energy discrimination).
2.1.1 Scintillator crystals
Scintillation crystals produce light pulses (scintillations) when they absorb the
energy of incoming energetic particles. This can result from either fluorescence
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(immediate reemission) or phosphorescence (delayed) [84]. They should ex-
hibit high efficiency for conversion, self transparency, a short decay constant,
and match the spectral range of the PMT photocathode to which they are to be
coupled [65, 84]. Several types of scintillators are available; organic crystals and
liquids, inorganic crystals, gases and glasses. Organic scintillators are normally
aromatic hydrocarbons with a benzene ring, and typically have both a fast de-
cay time and a high light output. Inorganic scintillators include Alkali Halides
(Sodium Iodide, NaI), Oxides (Bismuth Germanate, BGO) or Fluorides (Bar-
ium Fluoride, BaF2); some are hygroscopic [84]. The efficiency of inorganic
scintillators can often be improved with the addition of an activator impurity;
for example, Thallium (in the case NaI) [85].
The two most widely used scintillators for PALS are BaF2 and some of the
plastic organic materials. The timing performance of BaF2 is excellent, but
the high atomic number results in backscatter, precluding the use of an in-line
scintillator-source-scintillator arrangement. Plastic scintillators comprise of an
appropriate organic scintillator molecule dissolved in a solid plastic solvent;
e.g., polyvinyltoluene (PVT). The resulting crystals are cheap, readily shaped,
and can exhibit very fast decay times [86, 87]. The plastic scintillators BC418
(Saint Gobain, formerly Bicron) and Pilot-U (NE Technologies) were used in
the systems constructed in this work. Table 2.1 lists the properties of typical
scintillator crystals.
Table 2.1: Properties of various scintillator crystals used in gamma detection.
Light yield percentage is relative to Anthracene.
Crystal Type Decay time (ns) Light yield (%)
NaI Alkali Halide 230 230 [88]
Pilot-U Plastic 1.4 67 [88]
BC-418 Plastic 1.4 67 [89, 90]
BaF2 Inorganic Fluoride 0.6 58 [91]
The initial energy transfer of the gamma photon to the scintillator can occur in
several ways. In Photoelectric absorption the gamma-photon is instantaneously
fully absorbed and a photoelectron is emitted from the absorbing atom with
a kinetic energy that is equal to the gamma-photon energy minus the electron
binding energy. If the energetic electron, and associated low energy electrons
that can result from the atomic rearrangement, are not lost from the scintillator
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ideal energy transfer occurs and a single photopeak should result. An alterna-
tive is for the initial gamma-photon to be Compton scattered by the atoms in the
scintillator and results in partial energy transference to the scattered host elec-
tron. The angle between the scattered electron and photon is a measure of the
degree of energy transfer to the electron and when θ = pi this is maximum. The
result is the generation of electrons with a distribution of energies, the Compton
continuum, up to a maximum value, the Compton edge. The Compton edge
energy is approximately 0.256 MeV below the gamma-photon energy [65]. The
second action of the scintillator is to convert the energetic photoelectrons or
Compton scattered electrons into detectable light with high efficiency.
Photoelectric absorption typically dominates in inorganic scintillators contain-
ing heavy atoms, while Compton scattering dominates in the lighter plastic scin-
tillators. The gamma-photon peaks detected from the plastic scintillators used
in this work are Compton edge peaks.
2.1.2 Photomultiplier Tube
Photomultiplier tubes (PMTs) are light detection devices that exploit two ma-
jor scientific principles; the photoelectric effect and secondary emission. It is a
vacuum tube with a photocathode below an end window, followed by a series of
dynodes and a charge collection anode, a voltage in the range of 1 keV to 3 keV
is typically applied, and distributed across the multiple electrodes [92–94]. An
electron is emitted from the photocathode, as a result of the photoelectric effect,
when an optical photon is absorbed. This is accelerated by an applied poten-
tial to the first dynode stage where it generates further electrons by secondary
electron emission, this process is then repeated down the dynode chain, and re-
sults in a cascade of electrons, at the anode, that form the output pulse [95]. A
number of configurations exist for multiple dynode PMTs: circular cage, linear
focussed (the type used here), box-and-grid, Venetian blind and microchannel
plate.
2.1.3 Constant Fraction Discriminator
A constant Fraction Discriminator (CFD) is an electronic device with two main
purposes; energy discrimination and the production of a high precision timing
pulse that corresponds to the arrival time of the input pulse. The energy dis-
crimination is achieved by the use of two potentiometers that set an upper and
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a lower voltage level at the input of the device. The zero crossing point of the
generated, shaped, bipolar timing pulse is defined by the arrival time of the input
pulse [63, 96–102]. The formation of the bipolar pulse requires several steps:
(1) the input pulse is duplicated; (2) one of the duplicated pulses is attenuated;
(3) the other duplicated pulse is inverted and delayed (with an external delay
cable); and (4) the two pulses are summed. The process is illustrated in Fig-
ure 2.4. The point at which this summed signal reaches zero amplitude is then
used as a triggering mechanism for the output logic (in practice a small DC off-
set can be incorporated with the attenuated signal to “shift” the zero crossing).
This process results in the zero crossing occurring at the same temporal point
for input pulses with varying amplitudes but the same rise times [96, 97]. The
attenuation factor for the delayed pulse has been found to optimal in the range
of 10 % to 30 %, for this work the factory preset of 20 % was used. The length
of the external delay is chosen to be similar to the rise time of the input pulse
[103]; however, the optimized length of external delay as well as the DC offset,
commonly referred to as the walk voltage, requires systematic experimentation.
Input pulse
Attenuated Pulse
Dealyed and inverted Pulse
Bipolar timing pulse
Zero crossing point
Figure 2.4: Schematic of the CFD bipolar pulse shaping procedure. The input
pulse is originally duplicated and one pulse is attenuated while the other pulse
is inverted and delayed. The two pulses are then summed to form the bipolar
pulse.
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2.1.4 External Delay Unit
A passive delay unit, comprising of a number of selectable lengths of wound
RG58/U cables, with a velocity of propagation of 0.66c, resulting in a delay
of approximately 5 ns·m−1 [98, 104], was used to time shift the stop signal to
move the recorded spectrum to a convenient range of the multichannel analyser
(MCA).
2.1.5 Time-to-Amplitude Converter
Accurate measurement of the time between two pulses is achieved with the use
of a Time-to-Amplitude Converter (TAC) unit. The arrival of a “start” signal
commences a linear charging of a capacitor and the arrival of the “stop” signal
stops the charging. A positive unipolar pulse with an amplitude that is propor-
tional to the charge on the capacitor results [65, 88, 99, 105]. A stop signal must
arrive within a set of coordinated gate time periods to generate an output pulse,
otherwise the initial pulse is ignored.
2.1.6 Analogue-to-Digital Converter
An Analogue-to-Digital Converter (ADC) is used to determine the amplitude of
an input pulse. Though many variations exist, this description is restricted to
a Wilkinson ADC, the type used in this work. The Wilkinson ADC relies on
the charge on a capacitor to determine the amplitude of the input pulse. Upon
detection of a pulse, whose amplitude exceeds a threshold voltage, a capacitor
is charged until its voltage is equal to that of the input pulse. Once charged,
an oscillator is used to create a train of pulses and the capacitor is then slowly
and linearly discharged. The time taken to completely discharge the capacitor
is then linearly proportional to the amplitude of the input pulse and an output
pulse is generated that uses Transistor-Transistor logic (TTL) pulses to create a
binary “word” for the amplitude [106, 107].
2.1.7 Multichannel Analyser
The digitized TAC output pulse is “binned” into the channel within a Multichan-
nel Analyser (MCA). This is comprised of a number of memory locations, often
user selectable and typically in the range of 512 to 8096 channels. The digital
input generated by the pulse defines the channel number into which the event is
stored. A counts against channel number histogram, the spectrum, results and is
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displayed [65].
2.2 PALS Spectrometer Optimization
In order to construct and optimise the PALS spectrometer shown in Figure 2.1, a
number of steps must be taken to provide a system that exhibits the appropriate
balance between the detection count rate and the timing instrument resolution
function (IRF). These steps aim to select the optimum operating voltage for
the two scintillation detector PMTs and the settings of the two CFD units, the
discriminator window settings, walk voltages and shaping delay lengths, to gen-
erate the maximum rate of ‘true’ start and stop branch events with near optimum
timing accuracy.
To determine the PMT operating voltage a 22NaCl source is used and the out-
put pulses, from the PMT, were passed into an Ortec model 570 spectroscopy
amplifier and then into the ADC and MCA to record the Pulse Height Analy-
sis spectra for a range of applied voltages. Both the 0.511 MeV and the 1.28
MeV gamma events should be observed; ideally at the voltage range minimum,
the 0.511 MeV events should be just resolved. Figure 2.5 shows a typical PHA
spectra from a Hamamatsu H2431-50 series PMT (serial number AA4263) cou-
pled to a Pilot-U scintillator crystal (13 cm3, details in Section 2.2.1).
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Figure 2.5: Pulse height data for a Hamamatsu H2341-50 series PMT coupled
to a Pilot-U scintillator crystal, shaped to a truncated cone with a volume of 13
cm3, at different applied voltages for a 22NaCl source.
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The figure shows that it is possible to resolve two distinct peaks for the applied
voltage of 2200 V, or greater, for this particular tube-crystal combination. It
can also be seen that an increase in the applied voltage to the PMT results in the
broadening of the peaks as well as an increase in the channel number of the peak
position. The Compton peak located between channels 40 and 60 correspond to
the positron annihilation gamma rays of 511 keV and is used for the “stop”
branch, whereas the peak in the channel range of 100 to 220, corresponding to
the 1.28 MeV gamma events, are used for the “start” branch. Once both peaks
have been distinguished, the PMT voltage is decreased to the point where the
peak of interest is located in a suitably low channel. At this position the peak
has the narrowest usable width, which maximises the number of counts for a
given window width capturing the peak. Having determined a suitable operating
voltage, for each of the two PMTs, further optimisation can be carried out by
careful and systematic adjustment of the CFDs.
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Figure 2.6: CFD spectra taken in SCA mode for a Hamamatsu H2341-50 series
PMT coupled to a Pilot-U scintillator crystal, shaped to a truncated cone with a
volume of 13 cm3, with a directly deposited 22NaCl source on aluminium, for
various applied voltages. For each data point the discriminator window width
was fixed to 20 mV and the counts recorded over a 60 s interval.
The Ortec 583 CFD is first operated in Single Channel Analyser (SCA) mode
and a gamma ray spectrum is recorded. This is achieved by systematically in-
crementing both the upper (ULD) and lower (LLD) discriminator pots, whilst
keeping the separation between the two constant, and recording the number of
counts with a ratemeter or by using a counter-timer (in this case the MCA). The
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SCA output, located on the rear of the 583 CFD, provides a positive logic signal
that can be used to trigger the Canberra 7801 ADC, which in turn provides the
correct input to the MCA. An example of the CFD spectra is shown in Figure
2.6.
The movement of the peak with PMT voltage is noticeable; however, it can be
difficult to observe the peak broadening effect due to the limiting resolution im-
posed by the manual setting of the ULD and LLD dials. From Figure 2.6 it can
be seen that in this case a suitable PMT applied voltage for the “stop” branch is
between 2100 V and 2200 V. The output signals from the PMTs tend to decrease
with time so, in practise, the higher voltage setting is preferred, giving a peak
position of approximately 150 mV. By using the CFDs in SCA mode it was pos-
sible to more accurately determine the amplitude of the pulses corresponding to
a particular gamma ray energy thereby ensuring that each branch only produces
an output pulse for the relevant 511 keV or 1.275 MeV photon. Having obtained
an energy spectrum for 22NaCl, with the CFD in SCA mode, the CFD was then
returned to constant fraction mode with the ULD to LLD separation set to ±30
mV for the start branch, and ±20 mV for the stop, about the centre of the peak.
however, it should be noted that these window settings will be further adjusted
as the optimisation proceeds.
Once a suitable initial operation for the PALS system has been determined, the
time per channel calibration is performed so that the variation of the IRF, with
further spectrometer adjustments, can be monitored. The TAC was set to a 50
ns range whilst the ADC was set to a GAIN and RANGE of 4k (4096 channels).
This corresponds to the maximum signal of 10 V being placed into the last
channel of the MCA and as such the approximate time per channel would be
expected to be around 12.2 ps. The calibration was performed by using the two
timing outputs from one of the CFDs to trigger the TAC. One signal is sent
directly to the TAC as a start pulse, and the other is fed through a delay box and
used as the stop. By systematically varying the delay and recording the channel
location of the peak, a series of data points can be generated whose gradient is
equal to the time per channel of the system.
The next stage of optimisation is to determine a suitable external delay for the
CFD. An initial estimate can be made by using the formula provided in the
operating manual for the Ortec 583 CFD [98, 102]. Here the value τrise refers
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to the rise time of the photomultiplier tube whilst the constant term of 0.7 ns is
due to the internal delay of the circuitry used within the CFD.
τdelay = 1.1 · τrise−0.7ns (2.1)
The rise time of the Hamamatsu H2431-50 PMT is quoted as 0.7 ns, for the
maximum operating voltage of 3000 V. The variation of this value with applied
voltage is not detailed in the supplied specifications. However, upon request a
detailed data sheet was supplied by Hamamatsu Labs in Japan [108], and the
variation is shown in Figure 2.7. It can be estimated that the rise times for the
applied voltages of 1650 V and 2200 V are approximately 1.2 ns and 1.0 ns, and
from Equation 2.1 these correspond to the required CFD external delays of 0.62
ns and 0.40 ns, respectively. Using the required RG 58A/U cables, which have
a nominal velocity of 0.66c [98, 104] cable lengths of 124 mm and 80 mm are
required for the start and stop branches, respectively.
Figure 2.7: Rise time vs applied voltage for Hamamatsu H2431-50 photomulti-
plier tubes. [108].
Having determined a suitable starting length for the external delay cables, the
optimum walk voltage must also be set. The walk voltage was typically ad-
justed over an approximate range of -3.5 mV to -1.0 mV. The influence of the
walk voltage can be observed by displaying the CF MON (constant fraction
monitor) output from the CFD with a fast oscilloscope, in principle the walk
voltage should be adjusted until the zero crossing observed is at its narrowest.
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In practise, a more reliable method was found to be to measure the experimental
variation of the IRF FWHM with walk voltage for a given delay cable length.
While time consuming, it directly measures the quantity to be optimised. Fur-
ther, the delay cable length is also systematically varied. The above calculation
of the delay cable is based on the ideal measurements of the PMT rise time af-
ter trigger with a light emitting diode of fixed pulse width and repetition rate
[92]. The actual rise time obtained using scintillator light generated by either a
1.28 MeV or 0.511 MeV photon is known to be longer. The start or stop CFD
window is set and a full five million count spectrum recorded for each walk ad-
justment measurement. The IRF is then determined using the fitting program
ResolutionFit (see Section 2.3.1) from the PALSfit package [109]. Figure 2.8
shows the results from this procedure, an approximately 9 ps improvement in
IRF is observed for the correct cable length and walk voltage. This process was
carried out for both the start and the stop branches.
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Figure 2.8: Full-width half maximum of the instrument resolution function for
various lengths of external delay cables (RG 58A/U) against discriminator walk
voltage. Input signals to the Ortec model 583 constant fraction discriminator
(serial number 571) were collected using a Hamamatsu H2431-50 PMT operat-
ing at 2200 V coupled to a Pilot-U scintillator crystal (volume 13 cm3).
Once both branches had been optimized the effect of changing the CFDs used
was then investigated. For each CFD investigated the separation between upper
and lower discriminators, the walk voltage and the delay cable was kept the
same as in the initial configuration and a spectrum of 5 million counts with the
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same source/sample recorded. Figure 2.9 illustrates the effect of changing the
CFD used has on the the IRF and run time.
The final step of optimisation focuses on the requirement that a spectrum con-
taining sufficient counts (≥ 5×106) [110] is obtained within a 12 h period with
a typical activity 22Na source of approximately 400 kBq. This corresponds to a
count rate of approximately 290 s−1·MBq−1. The count rate can be varied by
changing the ULD to LLD separations, and to a lesser extent the positions of the
midpoint with respect to the Compton peak. The cost of increasing the window
widths is normally to increase the IRF FWHM. In practice, it was found that by
increasing the ULD setting it was possible to increase the count rate without a
corresponding increase in the IRF and that the IRF could be decreased by asym-
metrically placing the LLD and ULD over the peak. By these methods a 3 ps
decrease in the IRF FWHM was achieved without reducing the count rate.
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Figure 2.9: Full width half maximum of the instrument Resolution function for
a series of Ortec 583 series constant fraction discriminators (CFD) used in the
“start” branch of the PALS instrumentation. For each CFD investigated the input
pulses were obtained from a Hamamatsu H3378-51 PMT operating at 1650 V
and optically coupled to a Bicron BC418 scintillator crystal (volume 37 cm3).
It should be noted that the above optimisation has assumed that the PMT and
scintillation crystals themselves are optimal. In practice, the rise time with volt-
age dependence of different tubes operated with a given crystal may influence
the count rate. Further, the crystal material, volume, shape and surface finish all
may affect the count rate and timing performance. In general smaller volume
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crystals are used for stop, as there are twice as many events and the gamma
photon energy is lower. Smaller crystals are expected to reduce the count rate
but may improve the timing performance. In this work the plastic crystal was
mounted on the PMT window using a drop of glycerol and held in place with
a solid plastic cylinder, shaped into an “o-ring”, where the internal hole was
machined to match the geometry of the scintillator crystal. A cylindrical alu-
minium cap was then used provide a light-tight environment and to pull the the
crystal onto the window. The end plate of the cap was thinned and contained
a 0.25 mm deep circular well. The caps were secured to the PMTs with tape.
Figure 2.10 shows the complete PMT configuration.
Figure 2.10: The photomultiplier and crystal assembly. Shown are (from left to
right): photomultiplier tube, scintillator crystal, “o-ring”, and top cap.
Two systems were constructed and optimised, one for room temperature mea-
surements and the other for variable temperature. Both systems were housed in
a closed environment chamber that included an air conditioning unit to ensure a
temperature of 21 ◦C± 1 ◦C. In consequence, the time-zero drift due to temper-
ature fluctuations is minimised. The spectra were recorded in a single collection
period of 23 h
2.2.1 Room Temperature system
The two scintillation detectors were mounted in a vertical aluminium frame.
The sample is placed in the shallow well of the end-cap of the lower detector
and the other detector is carefully lowered into place so it touches the sample.
Consequently, the detector separation is normally 1 mm to 2 mm. This small
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separation, and the resulting large capture solid angle, enables the system to re-
alise the maximum achievable count rate for a given spectrometer configuration.
In consequence, the system was able to achieve an IRF FWHM of 208 ps and a
count rate of 382 counts · s−1 ·MBq−1.
The start branch used a Hamamatsu H3378-51 PMT (serial number BA0569)
coupled to a Bicron BC418 plastic scintillator. The scintillator crystal was
shaped in the form of a right circular cylinder (radius 1.9 cm and height 1.9
cm) surmounted by a truncated cone (lower radius 1.9 cm, upper radius 1.6 cm
and slant height 1.6 cm), with a total volume of 37 cm3. The applied voltage
was 1700 V and was supplied by an Ortec 456 HV PSU. The PMT pulses were
fed into an Ortec model 583A CFD (serial number 117) with an external delay
of 13.0 cm and a walk voltage of -0.7 mV. The pulses were discriminated to be
in the range of 60 mV to 140 mV, corresponding to the 1.28 MeV decay gamma
ray.
The stop branch used a Hamamatsu H2431-50 PMT (serial number AA4201)
coupled to a Pilot-U plastic scintillator. The scintillator crystal was cut to a
truncated cone, frustum, with lower base radius of 1.6 cm, upper base of radius
1.0 cm and slant height of 2.4 cm. The corresponding volume of the stop crystal
was 13 cm3. The applied voltage was 2200 V and was supplied by an Ortec
model 456 HV PSU. The PMT pulses were directly fed into an Ortec model 583
CFD (serial number 571) with an external delay of 13.0 cm and a walk voltage
of -2.0 mV. The pulses were discriminated to be in the range of 100 mV to 150
mV, corresponding to the 511 keV annihilation gamma rays. The timing output
pulse of the CFD was then fed into an Ortec 425A passive Delay box which was
set to a 10 ns delay.
The timing output from the start branch and the delayed timing output from
the stop branch were then used to start and stop the Ortec 566 TAC set to a 50
ns range. The pulses of varying amplitude (proportional to the time between
start and stop signals plus a 6 ns delay) were converted to digital pulses with
a Canberra 8701 model ADC that was set to a 4k gain and a 4k range. This
corresponds to the maximum allowed input pulse for the ADC (10 V) to fall
into the last channel of the FastCom MCA (4096). The time per channel of the
MCA in coincidence mode was previously determined to be approximately 12.4
ps.
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2.2.2 Variable Temperature system
To enable variable temperature measurements a second PALS spectrometer has
been constructed to operate with an RMC Cryogenics Inc. narrow gap closed
cycle refrigerator (CCR) system capable with a temperature range of 10 K to
335 K, and with a modification to the sample stage from 300 K to 650 K. A
schematic of the system is shown in Figure 2.11. The detectors were mounted
on a horizontal stand, with the narrow gap CCR cold head in between. The
minimum detector separation achievable was 18 mm. This corresponds to an
approximately 93 % reduction in the detector solid angle as compared to the
room temperature system described above.
Figure 2.11: Schematic of the closed cycle cooling system used for variable
temperature PALS measurements; shown are a cryostat, cold head, temperature
controller and a vacuum pump.
The CCR cold head was fed by two flexible gas lines from a compressor unit
that was external to the environment chamber. The first supplies high pressure
helium to the cold head, whilst the second returns the low pressure helium back
to the compressor. Within the compressor heat generated from the compression
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of helium is removed by water cooled heat exchangers. The cold head unit
comprised of a two stage cooling unit, with the samples mounted on a copper
plate that was connected to the second stage. A radiation shield surrounds the
cooling stages within the narrow gap cover. A vacuum is maintained using an
Edwards 18 series rotary pump, with a maximum speed of 4700 cm3 · s−1, at
room temperature. A RhFe sensor is embedded in the sample block, and a Si-
diode temperature sensor monitors the temperature of the second stage. A heater
is wrapped around the top of the second stage and the temperature is controlled
by an external PID controller.
As mentioned above, the inclusion of the CCR cold head decreases the detector
solid angle and thus the count rate, as compared to the room temperature sys-
tem. In consequence, this is compensated for by the use of higher activity 22Na
sources and by compromising the IRF FWHM. The latter achieved by widening
the CFD discriminator window settings.
The start branch comprised of a Hamamatsu H3378-50 series PMT (serial num-
ber BA0686) operated at 1750 V by an Ortec 456 series HV PSU. The PMT was
coupled with a BC418 scintillation crystal which had been shaped into the form
of a right circular cylinder (radius 2.2 cm and height 3.1 cm) surmounted by a
truncated cone (lower radius 2.2 cm, upper radius 1.5 cm and slant height 0.4
cm), with a total volume of 51 cm3. The output pulses were fed into an Ortec
538 series CFD (serial number 1571), with a shaping delay cable of 14 cm and
a walk voltage of -2.1 mV, which discriminated pulses between 100 mV and
180 mV. The stop branch used a Hamamatsu H3378-51 PMT (serial number
BA0570) and operated at 2000 V by an Ortec 456 series HV PSU. The scin-
tillation crystal used was identical to the room temperature stop branch. The
output pulses were discriminated to the range of 50 mV to 120 mV by the use
of an Ortec 583 series CFD with a shaping delay cable of 14 cm and a walk
voltage of -3.0 mV. The CFD pulses were fed into an external passive delay box
(Ortec 425A) set to a 14 ns delay. Both branches were then fed into an Ortec
566 TAC, set to a 50 ns range, whose output was fed into an Ortec Trump–PCI
MCA Plug-In Card with an integrated ADC. The Trump PCI card was con-
trolled by use of the MCA Emulator software Maestro-32. The final system
had a time per channel of 25.2 ps, a resolution of 255 ps and a count rate of 39
counts·s−1·MBq−1.
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2.3 Positron lifetime spectrum fitting
The PALS spectrum recorded by the MCA, typically comprises of a 4096 chan-
nel histogram that covers a time period of 50 ns and ≥ 5×106 counts, and can
be accurately modelled with three components: (1) exponential decays describ-
ing each of the positron states within the material under study and any positron
states within the positron source; (2) an appropriate number of Gaussian dis-
tribution functions to adequately describe the Instrument Resolution Function
(IRF); and (3) a background noise contribution (B) described by a Poisson dis-
tribution. The model equation representing the experimental spectrum can then
be expressed as the convolution (denoted as *) of m number of positron life-
times, L j(t) with n number of Gaussians, Rk(t), and is shown below,
f (t) =
m
∑
j=1
n
∑
k=1
L j(t)∗Rk(t)+B (2.2)
where
L j(t) =

A j exp
(
− t
τ j
)
if t ≥ 0
0 if t < 0
(2.3)
and
Rk(t) =
wk
σk
√
2pi
exp(−(t−T0−∆tk)
2
2σ2k
) (2.4)
with
n
∑
k=1
wk = 1 (2.5)
In Equation 2.3 the term A j represents the intensity of the jth lifetime (τ j), whilst
in Equation 2.4 wk is the intensity of the kth Gaussian which is centred around
To +∆tk with T0 being “time-zero” and ∆tk the “shift”. Within the Gaussian
expression is the standard deviation, σk, which is related to the “Full-Width-
Half-Maximum“ (FWHM) and defined as,
FWHM = 2
√
2ln2σ (2.6)
A full model description of the experimental PALS spectrum is detailed in Ap-
pendix B.
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Determining the parameters in this model expression by analysing the result-
ing experimental spectrum is an example of an “inverse problem”. While the
model expression is relatively straightforward, the determination of the model
parameters can be difficult. Various mathematical techniques have been imple-
mented to solve this problem, three have been applied to the analysis of the
PALS spectrum: (1) non-linear squares, e.g., PALSfit [109] and LTspec [111];
(2) Maximum Entropy formulation of the Bayesian Theorem, e.g., MELT [112];
and (3) numerical Laplace inversion, e.g., CONTIN [113].
Non-linear least squares (NLLS) techniques result in a discrete component out-
put. The latter two techniques give a continuous probability distribution for the
components and have been quite widely used for the analysis within larger open
volumes in polymers, zeolites, etc. Ortho-positronium lifetimes are normally
significantly longer than any positron source correction terms, and in conse-
quence these can often be neglected. This is not the case for the analysis of
directly annihilating positrons: PALSfit, MELT and LTspec enable the subtrac-
tion of source correction. Both PALSfit and LTspec implement the NLLS and
have been thoroughly tested and upgraded over a number of years [109, 111].
MELT has the potentially attractive feature that the number, or distribution, of
lifetime components is an output from the fitting procedure; however, tests per-
formed here (see Section 4.5) suggest that the source correction procedure is not
fully reliable. The primary analysis program used in this work was the NLLS
based PALSfit v4.3 [109]. A more detailed description of both PALSfit and
MELT are given below.
2.3.1 PATFIT and PALSfit
The most commonly used package to fit experimental data is the non-linear least
squares based package PALSfit [109], and its earlier version PATFIT [114], de-
veloped by the Risø National Laboratory in Denmark. The original PATFIT was
distributed as a set of FORTRAN codes that had been compiled and ran under
the DOS environment, PALSfit runs within a GUI (Graphical User Interface)
environment. Both packages contain PositronFit and ResolutionFit (PATFIT
also includes a third program, ACARfit). The NLLS is implemented using the
Levenberg-Marquardt algorithm [109].
The aim of the program ResolutionFit is to extract the appropriate description
of the spectrometer IRF using typically one to three Gaussian distribution func-
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tions, it in theory assumes that a known reference sample with a defined PALS
spectrum is available, though in practice this spectrum may contain multiple
components and these need not be fixed during the analysis. However, clearly
to enable extraction of the IRF from a material with several lifetime compo-
nents, some must be fixed. PositronFit requires a specific IRF to be defined in
the input. It defines two types of lifetime terms, material lifetime components
and source correction components, these are treated separately during the NLLS
fitting, see below.
For any NLLS method the aim is to determine a set of unknown parameters in a
model equation that minimize the sum of residuals between the model function,
fi, and the data points, yi, where the residuals are described as the square of the
difference between model and data. For a spectrum containing n experimental
data points and using the model function, from Equation 2.2, with k unknown
parameters, bi,b2, ...,bk, the NLLS expression becomes,
Φ=
n
∑
i=1
wi(yi− fi(b1, ...bk))2 (2.7)
where,
wi =
1
yi
(2.8)
In order to transform the expression for lifetime, Equation 2.2, from a contin-
uous function into a discrete function, the equation must be integrated over the
number of channels,
fi =
∫ ti+1
ti
f (t)dt (2.9)
where ti is the value of t at the common limits of channels i−1 and i.
Since the model is the same between ResolutionFit and PositronFit the same
technique is used; however, in the case of ResolutionFit, both the parameter T0
and the Gaussian parameters are included in the NLLS analysis, as well as the
lifetimes and intensities. In consequence, it is necessary to constrain one of the
shifts, ∆tP, to zero, and hence the associated Gaussian function is centred at
time-zero. Once the Gaussian parameters are determined these are then used as
fixed parameters in PositronFit.
The program PositronFit operates with two cycles of NLLS fitting. Firstly, the
raw data is fitted to the user defined number of components and the “time-zero”
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of the spectrum determined. Then, using the determined time-zero, the source
correction spectrum, defined as a number of lifetimes with their respective in-
tensities, is generated and subtracted from the raw data. The resulting “reduced”
spectrum is fitted once more with a second cycle. For the second cycle the spec-
trum can be fitted with either the same number of components as in the first
cycle or with a new number of user defined components. The resultant analysis
is recorded in a block format to a text file.
Both ResolutionFit and PositronFit require an input control file, that contains a
block of data detailing the fitting parameters, in order to operate. These control
files can contain a multiple number of blocks if several fits are required. In this
work the source correction parameters were systematically varied over large
ranges to determine the correct values and in order to automate this process
a MATLAB m-code script was written to generate the required input control
file. Under this method the DOS driven PositronFit was used. As described
earlier, the results from PositronFit are recorded as a block of data and, due
to the large number of fits generated, mechanically reading the individual fits
proved to be inefficient. To facilitate this, a second series of MATLAB m-code
scripts were written that would transform the blocks of data, for each individual
fit, into a tabular form. The resultant output file can then be further processed
using MATLAB; e.g., filtering by χ2 or removing unrealistic fits with negative
intensities, graphing, etc.
2.3.2 MELT
The MELT (Maximum Entropy for Lifetime Analysis) package provides a po-
tentially attractive alternative continuous distribution approach to the otherwise
discrete NLLS method. It applies the maximum entropy method, combined
with the Bayes principle, to the inverse problem [112, 115, 116]. The number of
lifetime components is automatically determined in the optimisation procedure.
Further, the non-realistic negative intensities that can occasionally arise from
NLLS analysis are absent [117]. As a part of this work MELT 4.0 was evalu-
ated, see Section 4.5. This version includes source correction, but unfortunately
a ‘ghost’ lifetime component was systematically observed on inclusion of these
source terms. The MELT package is executed from a series of routines written in
MATLAB. The experimental spectrum can be expressed as a Fredholm equation
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of the first kind and in terms of known and unknown causes [116–118],
D(y) =
∫ b
a
K(x,y)Φ(x)dx + N(y) (2.10)
where, D(y) is a known function (the experimental spectrum), K(x,y) is the ker-
nel of the equation (the exponential decay function for the lifetimes),Φ(x) is the
unknown intensity of the associated lifetimes and N(y) the random background.
To obtain discrete solutions Equation 2.10 can be written in matrix form as a
system of linear equations, with n reference points and j channels,
KΦ+N = D (2.11)
The solutions for both Equation 2.10 and Equation 2.11 can be solved under the
Bayesian joint probability arguments for two events, A and B,
Pr(A | B) = Pr(A) ·Pr(B | A) = Pr(B) ·Pr(A | B) (2.12)
where, A is the model and B is the data; and Pr(A | B) is the probability of
event A given the probability of event B. Maximum entropy methods attempt to
maximize the posterior probability, Pr(A | B) to extract the regularised solution,
Pr(A | B) ∝ exp
(
αS− χ
2
2
)
(2.13)
with α the entropy weight, S the generalized Shannon-Jaynes entropy and χ2 the
weighted square deviation between the experimental data and the model solution
[117]. Where the model solution is found by reconstructing the experimental
spectrum by convolving the Instrument Resolution Function with the lifetimes
and intensities found from the Maximum Entropy algorithm.
Chapter 3: PALS of polycrystalline metals
Positron annihilation lifetime spectroscopy (PALS) performed using a conven-
tional Sodium-22 source results in spectra that contains two extrinsic contribu-
tions, the instrument resolution function (IRF) and lifetime components due to
annihilation events within the Sodium-22 source and its immediate surround-
ings, the source correction terms. This and the following chapter aim to in-
vestigate, and improve the determination of, these extrinsic contributions, in
particular the source correction terms.
The aim of this chapter is to minimise, or preferably eliminate, the presence of
a defect trapping contribution to the PALS spectrum. To this end a PALS study
was performed on polycrystalline pure metal samples (Cu, Al, Ni, Nb, and Ag)
subject to various annealing procedures.
3.1 Introduction
Determination of both the spectrometer IRF and the source correction lifetime
components would be markedly simpler and more accurate if reference samples
exhibiting a true single lifetime were available. This could be the intrinsic bulk
lifetime of the material, if the concentration of positron trapping defects can be
suppressed below the sensitivity limit of PALS. Alternatively, it could be the
lifetime characteristic of a single defect type, if the concentration could be in-
creased above the saturation trapping limit. However, since the lifetime value
should be as short as possible it is normally assumed that a low defect concentra-
tion metal exhibiting a short bulk lifetime would the most suitable and practical
reference material. It would be ideal if this could be a polycrystalline metal
sample, since these are readily available in the appropriate form and different
research groups would be able to source the material from the same interna-
tional suppliers. In practice, high purity metal foil samples, with thicknesses in
the 0.5 mm to 1 mm range, are produced by a variety of processes, for exam-
ple, forging and hot or cold rolling, that result in open-volume defect formation.
Even if there has been a post forming annealing stage, the as-received samples
do not show a single positron lifetime. The obvious method for gaining a low
defect concentration is to carefully anneal the samples at a temperature close to
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the melt for sufficient time and use an appropriate cooling down procedure back
to the ambient temperature [119–121].
The process of annealing can be broadly divided into three stages: recovery,
recrystallisation and grain growth. During recovery, defects such as edge
dislocations can become mobile and if two dislocations with opposing signs
collide they can mutually annihilate; dislocations with the same sign tend to
remain and align [120]. In the recrystallisation stage, deformed grains tend to be
replaced by undeformed grains, these nucleate and grow, consuming the original
deformed grains. The rate of recrystallisation depends upon the temperature,
the amount of prior deformation (increased deformation results in an increased
dislocation density), and on sample purity [119]. It is during this stage the
vacancies become mobile and can either migrate to sinks, such as surfaces, or
coalesce to form larger vacancies [56, 122, 123]. Finally the grain growth stage
occurs, driven by the lowering of the internal energy resulting from the reduction
in grain boundaries [119–121].
A variety of methods have been employed to create specific defects within met-
als, most notably irradiation [122, 124] or deformation [125, 126]. Positron an-
nihilation lifetime spectroscopy has been used to investigate the defect recovery
after such treatments, often by isochronal annealing, where positron lifetimes
are measured after each successive increase in annealing temperature with the
anneal stage times normally kept constant [56, 123–125, 127, 128]. The re-
sults from these studies show that, in general, as the annealing temperature is
raised the vacancy related defect component lifetime increases, while the inten-
sity of the component decreases. This suggests that with increasing tempera-
ture the vacancies become more mobile and are either lost to sinks or coalesce
to form larger vacancies or voids. Eventually almost all the defects are an-
nealed out and the concentration can fall below the detection limit of PALS
[124, 125, 128].
The presence of impurities can alter the annealing behaviour of a material. The
impurity normally distorts the lattice, generating internal stress which, for ex-
ample, can affect the motion of dislocations during the recovery stage of anneal-
ing [129]. Impurities may also alter the chemistry of the material, for example,
incorporation of oxygen can often result in the formation of a surface oxide.
Oxides typically have a higher melting and annealing temperature than that of
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the native metal [12, 129]. Dlubek et al. [125] used PALS to study cold worked
nickel with various impurities and concluded that they affect both the recovery
and recrystallisation mechanisms by possibly trapping vacancies or by acting as
nucleation sites for clusters.
Deformation is also known to alter the annealing stages, large deformations re-
sult in smaller subgrains during annealing [121]. This reduction in subgrain size
reduces the time for nucleation and also the recrystallisation time at a given tem-
perature [130]. It has been shown for aluminium that the degree of cold working
applied can increase the recovery temperature or lower the recrystallisation tem-
perature [131].
The only experimental method capable of determining if the recovery stage
of the annealing process has resulted in a vacancy concentration of less than
10−7at−1 (0.1 ppm) is PALS; if this can be achieved a single lifetime compo-
nent would be measured. There are numerous reports that annealing results in
samples exhibiting a single intrinsic lifetime [70, 132–145]. Regrettably, how-
ever, closer inspection typically finds that the necessary experimental informa-
tion required to reproduce these works is lacking. For example, details on the
initial state of the samples, their origin, whether cold rolled, recrystallised from
the melt, etc [134, 135, 137, 141]. The consequence is that there is not a simple,
complete, widely accepted procedure in the literature certain to result in a pure
metal sample with a vacancy related defect concentration below the sensitivity
of PALS and hence a single bulk lifetime.
The short bulk lifetime of copper (118 ps [36]), its wide availability and its
relatively low melting temperature of approximately 1358 K, suggests that it
could be an ideal single lifetime standard material. A number of PALS studies
have reported annealing procedures that have resulted in samples exhibiting only
a bulk lifetime component [70, 126, 132–135]. Dryzek and co-workers reported
that by annealing 99.9 % copper at 900 ◦C, under vacuum of 1.3× 10−3 Pa,
for 4 h with a slow cool to room temperature over 5 days [126, 139] resulted
in a single lifetime of 122(1) ps. In another study by the same author, oxygen-
free-high-conductivity copper samples obtained from Nilaco were used [132].
These were first annealed in a nitrogen atmosphere for one hour at 900 ◦C and
followed with a slow cool to room temperature; only a single lifetime of 120(1)
ps was reported. In an earlier study, Cˇížek et al. [133] reported that annealing
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Cu samples, purity 99.999 %, for 30 min at 850 ◦C results in a single lifetime
of 114.5(1) ps. Staab et al. [134] and Misheva [135] annealed Cu for 1 h
at 0.75TM, where TM is the melt temperature of approximately 1358 K, in an
argon atmosphere and reported a single lifetime of 121(1) ps. Unfortunately
no information on the nature of the samples were provided for the latter two
studies.
Aluminium is another metal that is widely studied by PALS, the bulk lifetime is
longer at approximately 165 ps [36], but the availability of high purity samples,
and the low melting temperature of approximately 933 K, make it a potentially
attractive reference material. Hidalgo et al. reported a single lifetime of approx-
imately 162 ps for well annealed aluminium of 99.9999 % purity [136], while
Dryzek and Dryzek [140] obtained a single lifetime of 162.8(8) ps using 99.999
% purity aluminium. The latter study annealed the samples at 600 ◦C for 4 hours
under vacuum and slowly cooled to room temperature. Staab et al. also reports
a study using 99.999 % purity samples. These were annealed at 550 ◦C for 2 h
and single lifetime of 158 ps was measured [134]; no information on the anneal-
ing environment was provided. Further, Djourelov and Misheva [135] annealed
samples of unknown purity for 1 h in an argon atmosphere at a temperature of
0.75TM followed by a 10 h cool down, and report a single lifetime of 165(1)
ps.
Nickel is another stable, widely available, pure metal that has been quite ex-
tensively studied by PALS. It has a melt temperature of approximately 1728 K.
Rajainmäki et al. [141] used 99.999 % purity polycrystalline nickel, from Met-
als Research Ltd, spark cut and mechanically thinned, and reported a lifetime
of 108 ps; the samples were annealed for several hours at around 1300 K in a
vacuum of better than 1× 10−5 Pa, and then slowly cooled. Whereas Haaks
and coworkers [142] annealing 99.99 % purity nickel at 1000 ◦C in a vacuum
of 1.5× 10−4 Pa reported a single lifetime of approximately 102 ps. He et al.
[143] annealed 99.99 % nickel, cold rolled to 0.1 mm, at 1173 K for 1 h in a
vacuum of 133× 10−6 Pa, and reported a single lifetime of 110 ps. Staab et
al. [134] annealed 99.99 % Ni at approximately 1220 ◦C for 4 h and reported a
single lifetime value of 103 ps.
Silver is available at high purity and at an acceptable cost, it also has a relatively
low melt temperature of approximately 1235 K. Staab et al. [134] annealed
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99.999 % at approximately 880 ◦C for 5 days and reported a single lifetime
value of 135 ps. In an earlier study by Howell [144] MRC Marz grade polycrys-
talline silver was annealed at 600 ◦C for 6 h in an atmosphere of argon with 1
% hydrogen and a lifetime of 140(3) ps was reported. Wegner and Lühr-Tank
[146] used 99.999 % purity Ag, from Ventron Alfa Pordukte, and obtained a
lifetime of 130 ps; the samples were initially melted in an argon atmosphere,
rolled to (0.5–1.0) mm thickness and subsequently annealed for 24 h close to
the melting point.
Niobium is a high melting point metal, TM = 2750 K, with a relatively short
bulk lifetime, if it were possible to obtain a single lifetime these samples would
be stable and robust. Alekseeva et al. [138] annealed zone-refined single crystal
niobium for 2 h at a temperature of 1800 ◦C and reported a single lifetime of
120 ps. Hautöjarvi et al. [145] used high purity niobium which had undergone
extensive heat treatment, for example, decarburising at 2170 K with a pressure
of 2.7×10−4 Pa, degassing at 2520 K with a vacuum of approximately 4×10−7
Pa, and formation of an oxide layer at a pressure of 6.7×10−3 Pa. The samples
were characterised with a single lifetime of 122 ps. More recently Cˇížek et al.
[147] obtained a single lifetime of 128.3(4) ps from 99.9 % niobium, that had
been cut from a rod purchased from Mateck GmbH, and subsequently annealed
in an evacuated, to 1 Pa, quartz glass capsule for 1 hour at the comparatively
low temperature of 1000 ◦C.
Table 3.1: Properties of interest for a number of metals, the experimentally
obtained values for the bulk lifetime, τB, and the defect related lifetime, τD, for
a monovacancy.
Metal τB (ps) τD (ps) Refs
Al 158 – 166 [134–136, 148–151]
Al 240 – 246 [148, 149, 152]
Cu 106 – 124 [70, 139, 153–158]
Cu 170 – 180 [153, 159, 160]
Ni 94 – 110 [125, 141, 161, 162]
Ni 168 – 180 [125, 143, 162]
Nb 120 – 128 [138, 145, 163]
Nb 170 – 223 [138, 145, 163, 164]
Ag 130 – 142 [128, 134, 144, 146, 165, 166]
Ag 208 [128]
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Table 3.1 presents the range of values reported in the literature of the bulk and
monovacancy lifetimes for the metals chosen for the current study. A number
of reviews have been published by Robles and Plazaola [167–169] summarising
the literature values.
The experimental determination of a defect lifetime normally allows the nature
of the defect to be identified, often by comparison with density functional the-
ory calculated values [170]. The standard trapping model, see Section 1.3, gives
the ability to calculate defect concentrations. However, this also requires that
a value for the defect specific trapping coefficient is known, see Equation 1.23,
and that the concentration of defects is below the saturation trapping limit. Ta-
ble 3.2 summarises the available defect specific trapping coefficient values for
monovacancy defects in the metals of interest here. The values were determined
in a variety of methods, for example, using the standard trapping model com-
bined with the monovacancy formation energy [148]. Further details can be
found from the references therein.
Table 3.2: Monovacancy trapping coefficients for various materials used in the
annealing studies. Asterisked entry denotes estimated value.
Material Trapping Coefficient Refs
(1015 s−1)
Al 0.23 – 0.45 [148, 149, 152, 161, 171, 172]
Ni 0.15 – 2.2 [125, 161, 162]
Cu 0.12 – 0.425 [139, 173–176]
Ag 3(1) [128]
Nb 1∗ [163]
Large vacancy-related defects are also commonly observed. A theoretical study
by Nieminen and Laakkonen [38] proposed a simple scaling law to calculate the
trapping coefficient of small vacancy clusters,
µi = nµ1V (3.1)
where µi is the trapping coefficient of the cluster, n the number of vacancies that
make up the cluster, and µ1V the trapping coefficient for a monovacancy.
The reported bulk positron lifetimes obtained from pure polycrystalline metals
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detailed in this section provide evidence that it is possible, after suitable anneal-
ing, to suppress the concentration of all positron trapping defects below the limit
of detection and in consequence obtain samples that exhibit a true single bulk
positron lifetime. As a results a number of annealing studies were performed on
selected, readily available, polycrystalline high purity metals.
3.2 Experimental Methods
The PALS spectrometer optimised for room temperature measurements used in
this study has been described in Chapter 2. The analysis of the resulting positron
lifetime spectra is a two-step procedure: first, the instrument resolution function
(IRF) must be accurately described, and second, the extrinsic annihilations due
to the positron source should be appropriately described with the correct number
of terms, their lifetimes and associated intensities. The procedure for determi-
nation of source correction is more completely described in Chapter 4.
Reference samples exhibiting a true single lifetime were not available. In con-
sequence, high purity polycrystalline aluminium supplied by Goodfellow Ltd.
(AL000650/15) in an ‘as-rolled’ temper, thickness of 0.5 mm and 99.999 %
purity was used. Two squares were cut, of approximately 10 mm by 10 mm di-
mensions, and the 22Na positron source was directly deposited onto one sample.
The deposition was performed by filling a syringe with the 22Na aqueous solu-
tion and expelling the required volume onto one of the samples. While a number
of such direct deposit sources were made in the course of this work, the large
majority of reference measurements were performed with the source-sample la-
belled Al-DD-04. Where Al refers to aluminium, DD to direct deposit, and
04 the source number. The as-deposited estimated activity was approximately
630 kBq. It was used for all optimisation experiments described in Section
2.2.1.
The typical procedure adopted at the beginning of the optimisation process for
the PALS spectrometer involved repeated measurements of spectra, containing
a minimum of 5× 106 counts, taken using the sample Al-DD-04. These spec-
tra were first fitted using the program ResolutionFit, included in the PALSfit
package, to determine the Instrument Resolution Function (IRF). The IRF is de-
scribed by the use of Gaussian distribution functions and hence the Full width
at Half maximum parameter. If a number of Gaussians are employed then addi-
tional parameters are required, i.e., the relative shifts and the relative intensities.
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For the former, ResolutionFit requires that at one shift is fixed. The relative
intensities are provided by the user, however, are also fixed during the analysis.
In this work the IRF was described by the use of three Gaussian functions with
relative intensities of 80:10:10, but the Full Width at Half Maximum (FWHM)
as well as the relative shifts of the Gaussians were unconstrained in the anal-
ysis; the shift of the dominant 80 % Gaussian was fixed to zero. In the first
instance a single, unconstrained, lifetime component was included in the anal-
ysis, however, from inspection of the normalised chi squared value, and the
residuals, these initial fits were unacceptable and the number of lifetime compo-
nents was systematically increased until fits with reasonable chi squared were
obtained. The ResolutionFit obtained shape parameters for a simulated spec-
tra, comprised of two material and two source component terms, analysed by
systematically increasing the number of lifetime terms, are presented in Table
3.3.
Table 3.3: Obtained shape parameters from ResolutionFit. A simulated spec-
trum was generated with four lifetime terms (two material and two source) and
analysed with a varying number of unconstrained lifetime terms. The last row
reports the calculated shape parameters for the simulated spectrum.
Lifetimes Full Width at 1N (ps)
N = 2 N = 5 N = 30 N = 100 N = 300 N = 1000
1 202.3 300.0 433.8 498.8 549.0 597.6
2 205.6 315.8 465.6 547.0 614.3 682.7
3 206.9 318.4 476.3 571.1 658.2 754.4
4 208.2 321.1 485.7 592.0 692.7 800.9
Calculated 207.2 319.8 480.2 576.3 663.2 756.8
From Table 3.3 it can be seen that as the number of component terms in the
analysis is increased the accuracy in the obtained IRF also increases. The ob-
tained shape parameter values are in better agreement with the calculated values
of the simulated IRF. For example, the full width values at N = 2 span the range
of approximately 202 ps to 208 ps, and from approximately 598 ps to 801 ps at
N = 1000, for one and four lifetimes, respectively. However, an unconstrained
three term decomposition provides a more accurate description than a four term
fit. The four lifetime unconstrained fit resulted in full width values that are all
longer than the calculated values, whilst, the three lifetime fit values were within
5 ps of the simulated IRF. Furthermore, it can also be seen that the one and two
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term fits are shorter at all fractional values of the Full Width, whereas, the four
term fit is wider and decreases in accuracy with the lower fractional Full Width
value. The obtained, ResolutionFit, lifetimes from experimental spectra using
the source-sample Al-DD-04 are detailed in Table 3.4.
Table 3.4: Obtained lifetime and intensity values from ResolutionFit, using the
source-sample Al-DD-04, with increasing number of components. A single
spectrum was used for all results.
χ2 τ1 (ps) τ2 (ps) τ3 (ps) I1 (%) I2 (%) I3 (%)
7.855 182.3(1) 100
1.167 162(3) 359(5) 93(1) 7.3(4)
1.023 155(2) 301(8) 1779(255) 87(1) 13(1) 0.09(2)
It can be seen from Table 3.4 that spectra obtained from using the source-sample
Al-DD-04 could reliably be fitted with a minimum of three lifetime compo-
nent terms. From these fits there is evidence that an additional term is required
and that this term exhibits a magnitude typically reported for ortho-positronium.
However, a four lifetime component decomposition results in unstable fits due
to the low fraction of annihilation events in both the 22Na crystallites (≤ 2 %)
and from the ortho-positronium formation (≤ 0.2 %). In consequence an uncon-
strained three component decomposition was typically performed to determine
the IRF.
Having determined a suitable description of the IRF a starting point also needs
to be established for the initial analysis in PositronFit. With the presence of a de-
fect related component term in Al-DD-04, and due to its low magnitude, it was
assumed that the primary defect was that of a monovacancy. In consequence,
the lifetime and the associated intensity of the salt source correction terms were
systematically varied to obtain a lifetime of 245 ps, typical of a monovacancy
in aluminium [36], and an unconstrained three component decomposition was
performed. From this procedure an average lifetime of 430 ps was obtained
for the salt component term which is in good agreement with typically reported
values. Further, the one defect standard trapping model calculated value for the
bulk lifetime, 163(3) ps, was in good agreement with previously reported val-
ues [36, 134, 135]. Some example fits from spectra taken using Al-DD-04 are
presented in Table 3.5.
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Table 3.5: PositronFit results for a number of spectra taken with a directly de-
posited source on Aluminium (Al-DD-04). The source correction lifetime and
intensity was systematically varied to achieve a defect related lifetime typical of
a monovacancy in aluminium (245 ps). The third long lifetime term has been
neglected. The standard deviation in the values are reported in parenthesis.
χ2 τ1 (ps) τ2 (ps) I1 (%) τB (ps) τNa (ps) INa (%)
1.064 150(1) 245(5) 81(2) 162(4) 423 2.02
1.071 145(1) 245(5) 80(2) 163(4) 438 1.75
0.979 147(1) 245(5) 78(2) 161(4) 432 1.57
0.986 148(1) 245(6) 78(2) 162(5) 428 1.63
1.021 148(1) 245(6) 77(2) 162(5) 428 1.11
The procedure detailed above provided an IRF (Tables 3.3–3.5). Spectra were
then taken for a number of polycrystalline metal samples under study using a
8 µm Kapton foil supported positron source. The PositronFit analysis was per-
formed by fixing the lifetime due to annihilations within the Kapton foil to a
value of 381 ps; obtained from variable energy positron lifetime measurements
on the same foil material. These VE-PALS measurements on Kapton are de-
tailed in Chapter 4. The corresponding intensity of this component was also
constrained to the value calculated using the backscatter model proposed by
Saoucha [20] detailed in Equation 4.9, the absorption coefficient for Kapton (69
cm−1) previously reported [177], and with the expression for the Z-dependence
of the backscatter coefficients obtained by MacKenzie [178] detailed in Equa-
tion 4.6. A previous study has provided evidence supporting this approach
[177, 179]. A more detailed discussion of the model and the approaches is
provided in Chapter 4, which focuses on further refinements to the source cor-
rection procedure. The source correction lifetime for the 22Na crystallites was
fixed to the value obtained from the Al-DD-04 fits of approximately 430 ps. As
demonstrated in Chapter 4 the precision of this value does not strongly influ-
ence the accuracy of the obtained material component values. The intensity of
the salt term, and if needed the lifetime and intensity of the ortho-positronium
component, as well as the material components were unconstrained in the anal-
ysis.
The fitting technique described above enabled the intensity of the salt compo-
nent to be determined; this was typically obtained by averaging the results for
the fits on repeated, nominally identical, measurements. This then allowed for
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the source correction values to be fixed for further measurements taken on simi-
lar samples using the same Kapton foil source. However, the third source related
term attributed to ortho-positronium was observed to vary, both in lifetime and
in intensity, between sequentially recorded spectra, between different samples,
and between measurements where the source was remounted. The weak inten-
sity contribution (≤ 0.2 %) of the ortho-positronium component term makes an
accurate decomposition difficult. [134]. Further, this variation is attributed to
the differences in the surface roughness between samples and/or preparation of
the source-samples [134, 180, 181].
The annealing experiments described throughout the following sections were
performed by the use of two furnaces, the first operating under a vacuum, and
the second, in air. The vacuum furnace was comprised of a quartz tube, contain-
ing a crucible for the sample, surrounded by a significant thermal mass which
was heated by the use of a voltage controlling transformer. An operating vac-
uum of approximately 6× 10−3 Pa, or better, was achieved. Typical operation
consisted of evacuating the sealed quartz tube to an initial vacuum of 1×10−2
Pa, after which power was supplied to the furnace through the voltage trans-
former. To ensure a fast ramp up a setting of 85 % was used. Once the mea-
sured temperature had reached within approximately 10 ◦C of the desired value,
the transformer setting was reduced appropriately to maintain the required tem-
perature for the relevant duration. A satisfactory vacuum level of 7× 10−3 Pa
would typically reached within a few hours. After the required dwell period at
the annealing temperature, the samples were allowed to cool, under vacuum,
within the thermal mass. In contrast, the air furnace was operated by the use
of a feedback control mechanism using Proportional-Integral-Derivative (PID)
control to regulate the ramp up and down rates.
The PID control mechanism is one that calculates the error between some con-
trol variable (in this case the current temperature) and the desired setpoint (re-
quired temperature). The controller then adjusts manipulative variables (sup-
plied power to furnace) to minimise the relative differences. With a PID system
there are three sources of errors: the current error, the sum of past errors and
predicted future errors. By adjustment of the weights of these three terms the
temperature and the ramp rates can be carefully controlled with a significant
degree of accuracy [182, 183].
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In the following annealing studies a number of commercially available high-
purity polycrystalline metals were used. The metals chosen for this study was
limited to those with reported material bulk lifetimes of approximately 160 ps
or lower. Table 3.6 summarises the metals, purity, supplier and, if known, the
product codes.
Table 3.6: Summary of high purity polycrystalline metal used for the annealing
studies, also shown are the purity, supplier, and if known the suppliers product
code.
Metal Purity (%) Supplier Product code
Cu 99.9999 Goodfellow CU000745/4
Cu 99.9999 Alfa Aeser 42975
Al 99.999 Goodfellow AL000650/15
Al 99.999 Alcan -
Ni 99.994 Alfa Aeser 12044
Nb 99.9 Goodfellow NB000370/11
Ag 99.99 Goodfellow AG000470/15
3.3 Results and Discussion
PALS spectra were measured from the polycrystalline samples described above
both prior to and following any annealing treatments. In addition to the initial
anneals further experiments were performed, using the Cu and Al samples, to in-
vestigate the effect of varying the annealing temperature and the cool down rate.
The results from such treatments are described in the following sections.
3.3.1 As-received polycrystalline pure metal samples
Repeated PALS measurements were performed on the as-received polycrys-
talline pure samples of Al, Ni, Cu, Ag and Nb detailed above using 8 µm
Kapton foil supported sources. Frequent measurements on the reference sample
Al-DD-04 were also made. Results from PositronFit using two material lifetime
components are given in Table 3.7, together with the resulting average lifetime
and the standard trapping model (STM) calculated bulk material lifetime values
(Equation 1.18). Comparison with previously reported bulk lifetimes (Table 3.1)
show that a plausible bulk lifetime is obtained for niobium. For the remainder,
the calculated STM bulk lifetimes are larger than the accepted values.
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Table 3.7: Positron lifetimes and intensities for the high purity polycrystalline
metals used in this study. Lifetimes shown are prior to any annealing and the one
defect standard trapping model calculated bulk lifetime (τB) is included along
with the average lifetime (τ). The standard deviation in the values are reported
in parenthesis.
Sample Supplier τ1 (ps) τ2 (ps) I1 (%) τB (ps) τ (ps)
Cu Goodfellow 65(4) 180(1) 8.4(4) 155(2) 169(1)
Cu Alfa Aeser 110(2) 192(2) 57(2) 135(4) 145(5)
Al Goodfellow 151(1) 261(2) 75(1) 169(2) 178(2)
Ni Alfa Aeser 130(4) 185(3) 42(6) 157(14) 162(14)
Nb Goodfellow 104(1) 190(2) 57(2) 128(4) 141(4)
Ag Goodfellow 98(1) 212(1) 32(2) 155(3) 176(2)
The PositronFit analysis for the Goodfellow Cu samples show a dominant com-
ponent with a lifetime of 180(1) ps, and a weak, very short, component. The
later may be an artefact and suggests the sample, while dominated by positron
trapping at sites with a weighted average lifetime in the region of 180 ps, may
contain a range of different positron trapping defects which are difficult to fit
correctly. The Alfa Aeser Cu and Ni samples exhibit first lifetimes that are
comparable to or larger than the typically reported bulk lifetime values provid-
ing evidence for saturation trapping to more than one type of positron trapping
defect. The short first lifetime value obtained for the Ag samples is consistent
with a true reduced bulk lifetime, however, the trapping model calculated bulk
lifetime is at least 10 ps too large. It is difficult to identify a cause for this ap-
parent discrepancy. The average lifetimes provided in Table 3.7 are all longer
than the accepted bulk lifetimes (Table 3.1), which is consistent with significant
positron trapping to vacancy related defects in all samples.
The Al results show a second lifetime value of 261(2) ps that is longer than
typically reported values for a monovacancy in Al (240 ps to 246 ps, Table 3.1)
yet shorter than theoretically reported value of approximately 273 ps for a di-
vacancy [184]. Theses results suggest that the observed vacancy defect lifetime
could be due to positron trapping at a number of defects with varying sizes. The
STM calculated bulk lifetime of 169(2) ps is marginally longer than the reported
range of (158–166) ps.
The results from the Nb samples exhibit a defect lifetime of 190(2) ps and is
within the large range of reported values for the monovacancy (170 ps to 223
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ps, Table 3.1). The STM calculated bulk lifetime is consistent with, albeit at the
upper limit, the previously reported range (120 ps to 128 ps, Table 3.1).
The defect lifetime for the Ag samples of 212(1) ps, although marginally longer,
is consistent with the single previously reported value of 208 ps [128] attributed
to the monovacancy defect, however, as discussed above the reduced bulk life-
time observed results in a STM calculated bulk lifetime that is significantly
higher than previously reported values.
The second lifetime values observed for copper were 180(1) ps and 192(2) ps,
for the as-received Goodfellow and Alfa Aeser sourced samples, respectively.
The previously reported values for the monovacancy defect in Cu are in the
range of 170 ps to 180 ps (Table 3.1). These results suggest that the Goodfellow
samples exhibit close to saturation trapping into monovacancy defects (Table
3.7). The interpretation of the two experimental lifetimes components from the
Alfa Aeser Cu samples is less obvious. The first lifetime at 110(2) ps is in the
reported range for the bulk lifetime values, 106 ps to 124 ps (Table 3.1), and
the STM bulk lifetime value of 135(4) ps provides evidence for the presence
of positron trapping sites that exhibit short characteristic lifetime values, pos-
sibly dislocations, which along with vacancy defects of varying sizes, result in
saturation trapping.
Saturation trapping is clearly observed in the Ni samples, the first lifetime value
of 130(4) ps is much larger than the previously reported range for the bulk life-
time (94 ps to 110 ps, Table 3.1). The second lifetime value of 185(3) ps is
longer than the 168 ps to 180 ps range previously reported for the monovacancy
defect (Table 3.1) and, similar to the Alfa Aeser Cu samples, could result from
a distribution of vacancy defects of varying sizes.
The observation that the majority of the as-received samples exhibit positron
lifetime spectra that provide evidence for saturation trapping to a range of pos-
sible defect states, possibly extending from dislocations to vacancy clusters, is
consistent with the processing history of the samples. The 0.5 mm ‘foil’ samples
are prepared from initial forged billets which undergo significant deformation by
first hot-rolling and then cold-rolling to achieve the required thickness.
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3.3.2 Initial annealing of polycrystalline pure metal samples
The previously reported studies (Section 3.1) detail a range of annealing tem-
peratures employed to produce samples that exhibited a single positron lifetime
state, for example, Cu was successfully annealed between approximately 800
◦C [134, 135] and 900 ◦C [126, 139, 132]. In consequence, an initial anneal
was performed typically at the lower temperatures reported. A further, nomi-
nally identical, pair of each of the samples described above was annealed using
the vacuum furnace described previously. The temperature profiles are shown
in Figure 3.1.
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Figure 3.1: Annealing temperature profiles for various high purity polycrys-
talline metals. The ramp up and dwell periods are shown.
After the required dwell period the voltage was turned to zero and the samples
allowed to cool under vacuum before being removed and placed in the PALS
spectrometer. Cooling typically took several hours, an example cooling curve
(furnace cool) is shown in (Figure 3.2).
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Figure 3.2: Annealing temperature profile for high purity polycrystalline alu-
minium. The ramp up, dwell, and cool down periods are shown. For the cool
down the power supplied to the furnace was switched off and the samples al-
lowed to cool within the thermal mass.
The resulting spectra all required at least two material lifetimes for a satisfactory
PositronFit analysis, these results are shown in Table 3.8. Comparing Tables
3.7 and 3.8 show that the annealing treatments performed have resulted in high
intensity reduced bulk lifetime component for all the samples. The STM calcu-
lated bulk lifetimes are all within the range of previously reported bulk lifetimes
(Table 3.1).
Table 3.8: Two component analysis, after source correction, of polycrystalline
metals after annealing, using PALSfit. Also shown are the annealing tempera-
ture, T (◦C), as a fraction of the melt temperature, TM (K), the one defect simple
trapping model calculated bulk lifetime (τB) and the average lifetime (τ). The
standard deviation in the values are reported in parenthesis.
Sample Supplier T/TM τ1 (ps) τ2 (ps) I1 (%) τB (ps) τ (ps)
Cu Alfa Aeser 0.80 110(1) 223(10) 95(1) 113(1) 116(2)
Al Goodfellow 0.84 154(1) 239(6) 90(1) 159(3) 162(4)
Ni Alfa Aeser 0.73 97(1) 221(3) 86(1) 105(1) 114(1)
Nb Goodfellow 0.46 118(1) 229(6) 92(1) 123(1) 127(2)
The Alfa Aeser copper samples were annealed at 810 ◦C (0.80TM) for 5 h, this
resulted in an increase in the intensity of the first lifetime component from a
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value of 57(2) % to 95(1) %. However, systematic PositronFit analysis demon-
strated the need for a second material lifetime. The second lifetime value of
223(10) ps, even accounting for the large uncertainty, is larger than the reported
range for the monovacancy defect in Cu (Table 3.1).
Recent DFT calculations have been performed for copper [170], and report bulk
lifetimes of 113 ps to 114 ps and between 169 ps to 174 ps for the Cu mono-
vacancy. The latter was calculated without relaxation of the neighbour atoms at
the vacancy site. For metals it is expected that these relaxation have a negligible
effect [170]. The recent relevant calculations were performed using augmented
plane-wave method to obtain the electronic structure which defines the poten-
tial for the positron, the positron wavefunction is then calculated on a regular
three-dimensional mesh and positron lifetime obtained [170, 185]. An alterna-
tive, commonly adopted, DFT method capable of obtaining positron lifetime
values is the non-self consistent atomic superposition DFT calculations [184].
The systematic increase in defect positron lifetime values with increasing num-
ber of vacancy defects within a vacancy cluster defect have also been studied by
DFT [184–186]. These studies show a broadly similar trend with the lifetime
value tending to saturate for clusters in the range of 20 to 30 vacancies. Recent
calculations for Cu, Al and Nb report small differences in the form of the be-
haviour for smaller numbers of vacancies [185] and would attribute a lifetime
of approximately 220 ps to a cluster of three or four vacancies. Assuming the
monovacancy trapping coefficient is within the range given in Table 3.2, then
applying the STM and Equation 3.1 the resulting concentration range using a
three vacancy cluster is (0.18–0.64) ppm.
The aluminium samples were annealed at 510 ◦C (0.84TM) for 5 h. The STM
calculated bulk lifetime is within the range of reported values, Table 3.1. The
second lifetime component term has decreased from 261(2) ps to 239(6) ps and
is in close agreement with the reported positron lifetimes for a monovacancy
defect in Al (240 ps to 246 ps, Table 3.1). The resulting defect concentration is
(0.50–1.00) ppm.
The Alfa Aeser nickel samples were annealed at 990 ◦C (0.73TM) for 4 h. This
resulted in a first lifetime value that was clearly consistent with a reduced bulk
lifetime component, with a corresponding intensity of 86(1) %. The STM cal-
culated bulk lifetime of 105(1) ps is in good agreement with the range of pre-
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viously reported values (Table 3.1). The defect lifetime value increased from
185(3) ps to 221(3) ps with the anneal, which is still longer than the previously
reported monovacancy lifetime (168 ps to 180 ps, Table 3.1). Less sophisticated
DFT calculated lifetime values are available for nickel [36, 168], the bulk val-
ues obtained range between 96 ps and 108 ps, and the associated monovacancy
lifetimes between 166 ps and 182 ps. By interpolation of the theoretical cal-
culations by Ohkubo et al. [187] the observed defect lifetime value could be
ascribed to a vacancy cluster defect of three vacancies, resulting in a concentra-
tion of (0.12-1.8) ppm.
The Nb samples were annealed at 980 ◦C (0.46TM) for 3 h. The intensity of
the reduced bulk lifetime component increases from 57(2) % to 92(1) %. The
STM calculated bulk lifetime is again in good agreement with the previous val-
ues (Table 3.1). Recent DFT calculated values for the bulk lifetime give a value
of approximately 123 ps [170]. The defect lifetime increased from 190(2) ps to
229(6) ps; the former consistent with the broad range of previously reported val-
ues and the latter marginally longer (Table 3.1). Results from recent DFT calcu-
lations report a monovacancy lifetime of approximately 223 ps [169, 170].
Annealing has resulted in STM calculated bulk lifetime values in very good
agreement with previous reports, however, a residual defect component was de-
tected for each sample. For the aluminium and niobium samples the lifetime
of the defect related component term was in good agreement with that typically
reported for the respective monovacancies. However, for Ni and Cu there is evi-
dence for the presence of small vacancy cluster defects in the annealed samples.
To explore the possibility of obtaining a material exhibiting a true one lifetime
state a further study was performed for Al and Cu by varying the annealing
temperature.
3.3.3 Effect of Annealing Temperature on Cu and Al
An additional pair of the Alfa Aeser Cu samples and Goodfellow Al were an-
nealed using the previously described vacuum furnace. The temperatures were
systematically, and successively, increased in each annealing cycle. The spec-
tra, once again, required at least two material lifetimes for a satisfactory analysis
using PositronFit, these results are shown in Table 3.9. As with the results from
Table 3.8 the STM calculated bulk lifetimes are within the range of the bulk
lifetimes previously reported (Table 3.1).
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Table 3.9: Source corrected PositronFit results for high purity polycrystalline
copper, from Alfa Aeser, and aluminium, from Goodfellow, as a function of an-
nealing temperature. Asterisked entry denotes measurements on virgin samples.
The standard deviation in the values are reported in parenthesis.
Sample T (◦C) Time (h) τ1 (ps) τ2 (ps) I1 (%) τB (ps) τ (ps)
Cu* - - 110(2) 192(2) 57(2) 135(4) 145(5)
Cu 810 5 111(1) 241(7) 95(1) 114(1) 117(1)
Cu 910 3 111(1) 237(8) 95(1) 114(1) 117(2)
Cu 980 4 110(1) 248(6) 95(1) 113(1) 117(1)
Al* - - 151(1) 261(2) 75(1) 169(2) 178(2)
Al 500 5 154(1) 239(6) 90(1) 159(3) 162(4)
Al 610 5 156(1) 267(14) 94(1) 160(3) 163(4)
The copper samples were annealed at 810 ◦C (0.80TM) for 5 h, 910 ◦C (0.87TM)
for 3 h and 980 ◦C for 4 h (0.92TM). The intensity of the first material lifetime
component term has increased from 57(2) % to 95(1) %, however, raising the
annealing temperature from 810 ◦C to 980 ◦C has produced no significant ob-
servable effect. The STM calculated bulk lifetime for all three anneals is in
good agreement with previously reported values, Table 3.1. The defect related
lifetime component term has increased from an initial value of 192(2) ps to ap-
proximately 240 ps after annealing and is notably longer than that reported for
a monovacancy in Cu (Table 3.1). From recent DFT calculations the defect life-
time of approximately 240 ps is consistent with a defect cluster of four vacancies
[185], resulting in a final defect concentration of (0.14 – 0.53) ppm.
The Al samples were annealed at 500 ◦C (0.83TM) for 5 h and 610 ◦C (0.95TM)
for 5 h. The STM calculated bulk material lifetime of 159(3) ps and 160(3)
ps are consistent with, although at the lower end of, previously reported values
(158 ps to 165 ps, Table 3.1). Following the initial anneal at 500 ◦C the intensity
of the first lifetime component term has increased from 75(1) % to 90(1) % and
the second lifetime has decreased from 261(1) ps to 239(6) ps, consistent with a
monovacancy defect in aluminium. A subsequent anneal at 610 ◦C has resulted
in an increase in the intensity of the first lifetime component term to 94(1) %.
The defect lifetime value has increased from 239(6) ps to 267(14) ps, consistent
with DFT calculations for a divacancy defect in Al [184, 185]. The resulting
defect concentrations are (0.51–1.00) ppm and (0.18–0.34) ppm for the 500 ◦C
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and 610 ◦C anneals, respectively.
The effect of the annealing temperature was explored for high purity polycrys-
talline copper and aluminium. It was found that the STM calculated bulk mate-
rial lifetimes were in good agreement with previously reported values, however,
as with the initial anneals a residual defect component term was observed for all
temperatures and samples studied. There is some evidence that with aluminium
higher temperature anneals perform marginally better. Due to the lack of suc-
cess in suppressing the defect concentration below the sensitivity limit of PALS
(≈ 0.1 ppm) a further study was performed to investigate the effect of post-
annealing cool down rates. The results of this study is detailed in the following
section.
3.3.4 Effect of Cool down rate on Cu and Al
A number of additional, nominally identical, pairs of Alfa Aeser Cu and Good-
fellow Al were annealed using the previously described vacuum furnace and for
each anneal a virgin, as-received, pair of samples were used. It was anticipated
that decreasing the cooling rate would decrease the defect concentration. Three
distinct cool down rates were investigated for both the copper and aluminium
samples, the various techniques are summarised below.
1. “Furnace cool”, power to furnace turned off and samples allowed to cool
inside the furnace.
2. “Crash cool”, where the thermal mass of the furnace is rapidly moved
away from the samples, resulting in a sudden drop in temperature.
3. Long slow cool with overnight stages at the reduced temperatures.
The annealing profile for a furnace cool taken for Al was shown in Figure 3.2
and an example of the crash and slow cool down profiles taken for Cu are shown
in Figures 3.3 and 3.4, respectively.
65
0 20 40 60 80 100 120 140 160 180 200 220 240 260
0
200
400
600
800
Time (mins)
Te
m
pe
ra
tu
re
(◦
C
)
Figure 3.3: Temperature profile for a “crash” cool performed on high purity
polycrystalline copper. The crash cool was performed by switching off the
power supplied to the furnace followed by moving the thermal mass away from
the samples.
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Figure 3.4: Temperature profile for a “slow” cool performed on high purity
polycrystalline copper. The slow cool was performed by gradually lowering the
power supplied to the furnace, a number of overnight stages were also employed.
For the crash cool the the power supplied to the furnace was switched off and
the surrounding thermal mass was quickly moved away from the samples. In
consequence, the temperature of the samples rapidly decreases to approximately
200 ◦C within an hour. Beyond this temperature the rate at which the samples
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cool continues to decrease. In contrast, the long cool was achieved by gradually
reducing the power supplied to the furnace; the Cu samples were cooled over a
period of 100 h and the Al samples for 90 h. The results are presented in Table
3.10.
Table 3.10: Positron lifetimes, intensities, and one defect STM calculated bulk
lifetime (τB) for high purity polycrystalline Cu and Al annealed with varying
cool down rates. The Cu samples used were from Alfa Aeser and the Al from
Goodfellow. The standard deviation in the values are reported in parenthesis.
Sample T (◦C) Cool down τ1 (ps) τ2 (ps) I1 (%) τB (ps)
Cu#1 800 Crash 114(1) 300(8) 96(1) 117(1)
Cu#4 810 Furnace 111(1) 259(11) 95(1) 114(1)
Cu#3 800 Slow 110(1) 238(8) 92(1) 114(1)
Al#1 550 Crash 149(2) 238(10) 81(4) 160(7)
Al#6 500 Furnace 154(1) 239(6) 90(1) 159(3)
Al#2 540 Slow 158(1) 278(9) 96(1) 160(1)
As with the results from previous anneals (Tables 3.8 and 3.9) the Cu samples
show a significant increase in the intensity of the first lifetime component term.
The crash cooled samples exhibit the highest intensity for the first lifetime com-
ponent term at 96(1) %, whilst, the slow cooled samples have resulted in the
lowest intensity at 92(1) %. Irrespective of the annealing techniques explored,
each of the samples exhibit STM calculated bulk material lifetimes that are con-
sistent with the wide range of reported values (106 ps to 124 ps, Table 3.1).
The defect lifetime values obtained from PositronFit analysis were 300(8) ps,
259(11) ps and 238(8) ps for the crash, furnace and slow cools, respectively;
significantly longer than the reported lifetimes for a monovacancy in copper
(170 ps to 180 ps, Table 3.1).
Recent DFT calculations have been performed by Luna et al. [185], and re-
port the variation in the positron lifetime as a function of the vacancy cluster
size. The possibility of the crystal lattice relaxation around the vacancy was
not considered. The results from the DFT calculations attribute a lifetime of ap-
proximately 300 to a vacancy cluster of nine to ten defects, 259 ps to a cluster of
five to six defects, and a lifetime of 239 ps to a three to four defect cluster. The
resulting defect concentrations were (0.06–0.21) ppm for crash cooling with a
nine vacancy cluster, (0.12–0.43) ppm for the furnace cooled samples with a five
67
vacancy cluster, and (0.31–1.09) ppm for the slow cooled with a three vacancy
cluster.
The results from PositronFit analysis for the aluminium samples show that the
intensity of the first lifetime component term has increased as compared to the
as-received samples and that this value increases as the length of the cool down
period is also increased. The shortest cool down period (crash cool) has re-
sulted in an intensity of 81(4) % for the first lifetime component term, whereas,
the longest cool down period (slow cool) has resulted in an intensity of 96(1)
%. The second lifetime component term values for the crash and furnace cool,
238(10) ps and 239(6) ps respectively, are consistent with the range of values
reported with trapping into monovacancy defects in Al (Table 3.1). In contrast,
the slow cool results exhibit a lifetime that is significantly longer and is more
consistent with theoretically obtained values reported for trapping into a diva-
cancy type defect [184]. Each of the anneals resulted in a STM calculated bulk
lifetime that is consistent with previously reported values (158 ps to 166 ps,
Table 3.1). Assuming a single defect type and applying the STM the defect con-
centrations were (1.06–2.07) ppm for crash cooling, (0.51–1.00) ppm for the
furnace cool, and (0.12–0.24) ppm for the slow cool. Annealing Cu and Al with
varying cool down rates has resulted in a variation in the intensity of the first
lifetime component. In contrast to Cu the Al samples show a decreased defect
concentration with increasing cool down periods. This result is further explored
in the following section.
3.3.5 Further experiments on Aluminium
A further, nominally identical, pair of the as-received Al samples were first an-
nealed in air using the PID controlled furnace and then again with the vacuum
furnace described previously. With the air anneal the ramp up and down rates
were carefully controlled to 5 ◦C per minute and 0.25 ◦C per minute, respec-
tively. For the ramp down stage the samples were cooled to 100 ◦C after which
the power supplied to the furnace was switched off and the samples allowed to
cool without further control. The samples were annealed at 540 ◦C (0.82TM) for
9 h. The same samples were then vacuum annealed and furnace cooled. Two
vacuum anneals were performed at 580 ◦C (0.88TM), with dwell times of 24 h
and 29 h. Spectra were taken prior to, and following, any heat treatment and the
temperature profiles are shown in Figure 3.5
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Figure 3.5: Annealing profiles for Aluminium, Pair #4. The samples were ini-
tially annealed in air with both the ramp up and down rates carefully controlled
by the use of a PID controller. Subsequently two long anneals, under vacuum,
were performed and the samples allowed to cool within the furnace.
Unlike the vacuum furnace used previously, the PID furnace has no atmospheric
control and as a result, due to the presence of oxygen in the atmosphere [188],
a surface oxide layer was formed on the samples after the initial anneal. To
remove this layer a commercially available aluminium etchant was employed,
however, this was later replaced with orthophosphoric acid. The etchant reacts
with the aluminium to form aluminium oxide (using nitric acid) and then dis-
solves the oxide layer (with orthophosphoric acid) [189]. The etching of the
aluminium samples were carried out in a cleanroom maintained at temperature
of approximately 23 ◦C. Additional etching treatments were performed follow-
ing each of the anneals. Results from a two component decomposition using
PositronFit are presented in Table 3.11 along with the STM calculated bulk ma-
terial lifetime values; the latter being consistent with previously reported bulk
lifetimes (Table 3.1).
Results from PositronFit analysis following the air-anneal show that the inten-
sity of the first lifetime component term has increased from 75(1) % to 86(2)
% and that the STM calculated bulk lifetime is now in good agreement with
the previously reported range, Table 3.1. The second lifetime value of 251(8)
ps is marginally longer than range of values reported for a monovacancy in Al
(240 ps to 246 ps, Table 3.1), however, it is significantly shorter than value of
272 ps reported for a divacancy defect [184]. Results of spectra taken several
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months later, and immediately after etching, reveal that the defect lifetime value
has slightly increased to 257(5) ps and that the intensity of this lifetime has
decreased to a value of 81(1) %. Notably the STM calculated bulk lifetime is
longer at 164(3) ps than the previously calculated value of 160(4) ps.
Table 3.11: PositronFit analysis and calculated bulk lifetime (τB) values for a
pair of 99.999 % aluminium subjected to a sequence of heat treatments. The
samples were initially annealed in air, then etched to remove any oxide forma-
tion, and finally vacuum annealed. A PALS spectrum was recorded within 24
h. However, the last row reports measurements performed 8 weeks after the last
anneal. Uncertainties are shown in parenthesis.
Sample T (◦C) time (h) Treatment τ1 (ps) τ2 (ps) I1 (%) τB (ps)
Al#4 - - - 151(1) 261(2) 75(1) 169(2)
Al#4 540 9 Air 152(1) 251(8) 86(2) 160(4)
Al#4 - - Etch 150(1) 257(4) 81(1) 164(3)
Al#4 580 24 Etch/Vac 159(1) 289(13) 96(1) 162(1)
Al#4 580 29 Vac 159(1) 318(10) 97(1) 162(1)
Al#4 - - Etch 153(1) 258(4) 88(1) 162(2)
Further annealing of the samples, under vacuum, show that the second lifetime
value has increased to 289(13) ps after the first anneal, and to 318(10) ps after
the second. The intensity of the first lifetime has markedly increased to approx-
imately 97 % for both anneals. The STM calculated bulk material lifetime is
still within the previously reported range of (158–166) ps, Table 3.1. The sec-
ond lifetime values exhibited for both vacuum anneals are notably longer than
reported monovacancies in Al. Recent DFT calculations for vacancy clusters
in Al would attribute a lifetime of approximately 289 ps to a cluster of three or
four vacancies, and a lifetime of approximately 318 ps to a cluster of four to five
vacancies [184, 185]. Using a three vacancy cluster the resulting defect concen-
tration for the first anneal is (0.19–0.37) ppm, whereas, for the second anneal
the defect concentration is (0.05–0.10) ppm assuming a four vacancy cluster.
Analysis of spectra taken approximately two months following the vacuum an-
neals reveal that the intensity of the first lifetime has decreased, from 97(1) % to
88(1) %, and that the second lifetime value has also decreased, from 318(10) ps
to 258(4) ps. The reason for this apparent change is not immediately obvious.
It is possible that vacancy migration is continuing post-annealing and that the
larger vacancies themselves may not be stable.
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In addition to the high purity aluminium samples detailed above, a secondary set
of 99.999 % purity samples were obtained from the University of Birmingham.
The samples, measuring 10 mm by 10 mm by 0.5 mm, were furnace annealed,
in air, for 1 h at 500 ◦C (0.83TM). Following the annealing period, one pair
of the samples were removed and quenched, in water at 25 ◦C, and one pair
were allowed to slowly cool in the furnace over a 20 h period. Both pairs were
measured with a 8 µm Kapton thin film supported positron source. The results
from PositronFit are presented in Table 3.12 together with the resulting average
lifetimes and STM calculated bulk material lifetime values. STM calculated
bulk material lifetime values were consistent with those previously reported,
Table 3.1.
Table 3.12: PositronFit results for 99.999 % purity aluminium supplied by the
University of Birmingham. Two pairs of samples were provided that had been
annealed in air for 1 h at 500 ◦C. One pair was removed from the furnace and
quenched into water at 25 ◦C, whereas, the second pair was cooled over 20 h
inside the furnace. Uncertainties are shown in parenthesis.
Sample τ1 (ps) τ2 (ps) I1 τB (ps) τ (ps)
Quenched 156(1) 309(7) 93(1) 162(1) 168(2)
Slow cool 161(1) 347(9) 97(1) 163(1) 166(1)
The PositronFit analysis for both samples show a dominant first lifetime compo-
nent of 156(1) ps at 93(1) % and 161(ps) at 97(1) % for the quenched and slow
cooled samples, respectively. The second lifetime values for both samples were
significantly longer than the reported Al monovacancy, Table 3.1. The slow
cooled samples exhibit a higher intensity value for the first lifetime component
and a longer second lifetime value than the quenched samples. DFT calcula-
tions on vacancy clusters in Al would attribute a lifetime of approximately 309
ps to a cluster of four to five vacancies and an eight vacancy cluster to a lifetime
of approximately 347 ps [185]. The resulting defect concentrations are (0.12–
0.24) ppm for a four vacancy cluster in the quenched samples and (0.03–0.05)
ppm with an eight vacancy cluster in the slow cooled. The samples were further
repeatedly measured over a number of days and the results are shown in Figure
3.6. The STM calculated bulk material lifetimes were in close agreement with
previously reported values, Table 3.1.
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Figure 3.6: Results for (a) positron lifetime and (b) intensity, for the defect
related component term with pair 1 from aluminium annealed at 500 ◦C and
either slowly cooled over 20 h (blue solid circles) or quenched into water at
25 ◦C (red dashed square). The error bars report the standard deviation in the
positron component terms obtained from the PositronFit analysis.
The PositronFit analysis results for the quenched samples reveal that the inten-
sity of the defect lifetime component term has steadily increased from an initial
value of 7(1) % to 10(1) %, and that the defect lifetime value has decreased from
309(7) ps to 287(5) ps. Assuming a single defect type, DFT calculations would
attribute a lifetime of approximately 287 ps to a defect cluster of three vacancies
[185], resulting in an increase in the defect concentration from (0.12–0.24) ppm
to (0.22–0.43) ppm.
The slow cooled samples, also exhibit some variation in both the defect life-
time value and the intensity of the first lifetime component. However, unlike
the quenched samples, the intensity value of the second lifetime increased,
from 2.6(3) % to 3.9(4) %, after approximately ten days, following which it
marginally decreased to 3.7(4) %. The second, defect, lifetime decreased from
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348(10) ps to 314(8) ps after which it increased marginally to 327(11) ps, cor-
responding to a vacancy cluster of five to six defects [185]. The resulting defect
concentration for a five vacancy cluster is (0.05–0.10) ppm. The marginal differ-
ences in the positron component term values during the measurement period (50
days) could result from the decreased accuracy of the defect component terms.
The low intensity values impose difficulties on the decomposition [190].
The furnace cooled and quenched aluminium samples obtained from the Uni-
versity of Birmingham both exhibit an intensity of the defect lifetime that is
comparable with better previous anneals performed on the Goodfellow source
material, despite the shorter annealing times and lower annealing temperature.
The PositronFit results detailed above provide some further evidence that defect
migration is continuing post-annealing with aluminium and that this process is
more pronounced with the quenched samples. In addition the slow cooled sam-
ples exhibit a longer defect lifetime and a lower defect concentration than the
quenched samples.
3.3.6 Annealing studies on Ni, Nb and Ag
In addition to the number of annealing experiments on copper and aluminium,
heat treatments were also performed on the previously described high purity
polycrystalline metals samples nickel, niobium and silver. For each of the sam-
ples a number of anneals were performed using the vacuum furnace discussed
previously. For brevity this section discusses the results following the final an-
neal, however, a detailed summary of the results from PositronFit analyses for
each anneal is presented in Appendix A. The temperature profiles for each an-
neal is show in Figures 3.7–3.9 below.
Two, nominally identical, pairs of Alfa Aeser sourced nickel samples were an-
nealed, the temperature profiles are shown in Figure 3.7. The first pair was
annealed twice whilst the second pair three times. For pair one, the first anneal
was 980 ◦C (0.73TM) for 4 h followed by a furnace cool. For the second anneal
a number of sub-annealing stages were performed: 170 ◦C (0.26TM) for 1 h
and 370 ◦C (0.37TM) for 4 h, and finally 900 ◦C (0.68TM) for 1 h. The power
supplied to the furnace was then lowered and the samples allowed to cool inside
the furnace overnight; from previous furnace cool measurements performed on
aluminium, it is expected that the samples would have reached a minimum tem-
perature of approximately 380 ◦C within seven hours. Following this overnight
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period the furnace temperature was lowered to 350 ◦C and held for 3 h, after
which the power supplied to the furnace was switched off and the samples al-
lowed to cool, under vacuum, within the furnace. The second pair of nickel
samples were initially annealed for five hours at 980 ◦C (0.73TM) and 990 ◦C
(0.73TM). For the final anneal, the samples were heated at a slower rate than
previously and left to reach a temperature of approximately 812 ◦C (0.63TM)
overnight. From previous, extensive, experience with the vacuum furnace it is
expected that the temperature would have been reached within ten to twelve
hours. Following this overnight period, the furnace temperature was increased
and the samples annealed at approximately 990 ◦C (0.73TM) for five hours. The
samples were then furnace cooled.
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Figure 3.7: Annealing temperature profile for high purity nickel. Shown are: (a)
Pair 1, 980 ◦C for 4 h (red triangles) and 980 ◦C for 4 h (blue circles); (b) Pair
2, 980 ◦C for 4 h (blue circles), 990 ◦C for 5 h (red triangles), and 990 ◦C for 5
h (green squares).
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The annealing profiles for niobium are shown in Figure 3.8. The samples were
annealed twice, at 980 ◦C (0.40TM) for 4 h and at 1000 ◦C (0.40TM) for 1 h.
The latter attempting to reproduce the conditions reported by Cˇížek et al. [147].
For both anneals the samples were cooled in the furnace.
The Ag samples underwent several annealing treatments and the temperature
profiles shown in Figure 3.9 below. For the first anneal, Figure 3.9a, the sam-
ples were held at 200 ◦C (0.38TM) for 2 h and then at approximately 625 ◦C
(0.73TM) for 2 h, whilst, for anneals two to four, Figure 3.9b, the samples were
held at approximately 640 ◦C (0.74TM) for 1 h. For each of the first four anneals
the power supplied to the furnace was switched off, after the appropriate anneal-
ing time, and the samples allowed to cool under vacuum in the furnace. With
anneals five and six, Figure 3.9c, the samples were cooled by switching off the
supplied power and quickly moving the thermal mass away from the samples.
The annealing conditions were 640 ◦C (0.74TM) for 1 h and 384 ◦C (0.53TM)
for 1 h with the fifth and sixth anneals, respectively.
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Figure 3.8: Annealing temperature profile for high purity niobium. The samples
were annealed at 980 ◦C for four hours (anneal 1, red triangles) and at 1000 ◦C
for one hour (anneal 2, blue circles).
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Figure 3.9: Annealing temperature profile for high purity silver. The same pair
of samples were annealed several times. The first anneal (a) had two dwell
stages of 200 ◦C for 1 h and 625 ◦C for 2 h; anneals two through to four (b)
were performed at approximately 640 ◦C for 1 h; anneals five and six (c) were
annealed at 640 ◦C for 4 h and 684 ◦C for 4 h, respectively, with the samples
cooled rapidly by moving the thermal mass away.
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Results from a two component decomposition using PositronFit are presented
in Table 3.13, together with the STM calculated bulk material lifetimes.
Table 3.13: PositronFit analyses for annealing experiments on high purity, poly-
crystalline, metals. The PositronFit results shown are after a number of anneals
having taken place. The anneals performed are detailed in Figures 3.7–3.9. A
more detailed summary is presented in Appendix A. Uncertainties are shown in
parenthesis.
Sample τ1 (ps) τ2 (ps) I1 (%) τB (ps)
Ni #1 94(1) 190(2) 81(1) 104(1)
Ni #2 93(1) 187(2) 80(1) 103(1)
Nb #1 119(1) 228(7) 88(1) 124(2)
Ag #1 130(1) 205(15) 91(3) 135(5)
As with the previously discussed results the resulting spectra required at least
two material lifetimes for a satisfactory PositronFit analysis. From Table 3.13 it
can seen that the STM calculated bulk lifetimes are in excellent agreement with
previously reported values, Table 3.1. In addition, the annealing heat treatments
have resulted in a significant increase in the reduced bulk lifetime component in
each of the samples as compared to the initial as-received state, Table 3.8.
Both of the Alfa Aeser nickel pairs show a significant increase in the intensity of
the first lifetime component term from a value of 42(6) % to 80(1) %. The sec-
ond lifetime value of approximately 190 ps is larger than the range of reported
values for the monovacancy defect in Ni (168 ps to 180 ps, Table 3.1). DFT
calculations by Ohkubo et al. report a lifetime value of 188 ps for the divacancy
defect in nickel [187]. Assuming the range of trapping coefficients given Table
3.2 the resulting defect concentration for a divacancy is (0.23–3.60) ppm.
The PositronFit results for the niobium samples show little change from the
initial anneal, Table 3.8. The intensity of the first lifetime component term has
reduced from 92(1) % to 88(1) %. The STM calculated bulk material lifetime
value of 124(2) ps is in good agreement with previously reported values (120 ps
to 128 ps, Table 3.1) and the recent DFT calculated value of 123 ps [170]. The
defect lifetime has remained almost unchanged at 228(7) ps and is marginally
longer than the broad range of reported values (170 ps to 223 ps, Table 3.1) for
a monovacancy in Nb.
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The Ag samples likewise show a marked increase in the intensity of the first
lifetime component term; the value increased from 32(2) % to 91(3) %. The
STM calculated bulk lifetime of 135(5) is within the previously reported range
(135 ps to 142 ps, Table 3.1). The second, defect related, lifetime at 205(15) ps is
in close agreement with the reported value for a monovacancy in silver of 208 ps,
Table 3.1. Application of the STM, Equation 3.1, and the monovacancy trapping
coefficient in Table 3.2 results in a defect concentration of 0.04 ppm.
3.4 Conclusions
A survey of the relevant literature shows that annealing polycrystalline metals
can result in a marked reduction in the defect concentration [56, 123–125, 127,
128] or even the suppression below the approximate 0.1 ppm sensitivity of the
PALS method [70, 132–145]. However, the details between the individual re-
ports vary and result in a wide range of annealing temperatures or times used
to produce samples that exhibit a single positron lifetime state. In consequence,
there is no single, widely adopted, procedure that is certain to result in a metal
sample with a defect concentration below 0.1 ppm. A series of annealing stud-
ies performed for this work found that reproducing the results reported was not
possible despite using samples of a similar, or better, purity. A residual defect
component was always observed in the post-annealed samples.
A single stage anneal of the as-received polycrystalline metals samples resulted
in a dominant (I > 85 %) reduced bulk positron lifetime component in all cases,
Table 3.8. The samples were annealed at temperatures ranging from 0.46TM
(niobium) to 0.84TM (aluminium), with dwell periods of 3 h to 5 h, respectively,
after which the furnace was switched off and allowed to cool with the samples
in place. Two lifetime components were required for a satisfactory fit, and the
resulting STM calculated material bulk lifetimes were, in contrast to the values
obtained from the as received samples (Table 3.7), in excellent agreement with
previous work. The vacancy defect concentrations were significantly reduced by
the annealing procedure, however, they were not suppressed below the detection
limit of the method. The intensity of the reduced bulk component was found to
be in the range of 86(1) % (Ni) and 95(1) % (Cu). The nature of the vacancy-
related defects present after the anneal is harder to identify with certainty due
to the low intensity of the component resulting in a larger uncertainty in the
lifetime value. The defect lifetime obtained for Al was in good agreement with
78
the monovacancy lifetime, however, for the other metals the lifetime value was
larger than longer than the monovacancy (Table 3.1), suggesting the presence of
vacancy cluster defects, or a distribution of vacancy defect sizes.
Attempts to further suppress the concentration of vacancy defects by varying
the annealing temperature from 0.80TM to 0.992TM for Cu and between 0.83TM
and 0.95TM for Al was found to have a relatively small effect (Table 3.9). The
reduced bulk component intensity remained at 95(1) % for Cu but could be
increased to 94(1) % for Al. Experiments were then performed to investigate
the influence of the cool down rate. Crash cooling copper from 0.79TM resulted
in a first lifetime intensity of 96(1) %, but the fit yielded a higher than expected
STM calculated bulk lifetime. For Al slow cooling the samples from 0.87TM
was the most effective, the reduced bulk intensity increased to 96(1) % and the
STM calculated bulk was in good agreement with reported values. A similar
improvement was observed in the study of high purity aluminium supplied by
the University of Birmingham; the intensity of the reduced bulk component was
97(1) % for the slow cooled samples and lower at 93(1) % for the quenched pair
(Table 3.12).
A pair of Al samples was also subjected to a sequence of anneals and etches,
an air anneal and subsequent long vacuum anneals, a reduced bulk intensity of
97(1) % was achieved , but subsequently could not be reproduced with other
similar samples. Further, a measurement performed on the same sample pair
approximately 8 weeks after the last anneal stage gave a reduced bulk intensity
of 88(1) %. However, the variation in the PALS spectra with time was found to
be smaller for the University of Birmingham samples (Figure 3.6); the reduced
bulk intensity decreased from 97.4(2) % to 96.3(4) % and from 92.6(5) % to
90.0(6) % for the slow cooled and quenched samples, respectively over a period
of six weeks.
High purity aluminium is readily obtained and has a low melting temperature.
However, there is some evidence that samples can change with time and that a
new stable equilibrium can be established. Copper has a moderate melt tempera-
ture and it was possible to achieve a reduced bulk intensity of 96(1) %, however,
further studies on the time stability of the samples should be performed. Nickel
has an even shorter bulk lifetime, but a higher melt temperature which limits
routine anneals to a temperature of about 0.74TM.
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The residual vacancy defects present after annealing are difficult to unambigu-
ously characterise due to the typically large errors in the lifetime resulting from
the low intensities. It is also likely that more than one type of vacancy defect
is contributing to the defect component, but the lifetime values of the different
defects are too close to be resolved at such low intensities. For Al, the defect
lifetime observed after the initial anneal of 239(6) ps is in good agreement with
previously reported values for the monovacancy. However, the defect lifetime
after annealing was more typically in the 250 ps to 350 ps range and provides
evidence for larger vacancy cluster defects. For copper all the annealed samples
exhibited a defect lifetime longer than previously reported value of 180(5) ps for
the monovacancy, the defect lifetime varied from 223 ps to 300 ps, again pro-
viding evidence for dominant contributions from vacancy cluster defects.
The experiments presented here on pure polycrystalline metals demonstrate that
it is possible to reduced the intensity of the defect lifetime component to the
range of (3–5) %, however, it was not possible to completely suppress this com-
ponent and observe a true single material lifetime. The residual defect compo-
nent can still complicate the extraction of the instrument resolution function, or
the values of the source correction terms, if such a sample is used as a refer-
ence.
Further work may be useful to explore the effectiveness of cyclic annealing.
For example, annealing close to TM, slow cooling the samples to a relatively
low temperature but then reheating to an intermediate temperature prior to slow
cooling to room temperature, or indeed repeating the process. There is some
evidence that the density of dislocations and possibly larger vacancy clusters
can be further reduced [148]. As mentioned above, further work may also be
required to study the room temperature stability of the annealed samples.
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Chapter 4: Source Correction
Conventional PALS measurements of positron lifetimes normally require that
the extrinsic contributions be correctly accounted for during the analysis. This
remains a challenging task. These contributions are the instrument resolution
function (IRF) and the annihilations occurring outside the material under study.
This chapter aims to contribute to an objective assessment of extrinsic annihila-
tion events that occur within the positron emitting material and in the materials
used to hold the positron source. Previous literature and background are re-
viewed, a simulation study is then detailed, and a complementary experimental
study performed.
Sodium-22 is commercially supplied as 22NaCl in aqueous solution, as used
in this work, or as sodium acetate. The radionuclide must be sandwiched be-
tween two identical specimens of the sample under study. To achieve this the
22NaCl solution can be either directly deposited onto the surface of one of the
two samples, or it can be first deposited onto a thin support foil, e.g., Nickel,
Aluminium, Mylar, Kapton, etc. [110]. This foil supported source can then
be placed between the two samples. Foil supported sources can be used mul-
tiple times and avoid contamination of the samples, however, a fraction of the
positrons will annihilate within the foil.
Source correction is the term used to describe the quantification of the anni-
hilation events extrinsic to the samples under study. For a directly deposited
source two possible source contributions are normally considered: annihilations
from within the NaCl crystallites, normally termed the ‘salt’ contribution, and
annihilation events occurring from the interface region between the deposited
source and the sample, sometimes referred to as a source-sample surface term.
If a foil supported source is used then a further important term is added due to
the annihilations within the foil. Source correction comprises the identification
of the lifetimes, and associated intensities, for each of the appropriate contribu-
tions. These are then typically subtracted from the experimental spectrum prior
to the primary step of solving the inverse problem to obtain the intrinsic material
lifetime components.
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Annihilations in the crystallites of the source material must occur and similarly,
if a foil supported source is used, annihilations must occur within the foil. The
situation is less clear regarding the source-surface term; it is not always ob-
served. Experiments provide evidence that this term depends on a number of
factors, for example, surface roughness of the samples, closeness of packing of
the sandwich arrangement, support foil material state, etc. The lifetime of the
component is typically greater than a nanosecond and the intensity usually less
than 0.5 %. The lifetime value demonstrates that it is due to positronium forma-
tion. It should be noted that for a given source correction component (salt, foil
or surface) multiple annihilation states may be contributing. However, it is gen-
erally assumed that a single lifetime component value, representing the average
of these possible multiple states, may satisfactorily describe each of the source
correction component terms.
To determine the source correction it is typically reported that experiments are
performed using a reference material exhibiting a single intrinsic positron state
[114, 134]. Two approaches are possible, either all the corrections terms for
foil supported sources can be simultaneously extracted from fitting experimental
spectra, or a two-step process used [134]. For this, a direct deposit source is
first studied and the lifetime of the ‘salt’ determined, this is then fixed during
the analysis of further experiments using the same material but with the foil
supported source.
The fraction of positron annihilation events with foil varies with the atomic num-
ber of the samples under study [135], this is due to an increase in the fraction
of positrons emitted from the source that backscatter from the samples and so
traverse the foil multiple times. This process can be modelled, but several meth-
ods have been proposed to calculate the foil component annihilation fraction
[177, 179].
4.1 Previous Studies of Source Correction Lifetimes
From the earliest days of PALS it had been noticed that experimental spectra
for metals exhibited an anomalous longer component that could not be readily
explained with theory [191]. The long lifetime component was variously at-
tributed to pile up, source preparation problems or annihilation events extrinsic
to the material. With the increased use of foil backed sources a longer lifetime
component, with an associated intensity of several percent, was identified. How-
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ever, limitations in the instrumentation prevented accurate determination [192].
Nevertheless, it was well understood that positrons could annihilate in media
other than the sample [191].
By 1960 Jørgensen and Bell demonstrated that the anomalous tails were still
present in spectra taken with varying levels activity of the source and as such
could not be attributed to pile up effects [193]. In 1963 Kohenan demonstrated
clearly that annihilations were indeed occurring in the source and that the frac-
tion of the long component also varied with sample preparation techniques
[194]. Following these two early works, Weisberg and Berko (1967) clearly
demonstrated in a study of Mg that annihilations occur within the source [195].
Similar Mg samples were studied, one pair using a foil source, while another
sample was irradiated using (p,α) reaction to produce in-situ 22Na. The spectra
recorded using a foil supported source required an additional fitting component
with a lifetime value of 534 ps; this can be attributed to a combination of the
‘salt’ lifetime and the foil. The study included a wide range of metals, and a
component typical at 431.0(5.5) ps with an intensity of 3.1(1.1) % was decon-
volved and attributed to the source [195].
Bertolaccini and Zappa (1967) investigated source correction with a conven-
tional source-sample sandwich arrangement using Mica and Montivel thin foils
and found that the intensity of the second lifetime varied not only with the thick-
ness of the foil but also with the atomic number of the sample; an empirical
expression was proposed to describe the fraction of source annihilations in the
foil [196]. Subsequent studies have further established the presence of extrinsic
annihilation events due to the source arrangement. However, a consensus has
not been established regarding the detailed form of these terms; different val-
ues are reported for 22Na related annihilations and for nominally similar foils
[134–136, 177, 179, 190, 197–211].
PALS measurements have been performed on NaCl single crystals and have
shown a variety of results [134, 197–200]. Single lifetimes of 210 ps to 225
ps have been reported [197, 198], whilst decomposition with two or more life-
times report a dominant lifetime in the range of 380 ps to 420 ps, with a cor-
responding intensity of 40 % to 96 %, and average lifetimes of 290 ps to 440
ps [134, 199, 200]. Experiments conducted using materials reported to exhibit
a true single lifetime component have also been performed; Djourelov and Mi-
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sheva reported a lifetime of 415(3) ps from experiments performed on a directly
deposited source on Indium [135], while Hidalgo et al. reported a lifetime of
450 ps using Aluminium with a nickel foil supported source [136].
The foils often used to support and surround 22Na sources include thin, typically
in the range of 0.5 µm to 2 µm, aluminium or nickel, or thicker but lower density
polymers such as Kapton. Despite numerous studies on the positron lifetimes in
metals, there is little consensus on the appropriate lifetime values for thin foil Al
or Ni. The bulk and monovacancy lifetimes for Al are approximately 163 ps and
245 ps, while for Ni the values are 105 ps and 180 ps [36]. However, thin foils
are produced by rolling and contain a range of positron trapping defects; these
populations are likely to be further modified by handling. In consequence, it is
difficult to predict a representative average lifetime value. The intensity of the
source correction foil component term depends on the density, thickness, and
atomic number of the samples under study. Very thin foils reduce the intensity
of the source correction term, but are more liable to leak.
An approach to determine the foil lifetime and effective mass absorption coef-
ficient, relevant to the prediction of the fraction of positrons annihilating in the
foil, is to perform PALS experiments on stacks of foils with increasing thick-
ness. Typically the stack is sandwiched between an appropriate ‘thick’ reference
material [134, 202, 203]. The absorption coefficient can be obtained from the
dependence of the reference material component intensity with increasing foil
thickness. It should also be possible to determine the characteristic lifetime of
the foil. Hansen et al. [203], report a lifetime value of 163 ps for the 1.7 µm
nickel. Mahoney et al. [202], performed similar experiments on Al foils, the
thickness of the individual foils used to form the stack was not reported, an av-
erage lifetime of 229.4(1.6) ps was obtained. Effective absorption coefficient
values were also estimated for both the Al foil, and the earlier Ni foil exper-
iments [203], making various assumptions [202]. Staab et al. [134], report
PALS measurements with increasing numbers of stacked 2 µm Al foils. The
study found that the lifetime attributed to Al foils was sample dependent be-
tween 150 ps and 170 ps. However, an alternative analysis procedure was also
outlined that inferred the foil average lifetime was approximately the bulk value
take to be 163 ps.
In comparison to metal foils polymers have a very low atomic number and den-
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sity. In consequence, thicker foils can be utilised, making them easier to handle
and increasing durability, whilst still contributing a similar fraction of source
correction. Early PALS experiments used Montivel and Mylar source support
foils [196, 212, 213]. Currently the most commonly used polymer is Kapton®
HN, produced by Dupont, and is available as a 7.6 µm foil.
The use of Kapton as a source foil followed from a study by MacKenzie and
Fabian [204] who reported that Kapton exhibits a weak temperature dependence
and a single lifetime of 382 ps. However, despite the numerous subsequent
studies on, and with, Kapton there is still some disagreement on the precise
description of the Kapton spectrum. Some workers have found a single lifetime
model is valid and reported values between 354 ps and 387 ps [135, 179, 204–
209], others have fitted two lifetimes with the larger component taking a value
in the range of 370 ps to 410 ps with an intensity of 70 % to 85 % [177, 206,
210].
Djourelov and Misheva [135], studied stacks of fifty 25 µm Kapton foils backed
with indium and reported a lifetime of 382(3) ps for the unresolved combination
of Kapton and 22NaCl ‘salt’ component. The latter was obtained from a two
component fit to a direct deposit on indium and reported to be 415(3) ps, in
consequence it is suggested that the true Kapton lifetime is slightly less than
382(3) ps [135]. Dlubek and co-workers, used the polyimide P12540 from the
Pyraline series to create, by spin coating, both 1 mm bulk plates [205] and 3
µm foils stacked to 0.5 mm [210]. The first study concluded a single lifetime
of 354 ps, the latter reported fits to two lifetimes with a main component of 376
ps, intensity of 86 %, and an average lifetime of 354 ps. McGuire and Keeble
[177], studied stacks of 125 µm Kapton HN and report two component fits with
lifetimes of 277 ps and 410 ps, giving an average lifetime of approximately 369
ps. In a later study using 7.6 µm Kapton HN supported sources, an average
lifetime of 385(4) ps was found to satisfactorily represent the foil component of
the source correction [179].
Dauwe et al. [206], have performed Age Momentum Correlation (AMOC) mea-
surements on an unspecified Kapton sample; two dominant components are re-
ported at 229 ps (12 %) and 378 ps (87 %). The two positron states were at-
tributed to trapping of positrons to the partially negatively charged O and N
sites in the polymer chain. A recent conventional PALS experiment was re-
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ported using forty pieces of 125 µm Kapton film with a 7.6 µm Kapton foil
supported source, which investigated the effect of electron irradiation [211].
Measurements were performed as a function of the absorbed dose up to 200
MGy, the lifetime was reported to be a single component and reduce from 385
ps to approximately 378 ps with increasing dose. Oshima et al. [209], per-
formed lifetime measurements, using a positron beam with a spatial resolution
of 50 µm, on an unspecified Kapton sample and reported a dominant, 99.8 %
intensity, lifetime component with a value of 387 ps.
To quantify source correction contributions both the lifetimes and intensities of
the components must first be determined. A general observation frequently re-
ported is that the intensities of these components increase with increasing atomic
number of the material under study [135, 196, 208, 214]. This is due to the in-
crease in backscatter of positrons at the interface between the positron source
and the material, and hence an increase in the probabilities of positrons travers-
ing the source arrangement multiple times. In consequence, several empirical
models aimed at predicting the intensities of the source correction terms have
been proposed, which are discussed in the following section.
4.2 Source Correction Models
A range of approaches have been employed in an attempt to develop expressions
capable of predicting the approximate intensities for the source correction terms
when a given type of source is used to measure samples with known atomic
numbers. If foil supported sources are used then the foil intensity normally
makes the largest contribution. As discussed above, the central experiment ob-
servation is that the source correction intensities increase with increasing atomic
number of the sample under study. It is a significant help if the approximate in-
tensity of the foil term can be predicted, and ideally the salt term intensity. The
approaches reported vary from the development of purely empirical expressions,
that are claimed to fit the experimentally determined foil intensity with Z, to ex-
pressions developed by modelling the contributing physical processes.
Implanted positrons have a certain probability of transmission through, or con-
versely absorbing within, the material. This probability is normally described
by an implantation intensity function, P(t), where t is the thickness of the ma-
terial traversed. For a uniform, homogeneous, material this is normally well
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described a single exponential,
P = exp(−αt) (4.1)
where α is the absorption coefficient for the material. This empirical absorp-
tion coefficient should describe the absorption of positrons with the appropri-
ate distribution of implantation energies, for example, that resulting from 22Na
emission. In principle, the above expression is valid for a collimated beam of
positrons. An alternative expression has been proposed for a point source of
positrons [19, 20],
P(t) = exp(−αt)+αtEi(αt) (4.2)
where Ei is the exponential integral function.
For a direct deposit source the relevant quantities would be the thickness of
the 22NaCl crystallites and their effective α value. For a foil supported source
the thickness of the foil and the absorption coefficient of the foil are required.
Obtaining an experimental value for αNaCl is clearly challenging. However, for a
foil supported source obtaining an experimental value for αFoil is more feasible:
the foil annihilations are the dominant source corrections and the foil material
used can often be obtained in a range of thicknesses.
Early extensive absorption measurements on a range of materials, with different
Z and density values, performed with 22Na, and other, positron sources resulted
in empirical expressions for α as a function of Z, density, and if more than
one positron source was used mean emission energy [215–217]. An alternative
source of α values has been provided by analysis of PALS measurements on
stacked foil backed by a known sample [20, 135, 177, 202, 218, 219].
Mourino et al. [215], using a number of positron sources, suggested that the
absorption coefficient is related to the mean energy (E) of the emitted positrons
and fitted the experimental data to the following expression,
α = 2.8
Z0.15
E1.19
ρ (4.3)
where E is the mean energy (MeV) of the β+ distribution of the energies, equal
to 0.15 MeV for 22Na, Z the atomic number, and ρ the density of the material.
Arifov et al. [216], measured the absorption coefficient for a range of samples
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with differing Z values and described the behaviour as a function of density and
atomic number using,
α = (31.24±1.09)Z0.0878±0.009ρ (4.4)
Linderoth et al. [217], obtained an alternative expression for samples with an
atomic number greater than or equal to 3,
α = (30.0±1.3)Z0.16ρ (4.5)
Table 4.1 summarizes the range of values reported in literature of the absorp-
tion coefficients for the commonly used source foils Kapton, aluminium and
nickel.
Table 4.1: Absorption coefficients for Kapton, nickel and aluminium.
Material α (cm−1) Ref
Kapton 29–78 [20, 135, 177, 215–217, 219, 220]
Aluminium 103–134 [202, 215, 216]
Nickel 373–465 [202, 215–217]
The Z dependence of the source correction term intensities results from the vari-
ation in the probability of backscatter at the interface between two materials dif-
fering atomic numbers. Again, the backscatter coefficient (R) is for the relevant
energy distribution of the positrons used, in this case the 22Na distribution. Em-
pirical expressions have been given by Mackenzie and Fabian [178], by Arifov
et al. [216], and Dryzek [218]. The two expressions proposed by Mackenzie
and Fabian are given below.
R = 0.342log10(Z)−0.146 (4.6)
and
R = 0.52(1− exp(−0.045Z)) (4.7)
For a foil supported source in a sandwich configuration with the samples under
study it is possible to derive an expression for the fraction of positrons that are
expected to annihilate within the support foil [20, 44, 177, 179]. This involves
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a geometric sum of all possible paths. The expression is given below,
FFoil = 1− (1−RF)(1−RM)PF(t)
(1−RFRM)−RM(1−RF)PF(2t) (4.8)
where RF is the reflection coefficient for the foil material and RM is the coeffi-
cient for the material under study. If it is assumed that RF can be neglected the
expression reduces to,
FFoil = 1− (1−RM)PF(t)1−RMPF(2t) (4.9)
In addition to the backscatter equation detailed above a number of authors have
provided empirical expressions obtained by systematically fitting spectra ob-
tained from a wide range of annealed high purity metals ran with Kapton foil
supported sources [135, 208]. Monge and del Rio [208] fitted the intensity of the
foil annihilations with a number of different, highly annealed, polycrystalline
metals with varying atomic weight, ran with a Kapton backed source, and for
each source sample, the spectrum was decomposed into two components. The
intensity as a function of atomic weight was fitted to two expressions, logarith-
mic and exponential, shown below:
IKapton = 88.1+
11.7(0.35 · ln(Z)−8.11)
1−0.014(0.35 · ln(Z)−8.11) (4.10)
and
IKapton = 3.5+
4
21(1− exp(−0.117 ·Z))
1−0.68(1− exp(−0.117 ·Z)) (4.11)
The logarithmic expression, Equation 4.10, was found to better describe lower
atomic weights, Z < 30, whilst the exponential expression, Equation 4.11, higher
atomic weights. The exponential expression given in Ref. [208] predicts a foil
intensity of 4.1 % for Z = 85, however, the figure presented shows a value of
approximately 16 %. If the numerator is increased from 4/21 to 4 the value of
16 % can be reproduced. This modified Equation 4.11 was used to calculate
the variation in the foil intensity for a 7.6 µm Kapton foil supported source as
a function of atomic number and is shown with the results from Equation 4.10,
and from other studies, in Figure 4.1.
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Djourelov and Misheva [135] showed that the fractions of positrons annihilating
in the 7 µm Kapton source foil can be described in the terms of a power function
of the atomic number of the sample.
I(Z) = a+bZc (4.12)
Where the values for the coefficients a, b and c were given as -0.42, 5.83 and
0.242, respectively. The source correction intensity of the foil contribution for
Kapton using expressions proposed by Djourelov and Misheva, Monge and del
Rio are shown in Figure 4.1. For comparison, the intensity of the foil contribu-
tion calculated using the equations for transmission (4.1), backscatter (4.7) and
the simplified geometric sum (4.9) is also shown; a value of 69 cm−1 was used
for the absorption coefficient [179].
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Figure 4.1: The source correction intensity for 7.6 µm Kapton. The models
shown are: Djourelov and Misheva [135], red circles; Monge and del Rio [208]
black diamonds; and McGuire [177] blue triangles. The latter calculated using
the equations for transmission (4.1), backscatter (4.7), and geometric sum of the
reflection paths (4.9), with a value of 69 cm−1 for the absorption coefficient of
Kapton.
It can be seen from Figure 4.1, that each of the models result in differing values
for the intensity of the annihilations in Kapton foils; with the logarithmic ex-
pression provided by Monge and del Rio [208] resulting in the largest fraction
whereas the expression for the geometric sum from McGuire et al [177] gives
the lowest.
91
4.3 Simulation Study on Source Correction
As mentioned previously the need to accurately describe both the lifetime and
the fraction of any source annihilations is paramount if the aim of the PALS ex-
periment is to correctly characterise the nature and concentration of any defects
intrinsic to the sample under study. In this section a self consistent methodology
is explored using simulated spectra to extract a reliable description of the source
correction components from the appropriate PALS experiments.
To achieve this two specific cases were investigated; firstly it was assumed that
materials exhibiting a single lifetime were available, and in the second case the
sample was assumed to have two stable lifetime components. The former is
clearly the ideal but can de difficult to achieve in practice, while annealing pure
metals can often result in a stable two lifetime component sample, as shown in
Chapter 3. The same approach was taken in both cases. Simulations were first
performed assuming a directly deposited source, then the use of foil supported
sources was investigated. The analysis was predominantly performed using the
non-linear least squares based package PALSfit v2.43 [109]; however, the use of
the maximum entropy method based MELT v4.0 [112] was also explored, see
Section 4.5.
The simulated spectra were generated using the available programme within the
PALSfit package and contained 5× 106 counts, over 4096 channels and with a
time calibration of 12.4 ps per channel. The appropriate noise was described
by a Poisson distribution and gave a peak to background ratio of 9000:1, which
was typical of that observed experimentally using a 400 kBq source. The instru-
ment resolution function (IRF) was described using three Gaussian functions,
see Table 4.2, and had a full width at half maximum of 214 ps. Ten nominally
identical spectra were generated and analysed for each simulation.
Table 4.2: Gaussian function parameters used to describe the instrument resolu-
tion function for the simulated spectra.
FWHM (ps) Intensity (%) Shift (ps)
216 80 0
157 10 -30
300 10 30
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Table 4.3 details the simulated material and source component terms used to
generate the spectra for the simulation study.
Table 4.3: Summary of the component values used to generate spectra for the
simulation study. Spectra were generated with one (rows 1 and 2) and two (rows
3–6) material component terms. The material lifetime values (τ1) in row 1 were
varied between 100 ps and 220 ps in 10 ps intervals. The foil lifetimes (τFoil)
were varied from 120 ps to 220 ps in 20 ps steps and included 381 ps. The latter
commonly reported for 7.6 µm Kapton HN foils. The intensity values of the
material component terms are shown and the relative intensity after subtraction
of the source correction is shown in parenthesis.
τ1 I1 τ2 I2 τNa INa τFoil IFoil
(ps) (%) (ps) (%) (ps) (%) (ps) (%)
100–220 96(100) 430 4
100, 160, 200 88(100) 430 4 120–220, 381 8
87 72(75) 180 24(25) 430 4
143 72(75) 245 24(25) 430 4
184 72(75) 270 24(25) 430 4
87 66(75) 180 22(25) 430 4 120–220, 381 8
A primary aim of the set of experiments simulating a single lifetime material
with a direct deposit source was to determine the mean salt component lifetime
and the uncertainty in this value obtained from the fitting. All spectra were
generated using a value of 4 % for the salt component intensity. In experimental
PALS the salt intensity observed for a given source activity can vary from batch
to batch of supplied radionuclide. Nevertheless, a salt intensity of 4 % typically
corresponds to a source activity in the approximately in the range of 400 kBq to
800 kBq.
For the case of one material lifetime with a direct deposit source a series of sim-
ulated spectra were generated varying the material lifetime between 100 ps and
220 ps in steps of 20 ps. This range typically spans the commonly used reference
materials: Fe, Cu and Ni, with bulk lifetimes in the 100 ps to 120 ps range; Al
at approximately 160 ps; and silicon with a bulk lifetime of 218 ps [36]. These
spectra were fitted using a two component unconstrained decomposition.
A further set of simulations followed using a more restricted set of single life-
time material values (100 ps, 160 ps and 200 ps), the same salt component
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contribution, but now with a third lifetime component to simulate the use of a
foil supported source. The intensity of the foil component was fixed to 8 %. The
foil lifetime value was stepped from 120 ps to 220 ps in 20 ps steps. This range
spans that typically reported for thin metal foils. The spectra were analysed us-
ing a three component decomposition, but with the material and salt lifetimes
constrained at the values obtained from the analysis of the previous direct de-
posit simulation experiments.
In addition to the series of foil lifetimes described above, a further set of sim-
ulation “experiments” were performed using the same set of material lifetimes,
with the same salt component and foil intensity, but using a foil lifetime of 381
ps. This is the value recently measured for an 8 µm Kapton HN foil (Section
4.6). The spectra were analysed with the material and salt lifetime values con-
strained to those obtained from the direct deposit simulation, and fixing the foil
lifetime to the experimental value of 381 ps.
To evaluate the use of reference materials that exhibit two lifetime components a
second set of simulations were performed. Three model materials were consid-
ered, with bulk lifetimes or 100 ps, 160 ps and 200 ps, and an associated defect
component lifetime of 180 ps, 245 ps and 270 ps, respectively, at an intensity
of 25 %. The resulting two lifetime spectra were obtained using the standard
trapping model [7]. Following the procedure describe above, experiments were
performed with spectra simulated with a direct deposit source, with τNa = 430
ps and INa = 4 %. In contrast to the above procedure, for materials with one
intrinsic lifetime component, the analysis was carried out as a two component
decomposition and the salt component was analysed as a source correction term
within PositronFit. The lifetime and associated intensity of this salt term was
systematically, and sequentially, varied through appropriate ranges. As a con-
sequence of the large number of individual fits performed on each spectrum,
selection criteria are required. The first criterion was the lowest normalised
chi-squared; however, if multiple fits remain the significance of the imperfect
model was subsequently used. Further, the magnitude of the errors for the fitted
quantities were used if multiple fits remained after the previous criteria.
Following from these ‘direct deposit’ spectra, further simulations experiments
were carried out using the 100 ps bulk lifetime ‘material’ this time with a term
representing the use of foil-supported sources. For this analysis, the two ma-
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terial lifetimes and intensities were constrained to the values obtained from the
direct deposit analysis. Here, two source correction terms are required, one for
the salt and one for the foil. The analysis was again carried out using PositronFit
where the lifetime and intensity of both source correction terms were systemati-
cally, and sequentially, varied through appropriate ranges. The selection criteria
described above was used to select the ‘best’ fits.
4.3.1 One lifetime materials
The results of an unconstrained two component decomposition on simulated
spectra, for one material lifetime and a direct deposit source (τNa = 430 ps and
INa = 4 %), are summarised in Table 4.4. The mean values, and the standard de-
viations, obtained from the fitting of ten spectra, generated with identical inputs
values, are shown. The individual fits for each of the ten spectra, for three differ-
ent material lifetimes, are plotted in Figure 4.2, where the representative error
bars shown correspond to the fit uncertainties determined by PositronFit.
Table 4.4: Mean values and standard deviations (in parenthesis) for two lifetime
simulated spectra, analysed with PALSfit, where each row corresponds to a set
of 10 spectra. The parameter τ1 was systematically varied (column 1) whilst τ2
was simulated at 430 ps with an intensity of 4 %. All fit parameters were free
fitted.
Simulated Fitted
τ1 (ps) τ1 (ps) I1 (%) τ2 (ps) I2 (%)
100 100.0(1) 96.0(1) 430(4) 4.0(1)
110 110.0(2) 96.0(1) 429(3) 4.0(1)
120 120.0(2) 96.0(1) 430(1) 4.0(1)
130 129.0(2) 96.0(1) 429(5) 4.0(1)
140 140.0(1) 96.0(1) 431(4) 4.0(1)
150 149.0(3) 96.0(1) 429(5) 4.0(1)
160 159.0(3) 96.0(2) 430(6) 4.0(2)
170 170.0(4) 96.0(2) 430(6) 4.0(2)
180 180.0(2) 96.0(2) 430(6) 4.0(2)
190 190.0(3) 96.1(2) 433(7) 3.9(2)
200 200.1(3) 96.1(3) 434(8) 3.9(3)
210 210.0(3) 96.0(2) 433(8) 4.0(2)
220 219.0(4) 95.7(4) 423(10) 4.3(4)
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Figure 4.2: Individual fit results from ten generated spectra using identical input
values representing a single lifetime component material with a direct deposit
positron source. Representative error bars reporting the fit errors are shown.
The fitted material and salt component lifetimes and intensities are shown for
materials with a bulk lifetime of (a) 100 ps, (b) 160 ps and (c) 220 ps.
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As expected, the lifetime of the material, the salt, and the associated intensities,
can be successfully determined. Inspection of the individual fits for each of
the various material lifetimes, Figure 4.2, reveal that there exists a significant
spread in the both the material and the salt component lifetimes; however, the
average results for the ten nominally identical spectra, Table 4.4, show a good
agreement with the simulated input values. Further, there is evidence that the
precision, and to a lesser extant the accuracy, of the salt term, decreases with
increasing material lifetime. For material lifetimes≥ 190 ps the accuracy of the
salt lifetime begins to deteriorate, with an approximate 3 ps deviation from the
true value, and for a material lifetime of 220 ps there is a 7 ps deviation from the
true value. This deterioration could be possibly due to the increasing closeness
of the two lifetimes as well as the low intensity of the salt term.
The results of the simulation spectra for three of the single lifetime materials
(100 ps, 160 ps and 200 ps), where source correction components representing
the use of a foil supported source were included, are shown in Table 4.5. In this
analysis the lifetimes of both the material and the salt component were fixed to
the values obtained from the results of the direct deposit experiments, shown in
Table 4.4. The lifetime, and intensity of the foil component was unconstrained
in the analysis, as was the intensities of the material and the salt terms. Only the
successful fits are shown in Table 4.5.
From the results in Table 4.5 it can be seen that when the foil lifetime approaches
to approximately 30 ps of the lifetime for the material successful fits are not pos-
sible, for example, foil lifetimes of 140 ps, 160 ps and 180 ps for material life-
time of 160 ps, this is quite possibly due to the inability of PALSfit to decompose
two similar value components. However, when the material and foil lifetimes
were suitably separated the intensities of the material, the foil and the salt terms
are of reasonable accuracy, for each of the three material lifetimes. The lifetime
of the foil component was also accurately described in all three cases. In general
it can be seen that within each set, an increase in separation between the three
lifetimes, material, salt and foil, results in an increased accuracy and precision
of the fitted parameters, with the greatest accuracy and precision exhibited by
the 100 ps material lifetime set. The results suggest that this lower material life-
time is more able to accurately determine mean foil lifetimes with a lifetime of
≥ 140 ps.
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Table 4.5: PositronFit results for spectra generated with one material and two
source component, salt and foil, terms. The simulated material and foil lifetimes
are shown, all used IFoil = 8 %, τNa = 430 ps, and INa = 4 %. For each mate-
rial lifetime value (100 ps, 160 ps and 200 ps) the foil lifetime was varied from
120 ps to 220 ps, and ten nominally identical spectra were generated. Analysis
was performed with the material lifetime (τ1) and the salt lifetime (τNa) fixed
to values obtained from the direct deposit simulations (Table 4.4), all other pa-
rameters were unconstrained. Each row reports the mean lifetimes and standard
deviations (in parenthesis) from successful fits.
Simulated Fitted
τ1 (ps) τFoil (ps) τFoil (ps) I1 (%) INa (%) IFoil (%)
100 120
100 140 140(4) 88(1) 4.0(1) 8.1(8)
100 160 163(5) 88.3(5) 4.0(1) 7.7(5)
100 180 183(5) 87.9(9) 4.0(1) 7.8(3)
100 200 202(3) 88.1(3) 4.0(1) 7.9(2)
100 220 220(3) 88.0(1) 4.0(1) 8.0(1)
160 120 118(6) 88(1) 4.0(1) 8(1)
160 140
160 160
160 180
160 200 203(17) 87(4) 4.0(1) 9(4)
160 220 225(6) 89(1) 3.9(1) 7.6(5)
200 120 122(5) 88(1) 4.0(1) 8(1)
200 140 141(7) 88(1) 4.0(1) 8(1)
200 160 158(13) 87(3) 4.0(1) 9(3)
200 180
200 200
200 220
To increase the number of successful fits a secondary analysis was carried out.
The foil lifetimes in the range of 140 ps to 220 ps were fixed to the values
obtained from the analysis of the 100 ps material lifetimes, whereas the foil
lifetime of 120 ps was obtained from the analysis of the 200 ps material life-
time (Table 4.5). The material and salt lifetimes were constrained to the values
obtained from the one lifetime direct deposit results (Table 4.4), all other pa-
rameters were unconstrained. The results are summarised in Table 4.6.
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Table 4.6: PositronFit results for the simulated spectra from Table 4.5. The
material and salt lifetimes were fixed to the values obtained from the direct
deposit results (Table 4.4). For spectra generated with a foil lifetime of 120 ps,
the lifetime was fixed to 122 ps, the value obtained from the 200 ps material
lifetime analysis (Table 4.5). The remaining foil lifetimes were constrained to
the results from the 100 ps material lifetime values, Table 4.5. Again, empty
entries indicate that the components could not be resolved in all spectra.
Simulated Fitted
τ1 (ps) τFoil (ps) τFoil (ps) I1 (%) INa (%) IFoil (%)
100 120 122 88.7(3) 4.0(1) 7.3(4)
100 140 140 88.0(2) 4.0(1) 8.0(2)
100 160 163 88.4(1) 4.0(1) 7.7(1)
100 180 183 88.2(1) 4.0(1) 7.8(1)
100 200 202 88.1(1) 4.0(1) 7.9(1)
100 220 220 88.0(1) 4.0(1) 8.0(1)
160 120 122 87.7(3) 4.0(1) 8.3(3)
160 140 140 88(1) 4.0(1) 8(1)
160 160
160 180 183 88.9(7) 4.0(1) 7.1(8)
160 200 202 88.2(3) 4.0(1) 7.8(3)
160 220 220 88.0(1) 4.0(1) 8.0(4)
200 120 122 87.8(3) 4.0(1) 8.2(4)
200 140 140 88.1(5) 4.0(1) 7.9(4)
200 160 163 87.0(1) 4.0(1) 9.0(4)
200 180 183 87(1) 4.0(1) 9(1)
200 200
200 220 220 88(1) 4.0(1) 8(1)
Table 4.6 shows that by utilizing the results for the foil lifetimes obtained from
the 100 ps and 200 ps analysis in Table 4.5 it is possible to reduce the number
of unsuccessful fits; only when the material and foil lifetimes are identical is
the analysis not possible. However, for the results for the 120 ps foil with 100
ps material, 180 ps foil with 160 ps material and 180 ps foil with 200 ps mate-
rial, the intensity of the determined foil component exhibits the least accuracy
and precision. In contrast, the successful fits from Table 4.5, analysed with the
additional constraint, show an increase in both accuracy and precision from the
previous analysis. It is worth noting that with either methods, the intensity of
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the salt term exhibited very high precision and accuracy.
The polyimide Kapton is a commonly used source support foil, and recent mea-
surements taken with the variable energy positron beam at Munich, reported a
lifetime of 381(1) ps for a 8 µm thin film (Section 4.6). Using the same three
material lifetimes as previously, spectra were simulated with a term represent-
ing a Kapton foil, where the foil lifetime was simulated at 381 ps. For the
subsequent analysis the lifetime of the foil was constrained to this value, the
lifetime of the material and salt terms were constrained to the values obtained
from the direct deposit simulations (Table 4.4), and the intensities remained un-
constrained. The results are presented in Table 4.7.
Table 4.7: PositronFit results for ten nominally identical generated spectra rep-
resenting a single lifetime material and a Kapton foil supported source. The
input material and foil lifetimes for the generated spectra are shown, all spectra
used IFoil = 8 %, τNa = 430 ps, and INa = 4 %. The material and the salt lifetimes
were fixed to those found from the direct deposit simulations from Table 4.4,
the foil lifetime was fixed to 381 ps, and the intensities were unconstrained.
Simulated Fitted
τ1 (ps) τFoil (ps) I1 (%) INa (%) IFoil (%)
100 381 88.0(1) 4.0(2) 8.0(3)
160 381 88.0(1) 4.0(4) 8.0(5)
200 381 88.0(2) 4.0(5) 7.9(6)
From the results for the Kapton foil simulation it can be seen that with the addi-
tional constraints, of the foil lifetime, it is possible to obtain accurate and precise
information regarding the intensity of the source correction terms. In addition,
it is also shown that with an increase in the magnitude of the material lifetime,
there is a decrease in the precision of the obtained intensities.
The results shown in Tables 4.4–4.7 are in agreement with the expectation that
with carefully chosen PALS experiments, using a true single lifetime reference
material, it is possible to both accurately and precisely determine the source cor-
rection term values. By utilising systematic measurements with direct deposit
sources, followed by foil supported sources, using nominally identical mate-
rial samples, the determination of the salt and foil components may be realised.
In addition, the results provide significant evidence that multiple experimental
runs are needed for analysis for a given source-sample configuration. Further,
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the reference material should ideally be a single lifetime and with a lifetime of
less than approximately 200 ps.
4.3.2 Two lifetime materials
In practice, materials that exhibit a single lifetime are difficult to obtain; how-
ever, samples that exhibit two intrinsic lifetime components are more readily
available. The results from simulation experiments for three different materials,
each with two lifetimes, run with a direct deposit source, are presented in Ta-
ble 4.8. The bulk lifetime and the associated defect lifetime was systematically
increased between the simulated two lifetime reference materials.
Table 4.8: PositronFit results for ten similarly generated spectra representing
a material with two intrinsic lifetime components and run with a directly de-
posited source. The input lifetimes are shown, the intensity of the defect com-
ponent was simulated at 25 %, and all spectra used a source term of τNa = 430
ps with an associated intensity INa = 4 %. The fits were analysed as a two
component unconstrained decomposition, with the salt component treated as a
source correction term. The lifetime and the intensity of this term was system-
atically incremented over appropriate ranges and fits with the lowest normalised
chi squared used for selection criteria.
Simulated Fitted
τ1 τ2 τB τ1 τ2 τNa I1 I2 INa
(ps) (ps) (ps) (ps) (ps) (ps) (%) (%) (%)
87 180 100 87(1) 180(7) 433(11) 74(2) 25(2) 4.0(1)
143 245 160 143(2) 243(15) 431(24) 74(3) 26(3) 4(1)
184 270 200 181(7) 268(27) 446(31) 68(13) 32(13) 4(2)
From the results in Table 4.8 there is clear evidence that with increasing material
bulk lifetime there is a significant reduction in the precision of the majority of
the obtained component values. However, for the materials with the lifetimes of
either 87 ps and 180 ps or 143 ps and 245 ps, the material and the source cor-
rection terms obtained from the analysis provide an acceptable level of accuracy
and precision.
In order to explore the possibility of extending the procedure to determine the
foil components values from materials with two lifetimes, the reference material
with the shortest lifetime was again simulated, this time with the inclusion of a
foil supported source. For each foil lifetime simulated ten nominally identical
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spectra were generated. The spectra were analysed using PositronFit, however,
the source component lifetime and intensity terms were treated as a source cor-
rection. The lifetime of the salt term was fixed to the value determined from
the two lifetime direct deposit analysis (433 ps, Table 4.8) and the remaining
terms were systematically iterated over the appropriate ranges, see Table 4.9;
the selection criteria detailed previously again used to select the ‘best fit’. In
addition, three methods of analysis were performed: (1) an unconstrained two
component decomposition, (2) the intrinsic lifetimes constrained to the values
determined from Table 4.8, and (3) intrinsic lifetimes and the intensity of the
foil term constrained.
Table 4.9: List of ranges used for source correction analysis of foils.
Simulated Iterated
Component Value Start Stop Increment
INa 4 % 1 % 7 % 0.1 %
IFoil 8 % 5 % 11 % 0.1 %
τFoil 120 ps 100 ps 200 ps 2 ps
τFoil 140 ps 100 ps 200 ps 2 ps
τFoil 160 ps 100 ps 200 ps 2 ps
τFoil 180 ps 140 ps 240 ps 2 ps
τFoil 200 ps 140 ps 240 ps 2 ps
τFoil 220 ps 160 ps 260 ps 2 ps
τFoil 381 ps 320 ps 420 ps 2 ps
The mean values from PositronFit results for spectra generated representing foil
supported sources are presented in Table 4.10. An unconstrained two compo-
nent decomposition was performed. The results show that the obtained foil
lifetimes are consistently inaccurate and exhibit a low degree of precision, for
example, the obtained value for the 120 ps foil was 180(22) ps. There is some
evidence that as the foil lifetime increases from 120 ps to 220 ps the accuracy of
the obtained foil lifetime values also increase. However, for the foil lifetime of
381 ps the obtained value was approximately 352(40) ps, most likely due to the
similarity between the foil and the salt lifetimes. The obtained values for inten-
sity of the salt component term, approximately 3.9 %, were in close agreement
with the simulated value of 4 %. The intensity of the foil term was accurately
described for the simulated foil lifetimes of 160 ps to 220 ps, with the 160 ps
foil resulting in an obtained value of 8(3) %. Nevertheless, the obtained values
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all exhibit low precision relative to the simulated value. The dominant mate-
rial component term, τ1, exhibited high accuracy and precision for all simulated
foils, whilst, the lifetime τ2 displays some evidence for increasing accuracy with
increasing foil lifetimes.
Table 4.10: Mean values and standard deviations for four lifetime simulated
spectra, where ten nominally identical spectra were generated for each foil. Val-
ues used in the simulation were: two materials (τ1 = 87 ps and τ2 = 180 ps, with
I1 = 75 %) and two source (τFoil, column 1 at 8 % and τNa = 430 ps at 4 %).
Each spectra was analysed as an unconstrained two component fit, the salt life-
time was fixed to 433 ps (from Table 4.8), and the remaining source correction
parameters iterated over wide ranges, Table 4.9.
Simulated Fitted
τFoil τ1 τ2 τFoil I1 I2 IFoil INa
(ps) (ps) (ps) (ps) (%) (%) (%) (%)
120 88(1) 170(17) 180(22) 80(3) 20(3) 9(3) 3.9(1)
140 87(1) 166(15) 174(34) 75(2) 25(2) 9(3) 3.9(1)
160 87(1) 168(12) 184(29) 74(2) 26(2) 8(3) 3.9(1)
180 86(1) 169(11) 205(30) 72(2) 28(2) 7(3) 3.8(1)
200 87(1) 178(10) 209(20) 73(3) 27(3) 7(2) 3.8(1)
220 86(2) 177(14) 232(29) 72(3) 28(3) 7(2) 3.8(2)
381 87(2) 174(13) 352(40) 75(3) 25(3) 9(2) 4(3)
Following from the reasonably accurate results from the simulated spectra with
one material lifetime and a foil supported source, the material lifetimes and
associated intensities were constrained to the values obtained from the two life-
time direct deposit results (Table 4.8); the results are presented in Table 4.11.
For the simulated foil lifetime of 381 ps the component was constrained to the
simulated input value.
The results from Table 4.11 show that the use of additional constraints on the
material component terms and salt lifetime has resulted in a significant increase
in accuracy and precision in the obtained values as compared to the results in
Table 4.10. The obtained foil lifetimes are within approximately 2 ps of the sim-
ulated values. The values for the foil intensity were also in close agreement with
the simulated values with exception of the 120 ps foil at 9(1) %. All simulated
foil values provided an intensity of the salt term consistent with the simulated
value of 4 %.
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Table 4.11: PositronFit results using the same spectra as Table 4.10. The mate-
rial component terms and the salt lifetime were constrained to the values deter-
mined in Table 4.8. The remaining source correction parameters systematically
incremented over appropriate ranges, and the best fits identified using the chi
squared value for a criterion.
Simulated Fitted
τFoil (ps) τFoil (ps) IFoil (%) INa (%)
120 119(2) 9(1) 3.93(5)
140 142(4) 7.8(9) 3.90(4)
160 158(5) 8.4(7) 3.93(7)
180 180(5) 8.0(5) 3.91(7)
200 202(5) 7.8(2) 3.97(7)
220 221(2) 8.0(2) 3.90(6)
381 381(F) 7.7(4) 4.2(3)
A number of theoretical and empirical expression have been put forward to char-
acterise the fraction of positrons annihilating within the foil material. Assuming
that these expressions can accurately predict the fraction, the intensity of the
foil term was also constrained in the subsequent analysis. The results are sum-
marised in Table 4.12.
Table 4.12: Results of analysis for using the simulated spectra from Table 4.11,
with the same constraints applied as Table 4.11 and the additional constraint of
fixing the foil intensity to 8 %.
Simulated Fitted
τFoil (ps) τFoil (ps) INa (%)
120 120(2) 3.91(6)
140 141(3) 3.91(3)
160 160(2) 3.91(6)
180 180(3) 3.92(8)
200 199(5) 3.93(7)
220 220(3) 3.9(1)
381 381(F) 3.89(3)
By use of further constraints it can be seen from Table 4.12 that the source cor-
rection terms can be more accurately described. It should be noted that in this
analysis, the intensity of the foil was fixed to the actual input value. From these
simulations, it is suggested that carefully chosen experiments with a reference
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sample, exhibiting two material lifetime terms, may yield the source correc-
tion terms, for both direct deposit and foil supported sources, with sufficient
accuracy. It must be noted that the material chosen for such source correction
experiments should exhibit relatively short values for the two intrinsic lifetimes
components, and that the intensity of the weaker component should be greater
than approximately 20 %.
The simulation experiments described in both this and the preceding section,
whereas realistic, nonetheless represent an ideal situation. With these simu-
lations it was assumed that the instrument resolution function was accurately
known; however, it is not obvious that this would be the case since its deter-
mination also requires measurements to be performed using a known reference
sample, ideally one that exhibits a single, short, lifetime component. Neverthe-
less, in practice an acceptable IRF can normally be obtained with a material that
exhibits two lifetime components, for example, using aluminium with a direct
deposit source. Further, these simulations have also assumed that the extrinsic
source correction annihilations, resulting from the salt and the foil, can each be
adequately described by a single, average, lifetime component. Despite exper-
imental evidence to support this assumption [134, 179, 202] in principle both
terms may comprise of several unresolved components. In addition, it has been
widely observed that an additional third source correction component is some-
times required, typically in the range of 1 ns to 3 ns and with an intensity of
less than 0.5 %, due to annihilation of ortho-positronium formed at surfaces or
within large open-volumes [134]. There is evidence that this longer lifetime
source term depends on the details of the source preparation, and possibly on
the condition of the sample surface. The simulation experiments presented in
this study did not include this term.
4.3.3 Conclusions
Accurately decomposing positron lifetime spectra, obtained from PALS experi-
ments using unmoderated 22Na sources, is dependant on the correct subtraction
of source associated annihilation events and to achieve this the source events
must be described with an associated lifetime and intensity. For a typical PALS
experiment, the source can either be directly deposited onto the sample or en-
closed within a thin foil.
The simulation experiments carried out above confirm the expectation that using
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a true single lifetime reference material, with a directly deposited source, should
result in the accurate determination of both the intrinsic material lifetime and
the source correction terms. Evidence from these one lifetime direct deposit
simulations also shows that multiple spectra should be analysed and the mean
values taken to accurately describe the source correction lifetime and intensity.
Further, by measuring the same material sample, this time using a foil supported
source, it is possible to sufficiently describe both source correction terms, the
salt and the foil, if both terms are systematically iterated over appropriate ranges.
For these latter simulation experiments the intrinsic material components and
the salt lifetime were taken from the previous relevant direct deposit simulation
experiments and were used as fitting constraints.
The possibility of using a reference material that was characterised with two
lifetime components, using a similar methodology, to determine source correc-
tion was also investigated. The simulations of an appropriate two lifetime sam-
ple with a direct deposit source resulted in the accurate description of both the
lifetime of the salt component and its intensity. Additional simulations of the
same two lifetime materials with a foil supported source were performed and
again the material lifetime component terms, and the salt lifetime value, was
constrained to the values obtained from the direct deposit simulations. Analy-
sis of these spectra showed that the foil component terms and the salt intensity
could be successfully obtained.
4.4 Experimental Study on Source Correction
The methodology outlined in the simulation study (Section 4.3) was imple-
mented to experimentally determine source correction component terms in a
study that used readily available high purity polycrystalline metal samples. The
simulation study provided evidence that greater accuracy and precision should
be obtained from materials exhibiting a short bulk lifetime. It also showed that
multiple, nominally identical, spectra should be recorded and analysed. As de-
tailed in Chapter 3, it was not possible to prepare samples that exhibited an
unambiguous single lifetime component by annealing pure polycrystalline met-
als. The first experiments were performed using polycrystalline niobium, with
a bulk lifetime of approximately 120 ps [137, 138, 145, 163]. Further, similar
experiments were then performed on high purity polycrystalline nickel, with a
bulk lifetime of approximately 110 ps [125, 141, 161, 162].
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4.4.1 Experiment
Pure, 99.9 %, polycrystalline niobium 0.5 mm thick foils were studied (Good-
fellow Cambridge Ltd, NB000370/11). The samples were as-received. Positron
annihilation lifetime spectra were taken using ‘system 1’ (Section 2.2.1). First, a
directly deposited source-sample (Nb-DD-01), with an approximate activity of
660 kBq, was made and ten spectra, with greater than 9×106 counts, recorded.
Instrument resolution functions were obtained form measurements on the refer-
ence sample Al-DD-04 where spectra were recorded immediately before, after
the fifth spectrum, and at the end of the measurement set. The results from
these measurements provided evidence for the presence of more than two mate-
rial lifetime components so no further experiments were performed with these
samples.
High purity, 99.994 %, 0.5 mm thick polycrystalline nickel foils were then mea-
sured (Alfa Aeser, part 12044). The samples were previously annealed (Section
3.3.6). A directly deposited approximately 550 kBq source was applied (Ni-
DD-05). Two sets of spectra were taken, 141123–141126 and 150113–150116,
and measurements of the reference sample Al-DD-04 were performed immedi-
ately before and after both sets. The samples were then carefully washed and
a set of five spectra recorded using a Kapton foil supported source (KA-08-17)
with approximate activity of 770 kBq. Again, reference measurements using
Al-DD-04 were taken immediately before and after the measurement set.
4.4.2 Niobium Results and Discussion
The spectra (140628–140702 and 140704–140708) from Nb-DD-01 were anal-
ysed using IRFs obtained from Al-DD-04 (140626, 140703, and 140709). The
ten spectra were analysed using MELT v4.0 and PALSfit, with an IRF obtained
from 140703, the mean values from these fits are shown in Table 4.13.
Table 4.13: Highest entropy solutions for positron lifetimes using MELT v4.0
and three component decomposition using PALSfit for polycrystalline niobium
with a directly deposited 22Na source.
Analysis τ1 (ps) τ2 (ps) τ3 (ps) I1 (%) I2 (%) I3 (%) τB (ps)
MELT 103(26) 187(7) 556(46) 26(10) 73(9) 1.1(2) 158(4)
PALSfit 93(10) 188(4) 597(50) 26(5) 73(4) 1.1(3) 150(3)
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The highest entropy solutions from MELT show three components and conse-
quently three lifetime components were assumed for the PALSfit analysis. The
agreement between the two types of fits are satisfactory; the precision of the
PALSfit results are marginally better. The agreement is best for the dominant
second component term, both for lifetime and intensity, the first lifetime value is
approximately 10 ps longer from the MELT analysis and results in a compara-
tively longer STM calculated bulk lifetime. The weak third component lifetime
value is obtained with poor precision, but the values obtained from the two
methods are in agreement. The lifetime value in the approximate range 550 ps
to 600 ps is longer than the value typically reported for annihilations in the salt
crystallites [134–136, 197–200], so provides evidence for the presence of one
or more longer lifetime components, for example, orthopositronium.
To further investigate the possible contributions to the third lifetime, fits were
performed using PALSfit where a salt component was introduced as a fixed
source correction term. The source correction lifetime and intensity were sys-
tematically stepped while performing an otherwise unconstrained three com-
ponent analysis (see Section 4.3.2). The three resulting components consisted
of two clear material related terms, and a third very weak orthopositronium
component. The lifetime and intensity of the salt source correction term was
systematically iterated from 300 ps to 450 ps and intensity varied through the
range of 0.5 % to 7.5 %. The resulting fits for the ten spectra are shown in Table
4.14, the third weak orthopositronium component, however, is not included as
its intensity was always less than 0.2 %. The table also shows the mean values.
The reduced chi-squared values for the fits in Table 4.14 were better than those
reported in Table 4.13.
Comparing Tables 4.13 and 4.14, the effect of explicitly including a source cor-
rection component term is to yield a rather ill-defined salt lifetime value in
the approximate range 350 ps to 450 ps, a very low (≤ 0.2 %) intensity or-
thopositronium component, and to reduce the lifetime values of the two most
intense components. The first lifetime, reduced bulk, component, is reduced to
approximately 75 ps from 93 ps, and the most intense defect lifetime reduces
from approximately 188 ps to 174 ps. The fits remain unsatisfactory, however,
the first lifetime is longer than the expected reduced bulk lifetime calculated
assuming a bulk lifetime of 120 ps and using the lifetime and intensity of the
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dominant defect component. Further, the step and fit procedure employed to
establish the salt component lifetime and intensity outputted values that were
typically at the extremes of the ranges used, for example, one fit gave values of
308 ps with a 7.5 % intensity while another gave 444 ps with a 2.1 % intensity.
The results provide evidence that the as-received Nb samples contain a distri-
bution of unresolved positron lifetimes, possibly including dislocations as well
as larger open volume clusters in addition to a dominant vacancy-related de-
fect. The substantial deformation during the manufacturing processes required
to produce thin foils is known to result in the formation of additional defects.
In consequence, the samples are too complex for an accurate determination of
source correction parameters.
Table 4.14: PositronFit obtained values for PALS spectra recorded using poly-
crystalline niobium run with a directly deposited positron source. Analysis was
performed using three unconstrained components: two material and one due to
the weak long lived term, and the source correction components for annihilation
in the salt crystallites were systematically stepped and iterated over appropriate
ranges (see Section 4.3.2). Also included are the one defect STM calculated
bulk lifetime (τB), the average lifetime (τ), and the mean values for the ten spec-
tra (last row).
τ1 (ps) τ2 (ps) τNa (ps) I1 (%) I2 (%) INa (%) τB (ps) τ (ps)
70(2) 173.0(4) 351 15.3(5) 84.5(5) 4.5 141.5 157.0
93(2) 180.8(7) 388 22(1) 78(1) 2.9 150.3 161.6
94(2) 182.7(6) 444 22.2(9) 77.8(9) 2.1 151.0 162.9
85(2) 179.4(5) 417 19.5(7) 80.4(7) 2.6 147.6 160.9
70(2) 172.1(4) 325 15.3(5) 84.5(5) 5.5 140.8 156.1
59(2) 167.6(4) 309 13.4(4) 86.4(4) 7.5 134.5 152.7
71(2) 174.9(4) 378 16.4(5) 83.5(5) 3.7 141.3 157.7
58(2) 167.3(4) 307 12.9(4) 86.9(4) 7.5 134.9 152.9
81(3) 174.0(5) 336 16.8(8) 83.0(8) 4.9 145.7 158.0
66(2) 168.3(4) 308 13.7(5) 86.1(5) 7.5 138.7 154.0
75(12) 174(6) 356(49) 17(3) 83(3) 5(2) 143(6) 157(4)
4.4.3 Nickel Results and Discussion
4.4.3.1 Direct Deposit Results
Analysis was performed on the two set of four spectra, 141123–141126 and
150113–150116, taken from the directly deposited nickel samples (Ni-DD-05).
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Initially this was performed using Instrument Resolution Functions (IRFs) ob-
tained from reference measurements using Al-DD-04 (spectra 141122, 141127,
150112, and 150117) performed both prior to, and following, any data collec-
tion. It was found that, in contrast to Al-DD-04, the spectra recorded from
Ni-DD-05 showed no evidence for the presence of a weak orthopositronium
component. While the primary aim was to investigate the extraction of source
correction terms from the directly deposit nickel samples, it was realised that
these spectra may themselves provide IRFs of comparable, or better, reliability
compared to the routinely used Al-DD-04 sample.
As discussed in Section 3.2, ResolutionFit is employed to determine the IRF
from available reference samples. The IRF was routinely, and adequately, de-
scribed as a sum of three Gaussian functions characterised by relative intensities
of 80:10:10 and displacements referenced to the dominant Gaussian. The out-
put from ResolutionFit also includes a description of the IRF in terms of the full
widths, and associated midpoint, at a number of fractional values (shape param-
eters). Table 4.15 reports the shape parameters for the IRFs obtained from the
four Al-DD-04 spectra as well as the eight Ni-DD-05 spectra. These IRFs are
also shown in Figure 4.3.
Table 4.15: Full width shape parameters for IRFs obtained using ResolutionFit
from Al-DD-04 and Ni-DD-05. Between files 141127 and 150112 the spec-
trometer was adjusted, resulting in an improved resolution.
Sample IRF Full Width at 1N (ps)
File N = 2 5 30 100 300 1000
Al-DD-04 141122 207.2 323.5 483.7 568.7 636.9 704.0
Ni-DD-05 141123 206.9 318.9 476.7 570.5 657.3 754.4
Ni-DD-05 141124 210.0 325.2 492.7 596.7 690.6 788.5
Ni-DD-05 141125 210.1 325.1 491.3 594.2 689.0 790.6
Ni-DD-05 141126 209.1 323.7 488.7 589.7 681.5 779.1
Al-DD-04 141127 207.7 322.1 481.6 571.1 647.7 728.3
Al-DD-04 150112 203.1 313.7 467.0 552.7 625.9 703.4
Ni-DD-05 150113 201.7 312.5 471.8 569.0 658.5 755.8
Ni-DD-05 150114 202.7 313.4 472.8 571.6 664.9 768.0
Ni-DD-05 150115 201.9 311.7 469.9 568.6 662.5 766.7
Ni-DD-05 150116 203.1 314.8 474.9 571.3 658.6 751.9
Al-DD-04 150117 203.0 315.3 474.7 568.1 650.8 738.9
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Figure 4.3: ResolutionFit obtained IRFs from Al-DD-04 (solid lines) and Ni-
DD-05 (dashed). The IRFs were characterised as a sum of three Gaussian func-
tions, with respective intensities of 80:10:10 and displacement relative to the
dominant Gaussian. A log10 scale was used for the vertical axis to highlight the
differences between IRFs. Shown are IRFs from (a) set 1, and (b) set 2.
The IRF shape parameters (Table 4.15) obtained from Al-DD-04 and Ni-DD-
05 files 141122–141127, show half-widths varying from 207 ps to 210 ps and
1/1000 widths varying from 704 ps to 790 ps. The Al-DD-04 derived full widths
are slightly narrower than those derived from Ni-DD-05 spectra. In contrast, for
the spectra 150112–150117 the IRFs derived from the two samples show very
similar half-widths, however, there is still a difference in the 1/1000 widths; the
Al-DD-04 derived widths are again narrower than those from Ni-DD-05. These
trends are also observed in Figure 4.3. The figure also more clearly shows the,
on average, increase in width below the half-maximum points for the Ni-DD-05
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IRFs. The asymmetry in the IRFs are also more apparent in Figure 4.3, it also
highlights the IRF from spectrum 141123 which is anomalous.
The PositronFit results for Ni-DD-05 using Al-DD-04 to determine the IRF are
presented in Table 4.16. Those obtained from using IRFs also derived from Ni-
DD-05 are shown in Table 4.17. Both tables show that the sets of four similar
spectra, all fitted with the same resolution function, exhibit statistical fluctu-
ations comparable to those observed in fitting simulated spectra (Table 4.8).
Reviewing the fits resulting from using different IRFs clearly shows that those
obtained from spectrum 141123 are anomalous and were excluded from the
comparisons, consistent with the conclusions drawn from Table 4.15 and Figure
4.3.
Table 4.16: PositronFit results for nickel direct deposit (Data File) using IRFs
obtained from Al-DD-04 (IRF File).
Data IRF τ1 τ2 I1 τNa INa τB τ
File File (ps) (ps) (%) (ps) (%) (ps) (ps)
141123 141122 93.9(6) 178(1) 68.9(8) 386 2.6 110(1) 120(2)
141124 141122 94.8(6) 180(1) 69.5(8) 387 2.5 111(1) 121(2)
141125 141122 95.8(5) 188(1) 71.4(7) 432 1.7 111(1) 122(2)
141126 141122 94.8(6) 179(1) 70.1(8) 376 2.8 110(1) 120(2)
141123 141127 98.5(5) 194(1) 74.8(6) 424 1.7 113(1) 123(1)
141124 141127 98.7(5) 192(1) 74.4(7) 410 1.9 113(1) 123(2)
141125 141127 99.1(4) 198(1) 75.3(6) 460 1.3 113(1) 124(1)
141126 141127 99.0(5) 195(1) 75.6(6) 408 1.9 113(1) 122(2)
150113 150112 94.9(6) 179(1) 69.3(9) 388 2.4 111(1) 121(2)
150114 150112 95.2(6) 180(1) 69.4(8) 400 2.2 111(1) 121(2)
150115 150112 95.2(7) 175(1) 68.9(9) 370 2.9 111(1) 120(2)
150116 150112 96.8(5) 187(1) 71.8(7) 415 1.8 112(1) 122(2)
150113 150117 91.7(6) 178(1) 68.6(8) 392 2.3 108(1) 119(2)
150114 150117 92.1(6) 180(1) 68.9(7) 404 2.1 109(1) 119(2)
150115 150117 92.1(6) 175(1) 68.5(9) 376 2.7 108(1) 118(2)
150116 150117 93.1(5) 185(1) 70.7(7) 416 1.8 109(1) 120(2)
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Table 4.17: PositronFit results for nickel direct deposit (Data File) using IRFs
obtained from the same nickel direct deposit (IRF File).
Data IRF τ1 τ2 I1 τNa INa τB τ
File File (ps) (ps) (%) (ps) (%) (ps) (ps)
141123 141123 104.0(4) 216(1) 80.1(4) 492 0.9 116(1) 126(1)
141124 141123 104.0(4) 209(1) 79.4(5) 443 1.3 116(1) 126(1)
141125 141123 104.1(4) 213(1) 79.7(5) 500 0.9 116(1) 126(1)
141126 141123 104.4(4) 215(1) 80.6(5) 457 1.1 116(1) 126(1)
141123 141124 93.0(5) 189(1) 72.7(6) 413 1.9 108(1) 119(1)
141124 141124 93.5(5) 186(1) 72.7(7) 411 1.9 108(1) 119(1)
141125 141124 93.9(4) 194(1) 73.6(5) 451 1.4 109(1) 120(1)
141126 141124 93.6(5) 189(1) 73.4(6) 399 2.1 108(1) 119(1)
141123 141125 92.4(5) 184(1) 71.1(7) 400 2.2 108(1) 119(2)
141124 141125 92.9(5) 184(1) 71.1(7) 398 2.2 108(1) 119(2)
141125 141125 93.8(5) 191(1) 72.7(6) 445 1.5 109(1) 120(1)
141126 141125 93.1(5) 184(1) 72.0(7) 388 2.4 108(1) 111(2)
141123 141126 95.9(4) 195(1) 74.8(6) 430 1.6 110(1) 121(1)
141124 141126 96.4(5) 194(1) 74.7(6) 420 1.7 111(1) 121(1)
141125 141126 96.7(4) 199(1) 75.3(5) 469 1.2 111(1) 122(1)
141126 141126 96.5(4) 196(1) 75.5(6) 412 1.8 110(1) 121(1)
150113 150113 98.0(4) 199(1) 75.9(5) 446 1.3 112(1) 122(1)
150114 150113 97.8(5) 196(1) 75.3(6) 443 1.4 112(1) 122(1)
150115 150113 98.7(4) 198(1) 76.7(6) 426 1.5 112(1) 122(1)
150116 150113 98.7(4) 202(1) 76.6(5) 467 1.1 112(1) 123(1)
150113 150114 96.2(5) 192(1) 73.8(6) 425 1.6 111(1) 121(1)
150114 150114 95.8(5) 189(1) 72.9(7) 424 1.7 111(1) 121(2)
150115 150114 96.5(5) 189(1) 74.0(7) 400 2.0 111(1) 121(2)
150116 150114 96.8(5) 194(1) 74.4(6) 441 1.4 111(1) 122(1)
150113 150115 99.4(4) 202(1) 77.0(5) 453 1.2 113(1) 123(1)
150114 150115 99.1(4) 199(1) 76.3(6) 451 1.3 113(1) 123(1)
150115 150115 100.0(4) 202(1) 77.7(5) 432 1.4 113(1) 123(1)
150116 150115 100.0(4) 205(1) 77.5(5) 478 1.0 113(1) 124(1)
150113 150116 93.0(5) 182(1) 70.5(7) 399 2.1 109(1) 119(2)
150114 150116 92.9(5) 182(1) 70.0(7) 409 2.0 109(1) 120(2)
150115 150116 93.2(6) 179(1) 70.3(8) 382 2.5 109(1) 119(2)
150116 150116 94.4(5) 189(1) 72.2(6) 428 1.6 110(1) 120(1)
The Al-DD-04 IRF results gave values of 95(3) ps and 184(8) ps for the two
nickel material lifetime components, compared with 96(3) ps and 192(7) ps ob-
tained using the Ni-DD-05 derived IRFs, the first lifetime component intensity
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was 71(3) % compared to 74(2) %. The standard trapping model (STM) cal-
culated material bulk lifetimes are in very close agreement, 110.8 ps compared
to 110.2 ps, for the Al-DD-04 and Ni-DD-05 derived IRFs, respectively. As
expected, if the same spectrum is analysed with a series of different IRFs vari-
ations in the fit results occur, for example, the range of τ2 values obtained from
fitting spectra 141124 was approximately 180 ps to 209 ps.
It can also be seen that there is a significant spread in the obtained values for
the salt lifetime and intensity, Table 4.16 gives an average salt component of
403(24) ps at 2.2(5) %, while Table 4.17 gives 426(25) ps at 1.7(4) %. The
variation in the salt is shown in Figure 4.4.
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Figure 4.4: Obtained source correction component terms from PositronFit anal-
ysis presented in Tables 4.16 and 4.17. Values shown are using the Al-DD-04
IRFs (squares) and Ni-DD-05 IRFs (triangles).
From Figure 4.4 it can clearly be seen that, despite the variation in the obtained
salt component terms observed in Tables 4.16 and 4.17, a linear relationship
exists between the salt lifetime and its intensity; an increase in the lifetime is
accompanied with a decrease in the intensity. Nevertheless, the obtained mean
values for the material component terms were in close agreement. In conse-
quence, the influence on the fitting of other components is only weakly influ-
enced by this variation.
Table 4.18 shows the individual component mean values for a given Ni-DD-05
spectrum obtained using the relevant Al-DD-05 and Ni-DD-05 derived IRFs for
the first set of spectra, 141123–141126. Table 4.19 shows the same information
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for the second set of Ni-DD-05 spectra, 150113–150116.
Table 4.18: PositronFit results of PALS spectra recorded using Ni-DD-05.
Shown are the mean values and standard deviations obtained by analysing a
single data file with several IRFs (141122 and 141124–141127).
Data τ1 τ2 I1 τNa INa τB τ
File (ps) (ps) (%) (ps) (%) (ps) (ps)
141123 95(3) 188(7) 72(3) 411(18) 2.0(4) 110(2) 120(2)
141124 95(2) 188(6) 72(2) 405(13) 2.0(3) 110(2) 121(1)
141125 96(2) 194(5) 74(2) 451(14) 1.4(2) 111(2) 122(1)
141126 95(2) 188(7) 73(2) 397(15) 2.2(4) 111(1) 120(2)
Table 4.19: PositronFit results of PALS spectra recorded using Ni-DD-05.
Shown are the mean values and standard deviations obtained by analysing a
single data file with several IRFs (150112–150127).
Data τ1 τ2 I1 τNa INa τB τ
File (ps) (ps) (%) (ps) (%) (ps) (ps)
150113 96(3) 189(10) 73(4) 417(28) 1.8(5) 110(2) 121(2)
150114 96(3) 188(9) 72(3) 422(22) 1.8(4) 111(2) 121(1)
150115 96(3) 186(12) 73(4) 398(26) 2.2(6) 111(2) 120(2)
150116 97(3) 194(8) 74(3) 441(27) 1.5(3) 111(2) 122(1)
The individual component mean values for a given IRF file obtained by fitting
the first set of Ni-DD-05 spectra are shown in Table 4.20. The same information
is shown in Table 4.21 for the relevant IRF files fitting the second set of Ni-DD-
05 spectra.
Table 4.20: PositronFit results of PALS spectra recorded using Ni-DD-05.
Shown are the mean values and standard deviations obtained by fitting several
data files (141123–141126) with a single IRF.
IRF τ1 τ2 I1 τNa INa τB τ
File (ps) (ps) (%) (ps) (%) (ps) (ps)
141122 95(1) 181(4) 70(1) 395(25) 2.0(4) 111(1) 120(2)
141124 94(1) 190(2) 73(1) 419(23) 2.0(3) 108(1) 121(1)
141125 93(1) 186(4) 72(1) 408(26) 1.4(2) 108(1) 122(1)
141126 96(1) 196(2) 75(1) 433(25) 2.2(4) 110(1) 120(2)
141127 99(1) 195(3) 75(1) 426(24) 2.2(4) 113(1) 120(2)
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Table 4.21: PositronFit results of PALS spectra recorded using Ni-DD-05.
Shown are the mean values and standard deviations obtained by fitting several
data files (150113–150116) with a single IRF.
IRF τ1 τ2 I1 τNa INa τB τ
File (ps) (ps) (%) (ps) (%) (ps) (ps)
150112 96(1) 180(5) 70(1) 393(19) 1.8(5) 111(1) 121(2)
150113 98(1) 198(2) 76(1) 445(17) 1.8(4) 112(1) 121(1)
150114 96(1) 191(3) 74(1) 423(17) 2.2(6) 111(1) 120(2)
150115 100(1) 202(3) 77(1) 454(19) 1.5(3) 113(1) 122(1)
150116 93(1) 183(4) 71(1) 405(19) 2.2(6) 109(1) 120(2)
150117 92(1) 180(4) 69(1) 397(17) 1.5(3) 109(1) 122(1)
Comparing the spread in the first and second lifetime values and the first com-
ponent intensity presented in Tables 4.18 and 4.19 with those in Tables 4.20 and
4.21 shows that there is a wider range of values in the latter two tables. Fit-
ting the same spectrum with a range of different IRFs produces a smaller spread
in the fit results than viewing the averages formed from the set of Ni-DD-05
spectra all analysed with the same IRF. The consistency of the results are en-
couraging, there is reasonable agreement between the three component values
and this is supported by the similarity of the STM calculated bulk values.
Finally, the analyses presented in Tables 4.16 and 4.17 was repeated but now
with the salt lifetime value constrained at three different values, 410 ps, 420
ps, and 430 ps. Table 4.22 presents a summary of all these fits. Each row is
an average of the results from the two sets of Ni-DD-05 spectra analysed with
IRFs obtained from the Al-DD-04 spectra in the first four rows, the second four
rows show the averages obtained using all of the Ni-DD-05 derived IRFs, then
in the last four rows the raw data used to construct the previous eight rows is
combined and displayed. The first, fifth, and ninth rows summary data was
already detailed for Tables 4.16 and 4.17.
Table 4.22 gives an average STM calculated material bulk lifetime of approx-
imately 110 ps, whether or not the salt lifetime is constrained. However, the
standard deviation in the mean values is reduced when the salt lifetime is con-
strained in the analysis, regardless of which IRF is used. In agreement with
the results presented in Table 4.16 and 4.17, the value of the second lifetime
term was marginally longer for the Al-DD-04 IRFs than from the Ni-DD-05.
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However, the relative difference was reduced when the lifetime of the salt com-
ponent term was fixed to a specific value for the analysis. In addition, the second
lifetime value was observed to marginally increase as the salt lifetime was in-
creased; from approximately 186 ps to 191 ps and from 189 ps to 193 ps, for the
Al-DD-04 and Ni-DD-05 IRFs, respectively. The obtained mean value for the
salt component term was found to systematically decrease with increasing salt
lifetime, from a value of 1.9 % to 1.6 %, for the salt lifetimes of 410 ps and 430
ps, respectively; consistent with the observed behaviour in Figure 4.4.
Table 4.22: Summary of mean lifetimes and associated standard deviations
(shown in parenthesis) of PositronFit results for nickel direct deposit. The eight
available spectra were analysed with all the available IRFs, with the exception
of Ni-DD-05 file 141123. Fixed parameters are denoted with (F).
IRF τ1 τ2 I1 τNa INa τB τ
File (ps) (ps) (%) (ps) (%) (ps) (ps)
Al-DD-04 95(3) 184(8) 71(3) 403(24) 2.2(5) 111(2) 121(2)
Al-DD-04 96(2) 186(4) 72(2) 410(F) 1.9(1) 111(1) 121(1)
Al-DD-04 96(2) 189(4) 73(2) 420(F) 1.8(1) 111(1) 122(1)
Al-DD-04 96(2) 191(4) 73(1) 430(F) 1.6(1) 111(1) 122(1)
Ni-DD-05 96(3) 192(7) 74(2) 426(24) 1.7(4) 110(2) 121(2)
Ni-DD-05 96(2) 189(4) 73(2) 410(F) 1.9(1) 110(1) 120(1)
Ni-DD-05 96(2) 192(4) 74(2) 420(F) 1.7(1) 110(1) 121(1)
Ni-DD-05 96(2) 193(4) 74(2) 430(F) 1.6(1) 110(1) 121(1)
All 96(3) 189(8) 73(3) 418(27) 1.9(5) 110(2) 121(2)
All 96(2) 188(4) 73(2) 410(F) 1.9(1) 110(2) 121(1)
All 96(2) 191(4) 73(2) 420(F) 1.7(1) 111(1) 121(1)
All 96(2) 192(4) 74(2) 430(F) 1.6(1) 111(2) 121(1)
In summary, the results presented in Table 4.16 and 4.17 demonstrate the sta-
tistical fluctuations that result from repeating measurements and from fitting
these measurements with different IRFs obtained with a same time period as
the measurements. The original intention was to exclusively use the Al-DD-04
derived IRFs in the analysis, however, as detailed above, the simple form of
the Ni-DD-05 spectra under study were found to provide IRFs of comparable,
if not superior, quality. This markedly increased the number of relevant IRFs
that could be used. It should also be noted that the Ni-DD-05 IRFs were also
used to fit the Al-DD-04 spectra and the results were in close agreement with
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the PALSfit results obtained for Al-DD-04 fitted with Al-DD-04 IRFs.
Three sources of statistical fluctuations can be identified: (i) the fluctuation be-
tween nominally identical, sequentially recorded, spectra, (ii) the fluctuations
in the output of PALSfit analysing a given spectrum with a given IRF, and (iii)
the fluctuations in the IRF obtained from fitting different experimental spectra
taken adjacent to the spectrum under study. The primary uncertainties results
from (i) and (iii), presumably the statistical fluctuations in the spectra are also
responsible for the variations in the IRF.
Tables 4.18 and 4.19 should be compared to Tables 4.20 and 4.21. The spread
in the component values is smaller in the former compared to the latter, and
this is more significant than the smaller standard deviations on each value seen
in Tables 4.20 and 4.21. The tighter spread observed in Tables 4.18 and 4.19
provide evidence that results obtained in the analysis of a particular spectrum
performed with more than one IRFs should provide reproducible and reliable
component values. In consequence, recording pairs of reference spectra before,
and after, a series of nominally identical spectra can increase the reliability of
the extracted component values by enabling these spectra to be fitted with upto
four independently obtained, but time relevant, IRFs. Clearly this procedure
comes at a significant time cost, but often this can be fully justified, particularly
when analysing samples that have not been previously studied.
The uncertainty caused by IRFs is greater than the uncertainty between nomi-
nally identical sequential data sets. While fitting a sequence of four spectra with
the same IRFs gives average values with a small standard deviation, and the
same occurs with the next IRF, the spread in values between the different rows
in Table 4.20 and 4.21 is larger. The fitting uncertainty caused by the different
IRFs is more appropriately displayed when the same spectrum is analysed with
different available IRFs and averages formed, as shown in Tables 4.18 and 4.19.
Comparison of the material component fit values obtained from the four spectra
in this way are in closer agreement.
The PositronFit analysis of the Ni-DD-05 spectra was then extended by fix-
ing the salt component lifetime and stepping this value through the appropriate
range observed from the unconstrained fits, from 410 ps to 430 ps. These re-
sults are summarised in Table 4.22. These again demonstrate the systematic
trend between the lifetime and the intensity of the salt component (Figure 4.4).
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The consequence of this is that the choice of a fixed salt lifetime value, within
this approximate range, has a relatively small influence on the reliability of the
resulting fits.
As discussed, the results from the directly deposited nickel sample Ni-DD-05
provide evidence that ResolutionFit analysis with three components, two mate-
rial lifetimes and the salt, provides accurate resolution functions. The sample
has the advantage compared to Al-DD-04 that there is an absence of a weak
positronium component. The PositronFit results shown in Table 4.22 provides
evidence that the Ni-DD-05 material parameters obtained using a fixed salt life-
time are in the closest agreement with the unconstrained fits.
4.4.3.2 Kapton Foil Results
A consecutive set of five spectra were measured using the identical nickel ma-
terial pieces used to form the direct deposit Ni-DD-05 sample analysed above,
this time with a 8 µm Kapton foil source (KA-08-17) with a nominal activity of
770 kBq. These measurement were made immediately prior to the deposition
to make Ni-DD-05. Spectra from Al-DD-04 were measured at the beginning,
in the middle, and at the end of the set of measurements on the nickel samples.
A total of four relevant Al-DD-04 spectra were recorded and used to obtain
IRFs.
The five nickel spectra were initially analysed assuming two intrinsic material
component terms and two extrinsic source terms, however, these provided evi-
dence that a weak third component, with a lifetime value of approximately 1 ns
to 2 ns and attributed to orthopositronium formation, was required. Fits were
then performed utilising the knowledge obtained from the fitting of Ni-DD-05
described above. The fits constrained the two nickel material components to the
values shown in Table 4.22 in the row obtained using Ni-DD-05 IRFs and with
the salt component fixed at 420 ps. The source correction lifetimes were both
fixed, the salt at 420 ps and the Kapton foil lifetime to 381 ps. The orthopositro-
nium component was free fitted and the intensities of both the Kapton foil and
the salt systematically stepped. However, the fits obtained from the procedure
were poor, the reduced chi-squared values varied in the range 1.1 to 1.6, and
clear oscillations were observed in the fit residuals, typically due to under- or
over-fitting. The best fits gave a salt intensity of 5.3(2) %, significantly larger
than expected, and a foil intensity of 8.0 %, the lowest value of the range used
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and outside the anticipated range of 9.8 % to 10.4 % determined using Equa-
tion 4.9 (with Kapton absorption coefficient in the range 66 cm−1 to 69 cm−1
[177, 219]).
The spectra were again fitted but this time without constraints on the material
lifetime component terms. As with the previous analysis, the salt and Kapton
lifetimes were fixed to 420 ps and 381 ps, respectively and the associated inten-
sities systematically stepped. The average lifetimes are shown in the first row of
Table 4.23.
Table 4.23: Summary of mean values from PALS spectra using the same nickel
samples from Table 4.16–4.21. Each of the five spectra were analysed using
IRFs obtained from Al-DD-04 spectra recorded prior to, during and following.
Source correction lifetimes for annihilations in the salt and the Kapton foil were
constrained to 420 ps and 381 ps, respectively, and the intensities iterated over
appropriate ranges. The second row repeats the analysis, this time with the
intensity of the foil restricted to 9.8 % to 10.4 %, as determined from Equation
4.9 with αKa = (66–69) cm−1 [177, 219].
τ1 (ps) τ2 (ps) I1 (%) INa (%) IFoil (%) τB (ps)
94(3) 201(14) 75(3) 4(1) 9(2) 108(2)
94(3) 198(11) 75(3) 3.4(3) 10.1(2) 108(2)
Comparison with Table 4.22 shows that the second nickel lifetime value is ap-
proximately 10 ps longer in Table 4.23. Further fits were then performed con-
straining the Kapton foil intensity to the range 9.8 % to 10.4 %, obtained using
using Equation 4.9 and with a Kapton absorption coefficient in the range 66
cm−1 to 69 cm−1 [177, 219], the average fits are also given in Table 4.23. These
exhibit a marginally shorter second nickel lifetime. For both types of fits the first
material lifetime is 94(3) ps and slightly shorter than the 96(2) ps value given in
Table 4.22. The fits given in Table 4.23 have lower reduced chi-squared values,
between 0.984–1.071, compared to those obtained from the constrained fits. A
notable feature of the unconstrained fits is that, in agreement with the simulation
study (Section 4.3.2), plausible values have been obtained for the Kapton foil
and the salt component intensities.
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4.4.4 Conclusions
Analysis of experimentally obtained PALS spectra requires an accurate descrip-
tion of source annihilation events, both lifetimes and intensities, and an accu-
rate description of the instrument resolution function. Results detailed in this
section provide experimental evidence to support conclusions drawn from sim-
ulation studies that there exists some statistical scatter in the values obtained
from nominally identical PALS spectra analysed with a single IRF. Further, the
values obtained from a single spectrum depend upon the IRF employed. In con-
sequence, constraints on the material component terms are difficult to impose
unless the IRF itself can be accurately described. Furthermore, it was found that
the precision in obtained mean values was increased when analysing a single
spectrum with several IRFs than when analysing several spectra with a single
IRF.
The determination of source component terms is, in principle, possible using
materials that exhibit more than one lifetime state. However, in practice obtain-
ing materials that exhibit two lifetime states can be equally as difficult as obtain-
ing a single lifetime material. The severe deformation processes employed in
the manufacturing stages often result in a distribution of lifetimes whose similar
values make an accurate decomposition difficult; evident with the experimental
study performed on as-received niobium. As a result heat treatment is required
to eliminate some of these additional lifetimes, however, it can not be certain
that two or less positron states remain.
The results presented in this section focussed on the use of high purity polycrys-
talline metal samples. It is not certain how stable these materials are in the long
term, or even with routine handling; annealed metal samples exhibit are often
malleable. In contrast, a number of single crystal semiconductors are mechani-
cally more robust and carefully produced to control the types of defects present,
consequently, more likely to contain two or less lifetime states. As such future
work could focus on the use of these materials; albeit restricted to those that ex-
hibit a relatively short material bulk lifetime. Nevertheless, it is evident that the
IRF should be accurately and precisely defined during any analysis. Again, a
single lifetime material would be the most obvious choice. Although, a material
exhibiting a true, stable, two material lifetime state could be adequate. Alter-
natively, materials exhibiting saturation trapping into a single, although longer,
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positron state, could in principle be utilised.
4.5 Evaluation of fitting PALS spectra using MELT v4.0
This section focuses on the use of the Maximum Entropy method of evaluating
positron lifetimes using the fitting software MELT v4.0. Spectra were simulated
using the provided program within the PALSfit v2.43 suite and input parameters
were chosen representative of experimentally obtained spectra using a typical
positron source with an activity of approximately 400 kBq.
The evaluation of MELT was performed using the simulated spectra described in
Sections 4.3.1 and 4.3.2. These spectra represent two specific cases: materials
exhibiting a true one intrinsic material lifetime and materials exhibiting two
stable intrinsic material lifetime components. For both cases a directly deposited
positron source was simulated, with a lifetime of 430 ps and intensity of 4 %.
The simulated spectra in this study contained five million counts, distributed
over 4096 channels, a time calibration of 12.4 ps per channel, and a peak to
background ratio of 9000:1. The instrument resolution function was described
by three Gaussian functions: intensity ratios 80:10:10; widths of 216 ps, 157 ps,
and 300 ps; and shifts of 0, -30 ps and 30 ps. The resultant IRF had a full width
at half maximum (FWHM) of 214 ps.
For the first set of simulations, the material lifetime was varied from 100 ps
and 220 ps and ten nominally identical spectra were generated for each life-
time, whilst, for the second set, the simulated material had a bulk lifetime of
100 ps and a defect lifetime of 180 ps with an associated intensity of 25 %.
For all spectra the MELT parameters of entropy weights and cutoff were sys-
tematically varied to achieve a stable decomposition and the simulated IRF was
provided.
4.5.1 Results
The results from maximum entropy based fitting on simulated spectra, contain-
ing one material lifetime and a direct deposit source, are summarised in Table
4.24. The mean values and standard deviations obtained from fitting ten nomi-
nally identical spectra are shown.
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Table 4.24: MELT v4.0 highest entropy results showing the mean and standard
deviation obtained from a constraint-free analysis of ten generated spectra using
identical input values. The simulated spectra represent a series of materials
exhibiting a single lifetime component, the value is incremented from 100 ps to
220 ps, and a directly deposited source, with τNa = 430 ps and INa = 4 %.
Simulated
Fitted
τ1 (ps) I1 (%) τ2 (ps) I2 (%)
100 100.0(1) 96.0(1) 428(4) 4.0(1)
120 120.0(1) 95.9(1) 427(3) 4.0(1)
140 140.0(1) 96.0(1) 427(3) 4.0(1)
160 160.0(3) 96.0(1) 426(5) 4.0(2)
180 180.0(2) 95.9(1) 426(5) 4.1(1)
200 200.1(3) 96.0(3) 427(7) 4.0(3)
220 220.3(8) 96.0(6) 422(15) 4.0(6)
In agreement with the simulations performed using PositronFit (Table 4.4), the
lifetimes, and the associated intensities, were successfully determined. Again,
there was a significant spread in the lifetime values and evidence to support a
decrease in precision with increasing material lifetime. For the material lifetime
of 220 ps the obtained average value for the salt component term was 422(15)
ps at 4.0(6) %, 8 ps shorter than the simulated value.
Table 4.25: Positron lifetime analysis using MELT v4.0 for simulated spectra
containing one material lifetimes and one source component. Results shown are
highest entropy solutions before (top) and after (bottom) implementing source
correction using the simulated value, 430 ps at 4 %.
Simulated Fitted
τ1 (ps) τ2 (ps) τ1 (ps) I1 (%) τ2 (ps) I2 (%)
100 430 100.0(1) 96.0(1) 428(4) 4.0(1)
100 430 100.0(1) 98.8(1) 414(19) 1.2(1)
Table 4.25 summarises the highest entropy solutions from analysis performed on
spectra with a material lifetime of 100 ps; the first row repeats the results from
Table 4.24 and the second row reports the obtained values after source correction
using the simulated values of 430 ps at 4 %. It can be seen that, despite using the
simulated values, MELT still returns a two component decomposition. The first
lifetime term is in excellent agreement with the simulated value, however, an
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anomalous residual lifetime component term of 414(19) ps with an associated
intensity of 1.2(1) % is observed. The origin of this term is not certain.
A similar analysis was performed for the spectra containing two intrinsic mate-
rial lifetimes, and the results with and without source correction are presented
in Table 4.26; a representative fit is also shown in Figure 4.5.
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Figure 4.5: Positron lifetime distributions obtained from MELT v4.0 for simu-
lated spectra with (a) single 100 ps lifetime term and (b) two lifetimes with τB
= 100 ps. An additional lifetime component term of 430 ps at 4 %, representing
a salt source component, was simulated in both spectra. Results shown are free
fitted (circles) and source corrected (triangles).
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Table 4.26: Highest entropy solutions for positron lifetime analysis using MELT
v4.0 for simulated spectra containing two material lifetimes and one source
component. Results shown before (top) and after (bottom) implementing source
correction using the simulated value.
Simulated Fitted
τ1 (ps) τ2 (ps) τ1 (ps) τ2 (ps) τ3 (ps) I1(%) I2 (%) I3 (%)
87 180 89(2) 181(10) 424(13) 73(3) 23(2) 4.1(5)
87 180 88(2) 177(11) 394(48) 75(4) 24(3) 1.6(7)
From Table 4.26 it can be seen that MELT is clearly able to resolve the three
simulated component terms when no source correction is applied, and the re-
sults are in good agreement with the simulated values. The obtained values for
the dominant material components exhibit increased accuracy and precision as
compared to the weaker salt component term. In contrast, application of source
correction on the same spectra, using the exact simulated values, results in a
residual third component of 394(48) ps at 1.6(7) %. The material component
terms were again in good agreement with the simulated values.
4.5.2 Conclusions
The decomposition of simulated spectra into the correct number of components
is possible with MELT, when two or three component, one or two material and
one source, spectra are analysed. The accuracy of the fitting without source cor-
rection depends on the number of the components. An increase in the number
of components resulted in a decrease in the accuracy in all the fitted component
terms. The results from the one lifetime simulations without source correction
were comparable to those obtained from PositronFit (Table 4.4). The applica-
tion of source correction resulted in an additional component returned from the
analysis for both one and two material lifetime spectra. This component ex-
hibited low accuracy and precision. Furthermore, for the two lifetime material
spectra the obtained material component terms after source correction exhib-
ited reduced accuracy and precision compared to the PositronFit results (Table
4.8).
4.6 Variable energy PALS of Kapton
As discussed previously, the polyimide Kapton is routinely used to support
positron sources. It is mechanically robust, has a low density (1.42 g·cm−3), and
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is commercially available as thin sheets with an approximate thickness of 8 µm.
The low density and the low average atomic number result in a similar fraction
of source annihilation events to that observed for the more fragile 1 µm Ni metal
foils. It is of central importance to have an accurate value for the positron life-
time in the Kapton foils used to support positron sources in conventional PALS
experiments so appropriate source correction terms can be subtracted. The aim
of the measurements reported here is to measure the positron lifetime spectrum
for thin foils of Kapton grade HN using variable energy PALS.
Variable energy positron lifetime measurements were performed on two differ-
ent Kapton grade HN samples, 7.6 µm foil that had been adhered to a silicon
wafer and a free standing foil, and a self-supported 25 µm foil. Spectra were
recorded using the neutron induced positron source (NEPOMUC) at the Munich
research reactor FRMII. The positron beam energy can be varied between 1 keV
and 18 keV. The Makhovian positron implantation profiles calculated using the
density of Kapton are shown in Figure 4.6.
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Figure 4.6: Makhovian positron implantation profiles in Kapton. The
profiles were calculated using Equation 1.4 and the parameters A = 2.81
µg·cm−2·keV−n, m = 2, n = 1.71, and the density of Kapton ρ = 1.42 g·cm−3.
Measurements taken from the 25 µm foil in March 2009 (set 1), March 2010
(set 2), and October 2014 (set 3) are analysed in this work. The measurements
on the Si-supported 7.6 µm foil were performed in August 2013 (set 1), and the
measurements on the free-standing 7.6 µm foil in October 2014. The instrument
resolution function (IRF) varies with implantation energy, and during the course
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of the study the PLEPS instrumentation underwent several modifications. Table
4.27 details the mean half-maximum full width averaged over all energies, and
the average number of counts of all spectra, within each set. A representative fit
from 7.6 µm Kapton is shown in Figure 4.7.
Table 4.27: Average number of counts and mean width of instrument resolution
function (IRF) for each Kapton measurement set analysed. The full width at half
maximum (FWHM) was calculated for the IRF at each energy level measured
in the set and the mean value presented. The standard deviation in the mean is
shown in parenthesis.
Date thickness (µm) counts IRF FWHM (ps)
March 2009 25 4.4 × 106 265(4)
March 2010 25 3.8 × 106 255(4)
October 2014 25 3.5 × 106 264
August 2013 7.6 µm 4.0 × 106 227(5)
October 2014 7.6 µm 4.0 × 106 264
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Figure 4.7: Example of a PALS spectrum recorded using 7.6 µm Kapton HN.
The spectrum was recorded in August 2013 at the variable energy positron beam
instrumentation NEPOMUC in Munich with a positron implantation energy of
16 keV and analysed using POSWIN. Shown are the experimental and fitted
spectrum (top) and the residuals (bottom).
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The results of the PALS spectrum analysis for all the measurements on both the
7.6µm and the 25 µm Kapton HN foils showed a single dominant component
term with an intensity value ≥ 99 %. The lifetime values of this dominant com-
ponent from the three sets of measurements on the 25 µm foil, the measurements
on the Si-supported 7.6 µm (set 1) and the free standing 7.6 µm foil (set 2) are
shown in Figure 4.8. The value lies in the approximate range 381 ps to 386 ps,
with the one exception of the 16 keV spectrum from the Si-supported 7.6 µm
foil which gave a value of 379 ps. If this result is excluded then the average of
the dominant component lifetime obtained from the 7.6 µm foil measurements
is 383(1) ps, the average of the 25 µm foil measurements is 385(1) ps, and the
average value from both sets of measurements is 384.5(1.4) ps. A weak long
lifetime component was observed for all measurements, with an intensity of ≤
0.7 % and an ill defined lifetime in the approximate range of 0.8 ns to 3 ns.
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Figure 4.8: Experimental positron lifetimes for 7.5 µm and 25 µm Kapton HN
against positron implantation energy. The dominant lifetime term with an in-
tensity ≥ 99 % is shown. At all implantation energies an additional component
term with a lifetime of approximately 1 ns was required.
The values reported here are in good agreement with previous conventional
PALS studies that give lifetime values of 382 ps [204], 382(3) ps [135], 385(3)
ps [211] and 385(4) ps [179]. The VE-PALS measurements suggest that the pre-
viously reported measurements of two component terms are likely an artefact of
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the fitting procedure [177, 205, 206, 210]. Results from an age momentum cor-
relation (AMOC) study of Kapton require at least two positron states [206] and
are further complicated by in-flight annihilations and high positron energies.
Measurements on Kapton PI2540 reported lifetimes or approximately 354 ps
[205, 210], markedly shorter than those detailed above, but these samples were
prepared from solutions in contrast to the commercially supplied Kapton foils
used here.
4.7 Concluding Remarks
Accurate determination of source component terms can be achieved using a two
step procedure and appropriately designed experiments. Firstly the salt com-
ponent lifetime term should be determined using directly deposited positron
sources, following which the foil lifetime and intensity determined using the
same samples but with foil supported sources; the latter using values constrained
from the direct deposit analysis. Results from a series of simulation studies sug-
gest that this methodology can be performed using either materials exhibiting a
true single lifetime state, or those containing an additional defect lifetime com-
ponent. In addition, greater accuracy and precision can be obtained by using
material with bulk lifetimes of shorter than approximately 180 ps.
Application of this framework to experimentally obtained PALS spectra showed
that sample selection is important and that as-received polycrystalline metals are
likely to contain a distribution of positron lifetime states. Analysis performed
using nickel, exhibiting two material lifetime components after heat treatment
was applied, showed that the obtained values from PositronFit were dependant
on the instrument resolution function and to a lesser extent the individual PALS
spectra. Nevertheless, it was possible to obtain consistent results between in-
dividual spectra when they were analysed using a series of IRFs. However,
the limited precision and accuracy of the obtained IRFs prevented further con-
straints being placed on the material component terms for the analysis of the foil
component terms.
A series of simulated spectra were used to explore the use of the maximum
entropy based fitting routine MELT. The spectra generated contained one source
term and either one or two material component terms. Unconstrained analysis,
without source correction, of the spectra containing one material lifetime term
showed that the obtained values exhibited accuracy and precision comparable to
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PositronFit. The obtained values for the salt component term exhibited reduced
accuracy and precision with increasing material lifetime. For both the one and
two material lifetime spectra MELT was able to determine the correct number
of components. However, application of the source correction procedure, and
with the precise value, resulted in a residual component for all spectra analysed.
Furthermore, analysis of experimentally obtained PALS spectra from materials
with a directly deposited source showed that MELT was not able to resolve
all the component terms; a weighted average of the two source terms, salt and
orthopositronium, was always returned.
Variable energy PALS measurements were performed on two thicknesses of
Kapton HN grade thin films, 7.6 µm and 25 µm. A dominant component term
with an intensity≥ 99 % was observed throughout the range of positron implan-
tation energies, with a lifetime of 384.5(1.4) ps. For conventional bulk PALS
measurements using positron sources supported by 7.6 µm Kapton, the source
correction lifetime component can be fixed to 384.5(1.4) ps.
As discussed previously, as-received polycrystalline samples commonly contain
a distribution of lifetimes, created during the severe deformation in the manufac-
turing processes. A reduction in the number of positron states can be achieved
by annealing, however, the resultant product is soft and malleable and likely sen-
sitive to routine handling. Future work would explore alternative more mechan-
ically robust materials, for example, single crystal semiconductors; the defect
populations are more likely to be tightly controlled during the manufacture. Re-
gardless, the sample should exhibit a short material bulk lifetime for any source
component study. In addition, the accurate and reliable determination of the IRF
could also be explored and it may be possible to use materials with a long bulk
lifetime value.
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Chapter 5: PALS studies of Perovskite Oxides
This chapter presents several PALS studies performed on the perovskite oxide
materials lead titanate (ceramic) and strontium titanate (single crystal, ceramic,
and thin films).
Donor doping of lead titanate is normally performed by substituting a 3+ lan-
thanide (Ln) ion for Pb2+. Lanthanum is the largest ion and is normally used,
however, there has been interest in investigating a wider range of Ln-ions. Pre-
vious studies have shown that while the larger ions (La to Gd) donor substitute
into the A-site, the smaller ions (Dy to Er) are amphoteric, substituting either
for the Pb2+ ion or the Ti4+ B-site ion, and thus can be donors or acceptors
[221–223].
Donor doping of strontium titanate was also investigated. Conventional PALS
measurements were performed on bulk single crystal SrTiO3 doped with Nb
(Nb5+ substitutes for Ti4+). In addition La-doped SrTiO3 (La3+ substitutes
for Sr2+) thin films grown by molecular beam epitaxy (MBE) were studied by
varaible (VE) energy PALS. In contrast to lead titanate, donor doping primar-
ily results in electronic compensation in SrTiO3. An aim of this positron study
was to investigate possible secondary mechanisms involving charge compensa-
tion by cation vacancy defect formation. Both doped and undoped MBE grown
SrTiO3 thin films were studied. Further, the excellent electrical properties ex-
hibited by the La-doped MBE grown films are consistent with an exceptionally
low defect content [224]. In consequence, it was anticipated that these samples
could provide a more accurate determination of the material bulk lifetime in
SrTiO3.
Studies were also performed on acceptor doped SrTiO3, specifically Fe-doped
(Fe3+ substitutes for Ti4+) bulk ceramic samples and pulsed laser deposited
(PLD) SrTiO3 thin films. Iron doped SrTiO3 exhibits nonlinear resistive switch-
ing. This study aimed to identify point defects resulting from the doping. In ac-
ceptor doped SrTiO3 the excess negative charge is expected to be compensated
by the formation of positively charged oxygen vacancies [225–229].
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5.1 Introduction
Perovskite oxide materials are of fundamental interest as they exhibit a wide
range of physical properties; the electrical properties span the range of insula-
tors to superconductors, they can exhibit ferroelectricity, piezoelectricity, colos-
sal magnetoresistance, etc. [230–233]. An early, but still very important ap-
plication of these high dielectric constant materials was in the manufacture of
capacitors. Similarly, the excellent piezoelectric properties of members of the
group were quickly identified and exploited for a range actuator and transducer
applications [234]. More recently developed applications include the exploita-
tion of dielectric and ferroelectric properties to produce tunable microwave de-
vices, non-volatile memory devices, tunnel junction devices, etc. [230, 235–
237].
5.1.1 Perovskite structure
Perovskite oxides have the formula ABO3, where the A- and B-sites are cations
of different sizes, with the A-site being the larger. The cubic structure of a per-
ovskite oxide is shown in Figure 5.1. The sum of cation charge must equal the
sum of anion charge to ensure electrical neutrality, the total cation charge is 6.
The relative charges can exhibit several variations, i.e., A1+B5+O3, A2+B4+O3
or A3+B3+O3. The A-site ions can be considered to occupy the corners of the
unit cell, with the B-site ion at the centre, and the oxygen ions situated in the
face centered positions. The A-site ion has twelve nearest neighbour oxygen
ions, while the B-site ion has six nearest neighbour oxygen ions in octahedral
coordination [238]. The structure is typically cubic but can also be orthorhom-
bic or tetragonal and can accommodate a large number of different cations, for
example, barium, lead and lanthanum on the A-site, and titanium, silicon and
chromium on the B-site [230, 238–241]. Many perovskites exhibit several phase
transitions with temperature, for example barium titanate (BaTiO3) is rhombo-
hedral at low temperatures but transforms to orthorhombic at 193 K, then to
tetragonal at 277 K, and finally to cubic at 393 K [239].
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Figure 5.1: Structure of a cubic perovskite oxide ABO3
5.1.2 Defects and Doping
Defects occur in all materials and are known to result in significant changes in
the electrical, optical, and mechanical properties [242–255]. All defects are lat-
tice imperfections and can be classified as either intrinsic or extrinsic. Intrinsic
defects are imperfections of the host material, extrinsic defects involve impurity
(foreign) atoms. Extended defects include dislocations and grain boundaries,
while point defects occur at isolated lattice sites. Point defects include vacan-
cies, interstitials, antisites, substitutional or interstitial impurities, or complexes
of these types, for example divacancies, vacancy-substitutional impurity com-
plexes, etc. Defects are typically produced by stress, damage, growth condi-
tions, or by deliberate introduction of an additive.
Point defects have the lowest dimensionality, they affect single atomic sites
within the host material. Two important mechanisms for point defect formation
in ionic materials are the Schottky and Frenkel processes. A Schottky defect in-
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volves the creation of vacancy defects on both the anion and cation lattice sites,
so maintaining a charge balance. The displaced ion moves towards a surface,
this can be an internal surface such as a grain boundary. A Frenkel defect is
formed when a host ion migrates to an interstitial site leaving behind a vacancy,
the resulting vacancy and interstitial need not be near neighbours [256].
The deliberate doping of a material to engineer material properties is normally
achieved by the addition of appropriate substitutional impurity ions. A donor
impurity has a valence greater than the host ion it replaces and an acceptor im-
purity has a valence less than the host ion [257–259]. A substitutional impurity
with a different valence as the host ion is termed an aliovalent impurity. The ex-
cess positive charge resulting from the incorporation of donor ions is normally
compensated by the formation of electronic carriers, electrons, and/or by the
creation of negatively charged ionic defects such as cation vacancies or anion
interstitials. The excess negative charge associated with acceptor ion incorpo-
ration, while in principle could be compensated by the generation of positive
electronic carriers, normally results in the creation of positively charged anion,
oxygen vacancies [225–229].
Acceptor dopants in perovskite oxides are typically transition element ions that
substitute at the B-site, for example Fe3+ replacing the Ti4+ ion. Donor doping
is more commonly achieved by substituting a trivalent rare earth ion for a diva-
lent A-site ion, for example La3+ for Sr2+ in SrTiO3. However, an alternative is
to substitute an ion such as Nb5+ for Ti4+ at the B-site.
The rare earth (RE) ions normally have a stable trivalent state, however, a few
are multivalent with alternative valences, for example 2+ or 4+. Trivalent RE
ions with 8 or 12 coordination have a large crystal radius typically similar to
to that of the perovskite A-site ion, markedly larger than the B-site ion size.
The largest RE ion is the end member of the period, La3+, the radius reduces
systematically along the RE series with increasing atomic number [260]. It has
been proposed that the smaller RE ions may substitute at either cation site, and
so may be amphoteric; acting as donors when substituted at the A-site or as
acceptors if incorporated at the B-site [221–223].
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5.1.3 Lead titanate
Lead titanate is a model ferroelectric perovskite oxide. It exhibits a very large
tetragonal ferroelectric distortion at room temperature. The height of the unit
cell (c) is greater than the lengths of the base (a) and results in a tetragonality
(c/a) value of 1.06. This is due to the displacement of the anion (oxygen) octahe-
dron with respect to the cation sub-lattices. The B-site cation, Ti4+, is displaced
32 pm along the c-axis away from the centre of the oxygen octahedron. It has
a single phase transition; the tetragonal phase transforms to a cubic paraelectric
phase at approximately 766 K [261, 262]. Lead titanate is the end member of
the phase field Pb(ZrxTi1−x)O3 (PZT) that includes the dominant commercial
piezoelectric material compositions. The PZT materials have also found appli-
cation in non-volatile memory storage, and as infrared sensors [263].
Pure lead titanate can be difficult to prepare as either a thin film or as a ceramic.
The large change in tetragonality during cooling through the Curie temperature
causes significant lattice strain and hence poor quality material [262, 264].
Applications that benefit from the properties of PbTiO3 have developed stable
processing routes, mainly through the incorporation of dopant atoms, for exam-
ple the use of (PbxLa1−x)TiO3 ceramics as optoelectronic switches, and also for
infrared detector applications. The incorporation of dopants at cation sites tends
to reduce the tetragonality, and hence the internal stress, enabling the production
of high quality materials [265–268].
Both the structural and electrical properties of lead titanate are routinely modi-
fied by the addition of foreign ions [265–267, 269–272]. However, while the re-
duction in tetragonality that normally results is often beneficial, doping also re-
sults in the formation of charge compensation point defects, for example vacan-
cies. Further, the processing of lead titanate can be complicated by the volatility
of Pb which can result in the loss of Pb-O during the processing of ceramic
samples. Oxygen ion loss can be reduced by donor doping, but this can also
result in cation monovacancy formation [272]. The electrical properties can be
tuned by doping, donor doping with niobium into the B-site [265], or acceptor
doping, for example with iron into the B-site [267]. The latter has been shown
to also result in the formation of vacancy complexes comprised of substitutional
Fe ions with the nearest neighbour oxygen vacancies [273–277].
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5.1.4 Strontium titanate
Strontium titanate has a model cubic perovskite structure at room temperature.
There is a single structural phase transition at 10 K into an antiferrodistortive
tetragonal structure, adjacent oxygen octehedra rotate in the opposite direction,
defining the c-axis, and effectively double the unit cell [230, 239–241, 252, 278].
Pure SrTiO3 has an indirect band gap of approximately 3.25 eV. It exhibits a high
dielectric constant of approximately 300 at 300 K, this increases markedly with
decreasing temperature and reaches approximately 10 000 at 10 K [232, 233].
At these low temperatures the dielectric constant saturates, it is also notable that
no ferroelectric state is observed [279]. However, small perturbations to the
structure such as doping, isotopic substitution, applied electric fields, or strain,
can result in ferroelectric order [251, 252, 255].
SrTiO3 is routinely employed as a substrate in thin film growth due to its lat-
tice compatibility with a wide range of different perovskite oxide materials and
the ability of terminating the surface layer to a single metal oxide, usually Ti-O
[280]. A series of recent studies has focused on the interface between SrTiO3
and LaAlO3, due to the observation of a two-dimensional electron gas (2-DEG)
[281]. The 2-DEG was observed to exhibit a series of properties, for example,
superconductivity, ferromagnetism, magnetoresistance and giant persistent pho-
toconductivity [282–284], and the electrical conductivity could be tuned with
applied voltage, resulting in an insulator-metal transition [253, 254]. The range
of properties suggest possible future applications in non-volatile random access
memory, photodetection, sensors and solar cells [235, 236].
The presence of intrinsic and extrinsic defects can markedly alter the structural
and electrical properties of strontium titanate [242–249], for example, an in-
crease in both the phase transition temperature and electrical conductivity has
been observed with increasing doping concentration [245, 226, 285]. Strontium
titanate can donor doped by substitution either at the A-site, La3+ for Sr2+, or
at the B-site, Nb5+ for Ti4+, and can result in efficient electron doping [224].
There is evidence that a minority compensation mechanism involving vacancy
defect formation can also occur [225–228]. In contrast, acceptor doping at the
B-site, Fe3+ for Ti4+, does not result in electronic carriers, compensation oc-
curs by the formation of oxygen vacancies and acceptor ion-oxygen vacancy
complexes [286].
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Processing in a reducing atmosphere normally results in the formation of oxygen
vacancies. They can act as donors, increasing the electron concentrations and
altering the dominant conduction mechanisms, and there is evidence that they
can also induce ferroelectricity [287, 288]. Undoped SrTiO3 emits a characteris-
tic green light for Photoluminescence spectra, while in contrast, Ar+-irradiated
samples exhibit a blue light. The shift in the wavelength was attributed to oxy-
gen vacancies, confirmed by similar results using using oxygen poor samples
grown under low oxygen pressure and samples doped with either La or Nb
[285].
5.1.5 Previously reported positron lifetimes
Several PALS studies have been performed on lead titanate and the positron
lifetimes of its associated defects. Early positron lifetime measurements were
performed on lanthanum doped PbTiO3 ceramics by He and co-workers [289],
where the La concentration was varied between (1–10) at.%. The intensity of
the second component term and the average lifetime value was found to vary
with dopant concentration. A linear increase was observed between La con-
centrations of 1 % to 4 %, from 215 ps and 40 % to approximately 287 ps
and 67 %, respectively. For higher La concentrations the average lifetime value
plateaued at 287 ps, and the intensity of the second lifetime marginally increased
to approximately 70 %. The authors concluded that the average lifetime value
observed for higher doping concentrations was close to the positron lifetime
for lead vacancies and that La doping of PbTiO3 results in the creation of lead
vacancies (VPb).
Studies on crystal PbTiO3 grown by a flux solution method have been reported
by Keeble et al. [290]. Two pairs of samples were studied and Electron Para-
magnetic Resonance (EPR) measurements showed trace concentrations of im-
purity Fe3+ ions at approximately 20 ppm and 300 ppm. PALS spectra were
decomposed into two components, with second lifetime values of 280(4) ps and
285(2) ps, and STM calculated bulk lifetimes of 165 ps and 170 ps reported for
the 20 ppm and 300 ppm samples, respectively. The obtained defect lifetime
values were in good agreement with the authors’ calculated positron lifetimes
for the lead monovacancy in PbTiO3.
Mackie et al. [291], performed a study on ceramic lead titanate doped with a
series of lanthanides (lanthanum, neodymium, samarium, europium, gadolin-
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ium, and dysprosium) at 2 at% and 8 at%. The Ln-doped PbTiO3 ceramics were
produced by solid states processes and had densities ≥ 88 % to that of pure
PbTiO3. The series of samples exhibited saturation trapping into two positron
states with lifetime values in the range 170 ps to 223 ps and 275 ps to 303
ps, for the first and second component terms, respectively. The authors gen-
erally observed significant trapping into A-site vacancy related defects, with
increased trapping with dopant concentrations for ions La to Gd. For dyspro-
sium a decrease was observed for trapping into A-site vacancy defect types with
increasing doping concentration, and trapping was dominated by B-site vacancy
related defects. The authors concluded that partial substitution into the B-site
for Dy-ions, while, A-site dominated for La to Gd ions.
Chen and Zhi performed a series of positron lifetime measurements for bis-
muth doped [247, 248] and lanthanum doped [248, 249] SrTiO3 ceramics. The
authors reported a defect lifetime between approximately 390 ps and 510 ps,
with an intensity between approximately 10 % and 22 %, and attributed them
to A-site divacancies and vacancy complexes. The high STM calculated bulk
lifetimes show that saturation trapping into defects had occurred.
Ceramic SrTiO3 with lanthanum doping concentrations between 0 at.% and 10
at.% were studied by Tang et al. [292] and two material components were ob-
served. For the undoped samples, the lifetime values were approximately 195
ps and 420 ps, with the second component intensity value of approximately 14
%. The second lifetime was attributed annihilations in grain boundaries and
open volume defects. The lifetime values decreased to a minimum at La = 1.0
at.%, to approximately 188 ps and 360 ps, with a second lifetime intensity of
approximately 19 %. Increasing the La concentration further resulted in a sys-
tematic increase in the lifetime values and a decrease in the second component
intensity, to approximately 210 ps, 460 ps, and 10 %, respectively at 10 at.%
doping concentration. The authors concluded that for La ≤ 0.5 at.% Sr vacan-
cies (VSr) are the main defect type, between (0.5–1.0) at.% a strontium vacancy
bound to a La-interstitial (LaSr) at the A-site, and for La ≥ 1.0 at.% divacancies
of LaSrVSr.
Uedono et al. [293, 294], reported a single lifetime value of 141(1) ps for 0.05
wt% niobium doped SrTiO3. Measurements on undoped SrTiO3 resulted in
two material component terms, with lifetime values of 78(9) ps and 191(2) ps,
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the longer lifetime being attributed to Ti-monovacancies, and a STM calculated
bulk lifetime of approximately 138 ps. Hamid et al. [295], studied Nb doped and
undoped SrTiO3, the latter annealed at 1600 ◦C in hydrogen, and reported single
lifetimes of 134(2) ps and 164(2) ps, respectively. The authors concluded that
the lifetimes resulted from free lattice annihilations in the Nb doped samples and
for atomic relaxation around vacancies for the undoped. Further, no significant
temperature dependence was observed for either sample.
Positron lifetime measurements on single crystal and ceramic strontium titanate
were performed by Keeble and co-workers [296]. The crystal samples had a
second lifetime value of approximately 200 ps, consistent with trapping into B-
site related vacancy defect types, and a plausible STM calculated bulk lifetime
of 156 ps. In contrast, the two ceramic samples exhibited saturation trapping
into a defect with a lifetime of approximately 175 ps, a second lifetime value
in the range of 280 ps and 320 ps was observed in the ceramic samples. The
longer positron lifetime value was concluded to arise from A-site or larger open
volume defects.
Variable energy PALS measurements were performed on SrTiO3 thin films,
grown by laser ablation, by Keeble et al. [297], and resolved three compo-
nent terms for the series of depth dependant spectra. In the near surface region,
a lifetime value between approximately 320 ps and 400 ps was observed, indi-
cating the presence of large vacancy cluster defects. In the bulk of the films,
a dominant positron lifetime component with a value of approximately 260 ps
and an intensity ≥ 80 %, and a weaker component with an approximate value
of 400 ps (≈ 15 %). The shorter lifetime component was explained in terms of
a weighted average due to contributions from isolated monovacancies of both
cations, where the concentration of strontium vacancies, [VSr], was four times
greater than the concentration of titanium vacancies,[VTi].
Keeble, Wicklein and co-workers [298], performed depth resolved PALS mea-
surements on Pulsed Laser deposited homoepitaxial SrTiO3, with the laser flu-
ence varied from 1.00 J·cm−2 and 2.50 J·cm−2. Measurements performed using
Energy-dispersive X-ray spectroscopy (EDS) confirmed a transition from Sr-
rich at low fluence to Ti rich at high. Results were reported providing evidence
of two dominant component terms in the bulk of the films, energy range be-
tween (3–5) keV, with lifetime mean values of approximately 181 ps and 281
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ps, consistent with DFT calculated lifetime values for VTi and VSr, respectively.
The intensity values the lifetime component terms were found to vary with in-
creasing fluence, with increased trapping into VSr with increasing fluence. The
results consistent with EDS measurements.
Mackie et al. performed a systematic study on a series of undoped and niobium
doped single crystal SrTiO3 [299], and a standard trapping model calculated
bulk lifetime in the range of 149 ps to 159 ps was reported. Results from a
two component decomposition showed a first lifetime value that was consis-
tent with a true reduced bulk lifetime, and a second lifetime value that varied
with samples, between approximately 195 ps and 206 ps for the series of un-
doped samples, and approximately 272 ps for the niobium doped. The authors
proposed that the defect lifetime exhibited by the undoped samples was due to
an unresolved weighted average of A- and B-site vacancies. A complementary
study using simulated spectra and the two defect simple trapping model was
performed, the concentration of VTi was fixed to 0.9 ppm and the concentra-
tion of VSr systematically varied. The results showed that the two components
were unable to be resolved and that a two term fit yielded the better variances.
Temperature dependant measurements for the undoped MaTecK samples were
also reported, the second lifetime value was observed to increase with increas-
ing temperature, while its intensity value decreased. The results showed a single
component term with a lifetime value of 181(3) ps for temperatures below 40 K.
Measurements were also performed on undoped SrTiO3 ceramics, two compo-
nents were resolved with lifetime values of 176(2) ps and 276(6) ps. The various
experimental results were compared to theoretical calculations using MIKA and
LMTO, and the authors concluded that lifetime values of approximately 181 ps
and 275 ps were due to VTi and VSr, respectively.
Gentils et al. [300], performed PALS measurements on crystal SrTiO3 obtained
from Crystec GmbH. The authors reported a STM calculated bulk lifetime of
approximately 152.5 ps and a defect lifetime of approximately 196(3) ps, at-
tributed to Ti vacancies. Tarun and co-workers [301], performed a study on
Verneuil-grown SrTiO3 from MTI Corporation. PALS spectra were recorded
for the as-received material and following annealing at 1200 ◦C for 1 h in an
evacuated silica ampoule containing strontium oxide. Two positron component
terms were extracted following deconvolution in PATFIT, with defect lifetimes
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of approximately 185(3) ps and 210(6) ps, with STM calculated bulk lifetimes of
152(9) ps and 160(12) ps, for the as-received and annealed samples respectively.
The increase in the defect lifetime was considered to result from the formation
of Ti-O vacancy complexes (VTi−O) during the annealing process.
Theoretically calculated positron lifetimes for different vacancies in PbTiO3 and
SrTiO3 are shown in Tables 5.1 and 5.2, respectively.
Table 5.1: Summary of theoretically calculated lifetimes for PbTiO3 using
atomic superposition. Relaxed structure calculations in parenthesis.
τB VPb VPb−O VTi VTi−O VO Ref
(ps) (ps) (ps) (ps) (ps) (ps)
147 280 284 175 152 [302]
150 278 282 191 211 160 [290]
161 292(290) 296 203(185) [291]
Table 5.2: Summary of theoretically calculated lifetimes for SrTiO3. Abbre-
viations: AT-SUP (atomic superposition), GGA (generalised gradient approx-
imations), LMTO (linear muffin tin orbitals); with enhancement factors BN
(Boronski and Nieminen) and AP (Arponen and Pajanne). Relaxed structure
calculations in parenthesis.
Method τB VSr VSr−O VTi VTi−O VO Ref
(ps) (ps) (ps) (ps) (ps) (ps)
AT-SUP 152 280(281) 195(189) 161 [298]
AT-SUP 164 [302]
AT-SUP GGA 138 240 246 170 199 [295]
AT-SUP (BN) 131 238(238) 244 160(157) 188 155 [299]
AT-SUP (AP) 151 279(279) 283 195(184) 225 178 [299]
LMTO (BN) 119 227 174 [299]
LMTO (AP) 146 252 194 [299]
5.2 Positron lifetime studies of Lead Titanate
This work is an extension of a previous study of lanthanide (Ln) ion doped
PbTiO3 ceramic samples [291]. The effect of Ln-ions varying in size from
lanthanum (La) to dysprosium (Dy) was studied using two doping concentra-
tions, 2 at.% and 8 at.%, and evidence for a change in positron trapping for
the smaller ions, Gd and Dy, presented. Here the measurements were extended
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down to holmium (Ho) and erbium (Er), and experiments on the previously
studied compositions repeated. The aim of this work was to provide further evi-
dence for a change in behaviour between the larger and smaller Ln-ion dopants.
It has been previously reported that the smaller Ln-ions may act as amphoteric
dopants, substituting as either donors on the A-site or as acceptors in the B-site
[221–223].
As discussed previously, PbTiO3 ceramics are difficult to fabricate due to the
large intrinsic strain. This restricted the range of samples and dopant concentra-
tions made available for this study.
5.2.1 Experiment
A series of lead titanate samples doped with rare earth lanthanides were pre-
pared by the standard solid state method at the University of Havana, Cuba, and
the sample densities were typically greater than 87 % of the theoretical density
[291, 303]. The lanthanides used, and their respective concentrations in atomic
percentage, were lanthanum (2 % and 8 %), neodymium (2 % and 8 %), samar-
ium (2 % and 8 %), europium (8 %), gadolinium (2 % and 8 %), dysprosium (8
%), holmium, (2 % and 8 %) and erbium (2 % and 8 %).
Positron lifetime measurements were performed using the previously described
room temperature PALS spectrometer (Section 2.2.1), with an IRF of approxi-
mately 210 ps. Two 8 µm Kapton foil supported sources were used, KA-08-12
and KA-08-17, with approximate activities of 608 kBq and 770 kBq, respec-
tively. Spectra were recorded from each member in the series, containing at
least five million counts per spectrum, and reference measurements performed
prior to, and following the set. The fraction of positrons annihilating within the
Kapton foil was determined using the reduced backscatter equation, see Equa-
tion 4.9 Section 4.2, with an absorption coefficient value of 69 cm−1, and the
mean atomic number of 25.6 for lead titanate, the resultant fraction was approx-
imately 10.12 %. The intensity of the salt component term was determined from
repeated measurements on a single sample pair, where the intensity was free fit-
ted, and the average intensity value then used for subsequent analysis. Again,
the source component lifetimes for the salt and the Kapton foil were fixed to
430 ps and 381 ps, respectively.
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5.2.2 Results and Discussion
The results from a two component decomposition using PositronFit are pre-
sented in Table 5.3 and Figures 5.2–5.4, along with the resulting average life-
time and the standard trapping model (STM) calculated bulk material lifetime
values, Equation 1.18.
Table 5.3: Obtained positron lifetimes and intensities for lead titanate doped
with various rare earth ions. Also detailed is the doping concentration in atomic
percentage (at. %), the standard trapping model calculated bulk lifetime, τB and
the average lifetime, τ .
Dopant Conc. τ1 τ2 I1 τB τ
(at. %) (ps) (ps) (%) (ps) (ps)
La 2 158(3) 274(2) 43(2) 209(3) 225(2)
La 8 212(6) 308(4) 40(5) 261(5) 270(4)
Nd 2 170(4) 292(2) 28(2) 243(3) 258(2)
Nd 8 198(5) 294(3) 35(4) 251(4) 260(3)
Sm 2 204(4) 311(4) 50(3) 247(4) 258(2)
Sm 8 227(6) 307(6) 45(8) 265(5) 271(4)
Eu 8 225(7) 309(6) 42(8) 267(5) 273(3)
Gd 2 132(7) 281(3) 14(2) 245(5) 257(4)
Gd 8 200(3) 294(3) 30(8) 258(4) 265(3)
Dy 8 176(3) 290(3) 44(2) 226(4) 240(3)
Ho 2 137(3) 284(2) 29(1) 219(3) 242(2)
Ho 8 148(3) 291(2) 29(1) 228(2) 249(2)
Er 2 176(4) 279(4) 50(4) 216(5) 228(3)
Er 8 159(3) 278(3) 45(4) 209(3) 224(2)
Table 5.3 and Figure 5.2 shows that the average lifetime values ranged from 224
ps to 273 ps, and the standard trapping model calculated material bulk lifetime
between 209 ps and 267 ps, significantly longer than the PbTiO3 bulk lifetime
of approximately 160 ps and clearly demonstrating that saturation positron trap-
ping to defects is occurring in all the samples studied. With the exception of the
2 at.% La-doped sample, the average lifetime values exhibit a similar trend with
Ln-ion size for the two concentrations studied. Between La and Gd, the average
lifetime values are in the approximate range of 260 ps to 270 ps, slightly less
than the DFT calculated A-site vacancy lifetime of 290 ps [291]. The average
lifetime values show a significant decrease for the smaller ions Dy, Ho and Er;
for the Er-doped samples the value has reduced to approximately 226 ps. This
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observation of a further reduction in the average lifetime for the smaller Ln-ions
Ho and Er is consistent with a change in the doping behaviour for ions smaller
than Gd.
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Figure 5.2: Average positron lifetime and STM calculated bulk lifetime for the
series of rare earth doped PbTiO3 ceramics, 2 at. % (circle) and 8 at. % (trian-
gle). Spectra were best described using a two material component decomposi-
tion performed with PALSfit.
The change in the average lifetime value with dopant concentration was more
variable, in general there was an increase in the average value between the 2
at.% and 8 at.% doped samples. However, the change was negligible for Nd and
Er, and for the latter the average value reduced slightly. It should be noted that
the values shown here are, in general, in good agreement with those reported by
Mackie et at. [291]. The 2 at.% Eu and Dy samples were not available for this
study.
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Figure 5.3: Positron lifetime measurements for the series of rare earth doped
PbTiO3 ceramics, 2 at. % (circle) and 8 at. % (triangle). Spectra were best de-
scribed using a two material component decomposition performed with PALSfit.
The two lifetime component fits are shown in Table 5.3 and Figure 5.3, and
present a less clear picture. The second lifetime value was in the approximate
range of 275 ps to 310 ps and is consistent with dominant trapping into A-site
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vacancy related defects. The previously reported DFT calculated lifetimes var-
ied from 296 ps for VPbVO to 306 ps for the VPb4VO vacancy complexes [291].
The intensity of this component was in the range 50 % to 90 % for all sam-
ples. The lifetime value tended to increase with increasing dopant concentration
from 2 at.% to 8 at.%, or, as for Nd, Sm, and Er, no significant change was
observed.
The two-component first lifetime values shown in Table 5.3 and Figure 5.3 in-
dicate the difficulties with the deconvolved fits. Despite the clear observation
of saturation trapping to defects, the first lifetime values for lanthanum (2 %),
gadolinium (2 %), holmium (2 % and 8 %), and erbium (8 %) were 158(3) ps
(I1 = 43 %), 132(7) ps (I1 = 14 %), 137(3) ps (I1 = 29 %), 148(3) ps (I1 = 29
%), and 159(3) ps (I1 = 45 %), respectively; values similar to or less than the
accepted perfect lattice, bulk, positron lifetime. These high first lifetime values
are inconsistent with the one defect trapping model and suggest that these may
result from difficulties with the deconvolution to a fixed number of components.
The larger values obtained for Sm (8 %) and Eu (8 %) of 227 ps and 225 ps,
compared to the second lifetime value of approximately 308 ps are inconsistent
with the typically observed behaviour that τn ≥ 1.4τn−1 to be resolved in the
deconvolution [304]. Comparison of Figure 5.4 with a similar figure in Mackie
et al. [291], shows inconsistencies between the two, despite good agreement for
the average lifetime values.
From the results shown in Table 5.3 and Figure 5.3 there is evidence of positron
trapping to a defect state with a lifetime between the bulk and the Ti-vacancy
value 185 ps (relaxed structure [291]), for example the 2 at.% La, 2 at.% Nd,
and the Ho and Er doped samples. Mackie et al. [291] report a similar com-
ponent for the 2 at.% La, 2 at.% Gd and 2 at.% Dy samples. The origin of this
component is currently not understood, the only vacancy defect with a lifetime
less than the B-site value is the anion, oxygen, vacancy which is normally dou-
bly ionised so in the 2+ charged state. Possible alternatives include an impurity
ion vacancy complex or an oxygen divacancy.
Inspecting the deconvolved fit results shown in Table 5.3 and Figures 5.3 and
5.4 it is difficult to identify the underlying cause for the significant decrease in
the average lifetime observed for the smaller ions (Figure 5.2). One contributing
factor is a decrease in the second lifetime value from an average value of 299 ps
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between La to Eu, to 285 ps for Gd to Er. There is a similar reduction in the first
lifetime values, for the same set of ions, from 199 ps to 161 ps.
20
40
60
80
In
te
ns
ity
(%
)
La 2%
La 8%
Nd 2%
Nd 8%
20
40
60
80
In
te
ns
ity
(%
)
Sm 2%
Sm 8%
Eu 2%
20
40
60
80
In
te
ns
ity
(%
)
Gd 2%
Gd 8%
Dy 2%
150 200 250 300
20
40
60
80
Lifetime (ps)
In
te
ns
ity
(%
)
Ho 2%
Ho 8%
150 200 250 300
Lifetime (ps)
Er 2%
Er 8%
Figure 5.4: Positron lifetime measurements for ceramic PbTiO3 doped with a
series of rare earth ions, at 2 at. % (circle) and 8 % (triangle).
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5.2.3 Conclusions
The dominant stable valence for the Ln-ions is the 3+ state and their large size
means that they are normally expected to substitute at the A-site and act as
donor defects. In contrast to SrTiO3 there are no reports of electronic conduc-
tion in donor-doped PbTiO3 so it is assumed that the dominant charge compen-
sation method is through the formation of negatively charged native point de-
fects [305]. In the close-packed perovskite lattice, interstitials are assumed to be
unfavourable so vacancy-related defects are thought to be dominant. The two
component deconvolved lifetime results presented here, and in Mackie [291],
exhibit a second lifetime value consistent with the presence of A-site related
vacancy defects in all of the samples studied. However, the lifetime value for
this component varied from approximately 275 ps to 310 ps. The value for the
Pb-monovacancy lifetime in PbTiO3 has yet to be established. Experimental
lifetimes measured in crystal samples was reported to be in the approximate
range 280 ps to 285 ps [290], while the DFT calculated lifetime is reported to be
290 ps [291]. The variation in the lifetime value, specifically the longer lifetime
values, provides evidence for the presence of VPb-nVO vacancy cluster defects
in some samples and to, in practice, a more complex defect chemistry in the
ceramic samples studied here. There is some evidence from the results here,
and in Mackie et al. [291], for an increase in the lifetime and intensity of these
components with increasing the dopant concentration from 2 at.% to 8 at.% for
the Ln-ions from La to Gd. It is difficult to identify any trend in the intensity
of this component across the sequence of Ln-ions studied. Finally, a trend in
the value of this second lifetime value can, however, be discerned, the average
lifetime for this A-site vacancy related component reduced from 299 ps for La
to Eu, to 285 ps for Gd to Er.
The clearest trend observed in this study was in the average positron lifetime.
This value was approximately constant for the larger Ln-ions from La to Gd of
264(6) ps, explicitly excluding the value from the 2 at.% La sample. It then
decreased for the smaller Ln-ions to a value of approximately 226 ps for the Er-
doped samples. This result in consistent with the expected onset of amphoteric
doping for the smaller Ln-ions Dy to Er and provides evidence for the change
in the doping mechanism.
The difficulties experienced with the two lifetime component deconvolved fits
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preclude a detailed explanation of the above trend. It is highly probable that
a distribution of different vacancy defect complexes are present in the samples
in addition to the monovacancy defects. The presence of grain boundaries and
extended defects give further complexity. However, both from the results pre-
sented here and in Mackie et al. [291], there is evidence of a positron trap with a
lifetime less than the B-site vacancy lifetime value in some of the Ln-ion doped
samples studied.
5.3 Positron Lifetime studies of Strontium Titanate
A comparatively clear understanding of positron trapping in SrTiO3 has started
to emerge in recent years, with good agreement between the DFT calculated
positron lifetimes and those obtained from experiment, and in particular for the
characteristic lifetimes of the two cation monovacancies, the Sr-vacancy and the
Ti-vacancy. An extensive conventional PALS study of available single crystal
samples, combined with DFT calculations performed using both atomic super-
position and LMTO, could obtain a consistent explanation of the observed life-
time values assuming the lifetime of the B-site vacancy was approximately 180
ps and that of the Sr-vacancy was 280 ps [299]. These measurements showed
that typically only two positron lifetime components could be fitted reliably, and
that for undoped crystals one was clearly a reduced bulk component, while the
second could be interpreted as the weighted average of two unresolved com-
ponents. A variable energy PALS study on a series of pulsed laser deposited
(PLD) homoepitaxial SrTiO3 on SrTiO3 thin films grown with varying laser flu-
ence followed and it was observed that saturation trapping occurred in all the
films studied [298]. Two lifetimes components at approximately 180 ps and
280 ps were obtained from free fits for all films. Varying laser fluence has been
shown to vary the stoichiometry of the films. The sequence of films studied
were expected to range from nominally stoichiometric to Sr-poor, the variation
in the intensity of trapping intro Sr-vacancies was consistent with this.
The observation of exceptional electron mobilities in donor-doped SrTiO3 ho-
moepitaxial films grown by molecular beam epitaxy provided good evidence for
low point defect densities [224]. It was speculated that the MBE grown films
may be of higher quality than the Vernueil method grown bulk SrTiO3 single
crystals. It was anticipated that VE-PALS measurements on such samples would
confirm the value for the bulk, perfect lattice, lifetime inferred from the conven-
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tional PALS studies of crystal SrTiO3. A series of MBE grown thin films were
supplied by Professor Susanne Stemmer, Materials Department, University of
California, Santa Barbara. VE-PALS measurements were performed using the
PLEPS instrument on the NEPOMUC high intensity positron beam line at the
Munich Research reactor FRMII, and were analysed as part of this work.
Previously it had been reported that for 0.05 wt.% Nb-doped SrTiO3 supplied
from Shinkosha Co., Ltd., exhibit a single bulk lifetime of approximately 140 ps
[293]. Earlier measurements on 0.7 wt.% Nb-doped SrTiO3 supplied by Toplent
Photonics PTY Ltd, observed an intense reduced bulk lifetime component, and
a well resolved Sr-vacancy component from which a bulk lifetime of 149(9) ps
was calculated [299]. Motivated by the need to determine an acceptable value
for the bulk lifetime of SrTiO3, and by the evidence for a high fraction of bulk
annihilations in Nb-doped SrTiO3, a detailed study of Nb-doped SrTiO3 sup-
plied by Shinkosha Co., Ltd., was performed. Three different concentrations,
and undoped, crystals were studied.
The previous results on Nb-doped SrTiO3 provide evidence that while the dom-
inant charge compensation mechanism for this donor doping, Nb5+ substituting
for Ti4+, is electronic, cation vacancy formation can also occur. It is of interest
to observe that doping on the B-site resulted in cation vacancy formation on the
A-site, while this is reasonable there is relatively little atomic scale information
on the site of charge compensating defects.
A further aim of these measurements was to investigate the temperature depen-
dence of PALS spectra from samples exhibiting trapping into Sr-vacancies and
negligible trapping into Ti-vacancies at room temperature. Previous temperature
dependent studies on an undoped SrTiO3 observed a systematic increase in trap-
ping to Ti-vacancies, which resulted in saturation trapping at approximately 20
K [299]. These results were consistent with a more rapid increase in the defect
specific trapping coefficient with temperature for the Ti-vacancy compared to
the Sr-vacancy. It is of interest to study the temperature dependence of trapping
into Sr-vacancies.
This section also reports the results of measurements on Fe-doped SrTiO3 ce-
ramic samples. This work forms a part of a study of Fe-doped PLD grown
thin films in collaboration with Professor Regina Dittmann, Peter Grüberg In-
stitute, Forschungszentrum Jülich. The aim of this study is to identify the role
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of point defects in the resistive switching mechanism observed in these films
[306, 307].
The ceramic samples used here were supplied by FZ Jülich and prepared in
a similar way to the targets used for the PLD growth. Acceptor ion doping,
Fe3+ substituting for Ti4+ (Fe3+Ti ), of SrTiO3 is charge compensated by defect
formation rather than the generation of hole carriers. The dominant defect is
expected to by the (Fe3+Ti –V
2+
O )
+ defect dipole involving a nearest neighbour
oxygen vacancy. An earlier PALS study of Fe-doped Pb(Zr0.42Ti0.58)O3 ce-
ramics observed saturation trapping into cation vacancy defects but provided
evidence for an increase in B-site vacancies, compared to A-site vacancies, with
increasing Fe concentration [290]. This study suggests an alternative, possibly
minor, mechanism involving B-site vacancy formation.
5.3.1 VE-PALS of MBE grown SrTiO3 thin films
The sequence of MBE grown homoepitaxial SrTiO3 thin films supplied by the
University of California, Santa Barbara included undoped and La-doped sam-
ples. Further details on the samples are given in Table 5.4.
Table 5.4: Sample details for thin film MBE grown SrTiO3 on SrTiO3 substrates.
Shown are, growth temperature (Tgrowth), doping concentration, film thickness
(d), and sample description.
Sample Tgrowth Conc. d (nm) Note
(◦C) (at. % [ppm]) (nm)
STO63 800 0 150-170 Sr-rich
STO160 870 0 150-170 Sr-rich
STO70 800 0 120-130 Ti-rich
STO117 800 0 150-170 Ti-rich
STO154La 870 0.005 [50] 400 La-doped
STO207La 800 0.190 [190] 300 La-doped
STO120 800 0 150-170 Stoichiometric
The films were grown by a hybrid MBE process that uses a combination of solid
and metalorganic sources to supply the metals. It has been proposed that the
technique can achieve high structural quality by growing films within an ‘MBE
growth window’, in which the stoichiometry is self-regulating, independent of
the precise metal flux ratios [224]. The La-doped samples were similar to those
that exhibited exception electron mobilities. The undoped samples are labelled
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‘stoichiometric’, ‘Sr-rich’ and ‘Ti-rich’, this refers to an estimate of element
fluxes used during the MBE growth.
Measurements were performed using the PLEPS instrument on the NEPOMUC
beam line at FRMII [11, 76, 80–82]. The instrument resolution function was
determined from measurements on a homoepitaxial p-type SiC layer, which ex-
hibits a dominant lifetime component of 155 ps with an intensity of 95 %, and
had a mean full-width half maximum value, averaged over the range of ener-
gies, of approximately 270 ps. The spectra contained ≥ 4.9× 106 counts, and
for all films the implantation energy ranged between 2 keV to 5.5 keV. Addi-
tional spectra were taken for the La-doped and stoichiometric films out to 14
keV or greater.
The density of strontium titanate is 5.13 g·cm−3, using Equations 1.4 and 1.5
with parameter values n = 1.6 and A = 4, the resulting implantation profiles
are shown in Figure 5.5. It can be seen, for example, that for an implantation
energy of 4 keV almost all the positrons will implant within a depth of 200 nm,
and within 400 nm at 6 keV.
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Figure 5.5: Makhovian positron implantation profile in SrTiO3 for sev-
eral positron energies using Equation 1.4, with the parameters A = 4
µg·cm−2·keV−n, m = 2, n = 1.6, and the density of SrTiO3 ρ = 5.13 g·cm−3.
The vertical gray lines illustrate the approximate thicknesses for the two La-
doped thin films, 300 nm and 400 nm.
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The resulting spectra were analysed using a three component unconstrained fit
and the average positron lifetimes are shown in Figure 5.6
160
180
200
220
240
260
280
300
320
340
(a)
τ
(p
s)
STO120
STO154La
STO207La
0 2 4 6 8 10 12 14 16 18
160
180
200
220
240
260
280
(b)
Positron energy (keV)
τ
(p
s)
STO63
STO160
STO70
STO117
Figure 5.6: Average positron lifetimes for SrTiO3 on SrTiO3 substrates. Spectra
were decomposed into three unconstrained component terms. Shown are (a)
La-doped (STO154La and STO207La) and Stoichiometric (STO120), and (b)
Sr-rich (STO63 and STO160) and Ti-rich (STO70 and STO117).
From Figure 5.6 it can be seen that the average lifetime, across the range of
positron implantation energies, for all films under study is longer than the re-
ported bulk lifetime in SrTiO3, and provides evidence of positron trapping into
vacancy defects. The obtained values for the average lifetime in the near sur-
face region (≤ 2 keV) exhibit two broad trends, for the Sr-rich (STO63 and
STO160) and Ti-rich (STO70 and STO117) films the average lifetime values
ranged from 220 ps to 276 ps, intermediate between the Ti-vacancy lifetime
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and the Sr-vacancy lifetime [297, 299], and indicate contributions from a de-
fect component with a lifetime longer than VTi. In contrast, the stoichiomet-
ric (STO120) and La-doped (STO154La and STO207La) films gave an aver-
age lifetime value of ≥ 312 ps, longer than the reported Sr-vacancy lifetime
of approximately 280 ps, and provides evidence of vacancies larger than cation
monovacancies. With the exception of STO63, all the films under study exhib-
ited decreasing average lifetime with increasing positron implantation energy.
As mentioned previously, for an implantation energy of 4 keV almost all the
monoenergetic positrons will implant upto a depth of approximately 200 nm,
and with increasing energy an increasing fractions of positron will implant into
the substrate. The mean positron average lifetime between 2 keV and 6 keV was
shortest for the Sr-rich films at approximately 207 ps, for the Ti-rich films the
value increased to approximately 257 ps, and were 310 ps and 286 ps for the
stoichiometric and La-doped samples, respectively.
The deconvolved positron lifetimes for the series of MBE SrTiO3 films are
shown in Figures 5.7–5.10. In the bulk of the films, three lifetime component
terms were resolved: a short, sub-bulk, lifetime component term with intensity
of approximately 10 % to 40 %, an intermediate lifetime component whose life-
time value varied with implantation energy and sample, and a third component
that typically had a maximum lifetime value near the surface. The mean STM
calculated bulk lifetime value between 2 keV and 4 keV was approximately 219
ps and in poor agreement with the reported values for all samples with the ex-
ception of STO160 (Sr-rich), which gave a mean STM calculated bulk lifetime
of 146(5) ps.
For the Sr-rich films (STO63 and STO160), Figure 5.7, a marked difference in
the positron lifetime values was observed. For STO63 positron trapping was
dominated by a component term whose lifetime value was uniform at approx-
imately 220 ps, with an intensity value between 70 % and 85 %. In contrast,
STO160 gave a lifetime whose value deceased with increasing implantation en-
ergy, from approximately 289 ps at 2 keV to approximately 240 ps at 5 keV, the
intensity was uniform at approximately 60 %. Evidence of a large open volume
defect was observed in the former, a third longer component term with a lifetime
value between 466 ps and 571 ps and an intensity that increased from 3.5(4) %
at 2 keV to 15.3(5) % at 5 keV.
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Figure 5.7: Positron lifetimes for Sr-rich SrTiO3 films against positron implan-
tation energy. Parameters shown: (a) τ3, (b) τ2, (c) τ1, and (d) associated inten-
sities.
156
500
1000
1500
2000
2500
(a)
τ 3
(p
s)
STO70 STO117
250
270
290
(b)
τ 2
(p
s)
40
80
120
160
(c)
τ 1
(p
s)
1 2 3 4 5
0
20
40
60
80
100 (d)
Positron energy (keV)
In
te
ns
ity
(%
)
1 2 3 4 5
Positron energy (keV)
Figure 5.8: Positron lifetimes for Ti-rich SrTiO3 films against positron implan-
tation energy. Parameters shown: (a) τ3, (b) τ2, (c) τ1, and (d) associated inten-
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In contrast to the Sr-rich films, the Ti-rich films, STO70 and STO117, are in
good agreement, Figure 5.8. A dominant (≥ 75 %) component term was ob-
served with a lifetime in the range of approximately 270 ps to 290 ps in the
bulk of the film, consistent with trapping in A-site vacancy defects. The results
from these films are supported by similar results reported for Ti-rich undoped
ceramic SrTiO3 grown by PLD methods, where a dominant approximately 70
% positron component term was observed with a lifetime at approximately 270
ps [298]. For both of the MBE Ti-rich films there is some evidence of a minor-
ity component term with a lifetime in the range 500 ps to 1 ns, whose intensity
increases with increasing positron implantation depth.
The La-doped and stoichiometric films exhibited the longest average positron
lifetimes in the near surface (2 keV to 6 keV) region. The deconvolved positron
lifetimes (Figure 5.9 and 5.10) show a dominant, approximately 80 %, com-
ponent term with a lifetime value ≥ 280 ps. The lifetime value is longer than
the accepted value for the Sr-vacancy, and provides evidence to support con-
tributions from larger open volume defects with a lifetime longer than cation
monovacancies in SrTiO3. For the La-doped films the intensity of the dominant
component term was observed to vary with implantation energy, for STO154La
the intensity value was consistent at approximately 80 % until 12 keV after
which it decreased to approximately 60 %, whereas for STO207La the value
systematically decreased with implantation energy up to 8 keV. Beyond this the
value plateaued at approximately 60 %. The La-doping concentration is larger
in STO207La (3× 1019 cm−3) compared to the STO154La (8× 1017 cm−3),
and suggests suppression of A-site vacancy related defects with increased La-
content. All three of these samples exhibited a long lifetime component with a
value of ≥ 1 ns in the near surface region, which reduced to approximately 500
ps at 5 keV, with an increase in the intensity value. The concomitant increase
in the intensity of this term, with the decrease in lifetime value and the decrease
in the lifetime of the dominant component terms suggests that the deconvolved
lifetimes may be result from two or more positron lifetime states. The results
from the analysis performed with an additional lifetime component term are
shown in Figures 5.13 and 5.14.
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Figure 5.9: Positron lifetimes for La-doped SrTiO3 films against positron im-
plantation energy. Parameters shown: (a) τ3, (b) τ2, (c) τ1, and (d) associated
intensities. The La-doping concentrations were approximately 50 ppm and 190
ppm, for STO154La and STO207La, respectively.
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Figure 5.10: Positron lifetimes for stoichiometric SrTiO3 films against positron
implantation energy. Parameters shown: (a) τ3, (b) τ2, (c) τ1, and (d) associated
intensities.
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The results from the three term unconstrained analysis detailed above, although
giving satisfactory fits, provided some evidence that an accurate deconvolution
of the VE-PALS spectra on the series of MBE grown films requires additional
component terms. This is also supported by the significantly long STM calcu-
lated bulk material lifetime. An initial four term fit resulted in improved fit qual-
ity but with increased standard deviation. In consequence, up to two positron
lifetime values were constrained at the lifetime values for the Ti-vacancy and
Sr-vacancy, 181 ps and 281 ps, respectively. Again the quality of the fits was
markedly improved compared to the three term fit, however, a decrease in the
uncertainties was observed with respect to the four term unconstrained analysis.
Further, a lifetime of ≤ 100 ps was observed for all samples across the range
of implantation energies. The results from the analyses is presented in Figures
5.11–5.14.
The deconvolved positron lifetimes for the Sr-rich SrTiO3 films are shown in
Figure 5.11. Positron trapping in the bulk of the film is dominated by Ti-
vacancies, approximately 56 % and 47 % for STO63 and STO160, respectively.
The STO63 film was well described by constraining two material lifetimes to
Sr-vacancy and Ti-vacancy lifetime values. However, for STO160 only the Ti-
vacancy lifetime was constrained. In consequence, the unconstrained compo-
nent gave a lifetime value of approximately 318 ps in the bulk of the film. For
STO63, a component term with a lifetime value markedly longer than the Sr-
vacancy was observed for positron implantation energies≥ 3.5 keV, the lifetime
varied from 755(33) ps at 1.0(1) % for 3.5 keV to 514(30) ps at 10.4(4) % at 5
keV. The large lifetime value of the component term and the marked increase
in its intensity value explains the increase in the average positron lifetime ob-
served for the three term fits. The STM calculated bulk lifetimes values varied
between the two samples, for STO60 the mean value was 142(9) ps between 3.5
keV and 5 keV. In contrast, STO160 gave a plausible mean value of 145(4) ps
for energies ≥ 2 keV.
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Figure 5.11: Positron lifetimes for Sr-rich SrTiO3 films against positron implan-
tation energy: (a) deconvolved positron lifetimes (dashed lines denote 181 ps
and 281 ps), (b) associated intensities, and (c) mean lifetime. Spectra analysed
using a four component decomposition. A faint, sub one percent ns component
term was observed at all energies in STO160 films and for≤ 3.5 keV in STO63.
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Figure 5.12: Positron lifetimes for Ti-rich SrTiO3 films against positron implan-
tation energy: (a) deconvolved positron lifetimes (dashed lines denote 181 ps
and 281 ps), (b) associated intensities, and (c) mean lifetime. Spectra analysed
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term was observed at all energies for both films.
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Figure 5.13: Positron lifetimes for La-doped SrTiO3 films against positron im-
plantation energy: (a) deconvolved positron lifetimes (dashed lines denote 181
ps and 281 ps), (b) associated intensities, and (c) mean lifetime. Spectra anal-
ysed using a four component decomposition. A weak, sub one percent ns, com-
ponent term was observed at for ≤ 4.5 keV in STO154La. The La-doping
concentrations were approximately 50 ppm and 190 ppm, for STO154La and
STO207La, respectively.
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Figure 5.14: Positron lifetimes for stoichiometric SrTiO3 films against positron
implantation energy: (a) deconvolved positron lifetimes (dashed lines denote
181 ps and 281 ps), (b) associated intensities, and (c) mean lifetime. Spectra
analysed using a four component decomposition. A weak, sub one percent ns,
component term was observed at for ≤ 4.5 keV.
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The Ti-rich film STO70 (Figure 5.12) gave unrealistic fits when two lifetimes
were constrained to the Sr-vacancy and Ti-vacancy lifetime values. For the
range of positron implantation energies ≥ 2 keV, one lifetime was constrained
to the Ti-vacancy lifetime value of 181 ps, resulting in a free fitted defect related
lifetime of approximately 296 ps, and a reduced bulk lifetime of approximately
29 ps. For energies lower than 2 keV, it was not possible to include a lifetime
due to B-site vacancies. For the Ti-rich films the dominant positron trap was
observed to be the Sr-vacancy related defect, with intensity values of approxi-
mately 86 % and 68 %, respectively. For both films, the intensity of the dom-
inant component term decreased for positron implantation energies ≥ 3 keV,
while the intensity of the Ti-vacancy related component term increased. The
longer average positron lifetimes exhibited by STO70 in top 50 nm to 200 nm is
clearly due to the increased trapping into VSr with respect to STO117. For the
near surface region, ≤ 2 keV, there was no evidence for a Ti-vacancy lifetime
component term in STO70, however, the a lifetime value of 435(14) ps was ob-
tained in the analysis. Neither film resulted in acceptable STM calculated bulk
lifetimes, the value was typically longer than approximately 175 ps.
The longest average positron lifetimes were exhibited by the La-doped films
and the stoichiometric film. For both of the La-doped films it was possible to
constrain one lifetime to the Sr-vacancy lifetime value over the entire range of
positron implantation energies, and for ≥ 5 keV it was possible to fix a lifetime
to the Ti-vacancy lifetime value. For STO207, the latter was also possible for
energies lower than 5 keV. The high average positron lifetime value observed
in the surface region of the films can be attributed to the dominant presence
of a open volume vacancy with a lifetime between approximately 350 ps and
400 ps, and an intensity value of approximately 77 % and 56 % for STO154La
and STO207La, respectively. A positron trapping defect with a similar lifetime
value has been observed in a previous study on PLD grown SrTiO3 thin films
[297, 298]. On the basis of DFT calculations this defect must involve at least
two cation vacancies and associated oxygen vacancies [297].
Both La-doped films also exhibited significant trapping into Sr-vacancies. The
intensities increased with increasing energy from the surface to a maximum
value in the bulk of the films at 5 keV. For the lower La-doped film (STO154La)
the intensity value was approximately 75 %, and 70 % for STO207La. Again,
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increasing the implantation energy further resulted in a observed decrease in
trapping to Sr-vacancies due to an increase in the fraction of positron implanted
into the substrate. Both films exhibited a first component term with a lifetime
value consistent with a true reduced bulk lifetime, and STM calculated bulk
lifetimes of 158(8) ps and 151(7) ps, averaged between 4.5 keV and 8 keV, for
STO154La and STO207La, respectively. The observation of a plausible reduced
bulk lifetime component allows for the trapping rate, Equation 1.23, for Sr-
vacancies (VSr) to obtained assuming a plausible value defect specific trapping
coefficient (µD) for VSr. Although there is no direct determination of µD in
SrTiO3 the value has been estimated in the range of 2×1015 s−1 and 29×1015
s−1 for negative vacancies in Si. Assuming a plausible value of 1× 1016 s−1
for the defect specific trapping coefficient for VSr, it is possible to determine
the vacancy concentration for Sr-vacancies, with values of 2.7(3)× 1016 cm−3
and 0.8(3)× 1016 cm−3, in STO154La and STO207La, respectively. The La-
doping concentration is larger in STO207La (3× 1019 cm−3) compared to the
STO154La (8×1017 cm−3). These results indicate the increased suppression of
vacancy defects with La-doping concentration.
The stoichiometric films STO120 exhibited average positron lifetime values in
the surface region that were comparable to the high values obtained from the La-
doped films. Again, a four term fit resulted in a lifetime value of approximately
370 ps and an intensity value of approximately 53 %. For positron implantation
energies greater than 3 keV, the lifetime value systematically increased to a max-
imum value of 523(32) ps for 10 keV, while the intensity value decreased to a
minimum value of 4.8(5) %. The Sr-vacancy lifetime was constrained through-
out the range of energies, and reached a maximum intensity value of 54.5(8) %
at 4.5 keV. For higher implantation energies the value was observed to decrease.
In contrast to the PLD grown stoichiometric SrTiO3 samples studied by Keeble
et al. [298], there was no evidence for the Ti-vacancy in the near surface re-
gion with the MBE stoichiometric samples. However, for energies greater than
5 keV, the intensity of the Ti-vacancy lifetime increased from 6.3(1.4) % to ap-
proximately 20 % at 7 keV, and to 54(3) % in the substrate. The STM calculated
bulk lifetime averaged over the 4 keV to 6 keV energy range was found to be
approximately 149(5) ps.
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5.3.2 Positron Lifetime studies of Nb-doped single crystal SrTiO3
A series of single crystal SrTiO3 obtained from Shinkosha Co., LTD., included
undoped and niobium doped samples with concentrations of 0.05 wt. % (1000
ppm), 0.10 wt. % (2000 ppm), and 0.50 wt. % (10000 ppm), where the unit
wt. % refers to the unitless dimension of weight percentage. The samples were
polished on one side, had a main orientation of (100), and were most likely
grown by the Vernueil method.
PALS measurements were performed using the two PALS spectrometers de-
tailed in Sections 2.2.1 and 2.2.2. As a result of the marked difference in count
rate, two 8 µm Kapton source with different activities were used, approximately
770 kBq and 2500 kBq, for the room temperature and variable temperature
PALS spectrometers, respectively. The source correction component terms were
determined in the same manner for both sources. For the foil component terms,
the lifetime was fixed to 381 ps, determined from previous VE-PALS measure-
ments (Section 4.6), and the intensity calculated using the reduced backscatter
equation, see Section 4.2 Equation 4.9, with αKapton = 69 cm−1, and 16.8 for
the mean atomic number of SrTiO3. The resultant intensity was 8.95 %. For the
salt component terms, the lifetime was determined from the average value ob-
tained from several analysis performed using the reference sample Al-DD-04,
and the corresponding intensity, again the average value, from several repeated
measurements using the undoped SrTiO3 samples. The third source component
term was always free fitted in the subsequent analysis, and exhibited a lifetime
between 1 ns and 2 ns with an intensity of ≤ 0.4 %. The recorded spectra con-
tained greater than 8×106 counts. Reference spectra were recorded before and
after each series of measurements, and in consequence up to four relevant IRFs
used in the analysis.
As described above, a set of spectra were recorded for each of the four SrTiO3
samples provided, and two reference measurements using polycrystalline alu-
minium with a directly deposited positron source (Al-DD-04) were recorded
before and after the set, allowing for a total of four usable relevant IRFs. Analy-
sis was performed using the software package PALSfit, where a two component
unconstrained decomposition was found to result in a satisfactory fit. In addi-
tion, each spectrum in the set was analysed with the four available IRFs. The
average positron values are detailed in Table 5.5. The standard trapping model
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(STM) calculated bulk lifetime value averaged over the four samples at 148(2)
ps was in good agreement with the range reported in literature.
Table 5.5: Obtained PositronFit results for single crystal SrTiO3 with varying
levels of niobium doping concentration. Also included are the average lifetime
(τ) and the standard trapping model calculated material bulk lifetime (τB).
Conc. τ1 τ2 I2 τB τ
(wt. %) (ps) (ps) (%) (ps) (ps)
Undoped 126(1) 215(2) 34(2) 147(3) 157(4)
0.05 91(1) 204(1) 71(1) 150(2) 171(2)
0.10 120(1) 216(3) 42(2) 148(4) 160(4)
0.50 135(1) 275(3) 16(1) 147(1) 157(2)
The single crystal SrTiO3 samples (Table 5.5) gave average lifetimes that var-
ied from 157(4) ps to 171(2) ps, longer than the reported perfect lattice, bulk,
lifetime in SrTiO3 [293, 298, 299]. The value for the 0.05 % Nb-doped samples
was longer at 171(2) ps than for the undoped at 157(4) ps, and systematically
decreased with increased doping concentration to 157(2) ps for the highest Nb-
doping concentration of 0.50 %. These results suggest the defect concentration
increases with the initial doping and subsequently recovers with higher niobium
content. The simple trapping model calculated values for the bulk lifetime var-
ied between approximately 147 ps and 150 ps for all the doping concentrations
and were in good agreement with both MIKA and LMTO methods with AP
enhancement factors [308].
The first lifetime value spanned the range of approximately 91(1) ps to 135(1)
ps. These short first lifetime values are consistent with a true reduced bulk
lifetime. The second lifetime had a value significantly longer than the expected
bulk lifetime and as such are assumed to be due to annihilations from trapping
at vacancies. The obtained second lifetime values, 204(1) ps to 275(3) ps, were
found to markedly vary with niobium concentration.
The undoped SrTiO3 samples gave a first lifetime value of 126(1) ps and a sec-
ond lifetime value of 215(2) ps at 34(2) %. The values are consistent with the
range of lifetime values for crystal SrTiO3 reported by Mackie et al. [299], how-
ever, the STM calculate bulk lifetime in this study is approximately 10 ps lower
at 147(3) ps. The deconvolved second component lifetime value was 215(2) ps
and is intermediate between the Ti-vacancy and Sr-vacancy lifetime values of
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approximately 180 ps and 280 ps, respectively. The value is in close agreement
with recent DFT calculations for the Ti-O divacancy complex [298, 299, 308],
however, could result from the weighted average of unresolved A-site and B-
site vacancy related defects; the limited spectrometer resolution and the low
intensity contributions of these components imposes difficulties on the decon-
volution [190]. The lifetimes and intensities reported here are consistent with
the observed range of values reported on a series of crystal SrTiO3 by Mackie
et al.,
The series of niobium doped samples exhibited a range of second component
values from 204(1) ps at 71(1) % to 275(3) ps at 16(1) %. The lifetime value
was observed to increase, while the intensity decreased, with increasing Nb-
dopant concentration. For the two lowest doping concentrations the second life-
time values of 204(1) ps and 216(3) ps were again intermediate between the
Ti-vacancy and Sr-vacancy lifetime values, and suggest the presence of defects
with a lifetime longer than the Ti-vacancy lifetime. The intensity value markedly
decreased with the increased doping concentration, from 71(1) % to 42(2) %.
At the highest Nb-doping concentration studied (0.50 %), the second lifetime
value markedly increases to 275(3) ps with a significant decrease in intensity
to 16(1) %. The lifetime value is marginally shorter than the approximately
280 ps lifetime reported for the Sr-vacancy [298]. The latter results are in good
agreement with the reported results on 0.7 % Nb-doped samples from Toplent
reported by Mackie et al. [299], where a second component term with a lifetime
of 272.4(4.0) ps at 23.4(1.0) % was reported.
An estimation of the defect concentration is possible using the one defect stan-
dard trapping model (Equation 1.23) for the 0.50 % doped SrTiO3 if it is as-
sumed that only A-site VSr vacancies were present. The defect specific trapping
coefficient (µD) can be taken between 0.5×1015 s−1at. and 6×1015 s−1at., cor-
responding to the neutral and double negatively charged monovacancies in a
semiconductor [7]. Using the experimentally obtained positron lifetime com-
ponent values in Table 5.5 the resultant range of the defect concentration was
calculated to be 1.17(5)×10−6 at.−1 to 9.7(4)×10−8 at.−1 (approximately 0.1
ppm to 1.2 ppm).
The positron trapping rate is known to be dependant on the local charge of the
vacancy and with temperature; for a negatively charged vacancy the trapping
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rate increases with decreasing temperature. Furthermore, it is predicted that a
stronger temperature dependence is exhibited with increasing negative charge
[39]. In consequence, it is expected that with decreasing temperature the unre-
solved lifetime value would deviate towards the value associated to the vacancy
with the highest negative charge. For strontium titanate the local charges are 2−
and 4−, for the A- and B-site vacancies, respectively. To this end, a temperature
dependant study was performed between 10 K and 300 K on the set of samples
described previously. The average lifetime, STM calculated bulk lifetime, and
the positron component term values are presented in Figure 5.15–5.16.
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Figure 5.15: Average (τ) and STM calculated material bulk (τB) lifetimes for
the series of Nb-doped (dopant concentration = 0.05 %, 0.10 %, and 0.50 %)
and undoped SrTiO3 single crystal samples against measurement temperature.
Reported values were calculated from a two component decomposition using
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Figure 5.16: Deconvolved positron lifetimes for the series of Nb-doped (con-
centrations 0.05 %, 0.10 % and 0.50 %) and undoped single crystal SrTiO3.
Values shown for a two component decomposition using PALSfit.
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Figure 5.15 shows that the average lifetime values, obtained from a two compo-
nent decomposition, exhibit a temperature dependence over the range of mea-
surement temperatures, and that the dependence varied with doping concentra-
tion. These results confirm the presence of negatively charged vacancy defects
and are consistent with the theoretical prediction that for negatively charged va-
cancies there is increase in the trapping rate with decreasing temperature [39].
With the exception of the highest doping concentration samples, a decrease in
the average lifetime was observed with increasing temperature. It must be noted
that the average lifetime was found to increase, for all samples, with an increase
in temperature from 10 K to 50 K. The temperature dependence was strongest
for the undoped samples where an approximate 14 ps difference was observed
between 50 K and 300 K, and weakest for the 0.05 % with an approximate 3
ps difference. The mean value for the STM calculated material bulk lifetime
over the measured range was 149(4) ps, in excellent agreement with the earlier
value reported for the room temperature measurements, and consistent with pre-
viously reported values [299]. However, the value exhibited some temperature
dependence, with the undoped samples showing a variation of approximately 14
ps and a maximum value at 150 K.
The deconvolved positron lifetimes (Figure 5.16) confirm the earlier proposal
that the second lifetime component term is composed of two or more positron
lifetime states, and indicates the presence of a positron vacancy defect with a
lifetime shorter than the lifetime obtained at 300 K. The second lifetime value
increases with increasing measurement temperature and its associated intensity
decreases. The undoped samples exhibited the shortest second lifetime value of
188.8(1.1) ps at 10 K, decreasing from 211(5) ps at 300 K, longer than the ex-
perimentally reported value of 181 ps [299]. Similar measurements on undoped
crystal SrTiO3 [299], reported a similar result, however, for temperatures lower
than 40 K a single lifetime with a value of approximately 181 ps was obtained.
The earlier study performed simulations and showed that the results could be
modelled using a vacancy concentration of 0.9 ppm for the Ti vacancy, and in
consequence it is assumed that for the undoped samples used in this study the
concentration of Ti-vacancies must be lower than 0.9 ppm.
For the series of Nb-doped samples, the temperature dependence of the second
component term was weakest for the lowest doping concentration of 0.05 %,
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despite the similar lifetime value, and a larger associated intensity, to the un-
doped samples at 300 K. The lifetime value increased from 199(1) ps to 212(1)
ps, while the intensity value decreased from 68(2) % to 61(2), at 10 K and 300
K, respectively. While the results also provide evidence for charged vacancy
defects, the weak temperature dependence suggest that the lifetime component
is dominated by vacancy defect complexes with a lifetime shorter than the Sr-
monovacancy lifetime of 281 ps. Possible defect complexes include the neu-
trally charged VTi-2VO, or the negatively charged VTi-VO divacancy with the
predicted lifetime of 225 ps [297].
The 0.10 % samples gave a longer second lifetime value at room temperature
than either the undoped or the 0.05 % Nb-doped samples, however, the value
decreased from 228(3) ps at 300 K to 199(2) ps at 10 K, the latter value com-
parable to the lower doped samples. The intensity value exhibited a marked
difference and was, in contrast, comparable to the undoped samples, the value
decreased from 60(2) % at 10 K to 34(2) % at 300 K. The stronger correlation
suggests an increased contribution from the isolated Ti vacancy in comparison
to the 0.05 % Nb-doped samples.
The strongest temperature dependence of the deconvolved positron lifetimes
was observed for the highest Nb-doped samples (0.50 %), the second lifetime
exhibited a significant reduction in value from 278(6) ps at 300 K to 225(7)
ps at 10 K, however, the intensity value increased by approximately 9 % to
approximately 24 %. These results provide clear evidence for the presence of Ti-
vacancy defects in these samples and possibly that the defect specific trapping
coefficient is markedly larger for the B-site vacancy than that of the A-site.
The results from the two term fits, Figures 5.15 and 5.16, provide strong evi-
dence that for the series of SrTiO3 under study the second lifetime component
is an unresolved weighted average of two or more positron lifetime states. In
consequence, a final analysis was performed assuming two positron trapping
defects, namely the isolated cation monovacancies VTi and VSr, with lifetime
values of 181 ps and 281 ps, respectively [297, 299]. The average lifetime, STM
calculated bulk lifetime, and the positron component term values are shown in
Figure 5.17–5.18.
The average lifetime values from the three component analysis (Figure 5.17a)
are consistent with the obtained values from the two component decomposition
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(Figure 5.15a). The STM calculated material bulk lifetime values are marginally
shorter for the three component constrained fits, with a mean difference of ap-
proximately 3 ps, and had an average value of 146(3) ps over the measured
temperature range. Again, the strongest temperature dependence was observed
for the undoped and the 0.10 % samples.
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undoped. Analysis performed with three material component terms with τ2 and
τ3 constrained to 181 ps and 281 ps, values typical of VTi and VSr, respectively.
175
60
80
100
120
140 a
τ 1
(p
s)
10
30
50
70
b τ2 = 181 ps
I 2
(%
)
0 50 100 150 200 250 300
3
5
7
9
11
13 c
τ3 = 281 ps
T (K)
I 3
(%
)
Nb = 0.00 % Nb = 0.05 %
Nb = 0.10 % Nb = 0.50 %
Figure 5.18: PositronFit obtained values for variable temperature PALS mea-
surements on STO with varying levels of niobium doping concentration: un-
doped (circles), 0.05 % (triangles), 0.10 % (diamonds), and 0.50 % (squares).
Analysed performed using a three component constrained fit with τ2 = 181 ps
and τ3 = 281 ps, values typical of VTi and VSr, respectively. Parameters shown:
(a) τ1, (b) I2, and (c) I3.
176
The deconvolved positron lifetimes from a three term fit, with two fixed life-
times at 181 ps and 281 ps, presented in Figure 5.18 show that the obtained first
lifetime values decreased as compared to the values obtained from the two term
unconstrained fits (Figure 5.16). The average decrease between the two analy-
ses was 14 ps, 24.2 ps, 14.5 ps, and 5.5 ps for the undoped, 0.05 %, 0.10 %, and
0.50 % samples, respectively. For the undoped samples the intensity value of
this term, averaged over the measured temperature range, was approximately 27
%. For the series of doped samples, the value increased with increasing doping
concentration, from approximately 19 % for the 0.05 % samples to approxi-
mately 65 % for the 0.50 % Nb-doped samples.
The three term constrained analysis resulted in successfully fitting the two con-
strained lifetimes across the full measured temperature range. For the undoped
and the sequence of Nb-doped samples, the behaviour of the intensities for the
two defect components exhibited opposing trends. The intensity of the second
component term decreased with increasing temperature, whilst the intensity of
the third component term increased, the latter observations are contrary to the
expected behaviour of decreased trapping for negatively charged vacancy de-
fects with increasing temperature [39].
For the series of Nb-doped SrTiO3 samples, the 300 K obtained value for inten-
sity of the second, 181 ps, component term decreased with increasing Nb-doping
concentration, from 67(1) % for the 0.05 % Nb-doped samples to 44(3) % for
the 0.10 % and 6(3) % for the highest Nb-doping concentration of 0.50 %. The
results are in good agreement with the expectation that donor doping into the
B-site results in the suppression of B-site vacancy related defects [299]. The
variation of the intensity values for the third component term is not as clear, the
300 K values show that the 0.50 % samples gave the highest intensity value at
13.6(6) % followed by the 0.05 doped samples at 10.4(1) % and then 9.6(4) %
for the 0.10 % Nb-doping concentration. It can be interpreted that A-site cation
vacancy formation is not the only charge compensation method.
The variation in the temperature dependence for the second component term
intensity provides some evidence for the contribution from B-site vacancy com-
plexes, believed to be highest for the lowest doping concentration of 0.05 %.
The recovery of the temperature dependence suggests that these complexes are
increasingly suppressed with increasing Nb-doping concentration along with
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Ti-vacancies. Successfully resolving independent contributions from VTi and
VTi−O is not possible due to the close separation of the respective lifetimes
[298, 299, 308].
A further aim of the studies on the niobium doped SrTiO3 single crystals was
to investigate the temperature dependence of trapping intro A-site vacancies.
As discussed above and illustrated in Figures 5.15 to 5.18 the only samples ex-
hibiting clear evidence for dominant trapping to Sr-vacancy defects were the
0.5 wt.% doped. Even for these samples the second lifetime of 275(3) ps was
slightly lower than the accepted Sr-vacancy lifetime value of 280 ps. The tem-
perature dependence was not consistent with expected behaviour of negatively
charged Sr-vacancies. An increase in trapping is expected with decreasing tem-
perature [23]. The average lifetime value measured for this sample decreased
from approximately 158 ps to approximately 153 ps between 300 K and 10 K.
An increase in trapping to vacancies would be expected to increase the average
lifetime above the 300 K value. The results in Figures 5.15 to 5.18 are consistent
with detrapping from A-site vacancies and an approximately compensating in-
crease in trapping to B-site vacancies, whose trapping rates must be larger than
that of the A-site vacancies at these lower temperatures. In consequence, it is not
possible to draw firm conclusions on the temperature dependence of the trapping
coefficient for A-site vacancies except to provide further evidence that this co-
efficient is smaller than that for B-site vacancy related defects [299, 290].
It should be noted that variation in positron trapping with temperature can result
from changes in the charge state of the defect [309]. This requires the defect
to have an energy level within the bandgap, and for the Fermi level to move
through this state as the temperature is varied. Cation vacancies are acceptor-
like defects and result in energy levels close to the valence band [310, 311]. In
these donor doped samples the Fermi level is expected to move from approxi-
mately the midgap towards the conduction band as the temperature is decreased.
In consequence, the Fermi level is expected to remain above the cation vacancy
levels for all the temperatures studied, and so these defects should remain the
negatively charged states.
5.3.3 VE-PALS of Nb-doped single crystal SrTiO3
As a part of this work earlier variable energy PALS measurements, performed
using the PLEPS instrumentation at FRMII, on a 0.7 at.% Nb-doped SrTiO3
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substrate from Toplent Photonics Pty Ltd were analysed. Conventional PALS
measurements have been previously reported by Mackie et al. [299]. These
gave a first lifetime value of 131(9) ps with an intensity of 79(2) %, a second
lifetime value of 227(4) ps, and a STM calculated bulk lifetime of 149(9) ps.
An aim of these measurements was to investigate the near surface region of the
sample. The positron implantation energy was varied between 2 keV and 18
keV, and more than six million annihilation events recorded. The mean full-
width at half maximum of the instrument resolution function averaged over the
range of energies was approximately 281 ps. The recorded spectra were well
described using a three component decomposition, and the reduced chi squared
value varied between 0.992 and 1.102 with an average value of 1.043. The
average positron lifetimes are presented in Figure 5.19 and the deconvolved
positron lifetimes are in Figure 5.20.
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Figure 5.19: Average positron lifetimes for Toplent Nb-doped SrTiO3 against
positron implantation energy.
Three term fits provided the most reliable decomposition of the VE-PALS spec-
tra, a first reduced bulk lifetime, a second lifetime longer than the lifetime for
Sr-vacancies, and a third component ≥ 1.48 ns with an intensity that ranged be-
tween 0.47(3) % and 3.14(2) %. The long lifetime value suggests that this term
is due to orthopositronium formation and is neglected in the following discus-
sion. The second component term had an approximate lifetime value between
323 ps and 348 ps. The component term could be due to a large open volume of
several defects or an unresolved weighted average from A-site monovacancies
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and the larger vacancy cluster defects [297, 298].
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Figure 5.20: Positron lifetimes for Toplent Nb-doped SrTiO3 against positron
implantation energy.
The average lifetime was found to decrease with increase positron implantation
energy, from 302(3) ps at 2 keV to 175(3) ps at 18 keV. A decrease in trapping
would result in a decrease in the average lifetime value, confirmed with the de-
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crease in the second component term intensity with increasing positron implan-
tation energy. No evidence was observed for trapping into Ti-vacancy defects.
The reduced bulk lifetime component was dominant at higher implantation en-
ergies. The STM calculated bulk lifetime value systematically decreased with
increasing positron implantation energy, from approximately 237 ps at 2 keV
to 159 ps at 18 keV. The 18 keV calculated bulk lifetime value of 159 ps is
longer than the bulk lifetime value found in conventional PALS measurements
on the same sample, and is longer than the values reported from other Nb-doped
SrTiO3 crystals (Section 5.3.2). The reason for the discrepancy is uncertain. The
intensity of the component is comparable to that obtained in the conventional
measurements; the high bulk lifetime value may be related to fitting problems
associated with the rather wide IRF observed for the PLEPS instrument during
the measurement period.
5.3.4 Positron lifetime studies of Fe-doped ceramic SrTiO3
The measurements performed on acceptor doped SrTiO3 were anticipated to
exhibit similar behaviour to that previously observed for acceptor doped ce-
ramic Pb(Zr0.42Ti0.58)O3 [290], namely an increase in trapping to B-site related
vacancies compared to to A-site vacancies with increasing dopant concentra-
tion.
The ceramic SrTiO3 samples included undoped samples (Table 5.6). These gave
a two component fit with a dominant 170(2) ps component at 87(2) % and a sec-
ond term at 286(10) ps, this is comparable to an earlier report which observed
176(2) ps at 94(4) % and 275(2) ps [296]. The first component lifetime is lower
than the accepted lifetime for the Ti-vacancy of approximately 183 ps, and pro-
vides evidence for a defect with a lifetime of less than that for the Ti-vacancy
value. The first experimental component is likely to be a weighted average of
B-site vacancies and this shorter lifetime unknown defect.
The results for the series of Fe-doped samples, Table 5.6, show a dominant first
lifetime component with a value between 162 ps to 169 ps, and with an intensity
in the range 69 % to 84 %. The second lifetime component was between 235(5)
ps and 266(8) ps, intermediate between the lifetime values for Ti-vacancies and
Sr-vacancies. These results provide clear evidence for a positron trapping defect
state with a lifetime greater than the bulk lifetime but less than the Ti-vacancy
value.
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Table 5.6: Obtained PositronFit results for ceramic SrTiO3 with varying levels
of iron doping concentration. Also included are the average lifetime (τ) and the
standard trapping model calculated material bulk lifetime (τB).
Conc. τ1 τ2 I1 τB τ
(at. %) (ps) (ps) (%) (ps) (ps)
Undoped 170(2) 286(10) 87(2) 180(1) 185(1)
0.002 165(3) 251(7) 80(3) 177(1) 182(1)
0.005 166(3) 257(6) 80(3) 179(1) 184(1)
0.010 169(3) 266(8) 84(3) 180(1) 184(1)
0.020 162(4) 235(5) 69(4) 180(1) 184(1)
Figure 5.21 presents the temperature dependence of the average positron life-
time in undoped and Fe doped (0.002 % and 0.020 %) SrTiO3 ceramic samples.
An increase in the average positron lifetime value is observed with increasing
temperature, however, the temperature dependence is noticeably weak for the all
samples; an approximate 2 ps difference was observed in the average lifetime
value between 50 K and 300 K.
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Figure 5.21: Temperature dependence of average positron lifetimes for SrTiO3
ceramics with varying iron doping concentration: undoped, Fe = 0.002 % and
Fe = 0.020 %. Values calculated from a two component unconstrained analysis
in PALSfit.
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Figure 5.22: Positron lifetime component terms in SrTiO3 ceramics against
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Figure 5.22 details the temperature dependence of the positron lifetime compo-
nent terms for the undoped and Fe doped (0.002 % and 0.020 %) samples. The
positron lifetime component terms exhibited a weak temperature dependence
over the measured temperature range. The second lifetime component term val-
ues at 50 K were approximately 258 ps at 17 %, 215 ps at 42 %, and 211 ps at
54 %, for the undoped, 0.002 %, and 0.020 %, respectively. The second life-
time values marginally increased with increasing temperature and the associated
intensity decreased. The values at 300 K were approximately 285 ps at 12 %,
248 ps at 22 % and 235 ps at 34 %. Despite the weak temperature dependence
the increase in trapping with decreasing temperature confirms the presence of
a negatively charged defect with a lifetime shorter than that observed at room
temperature, for example, B-site vacancy related complexes. The first lifetime
component term typically exhibited a lifetime value longer than typically re-
ported for perfect lattice, bulk, annihilations, suggesting that this component
may result from an unresolved weighted average of two or more positron life-
time states.
5.3.5 VE-PALS of Fe-doped pulsed laser deposite grown SrTiO3
Iron doped pulsed laser deposited (PLD) SrTiO3 thin films have been shown
to provide a rich model system to gain an understanding of resistive switching
mechanisms in oxides [306, 312]. In this work similar films were supplied by
Professor Regina Dittman, Peter Grüberg Institute, Forschungszentrum Jülich,
as part of a study on the defect physics and chemistry and its relation to switch-
ing properties. The Fe-doped SrTiO3 ceramic targets used for the deposition
were similar to those in the previous section.
The series of PLD grown Fe-doped SrTiO3 films were supplied by Professor
Regina Dittman, Peter Grüberg Institute, Forschungszentrum Jülich. The films
were deposited on the substrate by using a KrF excimer laser with λ = 248 nm,
a pulse duration of approximately 25 ns, and a repetition rate of 5 Hz. The
films were grown at 720 ◦ with an oxygen pressure of 25 Pa, and subsequently
annealed at 950 ◦C for 4 h. The thicknesses of the films were approximately 200
nm. The laser energy was varied with a tuneable beam attenuator. Four different
doping concentrations were prepared with a laser fluence of 1.67 J·cm−2, 0.1 %
to 10 %, and in addition, for the 0.2 % Fe-doped samples three laser fluences
were used, 1.33 J·cm−2, 1.67 J·cm−2 and 2.00 J·cm−2.
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The VE-PALS measurements were performed using the PLEPS instrument on
NEPOMUC at FRMII. The spectra contained greater than 4.8×106 counts. The
mean full-width at half maximum of the instrument resolution function averaged
over the range of energies was approximately 270 ps. Spectra were taken for
implantation energies in the range 3 keV to 6 keV for all the films. Additional
spectra were taken for the 1.67 J·cm−2 2.0 % Fe-doped film out to 14 keV. From
Figure 5.5it can be seen that for a positron implantation energy of 4 keV almost
all the positrons will implant within a depth of 200 nm. For 6 keV the mean
implantation depth is approximately 200 nm.
The resulting spectra were analysed using three term unconstrained fits. The
reduced chi squared values spanned the range of 0.869–1.194, with an average
value of 1.050. The average positron lifetimes are shown in Figure 5.23.
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Figure 5.23: Average positron lifetimes for the series of pulsed laser deposited
homoepitaxial Fe-doped SrTiO3 on SrTiO3 thin films against positron implan-
tation energy.
The average lifetimes were typically uniform over the energy range of 3 keV to
6 keV, and varied from approximately 193 ps for the 1.67 J·cm−2 10.0 % Fe-
doped film to 272 ps for the 1.67 J·cm−2 0.5 % Fe-doped film. The variation in
the mean of the average lifetime values as a function of Fe content and the laser
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fluence used for growth are shown in Figure 5.24.
A systematic variation in the average lifetime with laser fluence is observed for
the 2.0 % Fe-doped films in Figure 5.24. The variation in positron trapping with
laser fluence has been studied in similar undoped films [312, 313]. A systematic
increase in trapping to Sr-vacancies was observed with increasing laser fluence
from a minimum at 1.5 J·cm−2. The variation observed for the 2.0 % Fe films
suggest the relative concentration of Sr-vacancies has a minimum that is dis-
placed to a fluence lower than the 1.33 J·cm−2. The films, with exception of
the 1.67 J·cm−2 10.0 % and the 1.33 J·cm−2 2.0 % samples, exhibit an average
lifetime in the range 260 ps to 275 providing evidence that positron trapping is
dominated by Sr-vacancy related defects in these films.
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Figure 5.24: Average positron lifetimes for the series of pulsed laser deposited
homoepitaxial Fe-doped SrTiO3 on SrTiO3 thin films against laser fluence. The
mean value was determined from the average positron lifetimes calculated be-
tween 3 keV and 6 keV.
Figure 5.24 also shows the comparison of the average lifetime for films all
grown with a fluence of 1.67 J·cm−2, but with the Fe content varying from
0.1 % to 10 %. The average lifetimes for the 0.1 % and 0.5 % films of 270
ps and 272 ps are comparable, this reduced to 259 ps for the 2 % films and
then drops markedly to 193 ps for the 10 % doped films. A similar trend of re-
ducing average lifetime with increasing Fe-content was observed for Fe-doped
Pb(Zr0.42Ti0.58)O3 ceramics, from 230 ps for 0.1 % Fe to 211 ps for the 1.0
% Fe samples [290]. In that study the PALS spectra were decomposed to two
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components which showed a systematic decrease in the A-site vacancy related
intensity with a concomitant increase in the intensity of a B-site vacancy related
component.
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Figure 5.25: Deconvolved positron lifetimes for pulsed laser deposited Fe-
doped SrTiO3 thin films against positron implantation energy. Shown are (a)
average lifetime (τ), (b) positron lifetimes and (c) associated intensities, for the
0.1 % and 10 % Fe doped films with laser fluence of 1.67 J·cm−2.
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The three lifetime component fits for the films at close to the two extremes in
Figure 5.24, the 0.1 % Fe and 10 % Fe 1.67 J·cm−2 fluence grown samples, are
shown in Figure 5.25. The third lifetime component had a lifetime value ≥ 1 ns
with intensity less than 0.4 % and is neglected in the following discussion.
From Figure 5.25 it can be seen that the 0.1 % Fe-doped films exhibit trapping
to a VSr-related lifetime of approximately with an intensity of 90 %. The shorter
positron lifetime component term, with an intensity of approximately 10 %, has
a lifetime value of approximately 130 ps, inconsistent with the trapping model.
For example, a material with a bulk lifetime of 151 ps giving an average lifetime
value of 272 ps and a defect component with a lifetime of 290 ps with an inten-
sity value of 93 % would result in a reduced bulk component with an intensity
of 7 % and a lifetime of 20 ps. Since the shorter lifetime component can not
be a pure reduced bulk component, it must involve a contribution from defect
states considerably smaller than 290 ps, yet greater than the bulk lifetime value.
The existence of these traps must further suppress the true reduced bulk lifetime
values making is seemly implausible that this very weak unresolved component
can be responsible for lowering the second component value below 150 ps. Ac-
curate knowledge of the energy dependent IRF for PLEPS is challenging due to
the presence of backscatter features, however, these are typically only visible for
peak to background ratios greater than 10000 to 1. Nevertheless, the sub-bulk
lifetime value obtained for the second lifetime component may be a result of the
fitting procedure. It should be emphasised, however, that the nature of the dom-
inate positron trapping defects in the 0.1 % Fe 1.67 J·cm−2 fluence grown films
are very clearly A-site related vacancies. The lifetime value of 290 ps is longer
than the accepted value for the A-site monovacancy of 281 ps, DFT calculations
report a value of 289 ps for the VSr-3VO defect complex [297].
Figure 5.25 also shows the three component results for the 10 % 1.67 J·cm−2
fluence grown film. This sample exhibits a markedly shorter average lifetime
value of 193 ps. Again, the third lifetime component had a lifetime value ≥ 0.6
ns with an intensity of less than 1 %. The second lifetime component shows
an intensity between 60 % to 85 %, and a lifetime value of 221(8) ps. The first
lifetime component intensity is between approximately 15 % and 40 % with
a lifetime in the range of 90 ps to 140 ps. The second lifetime component is
intermediate between the Ti-vacancy and the Sr-vacancy defect values. This
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motivated a series of four lifetime component fits in which two of the compo-
nents were fixed, one at 281 ps and one at 181 ps, these are shown in Figure
5.26.
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Figure 5.26: Deconvolved positron lifetimes for pulsed laser deposited Fe-
doped SrTiO3 thin films against positron implantation energy. Shown are (a)
average lifetime (τ), (b) positron lifetimes and (c) associated intensities, for
the 2.0 % and 10 % Fe-doped samples with fluences of 1.33 J·cm−2 and 1.67
J·cm−2, respectively.
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The fit for the 5.5 keV implantation energy required the constraint on the 181 ps
lifetime to be released, otherwise satisfactory fits were obtained. The average
chi squared value was 1.039. Again, the fourth component had a lifetime value
≥ 1 ns with intensity less than 0.3 %, and is not included. These constrained
four lifetime fits show, as expected, dominant trapping into Ti-vacancies with an
intensity of approximately 70 %, but with a significant Sr-vacancy component
with intensity of approximately 20 %. A third component with a lifetime of ap-
proximately 50 ps and an intensity of close to 10 % is also required. This short-
est lifetime component has reduced from approximately 120 ps for the three
lifetime fits. The addition of an additional longer lifetime component has re-
sulted in a significant change to this shortest component value. Table 5.7 shows
the four lifetime fit values. Unexpectedly for the films with such a high dopant
ion content this component is a plausible true reduced bulk term and results in a
mean STM calculated bulk lifetime of 154(7) ps.
Table 5.7: Positron lifetimes for 10 % Fe-doped SrTiO3 grown with a laser
fluence of 1.67 J·cm−2. Fixed values denoted with (F).
Energy τ1 I1 τ2 I2 τ3 I3 τB τ
(keV) (ps) (%) (ps) (%) (ps) (%) (ps) (ps)
6.0 36(7) 7.5(7) 181(F) 72(1) 281(F) 20(1) 147 190(1)
5.5 44(5) 8.4(4) 188(2) 76(1) 281(F) 16(1) 154 190(1)
5.0 38(10) 5.7(7) 181(F) 74(1) 281(F) 20(1) 160 193(1)
4.5 34(5) 7.8(5) 181(F) 72(1) 281(F) 20(1) 143 192(1)
4.0 47(5) 6.9(2) 181(F) 73(1) 281(F) 20(1) 161 191(1)
3.5 44(4) 7.5(2) 181(F) 72(1) 281(F) 21(1) 156 190(1)
3.0 49(4) 9.0(3) 181(F) 70(1) 281(F) 21(1) 155 190(2)
Figure 5.26 and Table 5.8 shows the four lifetime fits obtained from the 2.0 % Fe
film grown with a laser fluence of 1.67 J·cm−2, this film gave an intermediate
average lifetime value of 216 ps (Figure 5.24). For this film satisfactory fits
with an average chi-squared value of 1.006 were obtained when one component
value was fixed, for 3.0 keV and 3.5 keV this was 181 ps, for higher energies
this was 281 ps. For the latter energy range a second lifetime component of
174(6) ps resulted, slightly lower than the Ti-vacancy value. The intensity of
this component over the measured energy range was between 47 % to 57 %.
Another component with a lifetime of approximately 35 ps with an intensity 6(2)
% was required. Table 5.8 shows that again rather unexpectedly the resulting
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bulk lifetime values, at least for the higher implantation energies, are plausible
at 156(6) ps.
Table 5.8: Positron lifetimes for 2 % Fe-doped SrTiO3 grown with a laser flu-
ence of 1.33 J·cm−2. Fixed values denoted with (F).
Energy τ1 I1 τ2 I2 τ3 I3 τB τ
(keV) (ps) (%) (ps) (%) (ps) (%) (ps) (ps)
6.0 49(6) 8.9(7) 181(4) 53(1) 281(F) 38(1) 164 206(4)
5.5 32(7) 7.0(4) 175(2) 51(1) 281(F) 42(1) 153 209(3)
5.0 24(6) 5.5(5) 173(3) 50(1) 281(F) 44(1) 148 210(3)
4.5 28(8) 5.4(4) 174(3) 50(1) 281(F) 44(1) 157 212(3)
4.0 21(12) 3.9(6) 163(2) 47(1) 281(F) 49(1) 156 214(2)
3.5 45(7) 4.4(3) 181(F) 57(1) 304(2) 38(1) 186 222(2)
3.0 49(7) 5.2(3) 181(F) 55(1) 306(2) 39(1) 185 223(1)
It is more difficult to be certain about the defect content of the 10 % Fe 1.67
J·cm−2 and the 2.0 % 1.33 J·cm−2 films. The plausible STM calculated bulk
values are unexpected as they suggest a comparable or lower concentration of
positron trapping defects to the La-doped MBE grown films which exhibit ex-
ceptional electrical properties (Section 5.3.1). Both films have an average life-
times longer than the Ti-vacancy value. The four lifetime fits were successful
using a fixed component at 281 ps and this provides evidence of Sr-vacancies
still in these films. However, further work could investigate the possibility that
Ti-vacancy oxygen complexes, which have DFT calculated lifetimes of 225 ps
for VTi-VO and 247 ps for VTi-VO-VTi [297], contribute.
The expectation from defect chemistry is that acceptor doping will result in
the charge compensation by 2+ charge state oxygen vacancies. Electron para-
magnetic resonance measurements routinely observed the presence of substi-
tutional impurity vacancy complexes, (FeTi-VO)+ defects, in Fe-doped SrTiO3
[286, 314]. A possible explanation for the apparently low defect densities in
these Fe-doped PLD films is that the concentration of neutral or negatively
charged positron trapping vacancy defects is lower than observed in undoped
SrTiO3 films.
5.3.6 Conclusions
It was anticipated that studies of the high quality MBE grown SrTiO3 thin films
and further measurements on Nb-doped would contribute to a more accurate and
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precise determination of the SrTiO3 bulk lifetime value. The highest intensity
reduced bulk lifetime components were observed for the two La-doped MBE
films, the standard trapping model bulk lifetime values obtained were 157(9)
ps and 152(8) ps for the 8× 1017 cm−3 and 3× 1019 cm−3, respectively (Sec-
tion 5.3.1) [315]. The bulk positron lifetime measurements performed on the
four different Nb-doping levels reported in Section 5.3.2 showed reduced bulk
lifetime components varying from 29 % to 84 %. The average of the standard
trapping model bulk lifetime values for the Shinkosha single crystal samples,
undoped and Nb-doped, was 148(4) ps.
In summary, the standard trapping model calculated bulk lifetimes from previ-
ous single crystal SrTiO3 measurements gave an average 155 ps, derived from
values with uncertainties of typically ±8 ps, the MBE grown La-doped SrTiO3
films values were consistent with these but again had large uncertainties, 157(9)
ps and 152(8) ps, derived from values with uncertainties of typically ±3 ps.
These results provide evidence that the true bulk lifetime value is closer to 150
ps than 155 ps, as previously assumed. The linear muffin-tin orbital DFT bulk
lifetime was 146 ps [299] and while MIKA atomic superposition DFT value was
152 ps [298] .
Donor doping of SrTiO3, in contrast to other perovskite oxide titanates, nor-
mally results in charge compensation by the formation of electronic carriers.
This has been clearly demonstrated for La-doped MBE grown SrTiO3 films sim-
ilar to those studied here [224]. However, the positron results demonstrate that
a minority mechanism involving vacancy defect formation also typically oc-
curs. Here we show this is the case for the two different types of donor-doped
SrTiO3; A-site doping, La3+ substituting for Sr2+, and B-site doping Nb5+ sub-
stituting for Ti4+. Trapping to vacancy-related defects was also observed in all
samples.
The compensation of the excess local donor ion positive charge by charged de-
fect formation is assumed to be dominated by the creation of cation vacancies.
The results from the La-doped MBE films, in particular STO154La, and the Nb-
doped single crystals, in particular the Shinkosha 0.5 wt.% doped samples and
the VE-PALS measurements on the Toplent Nb-doped crystal, provide evidence
that the Sr-vacancy dominates.
Further analysis can be performed to estimate the vacancy defect concentrations
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in the La-doped MBE SrTiO3 films. If a defect specific trapping coefficient of
1× 1016 s−1 is assumed then from calculations on the trapping rates, the Sr-
vacancy defect concentrations of 2.7(3)× 1016 cm−3 and 0.8(3)× 1016 cm−3
were obtained for the La concentrations 8×1017 cm−3 and 3×1019 cm−3, re-
spectively. The VE-PALS measurements also observed the presence of a va-
cancy cluster defect in the top 20 nm to 50 nm of the films with a lifetime in the
approximate range 370 ps to 420 ps. This defect has been reported in the two
earlier VE-PALS studies of PLD grown SrTiO3 thin films and attributed to a va-
cancy cluster consisting of at least two cation vacancies and associated oxygen
vacancies [297, 298].
However, the results from the lower Nb doping level Shinkosha crystal exhibit
a higher intensity of trapping to vacancies, greater than that seen for the un-
doped single crystals, and the component lifetime is intermediate between the
Ti-vacancy and the Sr-vacancy values. In consequence, this result demonstrates
that the relatively simple picture of donor doping given above of dominant elec-
tron formation, but with a minority A-site vacancy formation, is not universal.
The relative importance of charge compensation by defect formation can vary,
and while this mechanism more normally involves A-site vacancies, B-site va-
cancies can also contribute.
Comparing the intensity of the reduced bulk lifetime component between the
undoped and Nb-doped crystal samples measured here and in previous work
[299], and the results from the MBE grown films, there is evidence that donor
doping tends to suppress the overall concentration of cation vacancies. However,
the 0.05 wt% and 0.1 wt% Nb-doped Shinkosha crystals are exceptions to this
general trend and have a higher fraction of positron trapping to vacancy defects
compared to the undoped samples.
The measurements presented on acceptor doped ceramic SrTiO3 confirm that
all the samples exhibit saturation positron trapping independent of doping level,
consistent with previous measurements on ceramic perovskite oxide titanates
[290, 291, 296]
In contrast to previous positron studies of perovskite oxide titanates, the re-
sults on acceptor (Fe) doped SrTiO3 provide clear evidence for the positron
trapping defect with a lifetime intermediate between the bulk value and the Ti-
vacancy value, probably in the range 160 ps to 170 ps. A previous study of
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Fe doped Pb(Zr0.42Ti0.58)O3 ceramics observed an increase in the fraction of
trapping into B-site vacancies, compared to A-site vacancies, with increasing
Fe concentration [290]. Here the first lifetime component is shorter than the
Ti-vacancy value for all samples, further the second lifetime value was found to
be intermediate between the Ti- and Sr-vacancy values. This provides evidence
that positron trapping is dominated by the unknown short lifetime defect state
and Ti-vacancy related defects, and that the fraction of trapping to Sr-vacancy
defects is relatively small in the samples studied.
In contrast to donor doping, acceptor doping of SrTiO3 does not result in elec-
tronic carrier compensation and resistivity values remain high. Charged defect
formation occurs, which is normally assumed to be fully ionized oxygen vacan-
cies (V2+O ). Iron normally incorporates as Fe
3+, and two types of Fe3+ centres
have been observed by EPR: Fe3+ in a fully coordinated oxygen octahedron,
so-called isolated Fe3+, (Fe3+Ti )
− [316], and the impurity ion-oxygen vacancy
defect dipole complex, (Fe3+Ti –V
2+
O )
+ [314].
The observation here of a positron lifetime component with a value in the range
160 ps to 170 ps should also be compared to the possible vacancy defect lifetime
values calculated by DFT. The only vacancy defect with a lifetime less than the
Ti-vacancy value of 183 ps is the oxygen vacancy, the MIKA atomic superpo-
sition calculated value is 162 ps [298]. In consequence, it is proposed that the
unknown positron trapping vacancy defect is the oxygen vacancy with a local
charge that is neutral. Two possible models for neutral local charge oxygen va-
cancy defects are proposed: (i) linear defects, i.e., (Fe3+Ti –V
2+
O –Fe
3+
Ti )
0, adjacent
Fe3+Ti defects joined by an oxygen vacancy nearest neighbour; and (ii) (Fe
2+
Ti –
V2+O )
0 defects, it is possible that a small fraction of Fe is incorporated as Fe2+
and is stabilised by the presence of a nearest neighbour oxygen vacancy. Fur-
ther DFT calculations are desirable to investigate the stability of the proposed
defects and determine the local relaxed structures, these would then enable DFT
calculations of positron lifetimes for these relaxed structures.
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5.4 Concluding Remarks
This chapter details a series of studies applying positron lifetime spectroscopy to
the understanding of vacancy related defects in perovskite oxide titanates. Pre-
vious work has shown that a range of ABO3 materials exhibit similar values for
the perfect lattice, and monovacancy defect, lifetimes [290, 291, 298, 299, 302].
Measurements on crystal and ceramic PbTiO3 and ceramic Pb(Zr0.42Ti0.58)O3
[290, 291] and on crystal and pulsed laser deposited thin film SrTiO3 [298, 299],
have established close agreement between density functional theory calculated
positron lifetimes and the experimental values for the two cation monovacancy
defects. The negatively charged cation monovacancy at the octahedrally coordi-
nated B-site typically has a positron lifetime value in the range 180 ps to 195 ps,
it is well separated from the larger 12-coordinated A-site vacancy value which
is in the range 280 ps to 290 ps. The perfect lattice, bulk, positron lifetime
is typically in the range 150 ps to 160 ps. Good evidence for these bulk life-
time values have been obtained from the PALS measurements on crystal SrTiO3
[291], and PbTiO3 [290], however, these quantities are of fundamental impor-
tance and are required to be determined to greater accuracy and precision. It
is well established that this is experimentally challenging. It requires both high
quality, low defect density, samples and careful positron lifetime spectroscopy
measurements and analysis.
Having established that positron lifetime measurements are capable of detecting
cation vacancy defects in perovskite oxides with a sensitivity on the order of 0.1
ppm, and of characterising the lattice position of the vacancy, the methodology
can now be applied to study and test current understanding of defect chemistry
in these materials. In particular the widely used methods of donor and acceptor
doping to engineer properties of electroceramics and thin films.
Here an extension of a previous study on donor doping of PbTiO3 ceramics us-
ing lanthanide-ions fabricated at University of Havana has been detailed. The
most widely used donor dopant for perovskite oxide titanates is La3+ substitut-
ing for the divalent A-site ion, for example Sr2+, Pb2+ or Ba2+. The large size
of the Ln-ion is comparable to the large A-site ion it replaces. There is interest
in the use of other Ln-ion dopants, and it has been proposed that the smaller Ln-
ions may act as amphoteric dopants substituting either on the A-site as a donor,
or on the B-site as an acceptor.
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Positron lifetime measurements were performed on PbTiO3 ceramics doped
with Ln-ions varying in atomic number, and size, from La down to Er. A sys-
tematic variation in the average positron lifetime with Ln-ion dopant size was
observed, the value was constant from La to Gd at 264(6) ps, then reduced for
the smaller ions Dy, Ho, and Er, reaching a value of approximately 226 ps for
Er (Figure 5.2). All samples exhibit saturation trapping. The decrease in av-
erage lifetime provides evidence for a reduction in the fraction of trapping to
A-site related vacancy defects. The dominant charge compensation mechanism
for donor doping, in the absence of compensation by electronic carrier gener-
ation, is considered to be cation vacancy formation. For donors substituting
at the A-site, cation vacancy formation at the same lattice site has been com-
monly assumed. The average lifetime for the larger Ln-ions is consistent with
a high fraction of positron trapping at A-site related vacancies. The onset of a
reduction in the average lifetime between Gd and Dy provides evidence for a
change in the doping mechanism resulting a relative reduction in the fraction
of A-site vacancy positron trapping. In a previous study of acceptor, Fe, doped
ceramic Pb(Zr0.42Ti0.58)O3 (PZT) it was observed that the average positron life-
time decreased systematically with increasing Fe content, and this was due to
a systematic decrease in the fraction of positron trapping to A-site vacancies
with respect to B-site vacancies [290]. It is concluded that the positron annihi-
lation lifetime results on Ln-ion doped PbTiO3 provide evidence for the onset
of Ln-ion incorporation at both A- and B-sites for ions smaller than Gd.
In the measurements presented here on ceramic PbTiO3 samples deconvolving
the spectra to two lifetime components was less successful. There was consid-
erable scatter in the resulting lifetime values and intensities. This is primarily
attributed to the difficulties in fabricating these high strain ceramics and the
consequent existence of a distribution of types of positron trapping defects, de-
fect complexes in addition to monovacancies, which cannot be satisfactorily
described by the two-component deconvolution. It was noted that the two com-
ponent deconvolutions often resulted in a first lifetime less than the approxi-
mately 185 ps B-site vacancy value. Saturation trapping was occurring in all the
samples hence this provides tentative evidence for the existence of a positron
trapping defect with a lifetime less than the B-site vacancy value. In the per-
ovskite structure the only other vacancy defect is the anion, oxygen, vacancy
which has a calculated lifetime in PbTiO3 in the range 165 ps to 170 ps [291],
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these defects are normally positively charged, however, if complexed with an
acceptor ion then trapping may be possible. It should also be noted that there is
no knowledge on positron trapping at extended defects such as grain boundaries
or dislocations in these materials.
In contrast to PbTiO3, donor doping of SrTiO3 normally results in charge com-
pensation by the generation of electrons in the conduction band, rather than
by the formation of charged point defects. Recently this has been very clearly
demonstrated for La3+ doped SrTiO3 thin films grown by hybrid MBE [224].
Exceptional electron mobilities exceeding 30000 cm2·V−1·s−1 where observed,
and a one to one relation between La concentration and carrier concentration
over the range 6×1017 cm−3 to 2× 1020 cm−3 was obtained. It was proposed
that these exceptional properties resulted from the tendency of hybrid MBE
method to self-correct the stoichiometry during growth. Here variable energy
positron annihilation lifetime (VE-PALS) measurements on similar films have
been analysed. The aims were to investigate the possibility of determining the
bulk positron lifetime for SrTiO3 in low defect density films, and also to gain
an understanding of secondary compensation mechanism involved vacancy de-
fects. A series of MBE films grown at University of California Santa Barbara
were measured using the high intensity positron beam line at the Münich Re-
search Reactor FRMII, these included two La-doped films.
Four lifetime component fits were possible and these showed that the dominant
positron trapping vacancy defects in the La-doped films were Sr-vacancies (Fig-
ure 5.13), however, a reduced bulk lifetime component was also resolved for the
first time from a SrTiO3 thin film sample. The standard trapping model bulk
lifetime values from the two films were 157(9) ps and 152(8) ps [315], in good
agreement with the previously obtained values from single crystal samples of
155 ps [299]. If a defect specific trapping coefficient value 1× 1016 s−1 is as-
sumed Sr-vacancy defect concentrations of 2.7(3)×1016 s−1 and 0.8(3)×1017
s−1 were obtained for the La-concentrations 8×1017 cm−3 and 3×1019 cm−3.
These measurements also observed the presence of a vacancy cluster defect in
the top approximately (20–50) nm of the films with lifetime in the approximate
range 370 ps to 420 ps. This defect had been reported in the two earlier VE-
PALS studies of PLD grown SrTiO3 thin films and attributed to a vacancy clus-
ter consisting of at least two cation vacancies and associated oxygen vacancies
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[297, 298].
Strontium titanate can be donor doped at either cation site, conductive single
crystal substrates are normally produced by Nb5+ doping at the Ti4+ site rather
than La3+ doping at the A-site. In the previous PALS study of single crystal
SrTiO3 substrates, the Nb-doped samples exhibited the highest intensity reduced
bulk lifetime and gave the lowest calculated bulk lifetime, 149(9) ps [299]. It has
also previously been reported that Nb-SrTiO3 supplied by Shinkosha Co. Ltd.
exhibits a single positron lifetime, the bulk lifetime [293, 294] . In consequence,
measurements were performed on a series of Nb-doped single crystal SrTiO3
substrates supplied by Shinkosha Co. Ltd. with Nb contents in the range 0 wt.
% to 0.5 wt. %. The results (Table 5.5) were consistent with the earlier study of
a range of SrTiO3 crystal substrates by Mackie et al. [299]. The highest doping
level samples showed the highest reduced bulk lifetime intensity, but none of
the samples could be fitted to a single positron lifetime. The average calculated
bulk lifetime value obtained from the samples was 148(4) ps.
The highest Nb-doped sample, in agreement with Mackie et al. [299] measure-
ments on Toplent Photonics Pty Ltd supplied samples, resolve a defect lifetime
consistent with dominant trapping to Sr vacancies. However, the measurements
also showed that there was not a systematic variation in the fraction of trapping
with Nb-doping. The intermediate dopant concentrations, 0.05 wt. % and 0.1
wt. %, showed the highest fraction of trapping to vacancy defects and gave
a second lifetime value between the B-site and A-site vacancy values, provid-
ing evidence for the presence of vacancy-related defects at both cation sites.
VE-PALS measurements were also performed on the Toplent Photonics Pty Ltd
Nb-doped crystal studied by Mackie et al. [299] to investigate the near sur-
face region of the sample. It was found that the three lifetime fits gave a defect
lifetime greater than the Sr-vacancy value and that this reduced with increasing
implantation energy. The 18 keV spectrum gave a reduced bulk lifetime compo-
nent with an intensity of approximately 80 %, but the resulting calculated bulk
lifetime was 159 ps, significantly longer than the values obtained from the bulk
PALS measurements.
The studies summarized above contribute to an understanding of donor doping
in perovskite oxide titanates. The results from the Ln-ion doped PbTiO3 ce-
ramics, the La-doped MBE grown SrTiO3 thin films, and the Nb-doped SrTiO3
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crystal samples all provide evidence that the dominant charge compensating va-
cancy defect formed by donor doping is the A-site vacancy. The results from
the intermediate Nb concentration crystal samples demonstrate that Ti vacancy
related defects can also be involved. The observation that A-site vacancy de-
fects dominate for highest Nb concentration and for the La-doped SrTiO3 thin
films suggest that this preference is independent of the site of incorporation of
the donor ion. The results from SrTiO3 also confirm earlier observations that
donor doped samples can exhibit the lowest concentrations of positron trapping
vacancy defects.
Studies were also performed on acceptor doped perovskite oxide titanates. In
contrast to donor doping, acceptor doping does not result in electronic carrier
compensation, resistivity values remain high. Charged defect formation occurs,
these are normally assumed to be fully ionized oxygen vacancies (V2+O ).
As discussed above, the study of Ln-doped PbTiO3 ceramics provided evidence
that the smaller Ln-ion dopants had a finite probability of incorporating at 3+
ions at the Ti-site. This was inferred from the reduction in trapping to A-site va-
cancy defects, consistent with an earlier study of Fe-doped PZT ceramics [290].
Iron substitutes at the B-site and is dominantly in the 3+ valence state. Mea-
surements were made on a series of Fe-doped SrTiO3 ceramic samples supplied
by Forschungszentrum Jülich, these were similar to the ceramic targets used for
pulsed laser deposition of Fe-doped SrTiO3 thin film samples. The Fe-doped
PLD grown thin films, from Forschungszentrum Jülich, were studied by VE-
PALS.
The positron lifetime measurements on a series of lightly Fe-doped, 0.002 at. %
to 0.02 at. %, ceramic samples exhibited saturation trapping and could be fitted
using two lifetime components (Table 5.6). The results were only weakly de-
pendent on doping level, all were consistent with an average lifetime of 184(1)
ps. The dominate lifetime component was the first lifetime which had a value
of 166(3) ps and an intensity for the first three dopant levels of approximately
80 %. The second lifetime component had an average value of 258 ps, interme-
diate between the Ti-vacancy and Sr-vacancy values. Both lifetime components
are expected to be weighted averages of several unresolved lifetime states. The
first lifetime value is less than the Ti-vacancy lifetime and requires the exis-
tence unknown trapped positron states with lifetimes between VTi and the bulk
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lifetime value. The only vacancy defect in the range is the oxygen vacancy,
which has a DFT calculated lifetime of 162 ps [298], however, this should be in
the fully ionised 2+ charge state and should not trap positrons. It is proposed
that trapping is occurring at oxygen vacancy with a local charge that is neutral
or negative, and that these centres are present as impurity ion oxygen vacancy
complexes, for example (Fe3+Ti -V
2+
O -Fe
3+
Ti )
0 or (Fe2+Ti -V
2+
O )
0 defects.
It should also be noted that positrons trapped at Ti-vacancies are also expected
to contribute to this first lifetime component. However, it is not known with
certainty how a given unresolved positron state is distributed between the re-
solved components. In this case it is uncertain how positrons annihilating from
Ti-vacancies will contribute to the two resolved lifetime components at 166 ps
and 258 ps. The fact that the second lifetime component is reduced below the
VSr value provides strong evidence that Ti-site vacancy related defects are con-
tributing. It is plausible that it is Ti-vacancy oxygen vacancy complexes that are
mainly responsible for reducing the value of the second lifetime value, they may
be the dominant contributors to this component (DFT calculates the lifetime for
a VTi-VO-VTi complex to be 247 ps). In summary, the positron lifetime mea-
surements are consistent with dominant trapping to a defect with a lifetime less
than the Ti-vacancy proposed to be oxygen vacancy substitutional Fe complexes,
and that Ti vacancy related defects are also making a significant contribution to
the resolved lifetime components. This interpretation is also consistent with the
observation that the average positron lifetime is comparable to the Ti-vacancy
value for all the samples studied.
The VE-PALS measurements on a series of Fe-doped PLD SrTiO3 films suggest
a complex relation between the vacancy defect content of a film and both the
Fe-doping and PLD growth conditions (Figure 5.24). Films were grown using
three laser fluences, and four Fe concentrations. All the films showed average
lifetimes greater than the Ti-vacancy value. Four of the six films exhibit an aver-
age lifetime between 260 ps and 272 ps, and clearly demonstrate the presence of
Sr-vacancies; this is supported by the deconvolved fit results. This observation
is in contrast to the above discussion of positron lifetimes in acceptor doped
perovskites. However, the variation of the average lifetime with laser fluence
for a given Fe concentration is consistent with the variation in positron trapping
observed previously for PLD SrTiO3 thin films where the average lifetime had a
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minimum value at the optimum laser fluence and increased with increasing laser
fluence [297, 313]. The increase was shown to be due to increased trapping to
Sr-vacancies compared to Ti-vacancies, and was consistent with other charac-
terisation methods which had established that higher laser fluences resulted in
Sr-poor films. This suggests that the defect content of the Fe-doped films is
strongly influenced by the PLD growth conditions and these are responsible for
the unexpectedly high A-site vacancy trapping.
Deconvolution of the spectra from two Fe-doped films exhibiting shorter av-
erage lifetime values of 195 ps and 215 ps for the 10 % Fe 1.67 J·cm−2 and
the 2.0 % Fe 1.33 J·cm−2 samples, respectively, did provide good evidence
for dominant trapping to Ti-vacancy related defects in these films, consistent
with previous results from acceptor doped perovskite oxides. Unexpectedly, the
fits show a possible sub 50 ps component. If it assumed that this is a reduced
bulk lifetime, the standard trapping model calculated bulk lifetimes are 154(7)
ps and 156(6) ps for the higher implantation energies for the 10 % and 2.0 %
films, respectively. A possible explanation is that the Fe-doped films have lower
concentration of positron trapping vacancy-related defects, compared to the un-
doped PLD films. This can still be consistent with the presence of significantly
higher defect contents in the acceptor ion doped films, if the majority of those
defects are positively charged, for example isolated fully ionized oxygen vacan-
cies.
Finally, an aim of the above studies was to obtain a more accurate and precise
value for the perfect lattice, bulk, lifetime for SrTiO3. As mentioned above,
prior to this work an experimental bulk lifetime of 155 ps had been obtained
from a series of measurements on single crystal samples [299], this compares
to the DFT calculated value of 152 ps [298]. The highest reduced bulk lifetime
intensities were observed for the highest Nb content SrTiO3 crystal, the aver-
age value of all calculated bulk lifetime values from the measurements on the
Shinkosha Co. Ltd. supplied substrates was 148(4) ps. The bulk lifetime values
obtained from the La-doped MBE films are 157(9) ps and 152(8) ps. Further in-
dependent measurements will be required before an experimental value for the
bulk lifetime can be obtained with certainty, the measurements presented here
provide evidence that the value is lower than 155 ps.
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Appendix A: Annealing Experiments
This section shows in detail the annealing profiles for each anneal carried out
on each sample pair. All pairs were left to cool under vacuum, once the power
to the furnace had been switched off, unless otherwise indicated by a cooling
profile in figures or stated.
A.1 Positron Lifetime results
Several pairs of copper were annealed multiple times: pairs 1 and 2 were from
Goodfellow, however the history for pair 2 was unknown, pairs 3 and 4 were
from Alfa Aeser. All samples had a purity rating of 6N (99.9999 %).
Table A.1: PALS results and annealing conditions for copper samples.
Sample T (◦C) Time (h) τ1 (ps) τ2 (ps) I1 τB (ps)
Cu #1 - - 62 178 7 160
Cu #1 880 3 110 223 95 113
Cu #1 880 5 111 218 95 114
Cu #1 860 2 110 210 94 113
Cu #1 860 4 115 275 92 120
Cu #1 880 20 111 224 94 115
Cu #2 - - 62 178 7 160
Cu #2 800 17 110 223 92 114
Cu #3 - - 113 199 61 136
Cu #3 800 17 107 212 85 115
Cu #3 880 23 110 214 94 114
Cu #4 - - 113 199 61 136
Cu #4 810 5 110 223 95 113
Cu #4 810 5 111 218 95 114
Cu #4 810 5 110 210 94 113
Cu #4 910 2 109 202 92 113
Cu #4 980 4 109 188 92 113
Cu #4 980 3 110 232 95 113
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The aluminium samples #1-#3 were annealed within the vacuum furnace whilst
pair #4 had an initial treatment with the air furnace.
Table A.2: PALS results and annealing conditions for aluminium samples.
Sample T (◦C) Time (h) τ1 (ps) τ2 (ps) I1 τB (ps)
Al #1 - - 139 241 66 162
Al #1 550 5 145 240 80 158
Al #1 550 6 159 248 88 166
Al #1 550 6 157 242 95 160
Al #1 540 13 158 249 96 160
Al #2 - - 139 241 66 162
Al #2 540 13 158 249 96 160
Al #3 - - 139 241 66 162
Al #3 540 13 159 248 88 166
Al #4 - - 139 241 66 162
Al #4 540 9 152 266 87 161
Al #4 580 24 159 295 97 162
Al #4 580 29 160 322 97 162
Al #4 540 13 158 249 96 160
Table A.3: PALS results and annealing conditions for nickel samples with a
purity rating of 4N4 (99.994 %).
Sample T (◦C) Time (h) τ1 (ps) τ2 (ps) I1 τB (ps)
Ni #1 - - 141 197 63 157
Ni #1 980 4 94 188 82 103
Ni #1 900 1 94 184 82 103
Ni #2 - - 141 197 63 157
Ni #2 980 5 94 191 86 101
Ni #2 990 5 94 194 86 101
Ni #2 990 5 94 189 81 103
For the first pair of nickel samples the second anneal had three annealing tem-
perature stages with temperatures followed by a slow cool over 15 h. For the
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second pair the second anneal had two annealing stages with increasing temper-
ature and a furnace cool.
Table A.4: PALS results and annealing conditions for niobium samples with a
purity rating of 3N (99.99 %).
Sample T (◦C) Time (h) τ1 (ps) τ2 (ps) I1 τB (ps)
Nb #1 - - 98 178 49 127
Nb #1 980 3 116 194 88 119
Nb #1 1000 1 114 174 79 122
Table A.5: PALS results and annealing conditions for silver samples with a
purity rating of 4N (99.99 %). The asterisked entry denotes the samples were
quickly removed from the furnace (within 2 m) and quenched in deionised water.
Sample T (◦C) Time (h) τ1 (ps) τ2 (ps) I1 τB (ps)
Ag #1 - - 88 203 26 152
Ag #1 625 2 124 204 83 132
Ag #1 640 1 126 209 89 132
Ag #1 640 1 126 208 88 132
Ag #1 640 1 128 206 90 133
Ag #1 640 1 128 216 90 133
Ag #1 384 1 126 209 89 132
Ag #1 640∗ 1 83 231 39 136
Ag #1 640 1 109 213 65 132
Ag #1 640 1 111 214 67 132
Ag #1 640 3 118 216 77 132
Ag #1 640 2 116 221 74 133
Ag #1 640 50 126 209 89 132
A number of different heat treatments were applied to the silver samples; single
and multiple heating stages, furnace and crash cools, quenching and multiple
annealing cycles. The quenching resulted in a significant increase in the defect
intensity, which took several anneals to return the samples to a state comparable
to before the quenching.
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A.2 Annealing profiles
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Figure A.1: Annealing profiles for Copper (Pair #1).
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Figure A.2: Annealing profiles for Copper (Pair #2).
0 20 40 60 80 100 120 140 160
0
500
1,000
Time (h)
Te
m
pe
ra
tu
re
(◦
C
)
Anneal 1
0 5 10 15 20 25 30
0
500
1,000
Time (h)
Te
m
pe
ra
tu
re
(◦
C
)
Anneal 2
Figure A.3: Annealing profiles for Copper (Pair #3). Anneal #1 was carried out
at the same time as Cu #2.
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Figure A.4: Annealing profiles for Copper (Pair #4).
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Figure A.5: Annealing profiles for Aluminium (Pair #1).
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Figure A.6: Annealing profiles for Aluminium, Pair #2 (top) and #3 (bottom).
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Figure A.7: Annealing profiles for Aluminium, Pair #4.
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Figure A.8: Annealing profiles for Nickel, Pair #1 profiles are the top two panels
and Pair #2 the lower two panels.
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Figure A.9: Annealing profiles for Niobium (Pair #1).
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Figure A.10: Annealing profiles for Silver (Pair #1), anneal 7 was quenched in
deionised water.
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Appendix B: Model Equation
Convolution is the act of operating on two functions to produce a third function:
it can be thought as the blending of the two functions. For positron lifetime
spectroscopy, the equations to express the experimental spectrum are: a sum
of n Gaussian functions, that maybe shifted with respect to each other, R(t), to
describe the instrumental resolution function, and sum of m exponential decays,
L(t), to describe the positron lifetimes.
The model equation therefore is the convolution of the Gaussian terms with the
exponential decay functions, summed over each Gaussian-exponential combi-
nation. For the kth Gaussian and the jth exponential, the model function is given
as,
f (t) =
m
∑
j=1
n
∑
k=1
L j(t)∗Rk(t)+B (B.1)
where L(t) is expressed as,
L j(t) =

A j exp
(
− t
τ j
)
if t ≥ 0
0 if t < 0
(B.2)
where τ is the positron lifetime, and A is the associated area of the lifetime. The
expression R(t) is expressed as,
Rk(t) =
ωk
σk
√
2pi
exp
(
−(t−T0−∆tk)
2
2σ2k
)
(B.3)
where, ω is the relative intensity of the Gaussian function, which is centred
around T0+∆t, T0 being the “time-zero” and ∆t the relative shift of the Gaussian.
The value σ is related to the Full Width at Half Maximum (FWHM) of the
Gaussian, and defined as,
σk =
FWHM
2
√
2ln(2)
(B.4)
where ‘ln’ is the natural logarithm function.
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From the convolution theorem, the integral is expressed as,
(L∗R)(t) =
∫ ∞
−∞
L(X)−R(t−X)dX (B.5)
where X is the dummy variable. Substituting in the Gaussian and the exponential
expressions for R(X) and L(t−X) respectively, and using the shorthand Z for
T0−∆t we arrive at the starting convolution integral,
(L∗R)(t) =
∫ ∞
0
A jωk
σk
√
pi
exp
(
−(t−Zk−X)
2
σ2k
)
exp
(−λ jX)dX (B.6)
and evaluating the integral, the resultant expression is given as,
h(t) =
A jωk
2λ j
exp
(
λ 2j σ2k
4
−λ j(t−Zk)
)
×
[
1− erf
(
λ jσk
2
− t−Zk
σk
)]
(B.7)
where ‘erf’ is the Gauss error function. Using the relation 1− erf(x) = erfc(x),
the equation simplifies to,
h(t) =
A jωk
2λ j
exp
(
λ 2j σ2k
4
−λ j(t−Zk)
)
erfc
(
λ jσk
2
− t−Zk
σk
)
(B.8)
The model equation presented at this point is a continuous function and the
experimentally obtained spectrum is a discrete function, with finite width chan-
nels. To convert the former into a discrete function, the equation must be inte-
grated over the width of the channel; i.e., between i−1 and i,
Fi(t) =
∫ i
i−1
h(t)dt (B.9)
where Fi(t) is the integrated equation for the discrete spectrum containing one
Gaussian and one lifetime, as a function of the channel. Integrating Equation
B.9, between the the limits, and using the relationship,
erf(−z) = erf(z) (B.10)
we arrive at the model expression describing the value at channel i, for the jth
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lifetime and the kth Gaussian, in the experimental spectrum,
Fi(t) =
A jωk
2λ j
{
erf
(
ti−1−T0−∆k
σk
)
+ exp
(
λ jσ2j
4
−λ j(ti−T0−∆k)
)
erfc
(
λ jσk
2
− ti−T0−∆k
σk
)
− exp
(
λ jσ2j
4
−λ j(ti−1−T0−∆k)
)
erfc
(
λ jσk
2
− ti−1−T0−∆k
σk
)
− erf
(
ti−T0−∆k
σk
)}
(B.11)
and finally, with respect to an experimental spectrum, containing an instrument
response function comprised of a sum of n Gaussian functions, and m positron
lifetimes, the model spectrum, fi(t), can be defined at channel i as,
fi(t) = B+
m
∑
j=1
n
∑
k=1
Fj,k,i(t) . (B.12)
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Appendix C: MATLAB CODE
C.1 Instrument Resolution Functions
%% Shape Parameters.m
% In PALS the Instrument Resolution Function (IRF) is usally
% modelled using a sum of a number of Gaussian Functions. For
% each Gaussian we have the Full width at half maximum, the
% relative intensity and its shift with resepct to the
% 'centered' gaussian. Using ResolutionFit we also get the
% shape parameters fro the IRF, its full width at various
% fractional values and the midpoints. While this is a usefull
% feature, it is difficult to visualize the actual IRF. This
% code will calculate the IRF and plot it with either a log y
% axis or a normal one.
%% Housekeeping
clc; clear all; close all;
% Dock the figure into the figure window.
set(0,'DefaultFigureWindowStyle','docked')
%% Local Anonymous Functions
% We need the model function and its first and second
% derivatives.
% handle = fname @(fargins)(function)
% called by handle(fargins)
% Gaussian Function
f = @(x, FWHM, I, dt)(I/(FWHM*sqrt(2*pi)))*(exp(−(x−dt)^2 /
(2*FWHM^2)));
% First derivative
dfdx = @(x, FWHM, I, dt)((−I)*(x−dt)/(FWHM^3 * sqrt(2*pi)))*(
exp(−(x−dt)^2 / (2*FWHM^2)));
% Second derivative
d2fdx2 = @(x, FWHM, I, dt)(I * ((x−dt)^2−FWHM^2)/(FWHM^5 *
sqrt(2*pi)))*(exp(−(x−dt)^2 / (2*FWHM^2)));
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%% Inputs − IRF
% Pass in FWHMs etc in nanosecond and intensity in percent
sigma = [0.26659 0.19852 0.13651 0.38064 0.09475];
sigma = sigma/(2*sqrt(2*log(2)));
shift = [−0.02377 −0.19408 0.18762 0.13267 0.31037];
Int = [ 95.96080 −4.03470 1.25490 6.64080 0.17823];
Int = Int/100;
%% Find Peak placement
% The position of the peak is found using Newton Raphson
relError = 100; xold = 0;
while (relError > 1E−10)
top = 0; bottom = 0;
for ii = 1:numel(sigma)
top = top + dfdx(xold, sigma(ii), Int(ii), shift(
ii));
bottom = bottom + d2fdx2(xold, sigma(ii), Int(ii), shift(
ii));
end;
xnext = xold − (top/bottom);
relError = abs((xnext−xold)/xnext)*100;
xold = xnext;
end;
%% Find Peak value
PeakValue = 0; xpeak = xold;
for ii = 1:numel(sigma)
PeakValue = PeakValue + f(xold, sigma(ii), Int(ii), shift(ii
));
end;
%% IRF Plotting
t = −1:0.001:1;
y = zeros(1,numel(t));
for jj = 1:numel(t)
for ii = 1:numel(sigma)
y(1,jj) = y(1,jj) + f(t(jj), sigma(ii), Int(ii), shift(ii)
);
end;
end;
fractionalValues = 1./[2, 5, 10, 30, 100, 300, 1000];
fwNm = repmat(fractionalValues,numel(t),1)';
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fwNm = fwNm * PeakValue;
y = [y;fwNm];
h1f = figure(1);
h1p = semilogy(t,y); ylim([1E−6, 10]); % log y plot
% h1p = plot(t,y); % Normal plot
%% Full widths at different fractional values
% Having found the peak we can calculate the full widths for
% any fractional values, e.g. 1/2, 1/10, 1/100, etc.
Values = fwNm(:,1);
% Need a good guess value for the left and right of peak
side = [−0.1, 0.1];
results = zeros(numel(Values), numel(side));
for iside = 1:numel(side)
for iValue = 1:numel(Values)
xold = side(iside); relError = 100;
while (relError > 1E−10)
top = 0; bottom = 0;
for ii = 1:numel(sigma)
top = top + f(xold, sigma(ii), Int(ii),
shift(ii));
bottom = bottom + dfdx(xold, sigma(ii), Int(ii),
shift(ii));
end;
top = top − Values(iValue);
xnext = xold − (top/bottom);
relError = abs((xnext−xold)/xnext)*100;
xold = xnext;
end;
results(iValue, iside) = xold;
end;
end;
%% Display stats in Command window
fullwidths = results(:,2) − results(:,1);
N = [2 5 10 30 100 300 1000];
disp(num2str([N' ,fullwidths*1000]));
legend ('IRF', 'N = 2','N = 5', 'N = 10','N = 30', '
N = 100','N = 300', 'N = 1000');
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Figure C.1: Example output from Shape Parameters code.
255
C.2 Source foil intensity
%% Foil Intensity Calculator
% Accurately determining the fraction of annihilation events
% for the source foil in PALS experiments can be modelled
% using a geometric series for the refelctions paths, the
% backscatter coefficient expression and appropriate values
% for the absorption coefficient. See J Phys D 39 p3388 2006,
% McGuire.
%
% Some typical absorption coefficient values are:
% KA = 69, Al = 106−138, Ni = 373−465
%% House keeping
clc; clear all; close all;
%% Input Parameters
t = 8; % thickness of foil in micrometers
Z = 36; % (Mean) atomic number of sample
alpha = 69; % Absorption coefficient of foil in cm^−1
%% Model equation
% Backscatter Equation
R = (0.342 * log10(Z)) − 0.146;
% Reflections
p1t = exp(−alpha*1*t*1E−4);
p2t = exp(−alpha*2*t*1E−4);
% Intensity of foil source correction
I_foil = 100 * (1 − ( ((1−R)*p1t) / (1−(R*p2t)) ) );
disp(['Foil Intensity = ',num2str(I_foil)]);
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C.3 Generate control file for PositronFit (new version)
The new version of PositronFit provided with the PALSfit suite has some minor
changes to the structure of the input control file. Further, this code always im-
plements a two cycle fit and requires that there are two source component terms
that are being iterated over. The number of lifetimes in the cycles should be
limited to four or less if the output is to be converted to a tabular format using
the ReadNewPATFIT code listed later.
%% Input File Generator − New PATFIT %% Source foils
%% Introduction
% This m file is designed to create the input file for the new
% version of PATFIT. To facilitate the reloading of output
% files, it has been decided to always use two cycles and the
% user can change the number of lifetimes in each cycle. The
% first cycle can be used to create a 'cleaner' output so
% really only the 2nd cycle needs to be changed.
%% Housekeeping
clc; clear all; close all;
%% Input and Output
% Spectrum path and filename
specPath = 'E:\PALSspectra\'; specFile = '150109.prn';
% Output control file path and filename
outPath = 'E:\NEWPATFIT\' ; outFile = 'POSinput.txt';
%% Spectrum details
nCh = 4096; % Number of channels
tpCh = 0.0124; % Time per channel in ns
specLable = '123456'; % Spectrum label
%% Fit details
areaStart = 232; areaStop = 4096; AreaFlag = 0;
backStart = 3000; backStop = 4000; backFlag = 1;
fitStart = 905; fitStop = 2000;
tzero = 911; tZeroFlag = 'G';
%% Instrument Resolution Function
nGaussians = 3;
G = [ 0.2068 0.1409 0.2719]; % FWHM (ns)
GI = [ 80.0000 10.0000 10.0000]; % Intensity (%)
GS = [ 0.0000 −0.0325 0.0080]; % Shifts (ns)
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%% Output lifetimes
% Cycle 1
nLifetimes1 = 3;
L1 = [ 0.0900 0.2000 1.4300]; Lflag1 = 'GGG';
% Cycle 2 − this is the main output so should change this. If
% the lifetimes are to be fixed change the Lflag2 values from
% G to F for the lifetime that is to be fixed.
nLifetimes2 = 3;
L2 = [ 0.1500 0.3000 2.0000]; Lflag2 = 'GGG';
%% Fixed Ints for second cycle
% If intensities in the second cycle are being fixed need to
% change the LIflag [fixed/not 1/0]
LIflag = 0; LInts = 1; Ints = 74.0;
%% Control file headers
prefix = 'POSITRONFIT DATA BLOCK: ';
h1 = [prefix,'OUTPUT OPTIONS'];
h2 = [prefix,'SPECTRUM'];
h3 = [prefix,'CHANNEL RANGES. TIME SCALE. TIME−ZERO.'];
h4 = [prefix,'RESOLUTION FUNCTION'];
h5 = [prefix,'LIFETIMES AND INTENSITY CONSTRAINTS'];
h6 = [prefix,'BACKGROUND CONSTRAINTS'];
h7 = [prefix,'AREA CONSTRAINTS'];
h8 = [prefix,'SOURCE CORRECTION'];
DataHeader = {h1, h2, h3, h4, h5, h6, h7, h8};
%% Generate the PositronFit control file
nsL = 1.2000; nsI = 0.1600;
nSource = 2; STot = 100; count = 0;
for sL1 = 0.420:0.002: 0.420 % Salt lifetime
for sI1 = 2.000:0.100: 6.000 % Salt Intenisty
for sL2 = 0.381:0.002: 0.381 % Foil lifetime
for sI2 = 8.400:0.100: 12.000 % Foil Intensity
fis = fopen( strcat(outPath,outFile),'at');
% Print to file
fprintf(fis, '%s\n', DataHeader{1});
fprintf(fis, '0000\n');
fprintf(fis, '%s\n', DataHeader{2});
fprintf(fis, '%10i\n', nCh);
fprintf(fis, '(f10.0)\n');
fprintf(fis, '%s\n', strcat(specPath,specFile));
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fprintf(fis, '%s\n', specLable);
fprintf(fis, ' 0 0\n');
fprintf(fis, '%s\n', DataHeader{3});
fprintf(fis, '%10i\n', areaStart);
fprintf(fis, '%10i\n', areaStop);
fprintf(fis, '%10i\n', fitStart(1));
fprintf(fis, '%10i\n', fitStop);
fprintf(fis, '%10.6f\n', tpCh);
fprintf(fis, '%s\n',tZeroFlag);
fprintf(fis, '%10.4f\n', tzero);
fprintf(fis, '%s\n', DataHeader{4});
fprintf(fis, '%10i\n', nGaussians);
fprintf(fis, '%10.4f%10.4f%10.4f\n',b@x...
G(1),G(2),G(3));
fprintf(fis, '%10.3f%10.3f%10.3f\n',...
GI(1),GI(2),GI(3));
fprintf(fis, '%10.4f%10.4f%10.4f\n',...
GS(1),GS(2),GS(3));
fprintf(fis, '%s\n', DataHeader{5});
fprintf(fis, '%10i\n', nLifetimes1);
fprintf(fis, '%s\n',Lflag1);
switch nLifetimes1
case 1,
fprintf(fis, '%10.4f\n' , L1(1));
case 2,
fprintf(fis, '%10.4f%10.4f\n', L1(1),L1(2));
case 3,
fprintf(fis, '%10.4f%10.4f%10.4f\n',L1(1),L1(2),L1(3));
case 4,
fprintf(fis, '%10.4f%10.4f%10.4f%10.4f\n', L1(1),L1(2),L1
(3),L1(4) );
otherwise, % Do not do more than 4
end;
fprintf(fis, ' 0\n'); % Free 1 st cycle
% FIXED intensities Intensities in second cycle
% fprintf(fis, '%10i\n', LIflag);
% fprintf(fis, '%10i\n', LInts);
% fprintf(fis, '%10.4f\n',Ints);
fprintf(fis, '%s\n', DataHeader{6});
fprintf(fis, '%10i\n', backFlag);
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fprintf(fis, '%10i\n', backStart);
fprintf(fis, '%10i\n', backStop);
fprintf(fis, '%s\n', DataHeader{7});
fprintf(fis, '%10i\n',AreaFlag);
fprintf(fis, '%s\n', DataHeader{8});
fprintf(fis, '%10i\n', nSource);
switch nSource
case 2,
fprintf(fis, '%10.4f%10.4f\n', sL1, sL2);
fprintf(fis, '%10.4f%10.4f\n', sI1, sI2);
case 3,
fprintf(fis, '%10.4f%10.4f%10.4f\n', sL1, sL2, nsL);
fprintf(fis, '%10.4f%10.4f%10.4f\n', sI1, sI2, nsI);
otherwise, % Do not do more than 4 and 1 is DD
end;
fprintf(fis, '%10.4f\n', STot);
% 2nd cycle
fprintf(fis, ' 1\n');
fprintf(fis, '%10i\n', nLifetimes2);
fprintf(fis, '%s\n',Lflag2);
switch nLifetimes2
case 1,
fprintf(fis, '%10.4f\n' ,L2(1));
case 2,
fprintf(fis, '%10.4f%10.4f\n',L2(1),L2(2));
case 3,
fprintf(fis, '%10.4f%10.4f%10.4f\n',L2(1),L2(2),L2(3));
case 4,
fprintf(fis, '%10.4f%10.4f%10.4f%10.4f\n',L2(1),L2(2),L2
(3),L2(4) );
otherwise, % Do not do more than 4
end;
switch LIflag
case 0,
% Free intensity
fprintf(fis, ' 0\n'); % This is for free fits
case 1,
% FIxed intensity
fprintf(fis, '%10i\n', LIflag);
fprintf(fis, '%10i\n', LInts);
fprintf(fis, '%10.4f\n',Ints);
otherwise
% Nothing as either FREE (0) or FIXED (1)
end;
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fclose(fis);
count =count +1;
end;
end;
end;
end;
disp('finished');
disp(['Total Number of fits: ',num2str(count)]);
fclose all;clear all;
C.3.1 Batch operation of PositronFit
The PositronFit executable file requires an input and an output destination for
the control file and the resultant fits. For batch file operation two documents are
needed: (1) a text file containing the input and output filenames, including the
file extensions, and (2) a batch file containing the execute commands. These are
saved in the same folder as the executable file.
Contents of text file (IO−POS.txt).
POSinput . t x t
POSoutput . t x t
Contents of batch file (NewPositronFit.bat).
@echo o f f
t y p e IO_POS . t x t | e : \ NEWPATFIT \ P o s i t r o n F i t . exe
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C.4 Read output file from PositronFit (new version)
%% readNEWPATFIT_3
% This code is designed to convert the output from the new DOS
% driven version of PositronFit, supplied with PALSFIT, from a
% series of blocks into a tabular format. The batch file
% control of PositronFit requires both the name of the input
% file and a name for the output file. Here we used the name
% POSoutput.txt for the output file and as such this code
% reflects accordingly. If the name is different then the
% variable fname needs to be altered. After converting all
% possible blocks of fits, the tabular output is saved with
% the prefix 'L', so LPOSoutput.txt.
%
% Any fits where the numerical values are overfull, denoted
% with stars are discarded. If parameters are fixed we replace
% the errors with zeros instead of the PositronFit denoted
% 'FIXED'.
%
% The input data, also shown in the output file, starts after
% the header line of the spectrum and the output always begins
% with the text 'F I N A L R E S U L T S'. These are used to
% reference the relevant rows of data; however, this code is
% only designed for when 4 or less lifetimes are used in the
% analysis as if more than 4 are used, the additional
% lifetimes are printed below, resulting in subsequent
% row numbers not reflecting the appropriate variables.
%% House Keeping
clc;clear all;close all;
%% Input and Output filenames and paths
fPath = 'E:\NEWPATFIT\';
fName = 'POSoutput.txt';
fid = fopen(strcat(fPath, fName) );
fOut = strcat(fPath,['L' fName]);
%% Triggers and Logicals
header = '123456';
final = 'F I N A L R E S U L T S';
stars = '*********';
blank = ' ';
beginReadInputs = false;
beginReadOutput = false;
lifeouttest = [];
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starCheck = false;
minusCheck = false;
writeOut = true;
j = 1; DataOut = zeros(1,21); z=[]; z2=[];
%% Main code
tic; tline = fgetl(fid);
while ischar(tline)
tline = fgetl(fid);
% Find line with header and pass in inputs to final data
% ready for output.
startInput = strfind(tline,header);
if startInput, beginReadInputs = true;hline = 1;end;
if beginReadInputs
switch hline
case 7,
fitStart = str2num(tline(27:30));
fitStop = str2num(tline(47:50));
case 9, GFunc = str2num(tline(32:end));
case 10, GInts = str2num(tline(32:end));
case 11, Gshft = str2num(tline(32:end));
case 27, lSource = str2num(tline(32:end));
case 28, iSource = str2num(tline(32:end));
end; % switch hline
hline = hline +1;
if hline >34
hline = 0;
beginReadInputs = false;
lS = zeros(1,3); lS(1,1:numel(lSource)) = lSource;
iS = zeros(1,3); iS(1,1:numel(iSource)) = iSource;
dOut = [fitStart, fitStop, GFunc, GInts, Gshft, lS, iS];
end;
end; % beginReadInput
% Find line with final and pass into final data output
startOutput = strfind(tline,final);
if startOutput, beginReadOutput = true;fline = 1;end;
if beginReadOutput
% disp(num2str(fline))
tline = strrep(tline,'FIXED','0.0000');
switch fline
case 5, csq=str2double(tline(14:22));
case 6,
if ~isempty(strfind(tline,stars))
writeOut = false;
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else
rchi2 = str2double(tline(39:49));
% disp(tline(39:49))
chi2err = str2double(tline(68:end));
end;
case 7, soip=str2double(tline(35:41));
% Sometimes a specific cell overlaps and in this case we get a
% mismatch between the number of entries for lifetimes and the
% respective intensities. Solution: convert string, count
% number of cells, do this for each (L, err L, I, err I), and
% then check if result has the same number of cells.
case 9 ,
if ~isempty(strfind(tline,stars))
writeOut = false;
else
lifetime = str2num(tline(32:end));
lifeouttest(1)=numel(lifetime);
end;
case 10,
if ~isempty(strfind(tline,stars))
writeOut = false;
else
lerr = str2num(tline(32:end));
lifeouttest(2)=numel(lerr);
end;
case 12,
if ~isempty(strfind(tline,stars))
writeOut = false;
else
if ~isempty(strfind(tline,'−'))
writeOut = false;
else
int = str2num(tline(32:end));
lifeouttest(3)=numel(int);
end;
end;
% if int < 0
% writeOut = false;
% end;
case 13,
if ~isempty(strfind(tline,stars))
writeOut = false;
else
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interr = str2num(tline(32:end));
lifeouttest(4)=numel(interr);
end;
case 15,
if ~isempty(strfind(tline,stars))
writeOut = false;
else
backgr = str2num(tline(32:end));
end;
case 18,
if ~isempty(strfind(tline,stars))
writeOut = false;
else
tZero = str2num(tline(32:end));
end;
case 19,
if ~isempty(strfind(tline,stars))
writeOut = false;
else
tZerr = str2num(tline(32:end));
end;
case 20,
if ~isempty(strfind(tline,stars))
writeOut = false;
else
% disp(tline);disp(length(tline)
);
% disp(tline(29:49))
areaFit = str2num(tline(29:40));
areaTable = str2num(tline(62:end));
end;
end; % switch fline
fline = fline +1;
% sometimes the output from positronfit has cells in which the
% values have populated the entire cell, in which case two
% adjacent cells are merged because the str2num function can
% not find the space delimiter. In this case the code will
% crash because of mismatch between nLifetimes and nInts etc.
% So need to check for this.
if sum(abs(diff(lifeouttest))) > 0
writeOut=false;
end;
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if fline > 20
j = j + 1;
if writeOut
% Sort out lifetime in ascending order
lifeInt = [lifetime;lerr;int;interr];
lout = sortrows(lifeInt',1);
% reset logic marker and row marker for next dataset
fline = 0;
beginReadOutput = false;
DataOut(1,3) = rchi2; DataOut(1,4) = chi2err;
DataOut(1, 6:numel(lifetime)−1+ 6) = lout(:,1);
DataOut(1,10:numel(lerr )−1+10) = lout(:,2);
DataOut(1,14:numel(int )−1+14) = lout(:,3);
DataOut(1,18:numel(interr )−1+18) = lout(:,4);
dOutFinal = [dOut, DataOut(1,[3,6:21]) ,csq,soip];
dlmwrite(fOut, dOutFinal,'−append',...
'delimiter', '\t', 'precision', 6, 'newline', 'pc');
writeOut = true;
z = [z;csq,soip, lSource, iSource,lout(:,4)'];
else
writeOut = true;
fline = 0;
beginReadOutput = false;
end; % writeOut
end; % fline>20
end; % beginReadOutput
starCheck = false; minusCheck = false;
end; % end while loop
fclose(fid);fclose all;toc
%% Loading the output
% The output can be reloaded for further manipulation by,
% variable_name = dlmread('filename.ext)
% where filename.ext is the output, in this case
% LPOSoutput.txt
% Rows (fits) can be filtered with logical indexing, for
% example remove chi squared values above 1.5
% a = dlmread('LPOSoutput.txt');
% Chi square is column 18, so:
% a = a( a(:,18) > 1.5, :);
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% this first finds all rows where column 18 is less than 1.5
% and then creates a logical vector which is used to create
% the subset.
The output from this code is saved to a data file with the same name as the input
file but with a prefix ‘L’. This can be reloaded into MATLAB with the dlmread
command. As detailed in the final comments section of the mcode.
