Abstract: This paper proposes an improved form of the ant lion optimization algorithm (IALO) to solve image clustering problem. The improvement of the algorithm was made using a new boundary decreasing procedure. Moreover, a recently proposed objective function for image clustering in the literature was also improved to obtain well-separated clusters while minimizing the intracluster distances. In order to accurately demonstrate the performances of the proposed methods, firstly, twenty-three benchmark functions were solved with IALO and the results were compared with the ALO and a chaos-based ALO algorithm from the literature. Secondly, four benchmark images were clustered by IALO and the obtained results were compared with the results of particle swarm optimization, artificial bee colony, genetic, and Kmeans algorithms. Lastly, IALO, ALO, and the chaos-based ALO algorithm were compared in terms of image clustering by using the proposed objective function for three benchmark images. The comparison was made for the objective function values, the separateness and compactness properties of the clusters and also for two clustering indexes DaviesBouldin and Xie-Beni. The results showed that the proposed boundary decreasing procedure increased the performance of the IALO algorithm, and also the IALO algorithm with the proposed objective function obtained very competitive results in terms of image clustering.
Introduction
Clustering is an unsupervised data grouping technique that has been widely applied in many fields such as machine learning, pattern recognition, data mining, and image processing [1] . It aims to reveal the hidden structures in an unlabeled dataset and thus to provide the possibility of making a preliminary assessment about the organization of the dataset [2] . By utilizing a clustering algorithm, a dataset can be divided into several disjoint groups of data points according to some similarity measures. The algorithm tries to maximize the similarity within each group while minimizing the similarity between the groups. The clustering algorithms can be classified into two basic categories, hierarchical and partitional clustering [3] . The data points are being grouped into a tree-like structure with the hierarchical clustering while the dataset is divided into several clusters that provide some predefined criteria by using the partitional clustering [3] . In the literature, there are a number of subtypes of these two clustering approaches; agglomerative and divisive clustering are two hierarchical clustering techniques, the agglomerative clustering starts by assigning each data member to a distinct cluster and continues by combining the successive clusters while divisive clustering begins with one cluster and continues by dividing this cluster into different numbers of clusters [1] . Both of these techniques * Correspondence: metintoz@duzce.edu.tr This work is licensed under a Creative Commons Attribution 4.0 International License.
continue until a predefined stopping criterion is met. A partitional approach starts with a predefined number of clusters and tries to divide the dataset into that number of disjoint clusters by evaluating the data points according to some optimization criteria [4] . K-means clustering algorithm that was proposed by McQueen [5] and its fuzzy-based version, the fuzzy C-means (FCM) proposed by Dunn [6] and improved by Bezdek [7] , are the two most widely known partitional algorithms. These two algorithms have very simple formulations to be applied to most kinds of the clustering applications and also very computational efficient. However, they have some disadvantages such as being trapped in the local minima and being very sensitive to the selection of the initial cluster centers [4] . The partitional clustering can also be regarded as an optimization process because of optimizing a certain criterion such as minimizing the distance between the cluster centers [8] . Therefore, in order to tackle the drawbacks of K-means and FCM algorithms, many researchers proposed to use evolutionary and/or metaheuristic optimization algorithms. Some of the studies about hybridization FCM or K-means with the optimization algorithms can be given as follows; Nikham and Amiri [9] proposed a hybrid clustering algorithm based on a fuzzy adaptive form of particle swarm optimization (PSO), ant colony optimization (ACO), and K-means algorithms and presented that their algorithm showed better results than some other metaheuristic algorithms such as PSO, genetic algorithms (GA), and ACO. Krishnasamy et al. [3] combined K-means and cohort intelligence algorithm and proposed a new hybrid data clustering algorithm named K-MCI. In [10] , Biniaz and Abbasi combined FCM with an unsupervised ACO algorithm in medical image segmentation applications.
Kumar and Sahoo [11] proposed a two-step artificial bee colony (ABC) algorithm, where they produced the initial population by using K-means, and they also proposed an improved solution search equation based on PSO social behavior. The authors showed that their algorithm outperforms the classical form of ABC in solving the clustering problem. Wang et al. [12] composed the supervised learning normal mixture model and the FCM. They conducted some experiments on real datasets and concluded that the supervised learning normal mixture model can improve the performance of FCM. Toz and Toz [13] proposed a hybrid clustering algorithm based on differential search optimization algorithm and FCM in order to use in image clustering applications. Different from the hybrid algorithms, metaheuristic and evolutionary optimization algorithms have also been successfully used to solve clustering problems. In [14] , the authors proposed to use GA as a clustering technique and showed the superiority of GA-clustering algorithm over K-means by using some artificial and real-life datasets. Shelokar et al. [15] proposed to use ACO for clustering purposes and concluded that the ACO is superior to simulated annealing, GA, and tabu search techniques. Omran et al. [16] developed a PSO-based approach to solve image clustering problem and showed that their method is better than K-means, FCM, K-Harmonic means, and GA. An improved form of gravitational search algorithm by a special encoding scheme, called grouping encoding has been used in [17] in order to solve data clustering problem and it has been shown that the proposed method can be efficiently used for multivariate data clustering problem. Tang et al. [18] proposed a new algorithm, intrusive tumor growth inspired optimization algorithm, and solved the data clustering problem by using their algorithm. Karaboga and Ozturk [19] proposed to use the ABC algorithm for clustering applications and showed that the ABC algorithm outperforms PSO and nine classification techniques from the literature in solving data clustering problem. In another study, Ozturk et al. [4] proposed to use the ABC algorithm for solving image clustering problem by using a new objective function. They tested the proposed objective function by several benchmark images with different optimization algorithms and found that their objective function gives the best results with the ABC algorithm in terms of separateness and compactness of the clusters.
Ant lion optimization (ALO) algorithm is a new population-based optimization algorithm proposed by
Mirjalili [20] in 2015 that is based on the hunting behaviors of the antlions. It was shown that this algorithm outperforms several optimization algorithms such as PSO, GA, cuckoo search, and firefly algorithm for solving some benchmark functions [20] . The ALO algorithm has been used to solve different kinds of optimization problems since it has been introduced. In [21] , Zawbaa et al. proposed to use an improved form of ALO by chaos (CALO) to solve feature selection problem in data mining. They formulated the problem as a multiobjective optimization problem and tested the proposed algorithm on different datasets. Authors concluded that the CALO outperforms ALO, PSO, and GA in terms of the quality of the selected features. Babers et al. [22] used ALO to solve a multiobjective optimization problem defined for social networks, namely, detection of the optimum number of communities in online social networks. They showed that the ALO algorithm can be efficiently used to find an optimized community structure. Chopra and Mehta [23] solved the optimum generation scheduling problem for the thermal generators in power systems and used three test systems for performance evaluation. Their results showed that ALO obtained competitive results according to the compared algorithms such as PSO and GA. In this study, we firstly proposed to use the radius decrement process of the vortex search algorithm [27] for the boundary decreasing procedure of the ALO algorithm in order to improve its performance in image clustering and named the new form of the algorithm as the improved ALO (IALO) algorithm. Secondly, we propose a new version of the objective function proposed by Ozturk et al. [4] by deducing the maximum value of the database from its equation to make the objective function to be less sensitive to the outliers. Finally, we performed experimental studies both for testing the performance of the IALO algorithm on solving twentythree benchmark functions from the literature [28] and for testing the performances of the proposed methods in image clustering. The obtained results are presented in a comparative manner and, in order to show the effect of the quality of the clustering operations, the results of the image clustering applications are also evaluated in terms of two clustering indexes, Davies-Bouldin (DBI) [24] and Xie-Beni (XBI) [25] . The rest of the paper is organized as follows; the ALO algorithm and the proposed IALO algorithm are presented in details in Section 2, the solution method of the image clustering problems by using the IALO algorithm and the proposed objective function is given in Section 3, the experiments and the comparisons are presented in Section 4, and finally the paper concluded with the last section.
Ant lion optimization algorithm
ALO is a new population-based optimization algorithm proposed by Mirjalili [20] in 2015. It is based on the hunting behavior of the antlions when they are in the larval form. Antlion larvae use cone-shaped pits as traps for hunting their preys that are mainly ants. Once an antlion realizes a prey is in the pit it throws sands toward the edge of the pit to cause the prey to slip down to the bottom. At the end of the hunt, the antlion consumes its prey and prepares the pit for the next hunt [20] . The mathematical model of the ALO algorithm is based on the relationships between the antlion, the pit, and the ants as preys. The ALO algorithm uses two populations to solve an optimization problem. The first one is for the ants that are the candidate solutions to the problem and move stochastically over the search space while the second for the antlions that are hidden in random locations in the search space. Both of the populations are defined in the same manner as follows [20] ;
where P A and P AL are the populations of the ants and the antlions, respectively. Both of them are the matrices of the same size and d and n are the dimension of the solution and the number of the populations, respectively.
The ants move randomly over the search space by a random walk vector as given in Eq. (2) [20] .
where W (t) is the random walk matrix, t is the step of the random walk which is determined as the iteration number and U and T are the cumulative sum function and the maximum number of iterations, respectively.
Finally, v(t) is a stochastic function defined as follows [20] ;
where rand indicates a random number with uniform distribution in the interval [0,1]. In order to keep the ant's position in the boundaries of the search space, the following min-max normalization function is used for the random walk matrix of the ants [20] .
In the equation,
, and q t i are the random walk vector and the minimum and maximum values of the lower and upper boundaries for i 'th variable at t 'th iteration, respectively. Lastly, α i and β i are the minimum and maximum values of random walk of i' th variable. In one step of the iteration process, each of the ants is assumed to be in the trap of only one antlion which is selected by a roulette wheel mechanism according to its fitness value. In order to model an ant being in the trap, the minimum and maximum boundaries of the random walks of the ant is being effected by the position of the selected antlion [20] .
where P t ALj (j = 1, 2, . . . , n) is the position of the selected ( j 'th) antlion at t 'th iteration and l t and q t are the minimum and maximum values of all the variables of the i 'th ant. In order to simulate sliding of an ant towards the bottom of the pit, l t and q t are adaptively decreased as follows;
where
increased number, and w is the parameter used to adjust the level of the exploitation [20] . In the optimization process, the evaluations of both matrices are obtained by a fitness function [20] ;
where F A and F AL are the fitness vector of the P A and P AL matrices, respectively, while f is the problemdepended objective function. The catching and consuming of the ant by the antlion is simulated by comparison of their fitness values. If the fitness value of the ant is greater than the antlion's fitness value, then it is assumed that the ant is caught and consumed by the antlion and the antlion moves the position of the ant for the next hunt [20] .
where P t ALj and P t Ai show the positions of the selected antlion and the i'th ant at t 'th iteration, respectively. The last stage of the ALO algorithm is elitism which is provided by assuming that all the ants move towards the best antlion that has the greatest fitness value while moving towards the selected antlions by the roulette wheel simultaneously.
where V t A and V t E are the random walks of the selected ant towards the selected antlion by roulette wheel and towards the elitist antlion at t'th iteration, respectively. The details of the algorithm can be found in [20] .
Improved form of the ALO algorithm
The effectiveness of the ALO algorithm in terms of its searching capabilities such as avoiding the local optima and converging to the best solution was shown by comparing it with some of the state-of-the-art optimizations algorithms [20] . However, the ALO algorithm has a drawback. It uses a step-by-step decreasing procedure for boundary shrinking as seen in Eq. (6) . In this equation, it can be seen that the w value is increased at some stationary points of the iterations to provide the boundary shrinking around the candidate solutions. Although this procedure provides an absolute reduction of the boundary around the solutions, it also restricts the random search capabilities of the algorithm because of the stationary points. In order to solve this issue, in this study, we propose a new boundary decreasing procedure for the ALO algorithm. The proposed procedure is inspired by the radius decrement process of the vortex search algorithm [27] and is based on the inverse of the incomplete gamma function for decreasing the l t and q t values. The incomplete gamma function is defined as follows [27] ;
Here, a > 0 and is known as the shape parameter while x is a random number. In this study, the inverse of the incomplete gamma function is calculated by using the gammaincinv(x, a) function of the M AT LAB ® . Based on this function, the proposed decreasing procedure can be defined as;
The difference between the boundary decreasing procedure and the proposed one can be shown by drawing the graph of the two procedures. Let the upper bound of one dimension of a candidate solution be 5 and the maximum number of the iterations for the algorithm be 200. By using these parameters, the decreasing of the upper bound of the solution would be as given in Figure 1 for both of the methods. It should be noted that the x value of the proposed method is selected as x = 0.05 in the graphics.
As can be seen from the figure, the decreasing of the upper bound of the solution changed only at stationary points when the decreasing procedure of the ALO is used. On the other hand, when the proposed method is used, the decreasing of the upper bound occurs in a curve-shaped structure. Therefore, it would be possible for the algorithm to search more points around the solution than the other method. Thus, the proposed procedure offers more search capabilities to the algorithm. In order to test the effect of the proposed method, we used twenty-three benchmark functions that have been used for comparison of the performances of the optimization algorithms in the literature [28] . These functions are combined from unimodal (F1-F7), multimodal (F8-F13), and fixed-dimension multimodal (F14-F23) functions and given in Table 1 . In order to test the performance of the IALO algorithm, we compared its performance with the ALO algorithm [20] and with the chaos-based ALO (CALO) algorithm proposed by Zawbaa et al. [21] . It should be noted that the M AT LAB ® code for the standard ALO algorithm was obtained from its publicly available package that is referred in [20] and for the CALO was obtained from its implementation that performed by Emary (the second author of the CALO [21] ). The benchmark functions given in Table 1 are solved with the three algorithms by using the same parameters (population number = 40, the maximum number of the iterations = 500) under the same conditions. In addition, since the authors of the CALO algorithm stated that the best chaotic map is the tent map for their algorithm, CALO was used with the tent map and the x parameter of the IALO algorithm was selected as x = 0.01 . In the test, the algorithms were run 30 times for each of the functions and the mean and the standard deviations of the obtained minimum objective function values were recorded. These results are given in Table 2 . As can be seen from Table 2 , the IALO algorithm outperformed the ALO and CALO algorithms on solving nine of (f 1, f 2, f 6, f 9, f 11, f 12, f 15, f 18 , and f 20) twenty-three benchmark functions while the CALO got the best results on solving eight functions (f 7, f 14, f 16, f 17, f 19, f 21 − f 23) and the ALO performed better than the others only for six functions (f 3, f 4, f 5, f 8, f 10 , and f 13). According to these results, it can be said that while the proposed IALO algorithm can solve problems from all the three function groups, unimodal, multimodal, and fixed-dimension multimodal, CALO is better at solving only fixed-dimension multimodal functions except f7 and the ALO is perform well on the unimodal and multimodal functions. On the other hand, in terms of the number of the functions that the algorithms get better results, it can be said that the IALO outperformed the other two algorithms. Therefore, it is shown that the proposed method improved the ALO algorithm in terms of avoiding the local optima and convergence to the best value.
Solving the image clustering problem with the IALO algorithm
Clustering problem is to divide a dataset into several groups by gathering similar items in the same group while increasing the dissimilarity between the groups. Formally, the clustering problem can be defined as follows. Let 
S be a dataset that has m number of data points;
where s p is a data point of S with F features. The data points are mainly represented in a vectoral form where each element of the vector depicts one feature of the data. The main objective of the clustering problem is to divide S into L number of clusters;
where C is an optimum-partitioned form of the dataset and C i (i = 1, 2, …L) represents i 'th cluster. Therefore, S can be rewritten as follows.
The clustering problem can be solved in two manners; in hard clustering, a data point belongs to only one cluster while in fuzzy clustering, the data point belongs to all the clusters by different membership values. In this study, the hard clustering was performed. Therefore, in order to divide the S into L number of clusters through a hard clustering process the following conditions needed to be met [4] . Each data point of the data set needed to be attended to a cluster, a data point needed to be only a member of one cluster and each cluster should have at least one data point. The similarity measure is one of the most important parts of a clustering algorithm since it is used to determine the similarity between a data point and a cluster center in order to decide whether the data point belongs to that cluster or not. Representation of a group (or cluster) is generally made by a single element, the cluster center, that can or cannot be a real element of that group. In order to perform the clustering process by using an optimization algorithm, the selected objective function of the algorithm should compute and evaluate the similarities between the members and/or clusters in each iteration step. One of the last proposed objective functions was proposed by Ozturk et al. [4] for image clustering and tested on the ABC, PSO, and GA algorithms for several benchmark images. It was shown that the objective function outperforms three well-known objective functions in the literature with ABC optimization algorithm [4] .
where S is the dataset of the image to be clustered and P Ai is a candidate solution to the image clustering problem. F (P Ai , S) is the fitness value calculated for P Ai , d max (S, P Ai ) is the maximum value of the average distances calculated for all the clusters according to their centers, d min (S, P Ai ) is the minimum average distance between any pairs of clusters, z max is the maximum value of the data set, J e is quantization error which defined to calculate the quality of the clustering process, and M SE is the mean of the square of the all the distances calculated for all the patterns according to their related centers [4] . The variables in Eq. (16) are defined as follows [4] ;
where L i,k is the k 'th cluster determined by P Ai , r i,k is the number of patterns of the cluster 
where abs is the absolute value function. In this study, the proposed objective function given in Eq. (21) was used with the proposed IALO algorithm to solve the image clustering problem. The structure of the populations of the ant and antlions for the IALO algorithm are defined as follows;
Here, P A and P AL are the populations of the ant and antlions defined for solving the image clustering problem, respectively, while L is the number of the clusters. And, the pseudo code of the clustering algorithm based on IALO is given in Figure 2 . 
Experiments and comparison
In order to present the performance of the IALO algorithm for solving image clustering problem, we selected two groups of benchmark images. The first group includes Lena, Airplane, 48025, and 42049 images (Figure 3 ). The last two images of this group are from the image segmentation dataset by Berkeley [26] . The reason for selection of these images is that the authors of the paper given in [4] also used them with their proposed objective function and they presented the results of the clustering of these images by PSO, ABC, GA, and K-means algorithms. Therefore, by selecting these images, we are able to present an accurate comparison of the performance of the IALO algorithm according to the algorithms tested in [4] . The second group is composed of 35008, 43051, and 35010 benchmark images (Figure 4 ) from the image segmentation dataset by Berkeley [26] . These three images are used to test the performance of the standard ALO, IALO, and the CALO algorithms on solving image clustering problem by the proposed objective function in this study. During the optimization procedure, the obtained minimum objective function values and the properties that are related to the separateness and compactness of the clustering process ( d max , d min and J e ) were saved in each trial. These properties are used for the performance evaluation of the algorithms in addition to two clustering validity indexes, DBI [24] and XBI [25] . Davies-Bouldin index ( DBI ) is a well-known general cluster separation measure proposed by Davies and Bouldin [24] to measure the performance of the clustering algorithms. It is based on the ratio of the sum of within cluster-scatter to between-cluster separation [24] .
XB Index ( XBI ) was proposed in [25] and based on the ratio of the sum squares within clusters ( SSW ), and the sum squares between clusters ( SSB ). SSW is a measure of the compactness while SSB is a criterion for the separateness [4] . The formulations of XBI are as follows [4] .
where M is the mean value of the dataset. In this study, DBI and XBI were used to evaluate the results of the image clustering and it should be noted that in order to get more accurate clustering solutions the DBI and XBI should be minimized. Image clustering was performed for the first group of the benchmark images by using the same optimization parameters with the study given in [4] . Therefore, the number of clusters was determined as 5, the number of populations and the algorithm trials were defined as 30, and the maximum number of the iterations was limited to 250 in all the trials. Since the parameters for the PSO, GA, ABC, and K-means were given in [4] , they are not also given here. The obtained results of the image clustering for the first group of images are presented in XBI that obtained by using the proposed IALO algorithm with the proposed objective function in this study and also the results of the ABC, PSO, and GA from the study by Ozturk et al. [4] for 30 runs. In the table, the best mean values related to the each image are written in bold. In Table 3 , it can be clearly seen that the The only parameter that IALO shows the worst results is d min but it can be ignored because of the results for the cluster validity indexes DBI and XBI . According to these results, it can be said that IALO outperforms the other algorithms in terms of minimizing the cluster validity indexes and also gets very competitive results for minimizing the d max and J e . The second group of images was used to evaluate the clustering performance of the IALO algorithm with the proposed objective function against the ALO, and the CALO algorithms. Therefore, we performed the image clustering for the second group of the images by the ALO, IALO, and CALO algorithms by using the proposed objective function given in Eq. (21) . In these experiments, the number of clusters was determined as 5, the number of populations as 30, and the maximum number of the iterations was limited to 100. And also, the CALO algorithm was used with the tent map and the x value was determined as 0.001 for the IALO algorithm. Finally, the algorithms were run 30 times and the statistical results of objective function values, d max , d min , J e , DBI , and XBI were recorded. These results are given in Table 4 . In the table, the best mean values related to each image are written in bold. The obtained results given in Table 4 indicate that the proposed IALO algorithm outperforms the other two forms of the ALO algorithm in terms of minimizing the clustering validity indexes, DBI for all the three images and XBI for the 35008 and 35010 images. IALO was also superior in terms of minimizing the objective function value for the 35008 and 43051 images. In terms of the other parameters, it can be said that the IALO algorithm obtained very competitive results. The standard form of the ALO algorithm gets the second place by obtaining the best results for the d max value for all the images and objective function value and d min for the 35010 image and finally J e and XBI for 43051 image. On the other hand, the CALO algorithm cannot show the best results for any comparison parameters except the d min parameter for the 43051 image. As another performance evaluation, the clustering forms of the images of the second group are drawn according to the best results of the three algorithms and given in Figure 5 .
In order to show the differences between the clustering results of the algorithms, we depicted the same regions on the clustered forms of the second group images with a blue circle. These circles show the same region on the figures and include some details according to the original image. It can be seen that the details of the original images can be seen in the resultant images of the ALO and IALO algorithms while they cannot be seen in the clustered images by the CALO algorithm. Thus, it can be concluded that the superiority of the ALO and the IALO algorithms on the CALO algorithm in image clustering can also be seen visually in addition to the results given in Table 4 . On the other hand, it is very hard to see visually the differences between the performances of the ALO and IALO algorithms. However, the results of Table 4 indicates that the IALO algorithm shown better performance than the ALO algorithm. Finally, it can be clearly said that the proposed IALO algorithm and the proposed objective function can be efficiently used for solving the image clustering problems.
Conclusion
The ALO algorithm was improved by using the inverse of the incomplete gamma function for its boundary decreasing procedure. Moreover, a recently proposed objective function for the image clustering was also improved and used with the proposed algorithm. Two groups of benchmark images were used to test the performances of the proposed methods. The performance of the improved ALO algorithm was compared with the results of the ABC, PSO, GA, and K-means from the literature and also compared with the ALO and a chaos-based ALO algorithm by using the proposed objective function for image clustering. The results showed that the proposed ALO algorithm with the proposed objective function outperforms the other algorithms in terms of minimizing the objective function and the cluster validity indexes DBI and XBI and also gets very competitive results in minimizing the quantization error and the intracluster distance while maximizing the intercluster distance.
