Nonparametric kernel methods are widely used and proven to be successful in many statistical learning problems. Wellknown examples include the kernel density estimate (KDE) for density estimation and the support vector machine (SVM) for classification. We propose a kernel classifier that optimizes an integrated squared error (ISE) criterion based on a "difference of densities" formulation. Our classifier is sparse, like SVMs, and performs comparably to state-of-the-art kernel methods. Furthermore, and unlike SVMs, the ISE criterion does not require the user to set any unknown regularization parameters. As a consequence, classifier training is faster than for support vector methods.
INTRODUCTION
In the classification problem we are given realizations (x 1 , y 1 ), . . . , (x n , y n ) of a jointly distributed pair (X, Y ), where X ∈ R d is a pattern or feature vector and Y ∈ {−1, +1} is a class label. The goal of classification is to build a classifier, i.e. a function taking X as input and outputting a label, such that some measure of performance is optimized. Kernel classifiers [1] are an important family of classifiers that have drawn much recent attention for their ability to represent nonlinear decision boundaries and to scale well with increasing dimension d. A kernel classifier has the form
where α i are parameters and k is a kernel function, often taken to be a Gaussian kernel. For example, support vector machines (without offset) have this form, as does the standard kernel density estimate (KDE) plug-in classifier.
In this paper we employ an L 2 or integrated squared error (ISE) criterion to design the coefficients α i of a kernel classifier with Gaussian kernel. Our ISE-based classifiers perform comparably to existing kernel methods while possessing a number of desirable properties. First, like the SVM, the classifiers are sparse, meaning most of the coefficients α i = 0, which has advantages for representation and evaluation efficiency. Second, and unlike the SVM, there are no free parameters to be set by the user except perhaps the kernel bandwidth parameter. In contrast, the SVM has a second regularization parameter, usually denoted by C, that can drastically affect the classifier's performance if not set properly, and requires a time consuming cross-validation search to set in practice.
Our approach can be summarized as follows. Let f − (x) and f + (x) denote the class-conditional densities of the pattern given the label. From decision theory we know the optimal classifier has the form
where γ incorporates prior class probabilities and classconditional error costs (in the Bayesian setting) or a desired tradeoff between false positives and false negatives. Denote the "difference of densities"
We model the class-conditional densities as KDEs with variable weights. Rather than estimating these densities separately and plugging in to (1), we minimize the
directly. This is motivated by the understanding that classification is easier than density estimation, and also in the hope of obtaining sparser classifiers. The estimation problem is thus reduced to the minimization of a quadratic objective function in α := (α 1 , . . . , α n ). Depending on whether we constrain the implicit density estimates to be proper densities, we must solve either a constrained or an unconstrained quadratic program, and efficient algorithms are available in either case. The respective classifiers are qualitatively similar to the two-norm SVM with hinge loss and least-squares SVM, respectively, but the actual objective functions and classifiers are quite different.
The ISE criterion has a long history in the literature on bandwidth selection for kernel density estimation [2] and more recently in parametric estimation [3] . The use of ISE for optimizing the weights of a KDE via quadratic programming was first described in [4] and later rediscovered in [5] . Some connections relating SVMs and ISE are made in [6] , although no new algorithms are proposed. Final, the "difference of densities" perspective has been applied to classification in other settings by [7] , [8] , and [9] .
L 2 KERNEL CLASSIFICATION
We model the class-conditional densities with Gaussian kernel as
where I + = {i | y i = +1} and I − = {i | y i = −1} and
The ISE associated with α is
The first term in (2) becomes
whereỹ i = 1 for i ∈ I + , −γ for i ∈ I − by the convolution theorem for Gaussian kernels. For the second term in (2), we approximate the expected value to the sample average so that
Since the third term in (2) does not depend on α, the minimization of (2) now becomes the minimization of
It can be shown that if K is positive definite and γ = 0, then the matrix Q is also positive definite.
Proper densities
If we require the estimates f + (x; α) and f − (x; α) to be proper densities, α i 's should satisfy i∈I+ α i = i∈I− α i = 1, α i ≥ 0 ∀i. With these constraints, the quadratic objective function (3) is minimized by solving the following quadratic program (QP)
The constraints enforce most α i 's to be zero and therefore the resulting L2QP (L2 classification via Quadratic Programming) classifier is sparse. The quadratic programming in L2QP classifier and two-norm SVM with hinge loss are similar and both classifiers are sparse. However, L2QP does not include a regularization parameter. The support vectors of the SVM are on or near the decision boundary whereas nonzero α i 's in L2QP correspond to regions of space with greater probability mass. The QP can be solved by a variant of the Sequential Minimal Optimization (SMO) algorithm (see Appendix).
Improper densities
If we allow improper density estimates, we do not impose any constraint on α i 's. In this case, the unconstrained quadratic objective function (4) is minimized when the derivative of (4) is equal to zero: Qα = c.
The optimization problem now becomes the problem of solving the linear system of equations (6) . It is similar to that of least-squares SVM (LS-SVM) [10] . The resulting L2LE (L2 classification via Linear system of Equations) is not sparse like LS-SVM. If Q is positive definite, (6) can be solved by the Conjugate Gradients method [14] .
EXPERIMENTS
In the first example, we experiment with 1 dimensional input data. Both classes are equally likely and
where φ (x; μ, σ) is a univariate Gaussian pdf with mean μ and variance σ 2 . We build classifiers from 200 training samples via L2QP and L2LE. To find a classifier with the smallest probability error, we set γ = n − /n + and use 5-fold-cross validation for bandwidth σ.
The results are shown in Fig.1 . The estimates d γ (x; α) of L2QP and L2LE are fairly close to the true d γ (x) . (e) and (f) shows the advantage of L2QP classifier over KDE plugin classifier. In the plug-in classifier, the weights of f + (x; α) and f − (x; α) are separately learned by ISE minimization [5] . The number of non-zero weights for the plug-in classifier is 16 while L2QP classifier requires 9 training samples.
Next, we demonstrate our algorithms on six artificial and real world benchmark datasets, available online 1 [11] and compare the results with the 2-norm SVM with hinge loss, implemented using LIBSVM [12] . There are 100 partitions of each dataset into training and test sets. A brief summary of each dataset is shown in Table 1 . Parameters are set as follows. We set γ = n − /n + to minimize the probability of error. The kernel bandwidth σ is taken to be the same for all 100 partitions. For L2QP and L2LE, it is determined by taking the median estimated bandwidth based on the first five training sets. On each of these training sets, we search for the bandwidth over a logarithmically spaced grid of 50 points from 10 −2 to 10 1 and use 5-fold-cross validation to determine the best bandwidth. The parameters of the SVM are obtained in a similar way but the grid points used to search for σ and C are 2 Only 'banana' has 2 input dimensions among those datasets and we plot the decision boundary of L2QP and 1 http://ida.first.fhg.de/projects/bench/ 2 The kernel is defined as k(x, x ) = e − x−x /2σ 2 and C is a regularization parameter. Fig.2 , along with training samples. The number of training samples is 400 and the number of non-zero weights using proper density estimates and improper density estimates are 75 and 400, respectively. L2QP method has more reasonable extrapolations than L2LE method, but these differences may be minor if the training data are truly representative.
The results for all the datasets is presented in Table 2 . It shows the selected parameters and the average sparsity, time, and the probability of error over 100 permutations. Sparsity is the percentage of nonzero weights. Time indicates the average time required to build a classifier, including the crossvalidation search for free parameters.
CONCLUSION
The experiment shows that the L2QP methods are often much sparser than the SVM. Indeed, the SVM sparsity is typically greater than 50%, while the sparsity of L2QP is often less that 10%. As for probability of error, the SVM is overall the best, but the proposed L 2 methods are occasionally better and almost always within the standard error of the SVM. L2QP requires greater training time than L2LE due to the different optimization algorithms for α. The SMO algorithm used for L2QP requires O(n 2 ) steps [13] while the CGD algorithm for L2LE requires only O(n) steps [14] . Since SVM is implemented in C [12] , while L 2 methods are implemented in MATLAB, it is difficult to give a precise comparison with the SVM. However, on 3 of the 6 datasets, the SVM is already the slowest. This would seem to indicate that C implementations of our methods will be significantly faster, a reflection of not having to search for an additional regularization parameter.
In conclusion, L 2 kernel classifiers based on density differences are comparable to SVMs in terms of performance but offer significantly greater sparsity and training efficiency.
APPENDIX: SMO ALGORITHM
Sequential Minimal Optimization (SMO) is a simple algorithm that can quickly solve the SVM QP problem without any extra matrix storage and without using time-consuming numerical QP optimization steps [13] . SMO decomposes the overall QP problem into the smallest possible optimization problem. This sub-problem can be solved analytically. An appropriate variant of SMO to solve (5) is detailed below following [5] .
Given α, the algorithm optimizes two variables of α with other variables fixed. Two variables to be optimized should be chosen from {α i | i ∈ I − } or {α i | i ∈ I + }. Otherwise, the variables which we are trying to optimize cannot change since the other variables are fixed and due to the constraints i∈I− α i = 1 and i∈I+ α i = 1. Suppose that we choose two variables from {α i | i ∈ I + }. For notational convenience, assume the two variables are α 1 and α 2 and 1, 2 ∈ I + . Then, (5) reduces to
We discard D, which is independent of α 1 and α 2 , and eliminate α 1 to obtain
Since the objective function is quadratic and convex in one variable α 2 , we can take the derivative of (7) and set it equal to zero. Then, The objective value will strictly decrease if and only if α 1 and α 2 are updated after optimization step. Therefore, the optimal solution should satisfy
The convergence to the global minimum is thus guaranteed by choosing two α i 's which do not satisfy (10) for each optimization step. The optimization procedure for two variables from {α i ∈ I − } is similar.
