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АКФ — автокорреляционная функция





НУ — начальные условия





ППФ — прямое преобразование Фурье
СКО — среднеквадратическое отклонение
СФ — согласованный фильтр
УНП — узкополосный нормальный процесс
DUET — degenerate unmixing and estimation technique
EVD — eigenvalue decomposition
FP — fixed point
GEVD generalized eigenvalue decomposition
ICA — independent component analysis
LMAT — least mean absolute third
LMS — least mean square
NGA — natural gradient algorithm
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Условные символы и обозначения
C — число обусловленности
D(x; t) — плотность вероятности
 d — помеха
E{…} — оператор усреднения
G(jω) — амплитудно‑частотный спектр
G — выигрыш в отношении сигнал–помеха
Gс — выигрыш в скорости сходимости
H — смешивающая матрица
H(jω) — амплитудно‑частотная характеристика канала
h(τ) — импульсная характеристика канала
I — единичная матрица
K — число усреднений биспектра
L — число весовых коэффициентов фильтра
l — проигрыш винеровскому фильтру
M tij
x ( ) — моментная функция (i+j)‑порядка процесса x
mij
x  — момент (i+j)‑порядка процесса x
N — объем выборки
p — вектор взаимно корреляционной функции 
отсчетов входного и полезного сигналов
Q — обеляющая матрица с элементами qij
q — отношение сигнал–помеха (помеха–шум) 
по мощности
Rx(τ) — корреляционная функция процесса x
R — корреляционная матрица входного сигнала
rx(τ) — нормированная корреляционная функция 
процесса x
S(jω) — спектральная плотность мощности
Sx(ω1, ω2) — биспектр процесса x
s — полезный сигнал
Ts — период дискретизации
W(jω) — коэффициент передачи
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W — разделяющая матрица
w(τ) — импульсная характеристика фильтра
w — вектор весовых коэффициентов фильтра
y — входной сигнал (смесь полезного сигнала и помех)
yw — обеленный входной сигнал
Г — матрица Гессе с элементами гij
κ4 — эксцесс
λmax, λmin — максимальное и минимальное собственные числа 
матрицы
λП — интенсивность процесса Пуассона
μ — коэффициент (параметр) адаптации
ν — широкополосный шум
η — отношение сигнал–помеха по мощности
σ — среднеквадратическое отклонение




У чебное пособие состоит из 2 разделов: в разделе А приведена теория, в разделе Б — практикум. Раздел А состоит из 4 глав.В первой главе приведена классификация помех, рассматри‑
ваемых в данном издании. Излагаются классические методы подавле‑
ния помех, их основные недостатки, а также основные понятия сле‑
пой обработки сигналов. В завершение раздела формулируются задача 
и классификация методов слепого подавления помех.
Во второй главе раскрывается суть фильтрационных и компен‑
сационных методов слепого подавления помех с помощью алгорит‑
мов слепого выделения сигналов на основе максимизации их экс‑
цессов и моментов третьего порядка и слепого разделения в опорном 
канале адаптивного компенсатора. Показаны достоинства и недо‑
статки слепых алгоритмов выделения с фиксированной точкой типа 
FastICA, AbsKurtFP и градиентных алгоритмов типа AbsKurt, KuicNet, 
Max3Mom, а также алгоритмов слепого разделения процессов Жутте‑
на — Эро, DUET и на основе минимизации взаимной информации.
В третьей главе описаны универсальные структурные схемы, реа‑
лизующие фильтрационные методы с использованием прямой и кос‑
венной биспектральной обработки сигналов и дополнительной меди‑
анной и гауссовской фильтрации. Синтезирован оптимальный фильтр 
и адаптивный компенсатор помех в биспектральной области по кри‑
терию минимальной абсолютной ошибки третьей степени, а также 
согласованный фильтр по критерию максимизации отношения аб‑
солютных значений моментов 3‑го порядка сигнала и помехи, эври‑
стический метод обнаружения импульсного сигнала на фоне помех 
с симметричным (гауссовским) распределением с использованием 
статистик высших порядков.
Четвертая глава посвящена разработке модельного компенсатора 
помех, работоспособного в условиях полной взаимной некоррелиро‑
ванности помех в каналах. Предложены несколько схем компенсато‑
ров, в т. ч. с вейвлет‑обработкой и векторно‑матричным преобразо‑
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ванием, с выходными корректирующими и адаптивными фильтрами 
для выравнивания каналов.
В разделе Б приведен практикум, состоящий из 5 лабораторных 
работ.
Большинство вопросов, связанных с затронутой тематикой, в рус‑
скоязычной литературе недостаточно широко освещены, поэтому 
предложенные автором методы фильтрации сигналов с помощью би‑
спектральной обработки и слепого выделения, а также компенсации 
помех на основе адаптивных моделей, векторно‑матричного преоб‑
разования случайных процессов и слепого разделения помех в опор‑
ном канале будут полезны студентам в ходе более глубокого изучения 
дисциплин, связанных с приемом и обработкой сигналов. Лаборатор‑
ные работы позволят закрепить знания в этой области и получить до‑
полнительные умения по разработке оптимальных приемников в ус‑
ловиях действия различных помех, основываясь на слепых подходах.
Автор выражает глубокую признательность рецензентам, а также 
кандидату технических наук, доценту Ю. А. Нифонтову за ценные за‑
мечания и рекомендации по изложению материала. В подготовке ла‑
бораторного практикума оказывали помощь аспиранты ИРИТ‑РТФ 




И сточниками помех могут быть передающие устройства ра‑диотехнических систем, электромагнитные непреднамерен‑ные излучения от различных источников, в т. ч. индустри‑
альные помехи, собственные шумы приемника и т. п. Разнообразие 
помех породило большое количество методов борьбы с ними. В ряде 
известных монографий В. А. Котельникова [1], А. А. Харкевича [2], 
В. И. Тихонова [3], Б. Р. Левина [4], Л. С. Гуткина [5], П. А. Бакута [6] 
обобщены результаты многолетних исследований по данному направ‑
лению. Подавляющее большинство научных публикаций посвящено 
тем или иным вопросам обеспечения помехоустойчивого и помехоза‑
щищенного приема сигналов либо частным решениям по различным 
конкретным проблемам. В качестве примеров можно указать работы 
Ю. И. Лосева [7], С. А. Курицына [8], В. И. Джигана [9], Н. Е. Кирил‑
лова [10], Б. Уидроу [11], А. А. Харкевича [12], С. Хайкина [13, 14] и др.
Так, вопросы борьбы с сосредоточенными по спектру помеха‑
ми рассматривались авторами: Л. М. Финком [15], В. Г. Карташев‑
ским [16], Д. Д. Кловским [17], А. И. Фалько [18, 19], А. С. Котоусовым 
и А. Е. Морозовым [20], Ю. И. Савватеевым [21], М. Н. Чесноко‑
вым [22], Ю. Г. Сосулиным [23] и др. — в контексте разработки филь‑
трационных и компенсационных методов подавления помех.
Другой важной проблемой борьбы с помехами является подавление 
импульсных помех, создаваемых системами радиорелейной и спутни‑
ковой связи, средствами радиолокации и радионавигации. Во многих 
случаях уровень импульсной помехи оказывается столь значительным, 
что приводит к нарушению работоспособности приемника и к безвоз‑
вратной потере участков полезного сигнала. Борьба с импульсными 
помехами, которые подавляются в основном с помощью методов нели‑
нейной обработки, рассматривается в работах Д. Д. Кловского [17], 
М. Н. Чеснокова [22], В. Г. Карташевского [16], О. И. Шелухина [24], 
В. Г. Валеева [25] и др.
 9
 
Серьезно борьбу с помехами осложняет недостаточность априор‑
ных сведений об их параметрах, а также о параметрах выделяемого сиг‑
нала. В условиях, когда о сигнале и помехе ничего не известно, при‑
меняются методы так называемой слепой обработки сигналов (Blind 
signal processing). Обработка сигналов вслепую на протяжении более 
трех десятков лет актуальна для систем радиолокации, радионавига‑
ции, радиосвязи, в задачах фильтрации сигналов и изображений, в том 
числе в медицинской аппаратуре и т. д. Однако вопросы слепого по‑
давления помех в литературе недостаточно раскрыты, а теоретическое 
обоснование и практическое применение методов слепого подавле‑
ния отсутствует в доступных источниках. Поэтому разработка новых 
методов борьбы с помехами вслепую является актуальной и востребо‑




1. Методы оптимальной обработки 
сигналов и подавления помех 
при априорной параметрической 
и непараметрической 
неопределенности
П омехой d называется стороннее возмущение, действующее в системе передачи и препятствующее правильному выде‑лению информации (сообщений) [12]. Полезным является 
сигнал, который подвергается обработке и дальнейшей фильтрации.
Помехи могут быть классифицированы следующим образом.
1. По способу взаимодействия с полезным сигналом s:
•	 аддитивные, когда принимаемый сигнал выражается сум‑
мой полезного сигнала и помехи, т. е. y(t) = s(t) + d(t);
•	 мультипликативные — принимаемый сигнал выражается 
произведением полезного сигнала и помехи y(t) = s(t)d(t).
2. По характеру изменения во времени [26]:
•	 флуктуационная — представляет собой случайный процесс 
с равномерной спектральной плотностью мощности;
•	 импульсная — представляет собой случайную последова‑
тельность импульсов (например, атмосферная);
•	 узкополосная — помеха, энергия которой сосредоточена 
в узкой полосе около некоторой частоты (например, сто‑
ронние радиостанции).
3. По виду плотности распределения:
•	 гауссовские;
•	 негауссовские.
В качестве моделей сигналов и помех используются случайные про‑
цессы xn, задаваемые n‑мерными законами распределения D(x1, x2, …, 
xn; t1, t2, …, tn). Если процесс гауссовский, то его можно задавать более 
простыми характеристиками: математическим ожиданием, дисперси‑
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ей, корреляционной функцией, спектральной плотностью мощности 
случайного процесса. Негауссовские процессы целесообразно описы‑
вать кумулянтами или моментами высших порядков.
Алгоритмы моделирования сигналов и помех, используемых в учеб‑
ном пособии, изложены в прил. 1.
Под оптимальной обработкой сигналов понимается выделение 
полезных сигналов на фоне помех по какому‑либо критерию. Опти‑
мальная обработка предполагает подавление помех, мешающих вы‑
делению сигналов.
Все существующие методы подавления помех можно распределить 
на три группы. Методы, работающие в условиях:
•	 полной априорной определенности;
•	 априорной параметрической неопределенности;
•	 априорной непараметрической неопределенности.
Необходимо дать определение подавлению помех как максималь‑
но возможное уменьшение искажающего действия помех на полез‑
ный сигнал. Методы подавления помех основаны на использовании 
отличия помех от сигнала по форме, спектру, распределению или от‑
дельным параметрам (мощности, фазе, моментам, кумулянтам и т. п.). 
Чем больше это отличие, тем больше может быть эффективность по‑
давления.
Традиционные методы подавления помех можно разделить на филь-
трационные и компенсационные.
1.1. Фильтрационные методы
Фильтрационные методы подавления помех — методы частотной 
фильтрации, временной селекции и амплитудного ограничения, ос‑
нованные на различии сигнала и помехи соответственно по частот‑
ному спектру, времени прихода и уровню. К ним также относятся та‑
кие сложные для реализации методы, как синхронное детектирование 
и корреляционный прием [12, 5].
Выделение сообщения на фоне помех при оптимальной фильтра‑
ции основано на знании формы сигнала и метода модуляции его сооб‑
щением, характеристик помех и т. п. Оптимальная фильтрация выпол‑
няется, как правило, по двум основным критериям — минимального 
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значения среднеквадратического отклонения фильтрованного сигна‑
ла от его эталонного (или первичного) значения и максимума отноше‑
ния пикового значения сигнала к среднеквадратическому значению 
помехи на выходе фильтра.
Если на входе оптимального фильтра действует аддитивная смесь 
y(t) полностью известного сигнала s(t) и стационарного в широком 
смысле случайного процесса d(t) с известной спектральной плотно‑
стью Sd (w), то возможно синтезировать оптимальный фильтр по кри‑
терию максимума отношения сигнал–помеха по мощности с переда‑
точной характеристикой [3]:













где c — некоторая константа; Gs* (jw) — комплексно‑сопряженный 
спектр полезного сигнала; t0 — момент времени, соответствующий 
наибольшему отношению пикового значения сигнала к среднеква‑
дратическому значению помехи.
Следовательно, предельно возможное значение отношения сиг‑
нал–помеха по мощности на выходе такого фильтра определяется вы‑
ражением
















где Ss(jw) — спектральная плотность полезного сигнала.
В частности, для фильтрации в полосе DFc одиночного символа 
(цифровой последовательности) с амплитудой А0 и длительностью tи 
на фоне широкополосной гауссовой помехи с мощностью Pп, отно‑
шение сигнал–помеха на выходе фильтра согласно формуле (1.1) 
q А F P и c п 0
2  . При этом такой фильтр можно применять только тог-
да, когда известен момент времени окончания полезного сигнала t0.
Если детерминированный сигнал принимается на фоне негаус‑
совых помех, то сначала входной сигнал необходимо пропустить че‑
рез блок нелинейного безынерционного преобразования, а затем по‑
дать на коррелятор [24] или согласованный фильтр. Например, при 
обнаружении слабых сигналов, т. е. малом отношении сигнал–поме‑
ха, приемник можно построить по схеме, как на рис. 1.1. Однако для 












Рис. 1.1. Обнаружитель детерминированного сигнала на фоне некоррелированной 
негауссовой помехи (D‑распределение помехи)
Критерий минимизации СКО фильтрованного сигнала от его эта‑
лонной формы более всего подходит, когда необходимо выделить по‑
лезный сигнал. Самым распространенным оптимальным фильтром 





















































   (1.2)
где Sys(jw) — взаимная спектральная плотность процессов y(t) и s(t); 
Sy(w) — спектральная плотность процесса y(t); Wν(jw) — передаточная 
характеристика обеляющего фильтра; Ws(jw) — передаточная харак‑
теристика формирующего фильтра; Gy(jw)Gy*(jw) = Sy(w).
Фильтр Винера представляет собой последовательность обеляю‑
щего и формирующего фильтров (рис. 1.2): первый фильтр формирует 









Рис. 1.2. Фильтр Винера
Дисперсия ошибки фильтрации на выходе оптимального фильтра 



































1. Методы оптимальной обработки сигналов и подавления помех 
где Ss(ω) — спектральная плотность мощности сигнала; Sd(ω) — спек‑
тральная плотность мощности помехи.
Например, дисперсия ошибки фильтрации, когда выделяется га‑
уссовско‑марковский сигнал с дисперсией ss2 и шириной спектра α 


























где η — отношение мощности сигнал–помеха.
Фильтр Калмана асимптотически эквивалентен фильтру Винера 
по передаточной функции, но структурно реализуется в виде системы 
с обратной связью и синтезируется через систему дифференциальных 
уравнений. Его основным достоинством является более простая алго‑
ритмизация для компьютерного моделирования [29].
Допустим, известно, что полезным сигналом является гауссов‑
ско‑марковский процесс (который формулируется дифференциаль‑
ным уравнением первого порядка):
 ds
dt
s t t   ( ) ( ),

















Путем соответствующих преобразований [29] дифференциально‑
го уравнения окончательно получаем фильтр Калмана
 ds
dt
s t k t y t s t

      ( ) ( ) ( ) ( ) ,
где k(t) — коэффициент усиления фильтра.
В стационарном состоянии коэффициент передачи фильтра [29]












При этом производится моделирование порождающего процесса 
и прохождение его через формирующий фильтр, эквивалентный по па‑
раметрам фильтру, формирующему гауссовско‑марковский процесс 
на передающей стороне.
Таким образом, в структуру фильтра Калмана заложена модель со‑
общения. Поэтому фильтр Калмана можно построить в виде рекур‑
рентного алгоритма только в том случае, если имеются априорные дан‑
ные о параметрах случайного процесса, который он фильтрует.
При обработке сигналов на фоне негауссовых помех применяется 
теория нелинейной фильтрации. В основе нелинейной оптимальной 
фильтрации лежит уравнение относительной апостериорной плотно‑





             
D x t
t
L x D x t F x t F x t D x t
,
, , , , ,ФП
где LФП — оператор уравнения Фоккера — Планка; F(x, t) — функ‑
ция Стратоновича; F x t( , ) — среднее значение этой функции, 
F x t F x t D x t d( , ) ( , ) ( , ) 

.
Строгое решение уравнения Стратоновича отсутствует, поэтому 
его решение ищут с определенными ограничениями, например если 
известен закон формирования сообщения или использована гауссова 
аппроксимация апостериорной плотности вероятности [29].
В частности, при фильтрации ЧМ‑сигнала с девиацией Dw (сооб‑
щением является гауссовско‑марковский процесс) на фоне гауссо‑
ва шума решение уравнения Стратоновича приводит к синтезу схе‑
мы на рис. 1.4.
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Рис. 1.4. Структурная схема фазовой автоподстройки частоты [27]
Однако в случае априорной неопределенности относительно параме-
тров сигналов и помех синтезировать нелинейный приемник затрудни-
тельно.
1.2. компенсационные методы
Компенсационные методы основаны на выявлении и учете в про‑
цессе обработки значений параметров помех, относящихся к кон‑
кретной реализации. Если в месте приема полезного сигнала мож‑
но получить сведения о всех параметрах помехи в любой момент 
времени, то она может быть подавлена с любой степенью точности. 
Для этого в приемном устройстве формируют опорные колебания, 
по форме и величине тождественные помехе, зашумляющей сигнал, 
но имеющей противоположную полярность. При подаче сформиро‑
ванного колебания в основной канал приемника происходит ком‑
пенсация помехи.
В одноканальных компенсаторах информация о помехе может быть 
получена из зашумленной смеси, а затем после синтеза помехового 
сигнала он вычитается из суммы сигнала и помехи (рис. 1.5). В мно‑
гоканальных вариантах реализации компенсаторов число каналов, как 
правило, зависит от количества компенсируемых помех.
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Однако построение и алгоритмы функционирования блоков оцен‑
ки параметров помехи и формирования копии помехи в опорном ка‑
нале существенно зависят от структурных особенностей и статисти‑













Рис. 1.5. Обобщенная структурная схема одноканального компенсатора помех
1.3. параметрическая неопределенность
Параметрическая неопределенность возникает тогда, когда хотя бы 
один сигнальный или помеховый параметр неизвестен. Существует 
значительное количество различных алгоритмов преодоления пара‑
метрической неопределенности. Все они построены на основе байе‑
совского правила принятия решения (или критерия среднего риска). 
Например, при неизвестной начальной фазе сигнала алгоритм обна‑
ружения амплитудно‑манипулированного сигнала с пассивной паузой 
на фоне белого гауссова шума принимает решение на основе сравне‑
ния значения огибающей напряжения на выходе оптимального при‑
емника (например, согласованного фильтра или коррелятора, настро‑
енного на сигнал «0») с некоторым порогом Uп [26]. При превышении 
порога принимается решение в пользу сигнала «1», в противном слу‑
чае — в пользу сигнала «0» (рис. 1.6).
В случае, когда неизвестно несколько параметров, обнаружитель 
может строиться по многоканальной схеме или при помощи последо‑
вательных следящих измерителей [3]. Чем меньше параметрическое 
различие между соседними каналами, тем точнее будет происходить 
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обнаружение. При этом число каналов определяется при всевозмож‑









Рис. 1.6. Обнаружитель сигнала с неизвестной начальной фазой
1.4. непараметрическая неопределенность
Классическим определением непараметрической неопределенности 
является отсутствие информации о вероятностном распределении по‑
мех или когда класс помех шире класса гауссовых помех [4].
Обычно к непараметрическим алгоритмам относят алгоритмы, 
инвариантные к распределению помехи только при одной из гипотез, 
например когда обеспечивается постоянство уровня ложных тревог. 
Истинно непараметрические алгоритмы должны обладать нечувстви‑
тельностью к распределению при обеих гипотезах [30].
Если плотности вероятности неизвестны, то возможны три подхо‑
да к обнаружению (фильтрации) полезного сигнала [3]:
•	 задать приближенную априорную плотность вероятности, при 
этом учесть, что ее вид будет влиять на качество обнаружения 
и фильтрации;
•	 применить эвристические алгоритмы обнаружения и фильтра‑
ции на основе различных статистик;
•	 использовать адаптивный прием.
1.4.1. Метод ядерных функций
Приближенная плотность вероятности помехи может быть задана 






















где N — размер обрабатываемой выборки; Δ — коэффициент размы‑
тости (ширина окна); С(y) — ядерная функция.
Ядра должны удовлетворять условиям нормировки, неотрицатель‑
ности, четности и нулевого среднего. На практике часто используют 
следующие ядра [33]:
•	 прямоугольное



















Исходя из минимизации относительной ошибки аппроксимации 
функции плотности вероятности, существует оптимальная ядерная 
функция, которая не зависит от истинной плотности вероятности, 
объема выборки и размерности пространства [34] и называется ядром 
Епанечникова:














Утверждается, что D (y) сходится к истинной плотности вероятно‑
сти для широкого класса ядер (в частности, для выражений (1.3)–(1.6)) 
при N, стремящемся к бесконечности и стремлении коэффициента 
размытости к нулю [32].
Выбор коэффициента размытости представляет непростую зада‑
чу. Если он мал, то оценка плотности вероятности имеет резкие пере‑
пады. При большом значении Δ оценка становится чрезмерно глад‑
кой и неточной. Оптимальное значение коэффициента размытости 
определяется из минимальной относительной ошибки аппроксима‑













































1. Методы оптимальной обработки сигналов и подавления помех 
В частности, если оцениваемая плотность — гауссова, то для гаус‑
сова ядра коэффициент размытости соответственно












где σ — СКО процесса.
Коэффициент размытости зависит от распределения помех, поэ‑
тому в условиях непараметрической неопределенности метод ядерных 
функций можно применять только при грубой оценке Δ, например, ре‑
ферентными эвристическими методами (коэффициент находится для 
гауссовского случая), методами подстановки [35] и кросс‑валидации 
[36, 37], бутстраповскими методами [38]. Однако эти методы не всег‑
да гарантируют хороший результат [39].
В задачах радиомониторинга или радиолокации наблюдение по‑
мехи без сигнала — нередкое явление, поэтому допустим, что на опре‑
деленное время доступна выборка помехи. По ней формируется плот‑
ность распределения на основе метода ядерных функций, а затем 
проводится оценка условной плотности вероятности смеси бинарно‑
го сигнала с помехой. Под бинарным сигналом понимается детерми‑
нированный сигнал с длительностью τи и амплитудами ss (если пере‑
дается «1») и 0 (если передается «0»).
По критерию максимального правдоподобия (является частным 
случаем критерия идеального наблюдателя при равновероятном по‑



















где τи — длительность символа.
Средняя вероятность ошибки с учетом отношения времени на‑
блюдения Tн к длительности символа (импульса) Q=Tн/τи рассчиты‑
вается по формуле [40]











 ,  (1.8)
где q — отношение квадрата амплитуды импульса к дисперсии поме‑
хи, q = ss 2/sd 2; Ф — интеграл вероятности.












Рис. 1.7. Обнаружитель бинарного сигнала
Путем математического моделирования получены результаты об‑
наружения импульса с неизвестным временем прихода и периодом на‑
блюдения Tн в гауссовом шуме с дисперсией sd 2. 
Рис. 1.8. Зависимость вероятности ошибки приема символа от значения коэффи‑
циента размытости (q = 8,5 дБ, N = 5000, Tн = 25, Q = 8) (‑ ‑ ‑ ‑ — теоретическое 
значение вероятности ошибки по формуле (1.8) и оптимальный коэффициент 
размытости)
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Задается скважность появления импульса Q и строится зависи‑
мость вероятности ошибки приема символа от значения коэффици‑
ента размытости (рис. 1.8). Для аппроксимации плотности распреде‑
ления использовано гауссово ядро. Оценка коэффициента размытости 
проведена по формуле (1.7).
При грубой оценке коэффициента размытости вероятность ошиб‑
ки возрастает, поэтому основным недостатком данного метода явля‑
ется влияние распределения помех на результаты обнаружения.
Существуют и другие методы аппроксимации плотностей распре‑
деления, большинство из которых или основаны на предположении 
о гауссовости процесса, или применяются для наихудшего случая (ми‑
нимаксные методы).
1.4.2. Эвристические алгоритмы
К эвристическим алгоритмам обнаружения полезного сигнала мо‑
гут быть отнесены знаковые, ранговые, знаково‑ранговые алгорит‑
мы и их разновидности. Они синтезированы по критерию Нейма‑
на — Пирсона.
Представляет практический интерес сравнение наиболее клас‑
сических непараметрических алгоритмов обнаружения по критерию 
идеального наблюдателя. Данный критерий часто используется при 
синтезе связных приемных устройств, т. е. минимизируется средняя 
вероятность ошибки обнаружения символа, при этом принимается 
равновероятное появление гипотез:




где pлт и pпс — вероятности ложной тревоги и пропуска сигнала соот‑
ветственно.
Пусть помеха с независимыми отсчетами имеет симметричное 
распределение с нулевым средним и дисперсией sd 2, а сигнал — им‑
пульсный (детерминированный или случайный) с длительностью τи 
и амплитудами ss (если передается «1») и 0 (если передается «0»), тог‑
да алгоритм (рис. 1.9) выполняет подсчет числа положительных и от‑
рицательных значений смеси сигнала и помехи. Если «1» присутствует 
в смеси, то число положительных значений будет больше числа отри‑
цательных знаков. Допустим, что нам не известно время прихода им‑
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пульса, но он обязательно должен появиться во время наблюдения Tн. 
Обозначим отношение времени наблюдения к длительности импуль‑









Рис. 1.9. Знаковый обнаружитель бинарного сигнала 
на фоне симметричной помехи (sign — знаковая функция)
Статистика на выходе сумматора подчиняется биномиальному за‑
кону. При большом числе отсчетов может быть аппроксимирована 
гауссовским распределением с параметрами: m1 = Tн p, σ 2 = Tн p(1–p) 
при наличии полезного сигнала в смеси и m1 = Tн/2, σ 2 = Tн/4 при его 
отсутствии, p — вероятность превышения числа положительных зна‑
чений над отрицательными значениями смеси.
Параметр p с учетом скважности появления импульса можно вы‑
числить по формуле [4]





















0( ),  (1.10)
где D(…) — плотность вероятности помехи с симметричным распре‑
делением (в частности, для нормальной плотности помехи 
D d( )0 1 2  , для равномерной помехи D d( )0 1 2 3  , д ля лапласов‑
ской помехи D d( )0 1 2  ).
Вероятности ложной тревоги и пропуска выражаются [4] как
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; Uп — порог при‑
нятия решения.
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По критерию идеального наблюдателя вероятность ошибки в вы‑
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Подставляя значение порога из формулы (1.12) в выражение для p 
(1.10) и соответствующих вероятностей из выражений (1.11) в форму‑
лу (1.9), можно найти зависимость средней вероятности ошибки от от‑


































































































где q — отношение квадрата амплитуды импульса к дисперсии поме‑
хи, q = ss 2/sd 2; сз — параметр, зависящий от распределения помехи 1.
При таком приближении порог Uп (см. формулу (1.12)) также упро‑
щается:
 U T pп н  4 2 1 .
1 Параметр сз = √2π — для нормальной помехи; сз = 2√3 — для равномерной по‑
мехи; сз = √2 — для лапласовской помехи.
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С учетом коэффициентов сз наименьшую вероятность ошибки дает 
лапласовская помеха, наибольшую — помеха с равномерным распре‑
делением. Поскольку в вычислении порога участвует показатель p, ко‑
торый зависит от распределения помех (см. формулы (1.12) и (1.10)), 
то знаковый алгоритм при минимизации средней вероятности ошиб‑
ки приема символа непараметрическими свойствами не обладает.
Рангом отсчета yi выборки y называется число элементов, значе‑
ние которых меньше либо равно yi. В знаково‑ранговом алгоритме 
ранг определяется по абсолютному значению отсчета |yi|, который за‑
тем умножается на знаковую функцию входного отсчета sign(yi.). Учи‑
тывая механизм построения рангов, рассматриваемый алгоритм удоб‑
нее синтезировать с помощью функции единичного скачка [30]:


























Реализация алгоритма2 (1.14) может быть выполнена с помо‑
































Рис. 1.10. Знаково‑ранговый обнаружитель бинарного сигнала 
на фоне симметричной помехи
Начальные условия работы регистра — отрицательные значения, 
превышающие по модулю максимально возможные в выборке. На вы‑
2 Этот алгоритм также называют алгоритмом Вилкоксона.
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ходе сумматора формируется результат внутренней суммы выраже‑
ния (1.14). Значения на выходе накопителя являются результирую‑
щей статистикой знаково‑рангового обнаружителя.
При больших выборках статистика на выходе накопителя стремит‑
ся к нормальной, поэтому асимптотические выражения вероятности 



























































где сзр — параметр, зависящий от распределения помехи (2 π  — для 
нормальной помехи, 2 3— для равномерной помехи, 2 2— для лапла‑
совской помехи).
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Учет коэффициентов cзр (меняются от представленных типов помех 
незначительно) позволяет сделать вывод, что знаково‑ранговый алго‑
ритм более устойчив к распределению помех, однако также перестает 
быть непараметрическим по критерию идеального наблюдателя, т. к. 
порог зависит от параметров распределения помех. Кроме того, ран‑
говые алгоритмы требуют запоминания всего объема выборки, а так 
называемые «быстрые» алгоритмы разработаны для частных случаев, 
например для пуассоновских процессов [40].
Также для обеспечения работоспособности рассмотренных алго‑
ритмов, во‑первых, выборка должна быть независимой, а во‑вторых, 
необходимо знать период действия сигнала для осуществления на‑
копления с помощью сумматоров. В противном случае вероятность 
ошибки будет возрастать.
Таким образом, знаковые, знаково‑ранговые, ранговые или дру‑
гие подобные эвристические алгоритмы, являющиеся по критерию 
Неймана‑Пирсона непараметрическими, не могут быть таковыми, 
если использовать критерий идеального наблюдателя, т. к. при зада‑
нии порога требуют знания распределения помех или их параметров.
Если помеха гауссова, то оптимальным является линейный алго‑












Порог равен Tнσs/2Q и не зависит от параметров помехи, поэто‑
му линейный алгоритм является непараметрическим и одновремен‑
но слепым. Средняя вероятность ошибки приема импульса со скваж‑
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Реализация алгоритма представлена на рис. 1.11.
В [41] для сравнения предельной эффективности обнаружения ис‑
пользуется коэффициент асимптотической относительной эффектив‑
ности (КАОЭ), который представляет отношение отсчетов времени 
наблюдения, при которых достигается одинаковая вероятность ошиб‑
ки. Например, если помеха имеет распределение Лапласа, то КАОЭ 
по сравнению с линейным алгоритмом наибольший для знакового ал‑
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горитма (равен 2). Борьба с гауссовой помехой наилучшим образом ве‑
дется с помощью линейного алгоритма. Обнаружение помехи с равно‑
мерным распределением эффективнее всего выполняется с помощью 







Рис. 1.11. Линейный обнаружитель бинарного сигнала на фоне гауссовой помехи
1.4.3. адаптивные алгоритмы
Один из путей преодоления априорной неопределенности состо‑
ит в разработке адаптивных алгоритмов, структура и параметры кото‑
рых могут изменяться в соответствии с результатами анализа входных 
данных [6] или выходного сигнала.
Допустим, в распоряжении имеется опорный канал, на входе ко‑
торого действуют исключительно помехи с неизвестными законами 
распределения. Если в основном канале в смеси присутствуют эти же 
помехи, то возникает вопрос, возможно ли произвести их коррекцию, 
чтобы скомпенсировать на выходе приемника.
Формирование сигналов в опорных каналах можно осуществлять 
адаптивным способом, т. е.  осуществлять адаптивную компенсацию 
помех и тем самым преодолевать непараметрическую неопределен‑
ность.
При этом использ уется вспомогательный или эталонный входной 
сигнал, получаемый от одного или нескольких датчиков, располагае‑
мых в тех точках поля помех, где сигнал является слабым или не обна‑
руживается. Данный входной сигнал помехи фильтруется и вычитается 
из смеси сигнала и помехи. В результате исходная помеха подавляет‑
ся полностью или ослабляется [42].
Рассмотрим вариант двухканальной компенсации помех, изобра‑
женный на рис. 1.12.
В общем случае помеха d(t) приходит в основной и опорный ка‑
налы разными путями. Однако для простоты будем считать, что она 
не претерпевает каких‑либо изменений в основном канале, а в опор‑
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ный проходит через внешний канал связи с коэффициентом передачи 
H(jw). Также в основном и опорном каналах действуют некоррелиро‑
ванные шумы ν1(t) и ν2(t) соответственно. При этом возможность про‑
















Рис. 1.12. Структурная схема двухканального адаптивного компенсатора
При решении задач адаптивной компенсации помех можно ис‑
пользовать аппарат винеровской фильтрации. Если предположить, что 
процедура адаптивной компенсации будет сходящейся и существует 
решение, удовлетворяющее критерию минимума СКО, то можно ут‑
верждать, что адаптивный фильтр эквивалентен винеровскому [43]. 
Чтобы определить коэффициент передачи адаптивного фильтра в уста‑
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где Sd d1 ( )w  — взаимная спектральная плотность помехи на входе и на вы‑
ходе канала; Sd1 ( )w — спектральная плотность искаженной каналом по‑
мехи d(t); Sd (ω) — спектральная плотность помехи d(t); S 2 ( )— спек‑
тральная плотность некоррелированного шума на опорном входе.
В частном случае, когда некоррелированные шумы отсутствуют, 
коэффициент передачи адаптивного фильтра является обратным по от‑
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ношению к коэффициенту передачи внешнего канала, т. е. восстанав‑
ливает помеху в опорном канале после ее искажения во внешнем ка‑
нале.
Необходимо учитывать, что в адаптивных компенсаторах эффек‑
тивное подавление помехи происходит только тогда, когда помеховые 
составляющие в основном и опорном каналах взаимно коррелирова‑
ны и некоррелированные с полезным сигналом. Покажем, каким об‑
разом взаимная корреляция влияет на оценку сигнала. Для просто‑
ты вывода положим отсутствие некоррелированных шумов в каналах.
Пусть сигнал и помеха — взаимно некоррелированные стацио‑
нарные случайные процессы с нулевыми средними значениями. СКО 
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где PS — мощность полезного сигнала; Pd — мощность помехи на основ‑
ном входе; Pd — мощность оценки помехи в опорном канале; rdd — нор‑
мированный коэффициент взаимной корреляции помех в каналах.
В выражении (1.19) первое слагаемое, т. е. мощность сигнала PS, 
имеет постоянное значение. Второе слагаемое равно нулю по условию 
задачи (взаимная некоррелированность сигнала и помехи), поэтому 
минимизация СКО возможна только за счет минимизации третьего 
слагаемого. Третье слагаемое обращается в нуль, если между помеха‑
ми в каналах наблюдается полная взаимная корреляция.
Кроме того, если оценка помехи на выходе адаптивного фильтра 
не коррелирована с помехой в основном канале, то фильтр устрем‑
ляет коэффициент передачи к нулю, подавляя помеху в опорном ка‑
нале, и в результате не увеличивает помеху на выходе компенсатора.
На практике не всегда возможно сформировать несколько опор‑
ных каналов, в которых будет действовать только одна из компенси‑
руемых помех. Осложняет компенсацию и то, что зачастую удается за‑
писать реализации зашумленного сигнала и помехи только раздельно 
во времени, что исключает использование традиционной схемы адап‑
тивной компенсации с опорным каналом.
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Таким образом, в условиях непараметрической неопределенности 
требуются иные методы обнаружения и фильтрации полезного сигна‑
ла на фоне различных помех.
Основные ограничения при использовании методов подавления 
помех в условиях априорной параметрической (непараметрической) 
неопределенности привели к необходимости разработки новых под‑
ходов к обработке сигнала.
1.5. слепые условия и классификация методов  
слепого подавления помех
Условия, когда непараметрическая априорная неопределенность 
является почти полной, в ряде источников называются слепыми: сле‑
пое выравнивание [44] или слепая адаптация [45], слепые оценки от‑
ношения сигнал–шум [46] или параметров сигналов (помех) [47], сле‑
пые стегоаналитические методы [48], слепая оценка (идентификация) 
канала [49] и т. п. Однако в доступной литературе отсутствуют форму‑
лировки относительно подавления помех в слепых условиях или сле‑
пого подавления помех.
Слепая обработка сигналов является относительно новой техно‑
логией, зародившейся в 1975 году из алгоритма, предложенного Сато 
[50] и развитого Годардом в 1980 году [51], получившего название CM‑
алгоритм (алгоритм постоянного модуля).
В отечественной литературе в общем виде задачу классической сле‑
пой обработки впервые сформулировал, по‑видимому, О. В. Горячкин как 
цифровую обработку неизвестных сигналов, прошедших линейный ка‑
нал с неизвестными характеристиками на фоне аддитивных шумов [49].
В литературе также определен термин полуслепой обработки [52] 
в условиях, когда, пусть даже на короткое время, доступен полезный 
сигнал. В течение этого времени производится так называемый эк‑
валайзинг, в ходе которого происходит подстройка слепых устройств 
фильтрации под сигнал.
Различают четыре основных типа задач слепой обработки сигна‑
лов: слепая идентификация и слепое выравнивание канала, слепое разде-
ление и слепое выделение сигналов. Во всех случаях для обработки до‑
ступны только реализации входного сигнала приемного устройства.
32 Раздел А
1. Методы оптимальной обработки сигналов и подавления помех 
Под идентификацией канала вслепую понимается оценка неизвест‑
ной импульсной характеристики или передаточной функции канала. Сле‑
пое выравнивание канала (или слепое обращение свертки 3) подразумевает 
нахождение обратной характеристики канала и непосредственную оцен‑
ку информационного сигнала с помощью восстанавливающей системы.
Слепое разделение сигналов тесно связано с таким методом, как 
анализ независимых компонент 4. В рамках этого метода задача разде‑
ления процессов может быть сформулирована как оценка всех сигна‑
лов первичных источников и их числа и (или) идентификация смеши‑
вающей матрицы или обратной ей разделяющей матрицы. Для этого 
необходимо выдвинуть следующие предположения. Во‑первых, обя‑
зательна статистическая независимость источников. Во‑вторых, рас‑
пределения сигналов источников должны быть негауссовскими или, 
другими словами, должна иметь место линейная независимость столб‑
цов смешивающей матрицы. В‑третьих, число первичных источников 
должно быть равно числу смесей [53].
Если не требуется разделять все источники сигналов и помех од‑
новременно, а лишь выделять один полезный сигнал или помеху, ко‑
торую затем скомпенсировать в смеси с сигналом, то применяются ал‑
горитмы слепого выделения на основе формирования вектора‑строки 
разделяющей матрицы. Предполагается статистическая независимость 
первичных источников и линейная независимость столбцов смеши‑
вающей матрицы [52].
Слепые условия несколько отличаются от непараметрической и па‑
раметрической априорной неопределенности. Как было уже сказано 
выше, непараметрические методы хотя и не требуют знания распреде‑
ления помех, но сильно зависят, например, от времени прихода и дли‑
тельности сигнала, т. е. относительно периода наблюдения за сигна‑
лом должна сохраняться параметрическая определенность. Кроме того, 
непараметрическая неопределенность, например, в эвристических ме‑
тодах преодолевается только при использовании критерия Немана — 
Пирсона. В то же время слепые методы обладают непараметрическими 
свойствами при выборе порога по критерию идеального наблюдателя, 
т. е. по отношению сразу к двум гипотезам. Структура области неопре‑
деленности изображена на рис. 1.13.
3 Blind deconvolution (англ.).
4 ICA (англ.).
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Рис. 1.13. Структура области неопределенности
Отметим основные их свойства. Во‑первых, для слепых условий ха‑
рактерно отсутствие информации о распределении и параметрах сиг‑
налов и помех. Если на короткое время доступны сигнал или помехи, 
условия называются полуслепыми.
Во‑вторых, слепые условия требуют наличия некоторых предпо‑
ложений относительно принадлежности к определенному классу рас‑
пределений сигналов и помех (например, симметричных или гауссов‑
ских), некоторых их статистических отличий (например, асимметрий 
или эксцессов), отсутствия сигнала в смеси с помехой на определен‑
ное время и т. п.
Слепые условия не охватывают область полной априорной нео‑
пределенности в связи с тем, что, когда о сигнале и о помехе ничего 
неизвестно и нет никаких предположений относительно их параме‑
тров, выделить сигнал из смеси с помехой невозможно.
Сформулируем задачу слепого подавления помех — это максималь‑
но возможное уменьшение искажающего действия помех на полезный 
сигнал при его обработке в условиях, когда отсутствует информация 
о параметрах сигнала и помех за исключением отдельных априорных 
предположений (о принадлежности к классу распределений сигналов 
и помех, отсутствии сигнала в смеси с помехой на определенное вре‑
мя, различии статистических характеристик сигналов и помех, неко‑
торых корреляционных свойствах сигналов и помех и т. п.).
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Слепые методы подавления помех за последние годы все чаще ис‑
пользуются в различных областях радиотехники, и их также можно раз‑
делить на фильтрационные и компенсационные. Вместе с тем их суть 
и содержание отличаются от традиционных методов.
Фильтрационный метод — это способ, с помощью которого фор‑
мируется характеристика пропускания (подавления) устройства филь‑
трации, которая позволяет максимально возможно уменьшать ис‑
кажающее действие помех на полезный сигнал и с наименьшими 
погрешностями его (сигнал) выделять.
Фильтрационные методы слепого подавления помех можно клас‑
сифицировать так:
•	 методы с использованием слепого выделения сигнала;
•	 методы с использованием биспектральной обработки зашум‑
ленных сигналов;
•	 методы с использованием статистик высших порядков.
Фильтрационные методы с использованием слепого выделения сиг-
нала можно определить как выделение полезного сигнала при одно‑
временном подавлении помехи на выходе нейронной сети по одному 
из критериев, например максимизации нормированного эксцесса или 
момента 3‑го порядка, без априорных знаний о параметрах сигнала 
и помех за исключением информации о характере их распределения 
или различии корреляционных свойств. Соответственно все методы 
с использованием слепого выделения будут отличаться их распределе‑
нием. Например, если помеха негауссова, то метод называется филь-
трационный метод слепого подавления негауссовых помех. Если помеха 
гауссова, то соответственно — фильтрационный метод слепого подавле-
ния гауссовых помех. С развитием этого инструментария слепой обра‑
ботки набор методов может быть расширен.
Особенностью фильтрационных методов с использованием биспек-
тральной обработки зашумленных сигналов является их нечувствитель‑
ность к процессам с симметричными распределениями. Например, 
биспектральная обработка с последующим восстановлением сигна‑
ла позволяет подавить мешающую гауссову помеху и выделить с наи‑
меньшими искажениями сигнал. Кроме того, они не требуют како‑
го‑либо знания относительно параметров сигналов и помех, поэтому 
подавление помехи производится вслепую. Однако необходимо пом‑
нить: при биспектральном преобразовании обрабатываемые сигналы 
смещаются по времени, и если этот сдвиг критичен для восстановле‑
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ния, его необходимо оценить; выделяемый полезный сигнал не дол‑
жен иметь симметричное распределение.
Фильтрационные методы с использованием статистик высших по-
рядков позволяют обнаруживать и выделять цифровой сигнал на фоне 
гауссовых помех и (или) произвольных помех с симметричными рас‑
пределениями. В качестве статистик в работе применяются кумулян‑
ты 3‑го и 4‑го порядков. Кумулянты 3‑го порядка помех с симметрич‑
ными распределениями равны нулю, а кумулянты 4‑го порядка равны 
нулю только для гауссовых помех. Данное свойство кумулянтов можно 
использовать при слепом определении порога, когда неизвестно рас‑
пределение и параметры помех, а имеются только предположения от‑
носительно класса распределений помех (симметричные или несим‑
метричные).
Компенсационные методы слепого подавления помех являются срав‑
нительно новыми и подразумевают получение слепой оценки смеси 
сигнала и помех и (или) слепой оценки помех. В зависимости от это‑
го компенсационные методы слепого подавления помех можно клас‑
сифицировать как основанные:
•	 на слепом выделении помех;
•	 формировании сигнальных и помеховых адаптивных моделей;
•	 векторно‑матричном преобразовании;
•	 многоканальной адаптивной обработке сигналов и слепом раз‑
делении помех в опорном канале.
Компенсационные методы на основе слепого выделения помех 
представляют собой выделение одной из помех на выходе нейронной 
сети по одному из критериев (максимизация эксцесса, момента 3‑го 
или 4‑го порядков и т. п.), а затем ее компенсацию в смеси с сигналом. 
Названия этих методов могут также зависеть от распределения помех, 
алгоритмов их выделения и подавления.
Структурная схема, реализующая компенсационные методы на ос‑
нове формирования сигнальных и помеховых моделей, состоит из сиг‑
нального (основного) канала, на входе которого присутствует смесь 
сигнала и помехи, компенсационного (опорного), на который подает‑
ся помеха, и результирующего канала, в котором формируется оценка 
полезного сигнала (рис. 1.14). Каждый из каналов представляет собой 
формирователь модели случайного процесса [54].
Компенсационные методы на основе формирования сигнальных 
и помеховых моделей основаны на слепых оценках зашумленного сиг‑
36 Раздел А
1. Методы оптимальной обработки сигналов и подавления помех 
нала и помех в форме их моделей, а также на вычитании модели по‑
мехи из модели зашумленного сигнала.
Рис. 1.14. Обобщенная структурная схема, реализующая компенсационные 
методы на основе формирования сигнальных и помеховых моделей (W1(ω), W2(ω), 
W(ω) — соответственно коэффициенты передачи сигнального, компенсационного 
и результирующего каналов)
Слепая оценка зашумленного сигнала и помехи состоит в том, 
что априорно их характеристики неизвестны. При этом модели за‑
шумленного сигнала и помехи формируются раздельно на том осно‑
вании, что, как правило, заранее известно, когда полезный сигнал 
отсутствует (например, в ходе тестирования приемного устройства 
радиолокатора). Тогда для формирования модели зашумленного сиг‑
нала и помехи переключатели К1 и К2 должны быть в соответству‑
ющих положениях.
Для синтеза компенсационных методов на основе векторно-матрич-
ных преобразований использовано решение векторно‑матричного урав‑
нения Винера — Хопфа по критерию наименьшего среднеквадратиче‑
ского отклонения полезного сигнала от его оценки [11]:
 w R popt  1 ,  (1.20)
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где R — корреляционная матрица входного сигнала адаптивного филь‑
тра; p — вектор взаимно корреляционной функции отсчетов входно‑
го и полезного сигнала.
При независимости полезного сигнала и помехи вектор p есть не что 





























где Rs — автокорреляционная функция полезного сигнала; L — раз‑
мерность автокорреляционной функции сигнала.
Если имеется возможность сформировать подходящий опорный 
канал, в котором действует помеха d2, совпадающая по корреляцион‑
ной функции с помехой d1 в основном канале, то вектор p можно по‑
лучить с помощью разности автокорреляционных векторов зашумлен‑
ного сигнала ps+d1 и помехи в опорном канале pd2:
 p p p s d d1 2.  (1.21)
В результате подстановки разности автокорреляционных векто‑
ров из выражения (1.21) в формулу (1.20) полученный с помощью син‑
тезированного метода оптимальный вектор весовых коэффициентов 
адаптивного фильтра, выделяющего оценку полезного сигнала, мож‑
но записать как
 w R p popt s d d   1 1 2 .  (1.22)
Таким образом, происходит компенсация автокорреляционного 
вектора помехи pd2 в структуре автокорреляционного вектора зашум‑
ленного сигнала ps+d1.
Компенсационные методы на основе многоканальной адаптивной об-
работки сигналов и слепого разделения помех в опорном канале явились 
развитием метода адаптивной компенсации помех, реализованного 
в компенсаторе Уидроу [11].
Структурная схема многоканального адаптивного компенсато‑
ра Уидроу изображена на рис. 1.15. Для наглядности представления 
пренебрежем некоррелированными шумами в основном и опор‑
ном каналах, а число помех n выберем равным числу входов опор‑
ного канала.
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Рис. 1.15. Структурная схема многоканального адаптивного компенсатора Уидроу
В отличие от схемы на рис. 1.12, помехи проходят через внешний 
канал до основного канала пути с коэффициентами передачи Fi(jw), 
а в опорный — с коэффициентами передачи Gij(jw).
Если на каждом входе опорного канала действовала бы только 
одна помеха, то задача адаптации была бы тривиальна в том смысле, 
что каждый адаптивный фильтр отслеживал бы только одну помеху 
по критерию минимизации СКО. Однако задача адаптации в данном 
случае решается сложнее.
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где Gij(jw) — передаточная функция от источника помехи i ко j‑входу 
опорного канала компенсатора.
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Определим вектор передаточных функций от источника помехи i 
к основному каналу компенсатора:
 f   F j F j F jn1 2( ), ( ), , ( ) .  
Если определить w как вектор оптимальных передаточных функций
 w  [ ( ), ( ) ( )],W j W j W j
nАФ АФ АФ1 2
  
то по аналогии с выражением (1.18) получим
 w G 1f .
Однако недостатком такого решения задачи является то, что, 
во‑первых, обратная матрица G может и не существовать на всех ча‑
стотах [11], а во‑вторых, в процессе адаптации весовых коэффициен‑
тов может наблюдаться их медленная сходимость к оптимальным зна‑
чениям, т. к. адаптация является взаимозависимой во всех каналах.
Таким образом, целесообразно предложить новый класс методов 
компенсации на основе многоканальной адаптивной обработки со сле‑
пым разделением помех в опорном канале. Названия методов будут 
определяться с помощью алгоритма слепого разделения и отличаться 
от традиционных тем, что сначала помехи с помощью соответствую‑
щих алгоритмов разделяются, а затем раздельно подаются на отдельный 
вход опорного канала. Таким образом, можно иметь гарантированную 
и быструю сходимость к оптимальным весовым коэффициентам. Еще 
одним достоинством подобных методов является возможность приме‑
нения алгоритма слепого разделения, в котором не требуется иметь ко‑
личество приемных датчиков равное количеству помех. Таковым явля‑
ется, например, алгоритм слепого выделения DUET.
выводы по главе 1
В разделе описаны традиционные фильтрационные и компенсаци‑
онные методы подавления помех, даны классические подходы к пре‑
одолению параметрической и непараметрической неопределенности.
Классические методы подавления помех (фильтрационные и ком‑
пенсационные) с помощью фильтров Винера и Калмана, согласован‑
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ных фильтров, а также методы нелинейной обработки требуют знания 
параметров сигнала и помех или их распределений. Параметрическая 
неопределенность (т. е. незнание некоторых параметров сигналов и по‑
мех) может быть преодолена с помощью использования квадратурной 
обработки (при неизвестной начальной фазе сигнала), многоканаль‑
ной схемы обработки или следящих измерителей параметров. При этом 
плотность вероятности помехи должна быть известна.
Методы преодоления непараметрической априорной неопреде‑
ленности обладают существенными ограничениями в применении 
и уступают слепым методам.
Дано определение слепых условий и основные отличия от непара‑
метрической априорной неопределенности. Сформулированы проблема 
слепого подавления помех и классификация методов слепого подавления.
Слепые методы подавления помех из представленной классифи‑
кации будут подробно исследованы в следующих разделах, в которых 
также приведены некоторые результаты математического и компью‑
терного моделирования.
контрольные вопросы к главе 1
1. Дайте определение фильтрационным методам подавления помех.
2. В чем основное отличие компенсационных методов подавле‑
ния помех от фильтрационных?
3. Какими путями может быть преодолена параметрическая 
не определенность?
4. В чем сходство и отличие фильтров Винера и Калмана?
5. Какие методы используются для преодоления непараметриче‑
ской априорной неопределенности?
6. Каковы условия работы многоканального адаптивного ком‑
пенсатора помех?
7. Назовите основные различия непараметрической априорной 
неопределенности от слепых условий.
8 Дайте определение слепому подавлению помех.
9. Приведите примеры предположений, используемых в слепых 
методах.




и компенсационные методы  
слепого подавления помех 
с использованием алгоритмов слепого 
выделения (разделения) сигналов
2.1. подходы и процедуры слепого  
выделения (разделения) сигналов
П усть имеется несколько сигналов, которые в пространстве смешиваются в неизвестной пропорции и с неизвестными фазами, тогда в матричном выражении можно представить 
процедуру смешения сигналов:
 y Hs( ) ( ),t t=
где y(t) — вектор реализаций сигналов с приемных датчиков, y(t) = 
= [y1(t), y2(t), …, ym(t)]T; H — неизвестная полноранговая смешивающая 
матрица размером m×n; s(t) — вектор реализаций сигналов источни‑
ков, s(t) = [s1(t), s2(t), …, sn(t)]T.
Процедура разделения будет выглядеть следующим образом:
 

s Wy H Hs( ) ( ) ( ),t t t  1
где W — разделяющая матрица, т. е. для решения задачи слепого раз‑
деления сигналов необходимо найти разделяющую матрицу (если она 
существует), которая представляет собой обращение смешивающей 
матрицы.
Задачу слепого выделения сигналов можно сформулировать как 
идентификацию соответствующего вектора hj смешивающей матрицы H 
и (или) их обращений wj, которые являются строками разделяющей ма‑
трицы W, предполагая только статистическую независимость первич‑
ных источников и линейную независимость колонок матрицы H [52].
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Как правило, слепое выделение сигналов происходит последова‑
тельно, один за другим. Для того чтобы не возникала ситуация повтор‑
ного выделения того же сигнала, производится удаление выделенно‑
го сигнала из смеси.
Несмотря на то, что слепое выделение сигналов может давать худ‑
шие характеристики по сравнению со слепым разделением сигналов 
из‑за накопления ошибок при удалении уже отфильтрованных сигна‑
лов, данный метод имеет ряд неоспоримых преимуществ [52]:
•	 сигналы могут быть отфильтрованы в определенном порядке 
в соответствии с их стохастическими особенностями (напри‑
мер, в порядке убывания нормированного эксцесса [55] или 
в порядке уменьшения дисперсий сигналов [56]);
•	 можно применять множество различных критериев, основан‑
ных на статистиках 2 и более высоких порядков, для выделения 
широкого спектра сигналов — статистически независимых, бе‑
лых или окрашенных [58, 59], нестационарных [60] и т. п. в за‑
висимости от особенностей сигналов, которые необходимо вы‑
делить;
•	 отсутствует необходимость выделять все сигналы в смеси;
•	 алгоритмы выделения по вычислительной сложности более про‑
стые по сравнению с алгоритмами слепого разделения сигналов.
Некоторые из подходов слепого выделения сигналов требуют пред‑
варительной обработки в форме обеления вектора смеси сигналов или 
ортогонализации смешивающей матрицы.
Перед тем как более детально рассмотрим основные алгоритмы 
и процедуры обеления, выделения, подавления, еще раз напомним, 
что компенсационный метод слепого подавления помех подразуме‑
вает осуществление слепого выделения помехи, а затем ее удаления 
из смеси. При выделении полезного сигнала с определенными свой‑
ствами (фильтрационный метод слепого подавления помех) алгоритм 
удаления излишен; обеление целесообразно в обоих случаях.
2.1.1. процедура обеления смеси сигналов и помех
Под обелением смеси сигналов и помех понимается их простран‑
ственная декорреляция. Она необходима для частичного упрощения ре‑
шения задач слепого разделения или слепого выделения сигналов [52].
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Вектор y считается обеленным, если корреляционная матрица обе‑
ленной смеси единичная, причем на главной диагонали расположены 
дельта‑функции. В этом случае процедура обеления представляется как
 y Qyw t t( ) ( ),=
где yw(t) — обеленный вектор; Q — обеляющая матрица.
Если декорреляционная матрица Q симметричная и положитель‑
но определенная, то упрощенный алгоритм обеления NGA выглядит 
следующим образом [61]:
 Q Q I y y( ) ( ) [ ( ) ( )].t t t tw wT   1 
Существуют и другие алгоритмы получения обеляющей матрицы, 
например процедура ортогонализации Грамма — Шмидта [62], алго‑
ритм стандартного разложения по собственным значениям 5 [63], алго‑
ритм обобщенного разложения по собственным значениям 6 [64] и т. п.
2.1.2. процедура выделения сигнала или помехи из смеси
Процедуру выделения сигналов (помех) можно реализовать с по‑
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Рис. 2.1. Функциональная схема (нейронной сети), иллюстрирующая  
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Предположим, что все сигналы источников взаимно независимы 
и имеют особые статистические свойства (например, негауссовость). 
В этом случае для выделения сигналов чаще всего используют крите‑
рии максимизации эксцесса [55, 65–67] — величины как меры нега‑
уссовости. При этом функционал выражается в виде
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     (2.1)
где κ4 1( )

s  — эксцесс для сигналов с нулевым математическим ожида‑
нием.
Данный критерий (2.1) является мерой отличия распределения вы‑
деляемого сигнала от гауссова. Если на вектор w1 наложить ограничение 
так, что его квадратичная норма будет равна 1, т. е. ||w1 || 2 = 1, и взять нор‑

































где β — знак эксцесса выделяемого сигнала.
Введение параметра β обусловлено необходимостью выбора зна‑
ка эксцесса выделяемого сигнала. Если b = –1, то выделяется сигнал, 
имеющий отрицательный эксцесс, при b = 1 — сигнал с положитель‑
ным эксцессом.
Для исключения параметра β в качестве функционала можно 
взять абсолютное значение эксцесса при дополнительном ограниче‑
нии ||w1 || 2 = 1:
 J sw
w1 4 1 1
1
4
2     

.  (2.3)
2.1.3. процедура удаления помехи из смеси
После успешного выделения первого сигнала необходимо приме‑
нить процедуру подавления, чтобы повторно не фильтровать сигнал 
из смеси во втором блоке (см. рис. 2.1). Процедура подавления пред‑
ставляет удаление уже выделенного сигнала из смеси. Для этого тре‑
буется выполнить следующее преобразование [55]:
 y y w2 1 1 1( ) ( ) ( ),t t s tw  
   (2.4)
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где w1 — вектор весовых коэффициентов подавления сигнала s1 перво‑
го блока.
Оптимальное значение вектора подавления w1 должно минимизи‑
ровать суммарную мощность смеси, подаваемой на второй блок, тог‑
да функционал можно выразить как
 J E y p
p
m












   (2.5)
Если предположить, что на каждом шаге выделения сигнала про‑
изводится обеление вектора смеси (на рис. 2.1 процедура обеления 
вектора входного сигнала y не показана, но подразумевается), то для 
определения вектора w1 можно предложить более простую формулу. 
Запишем функционал (2.5) в следующем виде с учетом выражения (2.4):
 J E E E s E sT wT w T w T( ) . 
   w y y y y w y w w1 2 2 1 1 1 1 1 1 1 1
22         
Найдем его производную по w и приравняем к нулю. Затем с уче‑
том обеленности вектора первой смеси yw1 и наложения ограничения 


























Очевидно, что вектор подавления равен вектору выделения.
Описать компенсационные методы слепого подавления помех 
можно с помощью универсальной структурной схемы (рис. 2.2). Смесь 
полезного сигнала и помех поступает на устройство обеления. Затем 
с помощью анализатора распределения помех определяются некото‑
рые параметры смеси (например, значение эксцесса). При этом если 
сигнал имеет гауссово распределение, а помехи — негауссовы, то ком‑
пенсацию можно автоматизировать — подавлять помехи до тех пор, 
пока эксцесс не устремится к нулю. Однако необходимо помнить, что 
чем больше число действующих помех, тем больше смесь приближа‑
ется к гауссовскому распределению7.
7 Центральная предельная теорема.
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Рис. 2.2. Структурная схема, реализующая компенсационные методы 
слепого подавления помех
Если сигнал и помеха негауссовы, то необходимо искать особые 
статистические свойства, по которым их можно отделить (эксцесс, 
асимметрия и т. п.). Например, пусть имеется предположение, что по‑
лезный сигнал обладает наименьшим по сравнению с помехами экс‑
цессом или нулевой по сравнению с помехами асимметрией. В этом 
случае останов цикла происходит, когда эксцесс смеси станет менее 
определенного минимального значения (порога) или значение асим‑
метрии приблизится к нулю.
Выделение негауссова сигнала на фоне гауссовой помехи целе‑
сообразно выполнять с помощью фильтрационных методов слепого 
подавления помех, реализованных в структурной схеме на рис. 2.3. 
Слепое выделение полезного сигнала происходит, например, по мак‑











Рис. 2.3. Структурная схема, реализующая фильтрационные методы 
слепого подавления помех
При негауссовости сигнала и помехи выделение полезного сиг‑
нала происходит по его уникальным статистическим свойствам (на‑
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пример, с заданной плотностью вероятности или моментами процес‑
са, лежащими в известном диапазоне значений).
Обобщим процедуру слепого выделения в нескольких теоремах 
и лемме. Возьмем случай, когда процессы в смеси имеют негауссов‑
ское распределение [69].
Лемма. При наложении ограничения на норму вектора весовых 
коэффициентов ||w1 || 2 = 1 дисперсия выделяемого сигнала на выходе 
нейронной сети равна единице.
Пусть yw1 — вектор обеленной смеси процессов на входе нейрон‑
ной сети, тогда
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w y w y y w w .  (2.12)
Теорема 1. Пусть смешивающая матрица H — ортогональная, т. е. 
HHT = I, и все n сигналов в смеси независимы, тогда все решения w1 от‑
носительно максимизации эксцесса с ограничением ||w1 || 2 = 1 можно 
выразить w1 = ±He, где e — вектор размерностью n, имеющий только 
один единичный элемент с номером позиции i, равным номеру выде‑
ляемого сигнала в смеси.
Доказательство
Запишем уравнение Лагранжа







3 1       , 
производная которого по w (с учетом положительного множителя Ла‑
гранжа l s*  41 2) имеет следующий вид:
 







где si — выделяемый полезный сигнал.
















Представим вектор в виде y Hsw1 = , где s — вектор смешиваемых 
независимых процессов с единичной дисперсией и нулевым матема‑
тическим ожиданием, и подставим его в выражение (2.6), допустив, 
что оценка siна выходе равна si:
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где ms41  — момент 4‑го порядка сигнала s1.
Учитывая лемму и момент 4‑го порядка выделяемого сигнала 
ms si i4 4 3  , выражение (2.7) можно записать как













где e — вектор, определяющий номер выделяемого сигнала, что и тре‑
бовалось доказать.
Из теоремы 1 вытекает, что количество решений w относительно 
максимизации эксцесса равно 2n, где n — количество негауссовских 
процессов в смеси.
Теорема 2. Если смешивающая матрица H ортогональная и все сиг‑
налы в смеси независимы, а вектор w1 является решением относитель‑
но максимизации эксцесса, то выделение сигнала на выходе нейрон‑
ной сети с учетом ограничения w1
2
1=  будет происходить с точностью 
до знака.
Доказательство
Используя теорему 1 и запись выражения для сигнала на выходе 
нейронной сети, докажем утверждение
  …  …s sT w T T
i








w y H e Hs s1 1 0 1 0
позиция
,
где s   s s s sm m
T
1 2 1... ; единица в векторе eТ стоит на позиции 
с номером i, равным номеру выделяемого сигнала, что и требовалось 
доказать.
Таким образом, если сигнал и помеха негауссовы, то количество 
локальных максимумов возрастает в 2 раза по сравнению с выделе‑
нием (компенсацией) негауссовского процесса на фоне гауссовского. 
Причем все максимумы могут стать глобальными при равенстве экс‑
цессов процессов в смеси.
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2.2. компенсационный метод слепого подавления 
негауссовых помех при выделении  
гауссовых сигналов
При реализации компенсационного метода слепого подавления 
негауссовских непрерывных помех при выделении гауссовых сигна‑
лов (окрашенных или белых) более всего подойдет алгоритм слепо‑
го выделения с поиском градиента эксцесса. Используя отличие зна‑
чений эксцессов негауссовых от гауссовых процессов (эксцесс равен 
нулю), можно выделять их, а затем последовательно вычитать из сме‑
си до полного подавления негауссовых помех.
Для упрощения вначале находим обеляющую матрицу Q, затем 
обеленный вектор смеси y Qyw t t( ) ( )= .
Пусть первый блок выделяет оценку s1 (см. рис. 2.1):
 s w yT w i w i
i
m




w y ,  (2.8)
где w1 — вектор весовых коэффициентов выделения сигнала s1 перво‑
го блока.
С учетом обеления корреляционная матрица входного сигнала яв‑
ляется единичной — E w wTy y I1 1   . Кроме того, можно показать, что 
при наложении ограничения на норму вектора весовых коэффициен‑
тов ||w1 || 2 = 1 дисперсия выделяемого сигнала равна единице (см. лем‑
му на с. 47):
 E s12 1   .
Для того чтобы найти оптимальное значение вектора w1, в [65] пред‑
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Найдем градиент эксцесса с учетом нормы ||w1 || 2 = 1:
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Тогда алгоритм, который максимизирует эксцесс (см. форму‑


































Такой алгоритм относится к классу быстрых АНК‑алгоритмов 8. 
Он обладает преимуществами перед градиентными алгоритмами. 
Во‑первых, как показано в [65], сходимость таких алгоритмов куби‑
ческая, а во‑вторых, нет необходимости выбирать параметр сходимо‑
сти, что облегчает реализацию алгоритма. Такие алгоритмы называ‑
ются с фиксированной (неподвижной) точкой 9.
Синтезируем алгоритм по критерию максимизации функциона‑
ла (2.2). Для этого возьмем его производную по w1 с последующим до‑
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Используя алгоритм градиентного спуска с постоянным коэффи‑
циентом адаптации, можно шаг за шагом, от w1(0) до w1(∞), максими‑
зировать функционал J ( )w1 :
8 Fast ICA (англ.).
9 FP‑algorithm (англ.).
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где μ — параметр, определяющий скорость сходимости алгоритма.
Однако вычисление усредняющей по времени функции E{…} — 
достаточно трудоемкий процесс. Например, если предположить, что 
входной сигнал стационарный, то усреднение можно заменить на зна‑
чение текущего вектора, а саму операцию E{…} опустить.
Таким образом, максимизация функционала (2.2) через градиент‑
ный спуск приводит к следующему алгоритму 10 поиска весовых коэф‑
фициентов [68]:
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Наконец, исследуем функционал (2.3), максимизация которого 
в отличие от вышеизложенных алгоритмов позволяет выделять сиг‑
налы с любым знаком эксцесса. Данное свойство особенно важно при 
выделении негауссовых помех на фоне гауссовских процессов.
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Алгоритм градиентного спуска на основе максимизации абсолют‑
ного эксцесса (назовем его AbsKurt) для стационарных входных сиг‑
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Для сравнения скорости сходимости указанных алгоритмов соста‑
вим матрицу Гессе для различных функционалов и определим ее об‑
10 Имеет название KuicNet.
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условленность как отношение абсолютных максимального и мини‑












где Г — матрица Гессе.
С этой целью составим уравнение Лагранжа для функционала (2.1). 
Пусть выделяется негауссова помеха s1, действующая в смеси с полез‑
ным сигналом s2, имеющим гауссово распределение. Смеси в двух ка‑















































где σ и 1 2  — среднеквадратическое отклонение случайных процес‑
сов в каналах (σ < 1).
Тогда для алгоритма FastICA уравнение Лагранжа с учетом огра‑
ничения w1
2
1=  имеет вид
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  (2.10)
где l — множитель Лагранжа; m22, m13 и m31 — смешанные моменты 4‑го 























































2.2. Компенсационный метод слепого подавления негауссовых помех при выделении гауссовых сигналов 
Для определения стационарных точек функции Лагранжа возьмем 
частные производные выражения (2.10) по l и w1 с учетом оценки сиг‑
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Для положительного множителя Лагранжа l s*  41 2 обнаружива‑






















Обе стационарные точки являются седловыми, поскольку гесси‑
ан (определитель матрицы Гессе) отрицательный, и являются глобаль‑
ными максимумами, т. к. удовлетворяют условиям Куна — Таккера:



















При нахождении собственных значений матрицы Гессе по форму‑
ле (2.12) возьмем предельный случай, когда σ = 0 (w11 = 1 и w12  = 0). Тог‑
да смешанные моменты m31 = m13 = 0 и собственные значения могут 
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11 Эти же точки справедливы для алгоритмов KuicNet и AbsKurt.
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Тогда для алгоритма FastICA обусловленность матрицы Гесса опре‑
деляется следующим образом:











Как известно, чем хуже обусловленность матрицы Гессе, тем труд‑
нее осуществлять поиск глобального максимума [71]. Обусловленность 
матрицы Гессе (2.13) находится в обратной зависимости от эксцесса 
выделяемой помехи, поэтому более глубокая компенсация происхо‑
дит при действии помехи с высоким эксцессом.
Скорость сходимости градиентных методов при использовании 
функционалов из формул (2.2) и (2.3), с одной стороны, зависит от ко‑
эффициента адаптации μ, а с другой — от числа обусловленности ма‑
трицы Гессе (разброса собственных значений), вычисленной для этих 
функционалов. Если матрица Гессе будет плохо обусловлена (число 
обусловленности много больше единицы), то сходимость медленная, 
если наоборот, то сходимость быстрая.
Аналогично можно найти матрицу Гессе и число ее обусловлен‑












Скорость сходимости для указанных градиентных алгоритмов мож‑
но считать одинаковой и независящей от эксцесса выделяемой поме‑
хи. Вместе с тем по сравнению с алгоритмом FastICA сходимость ал‑
горитма градиентного спуска линейная [65].
Результаты компьютерного моделирования слепого подавления 
процесса Пуассона (сформированного по алгоритму на рис. П1.4) 
при выделении гауссовско‑марковского процесса (сформированного 
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по алгоритму на рис. П1.1) подтверждают эти выводы (рис. 2.4 и 2.5), 
демонстрирующие снижение скорости сходимости алгоритма FastICA 
при снижении эксцесса, тогда как у алгоритмов KuicNet и AbsKurt ха‑










Рис. 2.4. Средний квадрат ошибки воспроизведения гауссовско‑марковского 
процесса на фоне процесса Пуассона, полученный с помощью алгоритма FastICA 
(линия 1), KuicNet (линия 2) и AbsKurt (линия 3) 










Рис. 2.5. Средний квадрат ошибки воспроизведения гауссовско‑марковского 
процесса на фоне процесса Пуассона, полученный с помощью алгоритма FastICA 
(линия 1), KuicNet (линия 2) и AbsKurt (линия 3) 
при σ = 0,7 и λП = 0,15 (эксцесс помехи равен 6,6)
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2.3. Фильтрационный метод слепого подавления 
гауссовых помех при выделении импульсных сигналов
В ряде источников [52, 72] утверждается, что при слепом выделе‑
нии случайных процессов, когда один из них импульсный, наблюда‑
ется плохая сходимость алгоритмов на основе максимизации эксцесса.
Кроме того, при использовании в качестве критерия экстремума 
эксцесса выходного сигнала количество локальных экстремумов и сед‑
ловых точек, к которым может сходиться решение, гораздо больше, 
чем в случае использования критерия экстремума асимметрии или мо‑
мента 3‑го порядка случайного процесса, что повышает скорость схо‑
димости алгоритмов [73].
Момент 3‑го порядка случайного процесса — коэффициент, ха‑
рактеризующий степень несимметричности распределения относи‑
тельно математического ожидания. Если момент 3‑го порядка мень‑
ше нуля, то большая часть значений случайного процесса находится 
левее математического ожидания, и наоборот, если момент 3‑го по‑
рядка положителен, то правее.
Необходимо использовать функционал





         (2.14)
где m s3 1( )
  — момент 3‑го порядка для сигналов с нулевым математи‑
ческим ожиданием.
Докажем утверждение об единственности решения при использо‑
вании функционала на основе максимума момента 3‑го порядка (2.14), 
а также о возможности слепого выделения сигнала в теоремах.
Теорема 3. Пусть смешивающая матрица H ортогональная и все n 
выделяемых сигналов в смеси независимы, тогда все решения w1 отно‑
сительно максимизации момента 3‑го порядка с ограничением w1
2
1=  
можно выразить w1 = βHe, где e — вектор размерностью n, имеющий 
только один единичный элемент с номером позиции i, равным номе‑
ру выделяемого сигнала в смеси; β — знак асимметрии.
Доказательство
Уравнение Лагранжа можно представить как





1      ,
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производная которого по w (с учетом его нормировки и положитель‑












1 3 1 0


















Подставим вектор yw1 как произведение смешивающей матрицы 

















































































где ms31  — момент 3‑го порядка сигнала s1.
При заранее известном знаке асимметрии количество решений w 
относительно максимизации момента 3‑го порядка равно n.
Теорема 4. Если смешивающая матрица H ортогональная и все сиг‑
налы в смеси независимы, а вектор w1 является решением относитель‑
но максимизации момента 3‑го порядка, то выделение сигнала на вы‑
ходе нейронной сети с учетом ограничения w1
2
1=  будет происходить 
с абсолютной точностью при известном знаке асимметрии.
Доказательство
Выражение для сигнала на выходе нейронной сети представлено 
в виде
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где s   s s s sm m
T
1 2 1... ; единица в векторе e стоит на позиции с но‑
мером i, равным номеру выделяемого сигнала, умноженному на знак 
его асимметрии.
Если известен знак асимметрии, то сигнал выделяется с абсолют‑
ной точностью s si= ,что и требовалось доказать.
Делаем вывод, что при максимизации момента 3‑го порядка коли‑
чество глобальных максимумов равно числу негауссовских процессов.
Процедуру выделения сигналов также можно реализовать с помо‑
щью каскадной нейронной сети (см. рис. 2.1). Пусть один из сигналов 
источников негауссовский (например, процесс Пуассона с интенсив‑
ностью λП), второй — БГШ с дисперсией σ 2; оба процесса независимы.
На вход блока выделения поступает обеленный вектор смеси yw k( ). 
Первый блок выделяет оценку s1 по (2.8). Рассмотрим преимущества 
алгоритма, который максимизирует функционал (2.14). Во многих слу‑
чаях для улучшения сходимости максимизация функционала произ‑




Для нахождения оптимального решения w1* запишем функцию Ла‑
гранжа с ограничением w1
2
1= :
L l E l
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где l — множитель Лагранжа; m3 — центральный момент 3‑го порядка; 
m12 и m21 — смешанные моменты 3‑го порядка.



















































Для нахождения оптимального решения w1* необходимо записать 
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Для положительных множителей Лагранжа стационарная точка 


















Для определения наличия экстремума функции Лагранжа найдем 
определитель матрицы Гессе 12:
12 Матрица вторых частных производных.
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Определитель матрицы Гессе при подстановке значений из фор‑
мулы (2.16) всегда отрицательный, следов ательно, стационарная точ‑
ка является седловой (рис. 2.6) или точкой минимакса13 [75].
 
Седловая точка 
Рис. 2.6. Поверхность, построенная по функции Лагранжа при σ = 0,7 и λП = 0,15
По условиям Куна — Таккера седловая точка является точкой гло‑
бального максимума функции Лагранжа [76]. Таким образом, при мак‑
симизации момента 3‑го порядка решение сходится к оптимальному 
вектору (2.17).
13 Точка, в которой функция Лагранжа по основным переменным достигает мак‑
симума (минимума) и по множителям Лагранжа — минимума (максимума).
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Аналогично выводам в формуле (2.51) найдем гессиан для функ‑
ционала (2.1) с учетом выражения (2.12):
 
Г      3 6 3 312 4 1 1 31 12 22 41 11 1 2 11 12 2 11 12 1w m w w m w my y y y y sw w w w w  
    3 6 3 312 22 1 1 13 12 4 41 11 12 1 2 11 12 2 12 1w m w w m w my y y y y sw w w w w   
   3 6 312 31 1 1 22 12 131 11 12 1 2 11 12 2 11 12w m w w m w my y y y y yw w w w w w
2
0 .
Для положительного множителя Лагранжа обнаруживаются две 
стационарные точки, которые являются седловыми (рис. 2.7), посколь‑
ку гессиан (определитель матрицы Гессе) отрицательный. Кроме того, 
эти точки по условиям теоремы Куна — Таккера обнаруживаются как 
глобальные максимумы, поэтому в результате максимизации эксцес‑
са при выделении процесса Пуассона на фоне гауссовой помехи ре‑
шение может сходиться к двум значениям векторов w1 в зависимости 
от полярности (знака момента 3‑го порядка) процесса Пуассона [77].
Седловая точка 
Седловая точка 
Рис. 2.7. Поверхность, построенная по функции Лагранжа при σ = 0,7 и λП = 0,15
Таким образом, алгоритм выделения процесса Пуассона на ос‑
нове максимизации момента 3‑го порядка не чувствителен к измене‑
нию полярности, тогда как алгоритм на основе максимизации эксцес‑
са этим недостатком не обладает.
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Вместе с тем при сравнении сходимости алгоритмов на основе 
максимизации функционалов (2.1) и (2.14) последний не чувствите‑
лен к значению интенсивности процесса Пуассона (обусловленность 
матрицы Гессе равна единице). Сходимость же алгоритма на осно‑
ве максимизации эксцесса ухудшается и в конечном итоге приводит 
к невозможности выделения импульсного сигнала.
Причиной этому является зависимость обусловленно сти матри‑
цы Гессе от интенсивности λП, а, как известно, чем хуже обусловлен‑
ность, тем труднее осуществлять поиск глобального максимума [71].
Для выделения сигнала с моментом 3‑го порядка, имеющим опре‑
деленный знак, необходимо воспользоваться функционалом из выра‑
жения (2.14), умножив ее на знак асимметрии.
Алгоритм поиска весовых коэффициентов нейронной сети на осно‑


































где b — параметр, определяющий знак момента 3‑го порядка выделя‑
емого сигнала (b = –1 для сигналов отрицательной полярности, b = 1 
для сигналов с положительной полярностью).
Результаты компьютерного моделирования синтезированного ал‑
горитма (назовем его Max3Mom) и алгоритма на основе максимиза‑
ции эксцесса (FastICA) показаны на рис. 2.8, 2.9.




Рис. 2.8. Средний квадрат ошибки воспроизведения процесса Пуассона, 
полученный с помощью алгоритма FastICA (линия 1) и Max3Mom 
(линия 2) при σ = 0,57 и λП = 0,15
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Рис. 2.9. Средний квадрат ошибки воспроизведения процесса Пуассона, 
полученный с помощью алгоритма FastICA (линия 1) и Max3Mom 
(линия 2) при σ = 0,7 и λП = 0,15
Анализ скоростей сходимости двух алгоритмов (см. рис. 2.8) пока‑
зал, что выигрыш алгоритма Max3Mom составляет от 5 до 27 раз. При 
этом если сходимость алгоритма Max3Mom была практически мгно‑
венной (менее 0,1 с), то в FastICA она зависит от начальных условий.
2.4. Фильтрационный метод слепого подавления 
импульсных помех при выделении импульсных сигналов
В предыдущих подглавах рассмотрены градиентные и FP‑
алгоритмы слепого выделения на основе максимизации эксцесса 
и момента 3‑го порядка в условиях фильтрации (см. подглаву 2.3) 
и компенсации (см. подглаву 2.2) негауссовского процесса на фоне 
гауссовского.
Выявленные недостатки у FP‑алгоритма на основе максимизации 
эксцесса типа FastICA (неспособность эффективно выделять сигнал 
при малых эксцессах) и максимизации момента 3‑го порядка (отсут‑
ствие чувствительности к знаку асимметрии и неспособность выде‑
лить процесс с нулевой асимметрией) не позволяют считать их универ‑
сальными и широко применять на практике. Градиентный алгоритм 
типа KuicNet работоспособен при малых значениях эксцесса, однако 
необходимо априорно задавать знак эксцесса, что затрудняет примене‑
ние алгоритма. Наилучшим в практическом плане является алгоритм 
AbsKurt. Он не только инвариантен к знаку и абсолютному значению 
эксцесса, но и фильтрует процессы с любой полярностью, а также мо‑
жет использоваться и в более сложных условиях, например при выде‑
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лении импульсного сигнала, в т. ч. симметричного относительно нуля, 
на фоне импульсной помехи.
Однако недостатком градиентных алгоритмов является необхо‑
димость выбора коэффициента μ, который влияет на скорость сходи‑
мости. В этой связи следует синтезировать FP‑алгоритм, основанный 
на максимизации абсолютного значения эксцесса, который облада‑
ет всеми достоинствами алгоритма AbsKurt (назовем его AbsKurtFP), 
но не использует коэффициент μ.
2.4.1. синтез FP-алгоритма
Будем (как и в алгоритме AbsKurt) использовать функционал 
J sw1 4 1
1
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Следовательно, алгоритм, максимизирующий абсолютный экс‑



































Докажем сходимость градиентных и FP‑алгоритмов при выделе‑
нии импульсного сигнала на фоне импульсной помехи и покажем вли‑
яние начальных условий на скорость сходимости.
2.4.2. сходимость FP-алгоритмов
Разложим градиент функционала в ряд Тейлора в окрестности ре‑
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Используя правило нахождения весовых коэффициентов в [65] 
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где Г — матрица Гессе.
Решение уравнения Лагранжа при максимизации функционала 
J w1  дает два множителя Лагранжа l s1 41 2*   , l s2 42 2*    и четыре значе‑
ния вектора w1





















, где σ и 1 2  — среднеква‑
дратическое отклонение случайных процессов в каналах смешива‑
ния (σ < 1).
При выделении s1 и s2 матрицы Гессе выражаются [69] так:
 Г ws s1 11 4
2 2
2 2
2 3 3 1
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Вектор сходится за одну итерацию к истинному значению с точ‑
ностью до знака, что не противоречит теоремам 1 и 2.
Допустим, начальные условия ненулевые — w1 0 0 1( )   
T . Изме‑
нение модуля вектора ошибки e t t( ) , ( ) * 0 5 1 1w w  от итерации к ите‑
рации, найденное итеративным способом, изображено на рис. 2.10.
Сходимость осуществляется за 5 итераций и существенно не зави‑
сит от других параметров (κ4
si , σ, si). Небольшое отличие кривых объ‑
ясняется разным расположением на окружности значения вектора w1* 
(для разных сигналов) и его близостью к начальным условиям [69].
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Рис. 2.10. Зависимость модуля вектора ошибки при выделении с помощью 
алгоритма AbsKurtFP процессов s1 (линии 2, 3, 5) и s2 (линии 1, 4) от номера 
итерации при σ = 0,9 (линии 2, 4), σ = 0,7 (линия 3), σ = 0,1 (линии 1, 5) 
при НУ (0,1)
2.4.3. сходимость алгоритма AbsKurt
Запишем вектор весовых коэффициентов с учетом выраже‑
ния (2.19):
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где I — единичная матрица.
При нулевых начальных условиях сходимость к оптимальному ре‑






















При других начальных условиях, например w1 0 0 1( )   
T, итера‑
тивно изобразим зависимость модуля вектора ошибки от номера ите‑
рации (рис. 2.11).
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Рис. 2.11. Зависимость модуля вектора ошибки при выделении с помощью 
алгоритма AbsKurt процессов s1 (линии 2, 3, 5) и s2 (линии 1, 4, 6) от номера 
и терации при σ = 0,9 (линии 1, 5), σ = 0,7 (линии 3, 4), σ = 0,1 (линии 2, 6); 
эксцессы равны 10; μ = 0,01 при НУ (0,1)
Таким образом, для обоих алгоритмов наиболее быстрая сходи‑
мость установлена при нулевых начальных условиях (за 1 такт). При 
ненулевых начальных векторах скорость сходимости снижается, 
в этом случае в сравнении с алгоритмом AbsKurt алгоритм AbsKurtFP 
в несколько раз быстрее сходится к оптимальному решению. Ско‑
рость сходимости будет зависеть от расположения на окружности зна‑
чения оптимального вектора w1* (для разных сигналов), а для алгорит‑
ма AbsKurt — от произведения параметров 4
si .
2.5. компенсационный метод подавления помех 
на основе многоканальной адаптивной обработки 
сигналов и слепого разделения помех в опорном канале
Адаптивная компенсация помех представляет собой способ опти‑
мальной фильтрации, который можно применять при наличии под‑
ходящего опорного сигнала.
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Наиболее распространенным критерием оценки весовых коэффи‑
циентов адаптивного фильтра является минимум среднего квадрата 
ошибки, а самым простым в алгоритмической реализации и с мини‑
мальной вычислительной сложностью методом поиска значений этих 
коэффициентов — метод наименьших квадратов:
 w w y( ) ( ) ( ) ( ),t t e t t  1 2
где m — параметр адаптации, который определяет скорость и устойчи‑
вость процесса адаптации; e(t) — отсчет сигнала ошибки; y(t) — век‑
тор входного сигнала фильтра.
На рис. 2.12 изображена обучающая кривая, которая показыва‑





Рис. 2.12. Обучающая кривая
Значение постоянной времени обучающей кривой для алгоритма 
наименьших квадратов в случае действительных весовых коэффици‑














, ,  (2.20)
где lmin и lmax — минимальное и максимальное собственные числа кор‑
реляционной матрицы входного сигнала фильтра.
Однако в выражении (2.20) параметр адаптации m зависит от мак‑








2.5. Компенсационный метод подавления помех 
поэтому можно утверждать, что постоянная времени обучающей кри‑
вой не может быть меньше четверти отношения максимального и ми‑







Обусловленность матрицы влияет на постоянную времени обуча‑
ющей кривой. В [70] показано, что для симметричных положительно 
определенных матриц отношение их максимального и минимально‑
го собственных чисел есть число обусловленности. Вычислим число 
обусловленности нормированной корреляционной матрицы на при‑
мере компенсации адаптивным фильтром гауссовско‑марковского 
процесса единичной мощности с относительной шириной полосы α 
по произведению норм обратной корреляционной матрицы и корре‑


















Таким образом, для градиентного метода поиска весовых коэф‑
фициентов по критерию наименьших квадратов постоянная времени 
обучающей кривой не может быть меньше четверти числа обуслов‑










Следовательно, чем уже полоса компенсируемой помехи, тем мед‑
леннее сходимость.
Определим значение постоянной времени обучающей кривой для 
многоканального адаптивного фильтра через число обусловленности. 
Для простоты возьмем для рассмотрения двухканальный вариант реа‑
лизации фильтра. В опорном канале действует смесь помех — белого 
гауссова шума ν0 (t) и гауссовско‑марковского процесса d (t):
 x t t d t1 2 01( ) ( ) ( )      — в 1‑м опорном канале;
 x t t d t2 0 21( ) ( ) ( )     — во 2‑м опорном канале,
где σ и 1 2  — СКО помех в каналах.
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тогда уравнение собственных значений R I  0:
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На рис. 2.13 продемонстрирована худшая обусловленность матри‑
цы при равных мощностях помех на каждом опорном входе фильтра, 
поэтому важно не допускать таких соотношений.
Наихудшая ситуация с обусловленностью матрицы наблюдается, 
когда соотношение помех кратно a относительно опорных входов 
фильтра (x t a t d t1 2 01( ) ( ) ( )  


   ; x t t d t2 2 01( ) ( ) ( )     ). В этом 
случае наименьшее собственное значение не зависит от кратности 
и всегда равно нулю, что приводит к бесконечной обусловленности C.
В этой связи сначала необходимо разделить помехи, а только по‑
том подать их на опорные входы компенсатора.
Слепых алгоритмов разделения помех существует большое мно‑
жество, и в случае аддитивного смешивания помех возможно приме‑
нение достаточно быстрых алгоритмов, время сходимости которых 
значительно меньше, чем сходимость градиентных алгоритмов при 
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плохой обусловленности корреляционной матрицы входного сигна‑
ла адаптивного фильтра. Например, при разделении речевых сигна‑
лов скорость сходимости алгоритма ICA составляет не более 500 итера‑
ций [78], а при разделении квазигармонических сигналов алгоритмом 
NGA — не более 200 итераций [79]. Поэтому, используя предваритель‑
ное слепое разделение помех в каналах, можно в несколько раз сни‑
зить время сходимости алгоритма наименьших квадратов при адапта‑
ции весовых коэффициентов фильтра.
Рис. 2.13. Зависимость времени сходимости от отношения мощностей помех 
в каналах (α = 0,001)
Таким образом, структурная схема, в которой реализуются ком‑
пенсационные методы на основе многоканальной адаптивной обра‑
ботки сигналов и слепого разделения помех в опорном канале, может 
быть представлена следующим образом (рис. 2.14). На входы устрой‑
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ства разделения помех подаются сигналы с m датчиков, в которых дей‑
ствуют смеси помех Σdi(t). На выходе устройства разделения оценки 
помех 
 
d t d tn'( )... ( ) подаются на входы опорного канала. Адаптивные 
фильтры работают независимо, но по одному выходному сигналу. 
По окончании адаптации на выходе структурной схемы формируется 
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Рис. 2.14. Структурная схема, реализующая компенсационные методы на основе 
многоканальной адаптивной обработки сигналов и слепого разделения помех 
в опорном канале
В [80–82] представлены результаты разделения алгоритмами Жут‑
тена — Эро, DUET, минимизации взаимной информации в опорном 
канале помех с гауссовским, равномерным и рэлеевским распределе‑
ниями, сформированными соответственно по формулам (П1.1), (П1.6), 
(П1.8). Ниже представлены результаты выигрыша в скорости Gc схо‑
димости при использовании таких слепых алгоритмов:
Жуттена — Эро..............................................................................6
DUET ............................................................................................8
минимизации взаимной информации .......................................28
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Выводы по главе 2
В целом характеризуя эти алгоритмы, алгоритм Жуттена — Эро 
работоспособен только без учета влияния канала на помеху, а алго‑
ритм DUET разделяет только узкополосные помехи. Алгоритм мини‑
мизации взаимной информации является сложным для вычисления, 
но эффективным при разделении любых типов помех, в т. ч. искажен‑
ных каналом.
выводы по главе 2
Задача слепого выделения сигналов состоит из трех процедур — 
обеления, выделения и удаления процессов. Были рассмотрены две 
структурные схемы, реализующие компенсационные и фильтраци‑
онные методы слепого подавления помех, и три ситуации: выделение 
непрерывных гауссовых сигналов на фоне непрерывных и импульсных 
негауссовых помех, выделение импульсных сигналов на фоне непре‑
рывных гауссовых помех, выделение импульсных сигналов на фоне 
импульсных помех.
Установлено, что при больших эксцессах (10 и более) FastICA яв‑
ляется самым быстросходящимся. В то же время при малых эксцессах 
скорость сходимости этого алгоритма резко падает, и он неработоспо‑
собен при компенсации негауссовой помехи с отрицательным эксцес‑
сом. Наиболее универсальным и эффективным алгоритмом признан 
AbsKurt, который инвариантен к знаку эксцесса.
При выделении импульсных сигналов на фоне непрерывных гаус‑
совых помех рассмотрены два вида функционалов — эксцесс и момент 
3‑го порядка выходного сигнала, максимизация которых реализована 
в алгоритмах FastICA и Max3Mom соответственно. Если сходимость 
алгоритма Max3Mom практически мгновенная, то сходимость алго‑
ритма FastICA зависит от интенсивности импульсного сигнала.
Выделение импульсного сигнала на фоне импульсной помехи по‑
казано на примере использования алгоритмов слепого выделения 
на основе максимизации эксцесса с фиксированной (неподвижной) 
точкой AbsKurtFP и градиентного спуска AbsKurt. Установлено, что 
на скорость сходимости влияют начальные условия, а наилучшими яв‑
ляются нулевые. Наиболее быстро сходящимся и эффективным алго‑
ритмом признан алгоритм AbsKurtFP.
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Многоканальная адаптивная компенсация помех является эффек‑
тивным средством подавления мешающих процессов, однако в слу‑
чае равенства дисперсий помех в опорном канале скорость сходимо‑
сти резко замедляется. Избежать данную ситуацию позволяет слепое 
разделение помех до их подачи на опорные входы компенсатора. В ка‑
честве слепых алгоритмов предлагается использовать Жуттена — Эро, 
DUET и минимизации взаимной информации.
контрольные вопросы к главе 2
1. Назовите этапы слепого выделения сигналов.
2. Опишите процедуру обеления в алгоритме слепого выделения 
сигнала из помех.
3. Чему равен вектор удаления сигнала из смеси и при каких ус‑
ловиях он равен вектору выделения?
4. Дайте описание структурной схемы реализации компенсаци‑
онного метода с использованием алгоритмов слепого выделе‑
ния сигналов.
5. Дайте описание структурной схемы, реализующей фильтраци‑
онный метод подавления помех с использованием алгоритмов 
слепого выделения сигнала из помех.
6. Назовите преимущества и недостатки функционала на основе 
статистики 3‑го порядка перед статистиками 4‑го порядка.
7. При каких условиях сходимость алгоритма FastICA хуже, чем 
у Max3Mom?
8. Что такое седловая точка?
9. Для чего необходимо вычислять матрицу Гессе при анализе ра‑
ботоспособности алгоритмов?
10. Чем обусловлена необходимость предварительного разделения 




и компенсационные методы  
слепого подавления помех 
с использованием биспектрального 
представления процессов и статистик 
высших порядков
3.1. восстановление сигнала из биспектра
Б испектральная обработка сигнала — эффективный способ преобразования, позволяющий, во‑первых, получить оцен‑ку полезного сигнала на фоне помехи без априорного знания 
его временного положения, подавить помеху с симметричным (в т. ч. 
гауссовским распределением), во‑вторых, получить инструментарий 
более точной классификации сигнала по сравнению со спектральным 
представлением.
В разделе исследуются методы, основанные как на биспектраль‑
ном преобразовании, так и статистиках высших порядков (кумулян‑
тов 3‑го и 4‑го порядков). Все методы являются слепыми, т. к. не тре‑
буют знания распределений сигналов и помех.
Известно, что биспектр определяется из кумулянтной функции 
3‑го порядка в соответствии с формулой (3.1), согласно которой двой‑
ное преобразование Фурье от кумулянтной функции и есть биспектр 
сигнала. Аналогично преобразование выражения (3.2) ставит в соот‑
ветствие кумулянтной функции 4‑го порядка спектр 4‑го порядка, 
или триспектр:
 
S jy ( , ) , exp ,
,
        
  

1 2 3 1 2 1 1 2 2
1
21







2 1 2     , ;
  (3.1)
76 Раздел А
3. Фильтрационные и компенсационные методы слепого подавления помех  
          
S jy ( , , ) , , exp            

1 2 3 4 1 2 3 1 1 2 2 3 3
21








     
,
, , , ,         1 2 3 1 2 3
  (3.2)













































; Q(w) — характеристическая функция 14 
процесса y.
Методов восстановления сигнала из оценки биспектра существу‑
ет большое множество — некоторые из них изложены в [83–86]. Для 
указанных методов характерен ряд достоинств, а также ограничений 
и недостатков, которые требуют в каждом конкретном случае (при 
обработке сигналов) отдельных исследований и компьютерного мо‑
делирования.
В [87] предложен классический рекурсивный алгоритм восстанов‑
ления фазового Ψ(ω) и амплитудного S(ω) спектра сигнала при филь‑
трации импульсного сигнала со случайными сдвигами на фоне белого 
гауссова и импульсного шумов при малых отношениях сигнал–шум. 
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  (3.3)
14 Находится как многомерное преобразование Фурье от плотности вероятно‑
сти случайного процесса.
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где ВΨ(ω1, ω2) — бифаза; ВА(ω1, ω2) — биамплитуда.
Значения бифазы, лежащие на ребрах треугольника главной обла‑
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Для улучшения отношения сигнал–шум восстановленного сигна‑
ла можно дополнительно усреднить одноименные отсчеты фазового 
и амплитудного спектров. Тогда алгоритмы (3.3) и (3.4) можно пред‑
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Алгоритм восстановления фазы (3.5) подробно исследуется в [88] 
и называется алгоритмом Бриллинджера. Он предполагает одновре‑
менное рекурсивное усреднение фаз и сопутствующих бифаз и нахож‑
дение их разности. Однако алгоритм имеет существенный недоста‑
ток — при восстановлении фазового спектра возникает ошибка из‑за 
рекурсивного восстановления фазы без учета ограничения ее главно‑
го значения в диапазоне от –π до π. Такое явление называется «заво‑
рот» фазы 15. Поясним его на примере.
Пусть значение фазового спектра в точке ω1 и ω2 равно π, а в точке 
ω1+ω2 — минус π, тогда (согласно первому свойству биспектра) бифа‑
за будет равна 3π. В то же время если взять значение аргумента от ус‑
редненного биспектра сигнала, то он будет равен π. Поэтому не всегда 
целесообразно использовать механизмы усреднения, а для снижения 
шума можно применить другие методы, например усреднение восста‑
новленных спектров, гауссовскую или медианную фильтрацию.
В [89] на основе нормированного биспектра 16 предложен альтер‑
нативный рекурсивный алгоритм восстановления фазового спектра 
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15 Wrapping phase (англ.).
16 Назовем алгоритмом Тоцкого — Лукина — Зеленского.
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(3.7)
После формирования амплитудного и фазового спектров из би‑
спектра наблюдаемого зашумленного сигнала оценка полезного сиг‑
нала может быть получена через обратное преобразование Фурье:





IFFT | ( ) | exp ( ) ,
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    (3.8)
где IFFT — оператор ОПФ.
Все фильтрационные методы с использованием прямой биспектраль-
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Рис. 3.1. Структурная схема, реализующая фильтрационные методы 
с использованием прямой биспектральной обработки
При поступлении зашумленного сигнала на вход схемы он разби‑
вается на k выборок. Над каждой выборкой производится операция 
прямого преобразования Фурье. При этом результат ППФ на частоте 
w1+w2 пропускается через устройство комплексного сопряжения. За‑
тем все частотные выборки подаются на устройство умножения, с вы‑
хода которого результат усредняется по всем k выборкам. Усреднен‑
ная реализация преобразуется с помощью алгоритма оценки сигнала 
по биспектру, в результате чего на выходе структурной схемы имеем 
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полезный сигнал, очищенный от помехи. В качестве алгоритма оцен‑
ки сигнала по биспектру можно использовать формулу (3.5) или (3.7), 
(3.6), (3.8).
Необходимо отметить, что структурная схема работоспособна для 
периодических полезных сигналов. Если сигнал непериодический, 
то блоки разбиения сигнала на выборки и усреднения по выборкам 
нужно исключить.
Фильтрационные методы с использованием косвенной биспектраль-


























Рис. 3.2. Структурная схема, реализующая фильтрационные методы 
с использованием косвенной биспектральной обработки
На вход структурной схемы (рис. 3.2) подается зашумленный сиг‑
нал. Если он периодический, то над ним производится операция раз‑
биения сигнала на k выборок. В противном случае этот блок исключа‑
ется из схемы. Далее происходит формирование кумулянтной функции 
3‑го порядка для каждой выборки. В случае периодического сигнала 
над k кумулянтными функциями производится операция усреднени я. 
Затем необходимо произвести операцию формирования оценки би‑
спектра с использованием функций окон. После получения биспектра 
производится восстановление сигнала также с помощью формул (3.5) 
или (3.7), (3.6), (3.8).
При выделении импульсных полезных сигналов (псевдослучай‑
ных последовательностей, ортогональных кодов и т. п.) на фоне раз‑
личных помех с симметричными распределениями возникают опре‑
деленные сложности, выражающиеся в априорной неопределенности 
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времени их прихода. При этом начальная фаза (временное положение) 
импульсных сигналов может от периода к периоду меняться и услож‑
нять систему синхронизации опорного сигнала, а также значительно 
увеличивать время входа приемной системы в синхронизм. Биспек‑
тральное преобразование нивелирует эти сложности.
Результаты моделирования процесса фильтрации импульсного 
сигнала на фоне аддитивного гауссова и импульсного шумов с симме‑
тричным распределением показаны на рис. 3.3 (при одинаковой дис‑
персии помех). Оптимальный винеровский фильтр реализован в ча‑
стотной области по формуле (1.2), в которой спектральные плотности 
мощности сигнала и помехи усредняются по K реализациям. Выходной 
сигнал подвергался дополнительной гауссовской и медианной филь‑
трации. Минимальная длительность символа импульсного полезного 
сигнала — 8 отсчетов. Параметр гауссовского фильтра BT = 0,1. Ис‑
пользовался алгоритм восстановления фазы (3.5).
Рис. 3.3. Эпюры зашумленного полезного сигнала на входе (красный) и выходе 
устройства биспектральной обработки (синий) и винеровского фильтра (черный), 
чистого полезного сигнала (розовый) при К = 200, η = –5 дБ и отсутствии преоб‑
ладания помех (GBispec = 15,6 дБ; GWiener = 7,3 дБ)
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3.2. Оптимальная фильтрация импульсных сигналов на фоне импульсных помех 
Выигрыш по отношению мощности сигнал–помеха на выходе при 
биспектральной обработке составил 15,6 дБ, при винеровской филь‑
трации — 7,3 дБ.
На другом примере фильтрации короткого импульса сложной фор‑
мы на фоне белого гауссова шума сравнивались результаты биспек‑
тральной обработки с винеровской фильтрацией (рис. 3.4) при тех же 
помехах, но с другим алгоритмом восстановления фазы (3.7). Сигна‑
лы с выходов биспектрального и винеровского фильтров также про‑
пускались через гауссовский и медианный фильтры с теми же пара‑
метрами, что и в предыдущем примере [90].
Выигрыш в отношении сигнал–помеха при биспектральной обра‑
ботке увеличился и составил 20 дБ. Таким образом, при использова‑
нии алгоритма восстановления фазы (3.7) сигнал восстанавливается 
с меньшими искажениями в сравнении с алгоритмом (3.5). Увеличе‑
ние выигрыша от применения алгоритма (3.7) составило почти 5 дБ.
3.2. оптимальная фильтрация импульсных сигналов 
на фоне импульсных помех 
с произвольным распределением в биспектральной 
области по критерию минимума моментной функции 
ошибки 3-го порядка
Биспектральное преобразование позволяет подавлять помехи 
с симметричными распределениями и нулевыми математическими 
ожиданиями. Однако в случае, если моментная функция 3‑го поряд‑
ка помехи отлична от нуля, необходимо искать другие методы филь‑
трации полезного сигнала.
Традиционными являются методы с использованием линейного 
фильтра. Если решается задача фильтрации случайного процесса s(t), 
взаимодействующего аддитивно с помехой d(t), с нулевыми средними, 
то оценка полезного сигнала во временной области на выходе филь‑
тра с импульсной характеристикой w(t)
 s t w t y d( ) ( , ) ( ) ,


      (3.9)
где y(t) = s(t)+ d(t).
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Фильтрация по критерию минимума среднего квадрата ошибки 
(критерий LMS) оценки приводит к синтезу фильтра в частотной об‑
ласти (при независимости сигнала и помехи) с коэффициентом пере‑
дачи, равным отношению спектральной плотности мощности сигна‑
ла к спектральной плотности мощности аддитивной смеси на входе 
фильтра.
Если фильтрация производится в биспектральной области, то оцен‑
ка комплексного биспектра сигнала на выходе фильтра может быть 
представлена [91] в виде
 S S W W Ws y( , ) ( , ) ( ) ( ) ( ),*       1 2 1 2 1 2 1 2     (3.10)
где W(w) — коэффициент передачи линейного фильтра на частоте w; 
* — операция комплексного сопряжения.
Подставив в формулу (3.10) оптимальный коэффициент передачи 
по Винеру и представив биспектр входного сигнала в виде произведе‑
ния спектров на частотах w1, w2 и w1+w2, можно получить следующее 
выражение для биспектра выходного сигнала:
        

























































































где Gy ( )w  — спектр входного сигнала линейного фильтра.
Очевидно, что множители в произведении (3.11) есть спектры сиг‑
нала на выходе линейного винеровского фильтра, поэтому его исполь‑
зование в биспектральной области не дает никакого выигрыша в филь‑
трации при идеальном восстановлении сигнала по биспектру [92].
Вместе с тем биспектр есть двойное фурье‑преобразование момент‑
ной функции 3‑го порядка, в связи с чем для наилучшего воспроизве‑
дения биспектра при фильтрации необходимо выбрать критерий ми‑
нимизации абсолютной ошибки 3‑й степени. Далее будет показано, 
что минимизация ошибки 3‑й степени приводит к достижению ми‑
нимума среднего квадрата ошибки фильтрации полезного сигнала.
Определим импульсную характеристику линейного фильтра, для 
которого минимизируется абсолютная ошибка третьей степени (кри‑
терий LMAT). Центральная моментная функция 3‑го порядка ошиб‑
ки выражается в виде
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где m1 — математическое ожидание; M ss12

 и M ss21

 — смешанные момент‑
ные функции 3‑го порядка.
Необходимо найти каждое слагаемое в отдельности (кроме пер‑
вого), подставив выражение (3.9) в формулу (3.12). Если w(τ) — оп‑
тимальная характеристика, то она обеспечивает наименьшую абсо‑
лютную ошибку третьей степени. Введем функцию g(τ) и с помощью 
функционального анализа докажем, что предыдущее утверждение дей‑
ствительно верно. Для этого решим неравенство
 M w g M w3 3 0 ( ) ( ) ,     (3.13)
где ε — любое вещественное число.
Получим





   (3.14)
Соотношение (3.14) для w(τ) есть необходимое условие для того, 
чтобы весовая функция обеспечивала минимум абсолютной ошибки 
третьей степени в классе линейных фильтров [92].
Достаточным условием будет являться равенство нулю абсолют‑
ной ошибки третьей степени M3 1 2 0  ( , )   в выражении (3.13). Тогда 
при любых значениях ε и при любой g (τ) будет выполняться неравен‑
ство (3.13) и абсолютная ошибка третьей степени всегда будет не мень‑
ше, чем при оптимальной w(τ) [92].
Затем из выражения (3.14) найдем АЧХ фильтра, исключив пе‑
ременную t. Для этого необходимо выполнить свертку обеих частей 
выражения (3.14) с импульсной характеристикой w(τ). В левой ча‑
сти получается моментная функция 3‑го порядка полезного сигнала, 
в правой — тройная свертка моментной функции 3‑го порядка вход‑
ного сигнала фильтра с импульсной характеристикой w(τ):









3. Фильтрационные и компенсационные методы слепого подавления помех  
Проведем двойное преобразование Фурье моментной функ‑
ции M s3 [93]:
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Коэффициент передачи оптимального (нереализуемого) линейно‑
го фильтра по критерию минимума абсолютной ошибки третьей сте‑
пени приведем в виде [92]
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где Ss ( , )w w1 2  и Sy ( , )w w1 2  — биспектры полезного и входного сигналов 
соответственно.
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С учетом выражения (3.10) биспектр выходного сигнала можно за‑
писать в следующем виде:
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Таким образом, биспектр входного сигнала фильтра сначала обе‑
ляется, а затем осуществляется оптимальная обработка белого шума 
для получения оценки биспектра полезного сигнала с нулевой абсо‑
лютной ошибкой третьей степени [92].
Если фильтрация производится оптимальным фильтром Винера, 
то биспектр выходного сигнала
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.  (3.16)
В результате факторизации спектральных плотностей в произве‑
дение комплексно‑сопряженных спектров процессов формула (3.16) 
преобразуется к виду
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  (3.17)
Анализируя формулу (3.17), можно сделать вывод, что при исполь‑
зовании оптимального коэффициента передачи фильтра Винера ми‑
нимальная ошибка третьей степени обращается в нуль только тогда, 
когда биспектры сигнала и помехи не перекрываются. В остальных 
случаях ошибка отлична от нуля [92]. В то же время при использова‑
нии оптимального коэффициента передачи в биспектральной обла‑
сти абсолютная ошибка третьей степени равна нулю.
Для того чтобы определить дисперсию ошибки фильтрации раз‑
ложим оптимальный коэффициент передачи биспектрального филь‑







































При идеальном восстановлении спектра по биспектру коэффици‑








































































3. Фильтрационные и компенсационные методы слепого подавления помех  
Таким образом, в отличие от фильтра Винера, биспектраль‑
ный оптимальный фильтр сводит неустранимую дисперсию ошиб‑
ки к нулю.
Результаты компьютерного моделирования выделения М‑после‑
довательности на фоне импульсного (несимметричный телеграфный 
процесс, сформированный в соответствии с формулой (П1.10)) и га‑
уссова шумов (формула (П1.1)) показаны на рис. 3.5 с использовани‑
ем алгоритма восстановления фазы (3.7). Винеровская фильтрация 
в биспектральной области уступает биспектральному оптимальному 
фильтру по дисперсии ошибки фильтрации не менее чем на 4–5 дБ. 
Кроме того, фильтрация обычным усреднением биспектров дает вы‑
игрыш только в подавлении гауссовского процесса, но не импульс‑
ной помехи.
Рис. 3.5. Эпюры зашумленного полезного сигнала на входе (красный) и выходе 
устройства биспектральной обработки при использовании оптимального фильтра 
по критерию LMAT (синий; 2LMAT  = –13,8 дБ) и по критерию LMS (черный;  

2
LMS  = –9,6 дБ), при использовании биспектрального усреднения (розовый;  

2 = –6,0 дБ), чистого полезного сигнала (коричневый) при К=200, η = –5 дБ  
(для наглядности эпюры сдвинуты по оси ординат относительно друг друга)
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3.3. адаптивная компенсация негауссовых помех 
в биспектральной области на фоне широкополосного 
гауссова шума
Адаптивная фильтрация сигналов при наличии опорного кана‑
ла является достаточно эффективным способом выделения полезных 
процессов на фоне различных помех. При этом помехи в опорном ка‑
нале должным быть некоторым образом коррелированы с помехами 
в смеси с сигналом.
Адаптация может быть с обратной связью или без обратной свя‑
зи. Процесс адаптации без обратной связи состоит из измерений пара‑
метров входного сигнала, которые затем используются для настройки 
адаптивной системы. При обратной связи, помимо измерений харак‑
теристик входного сигнала, оцениваются параметры выходного сиг‑
нала в целях оптимизации адаптивной системы по различным крите‑
риям, самым распространенным из которых является средний квадрат 
ошибки воспроизведения сигнала на выходе адаптивной системы. 
Структурная схема адаптивной системы изображена на рис. 3.6 и на‑
зывается адаптивным компенсатором Уидроу [11].
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Рис. 3.6. Структурная схема адаптивной системы (компенсатор Уидроу)
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Адаптивную систему можно реализовать как с обратной связью, 
так и без нее, разорвав ключом K соединение выхода со входом управ‑
ления адаптивным фильтром. Однако если ставится целью получение 
гарантированной мгновенной сходимости без каких‑либо ограниче‑
ний, то предпочтительнее использовать схему без обратной связи.
В этом случае адаптивную фильтрацию целесообразно реализо‑
вать в спектральной области, синтезировав оптимальный коэффици‑













   (3.18)
где Sxy(ω) — взаимная спектральная плотность мощности входного 
и эталонного сигналов адаптивной системы; Sx(ω) — спектральная 
плотность мощности эталонного сигнала адаптивной системы.
Адаптивный фильтр оптимально (по критерию LMS) выделяет 
помеху d в опорном канале на фоне широкополосной помехи ν1 и яв‑
ляется винеровским. Если в каналах действует взаимно некоррели‑
рованный широкополосный гауссов шум ν1 и ν2, то он значительно 
снижает эффективность фильтрации на выходе адаптивной системы. 
При этом не играет особой роли схемная реализация (с обратной свя‑
зью или без нее).
Учитывая равенство нулю биспектра помех с гауссовским распре‑
делением, целесообразно исследовать работу адаптивной системы в би‑
спектральной области. Тогда биспектр входного и эталонного сигна‑
лов можно представить в виде
 S S Sy s d( , ) ( , ) ( , ),     1 2 1 2 1 2    (3.19)
 S S H H Hx d( , ) ( , ) ( ) ( ) ( ),*       1 2 1 2 1 2 1 2    (3.20)
где Ss ( , )w w1 2  и Sd ( , )w w1 2  — биспектры полезного сигнала и помехи со‑
ответственно.
Таким образом, адаптивная фильтрация в биспектральной обла‑
сти выполняется без влияния на нее широкополосного гауссова шума 
в каналах.
Синтезируем коэффициент передачи адаптивного фильтра в би‑
спектральной области. В предыдущей подглаве было показано, что 
наилучшее воспроизведение биспектра производится по критерию 
наименьшей абсолютной ошибки 3‑й степени.
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С учетом выражения (3.14) запишем моментные функции входно‑
го и эталонного сигналов адаптивной системы M xy21  и M xy12 , обнулив при 
этом не участвующие в интегрировании переменные (считаем процес‑
сы стационарными):
 M w M dxy x21 1 2 3 1 2( , ) ( ) ( , ) ,       


   (3.21)





   (3.22)
где w — импульсная характеристика адаптивного фильтра.
Проведем двойное преобразование Фурье смешанных моментных 
функций (3.21) и (3.22):
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Из выражений (3.23) и (3.24) получаем оптимальную передаточную 
функцию адаптивного фильтра в биспектральной области
   W W i W i W i
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  (3.25)
тогда оценка помехи на выходе адаптивного фильтра в биспектральной 
области с учетом независимости сигнала и помехи и выражений (3.19) 
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где Gd (ω) — комплексный фурье‑спектр процесса d.
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Следовательно, при адаптации по критерию LMAT на выходе 
фильтра биспектр помехи наилучшим образом воспроизводится, что 
приводит к ее полной компенсации адаптивной системой. При этом 
при бесконечно большом количестве усреднений биспектров отсут‑
ствует влияние гауссова шума в каналах компенсатора.
Структурная схема адаптивного компенсатора помех в биспек‑

























Рис. 3.7. Структурная схема адаптивного компенсатора в биспектральной области
Импульсная характеристика тракта, через который проходит по‑





























Результаты с реально восстановленной фазой сигнала по алгорит‑
му (3.7) получены с М‑последовательностью (алгоритм на рис. П1.6) 
и двумя типами помех — широкополосной помехи с гамма‑распреде‑
лением и узкополосной негауссовой помехи, сформированными по ал‑
горитмам на рис. П1.5 и П1.3 соответственно.
На рис. 3.8 и 3.9 показаны эпюры и спектральные плотности про‑
цессов с влиянием некоррелированных шумов при отношении сиг‑
нал–шум 10 дБ. По ним можно сделать вывод о том, что компенсатор 
в биспектральной области работоспособен при выделении импульсно‑
го сигнала на фоне помехи с несимметричным распределением и лю‑
бой шириной полосы (широкополосная или узкополосная) и взаим‑
но некоррелированным гауссовым шумом в каналах компенсатора. 
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3.4. Согласованная фильтрация в биспектральной области по критерию максимизации отношения 
Работоспособность компенсатора сохраняется при произвольном 
распределении помехи и любой форме полезного сигнала, а также дает 
меньшую дисперсию ошибки фильтрации сигнала (на 4–6 дБ) в срав‑
нении с классической схемой, в которой используется в опорном ка‑
нале фильтр Винера.
3.4. согласованная фильтрация в биспектральной 
области по критерию максимизации отношения 
абсолютных значений моментов 3-го порядка  
сигнала и помехи
В предыдущих подглавах было показано, что свойства биспек‑
трального преобразования позволяют, во‑первых, бороться с непре‑
рывными гауссовскими или симметричными импульсными процес‑
сами, а во‑вторых, быть инвариантными к сдвигу полезного сигнала. 
Последние 20 лет стали проводиться исследования по использованию 
т. н. биспектрально‑организованных сигналов [94–99], в которых ис‑
пользуется триплет для переноса информации.
Пусть l‑триплет выражается следующим образом [94]:
 g t A F l Nl kl kl kl
k






где Akl  — амплитуды гармонических составляющих триплета; F l3  — 
частоты гармоник триплета, F F Fl l l3 1 2  ; ϕ1l, ϕ2l  — независимые рав‑
номерно распределенные в интервале [–π; π] случайные фазы; 
 l l l l    1 2 3 — бифаза l‑триплета.
Таким образом, триплет представляет собой сумму трех попар‑
но независимых (но зависимых в совокупности) квазидетерминиро‑
ванных гармонических сигналов. Он обеспечивает гармоническую 
связность всех трех составляющих по частоте и фазе. Соответствен‑
но несвязность этих составляющих, относящихся к другим трипле‑
там, гарантирует однозначность распознавания биспектрально‑орга‑
низованного сигнала.
Биспектр триплета изображен на рис. 3.10, а его формульное пред‑
ставление выражается как
 S f f A A A e f F f Fi( , ) ,1 2 1 2 3 1 1 2 2     
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где Ψ — фазовый биспектр (бифаза) триплета; F1, F2 — бичастота три‑
плета; δ — дельта‑функция.
Рис. 3.10. Амплитудный биспектр триплета при конечной длительности T [95]
Он имеет симметричный характер, его пики с бичастотами (F1, F2) 
и (F2, F1) расположены равноотстоящими от гипотенузы треугольни‑
ков, составляющих все пространство частот.
Вообще говоря, основные параметры триплета (амплитуды, часто‑
ты, фазы) можно использовать для переноса полезной информации. 
Если сообщение модулирует амплитуды триплетов, то модуляция на‑
зывается биамплитудная, если фазы, то — бифазовая, если частоты, 
то — бичастотная.
Проведем синтез оптимального приемника (фильтра) биспектраль‑
но‑организованных сигналов по критерию максимизации отноше‑
ния абсолютных значений моментов 3‑го порядка сигнала и помехи. 
Упростим задачу и решим для помехи с симметричным распределе‑
нием, когда ее третий момент при бесконечном усреднении биспек‑
тра стремится к нулю. Поэтому будем искать условия максимизации 
только абсолютного значения момента 3‑го порядка сигнала.
Запишем моментную функцию 3‑го порядка сигнала 17 на выходе 
оптимального фильтра через двойное обратное преобразование Фу‑
рье биспектра:
17 При условии, что он имеет нулевое математическое ожидание.
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где Ss ( , )w w1 2  — биспектр сигнала.
Выразим модуль момента 3‑го порядка выходного сигнала через 
биспектры входного сигнала и передаточной функции фильтра с уче‑
том выражения (3.26):
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Для дальнейших преобразований представим неравенство Буня‑
ковского для двойных интегралов [100] комплексных функций:
 f x y g x y dx dy f x y dx dy g x y dx dy
D D D
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причем равенство достигается при f *(x, y) = g(x, y). Значит, поставив 
выражение (3.27) в неравенство (3.28), получим
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Максимальное значение модуля момента 3‑го порядка достигает‑
ся при биспектральной характеристике фильтра W Ss( , ) ( , )*   1 2 1 2 , 
т. е. когда фильтр согласован с биспектром входного сигнала:
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Если распределение помехи несимметричное, то запишем модуль 
момента 3‑го порядка помехи, проходящей через согласованный би‑
спектральный фильтр:









     ( , ) ( , ) .*   (3.29)
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Очевидно, что минимизация момента (3.29) достигается при пол‑
ном неперекрытии биспектров сигнала и помехи. Это справедливо при 
узкополосных сигнале и помехе. Рассмотрим 3 случая при перекры‑
тии биспектров сигнала и помехи с произвольным распределением:
1) помеха и сигнал широкополосные (во всей полосе биспектра), 
имеют равномерный биспектр S0s и S0d соответственно;
2) сигнал узкополосный, помеха широкополосная (во всей поло‑
се биспектра) с равномерным биспектром S0d;
3) сигнал широкополосный (во всей полосе биспектра) с равно‑
мерным биспектром S0s, помеха узкополосная.
Отношение модулей моментов 3‑го порядка сигнала и помехи 
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где Ω1max и Ω2max — максимальные значения частот биспектра.
Во втором случае возьмем в качестве полезного сигнала триплет, 
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где ω01 и ω02 — частоты триплета.
Для третьего случая отношение модулей моментов 3‑го порядка 







































3.4. Согласованная фильтрация в биспектральной области по критерию максимизации отношения 
Если биспектр сигнала и помехи широкополосные, то уровень би‑
спектра сигнала должен быть как можно выше уровня биспектра помехи. 
Тот же самый вывод можно сделать для второго случая. Третий случай 
дает максимальный выигрыш, который зависит не только от отноше‑
ния уровней биспектров сигнала и помехи, но и от размерности биспек‑
тра сигнала. Таким образом, при согласованной фильтрации в биспек‑
тральной области наименее опасными являются узкополосные помехи, 
наиболее опасными — помехи, сравнимые по биспектру с сигнал ом.
Универсальный приемник, оптимальный по критерию максими‑
зации момента 3‑го порядка на его выходе можно построить по сле‑
дующему алгоритму. После быстрого прямого преобразования Фурье 
входного сигнала вычисляется его биспектр. Заранее находится ком‑
плексно‑сопряженный биспектр обнаруживаемого сигнала, который 
умножается на биспектр входного сигнала. Затем результат суммиру‑
етс я по всем частотам и сравнивается с порогом. Грубая оценка поро‑
га может быть найдена как
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Решение принимается в пользу «1», если результат превышает или 
равен порогу, иначе — «0». Алгоритм оптимального приема сигналов 
с биамплитудной модуляцией графичес ки изображен на рис. 3.11. Для 
бичастотной или бифазовой модуляции в схему на рис. 3.11 добавля‑
ются идентичные каналы демодуляции с разными опорными сигна‑
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Рис. 3.11. Структурная схема оптимального фильтра (по критерию максимизации 
отношения абсолютных значений моментов 3‑го порядка сигнала и помехи)
Результаты моделирования с применением биспектрально‑орга‑
низованных сигналов с биамплитудной модуляцией для трех указан‑
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ных случаев изображены на рис. 3.12. В качестве широкополосных 
сигналов применялись модулирующие триплет коды Уолша 4‑ и 8‑го 
порядков, узкополосного — модулированный импульсом большой 
длительности (на 10 % меньше периода наблюдения) триплет; широ‑
кополосной помехи — БГШ (для 1‑го случая) и шум с равномерным 
распределением (для 2‑го случая), узкополосной — триплет. Имити‑
ровалась многоканальная передача: каждый код или триплет переда‑
вались на своей бичастоте, но сообщение для всех каналов одинаковое 
(для исключения межканальных помех) — цифровая последователь‑





Рис. 3.12. Зависимость вероятности ошибки от отношения сигнал–шум q для 1‑го 
случая (линии 3, 4), 2‑го случая (линии 5, 6), 3‑го случая (линии 1, 2):  
‑‑‑‑‑ — зависимости для 8‑канальной передачи, ——— — для 4‑канальной 
передачи
Симметричное распределение помехи выбрано для получения пре‑
дельных характеристик демодулятора. Длительность элементарной по‑
сылки кода Уолша — 45 отсчетов (для 4‑разрядных кодов), 64 отсче‑
та (для 8‑разрядных кодов); период наблюдения — 512 отсчетов для 
4‑разрядных кодов, 1024 отсчета — для 8‑разрядных кодов.
Результаты моделирования подтверждают тезис о том, что наибо‑
лее сложным для обработки является прием узкополосного сигнала 
на фоне широкополосной помехи. Если сигнал широкополосный, то, 
увеличивая его базу, можно добиться снижения вероятности ошибки. 
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В частности, при сравнении передачи 4‑ и 8‑разрядных кодов вероят‑
ность ошибки для последних (например, в точке q = –12 дБ) умень‑
шается в 20 раз, что подтверждает теоретические выкладки.
3.5. Эвристический метод обнаружения  
импульсного сигнала на фоне помех 
с симметричным (гауссовским) распределением 
с использованием статистик высших порядков
Статистиками высших порядков обычно называют моменты или 
кумулянты 3‑го и более высоких порядков. Пусть статистика является 
случайной величиной, плотность вероятности которой при большом 
числе отсчетов полезного сигнала асимптотически (согласно централь‑
ной предельной теореме) стремится к нормальному закону распреде‑
ления.
В [101] на основании теории статистических решений рассмотре‑
на задача обнаружения детерминированного сигнала, наблюдаемо‑
го на фоне помех, с использованием тестовых статистик 3‑го поряд‑
ка и предложены разные варианты формирования тестовых статистик 
обнаружения в виде пиковых значений моментных функций 3‑го по‑
рядка. В то же время в этих алгоритмах по критерию идеального на‑
блюдателя используется порог, зависящий от параметров помех.
Более гибкой статистикой, не подверженной указанным ограни‑
чениям, является кумулянт. Кумулянт в сравнении с моментом яв‑
ляется удобным инструментом оценки распределений, т. к. в отно‑
шении, например, гауссовских процессов кумулянтами 3‑го и более 
порядков можно пренебрегать, а для симметричных распределений 
кумулянты нечетного порядка обращаются в нуль (вне зависимости 
от среднего значения). Кроме того, кумулянт инвариантен к перено‑
су начала отсчета, что делает его робастным по отношению к сдвигам 
полезного сигнала.
Известно, что кумулянты суммы независимых случайных величин 
являются суммой кумулянтов этих величин [102], поэтому кумулянт 
n‑порядка18 входного сигнала обнаружителя можно представить в виде
18 Здесь и далее предполагается, что порядок равен трем и более.
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   ny ns nd  ,  (3.30)
где κns— n‑кумулянт полезного сигнала; κnd  — n‑кумулянт помехи.
Рассмотрим в общем виде метод обнаружения любого (детермини‑
рованного или случайного с несимметричным распределением) сиг‑
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где κnk( ) — k‑оценка кумулянта; K — число усреднений кумулянтных 
статистик; Uп — порог.
Распределение кумулянтной статистики неизвестно, но в силу 
центральной предельной теоремы статистика в левой части выраже‑
ния (3.31) асимптотически нормальна с математическим ожиданием 
κn
d  и дисперсией nd
2  при отсутствии сигнала, а также математическим 
ожиданием  ns nd  и дисперсией ns d
2  при наличии сигнала. По сути, 
производится оценка случайной величины, состоящей из суммы 
независимых случайных составляющих, распределенных по зако‑
ну Гаусса.
Запишем условные плотности вероятности оценки n‑кумулянта 
выходного сигнала обнаружителя:
•	 сигнал есть
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Найдем оптимальный порог, минимизирующий среднюю веро‑
ятность ошибки. Допустим, обрабатывается импульсный сигнал де‑
терминированной амплитуды, но со случайным временем появления 
на очень короткое время, т. е. с высокой скважностью Qmax. Тогда оцен‑
ка дисперсии кумулянта при наличии сигнала примерно равна диспер‑












Оценка средней вероятности ошибки (1.9) выражается как






























































Подведем итог для используемых статистик в виде кумулянта 
нечетного порядка и помех, обладающих симметричным распределе‑
нием. Порог (3.31) не зависит от характеристик помехи и равен поло‑
вине n‑кумулянта полезного сигнала. Если сигнала в смеси с помехой 
нет, то m ny1 0   , а при появлении сигнала m ny ns1     .
Независимость порога от характеристик помех при четных куму‑
лянтах возможна только для гауссовых помех. Среднее значение оцен‑
ки кумулянта входного процесса в отсутствие сигнала равно нулю, 
а в присутствии — кумулянту сигнала.
Оценим кумулянты 3‑ и 4‑го порядка через моменты [102]:
 3 3 1 2 133 2  m m m m ,
 4 4 3 1 22 2 12 144 3 12 6    m m m m m m m .
Дисперсия оценки кумулянтов 3‑ и 4‑го порядка [103]:
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,
тогда как среднее значение кумулянтов равно истинному его значению.
Для упрощения в качестве статистики возьмем модуль кумулянта. 
Тогда средняя вероятность ошибки при приеме детерминированно‑
го импульса c амплитудой ss и скважностью Q на фоне гауссова шума 
с СКО sd (рис. 3.13):
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•	 для кумулянта 3‑го порядка
 p q q T Q Q
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•	 для кумулянта 4‑го порядка
 p q q T Q Q Q
Qош











7 12 64 3 2
4
 ,
где q = ss 2/sd 2.
Полученные выражения для вероятностей ошибок могут служить 
нижней границей оценки характеристик обнаружения на основе куму‑
лянтов высших порядков. Хорошее приближение теоретических фор‑
мул к моделируемым результатам получается при больших периодах 




Рис. 3.13. Зависимость средней вероятности ошибки от скважности импульса при 
использовании в качестве алгоритмов: знакового (линия 1), знаково‑рангового 
(линия 2), на основе статистики кумулянтов 3‑го порядка (линия 3) и 4‑го порядка 
(линия 4) (кривые построены с параметрами q = 7,4 дБ и Tн = 40; K = 1)
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3.5. Эвристический метод обнаружения импульсного сигнала на фоне помех 
Найдем коэффициент асимптотической относительной эффектив‑
ности (КАОЭ) кумулянтного обнаружителя 3‑ и 4‑го порядков в срав‑
нении с линейным обнаружителем. Для этого приравняем вероятности 
правильного обнаружения сигналов для различных слепых алгорит‑
мов, выведенных из выражений (1.17) и (3.32), а затем найдем отно‑
шения предельных значений времени наблюдения:
•	 кумулянт 3‑го порядка
 
 









































где Тн.л — период наблюдения для линейного алгоритма; Тн κ3 — пери‑
од наблюдения для кумулянтного обнаружения 3‑го порядка;
•	 кумулянт 4‑го порядка
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где Тн κ4 — период наблюдения для кумулянтного обнаружения 4‑го 
порядка.
Зависимости (3.33) и (3.34) приведены на рис. 3.14. Они зависят, 
во‑первых, от отношения сигнал–шум, а во‑вторых, от скважности 
импульсов. Например, при q = 10 дБ метод на основе кумулянтных 
статистик высших порядков в пределе эффективнее линейного алго‑
ритма при скважностях более трех (для кумулянта 3‑го порядка) и бо‑
лее шести (для кумулянта 4‑го порядка).
Предельные значения эффективности при больших скважно‑
стях ограничиваются соответственно значениями KAOЭ3 2 6max = q  
и KAOЭ4 3 24max .= q
Реализация алгоритмов на основе высших порядков выполнена 
в схемах на рис. 3.15 и 3.16. Сравнительные характеристики для пяти ал‑
горитмов (линейного, знакового, знаково‑рангового, статистик на ос‑
нове кумулянтов 3‑и 4‑го порядков) изображены на рис. 3.17 и 3.18.
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Рис. 3.14. Зависимость коэффициента асимптотической относительной эффек‑
тивности от скважности импульса при использовании в качестве статистики куму‑
























Рис. 3.15. Обнаружитель бинарного сигнала на фоне симметричной помехи 3‑го 
порядка (K — период нормализации кумулянтной стати стики или число усредне‑
ний кумулянтов)
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Рис. 3.16. Обнаружитель бинарного сигнала на фоне гауссовой помехи 4‑го 







Рис. 3.17. Зависимость средней вероятности ошибки от отношения мощности 
сигнал–помеха при использовании алгоритмов: линейного (линия 3), знакового 
(линия 5), знаково‑рангового (линия 4), на основе кумулянтов 3‑го порядка 
(линия 1) и 4‑го порядка (линия 2) (кривые построены с параметрами Q = 10 
и Tн = 40 для гауссовой помехи, K = 1)
108 Раздел А






Рис. 3.18. Зависимость средней вероятности ошибки от времени наблюдения при 
использовании алгоритмов: линейного (линия 3), знакового (линия 5), знако‑
во‑рангового (линия 4), на основе кумулянтов 3‑го порядка (линия 1) и 4‑го по‑
рядка (линия 2) (кривые построены с параметрами Q = 10 и q = 10 дБ для гауссо‑
вой помехи, K = 1)
Изображенные рисунки показывают преимущества алгоритмов 
обнаружения на основе кумулянта 3‑ и 4‑го порядка, особенно при 
коротких импульсах, когда Q больше 6. Они не требуют некоррели‑
рованности (независимости) выборки и запоминания больших мас‑
сивов отсчетов и являются истинно непараметрическими, т. к. порог 
обнаружения устанавливается вслепую, т. е. без знания параметров по‑
мех. При гауссовой помехе линейный и знаково‑ранговый алгоритм 
по вероятности ошибки практически совпадают. Наихудшие резуль‑
таты дает знаковый алгоритм для той же помехи.
выводы по главе 3
В разделе исследуются методы, основанные как на биспектраль‑
ном преобразовании, так и статистиках высших порядков (кумулян‑
тов 3‑ и 4‑го порядков). Все методы являются слепыми, т. к. не требу‑
ют знания распределений сигналов и помех.
Биспектральная обработка является базисом для исследуемых 
фильтрационных и компенсационных методов слепого подавления 
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помех. Фильтрационные методы позволяют за счет двойного преоб‑
разования Фурье и последующего усреднения биспектра выделить по‑
лезный сигнал и подавить помеху, имеющую симметричное распре‑
деление. При этом обнаружено, что алгоритм восстановления фазы 
на основе нормированного биспектра (алгоритм Тоцкого — Лукина — 
Зеленского) эффективнее алгоритма Бриллинджера.
Оптимальный фильтр в биспектральной области по критерию ми‑
нимальной абсолютной ошибки 3‑й степени имеет значительное пре‑
имущество перед оптимальным винеровским фильтром в воспроизве‑
дении полезного сигнала не менее чем на 5 дБ.
Адаптивный компенсатор в биспектральной области по крите‑
рию минимальной абсолютной ошибки 3‑й степени работоспособен 
при выделении импульсного сигнала на фоне помехи с произволь‑
ным распределением с отличными от нуля моментными функциями 
3‑го порядка. Теоретически ошибка воспроизведения биспектра сиг‑
нала на выходе адаптивного компенсатора в биспектральной области 
достигает нуля. В сравнении с традиционным компенсатором Уидроу 
адаптивная компенсация помех на фоне некоррелированного гауссо‑
ва шума в каналах компенсатора, реализуемого в биспектральной об‑
ласти, дает меньшую дисперсию ошибки воспроизведения сигнала 
(на 4–6 дБ).
Использование триплетов позволяет реализовать на практи‑
ке биспектральную систему передачи, потенциально обладающую 
помехоустойчивостью оптимальных когерентных систем при суще‑
ственно более низких технических затратах на синхронизацию прием‑
ника и оценивание канала. Синтезированный согласованный фильтр 
по критерию максимума отношения абсолютных моментов 3‑го по‑
рядка сигнала и помехи позволяет вслепую подавлять любые помехи 
с симметричными распределениями и выделять биспектрально‑орга‑
низованные сигналы. Наиболее сложным случаем является прием уз‑
кополосного сигнала на фоне широкополосной помехи.
Методы на основе кумулянтов 3‑ и 4‑го порядка можно отнести 
к слепым методам, т. к. порог обнаружения не зависит от распределе‑
ния и параметров помехи, а только лишь от кумулянтов высших по‑
рядков сигнала.
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контрольные вопросы
1. В чем состоит суть адаптивной фильтрации в частотной области?
2. Чем обусловлено возникновение шумов в каналах адаптивно‑
го компенсатора?
3. Что такое биспектр?
4. Назовите основные свойства биспектра.
5. В чем основное преимущество алгоритма на основе нормиро‑
ванного биспектра перед алгоритмом Бриллинджера?
6. Приведите пример сигнала, который не будет выделяться при 
биспектральном преобразовании.
7. В каком случае целесообразно использование биспектральной 
обработки в адаптивной фильтрации? Почему?
8. Запишите в символьном виде оптимальный коэффициент пе‑
редачи компенсатора в спектральной области.
9. Докажите оптимальность коэффициента передачи компенса‑
тора в биспектральной области.
10. Чему равна абсолютная ошибка 3‑й степени на выходе ком‑
пенсатора в биспектральной области при оптимальном коэф‑
фициенте передачи и идеальном формировании биспектров 
входного и эталонного сигналов?
11. Как определяется порог в эвристическом методе обнаружения 
сигнала на основе статистик высших порядков?
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4. Методы слепой компенсации помех 
на основе формирования сигнальных 
и помеховых моделей
4.1. слепая оценка сигналов и помех  
путем формирования их адаптивных моделей
О собенность слепой компенсации помех состоит в том, что при подавлении производится слепая оценка сигнала и по‑мехи, не требующая предварительного исследования их ста‑
тистических характеристик.
Слепое оценивание основано на формировании моделей сигна‑
ла и помехи только на основе наблюдений без какой‑либо априорной 
информации об их параметрах. В распоряжении алгоритма обработ‑
ки имеются отдельные предположения, например, о наличии сигна‑
ла в смеси с помехой. Это позволяет отдельно сформировать модели 
зашумленного сигнала и помехи, используя всего лишь один прием‑
ный канал. При этом ни распределение, ни дисперсии подавляемых 
помех и выделяемых сигналов не известны. Таким образом, форми‑
рование моделей сигналов и помех проходит вслепую.
Алгоритм формирования адаптивной модели случайного процес‑
са изображен на рис. 4.1.
В результате адаптации импульсная характеристика адаптивного 
фильтра 1 будет стремиться к автокорреляционной функции с полез‑
ным сообщением. Для того чтобы сформировать модель исходного 
процесса, необходимо переписать весовые коэффициенты в адаптив‑
ный фильтр 2, на входе которого действует моделирующий белый шум. 
Таким образом, на выходе такого адаптивного фильтра генерирует‑
ся подобный по спектральной плотности исходного процесса сигнал 
[104–106] или модель исходного процесса.
Кроме того, по импульсной характеристике адаптивного фильтра 
можно идентифицировать случайный процесс, тем самым вектор ве‑
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совых коэффициентов фильтра (см. формулу (1.20)) также является 
моделью исходного процесса [107–108].
Сигналоподобный  












гауссов шум  
(NМШ) 
Рис. 4.1. Структурная схема формирователя сигналоподобного процесса [57]
Пусть дискретный сигнал, действующий на входе адаптивного 
фильтра 1, представляется как
 y(t) = x(t) + ν(t),
где x(t) — центрированный вещественный стационарный случайный 
процесс с СКО σx; ν(t) — формирующий белый шум с СКО σν.
В общем виде вектор взаимной корреляции p и автокорреляцион‑
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4.1. Слепая оценка сигналов и помех путем формирования их адаптивных моделей 
где rx — нормированная автокорреляционная функция процесса x(t); 
L — число весовых коэффициентов фильтра; q x  2 2 .
Оптимальный вектор весовых коэффициентов из [11] находит‑
ся как
 w R popt  q n n1   (4.3)
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Рассмотрим 2 случая: 1) q >> 1; 2) q << 1.
Для больших значений отношения мощности моделируемого сиг‑
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Выражение (4.3) можно записать в форме R w pn n=  или
 q
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Решением этого уравнения будет оптимальный вектор 
wopt
T = [ , , ..., ]1 0 0 T . Данный результат свидетельствует о невозможности 
создания модели при больших отношениях сигнал–шум на входе адап‑
тивного фильтра, т. к. в данном случае на выходе схемы моделирова‑
ния генерируется белый шум.
Для q → 0 нормированная автокорреляционная матрица Rn пре‑
вращается в единичную, т. е. R In ≈ , тогда оптимальный вектор весо‑
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В результате для малых отношений сигнал–шум q приходим к вы‑
воду, что модель исходного сигнала описывается его автокорреляци‑
онной функцией. Таким образом, q влияет на адекватность модели.
Однако, для того чтобы сформировать слепую оценку сигналов 
и помех, необходимо рассматривать исключительно 2‑й случай, т. е. 
когда дисперсия формирующего шума много больше мощности сиг‑
нала или помехи.
Выбор алгоритма адаптации производится исходя из условий при‑
менения, а также некоторых общих характеристик исходного случай‑
ного процесса. В частности, для стационарных процессов целесообраз‑
но использовать простой метод наименьших средних квадратов [109], 
который не требует больших вычислительных затрат и несложен в про‑
граммной реализации.
4.2. Модельная компенсация помех
Обобщенная структурная схема, реализующая компенсационные 
методы на основе формирования сигнальных и помеховых моделей, 
изображена на рис. 1.14. Если в качестве модели случайного процесса 
лежит устройство винеровской оценки, то алгоритм работы компенса‑
тора помех (далее модельный компенсатор помех) приведен на рис. 4.2.
К зашумленному сигналу примешивается формирующий белый 
гауссов шум, затем вся смесь подается на вход адаптивного фильтра, 
выход которого соединен с устройством вычитания. На другой вход 
устройства вычитания через элемент задержки (как правило, равной 
половине длины адаптивного фильтра [11]) подается сигнал. В ре‑
зультате адаптации импульсная характеристика адаптивного филь‑
тра стремится к характеристике винеровского фильтра с коэффици‑
ентом передачи [113]
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где Ss(ω) — спектральная плотность мощности сигнала; Sd1 (ω) — спек‑
тральная плотность мощности помехи в сигнальном канале; Sν1(ω) — 
спектральная плотность мощности формирующего белого шума в сиг‑
нальном канале; Δ1 — величина задержки в сигнальном канале.
При этом модель зашумленного сигнала представлена импульсной 
характеристикой (или коэффициентом передачи) адаптивного филь‑
тра 1 (АФ1). Аналогично в адаптивном фильтре 2 (АФ2) формируется 
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где Sd2(ω) — спектральная плотность мощности помехи в компенса‑
ционном канале; Sν2(ω) — спектральная плотность мощности форми‑
рующего белого шума в компенсационном канале; Δ2 — величина за‑
держки в компенсационном канале.
Модель зашумленного сигнала и модель опорной помехи в ком‑
пенсационном канале могут формироваться независимо и в разные 
моменты времени, что делает компенсатор инвариантным к задерж‑
ке между помехами в каналах, а следовательно, исключает требование 
взаимной коррелированности помех.
Одновременно с АФ1 и АФ2 перестраиваются весовые коэффи‑
циенты адаптивных фильтров 3 и 4 (АФ3 и АФ4). В результирующем 
канале, который состоит из АФ3 и АФ4, при равенстве задержек в ка‑
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Для обращения в ноль выражения S S S Sd d1 22( ) ( ) ( ) ( )     1  необхо‑
димо, чтобы отношение мощности помеха–формирующий шум в сиг‑
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нальном канале (q21) и отношение мощности помеха–формирующий 
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С учетом условия (4.7) формула (4.6) преобразуется в выражение
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Таким образом, модельный компенсатор является фильтром, пара‑
метры которого подстраиваются для эффективного подавления помехи.
В качестве примера можно рассмотреть фильтрацию полезного 
сигнала — гауссовско‑марковского процесса с относительной (к ча‑
стоте дискретизации) шириной полосы α и со спектральной плотно‑
стью (П1.3) на фоне белого гауссова шума. В этом случае, подставляя 
выражение для спектральной плотности полезного сигнала в форму‑













где с — константа, c q q  2 2 1  (здесь η — отношение мощности сиг‑
нал–помеха на входе компенсатора).
При вещественном коэффициенте передачи модельного компенсато‑
ра помех дисперсию ошибки фильтрации можно оценить по формуле [29]
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Подставив выражения (П1.3) и (4.9) в формулу (4.10), получим дис‑
персию ошибки на выходе модельного компенсатора:
      

 














































где ss2 — дисперсия выделяемого сигнала.
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Введем понятие относительного проигрыша оптимальному филь‑













где ε2( )t opt — дисперсии ошибки оптимального винеровского фильтра 
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Рис. 4.3. Расчетные зависимости уровня мощности выходного сигнала Pout 
(сплошная линия) и проигрыша оптимальному фильтру l (пунктирная линия) 
от отношения помеха–формирующий шум q2 при η = –10 дБ, α = 0,7
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График (рис. 4.3), построенный в соответствии с формулой (4.13), 
показывает наличие оптимального значения отношения мощности по‑
мехи к мощности формирующего шума, при котором проигрыш опти‑
мальному винеровскому фильтру минимальный. На этом же графике 
изображена зависимость выходной мощности сигнала компенсатора 
от q2, полученная в [111] и свидетельствующая о возможности авто‑
матического определения оптимального значения отношения мощно‑
сти помехи к мощности формирующего шума по Pout путем построе‑
ния многоканального модельного компенсатора.
Анализируя формулу (4.13), можно сделать вывод, что при малых 
входных отношениях сигнал–помеха чувствительность проигрыша 
к изменению параметра q2 снижается и путем небольшого ухудшения 
характеристик фильтрации можно сделать значение отношения мощ‑
ности помехи к мощности формирующего шума много меньше едини‑
цы. Тогда сохранится инвариантность компенсатора не только к па‑
раметрам сигнала и помехи, но и к их распределениям [112]. В этом 












4.3. способы улучшения оценки сигнала  
на выходе модельного компенсатора
На результирующий коэффициент передачи, а также на оценку 
сигнала на выходе компенсатора влияет отношение мощности про‑
цессов создаваемых моделей к формирующему белому шуму (см. фор‑
мулу (4.11)), а также неидентичность каналов, выражающаяся в нера‑
венстве дисперсий помех или отличии форм автокорреляционных 
функций помех в каналах. Предложены способы улучшения оценки: 
использование корректирующих фильтров на выходе результирую‑
щего кагала, выравнивание каналов в отсутствие сигнала и адаптив‑
ное выравнивание.
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4.3.1. использование корректирующих фильтров
В общем случае результирующий коэффициент передачи модель‑
ного автокомпенсатора определяется из выражений (4.4) и (4.5) как 
разность оптимальных коэффициентов передачи адаптивных филь‑
тров сигнального и компенсационного каналов:
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Для того чтобы коэффициент передачи модельного компенсато‑
ра был близок к коэффициенту передачи фильтра Винера, в резуль‑
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С учетом коррекции и при выполнении условия (4.7) результирую‑
щая передаточная характеристика модельного компенсатора с точно‑
стью до фазового множителя совпадает с оптимальной передаточной 
функцией винеровского фильтра, на входе которого действует адди‑
тивная сумма сигнала и помехи, при этом они являются стационар‑

















В результате введения корректирующего фильтра модельный ав‑
токомпенсатор помех становится оптимальным фильтром, параме‑
тры которого подстраиваются для наилучшего и эффективного пода‑
вления помехи.
Реализовать корректирующий фильтр можно с помощью алго‑
ритма обратного моделирования, который достаточно подробно из‑
ложен в [11].
Вначале представим корректирующий фильтр с коэффициентом 
передачи (4.14) в виде двух последовательно соединенных вспомога‑
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Рис. 4.4. Структурная схема корректирующего фильтра
Первый вспомогательный корректирующий фильтр может быть 















Рис. 4.5. Структурная схема обратного моделирования для первого 
вспомогательного корректирующего фильтра
В эталонный фильтр загружаются весовые коэффициенты из адап‑
тивного фильтра 1 (см. рис. 4.2). По окончании обратного модели‑
рования синтезируется фильтр с коэффициентом передачи 
Wcorr1 = W e
j
corr1( )
    3 , обратным коэффициенту передачи АФ1 с точ‑
ностью до фазового множителя. Весовые коэффициенты «обратно‑
го» фильтра загружаются в основной корректирующий фильтр. Вы‑
бор задержки при обратном моделировании происходит при 
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выполнении условия Δ3 > Δ. Кроме того, необходимо обеспечить 
неравенство нулю знаменателя коэффициента передачи корректи‑
рующего фильтра 1. Для гарантированного выполнения данного ус‑
ловия можно, например, подмешать в оба канала слабый (по срав‑
нению с мощностью сигнала в полосе приема) шум с равномерной 
спектральной плотностью.
Второй вспомогательный корректирующий фильтр реализуется 
в соответствии со схемой на рис. 4.6. В эталонный фильтр переписы‑
ваются весовые коэффициенты из адаптивного фильтра 2 (см. рис. 4.2). 
В результате обратных преобразований получаем фильтр с коэффи‑
циентом передачи Wcorr2 = W e
j
corr2( )
    4 , весовые коэффициенты 
которого переписываются в основной корректирующий фильтр. При 


















Рис. 4.6. Структурная схема обратного моделирования для второго 
вспомогательного корректирующего фильтра
Например, при выделении гауссовско‑марковского процесса 
на фоне белого гауссовского шума в диапазоне изменения отноше‑
ния мощности сигнал–помеха и отношения мощности помеха–фор‑
мирующий шум в каналах в диапазоне от 0 до –10 дБ, значение прои‑
грыша фильтру Винера не превышает 1,7 дБ (рис. 4.7).
Следовательно, включение корректирующего фильтра снижает 
восприимчивость модельного компенсатора к выбору отношения мощ‑
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ности помехо‑формирующий шум в каналах. Вместе с тем использо‑
вание корректирующего фильтра при входных отношениях мощности 
сигнал–помеха менее –10 дБ нецелесообразно, т. к. в этом диапазоне 




Рис. 4.7. Зависимость проигрыша l от отношения сигнал–помеха η  
при q2 = –10 дБ: без корректирующего фильтра (линия 1), с включением  
корректирующего фильтра (линия 2)
4.3.2. Устранение неидентичности каналов модельного 
компенсатора
При неидентичности каналов, выражающейся в неравенстве 
отношений мощности помеха–формирующий шум в сигнальном 
и компенсационном каналах, коэффициент передачи модельного 
компенсатора с учетом коррекции и без учета задержки рассчиты‑
вается как
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Такая неидентичность каналов приводит к появлению некоторой 
добавки (ΔW) к оптимальному коэффициенту передачи компенсатора.
Одним из способов уменьшения влияния неравенства мощностей 
помех в каналах является их выравнивание в отсутствие полезного сиг‑
нала путем введения в компенсационный канал некоторого нормиро‑
вочного коэффициента, который равен b. Мощность формируемого 
белого шума для каждого канала также устанавливается одинаковой. 
В этом случае достаточно задать параметр q22 (отношение мощности 
помехи и формирующего шума в компенсационном канале), а затем, 
измерив мощность помехи в компенсационном канале, вычислить 
необходимую мощность формирующего белого шума для обоих ка‑
налов. Вариант реализации модельного компенсатора при выравни‑
вании помех в каналах показан на рис. 4.8. По сути, именно коэффи‑
циент b выравнивает мощности помех в каналах.
Другим способом уменьшения влияния неравенства мощностей 
помех в каналах является установка мощности формирующего шума 
в сигнальном канале по мощности зашумленного сигнала с предвари‑
тельной оценкой входного отношения сигнал–помеха η, т. е. в отличие 
от работы модельного компенсатора при равенстве помех в каналах, 
мощности формирующего шума в сигнальном и компенсационном 
каналах устанавливаются в соответствии с заданными значениями q1 
(отношение мощности зашумленного сигнала и формирующего шума 
в сигнальном канале) и q22. Если значение параметра q1 установить рав‑
ным q22 (1+η), тогда дисперсия ошибки модельного компенсатора рав‑
на дисперсии ошибки оптимального фильтра Винера.
Вариант реализации модельного компенсатора при задании отно‑
шения мощности зашумленного сигнала к формирующему шуму в сиг‑
нальном канале q1 и отношения мощности помехи к формирующему 
шуму в компенсационном канале q22 показан на рис. 4.9.
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Рис. 4.8. Блок‑схема модельного компенсатора помех при выравнивании помех 




























Рис. 4.9. Блок‑схема модельного компенсатора помех с оценкой отношения 
мощности сигнал–помеха (КФ — корректирующий фильтр)
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Два представленных способа выравнивания мощностей в кана‑
лах являются тождественными и сохраняют проигрыш оптимальному 
фильтру не более 2 дБ при изменении η в пределах –20…10 дБ.
4.3.3. адаптивное выравнивание
Еще один способ улучшения оценки — адаптивное выравнивание, 
когда в компенсационную цепь результирующего канала включается 
адаптивный фильтр. Модельный компенсатор с адаптивным вырав‑
ниваем в компенсационном канале изображен на рис. 4.10.
Основным отличием компенсатора от схемы на рис. 4.2 является 
наличие в результирующем канале адаптивного фильтра 5 (АФ5). Тог‑
да разностный коэффициент передачи модельного автокомпенсато‑
ра с учетом условия, что мощности формирующего шума в сигналь‑
ном и компенсационном каналах равны и много больше мощности 
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Из формулы (4.15) видно, что АФ5 является корректирующим зве‑
ном в компенсаторе и автоматически выравнивает мощности помех 
в каналах по соответствующему критерию минимизации уровня сиг‑
нала на выходе устройства вычитания. Такой способ выравнивания 
является более эффективным по сравнению со способом, изложен‑
ным в предыдущих параграфах, при котором в компенсационный ка‑
нал вводится множитель на некоторый нормировочный коэффициент, 
который определяется в отсутствии полезного сигнала как корень ква‑
дратный из отношения мощности помехи в сигнальном канале к мощ‑
ности помехи в компенсационном канале.
Таким образом, адаптивное формирование результирующего ка‑
нала (с помощью АФ3, АФ4, АФ5 и устройства вычитания) позволя‑
ет синтезировать разностную сигнально‑помеховую модель, в кото‑
рой и происходит компенсация помехи.
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Рис. 4.10. Структурная схема модельного компенсатора помех с дополнительной 
адаптивной обработкой в результирующем канале
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Рис. 4.11. Зашумленный сигнал во временной области (а) и его спектральная 
плотность (в) на входе в компенсатор, сигнал во временной области (б) и его спек‑
тральная плотность (г) на выходе из компенсатора
Наглядно компенсация узкополосной помехи с использованием 
адаптивного выравнивания при отношении мощности сигнал–поме‑
ха на входе компенсатора –2,5 дБ и отношении мощностей в каналах 
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–10 дБ показана на рис. 4.11. Использование адаптивного выравнива‑
ния позволяет повысить отношение мощности сигнал–помеха на вы‑
ходе компенсатора более чем на 20 дБ и снизить вероятность ошиб‑
ки приема символа в 20 раз. Схемное решение компенсатора является 
нечувствительным к требованию одинаковой формы автокорреляци‑
онных функций помех в каналах, однако адаптивное выравнивание ра‑
ботоспособно только при неперекрытии по частоте сигнала и помехи.
4.4. компенсатор помех с вейвлет-преобразованием
Когда в качестве полезного сигнала используется цифровая по‑
следовательность, более эффективным может быть применение мо‑
дельного компенсатора помех с вейвлет‑преобразованием (далее мо‑
дельный вейвлет‑компенсатор помех), который также работоспособен 
в условиях полной взаимной некоррелированности помех, действую‑
щих на основном и дополнительном входах компенсатора [115].
В основе синтеза подобного компенсатора лежит алгоритм форми‑
рования адаптивных моделей (см. рис. 4.1). Входными данными для 
такого алгоритма формирования являются временные последователь‑
ности аппроксимирующих ak и детализирующих dj, k коэффициентов, 
которые являются результатом прямого дискретного вейвлет‑преоб‑
разования сигналов:
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где φ(t) — масштабирующая функция, создающая свои масштабные 
версии сигнала; ψ(t) — материнский вейвлет, порождающий осталь‑
ные используемые в преобразовании вейвлеты; j и k — целые числа; 
N — максимальный уровень разложения сигнала.
Модельный вейвлет‑компенсатор состоит из двух идентичных 
каналов: сигнального (рис. 4.12), на входе которого присутствует 
смесь сигнала и помехи (зашумленный сигнал), и компенсационного 
(рис. 4.13), на который подается помеха [116].
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Рис. 4.12. Структурная схема сигнального канала вейвлет‑компенсатора
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Рис. 4.13. Структурная схема компенсационного канала вейвлет‑компенсатора
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4.4. Компенсатор помех с вейвлет‑преобразованием
Входные сигналы с помощью операции прямого дискретного вейв‑
лет‑преобразования представляются в виде последовательностей ап‑
проксимирующих и детализирующих коэффициентов. Сформирован‑
ная последовательность коэффициентов подается на свой адаптивный 
фильтр. Порядок каждого адаптивного фильтра определяется чис‑
лом аппроксимирующих или детализирующих коэффициентов на n‑м 
уровне разложения jn [117].
В результате процесса адаптации модель зашумленного сигнала мо‑
жет быть выражена в форме вектора, состоящего из дискретных им‑
пульсных характеристик адаптивных фильтров:
 w1 w1 w1 w1 w1 

[ , , , , ],a dj dj djN N 1 1   (4.16)
где wa — дискретная импульсная характеристика адаптивного филь‑
тра коэффициентов аппроксимации; wdjn  при n = 1… N — дискретная 
импульсная характеристика адаптивного фильтра коэффициентов де‑
тализации на n‑м уровне разложения jn.
Работа компенсационного канала идентична работе сигнально‑
го. В компенсационном канале формируется модель помехи в форме 
вектора, состоящего из дискретных импульсных характеристик адап‑
тивных фильтров:
 w2 w2 w2 w2 w2 

[ , , ].a dj dj djN N, , 1 1   (4.17)
Результирующая импульсная характеристика адаптивного вейв‑
лет‑компенсатора определяется из выражений (4.16) и (4.17) как раз‑
ность дискретных импульсных характеристик адаптивных фильтров 
сигнального и компенсационного каналов:
 




( ),( ),( ), 1 1a a dj dj dj djN N N N1 1 


[ , ].w w w wa dj dj djN N, , ,1 1
 
Разностные импульсные характеристики переписываются в раз‑
ностные адаптивные фильтры (рис. 4.14), на вход которых подаются 
последовательности коэффициентов детализации и аппроксимации 
на всех уровнях разложения. С выходов разностных адаптивных филь‑
тров коэффициенты детализации и аппроксимации поступают на блок 
обратного дискретного вейвлет‑преобразования, в котором происхо‑
дит реконструкция сигнала на N‑уровне разложения jN:
 s t w a t w d ta j k j k
k j
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где ∗ — операция свертки вейвлет‑коэффициентов с импульсной ха‑
рактеристикой адаптивного фильтра [117].
Разностный 












АФ (j = jN) 
коэффициенты 
детализации 
Прямое дискретное вейвлет-преобразование 
       d1,k        d2,k              ak     
… 
       d1,k        d2,k              ak     
Прямое дискретное вейвлет-преобразование 
 
… 
Зашумленный сигнал S+D1 
s(t) 
Рис. 4.14. Структурная схема результирующего канала вейвлет‑компенсатора
Вейвлет‑обработка позволяет еще повысить выигрыш по мощно‑
сти в среднем на 8–10 дБ, а также снизить вероятность ошибки при‑
ема символа в десятки раз. Кроме того, модельный вейвлет‑компен‑
сатор помех инвариантен к распределению помехи, но чувствителен 
к минимальной длительности импульса. Это объясняется тем, что чем 
меньше размер временного окна вейвлет‑анализа, тем более короткие 
символы полезного сигнала можно выделить. Однако уменьшение 
временного окна приводит к уменьшению длины адаптивных филь‑
тров, что в свою очередь снижает коэффициент подавления помехи.
4.5. слепая компенсация помех 
на основе векторно-матричных преобразований
Построение математических моделей различных процессов ос‑
новано на их представлении какой‑либо математической функцией, 
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зависящей от одного или нескольких аргументов. Модель можно стро‑
ить по‑разному, однако практически во всех случаях требуется знание 
о параметрах процесса. Чем больше известных параметров, тем более 
она адекватна моделируемому процессу.
Все параметры сигналов (помех) так или иначе зависят от времени. 
Формируемая модель должна наиболее полно отражать свойства сиг‑
нала и быть устойчивой к изменениям во времени, т. е. стационарной.
Одним из важных свойств любого сигнала является корреляция, 
которая показывает статистически достоверную связь между отсчета‑
ми выборки процесса. Автокорреляционная функция позволяет опи‑
сать любой случайный или детерминированный процесс и оценить 
среднюю мощность процесса, его спектральный состав, а также вы‑
явить периодичность (если таковая существует). Достоинством АКФ 
является инвариантность к сдвигу любого сигнала или помехи, поэ‑
тому ее применение в качестве модели позволит, во‑первых, не ис‑
пользовать процедуру оценки параметров процесса, а во‑вторых, фор‑
мировать модели стационарных сигналов и помех в разные моменты 
времени. Здесь так же, как и в адаптивной модели (см. подглаву 4.1), 
оценка сигнала или помехи производится вслепую, т. е. без знания рас‑
пределений процессов и их отдельных параметров.
Представим зашумленный сигнал (смесь полезного сигнала и по‑
мехи), действующий на входе компенсатора, как
 y t s t d ts d( ) ( ) ( ),  
где s(t) и d(t) — сигнал и помеха, являющиеся взаимно некоррелиро‑
ванными, центрированными вещественными независимыми стацио‑
нарными случайными процессами с единичной средней мощностью; 
σs и σd — параметры, задающие СКО этих процессов.
Составим корреляционную матрицу входного сигнала:
 R 
   
  
   
  
s d s s d d
s s d d s
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где rs и rd — нормированные автокорреляционные функции сигнала 
и помехи соответственно; L — размерность АКФ.
Если имеется подходящий опорный канал (назовем его идеаль‑
ным), в котором действует помеха d2, совпадающая по автокорреля‑
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ционной функции, но некоррелированная с помехой d1 в основном 
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Подставляя разность автокорреляционных векторов из фор‑
мул (4.20) и (4.19) и обратную корреляционную матрицу из форму‑
лы (4.18) в выражение (1.22), получаем оптимальный вектор:
wopt
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Произведя отдельные слепые оценки зашумленного сигнала и по‑
мехи, удается оценить вектор весовых коэффициентов фильтра, ко‑
торый оптимальным образом (по критерию НСК) выделяет полез‑
ный сигнал.
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Структурная схема, реализующая компенсационные методы на ос‑
нове векторно‑матричных преобразований, изображена на рис. 4.15. 
Вычисление R и p происходит при замыкании К2 и размыкании К1. 
В то же время опорный канал формируется с помощью замыкания 
переключателя К1 и размыкания К2, когда во входном сигнале отсут‑
ствует полезный сигнал и действует только помеха. При этом слепая 
компенсация помех предполагает отсутствие априорных сведений о ха‑
рактеристиках помехи и полезного сигнала в смеси с помехой за ис‑
ключением предположени я об отсутствии сигнала в смеси с помехой 







Рис. 4.15. Векторно‑матричный компенсатор
После формирования оптимального вектора (4.21) коэффициенты 
вектора переписываются в фильтр, на входе которого действует зашум‑
ленный сигнал, а на выходе формируется оценка полезного сигнала.
Таким образом, при идеальном опорном канале векторно‑матрич‑
ный компенсатор представляет собой оптимальный фильтр Винера 
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по критерию наименьшего среднеквадратического отклонения вы‑
ходного сигнала от полезного.
На рис. 4.16 и 4.17 отображены результаты моделирования рабо‑
ты векторно‑матричного компенсатора при выделении симметрично‑
го телеграфного процесса на фоне белого гауссова шума и импульс‑
ной помехи (телеграфного процесса высокой интенсивности). Будем 
считать, что в опорном канале действует помеха, некоррелированная 





Рис. 4.16. Эпюры симметричного телеграфного процесса с λП = 0,0005 (в),  
его смеси с БГШ (а), выходного сигнала компенсатора (б) при L = 256
Рассмотрим ситуацию, когда на фоне гауссова широкополосного 
шума с дисперсией sd2 действует гауссовско‑марковский процесс с дис‑
персией ss2 и относительной 19 шириной полосы α. Корреляционную 
матрицу входного сигнала можно записать [119] как
19 К частоте дискретизации.
Раздел А 137
4.5. Слепая компенсация помех на основе векторно‑матричных преобразований 





























2 2 2 1








































































где h — отношение мощности полезного сигнала к мощности поме‑




Рис. 4.17. Эпюры симметричного телеграфного процесса с λП = 0,0005 (в),  
его смеси с симметричным телеграфным процессом высокой интенсивности  
(λП = 1) (а), выходного сигнала компенсатора (б) при L = 256
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1 2 1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2 2 1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    1 1 22 2f f f , k L 0 1 1, , ..., ,
тогда дисперсия ошибки фильтрации на выходе векторно‑матрично‑










































































































































































Минимальная дисперсия ошибки при бесконечном числе весовых 
коэффициентов фильтра L находится в пределе и стремится к неустра‑

















График зависимости нормированной (к мощности полезного сиг‑
нала) дисперсии ошибки фильтрации на выходе векторно‑матричного 
компенсатора от размерности фильтра приведен на рис. 4.18. С увели‑
чением размерности ошибка уменьшается и стремится к неустрани‑
мой ошибке реализуемого фильтра Винера (4.24). При этом чем шире 
полоса полезного сигнала, тем меньше требуется весовых коэффици‑
ентов фильтра [119].
Таким образом, эффективность работы компенсатора существен‑
ным образом зависит от числа весовых коэффициентов фильтра, од‑
нако существует граница, преодоление которой гарантирует достиже‑
ние минимальной дисперсии ошибки фильтрации (рис. 4.18).
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Рис. 4.18. Зависимость нормированной дисперсии ошибки фильтрации на выходе 
векторно‑матричного компенсатора от размерности фильтра L при разных 
значениях ширины полосы гауссовско‑марковского процесса α = 0,01 (линия 1) 
и α = 0,001 (линия 2)
Если на фоне гауссова белого шума действует импульсный по‑
лезный сигнал (например, случайный телеграфный сигнал) с нор‑
мированной корреляционной функцией r e( )   2 П , то корреляци‑
онная матрица может быть представлена аналогично выражению 
(4.22) с заменой в ней функции f e  на f e 2П, в которой λП есть 
интенсивность смены знака (смысл аналогичен процессу Пуас‑ 
сона) [119].
Таким образом, зависимость нормированной дисперсии ошиб‑
ки фильтрации на выходе векторно‑матричного компенсато‑
ра от размерности фильтра L будет повторять график на рис. 4.18 
при λП = α/2.
Когда параметры помех в обоих каналах различаются, например, 
по дисперсии, взаимно корреляционный вектор принимает вид
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где k — коэффициент, определяющий неравенство СКО помех в ка‑
налах.
Запишем вектор весовых коэффициентов фильтра с учетом выра‑
жения (4.25):
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  (4.26)
где col0 (R–1) — нулевой вектор‑столбец обратной корреляционной ма‑
трицы входного сигнала.
Второе слагаемое в выражении (4.26) определяет отклонение Δw 
вектора весовых коэффициентов от своего оптимального значения 
при отличии СКО помех в каналах.
Дисперсия ошибки фильтрации на выходе фильтра в векторно‑ма‑
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тогда с учетом выражений (4.25) и (4.26) дисперсию ошибки фильтра‑
ции можно представить [119]:
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Раздел А 141
Выводы по главе 4
Примем допущение η → 0, тогда обратная корреляционная матри‑
ца входного сигнала (4.22) вырождается в единичную с множителем 





2 2 21 1( ) ( ) .t t kVMK

      (4.28)
Формула (4.28) показывает, что в пределе, когда опорный канал 
отсутствует (k = 0), ошибка стремится к величине, равной сумме дис‑
персии ошибки фильтрации на выходе векторно‑матричного компен‑
сатора (при идеальном опорном канале) и значения обратного отно‑
шения мощности сигнал–помеха на входе компенсатора. При этом 
коэффициент k сильнее влияет на дисперсию ошибки фильтрации, 
когда интенсивность импульсного сигнала λП уменьшается.
выводы по главе 4
Для компенсации гауссовых и негауссовых помех показаны 3 раз‑
новидности модельного компенсатора (с формированием моделей 
с помощью адаптивных фильтров, с вейвлет‑ и векторно‑матричными 
преобразованиями), которые показали хорошую работоспособность 
в условиях взаимной некоррелированности помех в каналах.
Для преодоления непараметрической априорной неопределенно‑
сти отношение мощности помеха–формирующий шум в компенсато‑
ре необходимо выбирать в диапазоне –15…–20 дБ.
Предложены 3 способа устранения влияния неидентичности ка‑
налов на качество компенсации помех и способы борьбы: путем вве‑
дения в компенсационный канал нормировочного выравнивающего 
коэффициента с установкой равных значений мощности формиру‑
ющего шума для обоих каналов; оценки отношения мощности сиг‑
нал–помеха с установкой мощности формирующего шума в сигналь‑
ном канале; введения в компенсационный канал дополнительного 
адаптивного фильтра. Показано, что первые два способа являются 
тождественными, третий можно применять при неперекрытии по ча‑
стоте сигнала и помехи.
Включение корректирующего фильтра на выход модельного ком‑
пенсатора дает существенное снижение проигрыша оптимальному ви‑
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неровскому фильтру. Вместе с тем использование корректирующего 
фильтра при входных отношениях мощности сигнал–помеха менее 
–10 дБ нецелесообразно, т. к. в этом диапазоне влияние корректиру‑
ющего фильтра минимально.
Для выделения бинарных сигналов целесообразно применять вейв‑
лет‑компенсатор. Однако в отличие от обычного модельного компен‑
сатора он чувствителен к минимальной длительности импульса.
Векторно‑матричный компенсатор помех работоспособен при вы‑
делении непрерывного и импульсного процессов на фоне белого га‑
уссова шума или импульсной помехи. Дисперсия ошибки фильтра‑
ции стремится при размерности фильтра более 100 к неустранимой 
ошибке Винера. Коэффициент неравенства СКО по‑разному влияет 
на дисперсию ошибки фильтрации в зависимости от интенсивности 
импульсного сигнала: чем меньше λП, тем чувствительнее дисбаланс 
уровней мощностей в каналах.
контрольные вопросы к главе 4
1. Назовите основные достоинства компенсаторов на основе фор‑
мирования моделей.
2. Чему равна задержка адаптивного фильтра при формировании 
сигналоподобного процесса? Подумайте почему.
3. Запишите корреляционную матрицу входного сигнала — гаус‑
совско‑марковский процесс (с полосой α) в смеси с белым га‑
уссовым шумом. Считать дисперсии обоих процессов единич‑
ными.
4. Нарисуйте импульсную характеристику адаптивного фильтра 
формирователя модели сигнала, если отношение мощности 
сигнал–формирующий шум много больше единицы, а число 
весовых коэффициентов 8.
5. Запишите формулу результирующего коэффициента передачи 
модельного компенсатора помех при фильтрации гауссовско‑
марковского процесса (с полосой α), имеющего спектральную 
плотность мощности (П1.3). Помеха — белый гауссовый шум 
с дисперсией σ 2. Отношение мощности помех к мощности фор‑
мирующего шума в сигнальном и компенсационном каналах 
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принять равным (q21 = q22). Значение q21 и q22 установить много 
меньше единицы.
6. Составьте корреляционную матрицу смеси двух белых гауссо‑
вых шумов единичной дисперсии.
7. Как влияет неравномерность СКО в каналах компенсатора? 
Объясните почему.
8. Какая наиболее опасная по ширине полосы помеха для рабо‑
ты модельного компенсатора помех?
9. Как вы понимаете термин «слепое подавление помех» в кон‑
тексте формирования моделей сигналов и помех?
10. Из каких соображений необходимо выбирать ширину окна 
вейвлет‑преобразования входных сигналов?
11. Как влияет ширина частотной полосы выделяемого сигнала 
на размерность фильтра векторно‑матричного компенсатора 
помех?
12. Как изменится дисперсия ошибки фильтрации при использо‑
вании векторно‑матричного компенсатора, если квадрат коэф‑
фициента неравенства СКО помех в каналах равен 0,1; вход‑





1. информативные признаки распознавания сигналов 
в биспектральной области
Цели и задачи работы
Целью работы является изучение информативных признаков и ре‑
шающих правил при распознавании сигналов, а также использование 
спектрального и биспектрального методов в данной задаче.
Основная задача работы — ознакомление с формированием ин‑
формативных признаков и практикой решения данной задачи в спек‑
тральной и биспектральной областях.
описание лабораторной установки
Работа выполняется в программном пакете Matlab 8.5 (R2015a).
Лабораторная установка реализована в модуле Simulink (рис. 1) 
и состоит из блоков формирования, преобразования и обработки сиг‑
налов, индикаторов параметров, дисплеев диаграмм и спектрограмм.
Данная схема представляет собой систему, в которой реализована 
возможность выбора типа исходного сигнала с дальнейшим его ана‑
лизом в спектральной и биспектральной областях. Модель включает 
средства наблюдения за выходными параметрами, такими как графи‑
ки спектров и биспектров, а также евклидовы расстояния между вы‑
ходными и идеальными спектрами и биспектрами, которые позволя‑
ют оценивать правильность работы системы и ее эффективность.
Формирование входных сигналов происходит при помощи бло‑
ков с соответствующими названиями, а именно «Амплитудно‑ма‑
нипулированный сигнал», «Амплитудно‑модулированный сигнал», 
«Частотно‑модулированный сигнал» и «Фазомодулированный сиг‑
нал». Далее идет блок переключателей для выбора сигнала. После это‑




























1. Информативные признаки распознавания сигналов в биспектральной области
присутствует блок ОСШ, который предназначен для расчета ОСШ 
входного сигнала.
Формирование спектра происходит при помощи блоков Buffer1, 
FFT и Buffer2. Блок Buffer2 выполняет роль накопителя для возмож‑
ности дальнейшего усреднения биспектра. За оценку биспектраль‑
ной плотности отвечают блоки Spectr to Bispectr. В них формируются 
биспектр сигнала с аддитивным гауссовым шумом и биспектр шума. 
Для получения биспектра чистого сигнала производится вычитание 
биспектра шума из биспектра смеси сигнала с шумом.
Далее строятся графики (рис. 2), с помощью блоков GOut1 и GOut2. 
Имеется возможность отключить построение графиков с помощью со‑
ответствующего переключателя между блоками. В блоке GOut3 прово‑
дится расчет евклидова расстояния между идеальными и зашумлен‑
ными спектрами и биспектрами сигналов.
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В данной работе в качестве информативного признака использу‑
ется биспектр сигнала определенного типа.
Требуется:
•	 повторить теорию формирования биспектра;
•	 изучить основные свойства биспектра;
•	 рассчитать биспектральную плотность и построить графики для 
амплитудно‑манипулированного, амплитудно‑модулированно‑
го, частотно‑модулированного и фазомодулированного сигналов;
•	 пользуясь справочным материалом [120], выполнить следую‑
щие задачи классификации.
Задача 1. Используя евклидово расстояние, выполнить кластери‑
зацию образов:
•	 образы: учебно‑методический материал;
• признаки: количество страниц, количество картинок, количе‑
ство таблиц, средняя длина слова;
• класс «учебное пособие»: (200,50,0,4), (150,37,0,5);
• класс «учебник»: (400,15,90,8), (500,3,105,7);
• класс «курс лекций»: (80,200,5,6), (100,198,4,7).
Задача 2. Используя алгоритм К‑средних [121], выполнить класте‑
ризацию образов:
•	 образы: погода на сутки (летом);
• признаки: количество часов с дождем, количество солнечных 
часов, средняя температура воздуха, количество детей во дво‑
ре днем, скорость ветра;
• класс «хорошая погода»: (0,17,25,15,2), (1,16,24,13,3), 
(1,17,23,15,2);
• класс «плохая погода»: (20,0,18,1,7), (17,2,18,0,8), (18,1,19,2,7).
Задача 3. Используя расстояние Хэмминга, выполнить кластери‑
зацию образов:
•	 образы: одежда;
• признаки: длина рукава, количество пуговиц, длина изделия;
• класс «футболка»: (15,0,60), (20,0,70);
• класс «рубашка»: (50,8,60), (60,9,60), (55,8,70);
• класс «летняя рубашка»: (15,6,60), (20,8,70), (20,7,65);
• класс «халат»: (15,9,120), (20,10,130), (25,9,115).
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1. Информативные признаки распознавания сигналов в биспектральной области
Экспериментальная часть
Необходимо выполнить действия в следующем порядке:
1. Перед запуском компьютерной модели inf_priznaki следует в глав‑
ном меню Simulation выбрать подкоманду Configuration Parameters и за‑
дать параметр окончания моделирования Stop time равный 0,512·300 с, 
а параметр Type установить с помощью Variable-step.
2. Загрузить компьютерную модель inf_priznaki.
3. С помощью соответствующих переключателей выбрать в каче‑
стве сигнала амплитудно‑манипулированный сигнал.
4. Установить параметр Variance блока Gaussian Noise равным 0,5.
5. Включить отображение графиков, повернув переключатель в по‑
ложение «Показать графики».
6. Провести моделирование работы лабораторной установки, на‑
жав в верхней части окна иконку «►». При необходимости остановить 
моделирование можно с помощью кнопки «■».
7. Визуально изучить полученные графики, при необходимости 
скопировать для отчета, затем закрыть все окна с графиками.
8. Записать в таблицу значение ОСШ и соответствующие ему ев‑
клидовы расстояния для спектра и биспектра.
9. Изменить ОСШ с шагом около 1–2 дБ, увеличивая пара‑
метр Variance блока Gaussian Noise и повторить внесение данных в та‑
блицу. Необходимо получить данные для не менее 10 точек.
10. Повторить пункты 3–9 для каждого типа сигнала.
оформление отчета
Примерная структура отчета приведена в прил. 2. Отчет должен со‑
держать зависимости евклидова расстояния между идеальными и за‑
шумленными спектрами и биспектрами от ОСШ для различных типов 
сигналов, а также расчетные результаты домашнего задания.
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2. непараметрические алгоритмы обнаружения сигналов 
на фоне помех
Цели и задачи работы
Цель работы — изучить основные разновидности непараметри‑
ческих (слепых) методов обнаружения импульсного сигнала с неиз‑
вестным временем прихода на фоне помех с симметричным (гауссов‑
ским) распределением.
Основная задача — сравнить непараметрические (знаковый и ли‑
нейный) алгоритмы обнаружения полезного сигнала со слепыми на ос‑
нове кумулянтов высших порядков.
описание лабораторной установки
Работа выполняется в программном пакете Matlab (версия R2015a). 
Принято допущение о том, что предварительно оценен период сле‑
дования импульсов, но время появления обнаруживаемого импульса 
в периоде неизвестно и случайно. Помеха — белый гауссов шум и шум 
с равномерным распределением.
Общая схема моделирования приведена на рис. 3. Лабораторная 
установка реализована в модуле Simulink и представляет собой набор 
обнаружителей сигнала, в которых реализованы непараметрические 
алгоритмы обработки. Установка позволяет получать зависимости 
вероятности ошибки распознавания сигнала (1 или 0) от различных 
параметров. Она состоит из источника сигнала и шума, измерителей 
различных статистик, линий задержек, формирователей порогов, фор‑
мирователей импульсов, анализаторов ошибок и индикаторов резуль‑
татов измерений и дисплея.
Работа схемы (рис. 3) представляет собой вычисление соответству‑
ющих статистик (блоки «Знаковый алгоритм», «Линейный алгоритм», 
«Измеритель кумулянта 4‑го порядка», «Измеритель кумулянта 3‑го 
порядка»), а затем формирование (при превышении порога) на их ос‑
нове импульсов сообщения с помощью D‑триггера (рис. 4). Если по‑
рог не превышен, то на выходе триггера устанавливается 0.
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Рис. 4. Формирователь импульсов в пакете Simulink
Отношение сигнал‑шум, тип помехи (переключатель 
Uniform/WGN), тип задержки (переключатель Rand delay/Det delay), 
длительность импульсов и время наблюдения устанавливаются в бло‑
ке, приведенном на рис. 5.
Рис. 5. Формирователь сигнала и гауссова  
(или с равномерным распределением) шума в пакете Simulink
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2. Непараметрические алгоритмы обнаружения сигналов на фоне помех
Алгоритмы на основе кумулянтов 3‑ и 4‑го порядков в Simulink 
изображены на рис. 6 и 7 соответственно.
Лабораторная установка позволяет получить зависимости вероят‑
ности ошибки приема импульса от отношения мощности сигнал–шум 
и от скважности при разных помехах с симметричным распределени‑
ем. Помехи выбираются с помощью переключателя: белый гауссов 
шум — положение WGN, помеха с равномерным распределением — 
положение Uniform.
Измерения проводятся на одном периоде нормализации K = 1. 
Время появления импульса можно задавать случайным (переключа‑
тель в положении Rand delay) или детерминированным, т. е. посто‑
янным от периода к периоду (переключатель в положении Det delay).
домашнее задание
В работе для обнаружения импульсного сигнала на фоне помех с га‑
уссовским и равномерным распределениями используются два непара‑
метрических и два слепых алгоритма. Достоинством этих алгоритмов 
является их инвариантность к задержке сигнала и априорная неопре‑
деленность относительно типа распределения помехи.
Требуется:
•	 изучить теоретическую часть по непараметрической обработ‑
ке сигналов;
•	 используя выражения средней вероятности ошибки (1.13), 
(1.16), (1.17), (3.32) при приеме импульса с неизвестным вре‑
менем прихода, построить:
— зависимость pош от скважности Q с параметрами q = 5 дБ 
и Tн = 40 для гауссовой помехи;
— зависимости pош от отношения мощности сигнал–помеха 
с параметрами Q = 40 и Tн = 40 (400, 4000 отсчетов) для га‑
уссовой помехи;
— зависимость pош от времени наблюдения при использовании 
с параметрами Q = 10 и q = 10 дБ для гауссовой помехи;
•	 оценить значения Q, при которых зависимость pош принимает 
максимум и минимум;
•	 определить порог принятия решения для всех алгоритмов при 













































































































2. Непараметрические алгоритмы обнаружения сигналов на фоне помех
Экспериментальная часть
Необходимо выполнить следующие действия:
1. Перед запуском Simulink установить текущую папку, где нахо‑
дится компьютерная модель NonParamAlg.
2. Загрузить компьютерную модель NonParamAlg.
3. В главном меню выбрать подкоманду Configuration Parameters 
и задать параметр окончания моделирования Stop time равный 4·10 5 
при Тн = 40; 4·10 6 при Тн = 400; 10·10 6 при Тн = 4000, а параметр Type 
установить с помощью Variable-step.
4. Установить отношение сигнал–помеха, скважность импульсов 
и период наблюдения, путем двойного нажатия на блок Источник сиг-
нала и шума.
5. Установить тип помехи и задержки; нажать стрелку на блоке Ис-
точник сигнала и шума и, войдя в модель, установить переключатели 
Uniform/WGN и Rand delay/Det delay в нужное положение.
6. Провести моделирование работы лабораторной установки, на‑
жав в верхней части окна иконку «►». Остановить моделирование мож‑
но с помощью кнопки «■».
7. Снять зависимости вероятности ошибки от отношения мощности 
сигнал–шум в диапазоне от –10 до 30 дБ для линейного и знакового алго‑
ритмов, алгоритмов на основе статистики 3‑го и 4‑го порядка при скваж‑
ности импульсов Q = 40 и времени наблюдения 40 отсчетов; длина вы‑
борки — 4·10 5 отсчетов; помеха гауссова; задержка детерминированная.
8. Снять зависимости вероятности ошибки от отношения мощно‑
сти сигнал–шум в диапазоне от –10 до 20 дБ для линейного и знако‑
вого алгоритмов, алгоритмов на основе статистики 3‑го и 4‑го порядка 
при скважности импульсов Q = 40 и времени наблюдения 400 отсче‑
тов; длина выборки — 4·10 6 отсчетов; помеха гауссова; задержка де‑
терминированная.
9. Снять зависимость вероятности ошибки от отношения мощно‑
сти сигнал–шум в диапазоне от –10 до 20 дБ для линейного и знако‑
вого алгоритмов, алгоритмов на основе статистики 3‑го и 4‑го порядка 
при скважности импульсов Q = 40 и времени наблюдения 4000 отсче‑
тов; длина выборки — 10·10 6 отсчетов; помеха гауссова; задержка де‑
терминированная.
10. Снять зависимость вероятности ошибки от скважности им‑
пульсов Q в диапазоне от 1 до 40 для алгоритмов на основе статисти‑
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ки 3‑го и 4‑го порядка при q = 5 дБ и Tн = 40; длина выборки — 4·10 5 
отсчетов; помеха гауссова; задержка детерминированная.
11. Выполнить пп. 7–10 для случайной задержки импульсов.
12. Выполнить пп. 7–10 для помехи с равномерным распределе‑
нием.
13. Определить доверительный интервал измерений для алгорит‑
мов на основе статистик 3‑го и 4‑го порядка для соответствующего 
числа испытаний, периода наблюдения и отношений сигнал–шум, 
указанных в нижеприведенной форме. Заполнить нижеприведенную 
форму (помеха гауссова; задержка детерминированная; при каждом 
испытании необходимо менять начальные условия генерации помех пу‑
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мов на основе ста‑
тистик 3‑го и 4‑го 
порядка
4·10 5/10/20 дБ/40 ………/……… ………/……… ………/………
4·10 6/5/10 дБ/400 ………/……… ………/……… ………/………
10·10 6/5/7 дБ/4000 ………/……… ………/……… ………/………
Определить, попадает ли среднее значение pош в доверительный 
интервал ±3σ. Сравнить с расчетным значением для указанных алго‑
ритмов.
14. Для параметров в п. 13 снять пороги обнаружения и сравнить 
их с расчетными.
оформление отчета
Примерная структура отчета приведена в прил. 2. Отчет должен со‑
держать результат исследования зависимостей (теоретических и моде‑
лируемых) вероятности ошибки линейного и знакового алгоритмов, 
алгоритмов на основе статистики 3‑го и 4‑го порядка от скважности 
импульсов и отношения сигнал–шум при различных Тн, при случай‑
ной и детерминированной задержках, при гауссовой помехе.
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Отдельно на одном графике изобразить моделируемые зависимо‑
сти для помех с гауссовским и равномерным распределениями при де‑
терминированной задержке. Сравнить их.
Включить в отчет заполненную форму, приведенную на с. 155. Сде‑
лать выводы по всем полученным зависимостям.
3. подавление помех с использованием алгоритмов 
слепого выделения сигналов
Цели и задачи работы
Цель работы состоит в том, чтобы изучить методы слепого подавле‑
ния помех с использованием алгоритмов слепого выделения сигнала 
на основе статистик высших порядков и использования нейронной сети.
Основная задача работы — сформировать навыки использования 
методов подавления помех, а также изучить влияние параметров ал‑
горитмов слепого выделения на эффективность подавления помех 
и фильтрации полезных сигналов.
описание лабораторной установки
Работа выполняется в программном пакете Matlab (версия R2015a) 
и состоит из двух частей: первая часть по теме «Компенсационный ме‑
тод слепого подавления негауссовых помех при выделении гауссовых 
сигналов», вторая — по теме «Фильтрационный метод слепого пода‑
вления гауссовых помех при выделении импульсных сигналов».
Общая схема моделирования приведена на рис. 8 и 9.
Компенсационный метод слепого подавления негауссовых 
помех при выделении гауссовых сигналов
Лабораторная установка по теме реализована в модуле Simulink 
и представляет собой набор алгоритмов слепого выделения негауссо‑
вых сигналов, фильтрующих негауссовые помехи. Затем происходит 
их удаление из смеси с сигналом. Перед слепым выделением проис‑
ходит обеление смеси.
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Установка состоит из источника сигнала и шума, измерителей раз‑
личных статистик, канала смешивания сигналов, блока обеления, ал‑
горитмов слепого выделения, блоков удаления помехи, измерителей 
СКО и отношения мощности сигнал–помеха на выходе, индикаторов 
результатов измерений и дисплеев.
Работа схемы (см. рис. 8) представляет собой формирование гаус‑
совско‑марковского полезного сигнала и 3 видов помех — квадратич‑
ный гауссовский (УНП^2), пуассоновский процесс (Poisson Generator), 
процесс с равномерным распределением (Uniform Noise Generator). 
Выбор помехи производится с помощью двух переключателей («По‑
меха1» и «Помеха2»). Затем сигнал с помехой смешиваются в блоке 
Mixing с параметром смешивания σ (см. формулу (2.9)). Далее по двум 
каналам смеси подаются на блок обеления (Whitening), после чего с по‑
мощью соответствующих алгоритмов типа FastICA, KuicNet, AbsKurt 
выделяется негауссова помеха, которая вычитается из смеси в блоке 
Deflation. Для гарантированной сходимости градиентных алгоритмов 
KuicNet и AbsKurt можно задавать параметр mu внутри каждого блока 
(выделено красным цветом). Оценка отношения сигнал–шум на выхо‑
де проводится с помощью измерителей SD_Ratio. Дисплей «Эпюры» 
отображает временные диаграммы (сверху вниз) полезного сигнала, 
отфильтрованные алгоритмами FastICA, KuicNet, AbsKurt сигналы. 
Дисплей Convergence Time Scope предназначен для показа сходимо‑
сти алгоритмов.
Фильтрационный метод слепого подавления гауссовых помех 
при выделении импульсных сигналов
Лабораторная установка реализована в модуле Simulink и пред‑
ставляет собой два алгоритма слепого выделения негауссовых сигна‑
лов, основанных на статистиках 3‑го и 4‑го порядков. Перед слепым 
выделением происходит обеление смеси. Блок удаления отсутствует 
по причине выделения негауссова сигнала и отсутствия необходимо‑
сти удалять его из смеси с помехой.
Установка состоит из источников сигнала и шума, измерителей 
различных статистик, канала смешивания сигналов, блока обеления, 
алгоритмов слепого выделения, блоков вычитания, измерителей СКО 
и отношения мощности сигнал–помеха на выходе, индикаторов ре‑
зультатов измерений и дисплеев.
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Работа схемы (см. рис. 9) представляет собой формирование пуас‑
соновского полезного сигнала (Poisson Generator) и гауссовой поме‑
хи (Gaussian Noise Generator). Затем сигнал с помехой смешиваются 
в блоке Mixing с параметром смешивания σ (см. формулу (2.9)). Далее 
по двум каналам смеси подаются на блок обеления (Whitening), после 
чего с помощью алгоритмов FastICA и Max3Mom выделяется негаус‑
сов сигнал. Знак асимметрии сигнала задается внутри блока Max3Mom 
(выделено красным цветом). Оценка отношения сигнал–шум на выхо‑
де проводится с помощью измерителей СКО. Дисплей «Эпюры» Scope 
отображает временные диаграммы (сверху вниз) полезного сигнала, 
отфильтрованные алгоритмами FastICA, и Max3Mom, зашумленный 
сигнал. Дисплей Convergence Time Scope предназначен для показа схо‑
димости алгоритмов.
домашнее задание
В работе для слепого подавления помех используются четыре ал‑
горитма слепого выделения сигналов, которые способны работать при 
априорной неопределенности относительно распределений сигналов 
и помех за исключением предположений о различии эксцессов или 
асимметрий сигнала и помехи.
Требуется:
•	 рассчитать асимметрию и эксцесс процесса Пуассона при 
λП = 0,15; 1; 10;
•	 записать формульное выражение эксцесса процесса с равно‑
мерным распределением, нулевым математическим ожидани‑
ем и дисперсией σ 2;
•	 вычислить собственные и взаимные моменты 3‑го и 4‑го по‑
рядка смесей по формулам (2.11) и (2.16), если выделяется про‑
цесс Пуассона с интенсивностями λП = 0,15; 1; 10 и σ = 0,7;
•	 определить число обусловленности матрицы Гессе, если выде‑
ляемый процесс имеет эксцессы равные 10; 6,6; 3,3; 2; 1; 0,1; 
0,01. Используется алгоритм FastICA. Результат занести в та‑
блицу;
•	 по матрице смешивания H вычислить отношение мощности 
сигнал–помеха в двух каналах смешивания при σ = 0,85; 0,8; 





Компенсационный метод слепого подавления негауссовских 
помех при выделении гауссовских сигналов
Необходимо выполнить следующие действия:
1. Перед запуском Simulink установить текущую папку, где нахо‑
дится компьютерная модель BlindComp.
2. Загрузить компьютерную модель BlindComp.
3. В главном меню выбрать подкоманду Configuration Parameters 
и задать параметр окончания моделирования Stop time равный 300, 
а параметр Type установить с помощью Variable-step.
4. Выбрать с помощью переключателей «Помеха1» и «Помеха2» 
тип помехи. В блоке Mixing установить параметр σ.
5. Путем двойного нажатия на блок Poisson Generator войти в меню 
и установить интенсивность λП. Аналогично установить ширину по‑
лосы сигнала α в блоках «Гауссово‑марковский процесс» и «УНП^2»; 
установить центральную частоту ω0 в блоке «УНП^2».
6. Провести моделирование работы лабораторной установки, на‑
жав в верхней части окна иконку «►». Остановить моделирование мож‑
но нажатием кнопки «■».
7. Снять зависимости отношения мощности сигнал–помеха на вы‑
ходе q от параметра σ в диапазоне от 0,85 до 0,5 при разных алгоритмах 
слепого выделения гауссовско‑марковского сигнала (α = 0,1) на фоне 
негауссовского узкополосного процесса 20 (ω0 = π/16, α = 0,1).
8. Снять зависимости отношения мощности сигнал–помеха на вы‑
ходе q от величины эксцесса помехи в диапазоне от 10 до 0,01 при раз‑
ных алгоритмах слепого выделения гауссовско‑марковского сигнала 
(α = 0,1) на фоне процесса Пуассона при σ = 0,7.
9. Снять зависимости отношения мощности сигнал–помеха на вы‑
ходе q от параметра σ в диапазоне от 0,85 до 0,5 при разных алгоритмах 
слепого выделения гауссовско‑марковского сигнала (α = 0,1) на фоне 
процесса Пуассона (с интенсивностью λП = 0,15).
10. Снять зависимости отношения мощности сигнал–помеха 
на выходе q от параметра σ в диапазоне от 0,85 до 0,5 при разных ал‑
20 Эксцесс равен 10,9.
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горитмах слепого выделения гауссовско‑марковского сигнала (α = 0,1) 
на фоне широкополосного равномерного процесса.
11. С дисплея Convergence Time Scope зарисовать средний квадрат 
ошибки воспроизведения гауссовско‑марковского процесса на фоне 
процесса Пуассона, полученный с помощью алгоритма FastICA (си‑
няя линия), KuicNet (зеленая линия) и AbsKurt (красная линия) при 
следующем наборе параметров: σ = 0,7 и λП = 0,1; σ = 0,7 и λП = 0,15; 
σ = 0,65 и λП = 0,15. Записать расчетный и измеренный эксцесс поме‑
хи. Зафиксировать время адаптации для всех алгоритмов.
Фильтрационный метод слепого подавления гауссовых помех 
при выделении импульсных сигналов
Необходимо выполнить следующие действия:
1. Перед запуском Simulink установить текущую папку, в которой 
находится компьютерная модель BlindFilter.
2. Загрузить компьютерную модель BlindFilter.
3. В главном меню выбрать подкоманду Configuration Parameters 
и задать параметр окончания моделирования Stop time равный 500, 
а параметр Type установить с помощью Variable-step.
4. В блоке Mixing установить параметр σ.
5. Путем двойного нажатия на блок Poisson Generator войти в меню 
и установить интенсивность λП.
6. Провести моделирование работы лабораторной установки, на‑
жав в верхней части окна иконку «►». Остановить моделирование мож‑
но путем нажатия кнопки «■».
7. Снять зависимости выигрыша G21 от отношения сигнал–поме‑
ха на входе при разных алгоритмах слепого выделения процесса Пу‑
ассона на фоне белого гауссова шума (при λП = 0,15).
8. Снять зависимости выигрыша G от интенсивности λП при раз‑
ных алгоритмах слепого выделения процесса Пуассона на фоне бело‑
го гауссова шума (при σ = 0,7).
9. С дисплея Convergence Time Scope зарисовать средний квадрат 
ошибки воспроизведения процесса Пуассона, полученный с помо‑
щью алгоритма FastICA (зеленая линия) и Max3Mom (синяя линия) 
21 Определяется как разность отношений мощности сигнал–помеха на выходе 
и на входе в децибелах.
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при следующих параметрах: σ = 0,57 и λП = 0,15; σ = 0,6 и λП = 0,15; 
σ = 0,7 и λП = 0,15. Записать расчетный и измеренный эксцесс поме‑
хи. Зафиксировать время адаптации для всех алгоритмов.
оформление отчета
Примерная структура отчета приведена в прил. 2. Отчет должен 
содержать результаты исследования фильтрационных и компенсаци‑
онных методов слепого подавления помех на основе алгоритмов сле‑
пого выделения сигналов:
•	 компенсационный метод:
— табличные и графические зависимости отношения мощно‑
сти сигнал–помеха на выходе q от параметра σ для алгорит‑
мов FastICA, KuicNet и AbsKurt и всех исследуемых помех;
— табличные и графические зависимости отношения мощно‑
сти сигнал–помеха на выходе q от величины эксцесса по‑
мехи Пуассона для алгоритмов FastICA, KuicNet и AbsKurt;
— зависимость среднего квадрата ошибки от времени;
•	 фильтрационный метод:
— табличные и графические зависимости выигрыша G от отно‑
шения сигнал–помеха на входе и интенсивности λП при раз‑
ных алгоритмах слепого выделения (Max3Mom, FastICA) 
процесса Пуассона на фоне белого гауссова шума;
— зависимости среднего квадрата ошибки от времени.
Сделать выводы по всем полученным зависимостям.
4. компенсация помех на основе биспектрального 
преобразования сигналов
Цели и задачи работы
Целью работы является исследование влияния некоррелирован‑
ных гауссовых помех в каналах адаптивного компенсатора с биспек‑
тральной обработкой. Также проводится сравнение влияния данных 
помеховых воздействий на компенсатор, функционирующий в би‑
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спектральной области, с аналогичным по структуре компенсатором 
в спектральной области.
Основная задача работы — ознакомление с теорией и практикой 
адаптивной фильтрации в спектральной и биспектральной областях.
описание лабораторной установки
Работа выполняется в программном пакете Matlab (версия R2015a) 
и состоит из двух частей: первая часть по теме «Компенсация в спек‑
тральной области», вторая — по теме «Компенсация в биспектраль‑
ной области».
компенсация в спектральной области
Лабораторная установка реализована в модуле Simulink (рис. 10) 
и состоит из блоков формирования, преобразования и обработки сиг‑
налов, индикаторов параметров, дисплеев диаграмм и спектрограмм.
Данная схема представляет собой систему адаптивной компенса‑
ции помех с источниками шума в каналах и полезным сигналом, па‑
раметры которых можно изменять в широких пределах. Также схема 
включает средства наблюдения за выходными параметрами, которые 
позволяют оценивать правильность работы системы и ее эффектив‑
ность.
Формирование полезного сигнала происходит при помощи блоков 
Bernoulli Binary Generator, Pulse Generator и Switch. Блок Bernoulli Binary 
Generator представляет собой генератор псевдослучайной бинарной 
последовательности с распределением Бернулли.
Далее следует формирование помехового сигнала для входного 
и эталонного каналов компенсатора при помощи блока Rayleigh Noise 
Generator 1. Данный элемент является генератором шума с распреде‑
лением Рэлея.
Формирование входного сигнала производится путем сложения 
в блоке суммирования чистого полезного сигнала и рэлеевского шума. 
Формирование эталонного сигнала производится путем сложения 
в блоке суммирования шума, присутствующего во входном сигнале 
и некоррелированного с ним рэлеевского шума, который генериру‑
ется блоком Rayleigh Noise Generator 2. Добавление рэлеевского шума 
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нале не имел полного совпадения с шумом в эталонном сигнале, одна‑
ко был с ним некоторым образом коррелирован. Это значит, что пара‑
метр Initial seed не должен совпадать с блоком Rayleigh Noise Generator 1.
Далее производится сложение сигналов в каждом из каналов с га‑
уссовым шумом. За формирование гауссова шума отвечают блоки 
Gaussian Noise Generator 1 и Gaussian Noise Generator 2. Для оценки па‑
раметров входного сигнала производится вычисление ОСШ для шума 
в каналах компенсатора.
После добавления в каналы некоррелированных шумов произ‑
водится накопление в буфер блоками Buffer 1 и Buffer 2 для каналов 
со входным сигналом и эталонным соответственно. Далее произво‑
дится процедура БПФ посредством блоков FFT 1 и FFT 2.
Адаптивная обработка производится с помощью нескольких бло‑
ков, отмеченных зеленым цветом. В них выполняются операции со‑
гласно выражению (3.18).
После этого сигнал поступает на блок IFFT, который производит 
обратное преобразование Фурье, переводя сигнал во временную об‑
ласть. Далее сигнал подается на блок Unbuffer, который из последова‑
тельности массивов отсчетов формирует непрерывный сигнал, а в бло‑
ке Complex to Real-Imag разделяется на реальную и мнимую части.
После сглаживания сигнал через буфер величиной, равной длине 
посылки информационного сигнала, поступает на вход блока Demod. 
Данный компонент является простым демодулятором, функциониру‑
ющим по принципу порогового детектора. Порог выставляется вруч‑
ную и подается на вход TH в виде константы. При выборе порогового 
значения можно руководствоваться результатом вычисления, полу‑
ченным с помощью блока TH calculation. На выход out выводится ин‑
формационная последовательность, полученная в результате демоду‑
ляции. На выход ENV подается огибающая сигнала.
Блок Error Rate Calculation является анализатором ошибок и пред‑
назначен для вычисления вероятности ошибки. На вход Tx подается 
исходная информационная последовательность, а на вход Rx — по‑
следовательность, полученная на выходе демодулятора. Выходная 
информация отображается в блоке Display. Анализатор ошибок вы‑
полняет подсчет общего числа принятых символов (нижний инди‑
катор дисплея), число ошибочных символов (средний индикатор 
дисплея) и вероятность ошибки приема символа (верхний индика‑
тор дисплея).
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Блок Scope служит для отображения осциллограмм сигналов. Здесь 
отображены сверху вниз выходной сигнал на выходе системы, вход‑
ной сигнал с шумами до фильтрации, исходный амплитудно‑манипу‑
лированный сигнал, огибающая выходного сигнала.
Компенсация в биспектральной области
Лабораторная установка по теме реализована в модуле Simulink 
(рис. 11) и состоит из блоков формирования сигналов, преобразова‑
ния, обработки, индикаторов параметров, дисплеев диаграмм и спек‑
трограмм.
Формирование сигнала производится аналогично тому, как это реа‑
лизовано в предыдущей части лабораторной работы. Оценка ОСШ в ка‑
налах компенсатора также производится аналогичными средствами.
После добавления в каналы некоррелированных шумов произ‑
водится накопление в буфер с помощью блоков Buffer 1 X и Buffer 1 Y 
со входного и эталонного сигналов соответственно. Параметры данных 
блоков идентичны — Output buffer size (per channel): 256 — выходной 
размер буфера N в отсчетах. Данный параметр соответствует перио‑
ду модулируемого сигнала на входе и определяет период БПФ в даль‑
нейшей процедуре биспектрального оценивания по прямому методу. 
Остальные параметры блока берутся по умолчанию, как и для всех 
блоков буфера в этой модели.
После буфера производится вычитание из сигналов их СКО, ко‑
торое вычисляется с помощью блоков RMS X и RMS Y.
Далее производится накопление в буфер, величина которого опре‑
деляется как произведение периода БПФ N и количества усреднений 
биспектра M. В описываемой системе количество усреднений M = 50. 
Соответственно размер буфера N·M = 12800.
По умолчанию устанавливается M периодов БПФ входного сигнала 
и столько же периодов эталонного сигнала в одном массиве на выходах 
Buffer 2 X и Buffer 2 Y. Массив отсчетов входного сигнала, преобразо‑
ванного в частотную область, поступает на блок Spectr to Bispectr, в ко‑
тором производится N оценок биспектра с последующим усреднени‑
ем, для получения на выходе одной усредненной оценки биспектра. 
На блок Adapt filter поступают массивы отсчетов входного и эталонно‑
го сигналов, преобразованных в частотную область. Далее, согласно 
выражению для коэффициента передачи (3.25), находятся N взаимных 
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Компенсация в спектральной области
биспектральных оценок входного и эталонного сигналов с последую‑
щим усреднением и вычисляется биспектр оценки помехи, который 
подается на выход блока. Впоследствии производится вычитание это‑
го биспектра из биспектра входного сигнала.
Блоки Spectr to Bispectr и Adapt filter по сути являются функциями 
MATLAB и содержат внутри себя программный код. Биспектральная 
оценка в этих алгоритмах производится по следующей формуле:
 B i k k S i k S k S i        , .*
Взаимные биспектры определяются следующими соотношениями:
 B i k k S i k S k S ixxy x x y        , ,*
 B i k k S i k S k S iyyx y y x        , ,*
где Sx — спектральная плотность входного сигнала; Sy — спектральная 
плотность эталонного сигнала.
Пример биспектра сигнала после компенсации изображен 
на рис. 12.
Рис. 12. Биспектр сигнала на выходе компенсатора
Далее скомпенсированный сигнал поступает на блок Bisp to ASpec, 
в котором производится восстановление амплитудного спектра из би‑
спектра с использованием рекурсивного алгоритма (3.6). Блок Bisp to 
ASpec так же, как и предыдущие два блока, реализован в виде функ‑
ции MATLAB.
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4. Компенсация помех на основе биспектрального преобразования сигналов
Полученный амплитудный спектр поступает на вход блока 
Complex to Magnitude-Angle. Вместе с ним туда поступает идеальный 
фазовый спектр исходного модулируемого прямоугольного сигнала.
Идеальный фазовый спектр формируется при помощи блоков Pulse 
generator 2, Buffer P, FFT2 и Complex to Magnitude-Angle. Размер буфера 
Buffer P аналогичен размеру буферов Buffer 1 X и Buffer 1 Y. Блок FFT 
формирует спектр, а блок Complex to Magnitude-Angle, предназначен‑
ный для разделения абсолютной и мнимой части сигнала, в данном 
случае выделяет фазовый спектр из полного спектра.
Восстановление полного спектра сигнала в блоке Complex to 
Magnitude-Angle производится согласно следующему известному со‑
отношению:
 S S ei S         ,
где S    — амплитудный спектр сигнала;  S   — фазовый спектр 
сигнала.
Далее восстановленный спектр сигнала поступает на блок IFFT, 
который производит обратное преобразование Фурье, переводя сигнал 
во временную область, затем сигнал поступает на блок Unbuffer, кото‑
рый из последовательности массивов отсчетов производит непрерыв‑
ный сигнал. Далее сигнал поступает на блок Complex to Real-Imag, пред‑
назначенный для разделения сигнала на реальную и мнимую часть.
Реальная часть сигнала поступает на вход блока Gaussian Filter, 
который используется для сглаживания выходного сигнала. Пара‑
метр Input samples per symbol (N) выставляется равным длине импуль‑
са прямоугольного сигнала на входе системы.
После сглаживания сигнал через буфер величиной, равной длине 
посылки информационного сигнала, поступает на вход блока Demod. 
Данный компонент является простым демодулятором, функциониру‑
ющим по принципу порогового детектора. Порог выставляется вруч‑
ную и подается на вход TH в виде константы. При выборе порогового 
значения можно руководствоваться результатом вычисления, полу‑
ченным с помощью блока TH calculation. На выход out выводится ин‑
формационная последовательность, полученная в результате демоду‑
ляции. На выход ENV подается огибающая сигнала.
Блок Error Rate Calculation является анализатором ошибок и пред‑
назначен для вычисления вероятности ошибки. На вход Tx подается 
исходная информационная последовательность, а на вход Rx — по‑
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следовательность, полученная на выходе демодулятора. Выходная ин‑
формация отображается в блоке Display. Анализатор ошибок выпол‑
няет подсчет общего числа принятых символов (нижний индикатор 
дисплея), число ошибочных символов (средний индикатор дисплея) 
и вероятность ошибки приема символа (верхний индикатор дисплея).
Блок Scope служит для отображения осциллограмм сигналов. Здесь 
отображаются сверху вниз: выходной сигнал на выходе системы, чи‑
стый исходный амплитудно‑манипулированный сигнал, огибающая 
выходного сигнала и исходный сигнал с шумами до фильтрации.
домашнее задание
Адаптивные компенсаторы находят применение в таких устрой‑
ствах, как подавители электрического и акустического эха, эквалай‑
зеры (выравниватели) характеристик электрических и акустических 
каналов связи, адаптивные антенные и акустические решетки и др. 
В работе адаптивная фильтрация производится в спектральной и би‑
спектральной областях.
Требуется:
•	 изучить теоретическую часть по адаптивной фильтрации в ча‑
стотной и биспектральной областях;
•	 изучить основные свойства биспектра;
•	 записать формульное выражение плотности распределения рэ‑
леевского случайного процесса;
•	 привести формульное выражение и нарисовать амплитудный 
и фазовый биспектры одиночного прямоугольного импульса;
•	 записать выражение СКО на выходе адаптивного компенсато‑
ра через дисперсии сигнала и помехи и коэффициент взаим‑
ной корреляции помех в каналах. Влияния некоррелирован‑
ных шумов в каналах не учитывать.
Экспериментальная часть
Компенсация в спектральной области
Необходимо выполнить следующие действия:
1. Перед запуском компьютерной модели model_spectral следует 
в главном меню Simulation выбрать подкоманду Configuration Parameters 
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и задать параметр окончания моделирования Stop time равный 3697 с, 
а параметр Type установить с помощью Variable-step.
2. Загрузить компьютерную модель spectralANC.
3. Установить параметр Variance блоков Gaussian Noise Generator 1 
и Gaussian Noise Generator 2 равным 0,4. В дальнейшем при изменении 
этого параметра он должен иметь одинаковое значение в обоих блоках.
4. Провести моделирование работы лабораторной установки, на‑
жав в верхней части окна иконку «►», до момента вычисления ОСШ 
в каналах, и проследить, чтобы его значение было около 7 дБ. Если 
это не так, то добиться нужного значения можно, изменяя параметр, 
описанный в предыдущем пункте. Остановить моделирование мож‑
но с помощью кнопки «■».
5. Подобрать пороговое значение для блока Demod, проведя симуля‑
цию и дождавшись приема не менее 10 символов, количество которых 
отображается в блоке Display в третьей позиции. Подбор осуществить, 
пользуясь графиком блока Scope или руководствуясь результатом вы‑
числения блока TH calculation.
6. Провести полное моделирование. Должно быть принято не ме‑
нее 900 символов.
7. По индикатору Display определить значение вероятности ошиб‑
ки. Записать данное значение в паре с ОСШ.
8. Изменить ОСШ с шагом 2–3 дБ, повторяя пункты 4 и 5, и по‑
вторить пункты 6 и 7 необходимое количество раз, пока значение ве‑
роятности ошибки Рош не приблизится к 0,4.
Компенсация в биспектральной области
Необходимо выполнить следующие действия:
1. Перед запуском компьютерной модели model_bispectral следует 
в главном меню Simulation выбрать подкоманду Configuration Parameters 
и задать параметр окончания моделирования Stop time равный 11534 с, 
а параметр Type установить с помощью Variable-step.
2. Загрузить компьютерную модель bispectralANC.
3. Установить параметр Variance блоков Gaussian Noise Generator 
1 и Gaussian Noise Generator 2 равным 10. В дальнейшем при изменении 
этого параметра он должен иметь одинаковое значение в обоих блоках.
4. Провести моделирование работы лабораторной установки, на‑
жав в верхней части окна иконку «►», до момента вычисления ОСШ 
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в каналах, и проследить, чтобы его значение было около –7 дБ. Если 
это не так, то добиться нужного значения можно изменяя параметр, 
описанный в предыдущем пункте. Остановить моделирование мож‑
но с помощью кнопки «■».
5. Подобрать пороговое значение для блока Demod, проведя симуля‑
цию и дождавшись приема не менее 10 символов, количество которых 
отображается в блоке Display в третьей позиции. Подбор осуществить, 
пользуясь графиком блока Scope или руководствуясь результатом вы‑
числения блока TH calculation.
6. Провести полное моделирование. Должно быть принято не ме‑
нее 900 символов.
7. По индикатору Display определить значение вероятности ошиб‑
ки. Записать данное значение в паре с ОСШ.
8. Изменить ОСШ с шагом 2–3 дБ, повторяя пункты 4 и 5, и по‑
вторить пункты 6 и 7 необходимое количество раз, пока значение ве‑
роятности ошибки Рош не приблизится к 0,4.
оформление отчета
Примерная структура отчета приведена в прил. 2. Отчет должен со‑
держать зависимости вероятности ошибки приема от ОСШ в каналах 
адаптивного компенсатора для спектральной и биспектральной обра‑
ботки, а также расчетные результаты домашнего задания.
Сделать выводы по всем полученным зависимостям.
5. Модельный компенсатор помех
Цели и задачи работы
Цель работы состоит в том, чтобы изучить методы двухканальной 
компенсации помех на основе моделей зашумленного сигнала и по‑
мехи с использованием адаптивных фильтров и векторно‑матричных 
преобразований.
Основная задача работы — закрепить навыки использования мно‑
гоканальных компенсаторов в условиях, когда в основном и опорном 
каналах помехи взаимно некоррелированные и неизвестно время при‑
хода сигнала.
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5. Модельный компенсатор помех
описание лабораторной установки
Работа выполняется в программном пакете Matlab (версия R2015a) 
и состоит из двух частей: первая часть по теме «Слепая компенсация 
помех на основе формирования сигнальных и помеховых моделей», 
вторая — по теме «Компенсатор на основе векторно‑матричных пре‑
образований».
Слепая компенсация помех на основе формирования 
сигнальных и помеховых моделей
Лабораторная установка реализована в модуле Simulink (рис. 13) 
и состоит из блоков формирования сигналов и помех, канала установ‑
ки отношения сигнал–помеха и смешивания сигнала и помехи, изме‑
рителей взаимной корреляции, отношения сигнал–шум и дисперсии 
ошибки фильтрации, модельного компенсатора помех, переключа‑
телей, индикаторов параметров, дисплеев диаграмм и спектрограмм.
Работа схемы (рис. 13) представляет собой формирование моделей 
зашумленного сигнала и помехи на основе винеровской оценки. Для 
контроля взаимной некоррелированности помех в каналах установ‑
лен измеритель взаимной корреляции помех. Переключателями осу‑
ществляется выбор типа помехи — узкополосная нормальная помеха 
(УНП) и белый гауссов шум (БГШ). Дисплей Spectrum Scope с+п по‑
казывает спектральную плотность мощности зашумленного сигнала, 
Spectrum Scope out — выходного сигнала. Дисплей Scope показывает 
эпюры (сверху вниз) полезного сигнала, зашумленного сигнала, вы‑
ходного сигнала, помехи в компенсационном (опорном) канале. Ин‑
дикатор «Сигнал–помеха входа» отображает показания отношения 
мощности сигнал–помеха на входе компенсатора. Индикатор «Ошибка 
фильтрации МКП» показывает дисперсию ошибки фильтрации в де‑
цибелах, нормированную к дисперсии полезного сигнала.
Лабораторная установка позволяет получить зависимости дисперсии 
ошибки фильтрации от отношения мощности сигнал–помеха на вхо‑
де компенсатора, которое задается в блоке «Отношение сигнал–по‑
меха» (путем двойного нажатия на этот блок). Отношение мощности 
сигнал–формирующий шум q2 в децибелах, число коэффициентов адап‑
тивных фильтров и коэффициент адаптации устанавливаются в блоке 





























5. Модельный компенсатор помех
Сигнал в форме гауссовско‑марковского процесса, сформиро‑
ванный в соответствии с алгоритмом (П1.2) имеет единственный па‑
раметр — ширину полосы сигнала в герцах, которая устанавливается 
путем двойного нажатия на блок. Помеху в блоке УНП, сформирован‑
ную в соответствии с алгоритмом (П1.4), можно задать в форме гаус‑
совско‑марковского процесса, установив центральную частоту в 1 Гц 
или узкополосного нормального процесса, установив необходимую 
центральную частоту. Ширина полосы помехи устанавливается ана‑
логично полезному сигналу.
Компенсатор на основе векторно-матричных преобразований
Лабораторная установка реализована в модуле Simulink (рис. 14) 
и состоит из блоков формирования сигналов и помех, канала установ‑
ки отношения сигнал–помеха, неравенства в каналах (аттенюатор) 
и смешивания сигнала и помехи, векторно‑матричного компенсато‑
ра, отношения сигнал–шум и дисперсии ошибки фильтрации, дис‑
плея временных диаграмм.
Работа схемы (рис. 14) представляет собой формирование корре‑
ляционной матрицы и автокорреляционного вектора входного сигна‑
ла, а также автокорреляционного вектора помехи в компенсационном 
канале. Дисплей Scope показывает эпюры (сверху вниз) полезного сиг‑
нала, зашумленного сигнала и выходного сигнала. Индикатор «Сиг‑
нал‑помеха входа» отображает показания отношения мощности сиг‑
нал–помеха на входе компенсатора. Индикатор «Ошибка фильтрации 
Винера» показывает дисперсию ошибки фильтрации в децибелах, нор‑
мированную к дисперсии полезного сигнала.
Сигнал в форме телеграфного процесса имеет единственный па‑
раметр — интенсивность смены знака — λП, задаваемый путем двой‑
ного нажатия на блок Telegraph signal. Помеха — белый гауссов шум 
единичной дисперсии (блоки «БГШ Generator»).
домашнее задание
В работе для модельной компенсации помех исследуются два ме‑
тода — модельной компенсации помех и векторно‑матричной ком‑
пенсации помех, которые способны работать в условиях полной вза‑





























5. Модельный компенсатор помех
Требуется:
•	 изучить теоретическую часть по модельной и векторно‑матрич‑
ной компенсации помех;
•	 используя выражения для дисперсии ошибки фильтрации (4.11) 
при фильтрации гауссовско‑марковского процесса (α = 0,105) 
на фоне белого гауссова шума, построить:
— зависимости ε2( )t MKP  от отношения сигнал–формирующий 
шум q2 в каналах компенсатора при отношении мощности 
сигнал–помеха η = –10 дБ, η = –6 дБ, η = 0 дБ;
— зависимости ε2( )t MKP  от отношения сигнал–помеха η при 
q2 = –10 дБ;
•	 найти производную выражения (4.11) по q2 и вычислить зна‑
чение отношения сигнал–формирующий шум при η = –10 дБ, 
η = –6 дБ, η = 0 дБ; α = 0,105; результаты занести в таблицу;
•	 используя выражение (4.23), построить зависимость нормиро‑
ванной дисперсии ошибки фильтрации на выходе векторно‑
матричного компенсатора от размерности фильтра L при раз‑
ных значениях интенсивности симметричного телеграфного 
процесса λП = 0,005 и λП = 0,0005 и при η = –10 дБ;
•	 рассчитать минимальную дисперсию ошибки при бесконечном 
числе весовых коэффициентов фильтра по формуле (4.24) при 
разных значениях интенсивности симметричного телеграфного 
процесса λП =0,005 и λП =0,0005 при η = –10 дБ; нанести зна‑
чения на графики;
•	 рассчитать по формуле (4.28) зависимость нормированной дис‑
персии ошибки фильтрации на выходе векторно‑матричного 
компенсатора от коэффициента неравенства СКО помех в ка‑
налах при разных значениях интенсивности симметрично‑
го телеграфного процесса λП = 0,05, λП = 0,005 и λП = 0,0005; 




Слепая компенсация помех на основе формирования 
сигнальных и помеховых моделей
Необходимо выполнить следующие действия:
1. Перед запуском Simulink установить текущую папку, где нахо‑
дится компьютерная модель ModelCanceller.
2. Загрузить компьютерную модель ModelCanceller.
3. В главном меню выбрать подкоманду Configuration Parameters 
и задать параметр окончания моделирования Stop time равный 800, 
а параметр Type установить с помощью Variable-step.
4. Выбрать с помощью переключателей «Переключатель поме‑
хи1/Переключатель помехи2» тип помехи. Путем двойного нажатия 
на блоки УНП установить ширину полосы и центральную частоту по‑
мехи в герцах.
5. Путем двойного нажатия на блок «Гауссовско‑марковский про‑
цесс» установить ширину полосы в Гц. Пересчет частоты в герцах в от-
носительную величину производится по формуле α = 2πTs f (Гц), где Ts — 
период дискретизации.
6. Нажать два раза на блок «Модельный компенсатор помех». Уста‑
новить число весовых коэффициентов 256, коэффициент адаптации 
0,001, соответствующий параметр q2.
7. Установить необходимое отношение сигнал–помеха в децибе‑
лах на входе компенсатора в блоке «Отношение сигнал–помеха».
8. Провести моделирование работы лабораторной установки, на‑
жав в верхней части окна иконку «►». Остановить моделирование мож‑
но с помощью кнопки «■».
9. Снять зависимости отношения дисперсии ошибки фильтрации 
от отношения помеха–формирующий шум q2 в диапазоне –20…10 дБ 
при η = –10 дБ, η = –6 дБ, η = 0 дБ, при фильтрации гауссовско‑мар‑
ковского сигнала (α = 0,105) на фоне белого гауссова шума.
10. Снять зависимости отношения дисперсии ошибки фильтра‑
ции от отношения сигнал–помеха η при q2 = –10 дБ при фильтра‑
ции гауссовско‑марковского сигнала (α = 0,105) на фоне белого га‑
уссова шума.
11. Снять зависимости отношения дисперсии ошибки фильтрации 
от отношения помеха–формирующий шум q2 в диапазоне –20…10 дБ 
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при η = –10 дБ при фильтрации гауссовско‑марковского сигнала 
(α = 0,7) на фоне узкополосного нормального процесса с параметра‑
ми: ширина полосы β = 0,1, центральная частота ω0 = π/822; π/4; π/2.
12. Снять зависимости отношения дисперсии ошибки фильтрации 
от отношения помеха–формирующий шум q2 в диапазоне –20…10 дБ 
при η = –10 дБ при фильтрации гауссовско‑марковского сигнала 
(α = 0,1) на фоне гауссовско‑марковской помехи (α = 0,7).
Компенсатор на основе векторно-матричных преобразований
Необходимо выполнить следующие действия:
1. Перед запуском Simulink установить текущую папку, в которой 
находится компьютерная модель VectorMarixFilter.
2. Загрузить компьютерную модель VectorMarixFilter.
3. В главном меню выбрать подкоманду Configuration Parameters 
и задать параметр окончания моделирования Stop time равный 135, 
а параметр Type установить с помощью Variable-step.
4. Выбрать с помощью переключателей «Переключатель поме‑
хи1/Переключатель помехи2» тип помехи. Путем двойного нажатия 
на блоки УНП установить ширину полосы и центральную частоту по‑
мехи в герцах.
5. Путем двойного нажатия на блок Telegraph signal установить ин‑
тенсивность симметричного телеграфного процесса.
6. Нажать два раза на блок «Векторно‑матричный компенсатор». 
Установить соответствующее число весовых коэффициентов.
7. Установить необходимое отношение сигнал–помеха в децибелах 
на входе компенсатора в блоке «Отношение сигнал–помеха» и в бло‑
ке «Аттенюатор» параметр k, определяющий неравенство СКО помех 
в каналах.
8. Провести моделирование работы лабораторной установки, на‑
жав в верхней части окна иконку «►». Остановить моделирование мож‑
но с помощью кнопки «■».
9. Снять зависимости нормированной дисперсии ошибки филь‑
трации на выходе векторно‑матричного компенсатора от размерно‑
сти фильтра L при разных значениях интенсивности симметричного 




телеграфного процесса λП = 0,005 и λП = 0,0005 на фоне белого гаус‑
сова шума при η = –10 дБ.
10. Снять зависимости нормированной дисперсии ошибки филь‑
трации на выходе векторно‑матричного компенсатора от коэффици‑
ента неравенства СКО помех в каналах при разных значениях интен‑
сивности симметричного телеграфного процесса λП = 0,05, λП = 0,005 
и λП = 0,0005 на фоне белого гауссова шума при η = –10 дБ; L = 32.
11. Зарисовать эпюры симметричного телеграфного процесса 
с λП = 0,0005, его смеси с БГШ, выходного сигнала компенсатора при 
L = 256 и η = –10 дБ.
оформление отчета
Примерная структура отчета приведена в прил. 2. Отчет должен со‑
держать результаты исследования методов на основе формирования 
моделей и векторно‑матричного преобразования, а именно таблич‑
ные и графические зависимости нормированной дисперсии ошибки 
фильтрации от различных параметров и временные диаграммы. Тео‑
ретические и моделируемые зависимости должны наноситься на од‑
ном графике.
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Модели сигналов и помех
гауссовские процессы
Широкополосный (белый) гауссовский шум. В теории имеет бесконеч‑
ную ширину полосы частот, однако при компьютерном моделирова‑
нии считается, что ее значение ограничивается частотой дискретиза‑
ции процессов (ωS). Алгоритм формирования БГШ (вне зависимости 
от применяемого способа) с математическим ожиданием m1 и диспер‑
сией σ 2 имеет вид
  i i im x x   1 2 1 2 .  (П1.1)
Для определения в формуле четных и нечетных элементов масси‑
ва x1 и x2 вычисляются случайные величины  1 12 1  ,  2 22 1   и па‑
раметр    12 22  до тех пор, пока он не станет меньше единицы. За‑
тем по формулам x1 1 2     ln  и x2 2 2     ln  вычисляются 
четные и нечетные слагаемые.
Гауссовско-марковский случайный процесс. Задается через линей‑
ное преобразование БГШ ν (t) с единичной спектральной плотностью 
мощности в виде стохастического дифференциального уравнения пер‑
вого порядка с корреляционной функцией R ex ( )
| |    2 1 , где α1 — ши‑
рина спектра гауссовско‑марковского процесса, Гц.
В дискретном времени получим выражение вида
 x e x ei i i    1 21   ,  (П1.2)
где s2 — дисперсия гауссовско‑марковского процесса; α — нормиро‑
ванная к полосе дискретного БГШ ширина спектра гауссовско‑мар‑
ковского процесса,    2 1 S .
Таким образом, спектральную плотность мощности дискретного 
процесса можно выразить так:
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2   (П1.3)
Алгоритм формирования гауссовско‑марковского процесса с ну‑
левым математическим ожиданием и единичной дисперсией синте‑








Рис. П1.1. Алгоритм формирования гауссовско‑марковского процесса
Узкополосный нормальный процесс. Формировать УНП можно с ис‑
пользованием независимых квадратурных гауссовско‑марковских про‑
цессов с одинаковой корреляционной функцией
 x x i x ii i i     1 0 2 0sin cos ,    (П1.4)
где x1i и x2i — независимые квадратурные гауссовско‑марковские про‑
цессы; w0 — нормированная к полосе белого шума центральная часто‑
та УНП.
Алгоритм формирования дискретного узкополосного нормального 
процесса в соответствии с выражением (П1.4) представлен на рис. П1.2.
Спектральная плотность УНП:








2   (П1.5)
где s2— мощность узкополосного нормального процесса; α — норми‑














Рис. П1.2. Алгоритм формирования дискретного узкополосного нормального 
процесса
негауссовские процессы
Широкополосный шум с равномерным распределением, имеющим ма-
тематическое ожидание m1 и дисперсию σ 2. Может быть сформирован 
путем использования датчика случайных чисел ξ, равномерно распре‑
деленного в интервале от нуля до единицы:
 x mi i   1 3 2 1  .  (П1.6)
Симметричный равномерно распределенный процесс имеет нуле‑
вую асимметрию и эксцесс равный –1,2.
Негауссовский узкополосный процесс. Можно сформировать при по‑
мощи разности квадратов модулирующих гармонический сигнал гаус‑
совско‑марковских процессов с одинаковой корреляционной функ‑
цией




sin cos .    (П1.7)
Алгоритм формирования негауссовского узкополосного процес‑
са показан на рис. П1.3.
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Рис. П1.3. Алгоритм формирования негауссовского узкополосного процесса
Рэлеевский флуктуационный шум. Формируется в соответствии с ал‑
горитмом
 xi i i   р 12 22 ,  (П1.8)
где ξ1 и ξ2 — независимые нормально распределенные случайные чис‑
ла с нулевым математическим ожиданием и единичной дисперсией.
Математическое ожидание рэлеевского флуктуационного шума, 
формируемого в соответствии с выражением (П1.8), равно  2 р, дис‑
персия — 2 2 2  p, асимметрия и эксцесс равны положительным зна‑
чениям 2 3 4 3 2       и 24 6 16 42 2        соответственно.
Пуассоновский процесс. Моделирует поток событий, произошед‑
ших за фиксированное время, при условии, что данные события про‑
исходят с некоторой фиксированной средней интенсивностью lП 
и независимо друг от друга.
Если интервалы между двумя случайными событиями определя‑
ются по формуле   П П   1 ln , где ξ — равномерно распределенная 
в интервале (0,1) случайная величина, тогда формирование дискрет‑
ного пуассоновского процесса единичной амплитуды можно произ‑
водить в соответствии с алгоритмом, приведенным на рис. П1.4.
Приложение 1 197
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A пока p>L 
ξ:=[0;1] 
p:= p∙ξ  
xi:= xi+1 
A xi:= xi –1
 
Конец 
Рис. П1.4. Алгоритм формирования пуассоновского процесса
Математическое ожидание процесса Пуассона и дисперсия равны 
одной и той же величине λП, асимметрия — 1 lП , эксцесс — 1 lП.
Случайный телеграфный процесс — это импульсный сигнал с нор‑
мированной корреляционной функцией
 R( ) ,   e П2   (П1.9)
где λП — интенсивность смены знака, а моменты смены знака подчи‑
няются закону Пуассона.
Если ξ — процесс Пуассона (из алгоритма на рис. П1.4), тогда фор‑
мировать несимметричный телеграфный процесс можно по формуле
 x xi i i 1  ,  (П1.10)
где ⊕ — операция сложения по модулю 2.
198 Приложение 1
Модели сигналов и помех
Импульсный процесс с гамма-распределением. Рассмотрим формиро‑
вание процесса с гамма‑распределением, имеющим параметр интен‑
сивности λП (см. формулу (П1.9)) и параметр формы r. Используется 
алгоритм формирования гамма‑процесса, изображенный на рис. П1.5 
(0 < r < 1).







A пока θ1+θ2>1 
xi = – (θlnξi+3)/λП 
Конец 
θ:= θ1/(θ1+θ2) 
Рис. П1.5. Алгоритм формирования процесса с гамма‑распределением
Математическое ожидание гамма‑процесса равно r/λП, диспер‑
сия — r/λП 2, асимметрия — 2 r , эксцесс — 6/r.
Псевдослучайный процесс (М-последовательность). Необходимым 




 f x a x a x a xn n n n( ) ,     1 1 1 1   (П1.11)
где a1, a2, …, an принимают значения 1 или 0; n N  log2 1 ; ⊕ — опе‑
рация сложения по моду лю 2.
Структурная схема генератора М‑последовательности состоит 
из сдвигающего регистра и сумматоров по модулю 2. Для примера 
на рис. П1.6 изображена схема генератора М‑последовательности 
с n = 5 и N = 31. В качестве формирующего взят полином x x5 2 1⊕ ⊕ . 
В соответствии с коэффициентами полинома на сумматор по моду‑
лю 2 поступают символы с 2 и 5 отводов сдвигающего регистра. Для 
полинома x x x x5 4 3 2 1⊕ ⊕ ⊕ ⊕  добавляются отводы с выходов 4 и 3.
Сдвигающий регистр 
Сумматор по модулю 2 
 1      2       3      4      5 
Тактовые          
импульсы 
М–последовательность 




Типовое оформление отчета 
о лабораторной работе
Результаты выполнения лабораторной работы представляются 
в виде отчета общим объемом 5–7 страниц, включая иллюстрации.
Отчет должен содержать титульный лист, содержание, цель и за‑
дание на выполнение работы, основную часть и выводы. Названия 
структурных частей записки не нумеруются.
Задание излагается в виде текста и таблиц, содержащих входные 
данные. Основная часть должна состоять из конкретных разделов:
1. Результаты расчетов домашнего задания.
2. Блок‑схема лабораторной установки.
3. Осциллограммы напряжений и спектры в контрольных точках 
(если необходимо).
4. Результаты измерений в виде графиков и таблиц.
5. Выводы по каждому пункту измерений в сравнении с теорией.
Используемые в расчетах формулы, графики, таблицы в тексте 
необходимо нумеровать: первое число в номере — номер раздела, вто‑
рое число — порядковый номер формулы (графика, таблицы) внутри 
раздела. При выполнении вычислений по формуле необходимо снача‑
ла привести запись в алгебраической форме, затем подставить все чис‑
ленные значения параметров и записать результат вычислений с обя‑
зательным указанием размерности полученной величины.
В выводах необходимо сформулировать основные результаты рас‑
четов домашнего задания в сравнении с каждым пунктом измерений. 
При необходимости сделать предположения относительно расхожде‑
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