Neural populations with strong excitatory recurrent connections can support bistable states in their mean firing rates. Multiple fixed points in a network of such bistable units can be used to model memory retrieval and pattern separation. The stability of fixed points may change on a slower timescale than that of the dynamics due to short-term synaptic depression, leading to transitions between quasi-stable point attractor states in a sequence that depends on the history of stimuli. To better understand these behaviors, we study a minimal model, which characterizes multiple fixed points and transitions between them in response to stimuli with diverse time-and amplitude-dependences. The interplay between the fast dynamics of firing rate and synaptic responses and the slower timescale of synaptic depression makes the neural activity sensitive to the amplitude and duration of square-pulse stimuli in a non-trivial, history-dependent manner. Weak cross-couplings further deform the basins of attraction for different fixed points into intricate shapes. Our analysis provides a natural explanation for the system's rich responses to stimuli of different durations and amplitudes while demonstrating the encoding capability of bistable neural populations for dynamical features of incoming stimuli.
Introduction
Mounting evidence suggests that neural ensembles can give rise to states of activity that are stable and attractor-like over a short period [1, 2, 3, 4, 5, 6, 7, 8] . However, given the range of timescales of neural processes, either slower processes or intrinsic noise typically ensure that an activity state does not remain stable for more than a few hundred milliseconds, even when a stimulus is constant. For example, when viewing images that can give rise to bistable percepts, a switching between the distinct perceived images arises [2, 4, 6, 7] . A similar switching can arise with auditory stimuli [1] . Analysis via Hidden Markov modeling [9, 10, 11, 12, 13, 14, 15] or change-point methods [16, 17] has suggested such state-switching in neural activity in sensory and decision-related tasks. Modeling work has shown how discrete attractor states can arise, and how either noise [18, 19, 20, 21, 22] , or slow adaptation-like processes such as synaptic depression [23, 24] , or a combination of the two [25, 26] , can lead to transitions between these states, which we refer to as quasi-stable attractor states [8] .
In this article we focus on how short-term synaptic depression [27, 28, 29] can lead to the instability of one quasi-stable attractor state, inducing a transition to a new state, which itself may be stable or quasi-stable. Mathematically, if one fixes the amount of synaptic depression by setting a slow, synaptic depression variable, to a constant, groups of neurons with strong self-feedback can possess multiple stable discrete attractor states. The system can resemble a relaxation oscillator with sufficiently strong depression and feedback [30] , as the depression variable slowly decreases for an active group of neurons, reducing the within-group effective excitatory coupling until the activity can no longer be maintained. Once inactive, the depression variable slowly recovers, allowing for connections to re-strengthen and activity to recommence. In other ranges of parameters, the remnant of such potential oscillatory behavior leads to a rich repertoire of states and state transitions in response to simple stimuli when the stable states of such systems are fixed points.
We characterize such systems with small numbers of (one to five) potentially bistable groups of neurons, via the number of fixed points and their basins of attraction. We assess how different fixed points are reached as a function of the amplitude or duration of stimuli, as well as the system's state before stimulus onset. In particular, we use an extended Wilson-Cowan model [31] and incorporate synaptic depression, to show how weak coupling between distinct bistable populations impacts the states' basins of attraction, which can be deformed into complex shapes. In so doing, we offer an initial explanation of the rich information processing capabilities of high-dimensional networks with multiple attractor states and slow synaptic dynamics [32] .
The rest of this paper is organized as following: We introduce the rate model with synaptic depression in Sec. 2, and derive the dimensionless form that will be used for later analysis. Section 3 focuses on a single population's dynamics. We derive the condition for bistability and analyze the linear stability of fixed points for the single population. We find that the unit's responses to stimuli exhibit history dependence and provide an explanation using a reduced 2D model, which is derived by assuming a separation of time-scales. In Sec. 4, we consider two coupled populations and obtain the basins of attraction for attractors as well as bifurcations with cross-couplings. Similarly to the behavior of a activity in a single population model, dynamical responses to stimuli can traverse multiple basins of attraction, leading to stimulus-duration dependence as well as history dependence and stimulus-amplitude dependence of the final state. Section 5 extends the discussion to multiple populations with weak and random cross connections. We numerically explore how the number of states scales with the connectivity and depends on initial conditions. We summarize these results in Sec. 6 and discuss some open questions for future research.
Model
We consider a network of N neural populations, each of which can be characterized by its mean firing rate, r i . The dynamics of the population rate, r i , in response to time-varying current, I i (t), is given by a generic form,
Here r max i is the maximum firing rate, Θ i is the input threshold for the halfmaximum firing rate, and ∆ i is inversely proportional to the slope of the inputoutput curve. The input current, I i (t), consists of two parts: 1) synaptic currents from the network with a connectivity W ij , which quantifies the coupling strength from population j to population i; 2) an applied current I app i (t). The time-varying effective synaptic input, s i , arising from a population i, is given as a fraction of the maximum possible (so s i ∈ [0, 1]). We assume spikes are emitted from the population via a Poisson process and include a short-term synaptic depression factor, d i ∈ [0, 1], with 0 indicating a fully depressed synapse. With these assumptions, the mean dynamics of s i and d i take the following form [24] ,
The parameter p 0 gives the fraction of docked vesicles released per spike. ρ is the fraction of open receptors bound by maximal vesicle release, such that ρp 0 d i is the fraction of closed synaptic receptors that open, so is proportional to the increase in the synaptic current for a given presynaptic spike. The time constants for the mean firing rate, the synaptic current, and the depression variable are denoted respectively as τ r , τ s , and τ d . Since these dynamical variables vary over distinct time scales, it is convenient to rescale the time and to normalize the rate: t/τ r → t, r i /r max i → r i ∈ [0, 1], as well as to scale the input and threshold by ∆ i : I app i /∆ i → I i , W ij /∆ i → w ij , and Θ i /∆ i → θ i . The dimensionless equations then becomė
where f (x) = (1 + e −x ) −1 is the logistic function, θ i is the activation threshold.
The weight matrix w ij determines the coupling strengths within a unit and between units. Two remaining time-scales are characterized by α = τ r /τ s and β = τ r /τ d .In this paper, we assume that the short-term depression varies over a slow time scale compared with the firing rate and the synaptic current. This situation arises when the timescale for recovery from depression is significantly longer than other time constants, such that τ d τ s > τ r . For example, we set τ d = 250ms , τ s = 50ms , and τ r = 10ms in simulations, and p 0 = 0.5. The dimensionless parameters
quantify the degree of synaptic depression and the amplitude of synaptic currents respectively. With slow depression, a i b i . Finally, all cell-groups are assumed to be comprised of neurons with identical parameters. For most simulations we choose the standard parameter set: a = 6.25, b = 1.25, w ii = 40, and θ i = 5, unless noted otherwise. In a control scenario [see Fig. 4(c) ], to demonstrate the importance of synaptic depression, we produce a network without depression by setting τ d → 0 thus a → 0 and d i → 1. Then the firing rate is solely driven by the synaptic current within a time window of τ s .
Single Population

Multiple fixed points
For a single population, its dynamics are governed bẏ
At a fixed point (ṙ =ṡ =ḋ = 0), the solution to Eqs. (8)- (10) satisfies
Since the logistic function f is invertible, we define g (r) = f −1 (r) = ln [r/ (1 − r)].
Then at a fixed point, one must have
where s is parameterized by r as s (r) = br/ (1 + (a + b) r). Solving for a fixed point is equivalent to finding an intersection between two curves g (r) = ln [r/ (1 − r)] and ws (r) − θ + I. Since both g and s are monotonically increasing and s is positivedefinitive (s (r) > 0), there is at least one solution. r) ) together with ws (r) − θ provides a graphic method for finding fixed points (filled circles, where the two lines cross) of a single neural population in the absence of external stimuli (I = 0). The parameter set for the self-coupling weight w and the input threshold θ are indicated in panel (c) with a red dot (for parameters of Fig. 1a ) and a blue dot (for parameters of Fig. 1b ). (c): The solid curve separates the region with three fixed points from the region with one fixed point in the w-θ plane. With w = 40 and θ = 5 (blue dot) the population is bistable. The cusp point (red dot) is located at (wc, θc) = (27.2, 4.14) according to Eqs. (15) and (16) . 
This equation describes the onset of a bifurcation and delineates a region of parameters with a single fixed point from a region with multiple fixed points. Likewise, by rewriting Eq. (12), we find a parametric equation for θ,
Graphing Eqs. (13)- (14) in the w-θ plane [ Fig. 1(c) ], systems with three fixed points arise from parameters within the resulting wedge-shaped region, while systems with one fixed point arise from parameters outside that region. Similar wedge boundaries were found in [33] for rate models without synaptic depression. At a cusp point (w c , θ c ), w (r c ) = 0; A co-dimension-2 bifurcation takes place. Solving this condition using Eq. (13) yields r c = (a + b + 2) −1 and from Eqs. (13) - (14) , the location of the cusp point is:
θ c = 2 + ln (a + b + 1) + I.
Dimensionless parameters a and b are chosen as a = 6.25 and b = 1.25. With w = 40 and θ = 5 (blue dot) the population is bistable. The cusp point (red dot) is located at (w c , θ c ) = (27.2, 4.14) according to Eqs. (15) and (16) . Equation (7) shows that with slow depression a b, so w c 1. Namely, the existence of multiple fixed points requires strong self-excitation. For a given w (w > w c ), the width of this region (measured by the input threshold) is
With strong self-coupling, w w c , the width scales linearly with w, ∆θ ∼ 4w −1 c w, indicating that multiple fixed points are robust under a wide range of stimuli.
Linear stability and bifurcations
The stability of a fixed point (r, s, d) is captured by the Jacobian matrix via linearizing Eqs. (8)- (10) ,
Here we have used the identity f = f (1 − f ) = r (1 − r) at the fixed point. From Eq. (11), s and d can be further expressed in terms of r. Eigenvalues, λ, of the 3 × 3 Jacobian matrix, are roots of a cubic characteristic polynomial, P (λ) = λ 3 + A 2 λ 2 + A 1 λ + A 0 with coefficients
Using the Routh-Hurwitz criterion [34] , the fixed point is stable
When an eigenvalue becomes zero (A 0 = 0) or purely imaginary (H 2 = 0 and A 0 , A 2 > 0), the fixed point undergoes a saddle-node (SN) or a Hopf bifurcation (HB). From Eq. (19) , the condition for a saddle-node bifurcation (A 0 = 0) implies
, which is the same as Eq. (13). On the other hand, since A 2 is always positive, the condition for a Hopf bifurcation (
If we fix the threshold θ and view the external stimuli I app as another bifurcation parameter, we obtain a parametric equation from Eq. (12), Figure 2 is the bifurcation diagrams of a single population. In Fig. 2(a) , the steadystate (characterized by the synaptic current s) changes stability as applied stimuli I app vary (w and θ are fixed). There are four bifurcations: For large inhibitory stimuli (I app < I SN1 = −0.4627), the low firing rate state (OFF state) is stable. When I app = I SN1 , the high firing rate state (ON state) and a saddle point emerge from a saddle-node (SN) bifurcation. The ON state is unstable till a subcritical Hopf bifurcation (HB) takes place. Then both the ON and OFF states become stable with an unstable limit cycle surrounding the ON state. The size of the limit cycle (red open circles) grows and merges with the saddle point via a saddle-homoclinic orbit (SHO). The population remains bistable between the Hopf and another SN bifurcation (I SN2 = 0.3002). When I app > I SN2 , the ON state is the system's only fixed point. The 2d model (blue open circles) is derived from slow-fast separation and will be discussed in Section 3.4.
In Fig. 2 (b), using Eqs. (22) and (23), we plot the HB curve as well as the SN curves in the I app -w plane. The bistable region is above the HB curve and below the upper boundary of the SN curve. The wedge region ends at a cusp point (w c , I c ) = 4b −1 (a + b + 1) , θ − ln (a + b + 1) − 2 . Since parameters a and b depend on time constants τ s and τ d , it would be interesting to see how their change affects the fixed points' stability. In Fig. 2 (c), we numerically compute the bifurcation diagram with varying time constants τ s and τ d , which has similar structure to that in Figs. 1(c) and 2(b). The region between the left boundary of the SN curve and the HB curve supports bistable solutions. Hence the bistability is robust for slow depression and a wide range of parameters. At the Hopf bifurcation, the ON state becomes stable and has a small attracting basin bounded by the unstable limit cycle (the red loop). Right after the limit cycle merges with the saddle's unstable manifold (I app ≥ I SHO ), the two stable manifolds (red lines) are initially very close to each other then split apart. One of them orbits around the ON state before heading back to the saddle point. The basin of attraction for the ON state grows and exceeds that of the the OFF at larger I app .
The changing basins contain essential information for understanding responses to constant stimuli. 
Responses to stimuli
In the previous section, we have seen that a single neural population is near several bifurcations. The neural activity thus exhibits rich dynamics in response to constant stimuli. Using the Heaviside function, an applied current with amplitude I app , duration τ dur and onset time t 0 can be written as
Following the end of the stimulus, the population's firing rate converges to a stable fixed point. The final state, which may differ from the initial state, depends on the duration and amplitude of the stimulus, which together determine the system's state at the time of stimulus offset. Figure 3 shows simulated responses to stimuli in three scenarios:
• Column (a): The population is initially in the OFF state, receiving stimuli with fixed amplitude (I app = 0.45) and increasing duration (across rows 1 to 5 with a fixed amplitude (I app = 0.8) and increasing duration (across rows 1 to 3), then with fixed duration (τ dur = 10) and increasing amplitude (across rows 1 and 4 to 5). Similarly to the above two cases, the final state depends non-monotonically on the amplitude and duration of the stimulus. For other values of τ dur and I app , the responses are summarized as phase diagrams in Fig. 4 (a)-(b), which show history-dependence and reentrance behavior. Synaptic depression is essential for the non-monotonic (reentrant) behavior, as in its absence [ Fig. 4(c) ], the phase diagram for the final state has a rather simple boundary between the ON and the OFF states.
Separation of time scales
The phase diagram [Fig. 4(c) ] in the last section indicates that synaptic depression is essential for the final state to depend non-monotonically on input. Since the depression takes place at a much slower time scale than that for changes in the synaptic current and the rate, τ d τ s > τ r , it is convenient to separate the fast dynamics from slower ones [35] . We can either fix the depression variable and solve In the first scenario [ Fig. 5 (a)], synaptic depression acts as a slow perturbation. When d = 1 (no depression), the population has two stable fixed points (the ON and OFF state) separated by a saddle. As the firing rate approaches the ON state, there is increasing synaptic depression (d decreases). At a critical value (d c ≈ 0.18), the ON state and the saddle annihilate in a saddle-node bifurcation and the population switches to the OFF state. In the second scenario, the firing rate is a function of the synaptic input. In the bistable region [ Fig. 5(b) ], the steady-stater (s) has a steep slope at small s. So the system is sensitive to stimuli and feedback. In We note that in the reduced 2d model, there are still two time-scales (s vs. d). So the nullclines (not shown in the figure) and dynamics resemble a generic fast-slow system [36, 37] . Let us now return to Fig. 2(d) and walk through the bifurcation sequence.
With our standard parameter set, the system has a stable OFF state, a saddle point, and an unstable ON state for not-too-strong inhibitory stimuli (−0.5 < I app < 0). A Hopf bifurcation takes place at I HB = −0.07069, which stabilizes the ON state. The unstable limit cycle (born from the Hopf bifurcation) separates basins of attraction for the ON state and the OFF state. For small excitatory stimuli, the ON state's basin is small. When I app = I SHO = −0.02013, the limit cycle crashes onto the saddle. Thus the system is already bistable at zero stimulus and remains bistable for small excitations. As the input increases, the ON state's basin size enlarges rapidly. In the last graph in Fig. 2(d) , the system is still bistable but the ON state's basin extends to the entire region that is above the saddle's stable manifolds (red lines).
For strong stimuli (I app > 0.5), the OFF state annihilates with the saddle (not shown in the figure). The system is in the ON state. When the input current shuts off, the vector field (ṡ andḋ) and basins of attraction all resume to the case with I app = 0. Then the system's instantaneous location in the s-d plane may be in the small basin of the ON state or the large basin of the OFF state. So the final state depends sensitively on the amplitude and the duration of a stimulus. In short, deformed basins of attraction under stimuli cause the history-dependence and reentrance behavior observed in simulations.
Two populations
In Sec. 3.1, we have demonstrated that a neural population with strong excitatory recurrent connections supports bistability. For a network of N weakly-coupled bistable units, there are 3 N fixed points with 2 N stable nodes and many saddle points. These fixed points define a "landscape" for the dynamics. In the limit N → ∞, the competition between self-coupling and cross-coupling even gives rise to transient chaos [38] . In this section, we briefly discuss the general case of N populations and then focus on two populations. We will see how synaptic depression, as well as cross-coupling, facilitate sequences of state transitions in response to uniform stimuli.
Fixed points and stability
In general, for a network of N bistable units [Eqs. (4)-(6)], fixed points are solutions to a set of nonlinear equations (i = 1, . . . , N ),
where s (r) = br 1+(a+b)r is the steady synaptic current. Once we find a solution r * = (r 1 , . . . , r N ) T , we can get the values of s and d at the steady-state from Eq.
(11). Linearizing the flow near a fixed point yields a 3N × 3N Jacobian matrix with 3N eigenvalues {λ i }. For a hyperbolic fixed point (Reλ i = 0, ∀i), the local stability is captured by these eigenvalues: The fixed point is a stable node if Reλ i < 0 for all i, and it is a saddle if Reλ j > 0 for some (but not all)j. If there are k eigenvalues with positive real parts, we refer to this fixed point as a k-saddle (A stable node is a 0-saddle).
Heuristically, for N weakly interacting bistable units, each has two stable nodes and one 1-saddle. The number of k-saddles is
which amounts to choosing k positive real eigenvalues out of N eigenvalues then multiplying the number of remaining (N − k) bistable states. It is straightforward to check that N k=0 n k = 3 N . The number of saddles grows exponentially as the network size increases, as does the number of stable nodes. We should note that this estimation works only in the limit of weak cross-coupling. However, there can be still a large number of stable fixed points and even more saddles in a coupled network.
Linearization for N = 2
For two populations, if we denote a fixed point as (r 1 , s 1 , d 1 , r 2 , s 2 , d 2 ) T , the Jacobian can be written as blocked matrices,
The 3 × 3 matrix J ij (i, j = 1, 2) is evaluated at the fixed point (δ ij is the Kronecker delta) 
Basins of attraction
It is straightforward to compute all six eigenvalues of J and examine how many of them have negative real parts. For instance, if there is no cross-coupling (w ij = 0), there should be five saddles and four stable nodes. The stable nodes correspond to: Both units are OFF ("00"); Both are ON ("11"); One is OFF, and the other is ON ("01" and "10"). For any given initial condition, the system approaches one of the four possible stable nodes as its final stable state. The likelihood of landing on a specific node depends on the size of its basin of attraction, which may differ quite a lot between nodes. Weak coupling (w ij w ii ) does not change the number of fixed points but can alter their stability as well as the number and sizes of basins of attraction. In Fig. 6 , we show the fixed points of two symmetrically coupled units (w 12 = w 21 ) without external stimuli and their basins of attraction projected in the r 1 -r 2 plane. [1] Excitatory coupling [ Fig 
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Number of Fixed Points and Bifurcations
To further examine the effects of cross-coupling between two identical populations, we apply numerical continuation on the stable states by varying w ij and monitoring the eigenvalues of the Jacobian. Although we are mainly interested in weak coupling, [1] We choose a rate vector r0 = (r1, r2) T and set the initial condition as (r0, s (r0) , d (r0)), then label the final state after integrating the differential equations for a long time.
we extend the search to fairly large |w ij | for completeness. For moderate coupling strengths, the system can support up to four stable fixed points. Too much excitation eliminates low-rate states, leaving both units on. Figure 7 shows regions associated with distinct sets of stable fixed points in the w 12 -w 21 
Responses to stimuli
Similarly to the single population case, two weakly-coupled populations generate rich responses to stimuli, especially if the populations are not identical and are coupled asymmetrically. Figure 8 shows numerical results of various state transitions in a two-population system with weak cross-inhibition. Each population is initially OFF [in the (00) state] and has different input thresholds. A stimulus, which provides equal input to the two populations, may temporarily activate one or both populations. When the stimulus is over, the system approaches a steady state. As in previous sections, the final state reached by the system depends on the amplitude and duration of received stimuli. In panel (a) of Fig. 8 , increasing duration leads to a sequence of four possible final states as the trajectory of network activity traverses the basins of attraction (00) → (10) → (11) → (01), with the final state corresponding to the basin upon stimulus offset. In panel (b), with increasing amplitude, the corresponding state-transitions are: (00) → (10) → (01) → (11) → (10). If we choose different initial states to start with, the transitions and the final states are even richer. Figure 9 summarizes steady-states for four initial conditions [(00), (01), (10), (11) ] as functions of the stimuli duration and amplitude. Some of the phase boundaries resemble those seen in a single population [ Fig. 4 ], but the type and number of final states are different. For example, if the initial state is (10), then after uniform stimulation, the system either remains in this state or switches to the (01) state or the (11) state with strong and short input. If we start with the (01) state, then the system may go to the (11) state or switch to the (10) state, but never return to the initial state with strong input. Such history-dependent responses can be used to encode stimulus propeties in memory.
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Multiple populations
As we have seen in the two population case, weak cross-coupling has a noticeable influence on the system's dynamics. Previous sections also demonstrate that recurrent inputs may change the stability of fixed points. In a typical network with weak cross coupling, the number of stable fixed points is usually less than 2 N . The remaining attractors and saddles allow rich transient dynamics under stimuli that lead to itinerancy in the state space.
We numerically explore the responses of multiple neural populations to transient stimuli that are uniform across the network (that is, the same input to all populations). Parameters including the self-coupling strengths are chosen such that each population is bistable. Cross coupling strengths in the weight matrix are drawn from a Gaussian distribution w ij ∈ N µ, σ 2 , i = j. Before a stimulus, the system is at a steady state (an attractor). After the stimulus, the system either remains in the initial state or settles in another state. For different stimuli applied to a specific network, the number of final states that are reachable with a uniform stimulus measures the capacity of the network to encode features such as the amplitude and duration of the stimulus via attractor state itinerancy (or state transitions).
For small networks, we can identify all fixed points (nodes and saddles) and track the state transitions. Through three examples, Figs. 10-12 we illustrate how connectivity and initial conditions affect a network's dynamical response to uniform stimuli. In each case, we run multiple trials with random weight matrices. For each trial, we find all the stable fixed points and start the simulation from a specific one. Applying the same stimulation protocol to all units (square-wave currents with varying amplitudes and durations), we count the number of distinct steady states after the simulation (i.e., the number of reachable final states). Then we plot trialaveraged results against the mean µ and the standard deviation σ of non-diagonal entries in the weight matrix.
In Fig.10 , we set N = 3 and choose (000) as the initial state. With fixed mean cross-coupling strength, µ, panels (a1) -(a3) show the number of attractors (open circles) and the number of final states reachable following a transient, uniform stimulation (open squares) as functions of the standard deviation of the cross-coupling strengths, σ. Although the network naturally has fewer attractors as σ increases, the number of reachable final states show non-monotonic behavior. When excitation balances or exceeds inhibition (a2 and a3), weak random couplings facilitate state transitions. The number of reachable states increases and maximizes at an optimal value of σ. When inhibition surpasses excitation (a1), variance in w ij smooths out the peak.
In panels (b1) -(b3), we fix the standard deviation of the cross-coupling strength, σ, and show how the numbers of states scale with changing the mean cross-coupling strength, µ. When the randomness in the couplings is low (b1), the number of attractors approaches 2 N for µ ≥ 0. The number of reachable states peaks around µ = 0 (as in b1 and b2). So the network's optimal performance requires excitationinhibition balance and weak (but non-zero) random couplings. For large randomness (b3), there are fewer stable states so that the number of reachable states is small (≈ 3). In panel (c), the stacked plots show firing rates in response to uniform transient stimulations. Starting with initial state (000) and very weak heterogeneity in the random cross-coupling [σ = 0.01, µ = 0 as indicated by arrow in (a2)], the network has eight attractor states. Following uniform stimulations which differ in their amplitudes and durations, there are four distinct final states: (000), (111), (100) and (101). Figure 11 demonstrates the effect of initial conditions on the dynamics of a threepopulation network. Here we choose (010) as the initial state. Compared with Fig.  10 , in response to uniform stimuli the network with weak random couplings visits more distinct states (a2 and a3). Panel (c) shows the optimal case (σ = 0.1) where the system supports all eight attractors and reaches seven of them, that is all except for (001). In Fig. 12 , we compare the performance of a five-unit network with and without synaptic depression. Panels When we fix the depression variable at unity, d = 1, and keep all other parameters unchanged, the network reaches much fewer final states (≈ 3). As shown in subplot (a3), a small mean strength of cross excitation (µ = 0.1) greatly reduces the total number of attractors. This can be understood by looking at panel (c2) where we graph the bistable region in the w ii -θ i plane. The blue dot indicates the chosen parameters as (w ii = 40, θ i = 5). It is within the bistable region (blue lines) but is located near the lower boundary (black lines). Therefore, a small excitatory input can drive a unit out of the bistable region. When some units are no longer bistable, the total number of attractors become much less than 32.
iii) w ii = 20 without depression (red) In the absence of depression, if we choose parameters in the middle of the bistable region as (w ii = 20, θ i = 5) indicated by a red dot, the network has 32 attractors but much fewer reachable final states.
As these two control groups show, synaptic depression indeed increases the number of state-transitions.
Discussion
In this paper, we consider small circuits of bistable neural populations with synaptic depression, focusing on the circuit's responses to uniform stimuli with different amplitudes and durations. Because of the multiple time-scales between firing rates, synaptic currents, and depression, the system is near several bifurcations that may deform the basins of attraction dramatically. The final state of the system after a perturbation thus sensitively depends on the properties of the perturbing stimulus.
In the absence of cross-coupling, the number of stable fixed points of the system is 2 N , where N is the number of bistable units. While the number of stable fixed points is maximized in this limit, the lack of interaction between units means the responses to stimuli and the history dependence is rather limited. Conversely, with very strong cross-couplings, subsets of units become very highly correlated in their activity, reducing the effective N : for example, two units with strong reciprocal cross-excitation are always ON together or OFF together, so act together more like a single unit. We find that with weak cross-couplings, the total number of stable fixed points can remain high, while the interactions between units enables a simple, uniform stimulus (identical to all units) to cause a network response that traces a high-dimensional trajectory through the space of units' activities. The high-dimensionality of the response leads to history-dependence and a richness in the types of stable states achievable by a stimulus that excites all units equally. This behavior allows networks of many units to retain separate information about the amplitude, duration, and number of identical, repeated stimuli [24, 32] .
Our work follows that of others demonstrating the richness of states in networks with coupled units. Prior work showed that in the macroscopic limit, with weak selfcoupling and strong, balanced cross-coupling, a chaotic regime exists [39] , whereas when the self-coupling is strong enough that each unit is bistable, multiple stable states exist and can be reached by transient chaos [38] . Here, we focused on smaller circuits and included the impact of synaptic depression, a common feature of cortical synapses. Synaptic depression can reduce the total number of fixed points by reducing the stability of the ON state (active synapses are effectively weakened by depression). However, the same effect can enhance the number of states reachable by a uniform stimulus, as a weakening of the connections within previously active units allows new units to become ON when the duration of the stimulus is extended. Similarly, such relative destabilization of previously active states enhances the history dependence of stimulus responses and causes the network's activity to explore a wider range of the state space. We expect that incorporation of firing-rate adaptation in the neural responses would have a similar effect in destabilizing active states.
The dependence of network activity on the duration of stimuli or interval between stimuli is particularly noticeable when intervals on the order of a few hundred milliseconds are present in auditory tasks. Synaptic depression operates on a suitable time scale to produce the ongoing network dynamics that could account for such interval or duration dependence [40] .
While our work here focuses on the dynamics of network behavior in the presence of a stimulus which is constant in time, the dependence on initial conditions of the network's response to a given stimulus ( Fig. 10 and Fig. 11 ) imbues the network with history-dependence. Therefore, the network can respond differently, according to the number and/or types of and/or order of preceding stimuli [24, 32, 40] . In this manner, such networks could account for the observed transitions of neural activity through a set of distinct attractor states during a counting task [32, 41] and could even provide a basis for context-dependent integration of stimulus properties [42] .
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