Abstract. We study generalized cluster algebras introduced by Chekhov and Shapiro. When the coefficients satisfy the normalization and quasi-reciprocity conditions, one can naturally extend the structure theory of seeds in the ordinary cluster algebras by Fomin and Zelevinsky to generalized cluster algebras. As the main result, we obtain formulas expressing cluster variables and coefficients in terms of c-vectors, g-vectors, and F -polynomials.
Introduction
In [CS14] Chekhov and Shapiro introduced generalized cluster algebras, which naturally generalize the ordinary cluster algebras by Fomin and Zelevinsky [FZ02] . In generalized cluster algebras, the celebrated binomial exchange relation for cluster variables of ordinary cluster algebras
is replaced by the polynomial one of arbitrary degree d k ≥ 1,
where β jk = b jk /d k are assumed to be integers and the coefficients p k,s should be also mutated coordinately. This generalization is expected to be natural, since it originates in the transformations preserving the associated Poisson bracket [GSV05] . In fact, it was shown in [CS14] that the generalized cluster algebras have the Laurent property, which is regarded as the most characteristic feature of the ordinary cluster algebras. Furthermore, it was also shown in [CS14] that the finite-type classification of the generalized cluster algebras reduces to the one for the ordinary case. These results already imply that, despite apparent complexity of their exchange relations (1.2), generalized cluster algebras may be well-controlled like the ordinary ones. See also [Rup13] for the result on greedy bases in rank 2 generalized cluster algebras.
Besides the above cluster-algebra-theoretic interest, the generalized cluster algebra structure naturally appears for the Teichmüller spaces of Riemann surfaces with orbifold points [CS14] . More recently, it also appears in representation theory of quantum affine algebras [Gle14] and also in the study of WKB analysis [IN14] . In view of these developments, and also for potentially more versatility of polynomial exchange relations than the binomial one, it is not only natural but also necessary to develop the structure theory of seeds in generalized cluster algebras which is parallel to the one for the ordinary cluster algebras by [FZ07] . The core notion of the theory of [FZ07] is a cluster pattern with principal coefficients, from which other important notions such as c-vectors, g-vectors, and F -polynomials are also induced. Then, the main result of [FZ07] is the formulas expressing cluster variables and coefficients in terms of c-vectors, g-vectors, and F -polynomials. These formulas are especially important in view of the categorification of cluster algebras by (generalized) cluster categories (see [Pla11] and reference therein).
The purpose of this paper is to provide parallel results to the above ones for generalized cluster algebras. To be more precise, we consider a class of generalized cluster algebras whose coefficients satisfying the normalization condition and what we call the quasi-reciprocity condition. For this class of generalized cluster algebras, we introduce the notions of a cluster pattern with principal coefficients, c-vectors, g-vectors, and F -polynomials. Then, as a main result, we obtain the formulas expressing cluster variables and coefficients in terms of c-vectors, g-vectors, and F -polynomials, which are parallel to the ones in [FZ07] . To summarize, generalized cluster algebras preserve essentially every feature of the ordinary ones, and this is the main message of the paper.
Generalized cluster algebras
In this section we recall basic notions of generalized cluster algebras following [CS14] . However, we slightly modify the setting of [CS14] to match the setting of (ordinary) cluster algebras especially in [FZ07].
2.1. Generalized seed mutations. Throughout the paper we always assume that any matrix is an integer matrix.
Recall that a matrix B = (b ij ) n i.j=1 is said to be skew-symmetrizable if there is an n-tuple of positive integers
We start by fixing a semifield P, whose addition is denoted by ⊕. Let ZP be the group ring of P, and let QP be the field of the fractions of ZP. Let w 1 , . . . , w n be any algebraic independent variables, and let F = QP(w) be the field of the rational functions in w = (w 1 ,. . . , w n ) with coefficients in QP.
The following definition is the usual one [FZ07].
Definition 2.1. A (labeled) seed in P is a triplet (x, y, B) such that
• B is a skew-symmetrizable matrix, called an exchange matrix, • x = (x 1 , . . . , x n ) is an n-tuple of elements in F , called cluster variables or x-variables, • y = (y 1 , . . . , y n ) is an n-tuple of elements in P, called coefficients or yvariables.
Next we introduce a pair (d, z) of data for generalized seed mutations we consider. Firstly, d = (d 1 , . . . , d n ) is an n-tuple of positive integers, and we call these integers the mutation degrees. We stress that we do not impose the skew-symmetric condition d i b ij = −d j b ji . Secondly, z is a family of elements in P, z = (z i,s ) i=1,...,n;s=1,...,di−1 (2.1) satisfying the following condition:
(reciprocity)
We call them the frozen coefficients, since they are not "mutated", or simply the z-variables. We also set
, z is empty, and it reduces to the ordinary case. (Here and below, "ordinary" means the case of ordinary cluster algebras).
Definition 2.2. Let (d, z) are given as above. For any seed (x, y, B) in P and k = 1, . . . , n, the (d, z)-mutation of (x, y, B) at k is another seed (x ′ , y ′ , B ′ ) = µ k (x, y, B) in P defined by the following rule:
where ε = ±1, [a] + = max(a, 0), and we set
When the data (d, z) is clearly assumed, we may drop the prefix and simply call it the (generalized) mutation.
be the diagonal matrix with diagonal entries d. It is important to note that the mutation (2.4) is equivalent to the ordinary mutation of exchange matrices between DB and DB ′ , and also between BD and B ′ D in [FZ07]. The following properties are easy to confirm:
• The formulas (2.5) and (2.6) are independent of the choice of the sign ε due to (2.2).
• The mutation µ k is involutive, i.e., µ k (µ k (x, y, B)) = (x, y, B).
Remark 2.3. Here we transposed every matrix in [CS14] . Also the matrix B therein is the matrix DB T here, and β ij therein is b ji here.
Remark 2.4. In this paper we do not use the freedom of the choice of sign ε in (2.5) and (2.6), and it can be safely set as ε = 1 throughout. Nevertheless, we keep it in all formulas involved since it will be useful for several purposes, for example, to consider signed mutations which appeared in [IN14] .
Proposition 2.5. Under the mutation µ k , theŷ-variables (2.7) mutate in the same way as y-variables, namely,
Proof. This is proved using the same technique in [FZ07, Proposition 3.9].
Next let us explain how our setting is regarded as a specialization of the setting of [CS14] . In [CS14] a seed in P is defined as a triplet (x, p, B), where x and B are the same ones here (up to the identification of B as in Remark 2.3), but p is a family of elements in P,
, the following formulas replace (2.5) and (2.6):
(2.10)
where
Now, let us start from a seed (x, y, B) here. Comparing (2.6) and (2.11), we naturally identify
Then, it is easy to check that the mutation (2.10) follows from (2.2) and (2.5). Moreover, the specialization (2.13) satisfies the following properties:
(normalization) di s=0 p i,s = 1, (2.14) (quasi-reciprocity) for each i = 1, . . . , n, there is some y i ∈ P such that p i,s p i,0
Conversely, suppose that a family p in (2.9) satisfies the properties (2.14) and (2.15). First we note that such y i is unique, since any semifield P is torsion-free [FZ02, Section 5]. Next we define z i,s ∈ P (i = 1, . . . , n; s = 0, . . . , d i ) by
In particular, we have z i,0 = 1. Then, substituting (2.16) in (2.15), we obtain
In particular, by setting s = d i , we have z i,di = 1. Then, again by (2.17), we have the reciprocity z i,s = z i,di−s (s = 1, . . . , d i − 1). Meanwhile, by (2.14) and (2.16), we have
Then, by (2.16) again, we recover the specialization (2.13). Finally, it is straightforward to recover the mutation (2.5) from (2.10) and (2.15). Furthermore, by (2.16), one can also confirm that the coefficients z i,s do not mutate.
2.2.
Generalized cluster algebras and Laurent property. Let T n be the nregular tree whose edges are labeled by the numbers 1, . . . , n. We fix a vertex t 0 of T n and call it the initial vertex. Accordingly, the assigned seed Σ t0 = (x t0 , y t0 , B t0 ) at t 0 is called the initial seed. Let us write, for simplicity,
On the other hand, for the seed Σ t = (x t , y t , B t ) assigned to a general vertex t of T n , we write
Definition 2.7. The generalized cluster algebra A associated with a (d, z)-cluster pattern Σ in P is a ZP-subalgebra of F generated by all x-variables x t i (t ∈ T, i = 1, . . . , n) occurring in Σ. It is denoted by A = A(x, y, B; d, z), where (x, y, B) is the initial seed of Σ.
For any (d, z)-cluster pattern in P, each x-variable x t i is expressed as a subtractionfree rational function of x with coefficients in QP.
The following stronger property due to [CS14] is of fundamental importance. 2.3. Example. As the simplest nontrivial example, we consider d = (2, 1), z = (z 1,1 ), and an initial seed (B, x, y) in P such that
This example also appears in the proof of [CS14, Theorem 2.7].) Accordingly,
We note that
which are the initial exchange matrix for ordinary cluster algebras of type B 2 = C 2 . Set Σ(0) = (B(0), x(0), y(0)) to be the initial seed (B, x, y), and consider the seeds Σ(t) = (B(t), x(t), y(t)) (t = 1, . . . , 6) by the following sequence of the alternative mutations of µ 1 and µ 2 .
By (2.4), we have
Then, using the exchange relations (2.5) and (2.6), we obtain the explicit expressions of x-and y-variables in Table 1 , where we set z 1,1 = z for simplicity. We observe the same periodicity of mutations of seeds for the ordinary cluster algebras of type B 2 = C 2 .
Structure of seeds in generalized cluster patterns
The goal of this section is to establish some basic structural results of seeds in a (d, z)-cluster pattern which are parallel to the ones in [FZ07].
3.1. X-functions and Y -functions. Let us temporarily regard y = (y i ) n i=1 , and z = (z i,s ) i=1,...,n;s=1,...,di−1 with z i,s = z i,di−s as formal variables. Let Q sf (y, z) be the universal semifield of y and z, which consists of the rational functions in y and z with subtraction-free expressions [FZ07] . Let Trop(y, z) be the tropical semifield of y and z, which is the multiplicative abelian group freely generated by y and z with tropical sum ⊕ defined by  ] with P = Trop(y, z). We call them the X-functions of Σ.
For principal coefficients, actually we have the following stronger result than Theorem 2.8, which is parallel to [FZ03, Proposition 11.2] and [FZ07, Proposition 3.6].
2 , x 1 (6) = x 1 x 2 (6) = x 2 , y 1 (6) = y 1 y 2 (6) = y 2 . Table 1 . x-and y-variables for sequence (2.24).
Proposition 3.3. We have
Proof. We follow the argument in the proof of [FZ03, Proposition 11.2]. Let p be any variable in y or z. Let us view X t i (x, y, z) as a Laurent polynomial, say, z(p) in p with coefficients of Laurent polynomials in the rest of the variables in x, y, and z. We show that z(p) is a polynomial in p with nonzero constant term by the induction on the distance between t and t 0 in T n . The crucial point is that the coefficients in the mutation (2.6) is normalized as (2.14). In P = Trop(y, z), this means that there is no common factor in p among the coefficients in the mutation (2.6). Thus, the right hand side of (2.6) is a polynomial in p with nonzero constant term by the induction hypothesis and the "trivial lemma" in [FZ03, Lemma 5.2]. Proof. This is equivalent to say that the frozen coefficients z never enter in y t i . This is true for the initial y-variables. Then, it can be shown by the induction on the distance between t and t 0 in T n , by inspecting the mutation (2.5) and the definition of the tropical sum (3.1).
Definition 3.7. Let Σ be a (d, z)-cluster pattern with principal coefficients. Let us express each y-variable y t j in Σ as
The resulted matrices C t = (c (initial condition)
where ε = ±1 and it is independent of the choice of the sign ε.
Proof. As already remarked in the proof of Lemma 3.6, for a (d, z)-cluster pattern with principal coefficients, the mutation (2.5) is simplified as
This is equivalent to (3.6) due to the following formula in Trop(y, z):
We observe that the above relation coincides with the one for the c-vectors of the ordinary cluster pattern with principal coefficients and initial seed (x, y, DB) in [FZ02, Proposition 5.8]. Therefore, we have the following result. We need this alternative description for the description of the g-vectors below.
3.2.2. F -polynomials. Thanks to Proposition 3.3, the following definition makes sense.
Definition 3.11. Let Σ be a (d, z)-cluster pattern with principal coefficients. For each t ∈ T n and i = 1, . . . , n, a polynomial F t i (y, z) ∈ Z[y, z] is defined by the specialization of the X-function X t i (x, y, z) of Σ with x 1 = · · · = x n = 1. They are called the F -polynomials of Σ.
The following mutation/recurrence formula provides a combinatorial description of F -polynomials. (initial condition)
Proof. By specializing the mutation (2.6) with P = Trop(y, z), we obtain
(3.13)
Then, specializing it with x 1 = . . . x n = 1, and using (3.8), we obtain (3.12).
3.2.3. G-matrices and g-vectors. Let Σ be the (d, z)-cluster pattern with principal coefficients and initial seed (x, y, B). Let Z[x ±1 , y, z] be the one in Proposition 3.3. Following [FZ07], we introduce a Z n -grading in Z[x ±1 , y, z] as follows:
Here, e i is the ith unit vector of Z n , and Proof. We repeat the same argument in [FZ07, Proposition 6.1] using the induction on the distance between t and t 0 in T n . Using (2.6) and Lemma 3.5 specialized to a (d, z)-cluster pattern with principal coefficients, we have
Definition 3.14. Let Σ be the (d, z)-cluster pattern with principal coefficients and initial matrix (x, y, B). Thanks to Proposition 3.13, the degree vector deg(X The following mutation/recurrence formula provides a combinatorial description of g-vectors.
Proposition 3.15. The g-vectors of the (d, z)-cluster pattern with principal coefficients and initial seed (x, y, B) satisfy the following recurrence relation:
(initial condition)
Proof. This is obtained by comparing the degrees of both hand sides of (3.13).
By using thec-vectors in (3.9), the relation (3.18) is rewritten as follows.
Having Proposition 3.10 in mind, we observe that this relation coincides with the one for the g-vectors of the ordinary cluster pattern with principal coefficients and initial seed (x, y, BD) in [FZ07, Proposition 6.6]. Therefore, we have the following result. Then, the relation (3.18) is also rewritten as
Having Proposition 3.9 in mind, we observe that this relation coincides with the one for the g-vectors of the ordinary cluster pattern with principal coefficients and initial seed (x, y, DB). Therefore, we have the following result. We see a duality between the c-vectors and the g-vectors in Propositions 3.9, 3.10, 3.16, and 3.17. In particular, the c-vectors are associated with the matrix DB, while the g-vectors are associated with the matrix BD. This is somewhat suggested from the beginning in the monomial parts in the relations (2.5) and (2.6).
3.2.4. Sign-coherence. Proof. This is proved by a parallel argument to the one for [FZ07, Proposition 5.6] by using the recursion relation (3.12) for the F -polynomials. We omit the detail.
In the ordinary case it was conjectured in [FZ07, Conjecture 5.6] that the signcoherence holds for any c-vector of any cluster pattern with principal coefficients. Since our c-vectors are identified with the c-vectors of some ordinary cluster pattern with principal coefficients by Proposition 3.9, the same conjecture is applicable. We can also apply the known result for the sign-coherence in the ordinary case when the initial exchange matrix B is skew-symmetric by [DWZ10] . Under the assumption of the sign-coherence, we obtain the following duality between the C-and G-matrices by applying [NZ12, Eq. (3.11)] (see also [Nak12, Proposition 3.2]). Recall that for a skew-symmetrizable matrix B the matrix DB is also skew-symmetrizable. 
Proof. This is obtained by combining [NZ12, Eq. (3.11)] with Propositions 3.9 and 3.17.
3.3. Main formulas. Finally, we present the main formulas, which express xand y-variables of any (d, z)-cluster pattern Σ in any semifield P in terms of Fpolynomials, c-vectors, and g-vectors defined for the same initial exchange matrix of Σ. Finally, evaluating it in P, we obtain (3.23). Combining it with (3.29), we obtain (3.28).
3.4. Example. Let us consider the example in Section 2.3 again. From the data in Table 1 , one can read off the following data of the C-matrix C(t), the G-matrix G(t), and the F -polynomials F i (t) for the seed Σ(t) with principal coefficients therein. 
