Abstract. We exhibit a simple construction, based on elementary linear algebra, for a class of examples of finite p-groups of nilpotence class 2 all of whose automorphisms are central.
Introduction
In June 2014, Marc van Leeuwen [vL14] inquired on Mathematics StackExchange whether there is a group P with an element a ∈ P such that there is no automorphism of P taking a to its inverse.
In our answer, we noted that an example was provided by any of the many constructions in the literature [HL74, JK75, Ear75, Hei80, CL82, Car83, Car85, Mor94, Mor95] of finite p-groups of nilpotence class two in which all automorphisms are central, for p an odd prime. For, if P is such a group, and a ∈ P \Z(P ), then an image of a under automorphisms is of the form az, with z ∈ Z(P ). If az = a −1 , then a 2 ∈ Z(P ), and thus a ∈ Z(P ), as p is odd. Marc van Leuween commented that "indeed giving a concrete example is not so easy". This made us realize that examples of finite p-groups in which all automorphisms are central, although not conceptually difficult, usually rely on a fair amount of calculations with generators and relations. The goal of this paper is to give a class of examples of such groups for which calculations can be kept to a minimum, whereas a central role is played by linear algebra.
The examples are based on one of the cases of [Car83, Section 4]. They are constructed according to the linear algebra techniques employed in [HL74, DH75, Car83, GPS11], as described in [Car13] , which we review in Section 2. The examples themselves are presented in Section 3, while in Section 4 we mention an extension to endomorphisms.
Preliminaries
Let P be a group. Since the centre Z(P ) is a characteristic subgroup of P , there is a natural morphism Aut(P ) → Aut(P/Z(P )) whose kernel Aut c (P ) consists of the central automorphisms of P , that is, those automorphisms of P that take every a ∈ P to an element of aZ(P ).
We review the setup of [Car13] . Let V be a vector space of dimension n + 1 over the field F = GF(p), where p is a prime. Let W = Λ 2 V be the exterior square of V . If f : V → W is a linear map, we will consider the group G of the elements of GL(V ) that commute with f ,
where g is the automorphism of W induced by g. Note that we write maps on the right, so our vectors are row vectors. Choose now a basis v 0 , v 1 , . . . , v n of V , and the corresponding basis v j ∧ v k of W , for j < k. Write f in coordinates, that is,
If p is odd, we can construct a finite p-group P via the following presentation (2.2)
Note that here the third line of relations follows from the first two. In fact the first two lines of relations say that commutators and p-th powers of generators are central, so that we have 1 = [
We have that P is a group of nilpotence class two and order |P | = p
2 ) , and P/P ′ of order p n+1 . Moreover P p has order p dim(V f ) . If p = 2, we appeal to an idea of Zurek [Zur82] , and modify (2.2) replacing p-th powers of generators with 4-th powers. The presentation thus becomes
Here we have |P | = 2
has order 2 dim(V f ) , and P ′ ≤ Φ(P ) = Z(P ). This time, the relations [
Now it is shown in [Car13, Section 3] that Theorem 2.1. In the notation above,
The point of this, as explained in [Car13] , is that for an automorphism g of P/Z(P ) = P/Φ(P ) to be induced by an automorphism of P , one needs g to preserve the p-th (respectively, 4-th) power relations, that is, the linear map f .
The examples
We will now construct a class of linear maps f , as in the previous Section, for which the group G of (2.1) is { 1 }. According to Theorem 2.1, this will provide examples of finite p-groups P of nilpotence class 2 with Aut(P ) = Aut c (P ).
Let V be a vector space of dimension n + 1 ≥ 4 over F = GF(p), where p is a prime . Fix a basis v 0 , v 1 , . . . , v n of V , and let
On the exterior square W = Λ 2 V , consider a basis which begins with
and continues with the v i ∧ v j , for 1 ≤ i < j ≤ n. We now make our choice for f .
Assumption 3.1. Consider the linear map f : V → W which, with respect to the given bases, has blockwise matrix
where b is a 1 × n vector, c is a 1 × n 2 vector, A is an n × n matrix, and 0 is an n × n 2 zero matrix. Moreover, we take
• b, c = 0, and • A to be the companion matrix [Jac85, p. 197] of the minimal polynomial m over F of a primitive element α of GF(p n ).
We collect a few elementary facts about the matrix A.
Lemma 3.2.
(1) The roots of m, i.e. the eigenvalues of A, are α, α p , . . . , α p n−1 .
(2) A has multiplicative order p n − 1. (3) F[A] is a field of order p n , and
Proof.
(1) follows from the fact that α is a root of m, and m is irreducible in F[x], of degree n. We now collect a few facts about f and the group G of (2.1).
Lemma 3.3.
(1) f is injective.
(2) Uf = v 0 ∧ V = v 0 ∧ U, and this is a subspace of W of dimension n.
(1) follows from Assumption 3.1, since A is invertible, and c = 0 in (3.1). The formula of (2) now follows from the shape of the matrix for f in Assumption 3.1.
To prove (3), let u = c 1 v 1 + · · · + c n v n satisfy u ∧ V ≤ V f . We will show that c 1 = 0, but a similar argument yields that all c i have to be zero. Let us look at the coordinates of u ∧ v 2 and u ∧ v 3 with respect to v 1 ∧ v 2 and v 1 ∧ v 3 , which yield the 2 × 2 matrix c 1 0 0 c 1 .
By (1) and (2), the dimension of V f /Uf = V f /(v 0 ∧ V ) is 1. Thus this matrix must have rank at most 1, so that c 2 1 = 0. To prove (4), let 0 = x ∈ V be such that x ∧ V ≤ V f . By (3), x = cv 0 + u, for some c = 0, and u ∈ U. But then by (2) u ∧ V ≤ V f , so that u = 0 again by (3).
(5) follows from the previous point. (6) follows from (1) and (2), and implies (7), because of (5).
(Note that the argument in the proof of (3) fails when n = 2, see [DH75] , and this is the reason we have taken n + 1 ≥ 4.)
We can now state our main result.
Theorem 3.4. With f as in Assumption 3.1, the group G of (2.1) is { 1 }.
Proof. (5) and (7) of Lemma 3.3 allow us to write an element g ∈ G in matrix form, with respect to the given basis of V , as
where γ ∈ F ⋆ , and ∆ ∈ GL(n, F). By the definition (2.1) of G, and Assumption 3.1, we have To deal with (3.3), we could appeal to [Wal80] , but prefer to give a simple direct argument. As noted in Lemma 3.2.(1), the eigenvalues of A are
with α a primitive element, so that those of γA are γα, γα p , . . . , γα p n−1 .
By (3.3) we have γα = α p t for some t. If t > 0, then
, a contradiction. Thus t = 0 and γ = 1.
It follows that ∆ is in the centralizer of A in GL(n, F), and thus, according to Lemma 3.2, ∆ is a power of A.
But once more since the eigenvalues of A are as in (3.5), with α a primitive element, the only power of A to have an eigenvalue 1 is 1. Since we have (3.4), with b = 0 by Assumption 3.1, we obtain that ∆ = 1 and thus G = {1} as claimed.
Endomorphisms
The arguments of the previous Section can be slightly extended to show that the set G = { g ∈ End(V ) : (vg)f = (vf )ĝ, for all v ∈ V } of the endomorphisms of V that commute with f consists of 0 and 1. Now in our examples P the centre Z(P ) is fully invariant, as it equals Φ(P ), and thus an immediate extension of Theorem 2.1 yields that an endomorphism of P either maps P into Z(P ), or is a central automorphism, so that P is an E-group [Fau71, Mal77, Mal80, Car85, CFdG87] , that is, a group in which each element commutes with all of its images under endomorphisms.
To prove this, we proceed as in the previous Section, except that we make no assumptions on γ and ∆. We have from (3.2) we have either ker(∆) = { 0 }, that is, ∆ is invertible, and we proceed as above, or ker(∆) = F n , that is, ∆ = 0. Now (3.2) yields γb = 0, a contradiction to γ = 0 and b = 0.
