Most of the currently used techniques for linear system identification are based on classical estimation paradigms coming from mathematical statistics. In particular, maximum likelihood and prediction error methods represent the mainstream approaches to identification of linear dynamic systems, with a long history of theoretical and algorithmic contributions. Parallel to this, in the machine learning community alternative techniques have been developed. Until recently, there has been little contact between these two worlds. The first aim of this survey is to make accessible to the control community the key mathematical tools and concepts as well as the computational aspects underpinning these learning techniques. In particular, we focus on kernel-based regularization and its connections with reproducing kernel Hilbert spaces and Bayesian estimation of Gaussian processes. The second aim is to demonstrate that learning techniques tailored to the specific features of dynamic systems may outperform conventional parametric approaches for identification of stable linear systems.
tem's impulse response. This means that system identification is an example of an inverse problem: indeed, finding the impulse response from observed data is a deconvolution problem. Such problems are quite ubiquitous and appear in biology, physics, and engineering with applications e.g. in medicine, geophysics, and image restoration (Bertero, 1989; De Nicolao, Sparacino, & Cobelli, 1997; Hunt, 1970; Tarantola, 2005) . The problem is non trivial as convolution is a continuous operator, e.g. on the space of square integrable functions, but its inverse may not exist or may be unbounded (Phillips, 1962) .
The reconstruction of the continuous-time impulse response is always an ill-posed problem since such a function cannot be uniquely inferred from a finite set of observations. Also finite discretizations lead to an ill-conditioned problem, meaning that small errors in the data can lead to large estimation errors. Starting from the seminal works of Tikhonov and Phillips (Phillips, 1962; Tikhonov & Arsenin, 1977) , a number of regularization methods have been proposed in the literature to solve the deconvolution problem, e.g. truncated singular value decompositions (Hansen, 1987) and gradient-based techniques (Hanke, 1995; Nemirovskii, 1986; Yao, Rosasco, & Caponnetto, 2007 regularization should be an important topic and area for system identification.
Identification techniques. The most widespread approach to identification of dynamic systems relies on parametric prediction error methods (PEMs), for which a large corpus of theoretical results is available (Ljung, 1999; Söderström & Stoica, 1989) . The statistical properties of prediction error (and maximum likelihood) methods are well understood under the assumption that the model class is fixed. They show that such procedures are in some sense optimal, at least for large samples. However, within this parametric paradigm, a key point is the selection of the most adequate model structure. In the ''classical, frequentist'' framework, this is a question of trade-off between bias and variance, and can be handled by various model validation techniques. This is often carried out by resorting to complexity measures, such as the Akaike's criterion (AIC) (Akaike, 1974) or cross validation (CV), but some inefficiencies related to these classical approaches have been recently pointed out (Chen, Ohlsson, & Ljung, 2012; Pillonetto, Chiuso, & De Nicolao, 2011; . In particular, it has been shown that sample properties of PEM approaches, equipped e.g. with AIC or CV, may be unsatisfactory when tested on experimental data, departing sharply from the properties predicted by standard (i.e. without model selection) statistical theory, which suggests that PEM should be asymptotically efficient for Gaussian innovations.
Parallel to this development in system identification, other techniques have been developed in the machine learning community. Until very recently, there has been little contact between these concepts and system identification.
Recent research has shown that the model selection problems can be successfully faced by a different approach to system identification that leads to an interesting cross fertilization with the machine learning field . Rather than postulating finite-dimensional hypothesis spaces, e.g. using ARX, ARMAX or Laguerre models, the new paradigm formulates the problem as function estimation possibly in an infinite-dimensional space. In the context of linear system identification, the elements of such space are all possible impulse responses. The intrinsical ill-posedness of the problem is circumvented using regularization methods that also admit a Bayesian interpretation (Rasmussen & Williams, 2006) . In particular, the impulse response is modeled as a zero-mean Gaussian process. In this way, prior information is introduced in the identification process just assigning a covariance, named also kernel in the machine learning literature . In view of the increasing importance of these kernel methods also in the general system identification scenario, the first aim of this survey is to make accessible to the control community some of the key mathematical tools and concepts underlying these learning techniques, e.g. reproducing kernel Hilbert spaces (Aronszajn, 1950; Cucker & Smale, 2001; Saitoh, 1988) , kernel methods and regularization networks (Evgeniou, Pontil, & Poggio, 2000; Suykens, Gestel, Brabanter, De Moor, & Vandewalle, 2002; Vapnik, 1998) , the representer theorem (Schölkopf, Herbrich, & Smola, 2001; Wahba, 1990 ) and the connection with the theory of Gaussian processes (Hengland, 2007; Rasmussen & Williams, 2006) . It is also pointed out that a straight application of these techniques in the control field is doomed to fail unless some key features of the system identification problem are taken into account. First, as already recalled, the relationship between the unknown function and the measurements is not direct, as typically assumed in the machine learning setting, but instead indirect, through the convolution with the system input. This raises significant analogies with the literature on inverse problems (Bertero, 1989; Tikhonov & Arsenin, 1977) . Furthermore, in system identification it is essential that the estimation process be informed on the stability of the impulse response. In this regard, a recent major advance has been the introduction of new kernels which include information on impulse response exponential stability . These kernels depend on some hyperparameters which can be estimated from data e.g. using marginal likelihood maximization. This procedure is interpretable as the counterpart of model order selection in the classical PEM paradigm but, as it will be shown in the survey, it turns out to be much more robust, appearing to be the real reason of success of these new procedures. Other research directions recently developed have been the justification of the new kernels in terms of Maximum Entropy arguments , the analysis of these new approaches in a classical deterministic framework leading to the derivation of the optimal kernel , as well as the extension of these new techniques to the estimation of optimal predictors .
Outline of the survey. The present survey will deal with this meeting between conventional system identification of linear models and learning techniques. It is divided into three Parts with sections which are relevant, but can be skipped without interrupting the flow of the discussion, marked with a star ⋆.
Part I will describe the status in traditional parametric system identification in discrete-time with an account of how the biasvariance trade-off can be handled also by regularization techniques, including their Bayesian interpretation.
Part II is an account of general function estimation -or function learning -theory in a general and abstract setting. This includes the role of RKHS theory for this problem.
Part III treats linear system identification, mainly in continuoustime, as an application of learning the impulse response function from observed data, leaning on general function estimation and its adaptation to the specific properties of impulse responses of dynamic systems. This will link back to the regularizations techniques from the simplistic perspective in Part I. Considerations on computational issues are also included while some mathematical details are gathered in the Appendix.
In conclusion, the scope of this work is twofold. Firstly, our aim is to survey essential results in kernel methods for estimation, that are mostly published outside the control audience, and hence not so well known in this community. Secondly, we want to show that these results have much to offer for estimation problems in the control community, in particular for system identification.
Part I. Estimating system impulse responses in discrete time
In this part, we study the problem of estimating system impulse responses in discrete time.
''Classical'' system identification

System identification
There is a very extensive literature on system identification, with many text books, like Ljung (1999) and Pintelon and Schoukens (2012a) . Most of the techniques for system identification have their origins in estimation paradigms from mathematical statistics, and classical methods like Maximum Likelihood (ML) have been important elements in the area. In Part I the main ingredients of this ''classical'' view of system identification will be reviewed. For convenience, we will only focus on the single input-single output (SISO) linear time-invariant, stable and causal systems. We will also set the stage for the ''kernel methods'' for estimating the main characteristics of a system.
Parametric model structures
A model structure M is a parameterized collection of models that describe the relations between the input and output signal of the system. The parameters are denoted by θ so M (θ ) is a particular model. That model gives a rule to predict (one-stepahead) the output at time t, i.e. y(t), based on observations of previous input-output data up to time t − 1 (denoted by Z t−1 ).
y(t|θ ) = g(t, θ , Z t−1 ).
(1)
For linear systems, a general model structure is given by the transfer function G from input to output and the transfer function H from a white noise source e to output additive disturbances:
E e 2 (t) = σ 
where E denotes mathematical expectation. This model is in discrete time and q denotes the shift operator qy(t) = y(t + 1). We assume for simplicity that the sampling interval is one time unit.
The expansion of G(q, θ ) and H(q, θ ) in the inverse (backwards) shift operator gives the impulse responses of the two systems:
where for normalization reasons, we assume h 0 (θ ) = 1. Under the assumption that H(q, θ ) is inversely stable, see Ljung (1999, p. 64) , the natural one-step-ahead predictor for (2a) iŝ
Since h 0 (θ ) = 1, the numerator in the two terms starts with h 1 (θ)q −1 and g 1 (θ )q −1 , respectively. So there is a delay in both y and u. The question is how to parameterize G and H.
Black-box models. Common black box (i.e. no physical insight or interpretation) parameterizations are to let G and H be rational in the shift operator:
where B(q), F (q), C (q) and D(q) are polynomials of q −1 .
A very common case is that F (q) = D(q) and C (q) = 1 which
gives the ARX-model:
where 
, and BJ-model (Box-Jenkins, all four polynomials different).
Approximating linear systems by ARX models. Suppose the true linear system is given by
Suppose we build an ARX model (7) for high orders n a and n b . Then it is well known from Ljung and Wahlberg (1992) that, as n a and n b tend to infinity at the same time as the number of data N increases even faster, we have for the ARX-model estimateÂ n a (q) andB n b (q):
This is quite a useful result. ARX-models are easy to estimate. The estimates are calculated by linear least squares (LS) techniques, which are convex and numerically robust. Estimating a high order ARX model, possibly followed by some model order reduction, could thus be an alternative to the numerically more demanding general PEM criterion minimization (12) introduced in the next subsection. This has been extensively used, e.g. by Zhu (1989) and Zhu and Backx (1993) . The only drawback with high order ARXmodels is that they may suffer from high variance. That is the problem we will turn to in Section 4.
Fitting time-domain data
Suppose we have collected a data record in the time domain
It is most natural to compare the model predicted values (5) with the actual outputs and form the criterion of fit
and define the parameter estimatê
In (12), and also in the sequel, if multiple solutions to the optimization problem exist, the equality has to be interpreted as a set inclusion. We call this the Prediction Error Method, PEM. It coincides with the Maximum Likelihood, ML, method if the noise source e is Gaussian. See, e.g. Ljung (1999) or Ljung (2002) for more details.
Bias and variance
The observations of the system output are certainly affected by noise and disturbances, which of course also will influence the estimated model (12). The disturbances are typically described as stochastic processes, which makes the estimateθ N a random variable. This has a certain probability distribution function and a mean and a variance. The difference between the mean and a true description of the system measures the bias of the model. If the mean coincides with the true parameters, the estimator is said to be unbiased. The total error in a model thus has two contributions: the bias and the variance.
A very attractive property of the PEM estimate (for Gaussian noise source) is that it is asymptotically efficient provided the model structure M contains a correct description of the true system. That means that as N → ∞ the covariance matrix ofθ N will approach the Cramér-Rao limit, so that no unbiased estimate can be better than the PEM estimate.
Generally speaking the model quality depends on the quality of the measured data and the flexibility of the chosen model structure (1). A more flexible structure typically has smaller bias, since it is easier to come closer to the true system. At the same time, it will have a higher variance: higher flexibility makes easier to be fooled by disturbances. So the trade-off between bias and variance to reach a small total error is a choice of balanced flexibility of the model structure.
Selection of model flexibility: AIC, BIC, CV
Adjusting the estimation criterion
With increasing flexibility, the fit to the estimation data in (12), i.e. V N (θ N ), will always improve, since the bad effect of the variance is not visible in that fit. To account for that it is necessary to add a penalty for model flexibility to assess the total quality of the model. A common technique for this is Akaike's criterion, see e.g. Akaike (1974) and Ljung (1999, pp. 505-507) . Letting dim(θ ) = m and assuming the noise to be Gaussian, with unknown variance, one haŝ
where the minimization also takes place over a family of model structures with different number m of parameters. There is also a small-sample version, described in Hurvich and Tsai (1989) and known in the literature as corrected Akaike's criterion (AICc), defined bŷ
Another variant places a larger penalty on the model flexibility:
This is known as Bayesian information criterion (BIC), or Rissanen's Minimum Description Length (MDL) criterion, see e.g. Ljung (1999, pp. 505-507) , Rissanen (1978) and Schwarz (1978) .
Cross validation
Another important technique is known as cross validation, CV. This is certainly to be regarded among the most widely employed approaches to statistical model selection. The goal is to obtain an estimate of the prediction capability of future data of the model in correspondence with different choices of θ. Parameter selection is thus performed by optimizing the estimated prediction score. Holdout validation is the simplest form of CV: the available data are split in two parts, where one of them (estimation set) is used to estimate the model, and the other one (validation set) is used to assess the prediction capability. By ensuring independence of the model fit from the validation data, the estimate of the prediction performance is approximately unbiased. For models that do not require estimation of initial states, like FIR and ARX models, CV can be applied efficiently in more sophisticated ways by splitting the data into more portions, as described in Section 14.3.
Regularization of linear regression models
ARX-models, introduced in (7), belong to the class of wellknown and much-used linear regression models. Before we look closer into properties of ARX-model estimates, it is useful to consider linear regression models in more general terms.
Linear regression models
A linear regression model has the form
Here y (the output) and ϕ (the regression vector) are observed variables, e is a noise disturbance and θ is the unknown parameter vector. In general e(t) is assumed to be independent of ϕ(t).
It is convenient to rewrite (16) in vector form, by stacking all the elements (rows) in y(t) and ϕ T (t) to form the vectors (matrices) Y and Φ and obtain
The LS estimate of the parameter θ iŝ
where ∥ · ∥ represents the Euclidean norm. From (18a) to (18b), we have implicitly assumed that Φ T Φ is nonsingular. In many cases, like when Φ T Φ is singular or ill-conditioned, it makes sense to introduce a regularization term in (18a) by means of a regularization matrix P and consider the regularized least squares instead.
Regularized least squares
In order to regularize the estimate, we add a regularization term
−1 θ in (18a) and obtain the following problem, often referred to as regularized least squares (ReLS):
where γ is a positive scalar and I m denotes the m-dimensional identity matrix.
2 Remark 1. When P is singular, (19a) is not well-defined. In this case, consider the singular value decomposition of P:
 T where Λ P is a diagonal matrix with all diagonal elements being positive singular values of P and U = 
 is an orthogonal matrix with U 1 having the same number of columns as Λ P . Then (19a) should be interpreted aŝ
It is easy to verify that (19b) or (19c) is still the optimal solution of (20). For convenience, we will use (19a) in the sequel and refer to (20) for its rigorous meaning for singular P.
The positive scalar γ is the so called regularization parameter which has to balance adherence to experimental data and the penalty term θ T P −1 θ . This latter will improve the numerical properties of the estimator and decrease its variance, at the price of introducing some bias. To evaluate the model quality in a ''classic'' or ''frequentist'' setting, suppose that the data have been generated by (17) for a certain ''true'' vector θ 0 with noise E with variance
Then, the mean square error (MSE) of the estimator
2 Note that the step from (19b) to (19c) follows from the simple matrix equality
A rational choice of P and γ is one that makes this MSE matrix small in some sense. How shall we think of good such choices? It is useful to first establish the following Lemma of algebraic nature.
Lemma 2. Consider the matrix
where Q , R and Z are positive semidefinite matrices. Then for all Q
where
The proof consists of straightforward calculations, see Chen et al. (2012) . Noting the expression of (21) and invoking Lemma 2, the question what P and γ give the best MSE of the regularized estimate has a clear answer: the equation σ 2 P = γ θ 0 θ T 0 needs to be satisfied. Thus, the following result holds.
Proposition 3 (Optimal Regularizer for a Given θ 0 ). Letting γ = σ 2 , the regularization matrix
minimizes, in the sense of (23), the MSE matrix (21).
So, not surprisingly the best regularization depends on the unknown system. With this we are very close to a Bayesian interpretation.
Bayesian interpretation
The following well known and simple result about conditioning jointly Gaussian random variable is a key element in Bayesian calculations. Let x ∼ N (m, P) denote a Gaussian random variable with mean m and covariance matrix P, and consider
Then the conditional distribution of x 1 given x 2 is
In the current setup, we regard the vector θ as a random vari- 
The posterior distribution of θ given Y follows from (25)
So this shows that the regularized LS estimate (19) is the mean of the posterior distribution (the MAP estimate) provided we choose γ = σ 2 and the regularization matrix P as the prior covariance matrix of θ , i.e., with P = Π. Note also that the Bayesian interpretation permits to compute uncertainty bounds aroundθ using the posterior covariance Π * given by (27d).
Tuning the regularization: marginal likelihood maximization
Can we estimate this matrix P = Π in some way? Let P be parameterized in terms of the so-called hyperparameters η ∈ Γ , P(η). Now, the bottom row of (26) states that Y is a Gaussian random vector with zero mean and covariance matrix
Apart from constants, two times the negative logarithm of the probability density function of the Gaussian random vector
That is also the negative log likelihood function for estimating η from Y , so the ML estimate of η will bê
This maximization of the marginalized likelihood function is also known as Empirical Bayes. We have thus lifted the problem of estimating θ to a problem where we estimate parameters (in) P that describe the distribution of θ . If the matrix Φ is not deterministic, but depends on E in such a way that row ϕ T (t) is independent of the element e(t) in E, it is still true that (29) will be the ML estimate of η, although then Y is not necessarily Gaussian itself. See, e.g. Ljung (1999, Lemma 5.1) and Appendix in for details.
Remark 5. The noise variance σ 2 is also typically not known and needs to be estimated. As suggested in Goodwin, Gevers, and Ninness (1992) and Ljung (1999) , a simple and effective way is to estimate a low bias ARX or FIR model with least squares and use the sample variance as the estimate of σ 2 . An alternative way is to treat σ 2 as an additional ''hyper-parameter'' contained in η, estimating it by solving (29), e.g. see Chen, Andersen, Ljung, Chiuso, and Pillonetto (2014) and MacKay (1992).
Regularization in system identification
We first consider the regularized FIR model identification problem, which is a useful intermediate step for the more advanced multi-input FIR model and ARX model identification problem.
FIR models
Let us now return to the impulse response estimation of G (q, θ ) in (3) and assume it is finite (FIR) and described by:
where we have collected the m elements of u(t − k) in ϕ u (t) and the m impulse response coefficients g k in θ g . That means that the estimation of FIR models is a linear regression problem. All that was said above about linear regressions, regularization and estimation of hyper-parameters can thus be applied to estimation of FIR models. In particular, suitable choices of P should reflect what is reasonable to assume about an impulse response: If the system is exponentially stable, the impulse response coefficients g k should decay exponentially, and if the impulse response is smooth, neighboring values should have a positive correlation. That means that a suitable regularization matrix P g for θ g could be a matrix whose k, j element is
Here α accounts for the exponential decay along the diagonal, while ρ describes the correlation across the diagonal (the correlation between neighboring impulse response coefficients). We call this matrix, or kernel, as it will be termed in Part II, DC for Diagonal/Correlated.
A special case is if we link ρ = √ α, leading to
which we call TC for Tuned/Correlated. The same kernel was introduced in Chen, Ohlsson, Goodwin, and Ljung (2011), Pillonetto, Chiuso, and and with the name First-order Stable Spline.
A third useful kernel, which will be also explained in Part III, is called SS for Stable Spline:
The hyperparameter η can then be tuned by (29) where P g (η) enters the definition of Z (η) in (28). Efficient numerical implementation of this minimization problem is discussed in and Chen and Ljung (2013) . Once η is estimated, the impulse response can be computed by (19) with γ = σ 2 . (The routine is implemented as impulseest.m in the 2012b version of Ljung (2013) .) This method of estimating impulse response, possibly followed by a model reduction of the high order FIR model, has been extensively tested in Monte Carlo simulations in Chen et al. (2012) . They clearly show that the approach is a viable alternative to the classical ML/PEM methods, and may in some cases provide better models. An important reason for that is that the tricky question of model order determination is avoided.
Multi-input FIR-models
With several inputs, it is easy and natural to extend (30):
where ϕ u j (t) contains the lagged inputs from input j and θ j g the impulse response coefficients from that input. The resulting linear regression (34b) simply stacks the contributions. If we assume that the responses from the different inputs have no mutual correlation, it is natural to partition the regularization matrix accordingly:
with P g j (η j ) as in any of (31)- (33), with different hyperparameters for each input.
General predictor models and ARX models
From the general linear predictor expression (5) we can write any predictor as two infinite impulse responses from y and u respectively. Note for ARX models (7) = B(q), so these infinite responses specialize to finite responses. In line with (9), these finite ARX-expressions become arbitrarily good approximators for general linear systems as the orders tend to infinity. We can write the ARX-model, (7) with one input as
, ϕ u (t) are made up from y and u in an obvious way. That means that also the ARX model is a linear regression model, to which the same ideas of regularization can be applied. Eq. (36) shows that the predictor consists of two impulse responses, from y and from u, and similar ideas on the parameterization of the regularization matrix can be used. The P-matrix in (19) can be partitioned along with θ a , θ b :
with P a (η), P b (η) as in any of (31)-(33).
Finally, the ARX model (36) is extended to multiple inputs in an obvious way. If there are several outputs, the easiest and most natural way is to treat each output channel as a separate linear regression as in (36) but with the other outputs appended in the same way as the inputs.
Remark 6. Note that linear systems satisfy the superposition property that impulse response of a linear system is the sum of impulse responses of its partial fraction expansion and also that the hyperparameter tuning problem (29) is non-convex, and for high-dimension η it may cause problems. It is therefore of interest to consider kernels that are formed linearly from multiple, known kernels P k :
where P k can be chosen as specific instances of the kernels DC, TC and SS, and also complemented by rank 1 kernels of the kind θ 0 θ T 0 (cf. (24)) for a collection of candidate models θ 0 . This gives several advantages as described in Chen et al. (2014) . For example, the tuning problem (29) for (38) is a difference of convex functions programming problem, whose locally optimal solutions can be found efficiently by using sequential convex optimization techniques, (Horst & Thoai, 1999; Tao & An, 1997) . What is more, it favors sparse solutions, i.e. with many η k = 0. This is very useful if P k corresponds to different hypothesized structure and enables this kernel-based regularization method to tackle various structure detection problems in system identification, e.g., the sparse dynamic network identification and the segmentation of linear systems.
Regularized least squares and James-Stein estimators ⋆
Consider (19) under orthonormal design assumptions (Φ T Φ = I m ), with regularization matrix proportional to the identity (P = λI m ) and with σ 2 assumed known. Then, if γ is set to σ 2 and λ is estimated via marginal likelihood optimization, it is easy to show that ReLS reduces essentially to the famous James-Stein estimator (James & Stein, 1961; Stein, 1981) . Hence, for m > 2, its performance, measured by the trace of the MSE matrix ofθ , is uniformly better than that of the LS estimator for every θ 0 . See also Efron and Morris (1973) for connections between James-Stein estimation and empirical Bayes approaches.
In the general case (non orthonormal Φ and/or generic kernel), a large variety of different estimators dominating LS can be found in the literature, see e.g. Berger (1982) , Bhattacharya (1966) , Bock (1975) and Shinozaki (1974) , but ReLS (e.g. equipped with marginal likelihood for hyperparameters tuning) does not belong to this class. In fact, to get minimax properties (thus guaranteeing that the MSE never exceeds that of LS for every θ 0 ), ReLS structure needs to be suitably modified giving rise to generalized ReLS estimators (Strawderman, 1978) . However, there is a price to pay: generalized ReLS is typically less effective against ill-conditioning, e.g. see Casella (1980) but also Maruyama and Strawderman (2005) for new minimax estimators with better numerical stability properties.
The Bayesian interpretation reported in Section 4.3 helps to understand why ReLS performance can prove superior to other minimax estimators when regularization is carefully tuned. In fact, ReLS concentrates the improvement in the most likely regions in the parameter space as specified by the chosen kernel (it will perform worse than LS only if the probability induced by the kernel predicts poorly the location of θ 0 ). In particular, ReLS equipped with kernels (31)- (33) outperforms LS in the region of exponentially decaying impulse responses. In this region, forcing the estimator to be minimax, one would loose most of the gain coming from smoothness and stability prior information, see also Section 3 in Berger (1982) for other insights.
Nevertheless, the development of effective minimax estimators for system identification appears an interesting issue. To our knowledge, this is an open problem when kernel parameters, such as (λ, α) in (32) and (33), have to be determined from data. Instead, when they can be fixed in advance, the estimator in Berger (1982) can be used: not only it is minimax but concentrates the improvement in ellipsoids defined by P in the parameter space. This approach is deeply connected with robust Bayesian estimation concepts, e.g. see Berger (1980 Berger ( , 1994 .
Numerical illustrations
To illustrate the properties of the suggested algorithms, we consider two kinds of Monte Carlo experiments regarding the identification of randomly generated linear systems
The experiment in Section 7.2 involves OE-models (p = 1, H(q) = 1) while ARMAX-models will be then considered in Section 7.3. Both of the experiments have been performed using MATLAB, equipped by the System Identification Toolbox (Ljung, 2013) as the numerical platform. 3 There, all the methods described in Sections 2 and 5 are implemented, and we refer to the manual of Ljung (2013) for details of the implementations.
Performance measure: model generalization capability
First, we describe the performance measure adopted to compare different estimated models. At every Monte Carlo run, the system (39) is used to generate two kinds of data sets. The first type is the identification data set (also called training or estimation set)
while the second type is the test set
The test set Z new is generated by applying inputs (independent of those entering Z ) at t = 0, starting from null initial conditions. 
which quantifies how much of the variance of y new is captured by the k-step-ahead forecast. In the OE-model case, F k is independent of k. Note that is essential that the k-step ahead predictions are computed with zero initial conditions, so as not to give any advantages to higher order models which could adjust the initial conditions to fit the test set. (This can be obtained using the MATLAB command predict(model, data, k, 'ini', 'z') where model and data are structures containing the estimated model and the test set Z new , respectively.) The quality measure (40) will depend on the actual data in X new , but as M → ∞ it will be a true measure of the quality of the model, depending only on the true system G i (q), H(q), the model G i (q,θ ), H(q,θ ) and the input spectrum. For example for an OEmodel with zero mean white noise as input, one has
with ∥S(q)∥ 2 being the ℓ 2 norm of the impulse response of a generic system S(q).
The oracle. The test set Z new and the fit F k (θ ) are useful not only for model tests, but they can also be used as an oracle. In statistics the term oracle is often used as a means for correct information about model properties based on ideal and unrealistic sources. In that sense, Z new is an oracle only if M = ∞ or if y has been generated from the system in a noise-free way. In the tests of OE models in Section 7.2 we shall use Z new and F 1 (θ ) with noise free data (and M = 3000) as a true oracle to select the best order of the OE model.
For the ARMAX tests in Section 7.3, which include a noise model, we use as an ''approximate oracle'' Z new for M = 3000 and a noise source of the same character as in the estimation data. To decide what are the best ARMAX orders, an average k-step prediction performance is evaluated, and
is maximized.
Identification of discrete-time OE-models
We now consider two Monte Carlo studies of 1000 runs regarding identification of discrete-time OE-models
.
At each run, a different rational transfer function G is generated as follows. First, a 30th order SISO continuous-time, strictly proper system was randomly generated (using the MATLAB command rss.m). The continuous-time system was then sampled at 3 times of its bandwidth. If all poles of the sampled system are within the circle with center at the origin and radius 0.95 on the complex plane, the system is used and saved. During each run, the input in the estimation data set is generated as a realization from white Gaussian noise of unit variance filtered by a 2nd order rational transfer function obtained by the same type of generator defining G. The input delay is always equal to 1. Starting from zero initial conditions, 1000 input-output pairs are collected with the output corrupted by an additive white Gaussian noise. The SNR, i.e. ratio between the variance of the noiseless output and the noise, is randomly chosen in [1, 10] at every run. In the first experiment, the estimation data set Z contains the first 200 input-output pairs while all the 1000 pairs are used in the second case study.
Two types of test sets Z new are generated at every run. The first one is the most challenging since it contains noiseless outputs obtained using a unit variance white Gaussian noise as input. The second one is obtained using a test input having the same statistics of the input in the estimation data.
The following 6 estimators are used:
• Oe + Or1. Classical PEM approach (11) equipped with an oracle.
In particular, we consider candidate models where the order of the polynomials B and F is equal and can vary between 1 and 30. For every model order, estimation is performed solving (11).
(The method is implemented in oe.m of the MATLAB System Identification Toolbox, (Ljung, 2013) .) Then, the oracle chooses the estimate which maximizes the fit (40) (independent of k in this case) relative to the first test set (test input equal to white noise).
• Oe + Or2. The same as above except that the oracle chooses the model order maximizing the prediction performance on the second test set (test input with the same statistics of the input in the estimation data).
• Oe + CV. The same as above except that model order is selected using cross validation. In particular, identification data are split into two sets Z a and Z b containing, respectively, the first and the last N/2 input-output pairs in Z . For different orders of the rational transfer function, the models are obtained by the PEM method using the estimation data Z a . • {TC, SS, DC }. These are three ReLS estimators, see (19), equipped with the kernels DC (31), TC (32) and SS (33). The number of estimated impulse response coefficients is 200. At every run, the noise variance is estimated by fitting via LS a lowbias model for the impulse response, as e.g. described in Goodwin et al. (1992) . Then, kernel hyperparameters (2 for SS and TC, 3 for DC ) are obtained via marginal likelihood optimization, see (29). Fig. 1 reports the MATLAB boxplots of the 1000 fit measures returned by the estimators during the first experiment (N = 200, left panels) and the second experiment (N = 1000, right panels). As a consequence, the performance of Oe + CV much increases but remains significantly inferior than that of the kernel-based estimators.
Results
Finally, it is worth noticing that the performances of Oe + Or1 and Oe + Or2 appear quite different in each of the four scenarios illustrated by Fig. 1 . This indicates that the model orders chosen by the oracle strongly depend on the prediction target. On the other hand, the generalization capability of the regularized estimators is always high, irrespective of the nature of the test set. Hence, one can argue that TC, SS and DC (which are estimators implementable in real applications) return impulse response estimates which are ''the right synthesis'' of those returned by the two oraclebased procedures (which are not implementable in practice since have access to noise free data contained in the test set). These outcomes have been recently confirmed also by an independent study (Olofsson, 2013) .
Identification of discrete-time ARMAX-models
We now consider one Monte Carlo study of 1000 runs. At every run, data are generated by an ARMAX model of order 30 having p observable inputs u i , i.e.
where p is the realization from a random variable uniformly distributed on {2, 3, 4, 5}. The polynomials A, B i and C are randomly generated. (This has been obtained by using drmodel.m: the first call defines B 1 and A, the others the numerators of the remaining p rational transfer functions.) The system is used and saved if the following two requirements are satisfied. System and one-step ahead predictor poles have to stay inside the circle of radius 0.95 while the signal to noise ratio has to satisfy
with ∥G i ∥ 2 , ∥H∥ 2 to denote the ℓ 2 norms of the system impulse responses, which are also constrained to be less than 10. At every run, the input in the estimation data set is unit variance white Gaussian noise and Z contains 300 input-output pairs collected after getting rid of initial conditions effect. The test input is also white Gaussian noise and the performance measure is the fit (40) which now depends on the prediction horizon k. The following estimators are used:
• PEM + Oracle: this is the classical PEM approach (11) equipped with an (''approximate'') oracle (42). The candidate model structures are ARMAX models defined by polynomials that all have the same degree. (The method is implemented in pem.m of the MATLAB System Identification Toolbox, (Ljung, 2013) .) The maximum allowed order is 30. The oracle chooses the model order maximizing (42).
• PEM + CV : the same as above except that cross validation is used for model order selection. In particular, identification data are split into two sets Z a and Z b containing, respectively, the first and the last 150 input-output pairs in Z . For different orders of the rational transfer function, the model is obtained solving (11) using the estimation data Z a . Then, the one-stepahead prediction errors are computed with zero initial conditions for the validation data Z b . The model order minimizing the sum of the squared prediction errors is selected and the final impulse response estimate is obtained solving (11) using Z .
• {PEM + BIC , PEM + AICc}: the same as above except that AICtype criteria select the model order.
• {TC, SS, DC }: the unknown coefficients of the multi-input version of the ARX model (36) are estimated via ReLS. The length of each predictor impulse response is 50. The regularization matrices entering (the multi-input version of) (37) all consist of TC (32) or SS (33) or DC (31) kernels, sharing a different scale factor λ for every impulse response and a common variance decay rate α. The innovation variance is obtained using a low-bias ARX model (following the same approach described in the previous subsection). Then, hyperparameters are determined via marginal likelihood optimization. To deal with initial conditions effect, the first 50 input-output pairs in Z are used just as entries of the regression matrix.
The system inputs delay are assumed known and their values are provided to all the estimators described above. Finally, one can see that the regularized approaches largely outperform PEM equipped with CV and the Akaike-like criteria. 
Remark 7.
How can the DC be better than the oracle? Nothing can beat the oracle in the sense that PEM/OE equipped with any model order selection rule cannot beat the oracle. But the model order selection works with bias-variance trade-off among a finite set of given models. Regularization deals with that trade-off using a continuous set of regularization parameters, and may in this way come up with better performing trade-offs. Also, when studying the results in Fig. 2 , it is important to keep in mind that these are experiments with relatively few (300) data, and quite complex systems (orders 30).
Remark 8.
We have also tested a variant of the regularized algorithms given by TC with a single scale factor λ for all the regularization matrices. In this way, the dimension of the hyperparameter vector is independent of the number of system inputs, with the marginal likelihood to be optimized just over a two-dimensional space. The mean of the 20 fits values displayed in the left panel of Fig. 2 only slightly reduces, passing from 46.6 to 43.6.
An example with a real process
In robotics, a good model of the robot is one key of the success for high positioning accuracy/low tracking errors, which are performance specifications and the driving elements for any servo design. In Torfs, Vuerinckx, Swevers, and Schoukens (1998) a process with a vibrating flexible robot arm is described. The experimental data from this process have also been analyzed in Pintelon and Schoukens (2012b, Section 11.4.4) . The input is the driving couple and the output is the acceleration of the tip of the robot arm. In total, 40960 data points were collected at a sampling rate of 500 Hz. A portion of the input-output data is shown in the left panel of Fig. 3 . The right panel of the same figure displays the empirical frequency function estimate obtained by these data. (This is implemented in etfe.m of the MATLAB System Identification Toolbox (Ljung, 2013) .)
We have built models both using standard PEM and regularized FIR-model techniques. Since the true system is unknown we cannot evaluate the models by model fit to the actual system. Instead we use cross validation ideas, and measure how well the estimated models can reproduce the output on validation portions of the data that were not used for estimation. We selected estimation data to be the portion 1:7000 and the validation data to be the portion 10,000:40,960. We estimated nth order state space models without disturbance model for n = 1, . . . , 36 using the prediction error method PEM (via the command pem(data,n, 'dist','no')) and calculated their fit to validation data as in (40) . The fits are shown as a function of n in Fig. 4 . The best fit is 78.7% and obtained for order n = 18. Then, the regularized FIR model (30) with order m = 3000 is estimated using (19), with the DC kernel (31), tuned by the marginalized likelihood method (29), and the unknown input data are set to zero. (This method is available in MATLAB's System Identification Toolbox (Ljung, 2013) as the command impulseest(data,3000,0, opt) where, in the option opt, we set opt.RegulKernel='dc'; opt.Advanced.AROrder=0.) The fit for a regularized FIR model of order 3000 is 81.8% and clearly better than any of the PEMestimated state space models. For illustration, this fit is also shown in Fig. 4 as a horizontal line.
One can say that a FIR model of order 3000 is quite large, but it is interesting to note that it can be reduced to low order statespace models by L 2 model order reduction. For example, the fit of a reduced state-space model of order n = 15 is 79.5%, which is better than the best PEM-estimated state space model.
One may also say that estimating a FIR model of order 3000 is not practical. One way to deal with this issue is to decimate the original data by a factor of 10 and repeat the tests. They show that with the DC kernel, a regularized FIR model of order 300 gives a fit of 87.0% while the best PEM-estimated state-space model has a fit of 82.2%.
Part II. Function estimation by regularized kernel methods
In this part, we study function estimation by regularized kernel methods.
Function estimation problem and RKHS
Methods for estimating (learning) a function g in a functional
relationship y = g(x) from observed samples of y and x are the basic building blocks for black-box estimation techniques. Given a finite set of pairs (x i , y i ) ∈ X ×R, where X is a non-empty set, the goal is synthesizing a function g having a good generalization capability in the sense that, for a new pair (x, y), the prediction g(x) is close to y (e.g. in the MSE sense). The classical parametric approach uses a model g θ : X → R depending on a vector of parameters θ ∈ R m . A very simple example is a finite-dimensional polynomial model, e.g. g θ (x) = θ 1 + θ 2 x + θ 3 x 
that dates back to Gauss. It is convenient to adopt a model which is linear in the parameter vector θ , i.e.
, where the basis functions φ i are fixed in advance. In this way, global minimization with respect to θ can be obtained just solving a linear system of equations.
As already seen, within the parametric approach a major issue is the choice of the model order m (dim(θ )), which is typically carried out by using model validation techniques, see Section 3.1 and Ljung (1999), Söderström and Stoica (1989) . Increasing the order improves the LS penalty eventually leading to data interpolation. However, overparameterized models, as a rule, perform poorly when used to predict the output from new input data. A further problem with overparameterized models is that the problem of minimizing (43) may become ill-posed in the sense of Hadamard (1922) . In particular, the solution may be highly sensitive to small perturbations of the data y i . That is the same observation as expressed at the end of Section 2.4 that flexible models give higher variance.
Regularization in reproducing kernel Hilbert spaces
Is there a way to reconcile flexibility of the model class with well-posedness of the solution? The question has been extensively investigated in the literature of inverse problems, opening the way to regularization techniques (Tikhonov & Arsenin, 1977) that have been widely adopted also in the machine learning literature. In the specific case of function estimation, the regularization approach is in fact an alternative paradigm to traditional parametric estimation. Instead of constraining the unknown function to a specific parametric structure, g is searched over a possibly infinitedimensional functional space H . The key ingredient to avoid overfitting and ill-posedness is the introduction of a regularizer J in the objective functional:
The regularization term J(g) is designed so as to penalize undesired behaviors. For instance, the regularizer given by the energy of first-
2 dx, penalizes the presence of high-frequency components in the function g. The positive parameter γ , which was already introduced in (19), controls the relative importance of the error term
2 , and the regularizer J(g). A mathematically rigorous and elegant analysis of regularization methods is possible when H is a Hilbert space, namely a space endowed with an inner product ⟨·, ·⟩ H , which is complete (meaning that all the Cauchy sequences converge) with respect to the induced norm ∥g∥ H = √ ⟨g, g⟩ H . In such a case, a typical regularizer is the squared norm in the Hilbert space, i.e. J(g) = ∥g∥ 2 H which leads to:
As for the Hilbert space H , a basic requirement is that every function in the space be point-wise well defined everywhere on X . In addition, we will assume that pointwise evaluations are continuous linear functionals on H , i.e.
Notice that the above condition is stronger than requiring g(x) < ∞ ∀x due to the fact that C x can depend on x but not on g.
Definition 9 (RKHS). A reproducing kernel Hilbert space (RKHS)
over a non-empty set X is a Hilbert space of functions g : X → R such that (46) holds.
When a RKHS is adopted as hypothesis space, problem (45) is well-posed: there exists a unique solution that is little sensitive to perturbations of the data (Tikhonov & Arsenin, 1977) . The theory of RKHS has been mainly developed by Aronszajn (Aronszajn, 1950) . As suggested by the name itself, the concept of RKHS is strongly linked with that of positive semidefinite kernel.
Definition 10 (Positive Semidefinite Kernel). Let X denote a nonempty set. A symmetric function K : X ×X → R is called positive semidefinite kernel if, for any finite natural number p, it holds
The following theorem provides the connection between RKHS and positive semidefinite kernels. 
Conversely, given a positive semidefinite kernel K , there exists a unique RKHS of real valued functions defined over X whose reproducing kernel is K .
Remark 11. The Moore-Aronszajn theorem gives a one-to-one correspondence between RKHS of functions and positive semidefinite kernels (Aronszajn, 1950) . It follows that the Hilbert space H is completely characterized by its reproducing kernel. This also means that the kernel choice specifies both the hypothesis space H and the regularizer J(g) = ∥g∥ 2 H entering the estimator (45). In particular, from the proof of the theorem, e.g. reported on p. 35 of Cucker and Smale (2001) , it follows that every RKHS is built from the kernel as follows. First, consider all the functions of the 
. Then, all the functions in the corresponding RKHS are sums, or limits of sums, of functions proportional to Gaussians. It can be shown that every function of the space H inherits properties such as smoothness and integrability of the kernel. This fact has an important consequence on modeling: instead of specifying a whole set of basis functions, it suffices to choose a single positive semidefinite kernel function that encodes the desired properties of the function to be synthesized.
The representer theorem
Hereby, let I N be the N × N identity matrix. In addition, the (column) vector Y contains the available output measurements y i while K ∈ R N×N is a positive semidefinite matrix (called kernel matrix, or Gram matrix) such that
The importance of RKHS in the context of regularization methods stems from the following central result (Kimeldorf & Wahba, 1971b) showing that the solution of the variational problem (45) admits a finite-dimensional representation.
Theorem 2 (Representer Theorem). If H is a RKHS, the minimizer of (45) iŝ
Similarly to the traditional linear parametric approach, the optimal function is a linear combination of basis functions. However, a fundamental difference is that the number of basis functions is now equal to the number of data pairs, and is thus not fixed a-priori. In fact, the basis functions appearing in the expression of the minimizerĝ are just the kernel sections K x i centered on the input data. The estimator (48)- (49) is also called in the literature regularization network (Poggio & Girosi, 1990) or least squares support vector machine (Suykens et al., 2002) . Its asymptotic behavior, as N goes to ∞, has been studied in many recent works, see e.g. Smale and Zhou (2007) and Wu, Ying, and Zhou (2006) , also in the context of NARX identification (De Nicolao & Trecate, 1999) .
Remark 12.
More general versions of the representer theorem exist . In particular, when the quadratic terms
2 are replaced by general convex functions, e.g. the Huber (Huber, 1981) or the Vapnik loss which leads to support vector regression (Vapnik, 1998) , (48) still holds under mild assumptions. The adopted loss then determines how to obtain the expansion coefficients: generally, in place of (49),ĉ requires the solution of a (possibly non differentiable) convex optimization problem.
The bias space ⋆
Sometimes, it can be useful to enrich the RKHS H with a low-dimensional parametric part, the so called bias space. This is typically defined by linear combinations of functions {φ k } m k=1 . E.g., if the unknown g exhibits a linear trend, one may let m = 2 and φ 1 (x) = 1, φ 2 (x) = x, and assume that the unknown function is sum of two functions, one in H and the other one in the bias space.
In other words, the hypothesis space is H + span{φ 1 , . . . , φ m }. Then, the estimated function isĝ(x) +  m k=1θ k φ k (x), whereĝ and θ solve
Note that the expansion coefficients gathered in θ are not subject to any penalty term but a low value for m avoids overfitting. An extension of the representer theorem holds : the function estimate is
where theĉ i andθ k are obtained optimizing (50) with g replaced by
In particular, assume that Φ ∈ R N×m is full column rank, with N ≥ m and Φ ij = φ j (x i ). Then, it follows from Theorem 1.3.1 in Chapter 1 of Wahba (1990) 
Kernels
Since the reproducing kernel completely characterizes the hypothesis space H , its choice has a crucial impact on the ability of predicting future output data (generalization performance). A large variety of positive semidefinite kernel functions have been introduced in the literature over the years. In the following, we limit the attention to few illustrative examples, referring the interested reader to more comprehensive treatments of the subject, e.g. Hofmann, Schölkopf, and Smola (2008) , and Shawe-Taylor and Cristianini (2004) .
Linear kernels and regularized linear regression ⋆
Let X = R m with every input location x thought of as an mdimensional column vector. Let also P ∈ R m×m denote a symmetric and positive semidefinite matrix. Then, we can define a linear kernel as follows 
Then, the regularization problem (45) 
Kernels given by a finite number of basis functions
T . It is easy to verify that K is a positive semidefinite kernel, and the associated RKHS coincides with the m-dimensional space spanned by the basis functions φ i . The associated kernel matrix is given by K = ΦΦ T , where Φ ∈ R N×m with Φ ij = φ j (x i ). Then, the solution of (45) is (48) 
In particular, one has
that again coincides with the classical ReLS formula (19) introduced in Part I with P = I m .
Radial basis kernels
The class of continuous positive semidefinite kernels
4 Notice that the optimal solution θ of the unconstrained problem (52) automatically satisfies the constraint θ = Φ T c, and therefore the latter can be dropped without loss of generality.
includes the class of radial basis kernels (RBF) of the form
Differently from the kernels described in Sections 10.1 and 10.2, the RKHS associated with any non-constant RBF kernel is infinitedimensional (it cannot be spanned by a finite number of basis functions). An explicit characterization of the associated RKHS is described in Steinwart (2002) and Steinwart, Hush, and Scovel (2006) .
Spline kernels
To simplify the exposition, let X = [0, 1]; let also g 
J(g)
Now, an interesting question is whether this penalty term can be cast in the RKHS theory. The answer is positive. In fact, consider the Sobolev space of functions g whose first p − 1 derivatives are absolutely continuous and satisfy g (j) (0) = 0 for j = 0, . . . , p − 1 (Adams & Fournier, 2003) . Then, this is a particular RKHS H if the norm is defined by
The corresponding kernel is the so called spline kernel
Note that the Laplace transform of G p (·, 0) is 1/s p . When p = 1, one obtains the linear spline kernel given by
whereas p = 2 leads to the cubic spline kernel:
When the kernel (55) is adopted, it follows from the representer theorem that the estimateĝ is a smoothing spline, whose derivatives are continuous exactly up to order 2p − 2 (Wahba, 1990) . As an example, from (58) one can see that for p = 2 the kernel sections K x i , whose linear combinations provideĝ, are the well known cubic smoothing splines consisting of piecewise third-order polynomials, see also Fig. 5 . Spline functions enjoy notable numerical properties originally investigated in the interpolation scenario. In particular, piecewise polynomials avoid Runge's phenomenon (Runge, 1901 ) (presence of large oscillations in the reconstructed function) which e.g. arises when high-order polynomials are employed. Fit convergence rates are discussed e.g. in Ahlberg and Nilson (1963) and Atkinson (1968) .
Recall that the spline kernel induces an infinite-dimensional RKHS of functions which all satisfy the constraints g (j) (0) = 0 for j = 0, . . . , p − 1. Then, to cope with nonzero initial conditions, the spline kernel is typically enriched with a low-dimensional parametric part (the bias space already discussed in Section 9.3)
given by the space of polynomials up to order p − 1. The enriched 
whose explicit solution is given by (51) setting φ k (x) = x k−1 and
Numerical example using the cubic spline estimator
To illustrate the effect of the regularization parameter γ on the performance of ReLS, we consider a simple numerical example. The problem is the reconstruction of e 
Concluding remarks of the section
The regularized estimator (45) has been introduced, pointing out the importance of the kernel that defines the hypothesis space and the regularization penalty.
Regularized estimation has been widely used in applications fields related to statistics and machine learning. In recent years, it has been exploited also for nonlinear system identification and prediction, mainly resorting to Gaussian or polynomial kernels ). Diverse applications call for different definitions of the function domain X . For instance, in the algorithms for NARX identification and time-series prediction described in Girard, Rasmussen, Quinonero-Candela, and MurraySmith (2003) , Leithead, Solak, and Leith (2003) and Pillonetto, Chiuso, and Quang (2011) , the elements of X are vectors containing system input samples. Regularized approaches for estimation of partially linear models can be found in Espinoza, Suykens, and De Moor (2005) , Li, Li, Su, and Chun (2006) and Xu and Chen (2009) . There, the linear behavior is captured by a parametric model (the bias space) while the nonlinear distortion is estimated by kernel-based techniques. Other regularized approaches for nonlinear and state-space models identification can be found in Frigola, Lindsten, Schon, and Rasmussen (2013) , and Hall, Rasmussen, and Maciejowski (2012) . A connection between Volterra and Wiener nonlinear system representation and the RKHS induced by the polynomial kernel, together with an efficient identification scheme, can be found in Franz and Schölkopf (2006) . Other recent applications regard Wiener, Hammerstein and Wiener-Hammerstein system identification (Falck et al., 2012; Falck, Pelckmans, Suykens, & De Moor, 2009; Goethals, Pelckmans, Falck, Suykens, & De Moor, 2010; Goethals, Pelckmans, Suykens, & De Moor, 2005; Lindsten, Schön, & Jordan, 2013) . For example, in Lindsten et al. (2013) the elements of X are the outputs coming from the linear block of the Wiener structure. A Gaussian kernel is then used to recover the static nonlinearity present in the second block. Conditions ensuring the statistical consistency of this identification scheme have been derived in Pillonetto (2013) using RKHS theory.
Part III. Continuous-time system identification as a function estimation problem
In this part, we study continuous-time system identification as a function estimation problem.
Impulse response estimation problem
There is a particular linear system identification problem that naturally lends itself to being solved using the function estimation techniques previously described. This happens when a linear timeinvariant system is excited by an impulsive input and noisy samples of its output are collected. Then, the identification of the impulse response is perfectly equivalent to learning a univariate function of time. In the following, this simple scenario will be referred to as the static case. It is apparent that assuming an impulsive input is too restrictive in system identification where, as seen in Part I, it is necessary to consider dynamic scenarios in which the system is excited by arbitrary inputs (Ljung, 1999; Söderström & Stoica, 1989) .
Hereafter, we will consider continuous-time single-inputsingle-output (SISO) dynamic systems. We also assume that the system is linear, time-invariant, and causal, denoting with u the input and with y(t i ) the output measured at the time instant t i .
Assuming an output error model, one has
where e i is white noise and the unknown function g is now the system impulse response. Let
Then, the identification problem consists of reconstructing g starting from a known input u and Y . Compared to the static scenario described in the previous sections, the following two peculiarities can be noticed:
• the domain of the function g is one-dimensional and given by the positive real axis, i.e. X = R + and g : R +  → R; • compared to the static case, the nature of the data is more complex since, in place of g(x i ), the measurement model involves the functional L i given by
As mentioned in the preamble, inverting this convolution integral is an inverse problem associated with potentially ill-conditioned numerical solutions, e.g. see Twomey (1977) . Ill-conditioning is particularly severe when u is a low-pass/smooth signal and worsens when the output signal is sampled more frequently, i.e. when more information comes from the system. In the case of uniform sampling, these phenomena can be given a spectral characterization using the Szegö theorem (Ekstrom, 1973) . So, the problem area should benefit from the classical regularization works of Tikhonov and Phillips (Phillips, 1962; Tikhonov & Arsenin, 1977) as well as from the connection between regularization techniques for inverse problems and the function estimation paradigm of Part II, see also De Vito, Rosasco, Caponnetto, De Giovannini, and Odone (2005) . In the next subsection, along the line developed in Pillonetto and De Nicolao (2010), we extend the RKHS framework to SISO linear system identification.
Regularized identification in RKHS and the representer theorem for system identification
Following the framework described in Section 9, the impulse response g is seen as an element of the RKHS H associated with a ''causal'' kernel K : R + × R +  → R. For the time being, K will be a generic kernel (the choice of the most suitable kernel for system identification will be discussed later in Section 13). The use of the regularizer ∥g∥ 2 H to avoid ill-posedness and ill-conditioning leads to the estimator
For future developments, given the system input u, it is useful to define the output kernel O as follows 
From the Theorem 2 (representer theorem), we have seen that a remarkable feature of problem (45) is that it admits a finitedimensional representation. One may wonder whether this holds also for the solution of (61). The answer is positive if the linear functionals L i are continuous on H , i.e. if Aronszajn (1950) for details.
From RKHS theory it is known that the linear functional
L i is continuous iff L i [K x ] is a function in H , see
Theorem 3 (Representer Theorem for System Identification). If H is a RKHS induced by K and each L i : H → R is a continuous linear
functional, the minimizer of (61) iŝ
where theĉ i are the components of
The result above is obtained following the same arguments of the proof of Theorem 1.3.1 in Wahba (1990) , see also Yuan and Tony Cai (2010) where asymptotic properties of the estimator (63) are also discussed. Thus, also the solution of the variational problem (61) admits a finite-dimensional representation. The difference w.r.t. the static case is that the basis functions are no more the kernel sections, but their convolution with the input u, i.e.
As in the static case, more general versions of Theorem 3 can be found, e.g. see Dinuzzo and Schölkopf (2012) .
The bias space ⋆
As in the static case, it can be useful to enrich the estimator (61) with a parametric component, e.g. a low-order rational transfer function. An approach consists of using an enlarged space, already introduced in Section 9.3, given by H + span{φ 1 , . . . , φ m }. Thus, the impulse response is assumed to be g +  m k=1 θ k φ k with g ∈ H and the regularization problem (61) is modified as follows
Again, assume Φ ∈ R N×m , with N ≥ m, of full rank and defined by Φ ij = L i [φ j ]. Then, using Theorem 1.3.1 in Wahba (1990) 
Regularized FIR estimation as regularization in RKHS⋆
Even if stated in a continuous-time fashion, all the theory so far exposed holds on general function domains. Hence, it also covers the discrete-time setting. For instance, IIR systems can be handled considering X = N. Then, all the results above hold just replacing continuous-time convolutions with their discrete-time versions,
. It is also instructive to discuss in some depth the connection of the RKHS framework with the FIR case treated in Part I. This will give also some insight about the nature of the RKHS norm entering (61).
First, recall that in Part I the estimate of the vector θ containing the FIR coefficients waŝ
Let g θ denote the impulse response such that g θ (i) = θ i . We now
show that there exists a suitably defined RKHS (dependent on P) such that the function estimation problem (61) is equivalent to (67) in the sense thatĝ(i) =θ i , i = 1, . . . , m, whereθ i is the ith entry ofθ .
To state the connection, it suffices introducing the following correspondences:
where Φ(i, :) denotes the ith row of Φ. In fact, since P is a symmetric and positive semidefinite matrix, K is a positive semidefinite kernel. Therefore, Theorem 1 says that there is a unique RKHS H of real valued functions over {1, 2, . . . , m} having K as reproducing kernel. Notice that there exist only m kernel sections given by the m columns of P. Therefore, recalling Remark 11, each g θ ∈ H has the representation
T . Using the definition of g θ and (69), one obtains
der the assumptions (68), (67) coincides with (61). From elementary algebra, we also obtain that the solutionθ admits the following two equivalent expressionŝ
It is interesting to notice that the last expression (70b) can be derived from the representer theorem. In fact, each basis function 
Finally, the correspondence can be stated also in the case of singular P. In fact, under assumption (68), even if P is not full rank, the representer theorem still guarantees that (70b) is the solution of (61) and this coincides with the solution of (20) discussed in Remark 1.
Connection with Bayesian estimation of continuous-time Gaussian stochastic processes
As in the FIR case, the kernel-based regularization approach described in the previous section can be given a probabilistic interpretation in a Bayesian framework. This connection was initially studied in Kimeldorf and Wahba (1971a) in the context of spline regression, see also Girosi, Jones, and Poggio (1995) , Rasmussen and Williams (2006) and Wahba (1990) . The main point is to see the function estimation problem as the Bayesian estimation of a continuous-time Gaussian stochastic process on R + , from noisy observations.
To set up our Bayesian framework, the N entries of Y are modeled as in (60)
• the e i are zero-mean Gaussian of variance σ 2 , mutually independent and independent of g;
• the system impulse response g is a zero-mean Gaussian stochastic process, on R + , with autocovariance λK and independent of e i .
Thus, the prior knowledge on g is given within the probabilistic description of the random process. To make an example, smoothness can be enforced by selecting a covariance K such that irregular profiles, e.g. nondifferentiable functions, are probabilistically unlikely. Notice also that giving a probabilistic description of an unknown signal is not new in the systems and control literature, a paradigmatic example being given by the theory of Wiener filtering, prediction and smoothing (Wiener, 1949) .
Given (column) random vectors u and v, we define Cov [u, v] 
. Since linear transformations of Gaussian processes preserve Gaussianity, the vector
(the noiseless output evaluated at time instants t i ) is a multivariate zero-mean normal vector. Furthermore, since Cov(
, the covariance matrix of z is λO, where O is the output kernel matrix defined in (62). In view of (60) and the independence of g and e i , it follows that g(x) and Y are jointly Gaussian for any x ∈ R + . Hence, the posterior p(g(x)|Y ) is Gaussian as well, as recalled in (25). In our case we obtain (Papoulis, 1984 )
where δ ij is the Kronecker Delta. Using (25) with γ =
whereĉ i is the ith entry of vectorĉ defined in (64). Hence, the minimum variance estimate coincides with the solution of (61) when the proper H is chosen. This is summarized in the following proposition.
Proposition 13. Consider (60) where
• the e i are independent and Gaussian, of variance σ 2 ;
• the system impulse response g is a zero-mean Gaussian stochastic process, independent of the noise, with autocovariance λK .
Let H be the RKHS induced by K . Then, given Y , the minimum variance estimate of g(x) isĝ(x) wherê
g = arg min g∈H  N  i=1 (y i − L i [g]) 2 + γ ∥g∥ 2 H  , γ = σ 2 λ .
Kernels for continuous-time system identification
The Gaussian and the cubic spline kernels are not suited to impulse response estimation
Consider a very simple causal impulse response given by g(x) = e −x , x ∈ R + . We consider the problem of estimating g when the system input is a unit impulse at 0 and 100 noisy output samples are uniformly collected in the interval [0, 0.5]. The measurement noise is additive and Gaussian with variance equal to 0.01.
We consider a Monte Carlo study of 300 runs. At each run a different set of noisy measurements is generated, an example being reported in the top left panel of Fig. 7 . Notice that, in view of the impulsive nature of u, the function g can be reconstructed exploiting the static scenario described in Part II. In particular, the impulse response is estimated by solving Problem (45) adopting a quadratic loss function. Concerning the choice of the kernel, we will first test the performance of the cubic spline kernel defined in (58), equipped with the bias space accounting for non zero initial conditions, and then the Gaussian kernel reported in (54). At any run j, the optimal regularization parameter γ , as well as the Gaussian kernel width ρ, are those maximizing the fit measure
whereĝ j is the impulse response estimate obtained at the jth run. Fig. 7 (top right) shows the 300 estimates of g obtained by the cubic spline kernel. One can see that g(0) tends to be underestimated and that the variance of the estimator is large. In fact, many estimates exhibit oscillations andĝ j tends to diverge as x increases. The average fit is 79%.
The bottom left panel shows the same kind of results but obtained using the Gaussian kernel. One can see that it outperforms the cubic spline kernel but the variance of the estimator is still large. Oscillations are visible in many estimatesĝ j and the average fit is 89%.
This system identification problem is rather simple because g is very basic and its noisy samples are directly available. However, even if such a favorable setting is seldom encountered in practice, this example demonstrates that a straight application of standard machine learning techniques, based on kernels including only smoothness information, is doomed to produce poor estimates in the system identification field.
The notion of stable kernel and sufficient conditions for kernel stability
Here, and in the sequel, all the introduced kernels are causal, i.e. different from zero only on R
The poor performances of the Gaussian and spline kernels in impulse response identification stem from the lack of constraints on system stability. Let us discuss this issue under the deterministic RKHS framework. The necessary and sufficient condition for a system to be BIBO stable is that g ∈ L 1 , where L 1 is the space of functions on R + such that
Therefore, the impulse response should be searched for in a RKHS which is a subspace of L 1 .
Definition 14.
Let H be the RKHS induced by a kernel K . Then, K is said to be stable if H ⊂ L 1 .
It turns out that integrability is a sufficient condition for a kernel to be stable (Carmeli, Vito, & Toigo, 2006 
In addition, considering only nonnegative-valued kernels K
, the condition becomes also necessary:
Hence, when the impulse response is searched within a RKHS, an integrable kernel enforces BIBO stability. Now, consider the Gaussian kernel (54) which is nonnegative.
For every ρ > 0, it is easy to see that it does not satisfy the necessary and sufficient stability condition (73)
This implies that the Gaussian kernel is not stable, see also Minh (2006) . Hence, it is not suited for system identification. The same holds for the spline kernels (57) and (58) 
Remark 16. Notice that every kernel can be easily made stable just by truncation, i.e. setting K (x 1 , x 2 ) = 0 for x 1 , x 2 > T . However, stable kernels, e.g. such that K (x, x) > 0 for all x ∈ R + , encode the information that the variability of g is asymptotically decreasing. For instance, in Fig. 7 the Gaussian kernel performance would not be satisfactory also introducing a truncation as oscillations would still be present.
Remark 17. The limitations of the Gaussian and spline kernels for impulse response estimation can also be understood resorting to the Bayesian interpretation of regularization, where the kernels are seen as the covariances of Gaussian processes. Considering e.g. the radial basis class, the covariance admits the representation h(|x 1 − x 2 |), so that it can only describe stationary stochastic processes.
This means that the variance of g is constant over time whereas the variability of a stable impulse response is expected to be asymptotically decreasing. Spline kernels are even worse because the signal variance is asymptotically increasing. This explains the undue oscillations affecting the estimates in the top right and bottom left panel of Fig. 7 .
The necessary and sufficient condition for kernel stability
In particular, L ∞ denotes the space of the essentially bounded functions with respect to the Lebesgue measure (Rudin, 1987) . The following definition derives from the more general Definition 4.1 in Carmeli et al. (2006) . 
It turns out that q-boundedness is the key condition for a kernel to induce a RKHS contained in . The left top panel shows the true impulse response (thick line) and one out of the 300 noisy data sets (•). The other three panels display the true impulse response (thick line) and the 300 impulse response estimates obtained using the cubic spline, the Gaussian and the stable spline kernel. The optimal regularization parameters, minimizing the reconstruction error, are adopted at any run.
Theorem 4. Let H be the RKHS induced by K . Then, one has
In particular, setting q = ∞, one obtains
Some final remarks are in order. It can be shown that the integrability of a kernel K implies its ∞-boundedness, see Corollary 4.1 in Carmeli et al. (2006) , and this leads to the stability sufficient condition (72). Also, if a nonnegative-valued and ∞-bounded kernel is given, using f = 1 ∈ L ∞ in (74), one obtains that the kernel is also integrable. Hence, when nonnegative-valued kernels are considered, ∞-boundedness and integrability are equivalent concepts and this leads to (73).
The optimal continuous-time kernel
In this subsection, we generalize the concept of best regularization matrix derived in Section 4.2 for the FIR case (X = {1, 2, . . . , m}) to the continuous-time setting (X = R + ). Assume that the data have been generated by (60) for a certain ''true'' impulse response g 0 . We useḡ 0 andĝ to denote any finite-dimensional vector obtained by sampling on the same arbitrary input locations g 0 and its estimateĝ from (61). We can then design K minimizing the MSE given by
Then, the next result (whose proof is reported in the Appendix) shows that there exists one choice leading to the optimal kernel, which is the natural generalization of that described in discretetime by Proposition 3.
Proposition 19 (Optimal Kernel for a Given g 0 ).
Consider (61) with γ = σ 2 andK the kernel defined bŷ
Then, for every kernel K , the matrix in (75) obeys the following matrix inequality
i.e. the matrix MSEĝ (K ) − MSEĝ (K ) is positive semidefinite for any K .
Hence, (76) defines the RKHS to be used in (61) to obtain the best achievable performance of ReLS.
As done in the discrete-time setting, we can ask a related question, still from a frequentist perspective: Over a certain set of randomized true impulse responses, modeled as stochastic 
is obtained using the RKHS induced by K as hypothesis space and J(g) = ∥g∥ 2 H as regularizer. Note that Proposition 20 is an exact counterpart of Proposition 4. It has also analogies with Proposition 13 but here the impulse response can be a non Gaussian stochastic process.
Stable spline kernels and their relationship with TC and SS
We now discuss a class of exponentially stable kernels. We start noticing that, according to Proposition 19, the optimal kernel is such that its diagonal K (t, t), as well as its off diagonals, decay exponentially to zero. The key idea developed in to build a stable kernel which has these two features is an exponential change of coordinates to remap R + into [0, 1], then using a spline kernel for functions defined there. This leads to the class of so called stable spline kernels which, by construction, inherit all the approximation capabilities of the spline curves (Atkinson, 1968) , but, different from them, are intrinsically stable. This class has been also derived using Bayesian and maximum entropy arguments: in some sense it represents the least committing priors when smoothness and stability is the sole information on g . Now, let K be the general spline kernel on [0, 1] 2 reported in (55). Then, it follows from the discussion above that the stable spline kernel S of order p is defined by
Notice that S depends on β ∈ R + that regulates the change of coordinates and can be thought of as a kernel parameter related to the dominant pole of the system. Using Proposition 15, one can verify that S is stable for every β > 0 and order p, whose choice controls the degree of regularity of g. Typical values are p = 1 or p = 2. Setting p = 1 one obtains
Letting α = exp(−β), one can see that the sampled version of this kernel becomes α max(i,j) , for i, j ∈ N, which coincides with the TC kernel (32).
The choice p = 2 instead leads to the second-order stable spline kernel (see also Fig. 8 ), i.e.
S(x
Letting again α = exp(−β), its sampled version now leads to the SS kernel (33). Hence, remarkably, both the TC and SS kernels introduced in Part I are deeply connected with the smoothing splines.
Let us now investigate the nature of the RKHS induced by the stable spline kernels, focusing just on the case p = 1. The RKHS norm associated with (79) is ∥g∥
This equation gives insights on the nature of the hypothesis space: compared to the classical Sobolev space induced by the linear spline kernel, the norm, besides the energy of the first-order derivative of g, includes also a weight proportional to e βx . Thus, S induces a space of continuous and stable functions which decay to zero at least exponentially. Let us now reconsider the simulation study of Section 13.1. The bottom right panel of Fig. 7 plots the 300 impulse response estimates obtained using the stable spline kernel of order 2 and the optimal values of γ and β computed at any run. The benefit of including the stability constraint in the nonparametric estimator is apparent: all the estimates are close to the true impulse response. The average fit is 96.6%.
Tuning of the design parameters
Tuning of the kernel and regularization parameters contained in the vector η ∈ Γ is the counterpart of model order selection in the classical parametric paradigm. Therefore, it has a major impact on the identification performance. Some effective tuning methods are described in the following.
Marginal likelihood optimization
The technique here introduced was already briefly discussed in Section 4.4 and adopted in the numerical experiments of Section 7 in Part I. It is rooted into the probabilistic interpretation of problem (19) and its more general version (61). The impulse response is seen as a zero-mean Gaussian stochastic process (or random vector) of covariance λK and the vector η contains the scale factor λ, the parameters entering the kernel K and possibly also the noise variance σ 2 .
The hyperparameter vector η is estimated by optimizing the so called marginal likelihood p(Y |η), i.e. the joint density p(Y |g, η)p(g|η) where the dependence on the unknown impulse response is integrated out. In particular, define Z (η) = λO(η) + σ 2 I N where the output kernel matrix O was defined in (62). Then, exploiting the Gaussianity of g and the measurements noise, one haŝ
Note that, when the discrete-time version of O given by (71) is used, (81) coincides with (29) introduced in Part I, with Z (η) given by (28). By relying upon marginalization, this tuning method relates to the concept of Bayesian evidence and embodies the Occam's razor principle, i.e. unnecessarily complex models are automatically penalized. See Cox (1946) and MacKay (1992) for nice discussions and also Section 6.6 of MacKay (1992) for a comparison between this approach and cross validation. Some theoretical results which corroborate its robustness, by finding connections with MSE minimization, are described in Aravkin, Burke, Chiuso, and Pillonetto (2012) and Carli, Chen, Chiuso, Ljung, and Pillonetto (2012) .
Once η is determined, following the Empirical Bayes paradigm (Berger, 1985; Maritz & Lwin, 1989) , the impulse response can be computed by (61) setting γ = σ 2 /λ and using the representer theorem. Full Bayes approaches have been also developed exploiting stochastic simulation techniques, e.g. Markov chain Monte Carlo (Andrieu, Doucet, & Holenstein, 2010; Gilks, Richardson, & Spiegelhalter, 1996; Ninness & Henriksen, 2010) . In this context, also η is seen as a random vector and the posterior of g and η is recovered in sampled form. Hence, the final estimate of g, as well as its Bayes intervals, account also for the uncertainty of the hyperparameters, e.g. see Magni, Bellazzi, and De Nicolao (1998) and Pillonetto and Bell (2007) . The pointwise evaluation of the marginal likelihood using (81) takes O(N 3 ) operations. In the FIR or ARX case treated in Part I and Section 11.3, when m ≪ N it is useful to resort to the equivalent expression η = arg min
which reduces the computational load to O(Nm 2 ), see Chen and Ljung (2013) for other implementation details. Many efficient approximations of the marginal likelihood for the general case have been also developed, see , Lázaro-Gredilla, Quiñonero-Candela, Rasmussen, and FigueirasVidal (2010) , Quiñonero-Candela and Rasmussen (2005) and references therein.
C p statistics
In all the remaining part of the section, the impulse response is no more interpreted as a stochastic process, but is a deterministic function. Considering (61), the vector η now contains the regularization parameter γ and the parameters entering the kernel K .
For future developments, exploiting the structure of the impulse response estimateĝ in (63), it is useful to note the following linear relationship between the output estimatesŷ i (η) := L i [ĝ] collected in the vectorŶ (η) and the output measurements in Y : 
It can be verified that 0 ≤ d f (η) ≤ N and that, provided O is full rank, d f (η) varies from N to 0 as the regularization parameter γ (which, as said, is a component of η) goes from 0 to +∞. The fact that d f (η) is a real number is in agreement with the nature of the regularization method: the flexibility of the model (its degree of freedom) can be changed with continuity through the tuning of the regularization parameter, as also illustrated in Fig. 6 . Now, recall that L i [g] is the noiseless system output at instant t i . Then, the error
(where expectation is taken only w.r.t. the measurement noise) provides an indication of model capability to predict outputs from the system fed with an input similar to that entering the identification data. It comes that minimization of an estimate of (84) is another viable way to perform selection of the design parameter vector η. In particular, when the noise variance is known, 5 an unbiased estimator of (84) is related to the C p statistic (Mallows, 1973 ) that leads to the following estimator for η:
It is interesting to note that, for σ 2 known, the above expression coincides with the AIC criterion discussed in Part I (Section 3.1) except that the dimension m of the vector θ which parameterized the model structure, i.e. dim(θ ), is now replaced by the degrees of freedom parameterized by η, i.e. d f (η) as defined in (83).
Cross validation, PRESS and GCV
In Section 3.2, we have already introduced one of the basic variants of cross-validation, namely hold-out validation. Multistage versions of cross-validation divide the available data set into several complementary subsets. Each stage is a holdout validation step where some of the subsets are used to train the model and the remaining ones are used to evaluate predictive performances. The procedure is repeated multiple times by rotating on the choice of estimation and validation data sets. Eventually, a overall CV score is computed by averaging the scores obtained at each stage, whereby CV is an estimate of the predictive capability of the model.
One of the most common variant is k-fold CV where the data are partitioned in k disjoint subsets (folds) of about the same size, and then k estimation rounds are performed. The partition can be obtained by various means, ranging from a completely random sampling to a carefully designed stratified sampling aimed at keeping the different folds balanced in some way. At each round, one of the folds plays the role of validation set while the remaining k − 1 are used for estimation. Validation performances are then averaged out over the rounds to produce the CV score. Performing k-fold CV with a large number of folds tends to reduce the bias in the estimate of the prediction score, at the expense of a higher variability. On the other hand, a low number of folds makes the estimate more biased but also more stable. Often in practice, a 5 If σ heuristic choice of the number of folds, such as k = 5, 10, already leads to satisfactory performances.
Leave-one-out validation is an extreme case of k-fold crossvalidation discussed in Section 3.2 where k = N (the validation set at each round contains only one point). The leave-one-out score with a quadratic loss is known as PRESS (predicted residual sums of squares) (Allen, 1974; Wang & Cluett, 1996) . For large data sets, PRESS evaluation for a given η may seem expensive, requiring the computation of a number of function estimates equal to the number of data points. However, in the case of the linear estimator (82), PRESS evaluation reduces to a single model estimation (Wahba, 1990 , Theorem 4.2.1) and the estimate of η iŝ
where h ii is the ith diagonal element of the matrix H. By replacing each h ii in (86) with their average, one obtains an approximation of PRESS known as Generalized Cross Validation (GCV) (Craven & Wahba, 1979; Golub, Heath, & Wahba, 1979 
In common with PRESS, a practical advantage of GCV over the statistics described in the previous subsection is that it does not require estimating the variance σ 2 . GCV has also other interesting properties, such as invariance to rotations of Y , that sometimes makes it a more desirable estimator than PRESS, see Golub et al. (1979) and Wahba (1990) .
Computational issues
We review some methods for the numerical computation ofĝ in (61) relying on the relationship between machine learning and convex optimization (Bennett & Parrado-Hernandez, 2006; Bottou, Chapelle, DeCoste & Weston, 2007; Rockafellar, 1970) .
Regardless of the nature of the function domain X , the representer theorem implies thatĝ is the sum of N basis functions with the optimal weights solving the system of linear equations (64). If the data set size N is large, plain application of a solver with cost O(N 3 ) can be highly inefficient. Therefore, many alternative schemes have been developed.
Firstly, observe that in the case of regularized FIR estimation, that, as discussed in Section 11.3, is a special case of (61) More generally, for any X , the direct solution of the N-dimensional linear system can be avoided by using approximate representations of the kernel function (Bach & Jordan, 2005; Kulis, Sustik, & Dhillon, 2006) , based e.g. on the Nyström method or greedy strategies (Smola & Schölkopf, 2000; Williams & Seeger, 2000; Zhang & Kwok, 2010) . Another effective approximation relies on an application of the Mercer theorem (e.g. see Section 2 in Cucker and Smale (2001) ) ensuring that the kernel K admits an expansion in terms of eigenfunctions ψ j and corresponding eigenvalues ζ j , taken in descending order without loss of generality. A pth order approx- Williams, and Opper (1999) , Pillonetto and Bell (2007) , Zhu and Rohwer (1996) and Zhu, Williams, Rohwer, and Morciniec (1998) . The efficacy of such approximation method for system identification has been shown in , exploiting the closed form expansions of the stable spline kernels (79) and (80) reported in . A family of approximations based on the concept of pseudo input locations are also reviewed in Lázaro-Gredilla et al. (2010) , Quiñonero-Candela and Rasmussen (2005) and Snelson and Ghahramani (2006) .
If N is very large and it is not possible to store the entire kernel matrix in memory, another alternative is given by so called decomposition methods (List & Simon, 2004 , 2007 . The idea underlying them is simple: a subset of the coefficients c i , called working set, is selected, and the associated low-dimensional subproblem is solved. Thus, only the corresponding entries of the output kernel matrix need to be loaded into the memory. An extreme case of decomposition method is coordinate descent, where the working set contains only one coefficient, e.g. see Dinuzzo (2011) . In this case, the algorithm updates a single c i at each iteration by solving a sub-problem of dimension one. This approach is becoming popular in machine learning and statistics, e.g. state-of-the-art solvers for large-scale supervised learning, such as glmnet (Friedman, Hastie, & Tibshirani, 2010) for generalized linear models, are based on these techniques.
Continuous-time example: estimation of cerebral hemodynamics
The quantitative assessment of cerebral hemodynamics is crucial to understand brain function in both normal and pathological states. For this purpose, an important technique is bolus-tracking magnetic resonance imaging (MRI), which relies upon the principles of tracer kinetics for nondiffusible tracers (Zierler, 1962 (Zierler, , 1965 . Interestingly, in this scenario quantification of cerebral hemodynamics corresponds to solving a time-invariant linear system identification problem (Calamante, Thomas, Pell, Wiersma, & Turner, 1999) . In fact, the input is the measured arterial function while the output is the tracer concentration within a given tissue volume of interest. The system impulse response g (proportional to the so called tissue residue function) carries fundamental information on the system under study, e.g. the cerebral blood flow is given by the maximum of g.
We consider the same simulation described in Zanderigo, Bertoldo, Pillonetto, and Cobelli (2009) . The known system input is a typical arterial function given by u(t) = (t − 10) 3 e − 2t 3 for t ≥ 10 and null elsewhere, while the impulse response is the (causal part of the) Lorentzian 6 in the top panel of Fig. 9 (thick line). The noiseless output is reported in the bottom panel of Fig. 9 (thick line). We consider a Monte Carlo study where, at every run, the impulse response has to be estimated from a distinct set of 80 noisy output samples. The measurements affected by pseudorandom noise at the first run are shown in the bottom panel of Fig. 9 (•) . Data are realistic, and representative of an extremely ill-conditioned problem, generated as detailed in subsection II.A of Zanderigo et al. (2009) , using parameters typical of a normal subject and a signal to noise ratio equal to 20. The following five estimators are adopted:
• Lag + Or. The unknown g is modeled as the sum of Laguerre basis functions defined, in the Laplace domain, by
At every run, the expansion coefficients are estimated by LS setting p and the number of basis functions to the values minimizing the MSE, i.e. leading to the estimate closest to truth according to a quadratic criterion. In particular, the value of p is searched over the grid [0.01, 0.05, 0.1, 0.15, . . . , 0.6] while the maximum allowed number of basis functions is 30. This is an ideal tuning, not implementable in practice, that provides the upper bound on the performance of a LS estimator based on Laguerre expansions.
• {Lag + AICc, Lag + BIC }. The same as above except that the number of Laguerre functions is chosen by AICc or BIC assuming σ 2 unknown.
• {SS, SS 1 }. They are defined by (61), with the first-order (SS 1 ) or the second-order (SS) stable spline kernel, see (79) The top panel of Fig. 9 shows that the estimate returned by SS at the first run (continuous line) is close to the true impulse Recall that the estimator Lag + Or is not implementable in practice.
response. Indeed, the Monte Carlo study shows that SS performs better than the other 4 estimators. In particular, the boxplots of the fits obtained by all the estimators are displayed in Fig. 10 . One can see that the fit returned by SS is often even better than that by Lag + Or that uses additional information not available to SS.
Notice also that the regularized estimators outperform the classical approaches exploiting Laguerre functions and AICc or BIC.
Other regularization techniques for system identification
This survey is focused on regularization techniques for system identification based on quadratic penalty terms that exploit suitable positive semidefinite kernels embodying information about the system to be identified. However, other types of regularizers have been and are being investigated in the context of system identification. With reference to the discrete-time case, these alternative regularization schemes amount to solving arg min
where J is different from the standard quadratic penalty.
An example is given by the use of the ℓ 1 norm penalizer, an approach popularized in the machine learning literature by so called LASSO methods for joint estimation and variable selection (Tibshirani, 1994 ). In our context, this amounts to solving (87) with J(g) =  m k=1 |g(k)|. The main difference w.r.t. the quadratic penalty is that this regularizer promotes sparsity, i.e. it has the capability to force to zero several coefficients of the estimated impulse response. This estimator and other variants based on ℓ 1 regularizer have been investigated in the system identification literature (Rojas & Hjalmarsson, 2011; Rojas, Wahlberg, & Hjalmarsson, 2013; Toth, Hjalmarsson, & Rojas, 2012; Welsh, Rojas, Hjalmarsson, & Wahlberg, 2012) . Another example is given by methods that construct penalty terms based on the so-called nuclear norm. The nuclear norm (or trace norm) of a matrix A can be defined as the sum of its singular values:
Since the nuclear norm coincides with the convex envelope of the rank function on the spectral ball, it has been often used as a convex surrogate of the rank function, following the popular paper (Fazel, Hindi, & Boyd, 2001) . It is well known that the minimum realization order (also known as McMillan degree) of a discrete time LTI system coincides with the rank of the Hankel operator constructed from the impulse response coefficients: Such observation can be readily exploited by adopting a high order FIR model and solving (87) with J(g) = ∥H(g)∥ * which will fit the data while encouraging a low McMillan degree, see e.g. Grossmann, Jones, and Morari (2009) and Mohan and Fazel (2010) . The idea has been extended to the estimation of VAR (Signoretto & Suykens, 2012) and Box-Jenkins models , applying a nuclear norm penalty to high-order ARX models. An atomic norm regularizer (Chandrasekaran, Recht, Parrilo, & Willsky, 2012) which mimics the Hankel nuclear norm, and is approximated by a suitable ℓ 1 penalty, is described in Shah, Bhaskar, Tang, and Recht (2012) . A comparison between quadratic and nuclear norm regularization for linear system identification can be found in Chiuso, Chen, Ljung, and Pillonetto (2013) . Nuclear norm regularization has been also adopted for subspace identification and estimation of Hammerstein systems (Falck, Suykens, Schoukens, & De Moor, 2010; Fazel, Kei, Sun, & Tseng, 2013; Liu & Vandenberghe, 2009 ).
Conclusions
In this survey we have taken a broad approach to one basic problem in system identification, namely to estimate the impulse response of a linear system. The state-of-the art techniques for this were reviewed in Part I, together with classical statistical regularization techniques equipped with recent tuning tools. In Parts II and III, the problem was also set in a general function estimation framework employing Reproducing Kernel Hilbert Space theory, displaying the connections with machine learning and the links between reproducing kernels and Bayesian estimation. We have shown how this abstract and broad perspective is quite useful in guiding the selection of useful kernels and tuning rules.
These broad encounters have clearly been beneficial and fruitful for classical system identification. The numerical examples, especially for standard system identification models in Section 7,  show that conventional techniques may be outperformed by carefully tuned regularized estimates. One way to explain this is that the difficult choice of model complexity (model order) can be circumvented by careful regularization. In a way, the biasvariance trade-off that is behind any reasonable choice of model complexity, gets a whole new dimension and richness in the choice of (continuous) regularization parameters compared to the choice of (discrete) model order.
between f and the system input evaluated at t. In turn, one haŝ K (x 1 , x 2 ) = (g 0 (x 1 ) + η(x 1 ))(g 0 (x 2 ) + η(x 2 )) (88) for a certain η belonging to the null space of L t , ∀t.
In what follows, let nowz 0 be the restriction of z 0 (t) just on the time instants {t i } N i=1 where the measurements are collected. In this way, the output kernel matrix in (62) Thus, (89) shows thatĝ(x) is a linear transformation ofẑ which however still depends on the unknown η. We now prove that the MSE is minimized setting η(x) = 0, ∀x. In fact, let A = g 0 (x)z
The optimal estimator for Az 0 must be Aẑ and one has
Extension of the above formulas to the multivariate case is straightforward and this completes the proof.
