Abstract. We study the convexity properties of the generalized trigonometric functions considered as functions of parameter. We show that p → sin p (y) and p → cos p (y) are log-concave on the appropriate intervals while p → tan p (y) is log-convex. We also prove similar facts about the generalized hyperbolic functions. In particular, our results settle the major part of a conjecture put forward in [3] .
1. Introduction and preliminaries. The symbol R + will mean [0, ∞). There are several ways in the literature to define generalized trigonometric functions (see, for instance, [10, 11, 16, 17, 23] ). We will stick with the definition adopted in the book [15] . For p > 0 define a differentiable function F p : [0, 1) → R + by
Clearly, F 2 = arcsin so that F p can be viewed as generalized arcsine F p (x) = arcsin p (x). Since F p is strictly increasing it has an inverse denoted by sin p . In all the references we could find the range of p is restricted to (1, ∞) because only in this case sin p (x) can be made periodic like usual sine. Nothing prohibits, however, defining sin p (x) for all p > 0, so we will be dealing with such generalized case here. If p > 1 the function sin p (x) is defined on the interval [0, π p /2], where
.
It is convenient to extend the above definition by setting π p = +∞ for 0 < p ≤ 1. We will adopt this convention throughout the paper. In this way the function y → sin p (y) is strictly increasing on [0, π p /2] with sin p (0) = 0 and sin p (π p /2) = 1 in analogy with the usual sine. It is easily seen that p → π p is strictly decreasing on (1, ∞) and maps this interval onto itself. (1) is defined on R + and we just need oddness to extend the definition to the whole real line. The limit cases are (see also [7] ):
sin 0 (y) = 0 on R, sin 1 (y) = 1 − e −y on R + , sin ∞ (y) = y on [0, 1].
Since d dy sin p (y) = dF p (x) dx −1 |x=sinp(y)
we get sin ′ p (0) = 1 and sin ′ p (π p /2) = 0 which shows that sin p (y) is continuously differentiable on R for all p > 0. The continuous derivative above is naturally called the generalized cosine:
When y ∈ [0, π p /2] (for p > 1) and y ∈ R + (for 0 < p ≤ 1) we can also define cos p (y) by the right hand side of (3) which leads to an integral representation for arccos p :
The function cos p can now be defined on [0, π p /2] as the inverse function to arccos p and extended to R by evenness and 2π p periodicity. Limiting values for p = 0, 1, ∞ can be obtained by differentiating (2) . Pursuing an analogy with trigonometric functions further, the generalized tangent function is defined by
where
It is easy to show by differentiation that tan p (y) is the inverse function to
extended from [0, π p /2] to [−π p /2, π p /2] by oddity and further by periodicity [11, 15] . The limit cases are computed to be:
In a similar fashion one can define the hyperbolic sine sinh p (y) on R + as the inverse function to the integral (p > 0)
This definition is extended to negative values of y by sinh p (y) = − sinh p (−y). Here the value p = 1 does not represent any additional difficulties. Further, we can define the hyperbolic cosine by
which is extended to negative values of y by cosh p (y) = cosh p (−y). This leads to the following identity
Finally, the hyperbolic tangent is naturally defined by
Differentiating (8) with respect to y we derive
and differentiating the definition of tanh p (y) with respect to y we get after simplifications
Hence, tanh p (y) can be alternatively defined on R + as the inverse function to the integral
-the definition we will use below. The definition is correct because arctanh p (x) → ∞ as x → 1 for any p > 0. Different variations of the functions sin p and cos p can be traced back to the 1879 paper of Lundberg [18, 19] which remained forgotten until Jaak Peetre found it in 1995 [16] . The next time related functions seem to appear in a paper by David Shelupsky [23] and some of their values were computed by Burgoyne in 1964 [6] . The generalized hyperbolic functions have been encountered by Peetre in [21] in connection with the study of K-functional. Later on, the function sin p was found to be the eigenfunction of a boundary value problem for one-dimensional p-Laplacian [8, 9, 12, 16, 20] .
More recently, monotonicity and convexity properties of the generalized trigonometric functions and various inequalities for these functions have been extensively studied by many authors. See [2, 3, 4, 7, 10, 13, 14, 25, 26] and references in these papers. In particular, the monotonicity of sin p (π p x) as a function of p was required in [7] to fill a gap in the proof of basis properties of these functions given in [5] . Baricz, Bhayo and Vuorinen [3] investigated convexity properties of the functions p → arcsin p , p → arctan p and their hyperbolic analogues and two-parameter generalizations. They also proposed the following conjecture.
Conjecture ( [3] ). The following Turán type inequalities hold for all p > 2 and y ∈ (0, 1):
The domain (0, 1) in this conjecture requires some explanation. As we have seen above the functions sin p (y), cos p (y) and tan p (y) are defined on [0, π p /2] as the inverse functions of the corresponding integrals. Note that for y ∈ (π p /2, π p ] the functions cos p (y) and tan p (y) are negative and their logarithmic convexity properties are not well defined. For the purposes of present investigation we will therefore restrict our attention to the intersection of the domains [0, π p /2] which is precisely [0, 1] since π ∞ /2 = 1. On the other hand, the hyperbolic functions are defined as the inverse functions of the appropriate integrals for all y ∈ R + so it is natural to extend the part of the above conjecture pertaining to hyperbolic functions to y ∈ R + . In this paper we will prove that p → sin p (y) is logarithmically concave on (0, ∞) for each y ∈ [0, 1], p → sinh p (y) is logarithmically convex and p → tanh p (y) is concave on (0, ∞) for each y ∈ R + . These results confirm, strengthen and extend the above conjecture for sin p , sinh p and tanh p . Since cosh p is a ratio of sinh p and tanh p we also conclude that p → cosh p is logarithmically convex. The conjecture for tan p and cos p will be demonstrated under stronger restriction y ∈ (0, log 2). We believe, however, that it actually holds for all y ∈ (0, 1) but were unable to come up with a proof.
Auxiliary results.
The following lemma will be our key tool for the forgoing investigation of the convexity properties of generalized trigonometric functions.
Lemma 1 Suppose I, J are finite or infinite open or closed subintervals of R. Suppose f (p, x) ∈ C 2 (J × I) is strictly monotone on I for each fixed p ∈ J so that y → g(p, y) := f −1 (p, y) is well defined and monotone on f (I) for each fixed p ∈ J. Then the following relations hold true
where x on the right is related to y on the left by y = f (p, x) or x = g(p, y).
Remark. Formulas (11) and (12) can also be written in the following form:
Proof. By definition of the inverse function we have:
Differentiating (13) with respect to p while holding y fixed we get:
This proves (10) . Further, differentiating ∂g/∂p once more with respect to p yields:
Substituting (10) for ∂g/∂p into the last formula we obtain:
Substituting g(p, y) = x and formulas for g ∂ ∂x
Performing the differentiation we get (12) .
We proceed with some standard definitions. A positive function f defined on a finite or infinite interval I is said to be logarithmically convex, or log-convex, if its logarithm is convex, or equivalently,
The function f is log-concave if the above inequality is reversed. If the inequality sign is strict for λ ∈ (0, 1) then the appropriate property is called strict. It is relatively straightforward to see from these definitions that log-convexity implies convexity and while log-concavity is implied by concavity but not vice versa.
The following corollaries specialize the formulas from Lemma 1 to those generalize trigonometric functions we will deal with in the present paper. 
Corollary 1
The function p → sin p (y) is log-concave on the interval (a, b) for some
Here φ(p, t)
The corresponding property is strict if and only if the inequality sign is strict.
Proof. Write g(p, y) = sin p (y). A necessary and sufficient condition for log-concavity of the smooth function p → g(p, y) is [log(g)] (12) and notice that
Hence [log(g)]
′′ pp ≤ 0 reduces to (14) . Similarly using (11) we get (15) . Formulas for derivatives are obtained by straightforward differentiation.
In precisely the same manner we can derive the next three corollaries whose proofs are omitted.
Corollary 2
The function p → tan p (y) is log-convex on the interval (a, b) for some (16) where x = tan p (y) and θ(p,
Here
Corollary 3
The function p → sinh p (y) is log-convex on the interval (a, b) for some y ∈ [0, +∞) iff for all p ∈ (a, b)
Corollary 4
The function p → tanh p (y) is concave on the interval (a, b) for some y ∈ [0, ∞) iff for all p ∈ (a, b)
where x = tanh p (y). Here
The next lemma is a guise of the monotone L'Hôspital rule [1, 22] . As before we allow the value b = ∞.
Lemma 2 Suppose u, v are continuously differentiable functions defined on a real interval (a, b), u(a) = v(a) = 0 and vv
Proof. According to monotone L'Hôspital rule decrease of u ′ /v ′ implies that u/v is also decreasing. On the other hand, by the quotient rule (see also [22, 
so that the expression in parentheses must be negative. We will also need the following estimate.
Lemma 3 Suppose p > 1, 0 < s < 1. Then
Proof. Define
Taking derivative yields
The equation t ′ s = 0 has two roots s 1,2 = exp{−1 ± 1 + p 2 /(p + 1) 2 }. Hence, one of the roots lies in (0, 1) and t(s) is decreasing on (0, s * ) and increasing on (s * , 1) for some 0 < s * < 1. Since t(0) = 0 and t(1) > 0 the maximum is attained at the point s = 1. On the other hand, the function s → (1 − su) ln 2 (su)/(1 + su) 3 decreases on [0, 1] and attains its minimum at the point s = 1. This implies that we only need to prove the inequality
In view of
we can rewrite (21) as
The derivative of the integrand with respect to p equals
The expression in braces increases in p for each fixed u ∈ (0, 1] and is easily seen to be positive for p = 1. Therefore, it is positive for all p ≥ 1 and u ∈ (0, 1]. This shows that the left hand side of (22) increases in p for p ≥ 1. When p = 1 computation gives
where ζ is Riemann's zeta function. The last inequality completes the proof.
Main results. Our first theorem is concerned with the generalized sine.
Theorem 1 For each fixed y ∈ (0, 1) the function p → sin p (y) is strictly log-concave on (0, ∞).
Proof. We need to prove (14) with strict sign. Consider the following quadratic
Explicit expressions for φ, η and φ ′′ pp is given in corollary 1. We need to show that
We will show that in fact this inequality holds for all real z. Indeed, φ(p, x) p−1 /x > 0 and it remains to prove that
Here D denotes the discriminant of F (z). Clearly, G(0) = 0. Further, elementary but long computation reveals
into the above formula we get after some more algebra:
Each term in braces is negative so that G ′ (x) < 0 which implies that G(x) < 0 completing the proof of the theorem.
Extensive numerical evidence supports the following assertion.
Conjecture. There exists p 0 ∈ (0, 1) such that the function p → sin p (y) is strictly concave on (p 0 , ∞) for all y ∈ (0, 1). If p ∈ (0, p 0 ) concavity is violated for some y ∈ (0, 1).
Theorem 2 For each fixed y ∈ (0, log 2) the function p → tan p (y) is strictly log-convex on (1, ∞).
Proof. First we show that the claim of the Theorem is equivalent to validity of inequality (16) with strict sign for x ∈ (0, 1) and p > 1. Indeed, y → tan p (y) is increasing so that tan 1 (y) < tan 1 (log 2) = 1 for y ∈ (0, log 2). Further, tan p (y) < tan 1 (y) < 1 because
Since 1 + (1 − p)x p < 1 it suffices to prove the inequality
Note that θ ′ p (p, t) > 0, θ ′′ pp (p, t) < 0 for 0 < t < 1. Further, by replacing the denominator in θ ′ p (p, t) by 1 we get the estimate
Consider the following quadratic derived from (23):
We need to show that F (w) < 0 for w =
Since c is negative F (0) < 0 and in view of (24) it suffices to demonstrate that F (ψ) < 0 or
Denote s = x p . Then after some rearrangement we get
Performing change of variable t = ux in the integral representing c we obtain
By writing s = x p , z = u p the last integral transforms into
By dropping some terms in (26) The right hand side of this inequality does not exceed −c by Lemma 3. We remark here that log-convexity of p → tan p (y) does not hold for all p > 0 even if y is restricted to (0, log 2) as evidenced by numerical experiments.
Theorem 3 For each fixed y ∈ (0, log 2) the function p → cos p (y) is strictly log-concave on (1, ∞). Theorem 4 For each fixed y ∈ (0, ∞) the function p → sinh p (y) is strictly log-convex on (0, ∞).
Proof. By Corollary 3 we need to prove (18) . After dividing (18) 
We denote the left hand side of (28) We will demonstrate that in fact H ′ x (x, p) > 0 for all real µ. Indeed,
and it remains to prove that
where D denotes the discriminant of the quadratic H ′ x (x, p) viewed as a function of µ. Straightforward calculations reveal:
