Abstract. We compute up to a constant factor the Christoffel function on planar domains with boundary consisting of finitely many C 2 curves intersecting at angles which are strictly between 0 and π. The resulting formula uses the distances from the point of interest to certain extensions of the curves defining the boundary of the domain.
Introduction and main result
Christoffel function associated with a compact set D ⊂ R d having non-empty interior and with a positive weight function w ∈ L 1 (D) can be defined as
where {p k } N k=1 is any orthonormal basis of P n,d with respect to the inner product f, g = D f (y)g(y)w(y)dy, and P n,d denotes the space of all real algebraic polynomials of total degree ≤ n in d variables. Christoffel function possesses the following well-known extremal property:
(1.2) λ n (D, w, x) = min
For simplicity, for the uniform weight w ≡ 1 we set λ n (D, x) = λ n (D, w, x) while for d = 2 we write P n = P n,2 .
Christoffel function is a valuable tool in various areas of analysis, mathematics and other disciplines, see, e.g. [L] , [N] , [P] and [S] . A typical result on asymptotics of Christoffel function establishes that for any fixed point x in the interior of D one has lim n→∞ n σ λ n (D, w, x) = Ψ(x)
where usually σ = d, Ψ(x) is computed explicitly or estimated, and of particular interest is the decay of Ψ(x) when x is close to the boundary of D. Our focus is on establishing behavior of Christoffel function, namely, for any n and any x ∈ D we compute λ n (D, x) up to a constant factor independent of n and x. This implies estimates of Ψ(x) and is useful in certain applications where the results on asymptotics are not helpful. For example, the rate of decay of sup x∈D n d λ n (D, x) as n → ∞ was shown in [DP] to be determining for Nikol'skii type inequalities on D and in [CDL] to be crucial for stability and accuracy of discrete least squares approximation (see also [CM] for the weighted analog employing pointwise behavior of λ n (D, x)).
A common approach to the computation of Christoffel function is to use (1.1) if an orthonormal basis of P n,d is available, see, e.g. [X] . This becomes infeasible when D is a rather general multivariate domain and the structure of the orthogonal polynomials on D is unknown. A different approach originated in [K] and is based on using (1.2) and comparison with other domains for which the behavior of Christoffel function is known, see also [DP] , [P2] and [PU] . In this article we further develop this approach and compute the behavior of Christoffel function for a large class of planar domains with piecewise C 2 boundary.
Let us define the domains we deal with more precisely.
A C 2 curve is a parametric curve given by a parametrization ϕ which is an injective C 2 mapping from [0, 1] to R 2 satisfying |ϕ ′ (t)| = 0 everywhere (in particular, we assume no selfintersections and boundedness).
Local linear extension of a C 2 curve Γ having a parametrization ϕ is a curve Γ * with C
We choose the domain of ϕ * to be [−ǫ, 1 + ǫ] for a sufficiently small ǫ > 0 so that ϕ * is injective. In other words, Γ * is obtained by extending Γ beyond the beginning point ϕ(0) and the end point ϕ(1) by straight line segments of strictly positive lengths belonging to the lines tangent to Γ at these two points, respectively.
By ∂D we denote the boundary of a domain D ⊂ R 2 . We call D ⊂ R 2 a domain with piecewise C 2 boundary if ∂D = ∪ m j=1 Γ j , where each Γ j is a C 2 curve. It will be convenient to agree that the index j in Γ j is understood modulo m. In addition, we require that Γ j ∩ Γ k = ∅ if and only if k = j or k = j ± 1. Further, Γ j ∩ Γ j+1 is exactly one point, denoted by v j , and referred to as a vertex of D (with the same agreement about indexing as for Γ j ). In other words, the endpoint of one "boundary piece" coincides with the beginning of the next one and is called a vertex, resembling the structure of polygons. Let u(y) be the outward unit normal vector to D at y ∈ ∂D, where y is not a vertex. For every j, the angle of D at v j , denoted by α j , is the angle between the vectors lim y→v j , y∈Γ j u(y) and lim
We set d(x, Γ) := inf y∈Γ |x − y| to be the distance from a point x to a set (or curve) Γ,
Our main result is the following theorem.
Theorem 1.1. Let D ⊂ R 2 be a domain with piecewise C 2 boundary with pieces of the boundary Γ j , vertices v j and angles α j as defined above, j = 1, . . . , m. Assume that 0 < α j < π,
where c(D) > 0 is a constant depending only on D and on the choice of local linear extensions
The proof is based on comparison with appropriate reference domains and use of the extremal property (1.2). For the lower bound, we use "grain"-type domains which are the intersections of two discs of the same radius. The estimate for such reference domain is established in Section 3 by reduction to use of Videsnkii inequality (2.5). For the upper bound we compare with the domains which are the intersections of two annuli and explicitly construct in Section 4 the required polynomials with small L 2 norm and f (x) = 1 at a fixed point x. This construction may be of independent interest as the resulting polynomial can be viewed as a multivariate fast decreasing or "needle" polynomial. Known results of this type such as in [K2] and [K3] have radial structure, i.e. the decay estimate is given in terms of the distance to x, which is not suitable for our purposes.
The methods of this work allow to handle non-convex domains but do not apply to serve angles bigger than π or cusps in the boundary of the domain, which are very interesting directions for future research.
Preliminaries
In this section we collect the required preliminaries and introduce some necessary notations.
In what follows, the constants c, c(·), c 1 (·), c 2 (·), . . . are positive and depend only on parameters indicated in the parentheses (if any). The constants c and c(·) may be different at different occurrences despite the same notation being used. This is in contrast to c 1 (·), c 2 (·), . . . which have the same value at different occurrences for the same arguments. The equivalence "≈" is understood with absolute constants, namely, A ≈ B means c −1 A ≤ B ≤ cA.
where
Let B := {x : |x| ≤ 1} denote the unit disc in R 2 . By [P2, Proposition 2.4 and (2.3)],
We will use without reference the following properties of ρ * n which are straightforward to verify:
We need to introduce a notation. Suppose Γ ⊂ R 2 and y ∈ Γ are such that Γ is a C 2 curve in a neighborhood of y. Let u be a unit normal vector to Γ at y, and in the case Γ = ∂D for a domain D, we choose u to be pointing outwards from D. For any r > 0, we denote by (2.4) B + (r, y, Γ) := rB + y + ru and B − (r, y, Γ) := rB + y − ru the two discs of radius r tangent to Γ at y.
It follows from the standard differential geometry that C 2 curves possess a rolling disc property. Namely, if Γ is a C 2 curve, then there exists r = r(Γ) > 0 such that for any 0 < r ′ ≤ r and any point y ∈ Γ we have B ± (r ′ , y, Γ) ∩ Γ = {y}. The radius r can be chosen so that max y∈Γ κ(y) ≤ r −1 , where κ(y) is the curvature of Γ at y. It is not hard to see that any local linear extension Γ * of Γ also possesses the rolling disc property.
We will need the following analog of Bernstein and Markov inequalities due to Videnskii (see, e.g. [V] or [T, (1.2) and (4.1)]): for a trigonometric polynomial T n of degree ≤ n and
, wherec(β) > 0 can be assumed to be a decreasing function of β ∈ (0, π).
We will use the notations diam(·) and int(·) to denote the diameter and the interior of a planar set, respectively; meas d (·) will stand for the Lebesgue measure in R d .
Lower bound for specific domains
The main result of this section is the following lemma establishing an appropriate lower bound for "grain"-type domain, which is the intersection of two discs of the same radius.
We need some preparation before the proof of Lemma 3.1.
The following two results are stated and proved for R d since they may be useful elsewhere.
A convex body in R d is any convex compact set with non-empty interior.
the homothety of D with the ratio µ and the center x.
be an interior point of D and 0 < µ < 1.
Proof. It is enough to show that
which is immediate since D is convex and so µD
The following corollary allows to control the L ∞ norm of the "needle" polynomial realizing
2)) which is not guaranteed to be attained at x.
and P ∈ P n,d be a polynomial satisfying
so by (2.1), Lemma 3.2 and (2.2), we conclude that
The restriction of an algebraic polynomial to a circular arc is a trigonometric polynomial.
With this in mind, the next lemma employs Videnskii inequality in our settings.
Lemma 3.4. Let A ⊂ R 2 be an arc of length l of a circle of radius r, l < 2πr, x ∈ A, η < l, r < η −1 , η > 0, d be the distance from x to the 2-point set consisting of the endpoints of A,
Proof. We can parametrize A so that
. Note that T n (t) := f (ϕ(t)) is a trigonometric polynomial of degree ≤ n. We can assume that x is closer to ϕ(β) than to ϕ(−β), then x = ϕ(β − d ′ ), where
. Assuming t is as in (3.2), so by γ < 1 2
using (2.5) we have
Now we are ready for the proof of the main result of this section.
Proof of Lemma 3.1. Without loss of generality, assume d *
We will have three cases depending on the values of d * 1 (x) and d * 2 (x) in relation to a parameter δ = δ(h) > 0 which will be selected later. )y of B and y, in particular,
implying B ⊂ B + (0, h) and, consequently, B ⊂ D. By (2.1), (2.2) and (2.3)
Case 3: d * 2 (x) < δ. Let us make the required choice of δ = δ(h) > 0 at this time. First, we will impose that
Next, the set ∂D 1 ∩ ∂D 2 consists of two points, one of which is
. Observe that the set
and (3.5) y 1 ≥ c 1 (h) and y 2 ≥ c 1 (h) for any y = (y 1 , y 2 ) ∈ X(δ).
We use Corollary 3.3 with µ = 1 2
. For the dilated polynomial P (·) :
so to complete the proof it is sufficient to find a set
for every y ∈ D ′ .
For any point y ∈ D, it will be convenient to denote by
the largest arc of the circle concentric with ∂D i , passing through y and located inside D, i = 1, 2. Since x ∈ X(δ), by (3.4), the length of A 2 (x) is at least c(h) (the radius is clearly ≤ 1), so by Lemma 3.4, there is a choice of γ 1 = γ 1 (h) such that P (y) ≥ 1 2
for any y ∈ A 3 , where
In addition, we can assume that
so that by x ∈ X(δ), ρ * n (δ) ≤ n −2 + δ and (3.5), we have (3.8)
We will show that (3.10) meas 1 ({|y| :
Note that the circle containing A 3 has its largest first coordinate at the point (1 − d * 2 (x), h), which, by (3.3), is outside of D 1 . Therefore, A 3 is the graph of an increasing function (of the first coordinate), so we can denote the endpoints of A 3 as (z 1 , z 2 ) and (z 1 + v 1 , z 2 + v 2 ), where
). Now (3.10) follows from (3.8) and A 3 ⊂ B as follows:
By (3.9), the length of A 1 (y) is at least c(h) for any y ∈ A 3 while the radius is clearly ≤ 1, so by Corollary 3.3, we can choose γ 2 so that P (z) ≥ 1 4
for any z ∈ A 4 (y), where
Remark that this choice of γ 2 is independent of the choice of y ∈ A 3 as it only depends on c 1 (h) in (3.9).
By the construction, P (z) ≥ 1 4
for any z ∈ D ′ , where
A 4 (y), so it remains to justify the first inequality in (3.7). This can be conveniently seen using polar coordinates (r, θ).
For any point in D ′ we have r ≥ c(h) by (3.9). For each fixed r, the measure of θ in D ′ , which is the length of some arc A 4 (y), y ∈ A 3 , is at least c(h)ρ * n (d * 2 (x)) by (3.9) and (3.11). The lower bound for the measure of r in D ′ is provided by (3.10). This completes the proof.
Lemmas for upper bounds
We begin with a basic univariate construction.
Lemma 4.1. For any t ∈ [0, 1] and any positive integer n there exists Q ∈ P n/2,1 such that
Proof. This is a partial case of [DP, Lemma 6 .1].
Using rotation, we get a good radial polynomial on an annulus.
Lemma 4.2. For any 0 < r 1 < r 2 let D := {x ∈ R 2 : r 1 ≤ |x| ≤ r 2 }. Then for any λ ∈ [r 1 , r 2 ]
there exists P ∈ P n such that (4.2) P (y) = 1 whenever |y| = λ and
Proof. Set t := (λ 2 − r 3) now follows from (4.1) using that ρ * n (t) ≈ c(r 1 , r 2 )ρ * n (λ − r 1 ).
The radial structure from the previous lemma will carry too large overall L 2 norm, which can be rectified by multiplication by a good univariate polynomial.
Lemma 4.3. For any 0 < r 1 < r 2 let D := {x ∈ R 2 : r 1 ≤ |x| ≤ r 2 }. Then
Proof. Due to (2.2), it is enough to show for any fixed λ ∈ [r 1 , r 2 ] that
or, due to (1.2), that there exists P ∈ P n satisfying
Let P ∈ P n/2 be the polynomial provided by Lemma 4.2 satisfying (4.2) and (4.3). Let Q be the polynomial supplied by Lemma 4.1 for t = 1. We define P (x 1 , x 2 ) := P (x 1 , x 2 )Q(
). Then clearly P (λ, 0) = 1 and we need to show that
By (4.1) and (4.3), using polar coordinates, it is sufficient to prove that
Observe that r ≈ c(r 1 , r 2 ) for any r ∈ [r 1 , r 2 ]. With
for any r ∈ [r 1 , r 2 ]. Therefore, it remains to show that
which can be done using the same idea as for the integral w.r.t. θ, namely, splitting the integral
. . , where J = {r ∈ [r 1 , r 2 ] : |λ − r| ≤ ρ * n (λ − r 1 )}. We omit the details as they are the same as in (4.6) from the proof of Lemma 4.4.
The final lemma provides a good polynomial on the intersection of two annuli obtained by multiplication of two polynomials provided by Lemma 4.2.
Proof. Due to (2.2), for simplicity, we will assume that r 1 = 1 and r = r 2 r 1 = r 2 > 1. Fix x ∈ D, denote t i := |x − o i | − 1. We apply Lemma 4.2 to find a polynomial P i ∈ P n/2 such that (4.4) P i (y) = 1 whenever |y − o i | = t i + 1 and (4.5)
We will prove that P (y) := P 1 (y)P 2 (y) is a required polynomial (see (1.2)), namely, it satisfies
The equality P (x) = 1 is immediate by (4.4). Due to (4.5), we need to show that
Observing that the integrand is symmetric about the second coordinate axis (containing both o i ), it is sufficient to estimate the integral over D + := {y = (y 1 , y 2 ) ∈ D : y 1 ≥ 0}, which will be split into three parts. First, let
, ζ}.
Consider the mapping Φ :
It is easily seen that Φ is injective on D * . We also have that Φ is continuously differentiable on D * and its Jacobian determinant J Φ satisfies
first we will show (4.7)
For y 2 ∈ J we have
We further observe that for y 2 ∈ J one has
Now denote J 2 := {y 2 ∈ J : |t 2 + 1 − |y − o 2 || ≤ ρ * n (t 2 )}, by (4.9) we have meas 1 (J 2 ) ≈ c(ζ, r)ρ * n (t 2 ), and so
Using (4.9), we have with sufficiently small c 5 (ζ, r) that
In summary, J f 2 (y 1 , y 2 ) dy 2 ≤ c(ζ, r), and taking (4.8) into account, we obtain (4.7). Note that (4.7) is valid if J is replaced with −J by following essentially the same proof, namely, one simply interchanges i = 1 and i = 2 observing that |(
and the proof is complete.
Proof of Theorem 1.1
In this section dependence on D is understood as dependence on D and on the particular choice of local linear extensions Γ * j . We assume d 1 (x) ≤ d 2 (x) and consider three cases depending on a parameter δ = δ(D) > 0 which will be selected later.
B + x ⊂ D, so by (2.1), (2.2) and (2.3)
In the other direction, let R := diam(D), then D ⊂ RB + x and again by (2.1), (2.2) and (2.3)
We complete Case 1 by observing that n −2 ≈ c(R, δ)ρ *
and d 2 (x) ≥ δ. Let
be the smallest r fulfilling the rolling ball property for all local linear extensions of the curves from ∂D. We will impose with some γ = γ(D) ≥ 1 which will be selected later that
and for convenience we set y := y 1 (x) for the remainder of this case. Observe that, in fact, y ∈ Γ 1 , as otherwise y ∈ Γ * 1 \ Γ 1 , so y ∈ D and then the line segment joining x and y intersects ∂D. This implies d(x, ∂D) < d 1 (x) and leads to a contradiction since
We claim that (recall (2.4) 
, y, ∂D) ∩ Γ 1 = {y} due to (5.1) and the rolling disc property. For any k = 1, we have B ± (
, y, ∂D)). Therefore, taking y ∈ Γ 1 into account, we have
, y, ∂D) ⊂ D. Let u be the outward unit normal vector to ∂D at y. By (2.1), (2.2) and (2.3)
For the other direction, we have that B + (
u, so for
we have D ⊂ D and by (2.1) and Lemma 4.3
We conclude Case 2 by noting that due to
We begin by describing and establishing certain properties (i)-(v) of ∂D and of some related sets required from the choice of δ.
As before, all indexes for the sets related to the pieces of the boundary are understood modulo m.
Property (i). Due to the structure of ∂D, there exists δ 1 = δ 1 (D) such that for any δ ≤ δ 1 we have that
Property (ii). There exists δ 3 = δ 3 (D) such that for any δ ≤ δ 3 the smallest length of the line segments forming Γ * j \ Γ j (over all j, there are two line segments for each j) is bigger than max i diam(Y i (δ)). This implies that for x ∈ Y i (we have v i ∈ Y i ) the point y i+1 (x) is not an endpoint of Γ * i+1 so that x − y i+1 (x) is orthogonal to the unit tangent vector of Γ i+1 at y i+1 (x). Moreover,
For properties (iii)-(v) we assume δ ≤ min{δ 1 , δ 2 , δ 3 } and x ∈ Y i for an arbitrary i.
Property (iii).
There exists δ 4 = δ 4 (D) such that for any δ ≤ δ 4 the distance from any point in Y i to any Γ * j with j = i and j = i + 1 is at least 2δ, which implies B ± (δ, y i (x), Γ * i ) ∩ Γ * j = ∅ and B ± (δ, y i+1 (x), Γ * i+1 ) ∩ Γ * j = ∅.
Property (iv). Let u j (y) be the unit normal vector to Γ * j at y ∈ Γ * j chosen in continuous manner so that u j (y) points outward of D when y ∈ Γ j (in notations of the definition of C 2 domain, u(y) = u j (y) when y is an interior point of Γ j ). Since D is a C 2 domain, the angle between u j (y) and u j (y ′ ) does not exceed c(D)|y − y ′ |, for any y, y ′ ∈ Γ * j . Combining this with property (ii), we can ensure that the angle between u i (y i (x)) and u i (v i ) is less than ε 3 whenever x ∈ Y i , where ε = min j {α j , π − α j } (recall that α j is the angle of D at v j ). The same is true for the angle between u i+1 (y i+1 (x)) and u i+1 (v i ). Consequently, the angle between u i+1 (y i+1 (x)) and u i (y i (x)) is at least ε 3 and at most π − The proof is complete.
