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ABSTRACT
STUDY ON PERFORMANCE OF PRUNED CNN-BASED CLASSIFICATION
MODELS
MENGLING DING
2022
Convolutional Neural Network (CNN) is a neural network developed for
processing image data. CNNs have been studied extensively and have been used in
numerous computer vision tasks such as image classification and segmentation, object
detection and recognition, etc. [1] Although, the CNNs-based approaches showed humanlevel performances in these tasks [2], they require heavy computation in both training and
inference stages, and the models consist of millions of parameters. This hinders the
development and deployment of CNN-based models for real world applications. Neural
Network Pruning and Compression techniques have been proposed [3, 4] to reduce the
computation complexity of trained CNNs by removing less important filters or weights.
However, the performance of a pruned network is affected by many factors such as the
complexity of the model before pruning, dataset, and initial weights of the models.
In this thesis, the effects of the initial model complexity, the compression ratio, the
target task (dataset) and the initial weight values of the models to the performance after
model pruning are considered. Several complex models have been trained and compressed
to compare the testing results. Herein, four VGG networks [5] have been used (VGG11,
VGG13, VGG16, and VGG19) to carry out the study of the complexity of Scale-dependent
and Scale-invariant CNN-based classification models with various pruning ratios. The
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fine-tuned VGG Networks with the target dataset have also been used to show effect of
initial weight values on pruned network. The Gradient-weighted Class Activation Mapping
(Grad-CAM) approach [6] is used to visualize the activation map of pruned network to
explain the accuracy changes along with the compression of the network.

The

experimental results showed that the initial model complexity and pre-trained weights can
affect the performance of the pruned models.
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Chapter 1. Introduction
1.1 Introduction
Deep Neural Networks [7] have been extensively studied and used in solving
problems in numerous research areas such as computer vision, natural language processing,
autonomous systems, etc. Especially, DNNs have had significant success in many
computer vision tasks such as image classification, image segmentation, object detection,
etc. [8]. Deep neural networks require heavy computation and numerous resources in both
training and testing phases because of the enormous number of parameters and the amount
of the data. In general, more complex models perform better than less complex models [9].
However, there is no clear linear relationship between the accuracy of classification models
and computation complexity [10]. In real-world applications, less complex models with
better performance are always preferred and the model complexity is often limited by the
target computing environment such as cell phones, or embedded devices. It is challenging
to train and run deeper CNN models on these devices due to the limited storage size,
process speed, and battery life. Super computers and servers, especially, need a very
specific type of environment to be used in because of their immense size and other limiting
factors. These factors include environmental factors around the super computers or
servers, such as temperature, humidity, power supply system, should be well designed.
More often than not, individuals or small organizations cannot afford or have the condition
to deploy those devices. Therefore, a good strategy should be provided to obtain the
excellent performing architecture for a given maximum allowed complexity of a model.
An easy and available method is to apply neural network pruning technique [3, 4]
on pre-trained complex and deep neural network to address limitations of the target device.
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This is because a compressed subnetwork of a complex and deep model usually can do as
well as the original one, and the subnetwork is cheaper due to using less storage and
computational resources [11]. The pruned subnetwork performs better than the same size
model trained from the scratch because the former inherits the knowledge of features from
the original complex model [12].
There are many factors that affect the performance of the compressed/pruned
network: the initial architecture, the compression ratio, the target task (dataset), and the
initial weight values of the models. Thus, four corresponding questions have been proposed
in this research. The first question is how do the initial model complexity and pruning ratio
affect the performance of the DL model for a given target complexity? It is obvious that
when the VGG Networks [13, 14] and AlexNet [9, 15] are compressed to get the same
accuracy result, compression ratios for those two architectures must be different because
the initial model complexity is different.
Another factor is the target task (i.e., dataset). If we use the same architecture, how
will the training dataset affect the performance after compression? Scale-invariant
classifier and detector have been widely studied due to its ability to handle all scale sizes
(object sizes). For example, Scale Normalization for Image Pyramids (SNIP) [16] and
Scale Normalization for Image Pyramids with Efficient Resampling (SNIPER) [17]
approaches take input images but consider multiple scales in the networks. Obviously, this
technique is expensive because it requires a deeper model, which a large object requires a
wide receptive field [18], and it requires high memory storage and more computational
resources. Another way of designing a CNN-based classifier is to make it a Scaledependent model and feed the rescaled (multi-scale) input images to take care of various
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scales of objects in it. In addition to the Scale-invariant model, Luo et al. discussed the
effect of dataset size and the number of categories to classification performance. A bigger
dataset size and less classes can improve the accuracy of the CNN models [19].
The third consideration is the initial weight values of the models. Researchers want
to know how the models trained from scratch and the models fine-tuned with the target
dataset perform after pruning. The models trained from scratch are the models that were
trained by the researchers with the dataset of the target domain and the fine-tuned models
are initially trained on millions of images and then retrained on the target dataset. The
characteristics of weight values (kernels) must be different between these two types of
models.
The last question is, what is the reason behind the performance degradation along
with compression? Would the class activation mapping (CAM) [20] technique reveal the
relative importance of the kernels?
In this thesis, the effects of initial model complexity, the compression ratio, the
target task (dataset) and the initial weight values to the performance after model pruning
are considered. Several complex models have been trained and compressed to compare the
testing results. It can be demonstrated that the model will be simpler and shallower with
good performance. Herein, four sets of comparative VGG networks have been
implemented used (VGG11, VGG13, VGG16, and VGG19) to carry out the study of the
complexity of Scale-dependent and Scale-invariant CNN-based classification models with
various pruning ratios. The fine-tuned VGG Networks with the target dataset have also
been used to show effect of initial weight values on pruned network. implemented and
compared. The Grad-CAM approach [6] is used to visualize the activation map of pruned
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network to explain the accuracy changes along with the compression of the network. Based
on the above mentioned four questions, we designed and conducted the experiments to
address the answers, which will be explained in detail in Chapter 3.
1.2 Document Outline
This thesis consists of 6 chapters. Chapter 1 presents the introduction part. The
related work is reviewed in chapter 2. In this part, the CNNs, VGG Networks, Image
classification, the Scale-invariant detector, the Scale-dependent detector, model
compression, and model visualization are described. In chapter 3, the detailed materials
and methods are provided, and the dataset and experiment design are also included. The
experimental results and discussion are discussed in chapter 4. Lastly, chapter 5 goes
through the conclusion and future work.
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Chapter 2. Related Work
2.1 CNNs
CNNs are a class of artificial neural networks, which consist of convolutional
layers, pooling layers, and fully connected layers. In addition to the common image and
video processing application, CNNs can also be used in natural language processing [21]
and financial time series [22]. The CNN architectures are various, where AlexNet [23],
VggNet, GoogleNet [24], and ResNet [25] are famous among them.
A convolutional layer is the main building block of a CNN which contains a set of
kernels, and parameters. Each layer has its own task to extract features like lines, edges,
shapes, and specific objects, etc. Figure 1 shows a typical convolutional layer architecture.

Figure 1 The architecture of a typical convolutional layer.
Some of the features in an image are not important to the results. For example, lowresolution images can perform just as well as high-resolution images, but high-resolution
images have more pixels that need to be handled, which in turn need more storage and
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computational resources. Pooling is a form of down-sampling, which can reduce the
number of parameters and prevent the overfitting problem. Max pooling is the most
common pooling function that calculates the maximum, or largest value in each patch of
images, which is illustrated in Figure 2. The results are down sampled or pooled feature
maps that highlight the most present feature in the patch, not the average presence of the
feature in the case of average pooling.

Figure 2 Max pooling with a 2x2 filter and stride 2.
Fully connected layers form the last few layers in a network, in which the input to
the fully connected layers is the output of the last pooling layer or convolution layer after
flattening. For example, VGG Networks have 3 fully connected layers, which contain
4096, 4096, and 1000 channels, respectively. Figure 3 shows the fully connected network
and flattening process. The blue box shows the flattening process, and the orange box
shows the architecture of fully connected layers.
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Figure 3 Flatten and fully connected layers.
The initial CNN model is Time Delay Neural Network (TDNN) [26], which was
proposed by Alexander Waibel et al. in 1998. Another iconic CNN model of LeNet-5,
proposed by W. Zhang et al, shows a good result in recognizing hand-written numbers and
was applied by several banks [27]. The architecture of LeNet-5 is shown in Figure 4.

Figure 4 Architecture of LeNet-5.
2.2 VGG Networks
VGG networks are famous sets of CNN architectures with multiple layers. They
were proposed by the Oxford Visual Geometry Group in 2014 and won second place in the
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ILSVRC-2014 competition. In the paper “Very deep convolutional networks for largescale image recognition”, the authors listed 6 architectures. These architectures were
different in convolutional layers, and the medium size architecture of the VGG16 model
performed best, achieving almost 92.7% test accuracy on the ImageNet dataset. The
ImageNet dataset consisted of more than 14 million images belonging to 1000 classes.
The highlight of the VGG networks is to replace the common 7 × 7 or 5 × 5 kernelsized filters with several 3 × 3 kernel-sized filters. This can reduce the number of
parameters without decreasing network efficiency.
The input size of the original VGG16 is 224 × 224, and the output class number is
1000, so the total number of parameters is 138 million. In our research, however, the input
image has been preprocessed to a size of 160 × 160, and the architecture was trained to do
binary classification. Therefore, the VGG16 architecture in this study has 83.9 million
parameters.

Figure 5 The VGG16 architecture used in this research.
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Figure 5 shows the VGG16 architecture in this research, where orange boxes
represent the 13 convolutional layers. These parts are different between each VGG
network, where VGG19 has 16 convolutional layers. Green boxes represent max-pooling
layers after each convolutional block, and three fully connected layers are represented by
blue boxes. The name of the VGG16 represents a total of 16 layers, which contains 13
convolutional layers and 3 fully connected layers.
2.3 Image Classification
Image classification is a supervised learning task. For image classification, it is
necessary to define a set of classes and use labeled training images to train a model to
classify the testing images. The accuracy of the classifier was tested by asking it to predict
the class labels for a new set of images that it had never seen before, then the true class
labels were compared with the ones predicted by the model. For example, if we want to
have a model that can classify cat images and dog images. We must first prepare a set of
images that are already labeled with cats or dogs, and then use this dataset to train a model.
Afterwards, a set of images that have never been seen before by the model is inputted into
the model, then lastly, the outputs (cats or dogs) are compared with the true labels (cats or
dogs) to get the accuracy. Image classification is widely used in several fields, including
medical imaging, satellite images handling, machine vision, and more.
Image classification has been continuously developing since 2012. In 2012,
AlexNet was proposed by Krizhevsky et al., which won first place in the ImageNet image
classification. By 2014, GoogLeNet and VGGNet had entered the stage of image
classification.
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AlexNet adopted an 8-layers network structure consisting of 5 convolutional layers
and 3 fully connected layers. Another advantage of AlexNet is the replacement of the ReLU
with the sigmoid. The top-5 error of AlexNet in ImageNet was 15.3%, which is more than
10.8% lower than that of the second place.
Compared with AlexNet, VGGNet has more convolutional layers, and uses several
3 × 3 kernels instead of the 11 × 11 or 5 × 5 kernels. Small convolution kernels can make
the trained model learn more complex patterns with less computational cost (Figure 6).

Figure 6 The 3 × 3 convolution kernel replaces the 5 × 5 convolution kernel.
Two 3 × 3 convolution kernels can replace one 5 × 5 convolution kernel, but the
parameter number of two 3 × 3 convolution kernels is 3 × 3 + 3 × 3 = 18, while the
parameter number of one 5 × 5 convolution kernel is 5 × 5 = 25. The number of parameters
in two 3 × 3 convolution kernels is reduced by 28%, indicating a smaller computational
cost.
GoogleNet received a better result than VGGNet in the ImageNet classification
competition in 2014, where GoogleNet achieved a top-5 error rate of 6.67% and VGG16
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got 7.5% top-5 error rate. GoogleNet has a dense structure with a small number of
convolution kernels of each size, using 1×1 convolutional layer to reduce the amount of
computations.
2.4 Scale-Invariant Detector
The diversity of the object sizes in a dataset is a big challenge for CNNs. For
example, in COCO dataset, the biggest object in an image is almost 20 times that of the
smallest object. For some technical issues, it is unlikely to keep the training data and the
testing data with the same size. For example, because of the limitations of GPU usage, it is
hard to train a model with a big image size, even though in some situations, it is necessary
to test big sizes. In this case, the mismatch problem between training size and testing size
will appear. Thus, a detector is required, which can capture the features of an object and
decide the location or class despite the size of this object. The Scale-invariant detector is
one such kind of solutions.
In traditional Scale-invariant detector research, multi-scale training and multi-scale
testing are required. In other words, if enough data are assigned, then a detector is asked to
handle all the scale sizes, which is a tough task. It is a good idea to increase the robustness
of the model because the trained model can operate on different object sizes. The resizing
operation during the training process can enlarge the dataset, but this will increase the
difficulty of model learning, which is ascribed to the larger range in size. The common
approach to obtain a Scale-invariant detector is to use randomly sampled images with
multiple scales during the training process, while training a model with multiple inputs
require a large number of memory and computational resources.
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SNIP, which was proposed by Bharat Singh et al. in 2018, showed a great
improvement in Scale-invariant detector [16]. SNIP employs all the objects during the
training process, which can capture all the features or variations. However, SNIP eliminates
extreme scale objects that are either too large or too small during the back-propagation
process. Only the objects that fall in the desired scale range can be implemented. The
process in SNIP is illustrated in Figure 7. Invalid Region of Interest (RoIs) which fall
outside the specified range at each scale are shown in purple. They are discarded during
training and inference. Each batch during training consists of images sampled from a
particular scale. Invalid GTboxes are used to invalidate anchors in Region Proposal
Network (RPN) [28]. Detections from each scale are rescaled and combined using NonMaximum Suppression (NMS) [29].

Figure 7 The training process and inference of SNIP.
In Figure 7, it can be seen that SNIP combined the NMS algorithm and RPN
network. NMS algorithm is used to decide the available object bounding box of the object.
RPN network is used to generate the proposal for the objects.
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2.5 Scale-Dependent Detector
The scales are very important because the feature maps depend on the scales.
Unlike the Scale-invariant detector, the Scale-dependent detector can make the scale values
a relative size. In other words, the relative size of the object in an image is fixed. If the
input size is fixed, the scale value is also fixed. When using a Scale-dependent detector to
do the training and testing, objects cannot be detected if they are bigger or smaller than the
fixed scale. Nonetheless, the model with Scale-dependent detector can be simpler because
the model only needs to handle a specific scale size.
For example, in the following Figure 8, only the car in the green box can be
recognized by the Scale-dependent model because it has the same size with the scale (valid
size). The other two cars in the red boxes are either too big or too small for this model
(invalid size). The visualized image in the right side also confirms this.

Figure 8 The valid scale and invalid scale in a scale-dependent model.
2.6 Model Compression and Weights Pruning
With the development of CNNs, more and more tough tasks can be accomplished
by CNNs, but this also comes with undesirable costs because the models become much
deeper and more complex. A deep and complex model must have a huge number of
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parameters, requiring a longer computation and training time. A longer inference time is
needed by models with large architectures and complex operations. Moreover, memory
storage and networking resources are also expensive for complex architectures. To address
these issues, we must first reduce the size of the models. As early as 1990, Y. LeCun, et al.
began to do neural network pruning [30]. Model compression without performance decline
has been proposed, and it has also been proved by this research. In this thesis research, for
VGG Networks, the testing accuracy will not significantly decrease when less than 40% of
the weights are pruned. The details are shown in chapter 4. It is much more efficient to
train a simpler model during the training process, but for a simple model, building a useful
architecture is required. It is important to clarify that a deeper architecture has a higher
capacity with many possible interactions between features. After pruning, the features
should be kept, the pruned model can be applied to edge devices like phones, TV, or some
IoT devices, which don’t have much memory and computational resources.
The famous hypothesis of the Lottery Ticket Hypothesis [31] has proved that one
lucky subnetwork can be obtained after pruning a complex model, and it retrains the
winning subnetwork with its original parameters. A new model which performs as well as
the original complex network has been trained, but it does not spend as much training
resources as the original one. Another famous research was done by Zhuang Liu et al., [32]
and the results showed the contradiction of the Lottery Ticket Hypothesis, but it also proved
the huge potential of subnetworks from a complex network.
There are three main approaches for model compression: Knowledge Distillation,
Quantization and Pruning.
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Knowledge Distillation [33] is the process of transferring knowledge from a teacher
model to a student model, where the teacher model has a higher knowledge capacity than
the student model. In this way, the student model learns the representations of the teacher
model. In 2015, Geoffrey Hinton et al. introduced Knowledge Distillation into the task of
image classification [20].
Quantization is designed to reduce the number of bits required to store the weights
(Figure 9). For example, the theory operation time can be 16 times faster when converting
data in floating point 32 bits to a smaller precision like integer 2 bits. Quantization can be
applied both during and after the training process, and it can be applied to both
convolutional and fully connected layers. However, quantization weights can make models
harder to converge, and it also can create problems such as the back propagation becoming
infeasible, or there being a gradient mismatch, etc.

Figure 9 Converting 32-bit data type to 2-bit data type.
The other model compression approach is pruning, which includes filter pruning
and weight pruning (Figure 10, 11) [34]. In this research, weight pruning has been applied,
and filter pruning can be regarded as weight pruning in some cases. Weight pruning focuses
on removing “unimportant” weights. There are several pruning strategies to decide which
weights should be pruned. S. Han et, al demonstrated the importance of the parameter
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according to the value of the parameters [35]. During the pruning process, a complex and
deep model can be trained first, but unnecessary weights will be pruned away to get a
smaller but more effective model. It can be found that this approach would not decrease
the training time, but it will decrease the memory storage resources. Two different kinds
of weight pruning techniques, structured pruning and unstructured pruning, can be applied.
Structured pruning means pruning a large part of the architecture, such as a channel, a
layer, while unstructured pruning works on pruning the connections in a network.

Figure 10 Filter pruning.

Figure 11 Weight pruning.
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2.7 Model Visualization
As shown in Figure 12, CNNs look like a black box, and it is very hard to know
what happens inside them. In order to understand the reason and logic behind a model,
researchers began studying model transparency and visualization. After visualizing the
model, the mechanism of the model can be explained. For example, in a classification
model, it can be known which features affected the prediction results. When a model
guesses one image as a car image, it can determine which parts of the car in the image are
for the model to make the prediction. We can also analyze the results and improve our
work, discuss the results, how to speed up the process, how to set up the hyperparameters,
and so on. It is also easy to describe the research contents to non-technical people.

Figure 12 The requirements of the model visualization.
Since 2013, research in the model visualization area has yielded a lot of
achievements. In 2014, Matthew D. Zeiler et al. did serial experiments on feature
visualization, feature evolution during training, and feature invariance [36]. In 2016, the
researchers from the Computer Science and Artificial Intelligence Laboratory of MIT
proposed the CAM technique which can produce heat maps to highlight class-specific
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regions of images [37]. After that, the Gradient-weighted Class Activation Mapping (GradCAM) was proposed, which uses the gradients of any target concept, flowing into the final
convolutional layer to generate a rough localization map, highlighting important regions in
the image to predict the concept [6]. Then Grad-CAM++ has been further proposed by
Aditya Chattopadhyay et al [38]. One huge flaw of CAM is that it requires retraining. In
Grad-CAM, this issue has been addressed, and Grad-CAM++ also solved the small weights
problem in Grad-CAM with a more sophisticated backprop.
In this thesis research, the Grad-CAM algorithm has been used to visualize the
models (Figure 13). In the Grad-CAM algorithm, the output is feature maps, and we can
use the ToPILImage library to show the visualized image.

Figure 13 Grad-CAM overview.
An image and a class of this image (e.g., ‘positive’ or any other type of
differentiable output) will be set as input, and it will further propagate through the VGG16
part of the model, and then it will pass through task-specific computations to obtain a raw
score for each category. The gradients are set to zero for all classes except the desired one
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(positive), which is set to 1. This signal is then backpropagated to the rectified
convolutional feature maps of interest, combined to compute the coarse Grad-CAM
localization (blue heatmap) that represents where the model must look to make the
particular decision. Finally, we plot multiply the heatmap with guided backpropagation to
get Guided Grad-CAM visualizations which are both high-resolution and concept-specific
[6].
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Chapter 3. Materials and Methods
3.1 Datasets Preparation and Description
The dataset used in this research is a subset of KITTI [39] and the Labelbox [40]
platform is used to label the dataset. There are a total of 691 images in the dataset, in which
1184 cars, 1399 occluded cars, 246 trucks, 200 occluded trucks, and 502 pedestrians have
been annotated. Figure 14 shows examples.

Figure 14 Examples of the Labelbox annotation.
The polygon type has been used to label the objects, where the occluded cars are
represented in pink, the total number of cars are represented in green, and pedestrians are
represented in blue. In this research, only the total number of cars and occluded cars
annotation information has been used.
To get the Scale-dependent dataset and the Scale-invariant dataset, annotation
labeling is not enough. A mathematical technique has been used to rescale the dataset. After
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this process, three different classes images have been obtained, which consist of 15,727
positive class images, 37,261 negative background class images, and 11,461 negative scale
class images. Images have been resized to 160 × 160, and data augmentation has also been
applied. Figure 15 shows the three classes.

(a) Positive

(b) Negative background

(c) Negative scale

(d) Negative scale

Figure 15 Description of the image classes.
In an image, the height of a car is set to x and the height of the image is set to y. (a)
In a positive class image, the bounding box size of a car should be half of the image size.
In other words, if the value range of x is from y/2 × 0.7 to y/2 × 1.3, this image will be
regarded as the positive class. (b) If there are no cars in an image, this image will be
classified to the negative background class. (c-d) If the value of x is less than y/2 × 0.7 like
(c) or bigger than y/2 × 1.3 like (d), this image would be set as the negative scale class.
3.1.1 Scale-Invariant Dataset
In this research, the binary classification scale-invariant model and the binary
classification scale-dependent model are compared. In this case, three classes need to be
divided into two classes.
As discussed in chapter 2, the inputs of the Scale-invariant model should be multiscaled. So, both the positive class and the negative scale class can be regarded as a positive
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class. Only the negative background class will be classified as negative class. Figure 16
shows the dataset for the Scale-invariant model.

(a) Positive

(b) Positive

(c) Positive

(d) Negative

Figure 16 Dataset of the Scale-invariant model.
In Figure 16, images of (a-c) are positive class. No matter what size of the object
car in an image, this image will be classified as positive class. Image of (d) is a negative
class. An image will be regarded as negative if there are no cars in this image.
3.1.2 Scale-Dependent Dataset
For the Scale-dependent model, the input should be single-scaled. In doing so, only
images with a specific size of the object cars can be classified as a positive class. In other
words, the positive class will be regarded as a positive class, while the negative scale class
and negative background class will be regarded as a negative class. Figure 17 shows the
dataset for the Scale-dependent model.

(a) Positive

(b) Negative

(c) Negative

(d) Negative
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Figure 17 Dataset of the Scale-dependent model.
(a) Positive class. Only the bounding box size of the car occupied half of the image
can be regarded as positive class. (b-d) Negative class. Other sizes of cars or no cars are
classified as negative class.
3.2 Research Objective
Because of the limited resources and the requirements of actual applications, it is
necessary to apply model compression/pruning, where model compression/pruning can be
affected by many factors as mentioned in the introduction.
The objective of this research is to study performance of pruned CNN-based
classification models.
3.3 Model Compression Techniques
In this study, the model was compressed by weights pruning. Instead of using a
structured pruning technique, an unstructured pruning technique that can set the smallest
x% of the weights to zero (x% is the pruning ratio) will be applied. The whole flowchart is
shown in figure 18.

Figure 18 The flowchart of the model compression.
In this research, only the weights in convolutional layers will be pruned. This is a
global pruning technique. Instead of removing the lowest 20% (for example) of weights in
each convolutional layer, the unstructured global pruning technique removes the lowest
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20% of weights across the whole model. Table 1 shows the details of the pruning technique
applied on VGG16.
Table 1 The details of the pruning technique applied on VGG16.

When global sparsity is 20%, the sparsity in each convolutional layer is different.
Some layers like the first convolutional layer have only been pruned by 1.74%, indicating
that the weight values in these layers are bigger than others. In other words, weights in
these layers are more important than other layers.
3.4 Experiment Design
In this research, in order to make the experiments reasonable and scientific, the
control variable method will be applied.
Considering the previous four aspect affections as discussed in introduction part,
we implemented 4 sets of experiments. In the first experiment, 4 VGG Networks (VGG11,
VGG13, VGG16 and VGG19) will be trained and compressed to answer the first question:
How will the initial architectures and compression ratio affect the performance of the
models after compression? In the second experiment, the 4 VGG Networks will be trained
on different datasets to figure out the influence of target tasks. Then the Scale-invariant
models and the Scale-dependent models will be compared. The performance of models
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trained from scratch and the fine-tuned models with the target dataset will be analyzed in
the third experiment to find the effect of the initial weight values of the models. In the end,
for further discussion, model visualization will be carried out. Through model
visualization, the research can be communicated and explained more clearly.
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Chapter 4. Experimental Results and Discussion
4.1 Experimental Results on the Initial Model and Compression Ratio
As shown in Table 2 and Table 3, it can be found that the VGG13 architecture
model performs better than other architecture models when shaving the same model
compression ratio. Before the pruning ratio dropping to 0.6, there is no obvious difference
between each model. But when the pruning ratio comes to 0.6, the VGG13 architecture
model shows a higher accuracy in both the Scale-dependent model and the Scale-invariant
model.
Table 2 VGG11 vs VGG13 vs VGG16 vs VGG19 Scale-dependent model on ratios.

Table 3 VGG11 vs VGG13 vs VGG16 vs VGG19 Scale-invariant model on ratios.

Since the initial models have a different number of parameters, the complexity of
the models is still different at the same ratio. Thus, we further compared the accuracy based
on the number of parameters. From Figure 19 and Figure 20, it can be found that VGG13
has less parameters than other architectures with the same accuracy. As shown in Figure
19, VGG13 has less parameters in order to get a 70% accuracy for example, then in
VGG11, VGG16, and VGG19. They have the same ranking as Table 2 and Table 3.
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Figure 19 VGG11 vs VGG13 vs VGG16 vs VGG19 Scale-dependent models on
parameter numbers.

Figure 20 VGG11 vs VGG13 vs VGG16 vs VGG19 Scale-invariant models on
parameter numbers.
4.2 Experimental Results on the Target Tasks (Dataset)
4.2.1 Results for VGG16 Architecture
Table 4 and Figure 21 showed the results of the Scale-invariant model and the
Scale-dependent model based on VGG16 architecture.
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Table 4 VGG16 Scale-dependent vs VGG16 Scale-invariant accuracy.

With the increase of pruning ratio, the two models’ accuracy drops down, but the
Scale-dependent model shows better accuracy than the Scale-invariant model when it
comes to around 0.5 pruning ratio.

Figure 21 VGG16 Scale-dependent vs VGG16 Scale-invariant accuracy.
For the same accuracy (for example at 85%, red line), the Scale-dependent model
can be compressed more than the Scale-invariant model.
4.2.2 Results and Discussion for Other Architectures
The accuracy of the Scale-dependent model and the Scale-invariant model shows a
decreasing trend with the increase of the pruning ratio in every architecture. After
analyzing the result of different architectures in Figure 22, we can conclude that the Scaleinvariant model performs better than the Scale-dependent model in less complex
architectures like VGG11 and VGG13, and the Scale-dependent model performs better
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than the Scale-invariant model likeVGG16 and VGG19. The precision, recall, and F1
values for each model are also shown the same conclusion, and the results are shown in
Figure 23, Figure 24, and Figure 25.

Figure 22 Scale-dependent vs Scale-invariant accuracy.
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Figure 23 Scale-dependent vs Scale-invariant precision.

Figure 24 Scale-dependent vs Scale-invariant recall.
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Figure 25 Scale-dependent vs Scale-invariant F1.
4.3 Model Visualization
From the accuracy results of the different models, it can be concluded that the
accuracy keeps at 50% when a model is pruned to a certain ratio. This is because the model
guesses all the testing images as a negative class. Table 5 is the result of the Scaledependent model and the Scale-invariant model based on VGG16 architecture with a
pruning ratio of 0.9.
Table 5 The result of VGG16 with 0.9 pruning ratio.
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A reasonable explanation may be feature sharing. There are many shared features
in both a positive class and a negative class. Taking the features of trees, skies, roads for
example, these features are important for the negative class. When a model is compressed
to a very small size, it may lose the feature weights for the positive class. At that time, the
model only has the feature weights for the negative class, and the feature weights of the
negative class become important for the model. Thus, the model can only predict the
negative class as shown in Figure 26.

Figure 26 Feature map before pruning and after pruning.
To confirm the guess and to peek inside the model, model visualization needs to be
done. Since VGG13 has shown to be the best architecture to do pruning in chapter 4.1,
Figure 27 and Figure 28 visualize the Scale-dependent model and the Scale-invariant
model based on VGG13 architecture. The first line (a) of images are original images, and
the second line (b) is the visualization without pruning. The third line (c) is the visualization
with 0.5 pruning ratio, and the last line (d) is the visualization with 0.7 pruning ratio. It can
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be observed that when they have a pruning ration of 0.7, both the Scale-dependent model
and the Scale-invariant model begin to ignore the features of the positive class (cars). This
indicates that the feature weights for the positive class are pruned, which in turn makes
feature sharing a reasonable conjecture.
(a) Original Images

Label: positive

Label: positive

Label: positive

Label: negative

(b) Visualization without Pruning

Prediction: positive

Prediction: positive

Prediction: positive

Prediction: negative

(c) Visualization with 0.5 Pruning Ratio

Prediction: positive

Prediction: negative

Prediction: positive

(d) Visualization with 0.7 Pruning Ratio

Prediction: negative
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Prediction: negative Prediction: negative Prediction: negative Prediction: negative
Figure 27 Visualization of the Scale-dependent model based on VGG13 architecture.
(a) Original Images

Label: positive

Label: positive

Label: positive

Label: positive

(b) Visualization without Pruning

Prediction: positive

Prediction: positive

Prediction: positive

(c) Visualization with 0.5 Pruning Ratio

Prediction: positive
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Prediction: positive

Prediction: positive

Prediction: positive

Prediction: positive

(d) Visualization with 0.7 Pruning Ratio

Prediction: negative Prediction: negative Prediction: negative Prediction: negative
Figure 28 Visualization of the Scale-invariant model based on VGG13 architecture.
We also want to know which parts of the testing image can affect the prediction
result for the two models. In Figure 29, the visualization of the Scale-dependent model
and the Scale-invariant model based on VGG13 architecture is compared. It is worth noting
that the Scale-dependent model should only focus on the red car in the second test image
because of the valid size, while the Scale-invariant model should focus on both the white
and red car because it does not care about the size of the cars. The visualization results
confirmed that.
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(a) Original Images

(b) Visualization of the Scale-dependent model

(c) Visualization of the Scale-invariant model

Figure 29 VGG13 models visualization comparison.
It is interesting that some images are predicted correctly, but the Scale-dependent
model does not focus on the cars but other places around the car (Figure 30). After being
pruned to a certain ratio, the model focuses on the car. A possible explanation could be
model overfitting. So, the result of the fine-tuned model needs to be included in the
following research.
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Label: positive
(a) Original Image

Prediction: positive
(b) No Pruning

Prediction: positive
(c) 0.6 Pruning Ratio

Figure 30 Possible overfitting problem for the Scale-dependent model based on VGG13.
4.4 Experimental Results of the Initial Weight Values
Only the fully connected layers have been trained for the fine-tuned models, while
the convolutional layers have been frozen before training.
From the result of the fine-tuned VGG16 and the fine-tuned VGG19 models
(Figure 31), the Scale-invariant models can be compressed more than the Scale-dependent
models with the same accuracy. That is because the model only trained the fully connected
layers and the pruning technique only worked on the convolutional layers. The fine-tuned
models were trained on ImageNet dataset, and they were Scale-invariant models instead of
Scale-dependent models. However, the fine-tuned models show better performance than
the models trained from scratch (Figure 32). This can be explained through the dataset.
Neither of the diversity and the number of the subset KITTI dataset are enough, especially
compared to the ImageNet, which has 14 million images with 1,000 categories. The subset
KITTI dataset used in this research only has around 130,000 images.
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Figure 31 Fine-tuned Scale-dependent model vs fine-tuned Scale-invariant model.

Figure 32 Fine-tuned models vs models trained from scratch.
Figure 33 shows the visualization of the fine-tuned VGG16 and VGG19 models.
From the visualized images, it can be confirmed that the Scale-invariant models perform
better as discussed in the previous paragraph. Both the fine-tuned VGG16 Scale-dependent
model and the fine-tuned VGG19 Scale-dependent model are affected by the sky in the
fourth testing image, but the Scale-invariant models were not affected by sky.
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(a) Original Images

(b) Visualization of the fine-tuned VGG16 Scale-dependent model

(c) Visualization of the fine-tuned VGG16 Scale-invariant model

(d) Visualization of the fine-tuned VGG19 Scale-dependent model

(e) Visualization of the fine-tuned VGG19 Scale-invariant model
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Figure 33 Visualization of the fine-tuned models.
The possible overfitting problem in the Scale-dependent model has been discussed
in chapter 4.3. When visualizing the same image in different models, the fine-tuned models
showed an improvement for the overfitting problem, and the models were affected by the
car and not the surrounding environment (see Figure 34).

Original Image

vgg13

vgg16

Pre-vgg16

Pre-vgg19

Figure 34 Visualization comparison of fine-tuned models and models trained from
scratch.
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Chapter 5. Conclusions and Future Work
In this thesis, experiments were designed and conducted to research how the initial
model complexity, the target task (dataset) and the initial weight values of the models affect
the

performance

of

binary

CNN-based

image

classification

models

after

compression/pruning. In addition, Grad-CAM approach has been used to visualize
important areas and features of the input images to explain the accuracy changes along with
the pruning.
In the experiments, the most complex VGG19 did not show a good performance
than other simpler architectures. VGG13 Network showed a better performance than others
for the same target complexity.
Moreover, the Scale-dependent model can be compressed more while maintaining
the same accuracy if the two models were trained based on a more complex architecture,
like the VGG19 Network. The Scale-invariant classifier can be compressed more while
maintaining the same accuracy if the two models were trained based on a less complex
architecture, like VGG11 Network. So, based on this research, it is a suggestion to use the
more complex architecture in development of a Scale-dependent model, and use fewer
complex architectures in development of a Scale-invariant model. However, the dataset
size is not considered in the experiment. Thus, the behavior of the pruned networks may
be different when there are more images for both Scale-invariant and Scale-dependent
models.
Another finding in this research is that the fine-tuned models initially trained with
big data perform better than the models trained from scratch. The possible explanation is
that the dataset, the diversity, and the number of the subset KITTI dataset were not enough,
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especially compared to the ImageNet, which has 14 million images with 1,000 categories.
The subset KITTI dataset only has around 130,000 image patches, and the types of objects
are less than other popular datasets. Thus, it is useful to enlarge the size and diversity of
the dataset, and researchers can also choose to use models pre-trained on a large dataset.
Model visualization helped investigating the reason behind the performance
decrease along with pruning, which shows relative importance of areas by showing the
heat-map. For instance, during the experiments, we found that by pruning a model to a
certain small size, the models predict all the testing images to the negative class. By
visualizing them, we were able to observe that some of the shared filters for positive classes
were pruned off.
The followings are the limitation of this study. The simplest VGG11 in this research
is still very complex. Therefore, based on the current research, it is necessary to investigate
the performance of even smaller architectures. In addition, the future work will be to
enlarge the dataset by adding more images of various categories and test various models
for multiple categories based on different architectures.
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