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Abstract
Scene text recognition has been a hot research topic in
computer vision due to its various applications. The state
of the art is the attention-based encoder-decoder framework
that learns the mapping between input images and output
sequences in a purely data-driven way. However, we ob-
serve that existing attention-based methods perform poorly
on complicated and/or low-quality images. One major rea-
son is that existing methods cannot get accurate alignments
between feature areas and targets for such images. We call
this phenomenon “attention drift”. To tackle this prob-
lem, in this paper we propose the FAN (the abbreviation
of Focusing Attention Network) method that employs a fo-
cusing attention mechanism to automatically draw back the
drifted attention. FAN consists of two major components:
an attention network (AN) that is responsible for recogniz-
ing character targets as in the existing methods, and a fo-
cusing network (FN) that is responsible for adjusting atten-
tion by evaluating whether AN pays attention properly on
the target areas in the images. Furthermore, different from
the existing methods, we adopt a ResNet-based network to
enrich deep representations of scene text images. Extensive
experiments on various benchmarks, including the IIIT5k,
SVT and ICDAR datasets, show that the FAN method sub-
stantially outperforms the existing methods.
1. Introduction
Scene text recognition has attracted much research in-
terest of the computer vision community [11, 21, 24]. Rec-
ognizing scene text is of great significance for scene under-
standing. Despite several decades of research on Optical
Character Recognition (OCR), recognizing texts from natu-
ral images is still a challenging task. The state of the art em-
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ploys attention-mechanism for character recognition, and
achieves substantial performance improvement [18, 25].
Usually, an attention-based text recognizer is designed
as an encoder-decoder framework. In the encoding stage,
an image is transformed into a sequence of feature vec-
tors by CNN/LSTM [25], and each feature vector corre-
sponds to a region in the input image. In this paper, we
call such regions attention regions. In the decoding stage,
the attention network (AN) first computes alignment fac-
tors [3] by referring to the history of target characters and
the encoded feature vectors for generating the synthesis vec-
tors (also called glimpse vectors), thus achieves the align-
ments between the attention regions and the corresponding
ground-truth-labels [3, 5]. Then, a recurrent neural network
(RNN) is used to generate the target characters based on the
glimpse vectors and the history of target characters.
(a) (b) (c)
(d) (e) (f)
Figure 1. Examples of complicated / low-quality images. Subfig-
ures (a) - (f) represent normal, complex background, blur, incom-
plete, different-size and abnormal font images, respectively.
Motivation. We all know that in real scene text recog-
nition tasks, many images are complicated (e.g. distorted or
overlapping characters, characters of different fonts, sizes
and colors, and complex backgrounds) or low quality (due
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Figure 2. Illustration of attention drift in the AN model and the
focusing mechanism in the FAN method. In sub-figure (a), a real
image with text “83KM” is taken as input, and it outputs “831K”.
The last two characters ‘K’ and ‘M’ are not recognized because
AN’s attention regions for these two characters are deviated a lot
from them in the image. In sub-figure (b), with the FN component,
AN’s attention centers for the last two characters are rectified and
positioned just on them, thus FAN outputs the correct text string
“83KM”. Here, the dotted arrows and yellow ‘+’s represent the
computation of attention regions and the centers of attention re-
gions, and the white rectangular masks in the right-bottom image
indicate the ground-truth-areas of the characters.
to illumination change, blur, incompleteness and noise etc.)
Fig. 1 shows some examples of complicated / low-quality
images. For such images, existing attention-based methods
often perform poorly. After carefully analyzing many inter-
mediate and final results of attention-based methods on real
data, we found that one major reason of poor performance is
because the alignments estimated by the attention model are
easily corrupted due to the complexity and/or low-quality
of images. In other words, the attention model cannot accu-
rately associate each feature vector with the corresponding
target region in the input image. We call this phenomenon
attention drift. That is, the attention regions of AN deviate
in some degree from the proper regions of target characters
in the images. This motivates us to develop some mecha-
nism to focus AN’s attention back on the right regions of
the target characters in the input image.
Fig. 2(a) illustrates the attention drift phenomenon in the
AN model. After the left image is input, we expect that the
AN model outputs a text string “83KM”, but actually it re-
turns “831K”. Note that this is not a toy example, it is a real
example selected from our experiments. In practice, there
are many of such examples. Obviously, the last two char-
acters ‘K’ and ‘M’ are not correctly recognized. How this
happens? By computing the attention regions of the four
characters in the image, we can get their attention centers
(the details are given in Section 3.2), which are illustrated
by yellow ‘+’ in the right-bottom corner with the original
image as background. We can see that the attention centers
of ‘8’ and ‘3’ are located just over themselves, while the
third attention center is on the left-half part of ‘K’ and the
fourth attention center is near the right half part of ‘K’. As
the left-half part of ‘K’ looks like a ‘1’, the AN model out-
puts a ‘1’. The fourth attention region covers most part of
‘K’, the AN model thus returns a ‘K’.
Our work. To solve the above problem, in this paper
we propose a novel method called FAN (the abbreviation of
Focusing Attention Network) to accurately recognize text
from natural images. Fig. 2(b) shows the architecture of the
FAN method. FAN is made of two major subnetworks: an
attention network (AN) that is to recognize the target char-
acters as in existing methods, and a focusing network (FN)
that is responsible for automatically adjusting the attention
of AN by first examining whether AN’s attention regions
are properly on the right regions of target characters in the
images. In Fig. 2(b), with the FN component, AN’s atten-
tion regions for the last two characters are rectified, and con-
sequently FAN outputs the correct text string “83KM”.
Contributions of this paper are as follows:
1) We propose the concept of attention drift, which ex-
plains the poor performance of existing attention based
methods on complicated and/or low-quality natural images.
2) We develop a novel method called FAN to solve the
attention drift problem, where in addition to the AN com-
ponent existing in most existing methods, a completely new
component — focusing network (FN) is introduced, which
can focus AN’s deviated attention back on the target areas.
3) We adopt a powerful ResNet-based [10] convolution
neural network (CNN) to enrich deep representations of
scene text images.
4) We conduct extensive experiments on several bench-
marks, which demonstrate the performance superiority of
our method over the existing methods.
2. Related work
In recent years, there has been a lot work on scene text
recognition. For general information of text recognition, the
readers can refer to Ye and Doermann’s recent survey [33].
Traditionally, there are two types of approaches: bottom-
up and top-down. Early works mainly develop bottom-up
approaches: first detecting characters one by one by slid-
ing window [29, 30], connected components [21] or Hough
voting [32], then integrating these characters into the out-
put text. The other approaches work in a top-down style:
directly predicting the entire text from the original image
without detecting the characters. Jaderberg et al. designed a
convolutional neural network (CNN) with structured out-
put layer for unconstrained recognition [12]. They also
conducted a 90k-class classification task with a CNN, in
which each class represents an English word [13] . Recent
works solve this problem as a sequence recognition prob-
lem, where images and texts are separately encoded as patch
sequences and character sequences, respectively. Sutskever
et al. [28] extracted sequences of HOG features to represent
images, and generated the character sequence with the re-
current neural network (RNN). Shi et al. [24] proposed an
end-to-end neural network that combines CNN and RNN.
They also developed an attention-based spatial transformer
network (STN) for rectifying text distortion, which helps
recognize curved scene texts [25].
Different from the existing approaches, in this paper
we first extract deeper representations of images by using
a ResNet-based CNN. To the best of our knowledge, this
may be the first work of scene text recognition that uses a
ResNet-based CNN. Then, we feed the sequence of features
to an AN for generating alignment factors and glimpse vec-
tors. Meanwhile, we employ a FN to evaluate whether the
glimpse vectors are reasonable and provide a feedback to
help AN generate more reasonable glimpse vectors so that
the AN can pay attention properly on the right regions of
target characters in the processed image.
Though attention drift has been observed in attention
training of speech recognition [17], where the authors pro-
posed an MTL framework that combines CTC and AN to
handle this issue, our paper is the first work that formally
puts forward the concept of attention drift. Furthermore, we
design a focus-mechanism to solve this problem. It is worth
of noting that we have tried to use CTC and AN to solve the
attention drift problem in scene text recognition, unfortu-
nately our extensive experiments showed that this idea does
not work well, so we discarded it.
3. The FAN Method
As shown in Fig. 2(b), FAN has two major modules: AN
and FN. In the AN component, alignment factors [3] be-
tween target labels and features are generated. Each align-
ment factor corresponds to an attention region in the input
image. Bad alignments (i.e. deviated or unfocused attention
regions) result in poor recognition results. The FN com-
ponent first locates the attention region for each target la-
bel, then conducts dense prediction over the attention re-
gion with the corresponding glimpse vector. In such a way,
FN can judge whether the glimpse vector is reasonable. In
summary, FN generates the dense outputs over the attention
regions in the input image based on the glimpse vectors pro-
vided by AN, and AN in turn updates the glimpse vectors
based on FN’s feedback.
3.1. Attention Network (AN)
An attention-based decoder is a recurrent neural net-
work (RNN) that directly generates the target sequence
(y1, ..., yM ) from an input image I. In practice, image I
is often encoded as a sequence of feature vectors by CNN-
LSTM. Formally, Encoder(I)=(h1, ..., hT ). Bahdanau et
al. [3] first proposed the architecture of attention-based de-
coder. At the t-th step, the decoder generates an output yt
yt = Generate(st, gt), (1)
where st is an RNN hidden state at time t, computed by
st = RNN(yt−1, gt, st−1), (2)
and gt is the weighted sum of sequential feature vectors
(h1, ..., hT ), that is,
gt =
T∑
j=1
αt,jhj , (3)
where αt ∈ R
T is a vector of attention weights, also called
alignment factors. αt is often evaluated by scoring each
element in (h1, ..., hT ) separately and then normalizing the
scores as follows:
et,j = v
T tanh(Wst−1 + V hj + b), (4)
αt,j =
exp(et,j)∑T
j=1 exp(et,j)
. (5)
Above, v,W , V and b are all trainable parameters.
Here, the Generate function in Eq. (1) and the RNN
function in Eq. (2) represent a feed-forward network and
a LSTM recurrent network, respectively. Besides, the de-
coder needs to generate sequences of variable lengths. Fol-
lowing [28], a special end-of-sentence (EOS) token is added
to the target set, so that the decoder completes the genera-
tion of characters when EOS is emitted. The loss function
of the attention model is as follows:
LAtt = −
∑
t
lnP (yˆt|I, θ), (6)
where yˆt is the ground truth of the t-th character and θ is a
vector that combines all the network parameters.
In scene text recognition, the AN model has two ma-
jor drawbacks: 1) This model is easily impacted by com-
plicated / low-quality scene data, and generates imprecise
alignment factors because the model has no alignment con-
straint on the integration of glimpse vectors, which may re-
sult in mismatch between attention regions and ground-truth
regions. This is the so-called attention drift problem men-
tioned above. 2) It is hard to train such a model on huge
Figure 3. The mechanism of attention focusing in FAN. Here, α, c, g and + represent alignment factors, center of each feature in the input
image, glimpse vector and focusing operation, respectively. The blue grid and the green grid indicate the cropped features and predicted
results over each pixel, respectively. In order to predict the t-th target, we first evaluate the center position ct,j for each feature vector hj
obtained by CNN-LSTM, and compute weighted sum of all centers to get a weighted position ct, then crop a patch of features from the
input image or a convolution output and do the focusing operation over the attention region.
scene text data, such as the 800-million synthetic data re-
leased by Gupta et al. [9]. In this paper, our major goal is to
tackle the attention drift problem. We try to constrain AN’s
attention just on each target character by introducing the fo-
cusing network, which is detailed in the following section.
3.2. Focusing Network (FN)
In the attention model, each feature vector is mapped to
an area of the input image, which can be used to localize
the target character based on the convolution strategy. How-
ever, the computed attention regions of targets are usual in-
accurate, especially for complicated and/or low-quality im-
ages. In order to handle the attention drift problem, we in-
troduce a focusing network with a focusing-mechanism to
rectify the drifted attention. The focusing-mechanism is il-
lustrated in Fig. 3. It works in two major steps: 1) comput-
ing the attention center of each predicted label; 2) focusing
attention on target regions by generating the probability dis-
tributions on the attention regions.
Computing attention center: In convolution/pooling
operation, we define the input as N × Di × Hi × Wi,
and the output as N × Do × Ho ×Wo, where N , D, H
and W indicate the batch size, the number of channels,
the height and width of feature maps, respectively. With
the convolution strategy: kernel, stride and pad, we have
Ho = (Hi + 2 × padH − kernelH)/strideH + 1 and Wo
= (Wi + 2 × padW − kernelW )/strideW + 1. There-
fore, for position (x, y) in layer L, we compute its recep-
tive field in layer L − 1 as the bounding box coordinates
r = (xmin, xmax, ymin, ymax) as follows:
xmin = (x− 1)× strideW + 1− padW ,
xmax = (x− 1)× strideW − padW + kernelW ,
ymin = (y − 1)× strideH + 1− padH ,
ymax = (y − 1)× strideH − padH + kernelH .
(7)
At the t-th step, we compute the receptive field of hj in
the input image by recursively performing the computation
of Eq. (7), and select the center of the receptive field as the
attention center:
ct,j = location(j) (8)
where j refers the index of hj , and location denotes the
function of evaluating the center of a receptive field. There-
fore, the attention center of target yt in the input image is
evaluated as follows:
ct =
T∑
j=1
αt,jct,j . (9)
Focusing attention on target regions: With the com-
puted attention center of target yt, we crop a patch of fea-
ture maps of size P(PH ,PW ) from the input image or a
convolution output as follows:
Ft = Crop(F , ct,PH ,PW ) (10)
where F is the image/convolution feature maps, P is set to
the max-size of ground-truth regions in the input image.
With the cropped feature maps, we compute the energy
distribution over the attention region as follows:
e
(i,j)
t = tanh(Rgt + SF
(i,j)
t + b) (11)
Above, R and S are trainable parameters, and (i, j) refers
to the (i×PW + j)-th feature vector. Then, the probability
distribution over the selected region is computed as
P
(i,j,k)
t =
exp(e
(i,j,k)
t )∑K
k′ exp(e
(i,j,k′)
t )
, (12)
whereK is the number of label classes.
Then, we define the focusing loss function as
Lfocus = −
M∑
t
PW∑
i
PH∑
j
logP (yˆ
(i,j)
t |I, ω) (13)
where yˆ
(i,j)
t is the ground-truth pixel label and ω is a vector
that combines all the FN parameters. The loss is added only
for the subset of images with character annotations.
3.3. FAN Training
We combine a ResNet-based feature extractor, AN and
FN into one network, as shown in Fig. 4. The details are
given in Section 4.2. AN uses the extracted features to gen-
erate alignment factors and glimpse vectors, with which FN
focuses the attention of AN on the proper target character
regions in the images.
Figure 4. The FAN network architecture. Here, the CNN-BLSTM
encoder transforms an input image I into high level sequence of
features, the RNN decoder generates each target character, and FN
focuses the attention of AN on the right target character regions in
the input images. FN and AN are trained simultaneously.
The objective function is constructed by considering
both target-generation and attention-focusing as follows:
L = (1− λ)LAtt + λLfocus, (14)
with a tunable parameter λ (0 6 λ < 1), which trades off
the impact of AN and FN. The network is trained by stan-
dard back-propagation [23].
3.4. Decoding
The attention-based decoder is to generate the output se-
quence of characters from the implicitly learned character-
level probability statistics. In the process of unconstrained
text recognition (lexicon-free), we straightforwardly select
the most probable character. While in constrained text
recognition, according to the lexicons of different sizes (de-
noted by “50”, “1k” and “full”), we calculate the condi-
tional probability distributions for all lexicon words, and
take the one with the highest probability as output result.
layer name 32 layers output size
conv1 x
3× 3, 1× 1, 1× 1, 32
32× 256
3× 3, 1× 1, 1× 1, 64
pool:2× 2, 2× 2, 0× 0[
3× 3, 128
3× 3, 128
]
×1conv2 x
3× 3, 1× 1, 1× 1, 128
16× 128
conv3 x
pool:2× 2, 2× 2, 0× 0
8× 64
[
3× 3, 256
3× 3, 256
]
×2
3× 3, 1× 1, 1× 1, 256
conv4 x
pool:2× 2, 1× 2, 1× 0
4× 65
[
3× 3, 512
3× 3, 512
]
×5
3× 3, 1× 1, 1× 1, 512[
3× 3, 512
3× 3, 512
]
×3
2× 2, 1× 2, 1× 0, 512
conv5 x
2× 2, 1× 1, 0× 0, 512
1× 65
Table 1. A ResNet-based CNN architecture for robust text feature
extraction. Building blocks are shown in brackets, and ResNet
blocks are highlighted with gray background.
4. Performance Evaluation
We conduct extensive experiments to validate the pro-
posed FAN method on a number of general recognition
benchmarks commonly used in the literature. For compre-
hensive performance comparison, FAN is compared with
18 existing methods and the AN model implemented with
a ResNet-based encoder, which is taken as the baseline
method. To further verify the effectiveness of our atten-
tion focusing mechanism, we compare FAN with AN in the
context that both are based on the image-encoder released
by Shi et al. [25]. Finally, we also investigate the effect of
two major parameters on the performance of FAN.
4.1. Datasets
IIIT 5K-Words [20] (IIIT5K) is collected from the In-
ternet, containing 3000 cropped word images in its test set.
Each image specifies a 50-word lexicon and a 1k-word lex-
icon, both of which contain the ground truth words as well
as other randomly picked words.
Street View Text [29] (SVT) is collected from the
Google Street View, consists of 647 word images in its test
set. Many images are severely corrupted by noise and blur,
Method
IIIT5k SVT IC03 IC13 IC15
50 1k None 50 None 50 Full None None None
ABBYY [29] 24.3 − − 35.0 − 56.0 55.0 − − −
Wang et al. [29] − − − 57.0 − 76.0 62.0 − − −
Mishra et al. [8] 64.1 57.5 − 73.2 − 81.8 67.8 − − −
Wang et al. [31] − − − 70.0 − 90.0 84.0 − − −
Goel et al. [6] − − − 77.3 − 89.7 − − − −
Bissacco et al. [4] − − − 90.4 78.0 − − − 87.6 −
Alsharif and Pineau [2] − − − 74.3 − 93.1 88.6 − − −
Almaza´n et al. [1] 91.2 82.1 − 89.2 − − − − − −
Yao et al. [32] 80.2 69.3 − 75.9 − 88.5 80.3 − − −
Rodrı´guez-Serrano et al. [22] 76.1 57.4 − 70.0 − − − − − −
Jaderberg et al. [12] − − − 86.1 − 96.2 91.5 − − −
Su and Lu [26] − − − 83.0 − 92.0 82.0 − − −
Gordo [7] 93.3 86.6 − 91.8 − − − − − −
Jaderberg et al. [13] 97.1 92.7 − 95.4 80.7 98.7 98.6 93.1 90.8 −
Jaderberg et al. [12] 95.5 89.6 − 93.2 71.7 97.8 97.0 89.6 81.8 −
Shi et al. [24] 97.6 94.4 78.2 96.4 80.8 98.7 97.6 89.4 86.7 −
Shi et al. [25] 96.2 93.8 81.9 95.5 81.9 98.3 96.2 90.1 88.6 −
Baidu IDL. [27] − − − − − − − − 89.9 77.0
Baseline 98.9 96.8 83.7 95.7 82.2 98.5 96.7 91.5 89.4 63.3
FAN 99.3 97.5 87.4 97.1 85.9 99.2 97.3 94.2 93.3 70.6
Table 2. Recognition accuracies on general benchmarks. “50” and “1k” are lexicon sizes, “Full” indicates the combined lexicon of all
images in the benchmarks, and “None” means lexicon-free.
or have very low resolutions. Each image is associated with
a 50-word lexicon.
ICDAR 2003 [19] (IC03) contains 251 scene images,
labeled with text bounding boxes. Each image is associ-
ated with a 50-word lexicon defined by Wang et al. [29].
For fair comparison, we discard images that contain non-
alphanumeric characters or have less than three characters,
following [29]. The resulting dataset contains 867 cropped
images. The lexicons include the 50-word lexicons and the
full lexicon which combines all lexicon words.
ICDAR 2013 [16] (IC13) is the successor of IC03, from
which most of its data are inherited. It contains 1015
cropped text images. No lexicon is associated.
ICDAR 2015 [15] (IC15) contains 2077 cropped im-
ages. For fair comparison, we discard the images that con-
tain non-alphanumeric characters or irregular (arbitrary ori-
ented, perspective or curved) texts, which results in 1811
images. No lexicon is associated.
4.2. Implementation Details
Network: For the encoder, we construct a 32-layer
ResNet [10]-based CNN as described in Tab. 1 for ex-
tracting deeper represented text features. All the ResNet
blocks with gray background in Tab. 1 have the follow-
ing format: {[kernel size, number of channels]×}, each
of which has {stride, pad} = {0, 0}. The other con-
volution layers have the following format: {kernelW ×
kernelH , strideW × strideH , padW × padH , channels};
And the maxpooling layers have the following format:
pool : {kernelW × kerneH , strideW × strideH , padW ×
padH}. The subscript H andW respectively represent the
height and width of feature maps. Then, the extracted se-
quence of features from CNN are fed into a BLSTM (256
hidden units) network. For the character generation task,
the attention is designed with a LSTM (256memory blocks)
and 37 output units (26 letters, 10 digits, and 1 EOS sym-
bol). For FAN, we crop feature maps from the input image
and set λ = 0.01. We will further discuss the tuning of
parameter λ in Section 4.4.
Model Training: With the ADADELTA [34] optimiza-
tion method, we train our model on 8-million synthetic
data without being pixel-wise labeled released by Jader-
berg et al. [11] and 4-million synthetic pixel-wise labeled
word instances (excluding the images that contain non-
alphanumeric characters) cropped from 80-thousand im-
ages released by Gupta et al. [9]. That is, about 30% in-
stances have pixel labels. We set the batch size to 32 and
scale images to 256 × 32 in both training and testing. Our
model processes about 90 samples per second, and con-
verges in 5 days after about 3 epochs over the training set.
Implementation and Running Environment Our
method is implemented under the CAFFE framework [14].
We use the CUDA backend extensively in our imple-
mentation, so that most modules in our model are GPU-
Method
IIIT5k SVT IC03 IC13 IC15
50 1k None 50 None 50 Full None None None
Baseline 31.7 78.0 188.9 22.9 47.3 11.2 18.4 28.5 58.1 306.8
FAN 22.0 64.5 145.2 16.3 36.7 6.0 16.2 21.3 39.8 251.9
Table 3. The total normalized edit distance results on general benchmarks. “50” and “1k” are lexicon sizes, “Full” indicates the combined
lexicon of all images in the dataset, and “None” means lexicon-free.
accelerated. Our experiments are carried out on a work-
station with one Intel Xeon(R) E5-2650 2.30GHz CPU, an
NVIDIA Tesla M40 GPU, and 128GB RAM.
4.3. Performance on General Recognition Datasets
Tab. 2 shows the performance results of our method and
18 existing methods as well as a baseline method that com-
bines an AN and a ResNet-based feature extractor. The only
difference between the FAN method and the baseline is that
FAN has an FN component. So comparing the results of the
baseline and FAN, we can infer the performance contribu-
tion of the FN component to the FAN method.
From Tab. 2, we can see that FAN achieves better per-
formance than the baseline in all cases, and substantially
outperforms the 18 existing methods on almost all bench-
marks, but IC03 with ‘Full’ lexicon and IC15. This demon-
strates the effectiveness and superiority of the FAN method.
Moreover, for both constrained and unconstrained cases, the
baseline method significantly outperforms all the existing
methods on IIIT5k, SVT, and performs comparably to the
best existing method on IC03 and IC13, but falls behind
[27] released on the ICDAR15 competition. In fact, our
model don’t conduct fine-tune on the IC15 train set.Thus
we can conclude that the ResNet-based network indeed ex-
tracts more robust features for scene text recognition and
greatly boosts the recognition performance.
In the ICDAR competition, the sum of normalized edit
distance (NED) [15] of each image is used as the final indi-
cator for method ranking. We also evaluate the total normal-
ized edit distance (NED) on all benchmarks for the baseline
and FAN, and the results are shown in Tab. 3. Here, NED
is simply defined as edit distance(pred, gt)/|gt|, where
pred and gt represent the prediction result and ground truth
respectively. Comparing to the baseline method, we can see
that FAN significantly improves the NED measure in both
constrained and unconstrained cases.
Fig. 5 shows some real images processed by AN and
FAN. Comparing with the outputs of AN, FAN obviously
rectify the attention drift problem and correctly recognize
more characters in the images.
As we know, FAN consists of three major components:
AN, FN and a ResNet-based encoder. To further evaluate
the performance contribution of FN to FAN, here we com-
pare the performance of FAN and AN, which are all based
on the image-encoder released by Shi et al. [25], instead
AN output FAN output
+ + + + + + ++
ALRITHES
++ + + ++ + +
AIRLINES
+ + + + + +
SPIRIT
+ + + +
SHIY
+ + +
HON
+ + + +
LION
++ ++
50TH
+ + +
50H
+ + +
BUY
+ + +
JUY
+ + + + +
LIRST
+ + + ++
FIRST
+ + + + + +
POLISH
+ + + + + +
PAKIST
Figure 5. Some real images processed by AN and FAN. The left
and right columns are the output results of AN and FAN respec-
tively. The predicted text string for each input image is shown just
below the image. The attention centers are marked as ‘+’ of yel-
low (for AN) and green (for FAN). Green/red characters indicate
correctly/incorrectly recognized characters.
Method IIIT5k SVT IC03 IC13 IC15
AN 248.0 65.9 43.1 85.2 348.2
FAN 213.4 56.0 31.5 72.1 323.6
Table 4. Total NED results of AN and FAN on unconstrained
benchmarks with the image-encoder released by Shi et al. [25].
Method IIIT5k SVT IC03 IC13 IC15
AN 79.5 75.6 88.2 85.8 58.2
FAN 81.7 78.7 90.3 87.8 61.0
Table 5. Accuracy results of AN and FAN on unconstrained bench-
marks with the image-encoder released by Shi et al. [25].
of the ResNet-based encoder, over the five unconstrained
datasets (IIIT5K, SVT, IC03, IC13 and IC15). That is, both
FAN and AN use the image-encoder released by Shi et al.
[25] to do text recognition. The results are presented in
Tab. 4 and Tab 5, which show that FAN still significantly
outperforms AN in terms of accuracy and total NED. This
demonstrates again the outstanding performance of our at-
tention focusing mechanism even when the ResNet-based
encoder is not used.
4.4. The Effect of Parameter λ
We need to tune the super-parameter λ in our training
objective function Eq. (14) for better performance of the
network. λ trades off the impact of AN and FN. Here, we
explore how λ impacts FAN’s performance.
λ IIIT5k SVT IC03 IC13 IC15
0.001 153.2 40.5 23.3 44.6 262.9
0.005 147.5 37.6 22.8 42.2 255.3
0.01 145.2 36.7 21.3 39.8 251.9
0.05 148.4 38.1 23.1 45.2 252.5
0.1 150.0 38.4 23.3 49.8 253.8
Table 6. The total NED results on unconstrained benchmarks with
different λ values.
λ IIIT5k SVT IC03 IC13 IC15
0.001 86.6 85.8 93.2 92.7 69.5
0.005 87.2 85.6 93.5 92.8 70.2
0.01 87.4 85.9 94.2 93.3 70.6
0.05 87.0 86.2 94.1 92.5 70.6
0.1 86.9 86.2 93.9 92.1 70.7
Table 7. Accuracy results on unconstrained benchmarks with dif-
ferent λ values.
Intuitively, λ should be from 0 to 1. A larger value means
the FN component plays a more important role in the text
recognition task, and vice versa. λ = 0 means that FN does
not work in the recognition process, i.e., the focusing mech-
anism is not employed. On the contrary, λ = 1 means that
AN does not work, which is unacceptable. In our experi-
ments, we vary λ from 0 to 0.1, and the results on the un-
constrained recognition benchmarks are given in Tab. 6 and
Tab. 7. We can see that FAN performs stably and achieves
relatively higher performance with λ = 0.01.
4.5. The Effect of Pixel Labeling
Pixel labeling for characters in the training images cer-
tainly benefits recognition performance, but also consumes
large amount of resource (time and money). Therefore, here
we examine how the amount of pixel labeling impacts the
recognition performance. We expect that FAN trained with
a small number of pixel-labeled (or positioned) samples can
still achieve a high performance.
Ratio IIIT5k SVT IC03 IC13 IC15
0% 188.9 47.3 28.5 58.1 306.8
1% 155.3 41.7 22.6 46.3 258.3
5% 152.5 41.8 22.3 52.7 258.3
10% 152.9 39.7 22.1 43.5 264.9
30% 145.2 36.7 21.3 39.8 251.9
Table 8. The total NED results on unconstrained benchmarks for
different numbers of positioned-samples.
Ratio IIIT5k SVT IC03 IC13 IC15
0% 83.7 82.2 91.5 89.4 63.3
1% 86.2 84.4 93.8 92.7 70.0
5% 86.3 84.7 93.8 92.6 69.4
10% 86.3 84.5 94.0 93.1 70.0
30% 87.4 85.9 94.2 93.3 70.6
Table 9. Accuracy results on unconstrained benchmarks for differ-
ent numbers of positioned-samples.
Tab. 8 and Tab. 9 show the results of NED and accu-
racy on unconstrained benchmarks by increasing the ratio of
pixel-labeled samples from 0 to 30%. We can see that even
with only a small fraction of pixel-labeled samples in the
training set, our method can still guide the model to achieve
satisfactory performance.
5. Conclusion
In this work, we put forward the attention drift concept to
explain the poor performance of existing AN basedmethods
of scene text recognition on complicated and/or low-quality
images, and propose a novel method FAN to solve this prob-
lem. Different from the existing methods, FAN uses an in-
novative focusing network to rectify the drifted attention of
the AN model in handling complicated and low-quality im-
ages. Extensive experiments over several benchmarks show
that the proposed method significantly outperforms existing
methods. In the future, we plan to extend the proposed idea
to text detection and other related tasks.
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