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1

Abstract

We investigate the role of delay in the collective dynamics of particles that swarm in space and possess an
internal oscillatory degree of freedom, called swarmalators. Swarmalators were introduced recently by
O’Keeffe, Hong, and Strogatz in Nature Communications 8, 1504 (2017). The addition of a time delay
into the system of swarmalators was motivated by the biology of early embryonic development. This
delay leads to a rich phenomenology, which includes two new collective states, which we call ”semistatic crystal” and ”boiling”. In the semi-static crystal state, all particles in a cluster undergo decaying
radial oscillations completely in phase with one another (so, the cluster breathes). After these oscillations
decay, the swarm becomes a mostly static semi-crystal. In the boiling state, particles close to the surface
of the cluster execute non-decaying convective-like motions (so, the cluster boils). Within a range of
negative phase coupling strengths, there is a transition from the boiling to the breathing state as delay
time is increased. We investigate the nature of this transition.
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Introduction

There are many objects that can be considered to have an internal phase, that influences how it behaves,
and which it will cycle through. Oscillators have an internal phase and an amplitude, both of which are
dependent upon time. An external property of the system can usually be understood as the amplitude
times a sinusoidal function of the phase. A good example of an oscillator is a spring: when pulled, it
will be at one phase. When it is released, the spring will contract as its internal angle changes with
time, but then it will rebound and be stretched out again, and then contract, and stretch, and keeping
cycling through the phases. All of this can take place without the spring changing its position, so this
phase is internal. This cycle is similar to the cycle that a swinging pendulum undergoes. Things that
cycle through their phases are called oscillators, as they oscillate between extremes, such as contraction
and stretching of a spring. In more complicated (and, often, more realistic) systems, oscillations will be
damped or driven, decreasing and increasing in amplitude with time, or oscillators will be coupled, so
that their phases influence each others’ oscillations. For instance, friction will oppose the motion of the
springs, damping the oscillations, and leading the oscillations to decay down to a more narrow range of
phases. For coupling, springs could be connected together. How much one spring stretches can influence
5

how much the other springs it is coupled to are able to stretch, changing the oscillations of all the connected springs. In many cases, the phase will continue to advance wheras the amplitude will approach
a steady value due to damping and an energy sink [1]. In short, oscillators have an amplitude that can
be damped and/or driven, and may become time-independent over sufficiently large time scales, and an
internal phase that will always be time-dependent. Springs are a simple example of oscillators, but other
systems endowed with a cyclic (or periodic) degree of freedom can also be considered oscillators, such
as pendulums or clocks.
This paper is concerned with a system of particles with a physical position, as well as an internal phase.
The differences in phase between particles changes how the two particles interact (couple), which in
turn, changes their positions and internal phases. There are real-world systems that interact in similar
fashions, with swarming particles, each of which has an internal phase variable (like a clock) that has the
ability to synchronize with other particles. Because they tend to syncrhonize their phases and positions
in some way, Kevin O’Keefe has called particles that do this ”swarmalators” [2].
One of these systems that may be able to be modeled as swarmalators is actually japanese tree frogs.
The male japanese tree frogs change their positions as well as their calling times based on their interactions with other japanese tree frogs, so they have a cyclic degree of freedom, which allows them to
be considered oscillators [3]. It is suspected that other living systems act similarly, such as chirping
crickets or flashing fireflies. Swarmalators are fundamentally oscillators that are coupled to one another.
The research performed on simulating swarmalators could potentially provide insights into the collective
behavior of living organisms.
A different biological phenomenon that could be understood as a system of swarmalators is also the oscillatory cycles of cells [4]. The cytoskeleton of cells will contract and relax, and these oscillations are
tied to other internal processes of the cells. How these oscillations couple with each other is important
for understanding how tissues regulate their shapes as formed by the cells, and the synchronization of
the processes of hundreds of cells.
Another system that is confirmed to behave as swarmalators is magnetic domain walls, under some circumstances [5]. Magnetic domain walls have position as well as an angle describing the orientation of
the local magnetization, and their position and angle are connected. The paper ”Velocity Enhancement
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by Synchronization of Magnetic Domain Walls” confirms that these domain walls will couple with each
other and change each other’s velocities and the precession of their angles, leading to oscillation of their
angles and positions. This leads to a variety of collective states that the magnetic domain walls can
achieve in distinct regimes, similar to our system of swarmalators.

3

Theory

Our system consists of swarmalators in 2D space which we simulate. Each has a position, xi , and an
internal phase, θi . As an example, a snapshot of such a system can be found in Figure 1.

Figure 1: Swarmalators in transient on an xy-plane
Color of swarmalators represents their internal phases
Our work is building on the paper of O’Keeffe, Huang and Strogatz, who introduced the concept of
swarmalators. Therefore, we first summarize this system and their findings before introducing the new
features that we will study in detail. The swarmalators all interact with each other. These interactions
between N swarmalators in the system are governed by these two equations:
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N
xj − xi 
1 X xj − xi
ẋi =
(1 + J cos(θj − θi )) −
N
|xj − xi |
|xj − xi |2

(1)

j6=i

θ̇i =

N
K X sin(θj − θi )
N
|xj − xi |

(2)

j6=i

I now explain what these equations mean. Consider a pair of swarmalators, i and j. The contribution
to the velocity vector of i-th swarmalator due to j-th swarmalator is written as follows:


xj − xi
1 xj − x i
(1 + J cos(θj − θi )) −
ẋi =
N |xj − xi |
|xj − xi |2

The factor

xj −xi
|xj −xi |

is a unit vector that points from i to j. The strength of interaction between a pair of

swarmalators will depend on their relative phases. When their phase is identical to the strength of the
attraction is greatest. The parameter J controls the extent to which relative phases matter. If J is 0, the
strength of interaction does not depend on the phase difference. As long as |J| <= 1, the interaction
is attractive. Thus, the attractive interaction can be considered global, except for the dependence on the
relative phase. In other words, in the absence of phase dependence (J=0), the attraction would be global,
or all-to-all. The second term is repulsive, with a strength that falls off as 1/distance to prevent all swarmalators from clumping together at one point. One can think of these equations as Newton’s 2nd law for
overdamped particles (who will not undergo full oscillations due to damping factors) with such attractive
and repulsive forces.
The phase dynamics of i-th swarmalator, in turn, is a Kuramoto-like term, but the strength of phase
coupling now depends on its physical distance form the j-th swarmalator. K is the phase coupling parameter. When K is zero, internal phases will be uncoupled. But when K is non-zero, the spatial separation
between a pair of swarmalators determines the dynamics of the phases of each swamalator in the pair,
and the phase difference in turn determines the strength of spatial attraction. This leads to the particles
undergoing swarming and sychronizing behavior, hence the name swarmalators.
The Kuramoto order parameter r is represented as such:
N
1 X iθj
r=
e
N
j
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(3)

In equation 3, r represents the degree of synchronization of the particles in our system. When all
phases are the same, the net sum will be a complex number with a large magnitude, and when all the
thetas are randomly distributed (no phase synchronization), the magnitude will approach zero as N increases. The Kuramoto parameter serves as a diagnostic tool, informing us of synchronization in the
system.

Kevin P. O’Keefe, Hyunsuk Hong, and Steven H. Strogatz are the authors of the previous paper on
swarmalator simulations, ”Oscillators that sync and swarm.” In their paper, they describe their finding
that the system has very rich behavior that can give rise to a variety of collective patterns. This is outlined on the phase (here, referring to the state of the system) diagram that they created, shown in Figure 2.

Figure 2: Phase Diagram for the (J,K) plane
Note: This figure was reused, with no changes, O’Keeffe, et al. (2017) Fig. 1 Phase diagram, under
Attribution 4.0 International (CC BY 4.0). OR CC BY 4.0
(http://creativecommons.org/licenses/by/4.0/)
In cases of J=0, the physical position of the swarmalators, and their motion, is entirely independent
of their phases and changes in phase. For positive K, independent of J, the system goes into a static
sync state, where the swarmalators will form a stationary disk arrangement, all with the same phase,
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as the swarmalator phases will tend to syncrhonize, with synchronization strongest between neighbors.
This can be seen in Figure 3 below. For much of the regime of negative K, the system’s state is static
async, where the swarmalators will instead desynchronize but still form a stationary disk, with every
phase being present throughout the sphere, also shown in Figure 3. This is because a negative value
of K will cause the swarmalators to tend to desynchronize, with desynchronization strongest between
neighbors. The last stationary state is the static phase wave, for J > 0 and K=0. In static phase wave,
the physical angle in space of the swarmalators will correspond to their internal phase, which remains its
initial value and does not change with time. This is also shown in Figure 3. This is because attraction
will still be strongest between swarmalators of like phase, and weakest between those of opposite phase.
So, swarmalators will eventually be surrounded by neighbors of like phase, and on the opposite side of
the annular structure there will be the opposite phase.
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Figure 3: Stationary States
N=1000, 1000 time units
a) Static sync state for (J,K)=(0.1,1); b) Static async for (J, K)=(0.1,-1); c) Static phase wave for
(J,K)=(1,0)
Note: This figure was reused, with no changes, O’Keeffe, et al. (2017) Fig. 2 Stationary states, under
Attribution 4.0 International (CC BY 4.0). OR CC BY 4.0
(http://creativecommons.org/licenses/by/4.0/)
The two more interesting states are the splintered phase wave and active phase wave, for negative K,
as the swarmalators will attempt to desynchronize, shown in Figure 4. Here, the different colors represent the phases of the swarmalators.
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Figure 4: Active States
N=1000, 1000 time units
a) Splintered phase wave for (J,K)=(1,-1); b) Active phase wave for (J, K)=(1,-0.75)
Note: This figure was reused, with no changes, O’Keeffe, et al. (2017) Fig. 5 Non-stationary states,
under Attribution 4.0 International (CC BY 4.0). OR CC BY 4.0
(http://creativecommons.org/licenses/by/4.0/)
In the splintered phase wave, for positive J and K just below 0, the swarmalators will organize into
clusters with like phases. The clusters themselves are stationary, and arranged so that the phase of their
swarmalators corresponds to the physical angle from the center of their arrangement. However, the swarmalators are able to oscillate in position and phase within each cluster. In the active phase wave, for
even lower K, these oscillations increase until the swarmalators orbit around the center, but still changing their phase as they move so that their internal angle roughly corresponds to their physical angle in
the arrangement. The regime of the active phase wave is what we will primarily be investigating, as it
resembles some real-world biological swarms.
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4

Time-Delay

In many real-world systems, there is also a time delay in the signaling (i.e. when a cell receives a chemical signal from another cell, there will be a delay in its response [4]). So, in the interest of better modeling
real systems, we introduced a time delay, τ , to the original equations.


N
xj − xi 
1 X xj − xi
ẋi =
(1 − J cos(θj (t − τ ) − θi (t))) −
N
|xj − xi |
|xj − xi |2

(4)

j6=i

θ̇i =

N
K X sin(θj (t − τ ) − θi (t))
N
|xj − xi |

(5)

j6=i

With this modification, the attraction of one swarmalator to another will be dependent upon the first swarmalator’s current phase and the second swarmalator’s phase as it was τ time units before. The opposite
will also be true: the attraction of the second swarmalator to the first will be dependent upon the second
swarmalator’s current phase and the first swarmalator’s phase it was τ time units before.
The coupling of phases is similarly affected. The current phase of a swarmalator will couple with the
phase of another swarmalator as it was τ time units before, and the phase of that swarmalator will couple
with the phase of the first swarmalator as it was τ time units before.
This time delay can lead to very different behavior, depending on the magnitude of the time delay, and
we have found new collective states that the system will fall into, some of which are active, but others
may become static. There are two primary states of interest that we will be going over, which we have
called breathing and boiling.
For the purposes of our numerical simulations, we used MATLAB with the delayed diffferential equations solver dde23.

5

Semi-Static crystal

At sufficiently large τ , the system’s motion will decay to a mostly steady crystal. After a transient state
where the particles will have highly disorganized motion, the swarmalators will form a cluster, and ex-
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pand and contract from the center in a regular fashion while synchronizing their phases. This ”breathing”
will die down, while the swarmalators keep their synchronization. The swarmalators motion will eventually die down until all that remains is a static formation. The radial breathing motion is shown below,
in Figure 5 and Figure 6.

Figure 5: Progression of Breathing Motion
(N,J,K,τ )=(100,1,-0.75,8)
Left to right, then bottom: t=97.3, 98.1, 99.1
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Figure 6: Average distance of particles from center of mass over time in breathing motion
(100,J,K,τ )=(100,1,-0.75,8)
After the breathing behavior dies down, the system settles into a different kind of collective motion,
where there is minute angular motion about the center of mass. This long-time collective motion is depicted in Figure 7.

Figure 7: Movement of the semi-static crystal
Velocities on order of 1e-5, vectors rescaled for visibility
(NJ,K,τ )=(100,1,-0.75,8), time=3213.81
15

Because the motion of the swarmalators does die down, with only very little residual motion, the
average speed of the particles in the system will approach a very small value compared to its previous
motion, going from the order of -1 to the order of -5, as can be seen in Figure 8. This value is so small
that we initially thought that the average speed approached zero. This is why we are calling this state the
semi-static crystal. Similarly, the radius will approach a steady constant, as the system becomes nearly
stationary. These are seen in Figure 8, showing the minute changes in average radius and average speed
over time.
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Figure 8: Natural Log of Average Speed and Average Radius vs Time for the semi-static crystal
(N,J,K,τ )=(100,1,-0.75,8)
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In Figure 8 above, we zoomed in on system in its earlier stages, looking at a timespan of 500 time
units instead of the full run of 1500 time units, so as to see the change from the transient to the breathing
motion and then seeing the breathing motion die down. It shows the initial disorganized transient, the
breathing motion, and the eventual semi-static crystal state. This semi-static crystal state remains for as
long as we have simulated.
In the transient, the phases of the particles are very chaotic, but this gives way to a linear, parallel progression of the phase of each swarmalator, and continue this way for as long as we have simulated. This
is demonstrated in Figure 9.

Figure 9: Swarmalator Phases vs Time for the semi-static crystal regime
(N,J,K,τ )=(100,1,-0.75,8)
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6

The Boiling State

The state that occcurs at lower τ is the boiling state. After a transient state, the swarmalators will form
a cluster, and expand and contract from the center in a regular fashion, and as this occurs, the swarmalators will synchronize their internal phases. As in the case of higher τ , this breathing motion dies down.
However, as this happens, swarmalators on the edge of the cluster will desynchronize their motion. This
leads to adjacent swarmalators on the surface of the cluster to move back and forth past each other. We
call this boiling motion, giving the boiling state its name. This is demonstrated in Figure 10.

Figure 10: Progression of Boiling motion
Left to right, top to bottom: time=102.8, 104.8, 107.4, 109.4, 111.1
(N,J,K,τ )=(100,1,-0.75,5)
The boiling motion of the swarmalators does not die down. This means that the average speed is
always going to be above zero, around some constant, with small periodic fluctuations. This also leads to
very slight oscillations in average radius over time, also around a value that remains constant with time.
These can be seen below in Figure 11.
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Figure 11: Natural Log of Average Speed and Average Radius vs Time for the boiling state
(N,J,K,τ )=(100,1,-0.75,5)
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Like in the higher-τ case, the phases of the particles will eventually synchronize and progress linearly
and in parallel with each other. This is once again demonstrated below, in Figure 12.

Figure 12: Swarmalator Phases vs Time for the boiling state
(N,J,K,τ )=(100,1,-0.75,5)

7

Delay-Induced Transition:

Because the activity in the boiling state persists, but the activity in the breathing state dies down, it is
relatively easy to find the τ where the state will transition from boiling to breathing, by graphing the
average speed of the system at large times as it asymptotically approaches a steady state against the τ
of the system. When the system is boiling, the asymptotic average speed will be above zero. When the
21

system is breathing, the final average speed will be very close to zero. Here is an example of such a
graph, in Figure 13.

Figure 13: Asymptotic Average Speed vs τ for K=-0.70
(N,J,K)=(100,1,-0.70), time=1500
Here, we can see that this critical τ value is around 7.5. However, as we decrease the magnitude
of the coupling strength |K|, the critical τ value will increase. Not only will it increase, but the degree
by which it increases for the change in |K| will also increase. As we tried to find the critical τ for
increasingly low |K|, we found the critical τ rapidly increased, and the breathing state got more difficult
to identify.
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Figure 14: Asymptotic Average Speed vs τ for K=-0.55
(N,J,K)=(100,1,-0.55), time=4000
For instance, here in Figure 14 shows a similar graph for K=-0.55.
Looking at critical τ and K, we see that by all appearances that as |K| decreases, critical τ increases
asymptotically. This is illustrated in Figure 15.
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Figure 15: Critical τ obtained for system at various values of K
(N,J)=(100,1)
(Timescale used in finding the Asymptotic Average Speeds Vs Tau to determine critical Tau varied, as
transient times changed with K)
Here, the error bars are largely a result of the fluctuations in the values of the Asymptotic Average
Speed. These fluctuations are explained in further detail in Section 9.1 Based on this data, we have
concluded that for sufficiently low strength of decoupling, the breathing state is no longer possible to
achieve, and the boiling state is the highest-τ state that can occur. The K at which breathing becomes
impossible to reach apparently lies close to the threshold between the active phase wave and the splintered phase wave as seen in Figure 15. Given that we have only worked on J=1, this may be coincidence,
further work is required here.
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8

System Size Dependence:

As we increase N past N=100, we observed that the critical τ continues to rise. As N continues to increase, it appears as though the transition may disappear. However, investigation of τ above and below
where the system’s final average speed becomes 0 reveals that the transition is still present. It only
becomes less obvious, as decrease in final average speed is more gradual at higher N. At N=400, the
increasing magnitude of critical τ slows to a near stand-still, suggesting that by this point the system is
functionally infinite in size in the way it behaves. However, at N=1000, we see a noteable spike in the
critical τ . This is all reflected below, in Figure 16. Unfortunately, investigation of larger system sizes is
limited, as the computer we are using can only process so much at once, and a simulation of such a large
system takes an extended period of time.
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Figure 16: Asymptotic Average Speed vs τ for K=-0.70
(J,K)=(1,-0.70), time=1500
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Figure 17: Critical τ vs N, at K=-0.70
(J,K)=(1,-0.70), time=1500
Figure 17 graphically represents the estimated critical τ from this data. Again, the error bars are
largely a result of the fluctuations in the values of the Asymptotic Average Speed, explained in further
detail in Section 9.1. Critical τ for N estimated by linear fitting the part of the data that appears linear
and finding the point at which the resulting linear approximation intercepts the τ -axis, where Asymptotic
Average Speed is 0. Because there are fluctuations in the data, and there is not a strict point at which the
data becomes linear, this graph is still imperfect.
However, when we investigated the mean and standard deviation of speeds and how they changed over
time for the breathing state, we found that these decreased with time, and for similar times past the end
of the transient state the means and standard deviations of speed had negligible change as system size
varied. This can be seen in Figure 18. This means that the breathing state is still indicated by low final
average speed, even at a large system size.
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Figure 18: Average and Standard Deviation of swarmalator velocities vs N particles in system
Time 1 is immediately after transient, Time 2 around 500 time units after, and Time 3 around 1000 time
units after
(J,K)=(1,-0.70)
Based on the data we have, one can conclude that the transition survives to the limit of infinite size.
Figure 17 indicates that the infinite size limit might be able to be approximated at a sufficiently large N,
as well.

9
9.1

Appendix
Fluctuations in End-State Behavior

One obvious feature of the final average speed vs τ plots are fluctuations in data points. One possible
explanation is that this is due to the fact that there are temporal fluctuations in the average speed, so the
last average speed on the simulation may be higher or lower than much of the rest of the time. However,
when instead of measuring average speed (< speed >) at the end time of our simulations, we performed
a temporal averaging over the last 500-1000 time units of the trace, the fluctuations remained. This is
demonstrated in Figure 19.
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Figure 19: Asymptotic Average Speed vs τ for Instananeous vs Integral measurement
Left: Measured at last instant; Right: Measured by integral over last thousand time units
(N,J,K)=(100,1,-0.75),time=4000
The second possibility for fluctuations in < speed >Asymptotic (τ ) is due to the fact that initial
conditions from one tau to the other were different. However, using the same initial conditions in theta,
x, and y does not lead to much improvement. This is demonstrated below in Figure 20.
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Figure 20: Asymptotic Average Speed vs τ for Same and Varied Initial Conditions
Left: Varying the initial conditions; Right: Keeping the initial conditions constant
(N,J,K)=(100,1,-0.75),time=4000
This is expected, since choosing a different tau is in itself a different initial condition if we think of
the dynamical system that includes dτ /dt = 0, τ =τi . This means that these flucauations could be considered to be due to chaos.

Further investigation of this behavior by changing the τ in small increments has revealed that given
small enough changes in Tau, the change in the final average speed is still very small, seen in Figures
21-23. However, this is not the case when the system undergoes boiling motion. When there is boiling
motion, after the transient state has passed, there are still very large fluctuations in the final average
speed, even for minute changes in τ . This makes sense: boiling motion involves a lot of very constant
activity, so any differences in how the system develops will become very important. These final average
speeds vs τ are demonstrated in Figure 24.
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Figure 21: Asymptotic Average Speed vs τ past τ = 8
(N,J,K)=(100,1,-0.75)
time=60 (still in breathing transient state)

Figure 22: Asymptotic Average Speed vs τ past τ = 5 (boiling regime)
(N,J,K)=(100,1,-0.75)
time=60 (still in breathing transient state)
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Figure 23: Asymptotic Average Speed vs τ past τ = 8 (non-boiling regime)
(N,J,K)=(100,1,-0.75)
time=4000 (past breathing transient state)

Figure 24: Asymptotic Average Speed vs τ past τ = 5 (boiling regime)
(N,J,K)=(100,1,-0.75)
time=4000 (past breathing transient state)
32

9.2

Low-τ Systems

This system has a lot of very rich behavior, so we have not yet been able to map out all of its phenomenology. One of the things we have not yet thoroughly investigated is the very low-τ systems at
N=100 system size. At sufficiently low τ , it appears that the system will behave as an active phase wave,
similar to the zero-τ system described by Kevin O’Keefe. However, when we increase τ enough, the active phase wave will transfer to boiling. These states are demonstrated by average speed vs time graphs
in Figure 25. This suggests that the active phase wave is only a transient state, and so these systems are
still part of the boiling regime, but some at low τ simply have longer transients than we have thus far
been able to check for. We have not yet checked for a similar pattern in systems with a larger N.

Figure 25: Speed vs Time at low τ
On the left, τ =1.65, and the phase wave persists. On the right, τ =1.69, and the phase wave dies down.
(N,J,K)=(100,1,-0.75)

9.3

Small-N Systems and Frustration

When we did simulations for much smaller systems, we randomly noticed that the system would seem
about to settle into the breathing state, only for one particle to slip from the center of the particle’s cluster and to begin boiling alongside other nearby particles on the surface of the cluster. We judged this
insignificant, and not something we can really try to apply to larger systems, but it did get us thinking
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about the distinction between the boiling and breathing states. In larger systems such as N=100, for some
values of τ around the point of transition, the system will appear to boil for an extended period of time,
only for the motion to die down later, and the system will transition to the same residual motion seen for
normally higher τ . Thinking about this kind of behavior led us to the idea of frustration:
This may be applicable to understanding the system, but we not able to define it, and so do not yet have
a use for the idea. In frustration, a system will attempt to reach equilibrium, but in so doing will cause
components of the system (in our research, swarmalators) to be out of equilibrium, so the system will
then move away from equilibrium. The imperfections in the equilibrium leading to disarray is frustration. We suspect that this is what keeps the active phase wave moving, as swarmalators attempt to reach
equilibrium but in so doing throw the system out of equilibrium again. The idea of frustration most fits
boiling, as the system is very close to forming a static crystal but particles overshoot and move past each
other, and so keep moving. In the regime of the semi-static crystal, the effects of frustration are negligible, so the system can relax to an equilibrium state. Based on this progression with higher and higher τ ,
we believe the effect of the time-delay is of dampening the frustration of the system. This may provide
some ideas of how to investigate further.
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