Abstract. We give a sharp upper bound for the entries of the representations of a rational number as a sum of Egyptian fractions.
Introduction
Any positive rational number x admits a representation as a sum of Egyptian fractions
where n i are positive integers and k is sufficiently large. If x = p q is the reduced form, we can write
. From a representation with k terms we can construct another one with k + 1 terms, using the formula 1 n = 1 n + 1 + 1 n(n + 1)
.
A canonical representation is provided by the greedy algorithm: if x > 0, let n ≥ 1 be the smallest integer such that nx ≥ 1, and replace x by x − 1 n ; if x = 0, stop. After each step, the numerator of the reduced fraction decreases strictly, and therefore the algorithm stops in finite time, and produces a representation of x as a sum of k Egyptian fractions (k ≤ ⌊x⌋ + q{x} if qx ∈ Z).
If k is fixed, it is easy to see that x admits only finitely many representations with k Egyptian fractions. The aim of this note is to give an effective upper bound for the entries of such representations. It turns out that the upper bound depends only on k − x.
Define integers (u p,q ) p,q≥1 recursively by u 1,q = q, u p+1,q = u p,q (u p,q + 1). Then u p,q is a polynomial in q with leading term q 2 p−1 , and the following formulas hold:
For q = 1, this is the sequence u 1 = 1, u p+1 = u p (u p + 1) (see Kellogg [2] ).
Moreover, equality holds in a) if and only if δ < 0, or δ = r q
. . , 1, 1 + u 1,q , . . . , 1 + u s,q ). And equality holds in b) if and only if δ < 1,
The case k − δ = 1 is known (Kellogg [2] , Curtiss [1] , Soundarajan [5] ).
, and equality holds in the same cases. Keywords: Egyptian fractions, complements. Proof. Soundarajan [5] deduces this lemma from Muirhead's inequality. We give here a direct proof, by induction on r = |{i; x i = y i }|. If x i ≥ y i for all i, the conclusion is clear. Suppose x i < y i for some i. Let l = min{i; x i < y i }. Then l > 1 and x i ≥ y i for every i < l. Since
Proof of bounds
y i and x l < y l , it follows that x i > y i for some i < l. Let k = max{i < l; x i > y i }. It follows that k < l and
Then n i = 1 for i ≤ k − s and n i = Proof. We use induction on s.
. Therefore n i = 1 for all i. Let s ≥ 1. The right hand side inequality implies s ≤ k. Denote m i = 1 for 1 ≤ i ≤ k − s and
Our hypothesis can be rewritten as
The middle term can be represented as a fraction with denominator r i n i . By Lemma 1.1,
. By induction, n i = m i for every i ≤ k − 1. It follows that n k = m k .
Assuming j < k, we derive a contradiction. Then i≥j n i ≥ i≥j m i and i≥p n i < i≥p m i for every j < p ≤ k. It follows that p i=j n i > p i=j m i for every j ≤ p < k. We rewrite this as
with strict inequality for p = k. By Lemma 1.2,
. On the other hand,
, a contradiction. Finally, note that 1 + u 1,q and 1 + u 2,q are relatively prime. Therefore r = 1 if s ≥ 2.
Proof of Theorem 0.1. a) Write δ = s − r q , where s = ⌊δ⌋ + 1 and r = q(1 − {δ}). The statement follows from Lemma 1.3. b) We have δ ≥ 0 and
, which is equivalent to the claim.
Reformulation in terms of boundaries
A boundary is a finite set B = (b i ) i of ordered real numbers 1 ≥ b 1 ≥ b 2 ≥ · · · ≥ 0, all but finitely many nonzero. We denote B ≥ B ′ if b i ≥ b ′ i for every i. We say that B has standard coefficients if b i ∈ S for every i, where S is the standard set S = {1 − 1 n ; n ≥ 1} ∪ {1}. Lemma 1.3 can be restated as follows: let δ ≥ −1 be a rational number with qδ ∈ Z. Denote B δ = 0 if δ < 0 and
. Suppose the boundary B has standard coefficients and
Theorem 0.1.b) is restated as follows: if B has standard coefficients, i b i = δ and qδ ∈ Z, then the integers appearing in the coefficients of B are at most ).
