Abstract. The affine group of a homogeneous tree is the group of all its isometries fixing an end of its boundary. Given a probability measure µ on the group we consider the random walk on the group and the associated random processes on the tree and its boundary. In the drift-free case there exists on the boundary of the tree a unique µ-invariant Radon measure. In this paper we study its behavior at infinity.
Introduction
Let T be a homogeneous tree. We denote by Aff(T) the group of affine transformations of the tree T, that is the group of isometries of the tree that fix an end ω of the boundary. This group is locally compact, totally disconnect, amenable and non-unimodular. The group Aff(T) is an analogue of the real affine group acting on the hyperbolic plane H 2 by isometries and fixing a boundary point. However its structure is much more difficult. The group Aff(T) contains on one side the affine group of p-adic numbers Aff(Q p ) (i.e. the group of matrices of the form a b 0 1 , where a, b are p-adic numbers and a is nonzero), which in some sense is similar to Aff(R), but on the other hand it contains groups having completely different structure like the lamplighter group or automata groups (see [4] for further information on the structure of Aff(T)).
In this paper we study random walks on the affine group and related random processes on the tree T and its boundary ∂T. Our goal is to describe asymptotic properties of its invariant measure. Given a probability measure µ on Aff(T) we consider the left and the right random walk on Aff(T), i.e. sequences of random variables on the group L n = X n . . . X 1 and R n = X 1 . . . X n , where X i are i.i.d. with law µ. Choosing a point o ∈ T one can define random processes on the tree L n · o and R n · o. Cartwright, Kaimanovich and Woess [4] proved that if the random process has a drift in a proper direction (all the details will be given in Section 3), then R n · o converges almost surely to a random element of ∂ * T = ∂T \ {ω}. The limit defines a harmonic probability measure, whose asymptotic properties has been recently described by Kolesko [5] . If the measure µ has a drift towards the end ω or has no drift, then R n · o converges to ω a.s. However to obtain more precise information about the random walk on Aff(T) one has to consider its action on the boundary ∂for the affine group, namely its small modifications are limits of the potential kernel (see [1] for more details). Therefore in the context of studying random walks on affine groups of homogeneous trees it is necessary to ask about some precise description of the measure ν.
The main goal of this paper is to study asymptotic behavior of the measure ν. Our main result will be stated as Theorem 3.2. Its proof bases partially on methods developed in [2, 3] , where similar problems concerning the random difference equation on R d were studied.
2. The affine group of a tree 2.1. Oriented tree. The homogeneous tree T = T q+1 of degree q + 1 is the connected graph without any cycles whose vertices have exactly q + 1 neighbours. For any couple of vertices x and y there exists exactly one sequence of successive vertices without repetition x = x 0 , x 1 , . . . , x k = y denoted by xy. Then we say that the distance between x and y is equal to k and we write d(x, y) = k. A geodesic ray is an infinite sequence of successive neighbours x 0 , x 1 , x 2 , . . . without repetition. Two rays are equivalent if they differ only by finitely many vertices. An end is an equivalent class of this relation, and the set of all ends will be denoted by ∂T. For u ∈ ∂T and x ∈ T there exists a unique geodesic ray xu which represents u. We choose and fix once for all an end ω and define ∂ * T = ∂T \ {ω}. For x, y ∈ T ∪ ∂ * T by x ∧ y we denote the first common vertex of xω and yω i.e. x ∧ y = z if xω ∩ yω = zω. On T ∪ ∂ * T we have partial order associated with the end ω: x y if x = x ∧ y. We may imagine the oriented tree as a genealogical tree where ω is a mythical ancestor, every vertex has one ancestor and q children. For every x ∈ T we define the cone C x as the set of all descendants of x in T and ∂ * T, i.e.
C x = {y ∈ T ∪ ∂ * T : x y and x = y}.
Let us fix a reference vertex o in T called origin. The height function h from T to Z is
For any three vertices x, y, z ∈ T we have x ∧ y ∈ yω and z ∧ y ∈ yω which implies that either
2.2. The affine group. Every isometry of (T, d) has a natural extension to the boundary so we can define the affine group of the tree T as the group of all isometries fixing the chosen end ω Aff(T) := {g ∈ Iso(T) : gω = ω}.
To simplify our notation we will write G instead of Aff(T).
The affine group preserves the order, i.e. g(x ∧ y) = gx ∧ gy for all g ∈ G and x, y ∈ T ∪ ∂ * T. We equip the group Aff(T) in the topology of pointwise convergence. The neighbourhood system of identity consists of sets of the form G x1 ∩ · · · ∩ G x k , where G x = {g ∈ Aff(T) : gx = x}. The base of an arbitrary element g consists of sets of the form g(G x1 ∩ · · · ∩ G x k ). Since G x is open and compact, Aff(T) is a locally compact totally disconnected group.
All elements of the affine group preserve order and distance, therefore
for any couple x, y ∈ T and g ∈ G. So we may define a homomorphism φ of G into Z:
and by the remark above the definition does not depend on the particular choice of x and o. Moreover
The horocyclic group of the tree is the subgroup of the affine group that fixes the height
Let us fix a σ ∈ Aff(T) such that φ(σ) = 1 and σ(o) is one of children of o. Every element g ∈ Aff(T) has a unique decomposition as a product of an element of the horocyclic group and a power of σ
We identify the group generated by σ with Z. The affine group can be decomposed into the semidirect product of Hor(T) and Z
where the action of Z on Hor(T) is given by mβ = m(β) := σ m βσ −m . Then the multiplication in the affine group is given by the following formula:
Notice that the decomposition of Aff(T) depends on the choice of the element σ.
We say that a subgroup Γ of Aff(T) is exceptional if Γ ⊆ Hor(T) or if Γ fixes an element of ∂ * T. In this paper we will always consider closed and non-exceptional subgroups Γ. It is known that Γ is nonexceptional if and only if it is unimodular. In this case the limit set ∂Γ of Γ, i.e. the set of accumulation points of an orbit Γo in ∂T, is uncountable and ω ∈ ∂Γ. Moreover for u ∈ ∂Γ\{ω} the orbit Γu is dense in ∂Γ (see [4] ).
Length functions. Notice that there exists an unique
. . represents the unique end of ∂ * T fixed by σ. Then σ acts by the translation on fω. We define length functions on the boundary ∂ * T and on the affine group:
Observe that the group Z belongs to the kernel of · and for any γ = (β, m) ∈ G we have γ = β = β −1 . We decompose both the boundary and the affine group with respect to the value of the corresponding length function. For j ∈ Z we define
Then
We will use later some properties of the sets defined above, which are formulated in the following lemma.
In a simmilar way
and also
Take any (β, m) ∈ G j and u ∈ A k . If k < j then |u| > β . Hence the inequality (2.2) implies that |βu| ≥ |u| on the other hand (2.3) shows |βu| ≤ |u| what proves i).
For |u| = β by (2.3) implies |βu| ≤ |u| what shows ii). To prove iii) one can simply substitute β and u in ii) by β −1 and βu respectively and notice that β −1 = β . Finally for β > |u| the inequality (2.3) shows that |βu| ≤ β while by (2.4) β ≤ βu hence iv).
Random walks on Aff(T) and the Main Theorem
Let µ be a probability measure on Aff(T). We will assume that the closed semigroup Γ generated by the support of µ is non-exceptional. For sake of simplicity we will also assume that φ(Γ) = Z.
We define the left and the right random walk on G by
and L 0 = R 0 = e (e is the identity in G). Notice that both processes have different trajectories, but they have the same law, i.e. L n = d R n . By µ we denote the image of the measure µ on Z, i.e.
is a sum of i.i.d. random variables with law µ. If the measure µ has the first moment then by m 1 we denote its mean
The value m 1 is called drift of µ and it describes behavior of the random walk. More precisely, since Γ is non-exceptional it is known that the random walks L n and R n are transient. Their action on the tree generates random processes on T and it is natural to consider their behavior. The following result was proved in [1, 4] :
To understand fully random walks on the affine group one has also to study the action of G on the boundary ∂ * T and related random processes, which provide many further information. As above one has to consider three cases depending on the drift. If m 1 < 0 then L n v converges to ω for every v ∈ ∂ * T and the Markov chain {L n v} is transient. However if m 1 < 0 then the situation is completely different and the law η of ξ ∞ is a unique stationary measure of the random process {L n ξ ∞ } on ∂ * T, which is positive recurrent (see Brofferio [1] ).
The most interesting is the drift-free case, when m 1 = 0. In this situation Brofferio [1] proved that if E[φ(X 1 ) 2 + |β(X 1 )| 2+ε ] < ∞, then the chain {L n v} is recurrent and there exists a unique (up to a multiplicative constant) µ-invariant measure ν on ∂ * T, i.e. the measure satisfying (1.1). The measure ν is crucial to obtain the renewal theorem on the affine group. The main purpose of this paper is to describe behavior of the measure ν at infinity. Our main result is the following Theorem 3.2. Let µ be a probability measure on the affine group G. Assume
the subgroup generated by the support of µ is non-exceptional, (3.5) the subgroup generated by the support of µ = φ(µ) is Z. 
We are going to prove that lim
Lemma 4.1. There exists n ∈ Z such that v(i) > 0 for every i ≤ n. Moreover there exists ε > 0 such that
Proof. In view of (3.5) there exist k + , k − ∈ N, n 0 ∈ Z and ε > 0 such that
By Lemma 2.1 i) if β < q −n0 then β preserves sets A i for every i ≤ n 0 . Hence for i < n 0
Since ν is an unbounded Radon measure, we can find n < n 0 such that v(n) > 0. Therefore in view of (4.2) we have v(i) > 0 for i ≤ n. Moreover for k, l ≤ n we obtain
what finishes the proof. In particular for any γ > 1
Proof. Take n as in the previous lemma and fix for a moment m ∈ Z. Then by the lemma the sequence
v(n+i) is bounded for negative i's. Hence we can find a sequence {i k } tending to −∞ and a real number C(m) such that
Using the diagonal method we can find a sub-sequence {i kp } such that
for every m ∈ Z. We will prove that the function C on Z, defined above, is µ-harmonic, hence constant.
Notice that if we take (β, a) ∈ G, l ∈ Z and i kp ≤ − log q β − l then by Lemma 2.1 i) both β and β
where 0 denotes the identity element in the group Hor(T). Therefore, by the Fatou lemma, we have
Since the measure µ is recurrent and C is µ-superharmonic, C is µ-harmonic, hence constant. But C(n) = 1, so it follows that C ≡ 1. Summarizing, we have proved that for any subsequnce {i k } there exists its subsequence {i k l } such that
and taking m = n − 1 we obtain (4.4). The second statement follows now easily from the ratio criterion.
To proceed further with the proof of our results we need more hypotheses on ν. First we will prove the following: Lemma 4.5. For any 1 < d < q there exists β 0 ∈ Hor(T) such that the measure ν = δ β0 * ν satisfies:
Proof. Let us observe that the translated measure ν = δ β * ν has the same behaviour at infinity as the measure ν. Indeed, by Lemma 2.1 i) for k < h(βf ∧ f),
In view of Proposition 4.3 it is enough to consider only the sum over positive k's.
Let m r be the right Haar measure on G. By Soardi and Woess [6] G is non-unimodular with modular function g → q φ(g) for g ∈ G, hence m r (gAg −1 ) = q −φ(g) m r (A) for any borel set A. By H let us denote the stabilizer of o in G. If we write
Since H is open and compact its Haar measure is strictly positive and finite. Moreover from
it follows that m r (H) =−1 m r (H 0 ). Fix 0 < γ < 1. For every u ∈ U = {|u| < 1} there exists β u ∈ H satisfying β u f = u. Since Hβ u = H, |βf| −γ is positive and m r -a.e. finite, we have
Now we can write
and by (4.8) there exists β 0 ∈ H 0 such that the value above is finite.
By the lemma from now, without any loss of generality, we may assume that for any 1 < d < q :
Indeed, take β 0 as in the lemma. Then the translated measure ν = δ β0 * ν has the same behaviour at infinity as the measure ν. But the measure ν is unique invariant measure of µ = δ β0 * µ * δ β
, and obviously µ satisfies conditions (3.4)-(3.5). Hence to prove Theorem 3.2 it is enough to consider measures ν and µ instead of ν and µ. However to simplify our notation we will just use symbols ν, µ and assume that (4.9) is satisfied.
The Poisson equation.
In order to prove Theorem 3.2 we will consider v as a solution of the Poisson equation
for ψ defined by the equation above, i.e. ψ = µ * v − v. It was proved by Spitzer [7] that if the function ψ is sufficiently good, there exists an explicit formula describing all nonnegative solutions of the Poisson equation. Proof. In view of Lemma 2.1, the function ψ can be written as follows
Next we write ψ ≤ ψ 1 + ψ 2 , where
We will show that both kψ 1 (k) and kψ 2 (k) are summable. First we will prove that (4.14)
Notice that if β ∈ G k then, by Lemma 2.1 we have
In view of (4.9) the first expression is finite. To prove finiteness of the second one recall that if β ∈ G k , then k = − log q β and write
By (3.4) the expression above is bounded and we obtain (4.14).
Now we are going to prove that
Notice first that
, where
By (4.9) and (3.4) the value above is finite. To estimate ψ 
By (4.9) and (3.4) the expression above is finite and we obtain (4.15). The arguments used above give also
therefore by the Fubini theorem 
In fact the theorem was proved for finitely supported functions, nevertheless the proof is valid also under weaker assumptions. The recurrent potential a is defined by the formula
and we will need the following property of a:
Since k∈Z ψ(k) = 0, the constant c 2 must be zero. By (4.9) lim k→+∞ v(k) = 0, therefore
So we obtain
Finally we compute
4.4.
Proof of Theorem 3.2 -positivity of the limiting constant. Now we are going to prove that the constant C + is strictly positive. We will apply to our settings arguments given in [2] for the real affine group. Notice that it is enough to prove that for any positive nondecreasing and bounded sequence {a k } k∈Z there exists C > 0 and M such that 
Therefore, in view of (4.16), 0 < C ≤ ε, but this inequality cannot be true for arbitrary small ε. So we deduce lim sup k→∞ v(k) > 0.
In order to prove (4.16) we will use an explicit construction of the measure ν. Let us define a sequence of stopping times l n+1 = inf{k > l n : S k > S ln }, l 0 = 0, where S k = φ(L k ). Then L ln is a random walk on G with a positive drift, therefore there exists a probability measure η on ∂ * T, which is the unique stationary measure of the process {L ln } (see [1] for more details). The measure ν can be written (up to a multiplicative constant) as
Now take any nondecreasing, positive, bounded sequence {a n } n∈Z and define a function on the sequence {q n } n∈Z : f (q −k ) = a k . Take a ball B = Notice that , where the last equality follows from an extended version for time reversible functions of the classical duality lemma (see [2] ) and {T k } k∈N is a sequence of stopping times: T 0 = 0, T k = inf{n > T k−1 : S n < S T k−1 }. Observe that the random variables 
