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1 Introduction
Testing is an integral part of the development process, and
many user-space applications and libraries have been designed
to support system testing and analysis. Operating systems,
however, present a unique challenge as the usual infrastruc-
ture required for testing is either not present or is the subject
being tested.
To address the difficulty of testing a new operating system
as it is being created, we are developing a testing framework in
conjunction with our research operating system, FenixOS. By
developing the testing infrastructure in conjunction with the
operating system kernel itself, we ensure that testing is a fun-
damental aspect of the system design. In order to gain insight
into kernel operation and state during runtime, we use virtual
machine introspection, VMI, a technique typically used for in-
trusion detection [2, 4].
This poster presents the testing framework that we have de-
veloped, which consists of a test management and monitoring
application utilizing VMI, and an in-kernel testing API. We are
using this framework to assist in the development of FenixOS
by providing unit tests during development, as well as auto-
mated integration testing to detect breakage. It also allows
us to produce adversarial and cooperative tests, which require
knowledge of the internal state of the kernel.
2 Testing Framework
Testing requires information about the application or process
that is running in order to perform analysis and to report on
test status. This means that some method of communication
with an external observer is needed. This is more difficult in
the case of an operating system kernel as the kernel typically
provides this communication infrastructure. To obtain the in-
formation required, we run the kernel in a virtualization en-
vironment, and use introspection to view the kernel’s internal
state.
The virtualization environment we use as the basis of our
test platform is QEMU. In addition to being a virtualization
platform, QEMU is able to act as a hypervisor using the Linux
KVM (kernel virtual machine) module [1]. This, combined
with PCI and USB pass-through, allows for nearly bare-metal
execution from the operating system’s perspective and pro-
vides a more accurate testing environment while still enabling
advanced analysis.
The communication methods provided by the introspection
platform are split into two types; explicit and implicit. Ex-
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Figure 1: Test framework, showing management and monitor-
ing components.
plicit communication is when the kernel intentionally trans-
mits information, and implicit communication is acquired by
the framework without intentional action on the part of the ker-
nel. Inside the kernel we have defined an API that provides a
common base for implementing tests. The API communicates
explicitly with the framework for reporting, and implicitly by
providing test points in the form of static data structures. The
in-kernel API is based on xUnit, which is a well known frame-
work for describing and performing unit testing [3].
3 Conclusions
We are using the framework to aid in the development of
FenixOS, which is currently in early stages of development.
The management application provides us with a scriptable in-
terface for testing multiple kernels built with different parame-
ters, as well as different hardware configurations such as mem-
ory size. We have also implemented a number of tests during
the development of both the memory management system and
a minimal c++ kernel runtime. These components were devel-
oped independantly by different individuals, and having these
tests and the framework to run them helped prevent code di-
vergence as it was immediately evident when changes broke
other parts of the system.
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