A theoretical framework is presented for the interpretation of spin relaxation data from bicontinuous cubic lyotropic phases described by periodic minimal surfaces. Specifically, the two irreducible time correlation functions (TCFs) that determine the contribution from surface diffusion to the observable spin relaxation rates are considered. Simple analytical results are obtained that relate the initial TCFs to the fourth-rank orientational order parameter of the dividing interface and the initial decay of the TCFs to the average Gaussian curvature over the cubic unit cell. These exact results are used to construct singleexponential approximations for the TCFs. Explicit calculations are reported for the three cubic triply periodic minimal surfaces of simplest topology, i.e., Schwarz's D and P surfaces and Schoen's gyroid surface, as well as for the corresponding parallel surfaces that have been used to model the dividing interface (the locus of surfactant headgroups) in bicontinuous cubic phases. The theoretical results presented here demonstrate that spin relaxation data can provide quantitative information about microstructure in bicontinuous cubic phases in surfactant and lipid systems. In particular, the spin relaxation method can discriminate among different microstructures belonging to the same space group, such as the P and C(P) surfaces.
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I. INTRODUCTION
Within the rapidly growing family of known lyotropic liquid-crystalline phases, those of cubic symmetry are among the most thoroughly studied.le3 Cubic phases of several types have been identified in a wide variety of surfactant-water systems, ranging from the simplest synthetic detergents to complex mixtures of membrane lipids. While all cubic phases possess long-range translational order in three dimensions, they differ most notably with respect to the topology of the dividing interface that separates the polar and apolar regions. MicelIar cubic phases, containing closed surfactant aggregates, are typically found at compositions between an isotropic micellar solution phase and an hexagonal phase. Normal and reversed bicontinuous cubic phases, where both the polar and the apolar regions are connected over macroscopic distances in three dimensions, are typically found between a normal (reversed) hexagonal phase and a lamellar phase. The qualifiers normal and reversed specify whether the mean curvature of the dividing interface is, on the average, towards the apolar or polar regions, respectively.
Although micellar and bicontinuous cubic phases can be readily distinguished by macroscopic diffusion measurements, e.g., using field-gradient nuclear magnetic resonance (NMR) experiments,2'4'5 the further structural characterization of cubic phases has proven difficult. This " To whom correspondence should be addressed.
is largely a consequence of two properties peculiar to cubic phases, high rotational symmetry and complex microstructure (interface geometry). X-ray diffraction, the traditional technique for structural investigations of lyotropic liquid crystals, frequently does not provide data of sufficient quality to conclusively determine the space group of a cubic phase,lw3 let alone its microstructure.
Due to the rotational symmetries of the unit cell, cubic phases are optically isotropic and, usually, exhibit highresolution NMR spectra reminiscent of isotropic liquids. Consequently, the NMR spectral line shape does not directly reflect the microstructure as it does for lyotropic phases of lower symmetry.~8 The NMR spin relaxation behavior, however, does contain information about microstructure and it is the aim of the present work to demonstrate how such information can be derived from spin relaxation experiments on bicontinuous cubic phases.
Nuclear spin relaxation is typically induced by orientational fluctuations of a second-rank tensorial property of the molecular system that couples to the nuclear spin system. ' By studying the relaxation behavior of nuclei effectively confined to the dividing interface in a lyotropic liquid crystal, e.g., counter-ion nuclei, headgroup nuclei, or deuterons specifically incorporated into the surfactant alkyl chain, one can obtain information about the geometry of this interface as well as about the rate of molecular diffusion along the interface. In the few cases where the microstructure can be completely established by x-ray diffraction, spin relaxation data can thus yield surface diffu-sion coefficients for counterions and surfactants. Such studies have recently been carried out on normal and reversed hexagonal phases.1°-12 Conversely, if the surface diffusion coefficient is known, geometric information about structurally more complex phases can be derived, as in a recent spin relaxation study of two lyotropic nematic phases.13 A similar approach has been applied to miceilar cubic phases. '&I9 The treatment of surface diffusion in the latter studies, however, was rather crude. More accurate geometrical information could be obtained by using the recently presented rigorous results2' for spin relaxation by surface diffusion on spheroidal interfaces, which were used in the nematics study.13 nonuniform diffusivity and external potential, both being determined by the nonuniform Gaussian curvature of the minimal surface.
Several spin relaxation studies of bicontinuous cubic phases have been reported, 14*19Y2'-23 demonstrating large relaxation effects due to surfactant diffusion over the continuous dividing interface. A quantitative analysis of the relaxation data in terms of microstructure, however, was either not attempted21'22 or was done by invoking a crude model replacing the actual dividing interface by a sphere inscribed in the cubic unit ce11.14,'9*23 The aim of the present work is to provide a more rigorous theoretical framework for the interpretation of spin relaxation data from bicontinuous cubic phases.
The two irreducible time correlation functions (TCFs) governing the surface-diffusion induced spin relaxation in a phase of cubic symmetry34 are introduced in Sec. III. We show that, for minimal surfaces, the initial decay of these TCFs is proportional to the average of the Gaussian curvature over the cubic unit cell. This exact property is then used to construct effective correlation times to be used in single-exponential approximations to the irreducible TCFs. In this approximation, the TCFs are completely determined by the average Gaussian curvature and the fourthrank orientational order parameter of the surface. These two quantities, and the resulting TCFs, are calculated in Sec. IV for the three cubic TPMS of simplest topologythe so-called D, P, and G surfaces-and, in Sec. V, for their parallel surfaces.
In recent years it has been recognized that the various microstructures adopted by bicontinuous cubic lyotropic phases can be successfully modeled in terms of a class of minimal surfaces that are periodic in three dimensions and are free from self-intersections.2"29 (The defining property of a minimal surface is the vanishing of the mean curvature at every point.30) These triply periodic minimal surfaces (TPMS) are then taken to define the bisecting surfaces of the polar (aqueous) or apolar (bilayer) regions in normal and reversed cubic phases, respectively. In the TPMS models of bicontinuous cubic phases the dividing interface (the locus of the surfactant headgroups) is displaced from the underlying TPMS; hence, although it shares the symmetry and topology with the TPMS, the dividing interface is not a minimal surface itself. For bicontinuous cubic phases of the reversed type, which is the most common one for membrane lipids,lm3 the dividing interface may nevertheless be approximated by the underlying TPMS as long as the headgroup displacement is small compared to the dimension of the unit cell. Otherwise, the dividing interface may be modeled as a parallel surface3' to the TPMS, or as a surface of constant (nonzero) mean curvature.31 In the present work we consider minimal surfaces as well as their parallel surfaces. The microstructure of bicontinuous cubic phases has also been modeled in terms of a network of interconnected cylinders with the same symmetry and topology as the corresponding TPMS.32
II. DIFFUSION ON MINIMAL SURFACES
A. Surface diffusion equation
The force-free diffusion of a particle on a surface S is locally described by the surface diffusion equation &fw,tl uo,uo) =Vs.Ds (~,v) .VSf(u,v,tI UOJO), (2.1) where Vs is the surface gradient operator. The propagator (or Green's function) f( u,v,t 1 uo,vo), when multiplied by the area element dA, gives the (conditional) probability of finding the particle, at time t, within dA around the point (u,v) on S, given that it was initially at the point ( uo,vo) . If the surface diffusion tensor is uniform over S (independent of U,V) and isotropic (same mobility in all directions on S), then Ds( u,v) = DsI and Eq. (2.1) reduces to &fw,tl uo,vo) =wQ-'(w,tI UOPO).
(2.
2)
The general form of the surface Laplacian Vi is35
111 . (2.
3)
The outline of this paper is as follows. In Sec. II we first establish the form of the diffusion equation for forcefree diffusion on a minimal surface in the isothermal Weierstrass parametrization.33 This is then transformed to a generalized diffusion equation for the spherical (Gauss) image of the minimal surface; a more convenient representation for the spin relaxation problem. The equivalent diffusion process on the Gauss sphere is characterized by The geometry of the surface S enters the diffusion equation via the metric coefficients g,,, g,, = g,,, and g,,. If the Cartesian coordinates of a point on S are given by the parametric equations r=r( u,v) in terms of the curvilinear coordinates (u,v) , the metric coefficients are defined as3'
The area element at the point (u,v) on S is3' 
(2.6) Combination of Eqs. (2.2), (2.7), (2.9), and (2.10) yields the minimal-surface diffusion equation in the Weierstrass parametrization, We assume that the surface is regular in the (u,u) parametrization, i.e., that g( u,v) > 0. Since g( u,u) = 1 r, x r,l , this condition ensures that the coordinate vectors r, = &/au and rU = &/& on S are linearly independent.30 & mr I go,rlo> = -9d 1 +g2+r12)2m9rl)
In the special case of orthogonal coordinates ( u,u) , the metric tensor is diagonal (g,, = 0) so that the cross terms in the surface Laplacian Eq. (2.3) vanish. If the coordinates (u,v) are also isothermal (g,, = g,,), then Vi becomes proportional to the two-dimensional Cartesian Laplacian, a2 x $+, fGwI~ob,rlo where /z is a length scaling parameter and /3 is the Bonnet angle (cf. Sec. IV A). Further, w = g+ iq, where (6, 7) are the two-dimensional Cartesian coordinates spanning the complex plane. The complex analytic function R(w) determines the minimal surface locally (except at a finite number of isolated so-called flat points, where the normal curvature vanishes identically33).
The Weierstrass mapping of a minimal surface in three-dimensional space onto the complex plane may be regarded as a composite mapping, consisting of a Gauss mapping of the minimal surface onto the unit sphere, followed by a stereographic projection of the spherical image onto the complex plane. 3ov33 The Gauss mapping associates with every point P on the minimal surface an image point P' on the unit sphere, such that the unit normal vector at P is the radius vector of P'. In the stereographic projection the point P is mapped into a point P" in the equatorial plane of the Gauss sphere in such a way that the line passing through the "north pole" of the Gauss sphere and through the point P' intersects the equatorial plane at P". While the stereographic mapping is always conformal (angle preserving), the Gauss mapping is conformal only for minimal surfaces (and, trivially, for the spherical surface).
For the purpose of calculating the time correlation functions to be introduced in Sec. III, it is more convenient to parametrize the minimal surface in terms of the spherical polar coordinates (0,#) of the normal vector, rather than in terms of the isothermal Weierstrass coordinates (&v). The relations between these two sets of coordinates, implied by the stereographic mapping, are
The metric coefficients defined in Eq. (2.4) are readily obtained by direct differentiation of the Weierstrass equations (2.8), yielding33'36 g{,=Q (2.9a)
The Weierstrass parametrization of a minimal surface is thus isothermal.
The metric of the minimal surface in the ( I$$) parametrization is obtained from the defining relation (2.4) and the transformation rule for a second-rank covariant tensor, Jr ag ar a7 arac ar a7 gap= aaa+al7acr where the generic labels &I denote 8 or I$. With Eqs. (2.9), (2.10), and (2.12) we obtain 1 gee= -E 9 (2.14a) (2.14b) (2.10) ge# = 0, sin2 8 &T&6= -7 9 (2.14~) and
The Gaussian curvature K(w), defined as the product of the two principal normal curvatures, is related to the Weierstrass function R(w) of the minimal surface through33 4 K(w)=-,12(1+~w~2)4~R(~) 12' which shows that K is negative at all points on a minimal surface (except at flat points, where K=O).
-DsVnK, which is undefined at flat points. Since there are only a finite number of isolated flat points, however, the global diffusion behavior is not affected. [After all, the (&j) parametrization of a spherical surface is singular at the poles.] sin 8 &zq=-7.
(2.14d)
The (Q5) parametrization of the minimal surface is thus orthogonal (as expected from the conformal nature of the stereographic mapping), but not isothermal. Substitution of Eqs. (2.14) into Eq. (2.3), with u=(j and v=$, yields with Eq. (2.2) the surface diffusion equation in the (Q) parametrization &fS(n,f I Q,) = -waw~sw,f I noI, (2.15) where a= (&$) and Vi is the Laplacian on the unit sphere, 1 a v+--sin 8 de
The subscript S on the propagator in Eq. (2.15) reminds us that it is a probability density on the minimal surface. It is related to the propagator fn(Qtl ~2,) on the
Gauss sphere through
The diffusion equation (2.19) is a statement of local continuity of probability density (or particle number density). When considering global properties, however, we must recognize that the Gauss mapping is generally not one-to-one; the inverse mapping is not single-valued.3w' For a periodic minimal surface of Euler characteristic xc per cubic unit cell, the Gauss mapping is of degree -x./2, i.e., it covers each point on the unit sphere -xe/2 times.39'40 The algebraic area of the Gauss image of a minimal surface is thus -2rr-~5 whereas the area of the unit sphere is 47r. (More precisely, the Gauss image of a minimal surface is a Riemann surface of -xc/2 sheets, branched at the flat points.39,41) The integral form of Eq. (2.18)) expressing the surface area A, per cubic unit cell of a minimal surface as an integral over the unit sphere, is therefore
where dA is the area element on the minimal surface and dCl =sin 8 de d4 is the area element on the unit sphere.
The ratio of these area elements is sometimes taken as the definition of the Gaussian curvature3'
As expected, this result follows from Eqs. (2.5), (2.9), (2.10), and (2.12). Combining Eqs. (2.15), (2.17), and (2.18), we obtain the surface diffusion equation for the propagator on the Gauss sphere
A comparison with the Smoluchowski equation for diffusion on a sphere37Y38 (2.20) shows that Eq. (2.19) describes the diffusion on the unit sphere of a particle with a nonuniform (but isotropic) diffusion tensor
and under the influence of an external potential (in units of kJ)
Since the Weierstrass function R(w) is nonanalytic at flat points (where K=O), neither of the diffusion equations (2.11) and (2.19) is valid at such points. For diffusion on the Gauss sphere, Eqs. (2.20) -(2.22) show that the systematic part of the flux is proportional to DoVoUo = A,= s unit cell d&t s unit sphere da;. (2.23)
In the following, the integration domain for R is always taken to be the surface of the unit sphere. The Euler characteristic xc (per cubic unit cell) of the minimal surface is a topological invariant, but is also related to the geometry of the surface. According to the Gauss-Bonnet theorem,30 the average, over the cubic unit cell, of the Gaussian curvature of the minimal surface,
Since the propagator fQ(Cl,t I no) is a (conditional) probability density, it must be normalized to unity on the Riemann surface. It is therefore convenient to work with a resealed propagator, (2.26) which is normalized to unity on the unit sphere, s dfi&(Q,rl no) = I. In the following we focus on the fluctuations in Vi(f) brought about by diffusion of the spin-bearing species over the dividing interface (the locus of the surfactant headgroups) separating the polar and apolar regions of the cubic phase. This surface diffusion process is reflected in the stochastic time dependence of the orientation n,,(t) of the local interface normal experienced by the spin.
The orientation, a,, of the cubic unit cell with re-(2.31) spect to the static magnetic field is taken to be timeindependent. It should be noted that, unless the cubic phase is uniformly aligned, spatial diffusion through the sample causes fiLD to fluctuate in time. Typically, such fluctuations are fast compared to the spread of flLD-dependent surface-diffusion induced spin relaxation rates. The surface-diffusion contribution to the relaxation rates is then obtained simply by averaging the orientationdependent rates (and TCFs) over the fiLD distribution.
The time dependence of the M-frame components Vr( t) in Eq. (3.3) reflects local motions that modulate the orientation (with respect to the local interface normal) and magnitude of the instantaneous coupling tensor. We assume that these local motions are fast compared to surface diffusion so that the total TCF can be expressed as a sum of two independent parts associated with fast local motions and slower surface diffusion.MP45 Since the dependence of the local-motion contribution on the microstructure is expected to be weak, this contribution will not be discussed further.
We consider a system of nuclear spins whose interaction with the molecular environment is described by a second-rank irreducible tensor V, e.g., an electric quadrupole-field-gradient coupling or an intramolecular magnetic dipole-dipole coupling.' In the motionalnarrowing regime, where the spin system evolves according to the Bloch-Wangsness-Redfield equation of motion,' the relaxation behavior of the spin system is governed by the three lab-frame TCFs e(t), with k=O, 1, 2, of the kth spherical component V,, L in a laboratory-fixed frame, of the spin-lattice coupling tensor V,
In a liquid crystal of cubic symmetry, if the diffusion of the spin-bearing molecule across the unit cell is fast compared to the spin-lattice coupling frequency, the diffusionally averaged coupling tensor vanishes, (Vf>=O. (3.2) (The minimum symmetry requirement is two orthogonal C3 axes.42) In a cubic liquid crystal, the static (diffusionally averaged) spin-lattice coupling (and the associated spectral line splitting) thus vanishes, and the TCFs e(t) in Eq. (3.1) decay to zero as t-+m; just as in an isotropic (spherically symmetric) liquid.
In order to identify contributions from different motional degrees of freedom, we introduce three coordinate systems denoted L, D, and M. The zL, ZD, and zM axes are defined, respectively, by the static magnetic field, a fourfold axis in the (octahedral) cubic unit cell, and the normal to the dividing interface at the current position of the spinbearing molecule. The lab-frame components Vt (t) of the coupling tensor are then transformed to the molecular (M) frame via the director (D) frame as III. TIME CORRELATION FUNCTIONS A. Irreducible TCFs m=(-v c c dkn[~LD(t)l n P xD~~[~~~(~>I V;(t), (3.3) where d,(fi,r) are the elements of the second-rank Wigner rotation matrix and Rxr denotes the set of Euler angles specifying the relative orientation of the X and Y frames. 43 In Eq. (3.3) and elsewhere the range of the summation indices is from -2 to +2, unless otherwise specified.
which is inserted into Eq. The surface-diffusion contribution to the TCFs is obtained from Eq. (3.3), provided that we replace V:(t) by the time-independent average ( Vf) over the equilibrium distribution for the local degrees of freedom. We assume that the local orientational distribution exhibits at least threefold symmetry around the local interface normal, so that w-~>=$o<v~>. (3.4) Whereas this symmetry is present at every point on a spherical (or planar) interface, it is present, at most, at isolated points on the dividing interface of a bicontinuous cubic phase. (A point on a minimal surface with site symmetry C3 is necessarily a flat point.46) Nevertheless, we expect that Eq. (3.4) remains a good approximation for cubic phases. Furthermore, we make the reasonable assumption that the residual coupling ( Vf) is spatially uniform over the interface. For notational convenience, we set it equal to unity. Under the stipulated conditions, Eq. (3.3) reduces to V;(t)=(-l)k c D~kn(sZ,,>~,,[~~~(f)l, (3.5 ) n with the zero superscript denoting initial time.
Since n and n' range from -2 to +2, there are 25 (complex-valued) director-frame TCFs to consider. Fortunately, this number can be reduced by exploiting the symmetries of the dynamic process and of the liquidcrystalline phase. In fact, using group-theoretical arguments, one can show that for a cubic liquid crystal there are only two distinct (real-valued) director-frame TCFs, * 34 VIZ., Substitution into Eq. (3.11) yields c-(O) = l/5, as expected for a motionally averaged powder sample.
From its definition Eq. (3.12>, it follows that the order parameter Q is confined to the range -$<Q<l.
(3.14)
For cubic liquid crystals, the allowed range is further restricted to34 C~(t)=~(t)=~(t)+Re[C~-~(t)l, (3.8a) Cr(t)=C*fi(t)=~2(t)--Re[~-2(t)l. (3.8b) Since these TCFs are intimately related to the irreducible representations (E and T2 in Mulliken's notation) of the octahedral point group, they are referred to as irreducible TCFS.~~ -&<Q<6. (3.15) These limits follow simply from the observation that the initial TCFs in Eq. (3.13) must be non-negative. The upper limit, Q=7/12, is the order parameter for a cube, as is readily verified from Eq. (3.12). For the minimal and parallel surfaces considered in Sets. IV and V, Q is negative.
The orientation dependence of the lab-frame TCFs in Eq. For a uniformly aligned cubic liquid crystal, the angular functions in Eqs. (3.10) determine the dependence of the spin relaxation rates on the orientation (e,, #J of the cubic unit cell with respect to the static magnetic field. For a powder sample, with a random distribution of unit cell orientations, the information content of the spin relaxation rates is reduced. If diffusion among spatial regions with different unit cell orientations is fast compared to the corresponding difference in relaxation rates, the labframe TCF that is probed is simply the isotropic average of Eq. (3.9), i.e.,
We now consider the director-frame TCFs in Eq. (3.7) for the case of diffusion on a cubic minimal surface. Since the Euler angles ( eD,, $& are identical with the coordinates (t9,4> 3 fi of the Gauss representation of the minimal surface, the TCFs in Eq. (3.7) can be expressed as The initial values CE(O) and C,(O) can be expressed entirely in terms of the fourth-rank orientational order parameter Q of the dividing interface, defined as the surface average over the cubic 'unit cell of the fourth-rank Legendre polynomial with (3.18) I,,(n,,t) = -s d~D2,,o(~)v~ (3.19) With the aid of Green's theorem this integral can be transformed into I,z,(no,t)= -f dfi K(cn)~n (a,tlno>v~02,,o(a The boundary terms vanish since K(fl)yo ( fl,t 10,) and its gradient are bounded at the poles 8=O,?r. Noting that the igner functions DL( Ll) are eigenfunctions of the operator Vi with eigenvalue -k( k+ 1 ), we obtain (3.23) showing that all cross-TCFs have zero initial slope, while all auto-TCFs have the same (negative) initial slope, depending on the nature of the minimal surface only through the average Gaussian curvature. For the irreducible TCFs in Eq. (3.8), we thus have
(3.24)
C. Effective correlation times
For surface diffusion on a sphere, the director-frame TCFs in Eq. (3.7) vanish for nfn' and are the same for all n = n'. This follows from the fact that the Wigner functions d,(n) transform as different components of the same five-dimensional irreducible representation of the full three-dimensional rotation group, which is the symmetry group of the sphere.47 Furthermore, the single distinct TCF decays exponentially, which makes the time integral (or zero-frequency spectral density) of the TCF (3.30) equal to that of the biexponential TCF (3.11). For the minimal surfaces considered in Sec. IV, these two definitions of qso differ by < 5%. (In general, they agree to first order in the order parameter Q.) We therefore choose the former definition of qso, which (3.26) leads to the simple result 1 Tiso= --. 6DsWc
Within this approximation, the powder TCF is thus entirely independent of the order parameter Q.
It seems reasonable to assume that, on account of the , high rotational symmetry, the irreducible TCFs for diffusion on a cubic minimal surface do not deviate much from exponential form. We thus propose the single-exponential approximations has been shown to be highly accurate in the case of rotational diffusion of a symmetric top in a uniaxial potential 49-5 1 Inserting Eqs. (3.13) and (3.24) into Eq. (3.28), we obtain the effective correlation times (1 +yQ> rE= -6D,(K), ' (3.29a) Cl-'ilQ) rT= -6D,(K), * (3.29b)
In the single-exponential approximation, the lab-frame TCFs for diffusion on a macroscopically aligned cubic minimal surface can thus be obtained from Eqs. (3.9)) (3.13)) (3.27), and (3.29). The geometry of the minimal surface enters via the fourth-rank order parameter Q and the average Gaussian curvature (K) C.
Given the single-exponential approximation (3.27), the isotropically averaged TCF C$,( t) for a powder sample becomes biexponential, cf. Eq. (3.11). For the minimal surfaces explicitly considered in Sec. IV, however, the deviation from single-exponential decay of C&,(t) is small [given that Eq. (3.27) is valid]. We therefore propose a single-exponential approximation also for clfO( t),
IV. TRIPLY PERIODIC MINIMAL SURFACES (3.27a)
A. The D, P, and G surfaces
Furthermore, we choose the effective correlation times as and similarly for rT. This choice ensures that Eq. (3.27) is exact to linear order in time,'@ besides being trivially exact at t + co. A single-exponential approximation of this kind A minimal surface periodic in three dimensions and free of self-intersections subdivides space into two interpenetrating multiply-connected regions (labyrinths) .52 A variety of such TPMS are known,53-56 differing with respect to symmetry (space group), topology (Euler characteristic), and local geometry (Gaussian curvature). Among the half-dozen or so cubic TPMS that have been invoked as models of bicontinuous cubic phases, we focus on the family of three isometric TPMS known as Schwarz's diamond (D), and primitive (P) surfaces and Schoen's gyroid (G) surface. Being the cubic TPMS of simplest topology, these surfaces are the most physically plausible candidates for modeling bicontinuous cubic liquid crystals.28 The D, P, and G surfaces divide space into two congruent labyrinths (identical for D and P, enantiomorphic for G) of coordination number 4, 6, and 3, respectively.
The space groups of the D, P, and G surfaces depend on whether they are regarded as oriented or nonoriented surfaces. An oriented surface has a well-defined normal vector at every point, i.e., it has two distinct sides. A sur- face with two distinct sides is also refered to as a colored surface, with reference to the connection between oriented/nonoriented surfaces and black/white group/ subgroup pairs.52 For a bilayer-based cubic phase, an x-ray scattering experiment observes a nonoriented surface whereas a spin relaxation experiment using a surfactantbound nucleus observes an oriented surface. (The exchange of surfactant molecules between the two sides of the bilayer is much slower than surfactant lateral diffusion across the cubic unit cell.) Since the second-rank Wigner functions in Eq. (3.7) are invariant under inversion, however, the TCFs are actually not affected by such an exchange process (whatever its rate).
The nonoriented unit cell of the D surface is shown in Fig. 1 ; it is of genus 2 (Euler characteristic xc = -2). This unit cell is not a translational cell of the oriented D surface; for this surface the primitive unit cell is in fact tetragonal, and the smallest cubic unit cell is F-centered and of genus 9 (xc = -16). The cubic unit cell of the oriented D surface is shown in Fig. 2 ; it is eight times larger than the nonoriented unit cell (Fig. 1) and, consequently, has twice the lattice parameter (unit cell edge) of the nonoriented unit cell. For the P and G surfaces, shown in Figs. 3 and 4 , the cubic unit cell is the same for the oriented and nonoriented surfaces. The space groups, however, are different for the oriented and nonoriented surfaces (cf. Table I ) .
The D, P, and G surfaces are associate, i.e., they have the same Weierstrass function33
and are interrelated by isometric Bonnet transformations, describing local bending without stretching.46,56 The Bonnet angles fl appearing in the Weierstrass equations (2.8) are given in Table I . The lattice parameter a, i.e., the edge length of the cubic unit cell, is proportional to the length scaling parameter /2 in the Weierstrass equations (2.8),
a=td. (4.2)
The dimensionless scaling parameter K, obtained by evaiuating the contour integrals in Eq. (2.8) for a specific path across the unit cell, are given in Table I .
B. Surface area and order parameter
To calculate the TCFs discussed in Sec. III, we need, for each of the three TPMS, the average Gaussian curvature (K), and the fourth-rank orientational order parameter Q.
According to Eq. (2.25), (K), can be obtained from the Euler characteristic x., given in Table I , and the surface area A,. The latter is obtained from Eqs. (2.5) Table I , we can now calculate the normalized surface area cr = AJu2, i.e., the surface area contained in a cubic unit cell of unit size.57 As seen from Table I , D increases in the order D < P< G, with the G surface area being close to that of a sphere of diameter a inscribed in the cubic unit cell (Ada2 = r). It should be noted that the normalized surface area u depends on the definition of the unit cell. The values quoted in Table I refer to the cubic unit cell of the nonoriented TPMS (cf. Sec. IV A). (For the oriented D surface, (T is twice the value given in Table  I .) Sometimes o is given for a lattice-fundamental region31 of the TPMS, rather than for a cubic unit cell.2g*53 '58 For a uniform surface distribution on the TPMS, the fourth-rank orientational order parameter Q, defined in Eq. (3.12), can be obtained as Q= -t$ s_s, 4 j-;, dq(1 +c2+g2)2 Although the three TPMS depicted in Figs. l-4 have strikingly different global geometry and even differ with respect to the labyrinth connectivity (cf. Table I) , they have the same orientational order parameter. This is a consequence of the isometric nature of the Bonnet transformation,46'56 which interrelates the D, P, and G surfaces. The order parameter in Eq. (4.6) may be compared to those of a sphere and a cube, Q=O and Q=7/12, respectively. The reason that Q becomes negative for the D, P, and G surfaces is that the unit normal vector distribution for these surfaces is peaked at the eight flat points,36 at which the normal vector points toward a corner of the cubic unit cell. For each of these eight directions P4 (cos 6) = -7/18. For the limiting case of a surface distribution that is zero everywhere except at the flat points of the cubic TPMS, we would thus have Q= -7/18. According to Eq. (3.15), this is the smallest Q value that can be realized for cubic symmetry. % units of T*,,, = a2/(24Ds), where a is the lattice parameter of the nonoriented TPMS. bR, is the sphere radius at which 7,ph = Tiso.
TPMS. It is seen that the inscribed sphere mode114,19*23 of a bicontinuous cubic phase can underestimate the lattice parameter by as much as a factor 2 if diffusion takes place on the TPMS (and even more for the parallel surfaces, cf. Sec. V B). Referring to the expression (3.32) for qso, we note that this may be interpreted as the correlation time for surface diffusion on a sphere with the same average Gaussian curvature as the TPMS, i.e., the effective sphere radius should be chosen as ( -(K),) -1'2, rather than as half the lattice parameter.
Comparing the three cubic TPMS at equal unit cell size (equal lattice parameter), we see from Tables I and II that the normalized surface area o increases in the order D < P < G, whereas the effective correlation times decrease in the order D> P> G. This demonstrates the important role of topology; with increasing genus (increasing 1 xc I) the average Gaussian curvature increases in magnitude, leading to faster orientational averaging and shorter correlation times (despite a modest increase of 0). For cubic TPMS of more complex topology (larger [xc1 ) than the ones treated above, we would therefore expect even shorter correlation times (for a given lattice parameter). As an example, consider the Neovius surface,31'53 denoted C(P) , which is of (nonoriented) space group Imzm and hence cannot be distinguished from the P surface by x-ray diffraction. For this surface29~'7 xr = -16 and a=3.5105, so that Eqs. (2.25) and (3.32) yield 'r&,/r@, = 0.140 (and 2RJa = 0.374). Using Eqs. (2.25) and (3.32), qsO can be obtained for any cubic TPMS once the Euler characteristic xc and the surface area A, are known.
C. Time correlation functions
We now consider the irreducible TCFs CE(7) and C,(r) and the isotropic powder TCF C&(t) for diffusion on either of the three cubic TPMS introduced above. From Eqs. (3.13) and (4.6), we obtain for the initial values
These values may be compared to the isotropic result l/5. The effective correlation times rE, rr, and qsO, to be used in the single-exponential approximations (3.27) To show the variation among the D, P, and G surfaces, we give in Table II the effective correlation times rE, rr, and r,i, in units of the correlation time r@, = a2/(24Ds) for surface diffusion on a sphere of radius a/2, where a is the lattice parameter for the nonoriented TPMS. We also give in Table II the equivalent radius R, of the sphere yielding the same risO as each of the three cubic A surface +? obtained by translating each point on a reference surface S a fixed distance b along the local normal vector to S is called a parallel surface.30 We consider the case when S is a minimal surface. While the two surfaces clearly have identical Gauss image_s, they do not share the same metric. The area element dA on the parallel surface is smaller than the area element dA on the minimal surface at all points (except at flat points, where they are equal) according to3'
where K is the (negative) Gaussian curvature of the minimal surface.
Since the area element dz must be non-negative, Eq. (5.1) implies that the parallel surface of a minimal surface is well-defined only if K > -l/b2 at all points on the minimal surface. If the reference surface is a D, P, or G TPMS, it then follows from Eqs. (2.10), (4.1), and (4.2) that the displacement b cannot exceed the value (5.2) This limit corresponds to the points of maximum Gaussian curvature, where the surface normal is either parallel to the selected C4 axis (which is the zD axis and the polar axis of the Gauss sphere) or perpendicular to it and bisecting the remaining two C4 axes. In Table I we give &,,,/a for the D, P, and G surfaces.
The parallel surface of a minimal surface is noi a minimal surface itself. In fact, the mean curvature H of the p_arallel surface is proportional to its Gaussian curvature K,3O H= -bK. (5.7
The constant second term clearly does not contribute to the average over the parallel surface of a function, such as the Wigner functions (of nonzero rank), with vanishing isotropic average. The second-rank orientational order parameter (D&(n)) thus vanishes for the parallel surface, just as for the minimal surface. (This is indeed expected since the parallel transformation retains the overall cubic As required, e,i, is larger than the lower limit of _7/18 for cubic symmetry, cf. Eq. ( 3.15). The variation of Q with the displacement b is shown in Fig. 5 for surfaces parallel to the D, P, and G surfaces.
Time correlation functions
We now consider the irreducible TCFs CE(t) and C,(t) and the isotropic powder TCF C&,(t) for diffusion on a parallel surface to either of the three cubic TPMS D, P, and G. The initial values CE (0) While the equilibrium distribution fn(fi) for the parallel surface is simply related to that for the reference minimal surface, this is not the case for the propagator fn(&tI as). Unlike the minimal surface, the parallel surface is not conformally mapped onto the Gauss sphere so the (&#J) parametrization is not orthogonal. As a result, the surface diffusion equation for the propagator fa(i2,tl no) is not of the simple form (2.19), but involves cross terms as in Eq. (2.3). For this reason we cannot obtain an analytical result for the initial slope of the TCFs. It seems reasonable, however, to make the approximation that this initial slope is proportional to the average Gaussian curvature, which is rigorously true for minimal surfaces and spheres. In other words, we assume that the simple result (3.24 ) is approximately valid also for parallel surfaces provided that the average Gaussian-curvature (K), of the minimal surface is replaced by (K), for the parallel surface. J For a parallel surface, the single-exponential approximations (3.27) and (3.30 ) then involve effective correlation times FE, Fr, and e,,, obtained from Eqs. (2.251, (3.29) , and (3.32) after replacing A, and Q by A, and Q. With Eqs. (5.9) and (5.10), we thus obtain for parallel surfaces to cubic TPMS, b2 r=T--60s' Halle, Ljunggren, and Lidin: Spin relaxation in cubic phases VI. CONCLUDING REMARKS Due to the widespread occurence of bicontinuous cubic phases in surfactant systems'-3 and the biological relevance of cubic phases formed by membrane lipids,lt2 there is an urgent need for experimental methods that can provide information about the microstructure of these phases. Besides small-angle x-ray (and neutron) scattering, spin relaxation appears to be the most promising experimental technique for this purpose. The few spin relaxation studies of bicontinuous cubic phases so far reported,'4"9'21-23 however, have been hampered by the lack of an appropriate theoretical framework for quantifying the effect of diffusion over the dividing interface on the spin relaxation rates. The aim of the present work has been to provide such a framework.
Whereas x-ray studies (under favorable conditions) provide information about crystal symmetry (space group) and translational order (lattice parameter), 1-3858-61 spin relaxation studies can yield information about the geometry of the dividing interface via the dependence of the time correlation functions on the average Gaussian curvature and on the fourth-rank orientational orderparameter of the interface. A determination of these geometrical parameters from spin relaxation data may allow one to discriminate among different microstructural models, such as minimal surfaces or surfaces parallel to them. A particularly valuable feature of the spin relaxation method is its ability to discriminate among different microstructures with the same space group, e.g., Schwarz's P surface and the Neovius surface.
To calculate either of the correlation times FE, ?T or ri,, for a given reference TPMS, we need to know the lattice parameter a. Thus, for example,
where the constant -o/( 2~~) characterizes the reference TPMS. If the lattice parameter a is known (from x-ray diffraction), one may plot c,, vs a2 and (with b estimated from molecular dimensions in the case of reversed cubic phases) obtain the surface diffusion coefficient D, from the intercept and the quantity -0/(277-x=) from the slope.
(5.13)
For a reversed bicontinuous cubic phase whose microstructure can be modeled in terms of a parallel surface to a cubic TPMS, the lattice parameter can, in the absence of x-ray data, be calculated essentially from the composition of the sample. Using Eqs. (5.6) and (2.25), one obtains for the volume fraction 4 of apolar medium (surfactant and oil) where r denotes either rE, rr, or Tii,. The TCFs thus decay faster on the parallel surface than on the minimal surface, as expected since the parallel surface has a smaller surface area per cubic unit cell. It is also seen that the difference between the effective correlation times for the minimal and parallel surfaces equals the correlation time for surface diffusion on a sphere of radius b. In Fig. 6 we illustrate the dependence of <,, on the parallel displacement b for a (nonoriented) cubic unit cell of fixed size.
4=;2
Job d~iiC(~,=2u;+~ f 3. 0 a (6.2)
The volume fraction 4 can be obtained from the sample composition and the specific volumes of the components, and the displacement parameter b can usually be estimated from molecular dimensions. By means of Eq. (6.2) the lattice parameter a can thus be eliminated from Eq. (6.1) and the remaining parameters can be determined from a 16 , I I I I I I nonlinear fit to a series of (?,,,,+) data. It is instructive to examine the case b<a, when the second term in Eq. (6.2) can be neglected. The combination of Eqs. (6.1) and (6.2) then yields 12 -&= yrbfj-2-r6, (6.3) where b2 =-rb 60, ' (6.4) By plotting c,,, vs 4-2 one thus obtains from the slope and intercept y and 'r-6 (and D, if b can be estimated). The dimensionless quantity y characterizes the reference TPMS and is independent of the choice of unit cell. (In fact, y can be calculated for any representative surface patch which can generate the TPMS by symmetry operations.58) It has been argued that y is the key parameter for controlling microstructure in bicontinuous cubic phases.29*57*58 The y values for the D, P, and G surfaces are given in Table I . For the topologically more complex cubic TPMS I-WP, C(P), and F-RD, y equals 2.210, 1.721, and 1.700, respectively. The surface diffusion coefficient Ds obtained from spin relaxation data can be compared with the macroscopic diffusion coefficient Dw, determined, for example, by a fieldgradient spin echo NMR experiment. 4'5 In principle, the ratio Dw/Ds can provide information about interface geometry.62 In practice, however, this approach is unreliable since D.M may be significantly affected by crystal defects. Furthermore, the ratio D,/Ds equals 2/3 for diffusion on any cubic TPMS and does not deviate much from this value for diffusion on the related constant mean curvature surfaces (or parallel surfaces).62 Consequently, the "obstruction factor" DM/Ds is not an ideal quantity for determining microstructure in bicontinuous cubic phases. In contrast, correlation times derived from spin relaxation data reflect the metric of the dividing interface more directly and are thus more sensitive probes of interface geometry.
Results analogous to those in Fig. 7 can be obtained for parallel surfaces to other cubic TPMS by means of Eqs. (5.10) and (6.6) provided that Q has been calculated from the appropriate Weierstrass function as in Eq. (4.5). The ratio JT(O)/J&O) is obtained from orientation dependent spin relaxation experiments (at fixed magnetic field) after subtraction of the contribution from fast local motions (e.g., taken from a related lamellar phase).
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As in x-ray studies, more information can be extracted from spin relaxation experiments by using macroscopically aligned (single crystal) samples.63 By measuring three linearly independent spin relaxation rates at two sample orientations, the six individual irreducible spectral densities JE(koe) and Jr(kwc) with k=O, 1, 2 (the cosine transforms of the irreducible TCFs) can be separately determined.34 According to Eqs. (3.13), (3.24) , and (3.28), the ratio Jr( O)/JE(0) of the zero-frequency spectral densities depends only on the fourth-rank order parameter, 
with Inserting Q for the parallel surfaces to the D, P, and G TPMS (cf. Fig. 5) , we obtain the spectral density ratios shown in Fig. 7 . The strong relaxation anisotropy evident from Fig. 7 contrasts with the complete lack of anisotropy, i.e., JT(O) = ./E(O), in the inscribed sphere mode1.'4*'9~23 
In Eqs. (A2) and (A3) the integration range has been restricted to 0~~1; this is possible since both integrands are invariant under reflection through the equator plane of the Gauss sphere, which corresponds to the interchange r-l/r. ('1990 ). "P-0. Quist, B. Halle, and I. Fur& J. Chem. Phys. 95, 6945 (1991) . '*P-O. Quist, I. Blom, and B. Halle, J. Magn. Reson. (in press). "P-O. Quist, B. Halle, and I. Fur6, J. Chem. Phys. 96, 3875 (1992) . 14P-0. Eriksson, A. Khan, and G. Lindblom, J. Phys. Chem. 86, 387 (1982) .
since, for the stereographic mapping (2.12), (A61 The next step is to evaluate the integral (A4). Inserting the Weierstrass function (4.1), one obtains' I(r) = s , '" 
The results (4.4) and (4.6) for A, and Q are obtained by quadrature after substituting Eqs. (A IO), (A12), and (A13) into Eqs. (A2) and (A3), respectively.
