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1 Introduction
In this paper we refine the variational model for inpainting of 2-D monochromatic
images which was introduced in [25,27] and we study its approximation by show-
ing the -convergence of a suitable sequence of elliptic functionals. Moreover we
describe a numerical algorithm which we apply to the inpainting of some model
images. The limit functional and the approximating functionals are defined by
suitable penalizations of the Dirichlet datum for a second order free discontinuity
problem. Hence the results strongly depend on the regularity results proven in [22].
In image restoration the term inpainting denotes the process of filling in the
missing information over subdomains where a given image is damaged: these
domains may correspond to scratches in a camera picture, occlusion by objects,
blotches in an old movie film or aging of canvas and colors in a painting ([5, 28,
29, 34, 43]).
Minimization of Blake & Zisserman functional is a variational approach to seg-
mentation and denoising in image analysis which deals with free discontinuity, free
gradient discontinuity and second derivatives. This second order functional was
introduced in [8] to avoid over-segmentation of steep gradients (ramp effect) and
other drawbacks which occur in lower order models as in case of Mumford & Shah
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functional ([41]). We refer to [8, 15–17, 19, 21, 37, 40] for motivation and analysis
of variational approach to image segmentation and digital image processing.
First order variational approach to image segmentation and inpainting based on
free discontinuities favours straight edges and produces artificial corners (see [29]
and [34]), while the presence of second derivatives smooths such corners in the
Blake & Zisserman approach (see Figure 3 below).
About minimization of the Blake & Zisserman functional under Neumann
boundary condition we refer to [14–16, 18, 20]. For a description of the rich list
of differential, integral and geometric extremality conditions we refer to [21]. The
results of the paper [22] were deeply exploited in [23] and [26] to study fine proper-
ties of local minimizers of Blake & Zisserman functional under Neumann bound-
ary condition, particularly about their singular set related to optimal segmentation;
in the present paper they are applied to the derivation and the study of a variational
approximation for image inpainting.
In general uniqueness of minimizers for functionals of this kind fails due to lack
of convexity. We refer to [9] for explicit examples of multiplicity. Nevertheless in
the 1-D formulation, uniqueness of minimizer is a generic property with respect
to admissible data: in [10] is proven that for a Gı (countable intersection of dense
open sets) set of admissible data the minimizer is unique. Hence the whole picture
is coherent with the presence of instable patterns, each of them corresponding
to a bifurcation of optimal segmentation under variation of parameters related to
contrast threshold, “luminance sensitivity”, resistance to noise, crease detection,
double edge detection.
Here we introduce two second order functionals E and
F D E C 
Z
nU
jv   gj2 dx
where g is a given L1 datum with 0  g  1 (see (1.1), (2.13)), aiming to image
inpainting, respectively in the cases of complete or partial loss of information in
a small subregion  (see Figures 1 and 2 below), then we define the related weak
functionals E;F (see (4.5) and (5.4)) and their approximations, denoted respec-
tively by Ek and Fk .
The functional E is defined as follows:
E.K0; K1; v/ D
Z
n.K0[K1/
 jD2v.x/j2 C ı.v.x/   1=2/2 dx
C ˛H1.K0 \ /C ˇH1.K1 \ /: (1.1)
Here e denotes an open set, which represents the image domain, with e  R2,
0 < ˇ  ˛  2ˇ and ı > 0. The integral of .v   1=2/2, weighted with a fixed
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positive constant ı, penalizes deviation of gray levels in the output from the central
gray level in the raw image and it entails the coerciveness of E.
Let be an open set with  e and @ Lipschitz, and let w denote a given
L1. n/ function with 0  w  1, representing the gray level intensity of the
raw image under processing, which is damaged due to the presence of blotches in
the set : the noiseless intensity w is known in  n while is completely lost in
the possibly disconnected set .
To face the inpainting problem for w, we look for minimizers of E among
triplets .K0; K1; v/ which fulfill the Dirichlet condition
v D w a.e. on  n: (1.2)
and are essential triplets, say they fulfill the following properties:8ˆˆ<ˆ
:ˆ
K0; K1 are Borel subsets of R2; K0 \K1 D ;;
K0 [K1 is the smallest closed set such that v 2 C 2
  n .K0 [K1/;
and v is approximately continuous in  nK0:
(1.3)
The notion of essential triplet selects those triplets which are cleansed of every
spurious artifact that does not affect the functional value and are good represen-
tatives in equivalence classes of admissible triplets, which allows highly irregular
gray level function v: see Remark 2.5 and Lemmas 2.6, 2.7 below, for comparison
with [23, Definition 2.1] of admissible triplets.
If .K0; K1; u/ is an essential minimizing triplet of E fulfilling Dirichlet con-
dition (1.2), then u provides the inpainted restoration of the whole image, and
K0 [K1 can be interpreted as an optimal segmentation of the restored image: the
three elements of a minimizing triplet .K0; K1; u/ play respectively the role of
edges, creases and smoothly varying intensity in the region e n .K0 [K1/ for the
segmented image.
To achieve the existence of minimizing triplets of E, following a general ap-
proach introduced by De Giorgi and Ambrosio in the seminal papers [30, 31], we
introduce a relaxed functional: the weak Blake & Zisserman functional for inpaint-
ing (see E.v/ in (3.3) and also F.v/ in (3.9)). The idea is to deal with a simpler
functional, which depends on the function v alone, and to recover the sets K0
(jump points of v) and K1 (crease points of v) by taking respectively the discon-
tinuity sets Sv and Srv n Sv. The functional class where we set the problem is
given by second order generalized functions with special bounded variation: say
GSBV2./ (for the formal definition see (3.1) and (3.2)). The class GSBV2./
is the right functional setting, more appropriate than BH./ (bounded hessian
functions whose second derivatives are Radon measure). Indeed BH functions in
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two variables are continuous with integrable gradient; on the other hand BH con-
tains too much irregular functions: for instance the choice of a raw image as a
primitive of the Cantor–Vitali function leads to infE D 0 in BH./.
In this framework compactness and lower semicontinuity [15, Theorems 8, 10]
give the existence of minimizers for the relaxed functional E.v/. The results of
Theorem 2.1 are achieved by showing partial regularity of the obtained weak so-
lution with penalized Dirichlet datum (Theorem 3.1).
The approximation algorithms to deal with the two terms H1.K0 \ / and
H1.K1 \ / are technically quite difficult. Moreover, for the functional (3.3) for
inpainting, the approach developed in [1] must be suitably adapted, in order to ap-
proximate it with a sequence of (simpler) functionals not involving lineic energies.
An important problem is the one of finding effective numerical methods suit-
able for the determination of the solutions given in Theorems 2.1 and 2.2. The
appropriate framework and techniques to solve this problem are provided by the
-convergence theory [33].
Variational approximation of Blake & Zisserman functional aimed to image
segmentation and denoising under Neumann boundary condition has been studied
in [1] and [12] based on -convergence of elliptic functionals; while a different
approach based on a finite difference scheme for the approximation of the integral
functional is proposed and studied in [11].
Conversely, here we propose a variational approximation of Blake & Zisser-
man functional aimed to image inpainting under Dirichlet boundary condition, by
defining a suitable sequence of -convergent elliptic functionals Ek (see (4.6)).
Moreover in the last section we describe a numerical algorithm based on finite
differences to solve the Euler–Lagrange system of the approximating functionals.
There are three main differences with respect to the variational approximation
studied by Ambrosio, Faina & March in [1]: first, here is present a Dirichlet-type
boundary condition, which is penalized by the term
k
Z
n jv   wj2 dx
in the approximating functionals Ek and is exactly recovered in the  limit E (see
(4.5), (4.6)); second, here the image domain is the set  while in the paper [1] it is
the set , nevertheless in both cases the image is processed only in the region ;
third, in the present context we lack also a noisy image defined in the whole ,
which would allow to prescribe a fidelity term of the kind

Z
 jv   gj2dx;
this fact entails a lack of summability for v and it is compensated by the addition
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of the term
ı
Z
n.K0[K1/.v   1=2/
2dx:
The outline of the paper is the following. The strong formulation of the in-
painting model is introduced in Section 2. The weak formulation of the inpainting
model is introduced in Section 3. Several estimates on approximating function-
als Ek are collected in Section 4. Statements and proofs about variational conver-
gence are given in Sections 5, 6 and 7; the analysis of the case ˛ D ˇ is complete,
thanks to the results proven in [26] (uniform density estimates for minimizers and
the coincidence of Hausdorff measure and Minkowski content of their singular
set); the case ˛ ¤ ˇ requires an additional technical assumption in order to achieve
the -lim sup inequality. Some numerically inpainted output of images partially
occluded by masks are shown in Section 8.
The novelty of the present paper is the use of Blake & Zisserman functional to
tackle the inpainting problem and its formulation in terms of essential triplets. The
main results are Theorems 2.1, 2.2 about existence of strong minimizers, Theo-
rems 5.3, 5.4, whose proofs strongly rely on the approach of [1], and the numerical
experiments, described in Section 8.
2 Strong Blake & Zisserman functional for image inpainting
In this section we present the strong formulation of the problem and the existence
of its solutions by stating two main theorems.
The first one is Theorem 2.1 below, which is a general tool since it deals both
with discontinuity and gradient discontinuity in the raw image w which is given in n and must be processed in. Without loss of generality we can assume that
the raw image w can be always extended with constant value equal to 1=2 in .
Theorem 2.1 (Second order variational model for image inpainting: minimization
of functional E). Assume ˛; ˇ; ı;; and w W ! Œ0; 1 fulfil:
    R2; (2.1)
 Lipschitz open set with piece-wise C 2 boundary,  open set; (2.2)
0 < ˇ  ˛  2ˇ; ı > 0; (2.3)
.T0; T1; w/ essential triplet; T0 [ T1 is a finite union of C 1 curves, (2.4)
H1
 
.T0 [ T1/ \  < C1; .T0 [ T1/ \ @ is a finite set; (2.5)
D2w 2 L1  n .T0 [ T1 [ @/: (2.6)
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Then there exists a triplet .P0; P1; u/ which minimizes the functional E defined by
(1.1) among triplets fulfilling (1.2) and (1.3), with E.P0; P1; u/ < C1.
Moreover any triplet .K0; K1; v/ which minimizes the functional E among
triplets fulfilling (1.2) and (1.3), verifies:
K0 \  and K1 \  are .H1; 1/ rectifiable sets, (2.7)
H1.K0 \ / D H1.Sv/; H1.K1 \ / D H1.Srv n Sv/; (2.8)´
v 2 GSBV2./ \ L2./; hence
v and rv have well-defined two-sided traces, finiteH1 a.e. on K0 [K1;
(2.9)
where Sv and Srv respectively denote the singular sets of v and rv (see Sec-
tion 3).
The second statement of this section is Theorem 2.2 below. It deals with free
discontinuity and free gradient discontinuity in  n of the given raw image w
to be processed together with some additional noisy information, denoted by g, in
a Borel subset  n U with
U    :
Theorem 2.2 refers to the second model proposed in this paper. Such functional is
labeled by F and deals with the noisy part by summing the fidelity termZ
nU
jv   gj2 dx
to the functional E. Precisely, we introduce the functional
F.K0; K1; v/ D E.K0; K1; v/C 
Z
nU
jv   gj2 dx (2.10)
to be minimized over essential triplets .K0; K1; v/ fulfilling the Dirichlet con-
dition (1.2).
Theorem 2.2 (Second order variational model for image inpainting: minimization
of functional F ). Assume   R2 is an open set, ˛; ˇ; ı; and w fulfil (2.3)–
(2.6) and
 > 0; g 2 L1. n U/; 0  g  1; (2.11)´
U      R2;
U ,  Lipschitz open sets with piece-wise C 2 boundary:
(2.12)
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Then there exists a triplet .P0; P1; u/ which minimizes the functional
F.K0; K1; v/ D E.K0; K1; v/C 
Z
nU
jv   gj2 dx
D
Z
n.K0[K1/
 jD2vj2 C ıjv   1=2j2 dx
C 
Z
nU
jv   gj2 dx
C ˛H1.K0 \ /C ˇH1.K1 \ /
(2.13)
among triplets fulfilling (1.2) and (1.3), with F.P0; P1; u/ < C1.
Moreover any minimizing triplet .K0; K1; v/ fulfils (2.7)–(2.9).
Figure 1. The image domain is the rectangle . The blotches    with com-
plete loss of information are represented by the black region  (see Theorem 2.1:
minimization of functional E).
Figure 2. The image domain is the rectangle . The blotches    correspond
to some loss of information: complete loss in the black region U , partially damaged
image in the gray region  n U (see Theorem 2.2: minimization of functional F ).
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Remark 2.3. If .K0; K1; v/ is a minimizing triplet of E, then v fulfills the Euler
equation
2v C ı.v   1=2/ D 0 inD 0. n .K0 [K1//; (2.14)
together with many integral and geometric relationships similar to the ones ful-
filled by minimizing triplets of Blake & Zisserman functional for image segmen-
tation (see [21, 23]).
Remark 2.4. We emphasize that the Dirichlet datum on the boundary @ is pre-
scribed only by penalization, through v D w a.e. on  n. Hence part of the
segmentation may appear also on @: when this phenomenon takes place, it is
described by energy contribution of a length-type termH1..K0 [K1/ \ @/.
Remark 2.5. Obviously any essential triplet .K0; K1; v/ (e.g. a triplet fulfilling
(1.3)) which minimizesE with finite energyE.K0; K1; v/ < C1, has a Lebesgue
measurable third element v, since v belongs to C 2. n .K0 [K1// and since we
have L2.K0 [K1/ D 0.
Referring to Theorems 2.1 and 2.2, we discuss a comparison between the defi-
nition (1.3) of essential triplets given here and the definition of admissible triplets
and of essential minimizing triplets given in [23, 25, 27]. This is achieved by Re-
mark 2.5 and by Lemmas 2.6 and 2.7 below.
Lemma 2.6. The definition (1.3) selects a representative in each equivalence class
of admissible triplets, with respect to the following equivalence relationship:
.T0; T1; v/  .P0; P1; z/
” ®v D z a.e. on ; H1.T04P0/ D H1.T14P1/ D 0¯:
Moreover, any triplet fulfilling (1.3) satisfies also
v is measurable in ; (2.15)
K1 D K1 nK0; K0 D K0 nK1: (2.16)
Proof. The properties 2.15 and 2.16 follow by [26, Lemma 2.12].
Lemma 2.7. Theorems 2.1 and 2.2 refer to the minimization of functionals
E D Eb CE` and F D E C 
Z
nU
jv   gj2 dx
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where Eb and E` denote respectively the bulk energy and the lineic energy
Eb D
Z
n.K0[K1/
 jD2vj2 C ıjv   1=2j2 dx;
E` D ˛H1.K0 \ /C ˇH1.K1 \ /
D .˛   ˇ/H1.K0 \ /C ˇH1..K0 [K1/ \ / :
The papers [16, 22, 23] focused the analysis on the minimization with Dirichlet
boundary conditions over admissible triplets (see [23, Definition 2.1]) of
E D Eb C E` and F D E C  Z
nU
jv   gj2 dx
where E` D ˛H1.K0 \ /C ˇH1..K1 nK0/ \ /. Then:
(i) the present minimization of E over essential triplets fulfilling condition (1.2)
is equivalent to the minimization of E over admissible triplets (see [23, Def-
inition 2.1]), say it provides an essential minimizing triplet in the sense of
[26, Definition 2.6],
(ii) the present minimization of F over essential triplets fulfilling condition (1.2)
is equivalent to the minimization of F over admissible triplets.
The same statements (i) and (ii) hold true for the Neumann boundary conditions,
i.e. when constraint (1.2) is dropped everywhere.
Proof. Obviously any essential triplet is an admissible triplet. For any admissible
triplet .U0; U1; u/ we define another triplet .K0; K1; v/ D P .U0; U1; u/ as fol-
lows:
v D u;
K is the smallest closed subset of U0 [ U1 such thateu 2 C 2. nK/;
K0 D U0 \K n .U1 n U0/;
K1 D U1 \K n U0:
Then, thanks to [26, Theorem 2.12], we have:
(I) P .K0; K1; v/ is an essential triplet for any admissible triplet .K0; K1; v/;
(II) E.P .K0; K1; v// D E.K0; K1; v/ for any triplet .K0; K1; v/ which mini-
mizes E over admissible triplets,
(III) E.P .K0; K1; v//  E.K0; K1; v/ for any admissible triplet .K0; K1; v/,
(IV) P 2.K0; K1; v/ D P .K0; K1; v/ for any admissible triplet,
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hence we get the equivalence (i) about minimization of E over essential triplets
and minimization of E over admissible triplets.
The same discussion proves the equivalence (ii) about minimization ofF and F ,
since the difference refers only to the lineic part E` and E` of the functionals.
Proof of Theorems 2.1 and 2.2. We follow exactly the same procedure of the pa-
pers [25, 27]: we apply the direct methods of Calculus of Variations to function-
als (1.1) and (2.13), by proving the partial regularity for solutions of a weak ver-
sion E of (1.1) and F of (2.13), which are introduced respectively in (3.3) and
(3.9) of Section 3.
Remark 2.8. For the sake of simplicity the regularity assumption on the Dirichlet
datum has been formulated by (2.4)-(2.6).
We emphasize that all Theorems 2.1, 2.2, 5.3 and 5.4 hold true if the assumptions
(2.4) and (2.6) respectively are substituted by the following much more general
assumptions, which allow to deal with highly irregular raw images:8ˆˆ<ˆ
:ˆ
.T0; T1; w/ essential triplet;
9" > 0; %0 > 0 such thatH1
 
.T0 [ T1/ \ B%.x/ \ . n/  "%
8x 2 .T0 [ T1/ \ @; 8 %  %0;8ˆˆˆˆ
ˆˆˆˆ<ˆ
ˆˆˆˆˆˆˆ
:
D2w 2 L2. n .T0 [ T1//; D2w 2 L1.A n .T0 [ T1//;
there exists A open set such that @  A  ;
9C > 0 W krwkL1 ; kr2wkL1  C in A;
Lip. 0/  C with  arc-length parametrization of @;
9 N% > 0 W H1.@ \ B%.x// < C% 8x 2 @; 8%  N%:
3 Weak Blake & Zisserman functional for image inpainting
We denote by B%.x/ the open ball ¹y 2 R2 W jy   xj < %º, and set
B% D B%.0/; BC% D B% \ ¹.x; y/ W y > 0º; B % D B% \ ¹.x; y/ W y < 0º:
We denote by V the characteristic function of V for any V  R2; by H1.V / its
1-dimensional Hausdorff measure and by jV j its Lebesgue outer measure.
For any Borel function v W ! R and x 2 , z 2 R WD R [ ¹ 1;C1º, we
set z D ap limy!x v.y/ (approximate limit of v at x) if, for every g 2 C 0.R/;
g.z/ D lim
%!0
«
B%.0/
g.v.xC // dI
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the functionev.x/ D ap limy!x v.y/ is called representative of v; the singular set
of v is
Sv D
°
x 2  W Àz such that ap lim
y!x
v.y/ D z
±
:
A Borel function v W ! R is approximately continuous at x 2  if and only
if v.x/ D ap limy!x v.y/.
By referring to [2,16,21,36],Dv denotes the distributional gradient of v, rv.x/
denotes the approximate gradient of v, say v is approximately differentiable at x
if there exists a vector rv.x/ 2 R2 (the approximate gradient of v at x) such that
ap lim
y!x
jv.y/  ev.x/   rv.x/  .y   x/j
jy   xj D 0:
A function u 2 BV./ is approximately differentiable a.e. and for H1 almost all
x 2 Su there exist .x/ 2 @B1, vC.x/ 2 R, v .x/ 2 R with vC.x/ > v .x/ such
that
lim
%!0 %
 2
Z
¹y2B% W y.x/>0º
jv.xC y/   vC.x/j dy D 0;
lim
%!0 %
 2
Z
¹y2B% W y.x/<0º
jv.xC y/   v .x/j dy D 0:
By SBV./ we denote the De Giorgi class of functions v 2 BV./ such thatZ

jDvj D
Z

jrvj dxC
Z
Sv
jvC   v j dH1:
Moreover,
SBVloc./ WD ¹v W v 2 SBV.0/ 80  º;
GSBV./ WD ¹v W ! R Borel W  k _ v ^ k 2 SBVloc./ 8k 2 Nº; (3.1)
GSBV2./ WD ¹v 2 GSBV./ W rv 2 .GSBV.//2º: (3.2)
If v 2 GSBV./, then rv exists a.e., and for v 2 GSBV2./ we set
r2v D r.rv/:
With the aim of minimizing functional E, we introduce the weak Blake & Zis-
serman functional for inpainting E, which is similar to the one introduced in [15]
for image segmentation,
E.v/ WD
8ˆˆ<ˆ
:ˆ
Z

 jr2vj2 C ı.v   1=2/2 dx
C .˛   ˇ/H1.Sv/C ˇH1.Sv [ Srv/ if v 2 X./;
C1 otherwise,
(3.3)
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where
X./ defD ®v 2 GSBV2./ \ L2./ W v D w a.e. on  n¯: (3.4)
We emphasize that E is still a nonconvex functional but has the advantage of
depending only on the function v and not on the sets K0; K1; nevertheless the
optimal sets K0; K1 can be recovered by suitable transformations of the singular
sets Sv and Srv.
Theorem 3.1 (Weak second order variational model for image inpainting: mini-
mization of functional E). Assume (2.1)–(2.3) and w W ! Œ0; 1 such that
w 2 C 2  n .Sw [ Srw/; w approximately continuous in  n Sw ; (3.5)
E.w/ < C1 (3.6)
H1
 
.Sw [ Srw/ n .Sw [ Srw/
 D 0; (3.7)
H1
 
.Sw [ Srw/ \ @
 D 0 (or .Sw [ Srw/ \ @ finite set): (3.8)
Then there exists v minimizing the functional E in X./ with finite energy.
Proof. ObviouslyE.v/  0 for all v 2 X./. Assumptions (3.5)–(3.8), the inter-
polation Theorem 6 in [15] and [32, Lemma 2.3] entail
w 2 X./ and inf
v2X./E.v/ < C1:
Let vk 2 X./ be a minimizing sequence for E. By [15, Theorem 8] there is
v1 inX./ and a subsequence such that, without relabeling, vk ! v1 a.e. on .
The property vk D w in  n entails v1 D w in  n. By [15, Theorem 10],
E.v1/  lim inf
k
E.vk/;
hence E.v1/ D infv2X./E.v/.
Analogously, in order to study the functional F , we introduce the weak Blake
& Zisserman functional for inpainting F, which is similar to the one introduced
in [15] for image segmentation,
F.v/ WD
8ˆˆˆˆ
ˆˆˆˆ<ˆ
ˆˆˆˆˆˆˆ
:
Z

 jr2vj2 C ı.v   1=2/2 dx
C 
Z
nU
jv   gj2 dx
C .˛   ˇ/H1.Sv/C ˇH1.Sv [ Srv/ if v 2 X./;
C1 otherwise.
(3.9)
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Theorem 3.2 (Weak second order variational model for image inpainting: mini-
mization of functional F). Assume (2.1)–(2.3), (3.5), (3.7), (3.8) and
F.w/ < C1: (3.10)
Then there exists u minimizing the functional F in X./ with finite energy.
By Theorems 3.1 and 3.2 and by the regularity theory developed in [22,25,27],
we achieve the proofs of Theorems 2.1 and 2.2.
4 Functional framework and approximating functionals
In order to approximate the weak functional E D E.v/ we introduce a functional
E D E.v; s; / which depends also on the control functions s,  and coincides
with E for trivial choices (s  1,   1) of the control functions. We define the
spaces
Y
 e WD  GSBV2./ \ L2./  L1.I Œ0; 1/  L1.I Œ0; 1/; (4.1)
D.e/ WD H 2./ H 1.I Œ0; 1/ H 1.I Œ0; 1/  Y.e/ (4.2)
and also the space, larger thanD.e/,
D0.e/ WD ®.v; s; / W v; s;  2 H 1./;  rv 2 W 1;p.IR2/¯  Y.e/ (4.3)
where p D 2=. C 2/ and   2.
In the following they are briefly denoted respectively byD andD0.
If v 2D0, the approximate differentiability of v and of  rv imply that r2v
exists a.e. in ¹ > 0º and is given by
r2v D r.rv/   r ˝rv

: (4.4)
We also set r2v D 0 in ¹ D 0 º. We define a functional
E W Y./! Œ0;C1
as follows:
E.v; s; / WD
´
E.v/ if v 2 X./; s  1;   1 in ;
C1 otherwise: (4.5)
Obviously, by Theorem 3.1, there exists the minimum of E in Y./.
Authenticated | antonio.leaci@unisalento.it author's copy
Download Date | 12/19/13 5:34 AM
14 M. Carriero, A. Leaci and F. Tomarelli
In order to obtain the variational approximation of the functional (4.5), we in-
troduce the sequence of elliptic functionals Ek W Y./! Œ0;C1 as follows:
Ek.v; s; / WD
8ˆˆˆˆ
ˆˆˆˆˆˆˆ
ˆˆˆˆˆˆˆ
ˆˆˆˆˆˆˆ
ˆˆ<ˆ
ˆˆˆˆˆˆˆ
ˆˆˆˆˆˆˆ
ˆˆˆˆˆˆˆ
ˆˆˆˆˆ:
Z
.2 C k/jD2vj2 dx
C k
Z
.s2 C k/jDvj dx
C .˛   ˇ/
Z


1
k
jDsj2 C k .s   1/
2
4

dx
C ˇ
Z


1
k
jD j2 C k .   1/
2
4

dx
C ı
Z

jv   1=2j2 dx
C k
Z
n jv   wj2 dx if .v; s; / 2D and k > 0,
or .v; s; / 2D0 and k D 0,
C1 otherwise,
(4.6)
for   2 and suitable positive infinitesimals k; k; k .
Functionals Ek are to be minimized on triplets of functions .v; s; /. We em-
phasize that the minimization acts not only on the restored image v but also on
two auxiliary functions: s which is a control function for Dv and  which is a
control function of the Hessian of v. To understand heuristically why this approx-
imation holds, we observe that if .vk; sk; k/ is a sequence of minimizers of Ek ,
then the function sk assumes value 1 where v is continuous and it is close to 0
in a tubular neighborhood of discontinuity set Sv of thickness 1=k. As k !C1,
this neighborhood shrinks and then, for k large enough, sk yields an approximate
representation of the jump set of v.
The function k , instead, assumes values near 0 only in a tubular neighborhood
of Sv [ Srv of thickness 1=k. As k !C1, this neighborhood shrinks and k
yields an approximate representation of the jump and crease sets of v. The last term
in (4.6) forces v to assume the value w in  n. The following term of Modica–
Mortola type ([39]) is inserted in the functional, to approximate the Hausdorff
measure of the singular sets
Gk.z/ WD
Z


1
k
jDzj2 C k .z   1/
2
4

dx: (4.7)
For any k 2 N, we prove the properties of the functionals Ek which allow the use
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of the direct methods in Calculus of Variations to prove the existence of minimizers
of Ek in Y./.
Theorem 4.1 (Compactness of Ek sublevels). For any fixed k 2 N,
(i) for any positive infinitesimals k; k; k ,   2 and any sequence
Vn D .vn; sn; n/ 2D
such that
sup
n
Ek.Vn/ < C1;
there exists a subsequence Vnj and V D .v; s; / 2D such that
Vnj ! V in L1.IR3/;
Dvnj ! Dv a.e. on ;
snj * s; nj *  weakly in H
1.I Œ0; 1/:
(ii) for any positive infinitesimals k; k , k D 0,  > 2 and any sequence
Vn D .vn; sn; n/ 2D0
such that
sup
n
Ek.Vn/ < C1;
there exists a subsequence Vnj and V D .v; s; / 2D0 such that
Vnj ! V in L1.IR3/;
Dvnj ! Dv a.e. on ¹ > 0º;
snj * s; nj *  weakly in H
1.I Œ0; 1/:
Proof. The proof of (i) is a straightforward consequence of Rellich’s theorem. For
the proof of (ii) see [1, Theorem 5.1].
Theorem 4.2 (Lower semicontinuity of Ek). For any fixed k 2 N, for any positive
infinitesimals k; k; k;   2 and any sequence Vn D .vn; sn; n/ 2D such that
Vn ! V 2D in L1.IR3/; (4.8)
the following inequality holds true:
Ek.V /  lim inf
n
Ek.Vn/: (4.9)
If k D 0 and  > 2, for any positive infinitesimals k; k , and any sequence
Vn D .vn; sn; n/ 2D0 such that (4.8) holds inD0, inequality (4.9) holds true.
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Proof. It is not restrictive to assume that Ek.Vn/ converges to a finite limit. Then
by Theorem 4.1
Dvn ! Dv a.e. on ;
sn * s; n *  weakly in H 1.I Œ0; 1/: (4.10)
By collecting (4.8)–(4.10),
.2n C k/1=2D2vn * .2 C k/1=2D2v weakly in L2.IR22/;
.s2n C k/1=2Dvn * .s2 C k/1=2Dv weakly in L2.IR2/: (4.11)
Then by Ioffe’s lower semicontinuity theorem the first two terms in Ek are lower
semicontinuous. Since the sequences sn and n are bounded inH 1.I Œ0; 1/, they
weakly converge respectively to s;  and therefore the terms Gk.s/ and Gk./,
defined in (4.7), are lower semicontinuous.
For the proof of the case k D 0 and  > 2, see [1, Theorem 5.2].
Under the two sets of assumptions in Theorems 4.1 and 4.2, the compactness
and lower semicontinuity properties of Ek entail that the problem
min¹Ek.v; s; /º (4.12)
has at least one solution for any k 2 N among either the triplets .v; s; / 2D or
.v; s; / 2D0.
5 Convergence of approximating functionals
In this section we collect the statements about convergence properties for the ap-
proximating functionals Ek (see definitions (3.3), (3.4), (4.5), (4.6)). The results
hold true under the assumptions (2.3)–(2.6); the proofs are postponed to Sections 6
and 7.
All these variational approximations are obtained in the framework of the notion
of -convergence, introduced by De Giorgi and Franzoni in [33], whose definition
is recalled below for reader’s convenience.
Let Y./ be endowed with the topology of L1.IR3/ and let
E;Ek W Y./! Œ0;C1
be the functionals defined above, we say that the sequence .Ek/ -converges to E
if and only if for any .v; s; / 2 Y./ the following two conditions are satisfied:
(i) for any sequence .vk; sk; k/ in Y./ converging in L1.IR3/ to .v; s; /,
then
E.v; s; /  lim inf
k
Ek.vk; sk; k/;
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(ii) there exists a sequence .vk; sk; k/ converging inL1.IR3/ to .v; s; / such
that
lim sup
k
Ek.vk; sk; k/  E.v; s; /:
The importance of this notion relies on the fact that it implies the convergence
of minimizers of the approximating functionals Ek to minimizers of the limiting
functional E under an equicoercivity assumption. Moreover the -convergence is
stable with respect to continuous perturbations.
First we state the lower inequality of -convergence.
Theorem 5.1. Assume   2 and either k > 0 or k D 0, k > 0 definitively, and
assume that
lim
k!C1
kk D C1: (5.1)
Then, for every triplet .v; s; / 2 Y./ and for every sequence .vk; sk; k/ 2D
(or inD0 if k D 0) converging to .v; s; / in L1.IR3/ as k !C1, we have
E.v; s; /  lim inf
k!C1
Ek.vk; sk; k/: (5.2)
Moreover, (5.1) can be replaced by the condition k  0 in the case ˛ D ˇ:
Then we state the equicoercivity of the sequence .Ek/ under the same pair of
assumptions on the infinitesimals k; k; k made in Theorem 5.1.
Theorem 5.2. Assume either   2 and k > 0 or  > 2, k D 0 and k > 0
definitively, and
lim
k!C1
kk D C1; sup
k
Ek.vk; sk; k/ < C1:
Then the sequence .vk; sk; k/ is relatively compact in the L1.IR3/ topology
and any limit point is of the form .v; 1; 1/ with v 2 X./.
Now we consider the upper inequality of -convergence. We first state a full
-convergence result in the special case when ˛ D ˇ. We recall that a domain 
is strictly star-shaped if there exists x0 2  such that t .   x0/C x0   for
any t 2 Œ0; 1/.
Theorem 5.3. Assume that ˛ D ˇ,   2 and  is strictly star-shaped. Assume
that k > 0 and k D o.1=k4/, while k D k D 0. Then:
(i) the sequence .Ek/ -converges to E in theL1.IR3/ topology as k !C1,
(ii) if .vk; sk; k/ minimizes Ek , the sequence .vk; sk; k/ is relatively compact
in L1.IR3/ and any limit point corresponds to a triplet .v; 1; 1/ with v
minimizer of F in X./.
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Eventually we state the upper inequality of -convergence in the more general
situation ˛ ¤ ˇ, under the assumptions that v 2 L1./, jrvj 2 L ./ and that,
for the sets Sv and Sv [ Srv, Hausdorff measure and Minkowski content coincide
(see Theorem 5.4 below).
For every set A  R2 and every positive real number %, we denote by .A/% the
open tubular neighborhood of A with radius %, that is
.A/% D ¹x 2 R2 W dist.x; A/ < %º:
We define the Minkowski 1-dimensional upper and lower content of the set A,
respectively, by
M.A/ D lim sup
%!0C
j.A/%j
2%
; M.A/ D lim inf
%!0C
j.A/%j
2%
:
It can be shown (see [36, Section 3.2.39]) that j.A/%j=% converges to 2H1.A/ as
%! 0C for any compact subset A of a C 1 curve. In particular, by inner approxi-
mation this implies
M.A/  H1.A/
for any v 2 BV./ and any Borel set A  Sv, because H1-almost all of Sv can
be covered by C 1 curves. The inequalityM.A/  H1.A/, which implies
lim
%!0C
j.A/%j
2%
D H1.A/;
holds under very mild regularity assumptions on the set A (see [3]).
Theorem 5.4. Assume that ˛ ¤ ˇ and  is strictly star-shaped. Assume that
  2, k D 0, k > 0, k satisfies (5.1) and kk D o.1=k 1/. Then, for ev-
ery triplet .v; s; / 2 Y./ such that v 2 L1./, jrvj 2 L ./ and
M.Sv/  H1.Sv/; M.Sv [ Srv/  H1.Sv [ Srv/;
there exist .vk; sk; k/ 2D0 converging to .v; s; / in L1.IR3/ as k !C1
such that
lim sup
k!C1
Ek.vk; sk; k/  E.v; s; /: (5.3)
Hence the sequence .Ek/ -converges to E in the L1.IR3/ topology; if
.vk; sk; k/ minimizes Ek , then the sequence .vk; sk; k/ is relatively compact in
L1.IR3/ and any limit point corresponds to a triplet .v; 1; 1/ with v minimizer
of E in X./.
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Remark 5.5. All the definitions and theorems of the present section aim to the
approximation of E with the functionals Ek .
Obviously all the definitions and theorems of the present section hold true for
the approximation of the functional
F .v; s; / D E.v; s; /C 
Z
nU
jv   gj2 dx (5.4)
by simply substituting Ek with
Fk D Ek C 
Z
nU
jv   gj2 dx
and adding (2.11), (2.12) to the assumptions.
6 Lower inequality and equicoerciveness
In this section we prove the lower inequality of -convergence (5.2) and the
equicoercivity of the family .Ek/. In the following it will be convenient also to
consider functionals depending on the domain of integration.
Proof of Theorem 5.1. Let Vk D .vk; sk; k/ 2D and V 2 Y./ be such that
Vk ! V in L1.IR3/ as k !C1. We assume that
C1 > L D lim inf
k!C1
Ek.vk; sk; k/ D lim
n!C1Ekn.vkn ; skn ; kn/;
otherwise the result is trivial. For notational simplicity we set Vn D .vkn ; skn ; kn/
and we assume that Vn converge a.e. to V D .v; s; / as n!C1. Since L is
finite, it follows that, by Fatou’s lemma, v D w in  n, s D  D 1 in . By
[1, Theorem 3.1], we have
E.v; s; ;/  lim inf
n!C1
Z
.2n C n/jD2vnj2 dx
C n
Z
.s2n C n/jDvnj dx
C .˛   ˇ/Gn.sn/C ˇGn.n/

C lim inf
n!C1

ı
Z

jvn   1=2j2 dxC n
Z
n jvn   wj2 dx

 lim inf
n!C1En.vn; sn; n/:
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Proof of Theorem 5.2. By reasoning as in the proof of [1, Theorem 3.1], by the
equiboundedness of Ek.vk; sk; k/ it follows that .sk; k/! .1; 1/ in L1.IR2/
as k !C1 and there exists a subsequence (without relabeling) and measur-
able sets Ck   such that j n Ckj ! 0 and uk D vkCk converge in L1./
to v 2 X./. Since .vk/ is equibounded in L2./, by Hölder’s inequality
kuk   vkkL1 ! 0 as k !C1,
hence vk ! v in L1./.
7 Upper inequality
Proof of Theorem 5.3. Without loss of generality we can assume:
v 2 X./; jr2vj 2 L2./;   1:
Since we have that ˛ D ˇ, we set sk D 1 for any k. As in [1], we can construct
a sequence vk converging to v in L2./, so that we can drop from the functionals
Ek;E the term
ı
Z

jv   1=2j2 dx;
which is continuous with respect to the strong L2./ topology. Assuming that 
is strictly star-shaped with respect to the origin, we set
t D t; 8t 2 .0; 1/:
By the assumption   , we have   t , at least for t near 1. By the as-
sumptions on w and by assuming first that
M.Sv [ Srv/ D H1.Sv [ Srv/; (7.1)
following the construction of [1, Section 7.1], we obtain a sequence
Vk D .vk; 1; k/ 2D.t /
such that
lim sup
k!1
Ek.vk; 1; k;t /  E.v; 1; 1;/: (7.2)
We remark that the additional term
k
Z
tn jvk   wj
2 dx
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is infinitesimal, since kvkkL1.tn/  kwkL1.n/ and
lim
k!1
kj¹vk ¤ wº \ .t n/j D 0; (7.3)
as proved for (7.6) in [1], with " D 1=k.
Then, the maps Vk;t .x/ D Vk.tx/ belong toD./ and satisfy
lim sup
k!1
Ek.vk; 1; k;/  t 2E.v; 1; 1;/;
hence the desired sequence of the -lim sup inequality can be constructed by a di-
agonal argument by letting t " 1.
The additional assumption (7.1) can be removed as follows. Consider for any
 > 0 the penalized problem
min
²Z
 jr2uj2 C ju   vj2dx C ˇH1.Su [ Sru/ W u 2 X./
³
;
and let u be a minimizer (see [22]). SinceE.u/  E.w/ < C1, it follows that
u ! v in L2./ as !C1. By the uniform density estimates on the singu-
lar set up to the boundary proved in [26, Theorem 5.9], any u fulfills (7.1), and
therefore a sequence Vk D .vk; 1; k/ satisfying (7.2) can be obtained by a diago-
nal argument.
We remark that in the present case (say ˛ D ˇ) the assumption (5.1) can be
removed.
Claim (ii) follows from Theorem 5.2 and the properties of -convergence.
Proof of Theorem 5.4. The proof is similar to that of [1, Theorem 3.4], taking into
account (7.3).
8 Numerical experiments
In the present Section we describe a numerical approximation for the Euler–La-
grange system of equations of the functionals Ek in (4.6), which are -convergent
to Blake & Zisserman functional for inpainting (4.5).
The approximation of Blake & Zisserman functional by the -convergence al-
lows to approximate numerically the minimizers of the functionals Ek and conse-
quently the minimizers of functional E too.
The approximation of second order functionals with free gradient discontinu-
ity by elliptic functionals -convergent has been stated and numerically imple-
mented in the context of image segmentation and depth extraction from stereo im-
ages in [1], by adopting a discretization approach different from the one proposed
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here. For the sake of simplicity, we assume k D 0, and that the open set  is
a rectangle.
The system of Euler–Lagrange equations, associated to the k-th approximating
functional Ek in (4.6), when the term k is neglected, is given by8ˆˆˆˆ
ˆˆˆˆˆˆ<ˆ
ˆˆˆˆˆˆˆ
ˆˆ:
22v C 2 2D D.v/C vx xx x C 2vx yx y C vy yy y
C 2.D2vD/ D   k
 
s2v C 2sDv Ds
C ı

v   1
2

 C k.v   w/n D 0;
4.˛   ˇ/s D 4kksjDvj2 C .˛   ˇ/k2.s   1/;
4ˇ D 4k jD2vj2 C ˇk2.   1/;
(8.1)
in the open set . For the sake of simplicity, in the following we could assume
˛ D ˇ, hence s  1, and k D 0, so that the system becomes a 2  2 system.
The system (8.1) can be discretized by finite central differences.
Let h be fixed and let  be the rectangle .0; nC 1/  .0;mC 1/. Let xi D ih
and yj D jh be a discretization of with step-size h > 0 and let, for i D 1; : : : ; m
and for j D 1; : : : ; n,
.i;j /k WŠ k.xi ; yj /; .ui;j /k WŠ uk.xi ; yj /
be the approximate values of the solution .uk; k/ of (8.1) in the interior points of
the discretization of . On the boundary of  we set u D w and  D 1.
In the following we omit the index k for the involved functions whenever this
omission does not create any ambiguity.
We denote the finite difference approximations by the central differences of first
partial derivatives of a given function v as follows:
vx.xi ; yj / Š viC1;j   vi 1;j
2h
;
vy.xi ; yj / Š vi;jC1   vi;j 1
2h
;
while the Laplace operator, v WD vx x C vy y , is approximated by the 5-points
scheme
viC1;j C vi 1;j   4vi;j C vi;jC1 C vi;j 1
h2
;
where vi˙1;j Š v.xi ˙ h; yj / and vi;j˙1 Š v.xi ; yj ˙ h/.
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The second partial derivatives are approximated by
vxx.xi ; yj / Š viC1;j   2vi;j C vi 1;j
h2
;
vyy.xi ; yj / Š vi;jC1   2vi;j C vi;j 1
h2
;
vxy.xi ; yj / Š viC1;jC1   viC1;j 1   vi 1;jC1 C vi 1;j 1
4h2
:
The approximations of the third partial derivatives in .xi ; yj / are
vxxx Š viC2;j   2viC1;j C 2vi 1;j   vi 2;j
2h3
;
vyyy Š vi;jC2   2vi;jC1 C 2vi;j 1   vi;j 2
2h3
;
vxyy Š viC1;jC1   2viC1;j C viC1;j 1   vi 1;jC1 C 2vi 1;j   vi 1;j 1
2h3
;
vxxy Š viC1;jC1   viC1;j 1   2vi;jC1 C 2vi;j 1 C vi 1;jC1   vi 1;j 1
2h3
:
The bilaplacian of v, 2v WD vxxxx C 2vxxyy C vyyyy , is approximated by a
13-points scheme
viC2;j C 2viC1;jC1   8viC1;j C 2viC1;j 1 C vi;jC2   8vi;jC1 C 20vi;j
h4
C  8vi;j 1 C vi;j 2 C 2vi 1;jC1   8vi 1;j C 2vi 1;j 1 C vi 2;j
h4
:
By inserting the above schemes into the Euler–Lagrange equations, we obtain a nu-
merical approximation for the system (8.1), which we used in the numerical ex-
periments. The solution of the nonlinear algebraic system is approximated through
a Gauss–Seidel relaxation method (see [12] for an analogous approach).
The stopping criteria for the iterative procedure are given by
k .pC1/
k
   .p/
k
j2
k .pC1/
k
k2
 tol GS
and
ku.pC1/
k
  u.p/
k
k2
ku.pC1/
k
k2
 toluGS
where tol GS and toluGS are fixed tolerances to control the relative errors on the
approximations. Then, if p is the iteration at which both inequalities are satisfied,
the numerical solution of (8.1) is given by .u.p
/
k
; 
.p/
k
/.
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In order to simulate the -convergence in the discrete space, we generate a se-
quence of differential problems like (8.1) by changing the value of the parameter k
according to a suitable rule k.I /, where I is the current iterate. Since we obtain
the converge results for the -convergence as k !C1, in the discrete version we
are interested in studying the numerical convergence of the sequence of discrete
approximations, when I increases.
To this end we use an iterative technique based on successive substitutions or
Picard iterations (see [42]).
For I D 0, we set k.0/ D 0 and we consider as initial guess for the Picard
method .u0; 0/ D .1; w/, that is  D 1 everywhere in  and the function u
given by the datum w in  n and by 1=2 in .
For the first iteration, I D 1, we set k.1/ D 1 and we calculate the numerical
solution .u.p
/
1 ; 
.p/
1 / of the system (8.1) with k D 1.
In general, for every I , let .u.p
/
k.I/
; 
.p/
k.I/
/ be the numerical solution of the
system (8.1) with k D k.I / that is obtained by the convergence of the previous
Gauss–Seidel relaxation algorithm.
In this context, to iterate by Picard method means that the initial approximation
for the method used for solving system (8.1) with k D k.I C 1/, is the numerical
solution obtained by Gauss–Seidel method at the previous step, that is
.u
.0/
k.IC1/; 
.0/
k.IC1// D .u.p
/
k.I/
; 
.p/
k.I/
/  .uk.I/; k.I//:
The Picard iterative procedure stops when the following criterion on relative errors
is satisfied:
.err /k.IC1/ D
kk.IC1/   k.I/k2
kk.IC1/k2  err ;
.erru/k.IC1/ D
kuk.IC1/   uk.I/k2
kuk.IC1/k2  erru
where tol  and tolu are fixed tolerances on  and u, respectively. In this case, we
say that the numerical convergence has been achieved in I D I C 1 number of
iterations and the corresponding value of k is given by k D k.I/.
We define the variation law k.I / of the parameter k in the following way:8ˆ<ˆ
:
k.0/ D 0; k.1/ D 1
k.I C 1/ D k.I /C

.err /k.I/
tol 

if I  1
where de is the upper integer part.
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This strategy of variation for k in each system (8.1) with k D k.I / seems
reasonable, because it is a good choice to increase k quickly when large errors
.err /k.I/ are present, while only a slow variation of k is required when we are
“near” to the requested tolerance on the error. In the numerical experiments we
have chosen always k D 1 as initial guess for the Picard method. We have consid-
ered the parameters ˛; ı with values of the order ˛ D 10 4; 10 5 and ı D 1.
We conclude by showing some pictures obtained in numerical experiments
which exploit the variational approximation (4.6) of the functional (4.5): Figures 3,
4, 5 and 6, 7 where the inpainting algorithm removes masks or overlapping text
(courtesy of G. Carboni and I. Sgura).
Figure 3. Inpainting of a circle without introducing artificial corners.
Figure 4. Inpainting of four circles.
Figure 5. Inpainting of four circles with a big mask which gives connectivity.
Authenticated | antonio.leaci@unisalento.it author's copy
Download Date | 12/19/13 5:34 AM
26 M. Carriero, A. Leaci and F. Tomarelli
Figure 6. Text removal.
Figure 7. Text removal (from Shakespeare, “Henry VI”).
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