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The effective Lagrangian expansion provides a framework to study effects of new physics at the
electroweak scale. To make full use of LHC data in constraining higher-dimensional operators we
need to include both the Higgs and the electroweak gauge sector in our study. We first present
an analysis of the relevant di-boson production LHC results to update constraints on triple gauge
boson couplings. Our bounds are several times stronger than those obtained from LEP data. Next,
we show how in combination with Higgs measurements the triple gauge vertices lead to a significant
improvement in the entire set of operators, including operators describing Higgs couplings.
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2I. INTRODUCTION
The direct exploration of the electroweak symmetry breaking sector started with the discovery of a light narrow
Higgs boson [1] in 2012 [2] — a triumph of particle physics. Already the LHC Run I allowed ATLAS and CMS
to perform a large number of tests of the nature of the observed resonance, but no significant deviations from the
Standard Model properties were observed for example in the Higgs production and decay rates [3–6]. On the other
hand, it is important to remind ourselves that the current constraints are still at a precision level for which no
significant deviations would be expected in weakly interacting models of new physics [7].
If we accept the Standard Model assumption that the Higgs particle is closely related to the massive gauge bosons,
the Higgs results from Run I should be combined with corresponding precision measurements in the electroweak
sector. During Run I the LHC collaborations have also collected meaningful event samples probing electroweak gauge
boson pair production. They contain information on the structure of the triple gauge boson vertices (TGV)s and
allow for complementary tests of the electroweak symmetry breaking mechanism.
The eventual observation of departures of Higgs or gauge boson couplings from their SM predictions can give hints
of physics beyond the Standard Model, affecting the electroweak sector and characterized by a new energy scale
Λ. One way of parametrizing low–energy effects of SM extensions is by means of an effective Lagrangian [8], which
only depends on the low–energy particle content and symmetries. This bottom–up approach has the advantage of
minimizing the amount of theoretical hypothesis when studying deviations from the SM predictions. Here, we assume
that the observed Higgs–like state belongs to a light electroweak doublet and that the SU(2)L ⊗ U(1)Y symmetry
is linearly realized in the effective theory [9–13]. Without lepton number violation, the lowest order operators which
can be built are of dimension six. The coefficients of these dimension–six operators parametrize our ignorance of the
new physics effects and have to be determined using all available data.
One result of this effective theory approach is that modified Higgs couplings to weak bosons are related to triple
gauge boson vertices in a model independent fashion. This allows us to use Higgs data not only to constrain TGVs [14],
but also to use TGV data to test the strengths and structures of Higgs couplings. Usually, such combined analyses
rely on LEP results for the TGVs [15–17], the only exception being Ref. [6]. The reason is that LEP provided the
strongest constraints on TGVs until now. However, during the LHC Run I both ATLAS and CMS have collected a
substantial amount of data on di-boson searches. It contains information on TGVs, whose relevance has not been
addressed quantitatively. We fill this void with the first global analysis of the complete di-boson and Higgs data from
the LHC Run I.
The outline of the paper is as follows: after briefly reviewing the relevant set of operators in Sec. II, we present
the results of our global analysis of the LHC Run I data on di-boson searches in Sec. III. We find that the combined
LHC Run I results are substantially stronger than the LEP constraints. Section IV contains the combined analysis
of di-boson and Higgs data, giving the up-to-date limits on the ten relevant Wilson coefficients. We summarize in
Sec. V. The details of our di-boson simulations can be found in the Appendix A.
II. THEORETICAL FRAMEWORK
In the linear effective Lagrangian expansion we construct a SU(3)c⊗SU(2)L⊗U(1)Y -symmetric Lagrangian based
on the SM field content, including the Higgs-Goldstone doublet φ. We order the Lagrangian according to the inverse
powers of the new physics scale [9–13],
L =
∑
x
fx
Λ2
Ox , (2.1)
where Λ is the natural choice for a matching scale with a given complete theory. Neglecting the dimension–five lepton
number violating operator the next order of the expansion is based on dimension–six operators.
3The minimum independent set consists of 59 baryon number conserving operators, barring flavor structure and
Hermitian conjugation [13]. We follow the definition of the relevant operator basis for LHC Higgs and TGV physics
described in detail in Ref. [15]. We start by restricting the initial set to P and C–even operators. We then use the
equations of motion to rotate to a basis where there are no blind directions linked to electroweak precision data. In
practice, we can neglect all operators contributing to electroweak precision observables at tree level; they are strongly
constrained by the several low energy measurements, rendering them irrelevant for current Higgs and TGV studies
at the LHC. We then neglect all operators that cannot be studied at the LHC yet, because they only contribute to
interactions we are not sensitive to. This includes the HHH vertex or the Higgs interactions with light-generation
fermions. Finally, we are left with ten dimension–six operators [15]:
OGG = φ†φ GaµνGaµν OWW = φ†WˆµνWˆµνφ OBB = φ†BˆµνBˆµνφ
OW = (Dµφ)†Wˆµν(Dνφ) OB = (Dµφ)†Bˆµν(Dνφ) Oφ,2 = 1
2
∂µ
(
φ†φ
)
∂µ
(
φ†φ
)
Oeφ,33 = (φ†φ)(L¯3φeR,3) Ouφ,33 = (φ†φ)(Q¯3φ˜uR,3) Odφ,33 = (φ†φ)(Q¯3φdR,3)
OWWW = Tr
(
WˆµνWˆ
νρWˆµρ
)
. (2.2)
In our conventions the Higgs doublet covariant derivative is Dµφ =
(
∂µ + ig
′Bµ/2 + igσaW aµ/2
)
φ. The hatted field
strengths are Bˆµν = ig
′Bµν/2 and Wˆµν = igσaW aµν/2, where σ
a are the Pauli matrices, and g and g′ stand for the
SU(2)L and U(1)Y gauge couplings. The adjoint Higgs field is φ˜ = iσ2φ
∗. The effective Lagrangian which we use to
interpret Higgs and TGV measurements at the LHC is
Leff = LSM − αs
8pi
fGG
Λ2
OGG + fBB
Λ2
OBB + fWW
Λ2
OWW + fφ,2
Λ2
Oφ,2 + fWWW
Λ2
OWWW
+
fB
Λ2
OB + fW
Λ2
OW + fτmτ
vΛ2
Oeφ,33 + fbmb
vΛ2
Odφ,33 + ftmt
vΛ2
Ouφ,33 . (2.3)
All operators except for OWWW contribute to Higgs interactions. Their contributions to the several Higgs vertices,
including non–SM Lorentz structures, are described in Ref. [3].
Some of the operators in Eq. (2.2) contribute to the self-interactions of the electroweak gauge bosons. They can
be linked to specific deviations in the Lorentz structures entering the WWZ and WWγ interactions, usually written
as κγ , κZ , g
Z
1 , g
γ
1 , λγ , and λZ [18]. After g
γ
1 is fixed to unity because of electromagnetic gauge invariance, writing the
deviations with respect to the SM values for example as ∆κ ≡ κ− 1, the shifts are defined as
∆LTGV =− ie ∆κγ W+µ W−ν γµν −
ieλγ
2m2W
W+µνW
−νργµρ −
igZλZ
2m2W
W+µνW
−νρZ µρ
− igZ ∆κZ W+µ W−ν Zµν − igZ ∆gZ1
(
W+µνW
−µZν −W+µ ZνW−µν
)
=− ie g
2v2
8Λ2
(fW + fB) W
+
µ W
−
ν γ
µν − ie 3g
2fWWW
4Λ2
W+µνW
−νργµρ
− igZ g
2v2
8c2wΛ
2
(
c2wfW − s2wfB
)
W+µ W
−
ν Z
µν − igZ 3g
2fWWW
4Λ2
W+µνW
−νρZ µρ
− igZ g
2v2fW
8c2wΛ
2
(
W+µνW
−µZν −W+µ ZνW−µν
)
, (2.4)
where e = gsw and gZ = gcw. The two notational conventions are linked as
∆κγ =
g2v2
8Λ2
(fW + fB) ∆κZ =
g2v2
8c2wΛ
2
(
c2wfW − s2wfB
)
∆gZ1 =
g2v2
8c2wΛ
2
fW ∆g
γ
1 = 0 λγ = λZ =
3g2M2W
2Λ2
fWWW . (2.5)
The SU(2)-gauge-invariant formulation in terms of dimension–six operators induces correlations of the formerly multi-
dimensional space of modified gauge couplings,
λZ = λγ and ∆κZ = −s
2
w
c2w
∆κγ + ∆g
Z
1 . (2.6)
4This defines what is usually referred to as the LEP scenario in the analysis of anomalous TGV interactions. The three
relevant Wilson coefficients relevant for our analysis of di-boson production are fB , fW and fWWW .
III. TRIPLE GAUGE BOSON INTERACTIONS
In our analysis we describe the measured di-boson production rates from the LHC Run I in terms of the Lagrangian
given in Eq. (2.4). We include the eight WV (V = W,Z) di-boson measurements with the highest sensitivity for
charged triple gauge boson vertices. Adding the public Wγ LHC results, only available for 7 TeV so far [19, 20], does
not improve our results.
For each analysis we first determine which of the kinematic distributions given in the publications is most sensitive
to anomalous TGVs. This defines our list of channels and kinematic variables, as well as the available number of bins
of the distribution.
Channel Distribution # bins Data set
WW → `+`′− + /ET (0j) Leading lepton pT 4 ATLAS 8 TeV, 20.3 fb−1 [21]
WW → `+`(′)− + /ET (0j) m``(′) 8 CMS 8 TeV, 19.4 fb−1 [22]
WZ → `+`−`(′)± mWZT 6 ATLAS 8 TeV, 20.3 fb−1 [23]
WZ → `+`−`(′)± + /ET Z candidate p``T 10 CMS 8 TeV, 19.6 fb−1 [24]
WV → `±jj + /ET V candidate pjjT 12 ATLAS 7 TeV, 4.6 fb−1 [25]
WV → `±jj + /ET V candidate pjjT 10 CMS 7 TeV, 5.0 fb−1 [26]
WZ → `+`−`(′)± + /ET Z candidate p``T 7 ATLAS 7 TeV, 4.6 fb−1 [27]
WZ → `+`−`(′)± + /ET Z candidate p``T 8 CMS 7 TeV, 4.9 fb−1 [24]
In the final states only `(′) = e, µ are considered, channels with (0j) include a jet veto, and the two semileptonic
channels include a veto on a third hard jet.
1. Analysis framework
Directly from the relevant experimental figure we read off the background expectation (defined as all SM processes
except for the di-boson production channels), the expected contribution from WV production in the Standard Model
and the measured event number bin by bin. The background rates we use directly from the experimental analysis,
without any need to modify them. Next, we simulate SM WV production in the fiducial region using MadGraph5 [28]
for the event generation, Pythia [29] for parton shower and hadronization, and Delphes [30] for the detector
simulation. We compare these results to the experimental predictions, defining a bin-by-bin correction factor. It
accounts for phase–space dependent corrections either from detector effects or from higher order corrections [31].
These correction factors we apply to our simulated WV distributions in the presence of the anomalous TGVs, based
on an in-house MadGraph5 implementation of the operators constructed with FeynRules [32]. In the Appendix
we give more details on this procedure for one of the leading experimental channels, i.e. the leptonic ATLAS WW
production at 8 TeV [21].
We check this default procedure using an alternative setup where instead of matching our SM WV distributions
bin-by-bin, we only match our inclusive WV rate prediction in the Standard Model in the signal region. Both methods
give consistent results for the combined analysis.
The parameter determination relies on SFitter, for technical details we refer to Refs. [3, 33, 34]. We first con-
struct Markov chains in the three-dimensional model space of fW , fB and fWWW . Then we build the likelihood
function for the given data set and determine the part of parameter space allowed at a given CL. In the construction
of the likelihood we always include Poisson-shaped statistical uncertainties for event numbers, a Gaussian-shaped
experimental systematic uncertainty and a flat theory uncertainty for the signal. As experimental systematics we
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Figure 1: Results of the TGV analysis from LHC Run I. We show all two-dimensional profile likelihoods in the three-dimensional
parameter space at 95% CL (2dof) for the individual channels as well as their combination.
include the biggest sources of uncertainties for a given experiment, this includes the luminosity estimate, detector
and lepton reconstruction/isolation uncertainties, and some additional uncertainty for the background normalization
and/or shape, all discussed in the Appendix. For the theoretical uncertainty we allow for a variation of 5% for WW ,
4% for WZ and 4% for WV -semileptonic channels. We fully correlate theoretical uncertainties for sets with the same
di-boson final state.
Wherever the experimental collaborations present their results in terms of anomalous TGVs we validate our pro-
cedure through a detailed comparison with their results as exemplified in the Appendix A.
2. Results from LHC Run I
In Fig. 1 we show the results of our pure TGV analysis in terms of the Wilson coefficients defined in Eq. (2.3).
In addition to each individual ATLAS and CMS channel we give the combined constraints from all eight channels.
For the combination, we find a global minimum at a Gauss-equivalent χ2 ≈ −2 logL = 48.3 for a total of 65 data
points, while χ2 ≈ −2 logL = 49.7 for the Standard Model. The regions allowed by the different searches are mutually
compatible and show no significant preference for a deviation from the Standard Model. Moreover, the structure of
the parameter space is simple enough that none of the two-dimensional planes significantly change if instead of a
profile likelihood we show a slice where the third Wilson coefficient is zero.
The Wilson coefficient fB is the least constrained because it hardly affects the WWZ vertex since its contribution
is suppressed by a factor s2w/c
2
w. Instead, the constraints on fB come from the fully leptonic WW searches and to
some degree from the WV -semileptonic analyses, both probing the WWγ interaction. The ATLAS WW channel at
8 TeV sets the strongest bounds on fB .
Comparing fW and fWWW , we notice that the combination of the WWZ and WWγ vertices with the large
transverse momentum available at the LHC leads to similar sensitivities on both; equivalently, we find comparable
sensitivities on λγ,Z and ∆g
Z
1 . The new physics reach in fW and fWWW is clearly stronger than in fB . The strongest
bounds on fWWW stem from the combination of the two 8 TeV WZ leptonic searches together with the ATLAS
8 TeV WW analysis. In the case of fW , the 8 TeV WZ analyses present a higher sensitivity, but again the 8 TeV
WW searches are close in their precision. The constraint on fW benefits most from a combination of the different
experimental channels.
Generally, even though the WV -semileptonic results presented here are less sensitive to the dimension–six operators,
they are not far from the most powerful leptonic WW and WZ analyses. This is remarkable, given the fact that these
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Figure 2: Results of the TGV analysis in terms of two-dimensional profile likelihoods from LHC Run I and from LEP [35]. We
also show the statistical combination of both.
semileptonic measurements are still based on the 7 TeV smaller data sets. An update of the semileptonic channels
should significantly contribute to a global TGV analysis.
The one-dimensional 95% CL constraints on the combination of Wilson coefficients are
fW
Λ2
∈ [−1.5, 6.3 ] TeV−2 fB
Λ2
∈ [−14.3, 15.9 ] TeV−2 fWWW
Λ2
∈ [−2.4, 3.2 ] TeV−2 . (3.1)
The same results can also be expressed as
Λ√|fW | > 0.82 (0.40) TeV Λ√|fB | > 0.26 (0.25) TeV Λ√|fWWW | > 0.65 (0.56) TeV , (3.2)
where the bounds stand for the limits obtained assuming a negative (positive) Wilson coefficient. Moreover, we can
present our results in terms of three independent TGV couplings [18], as described in Sec. II, the 95% CL constraints
then read
∆gZ1 ∈ [−0.006, 0.026 ] ∆κγ ∈ [−0.041, 0.072 ] λγ,Z ∈ [−0.0098, 0.013 ] . (3.3)
One aspect that we have tested is how robust our results are when we change our approximate treatment of fully
correlated theoretical uncertainties. It turns out that removing these correlations slightly shifts the fW range towards
negative values and weaken the bound on fB ; both effects are at the level of less than 0.5 standard deviations.
To allow for an easy presentation of the approximate fit results we perform a Gaussian fit to the multi-dimensional
probability distribution function of the three Wilson coefficients relevant for TGVs. For the mean, one standard
deviation and the error correlation matrix we find
fW
Λ2
= (2.2± 1.9) TeV−2 fB
Λ2
= (3.0± 8.4) TeV−2 fWWW
Λ2
= (0.55± 1.4) TeV−2
ρ =
 1.00 −0.012 −0.062−0.012 1.00 −0.0012
−0.062 −0.0012 1.00
 . (3.4)
The corresponding Gaussian fit results to the multi-dimensional probability distribution function for the TGV cou-
plings in Eq. 2.5 are shown in Table I.
3. Comparison and combination with LEP
When we express our results in terms of the TGVs defined in Eq. (2.5) we can easily compare them and eventually
combine them with the global LEP analysis results [35]. We show the separated LHC Run I and LEP limits in
7LHC Run I LEP
68 % CL Correlations 68 % CL Correlations
∆gZ1 0.010± 0.008 1.00 0.19 −0.06 0.051+0.031−0.032 1.00 0.23 −0.30
∆κγ 0.017± 0.028 0.19 1.00 −0.01 −0.067+0.061−0.057 0.23 1.00 −0.27
λ 0.0029± 0.0057 −0.06 −0.01 1.00 −0.067+0.036−0.038 −0.30 0.27 1.00
Table I: Measured central values, standard deviations and correlation coefficients for ∆gZ1 , ∆κγ and λ from the combined LHC
Run I di-boson analyses (left) and from LEP [35] (right).
Table I. As we can see, the combined LHC Run I di-boson channels determine the anomalous TGV parameters a
factor 3-6 more precisely than LEP. Moreover, the more diverse set of LHC observables implies that the different
coupling measurements are less correlated.
The same comparison between the combined LHC Run I results and the LEP bounds is illustrated in Fig. 2, now
in terms of dimension-six Wilson coefficients. In these two-dimensional profile likelihoods we also show the statistical
combination of the two data sets. While the LHC precision shown in Eq. (3.1) clearly dominates the combination of
LHC and LEP results, we still quote the combined limits on the three relevant Wilson coefficients,
fW
Λ2
∈ [−1.3, 6.3 ] TeV−2 fB
Λ2
∈ [−18, 5, 10.9 ] TeV−2 fWWW
Λ2
∈ [−2.7, 2.8 ] TeV−2 . (3.5)
Adding the LEP results does not lead to a significant improvement. The range for fB slightly shifts towards more
negative values as a consequence of the preferred LEP central values.
IV. GAUGE–HIGGS COMBINATION
In the final step of our effective field theory analysis, we have to combine the LHC Run I results on TGVs and
Higgs couplings. The main reason is that OW and OB contribute to anomalous Higgs interactions and the triple
gauge boson interactions at the same time [14, 15, 36]. Consequently, a study of the underlying Wilson coefficients
should include both sets of experimental analyses. Furthermore, the combination of the two can be used to test the
nature of the electroweak symmetry breaking mechanism [16].
For the sake of comparison we start with a brief summary of the global analysis of the LHC Run I Higgs data
presented in Ref. [3], where constraints on the dimension-six Wilson coefficients in Eq. (2.3) are derived from Higgs
measurements alone. That data consists of 159 observables for event rates, plus 14 additional measurements related
to kinematics. This kinematic information is crucial to disentangle the strongly correlated effects of non–SM Lorentz
structures generated by OWW , OBB , OW , and OB . This way, the kinematic distributions significantly improve the
global Higgs fit.
As an illustration, we show three of the relevant two-dimensional profile likelihoods from the pure Higgs analysis
including kinematic distributions in the first row of Fig. 3. In the upper-left panel we see a strong correlation between
OWW and OBB , even after including the kinematic distributions. This is due to both operators contributing to the
decay rate Hγγ. Without kinematic information the wide pattern in the upper left part simply extends to the lower
right part [3]. The improvement in the region of large positive (negative) fWW (fBB) appears because both operators
contribute to the HWW and HZZ vertices, to which the kinematic distributions are sensitive. In the upper-center
panel we show the correlations between OW and OB . While the kinematic distributions significantly improve the
situation, a secondary region still remains for negative fB . Finally, in the upper-right panel we show the OB vs OBB
plane. Again, the kinematic information largely removes the strong correlations for negative OB and OBB values.
In the lower panels of Fig. 3 we depict the same two-dimensional profile likelihoods once we include the di-boson
TGV measurements from LHC Run I; although LEP limits hardly have any numerical effect, they are included as
well. We construct the global likelihood accounting for the correlations in systematic uncertainties between the Higgs
8observables and the TGV observables. This can be easily achieved in the SFitter framework described in Sec. III
and Ref. [3]. The systematic experimental uncertainties are assumed to be correlated for observables in ATLAS and
in CMS, but uncorrelated between the two experiments.
For all three panels the effect of the TGV measurements is remarkable. The combination of Higgs and TGV results
clearly deliver stronger limits than either of the two analyses independently. The secondary solution in fB has vanished
altogether, the precision on fW has improved, negative values of fBB are excluded through correlations with fB , and
in the correlation of fBB and fWW we can clearly see two different regions corresponding to sign changes in the Hγγ
coupling.
In Table II and Fig. 4 we show the limits on individual Wilson coefficients for each of the dimension–six operators
included in the analysis, Eq. (2.3). In the upper panels of Fig. 4 and in the table we clearly see secondary solutions due
to sign flips in the individual Yukawa and Hgg couplings. In the lower panels of Fig. 4 we show only the solutions for
parameter space with SM signs of the Yukawa couplings, and focusing on the fGG containing the SM point, extending
our set of simplifications discussed in Sec. II. In both cases we see that the limits including di-boson channels are
significantly improved. This improvement is driven by the highest sensitivity we have derived on fB and fW , which
feeds through to the remaining operators because of the existing correlations. Including the di-boson data removes
all secondary solutions from non-trivial parameter correlations or strong non-Gaussian effects. The additional Wilson
coefficient fWWW is among the best-measured dimension–six modification in the gauge–Higgs sector studied here.
One caveat applies to these results the same way it applies to the Higgs analysis alone [3, 37]. If we consider the
Lagrangian of Eq. (2.3) to be the leading term in a systematic effective field theory, we have to ensure that only data
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Figure 3: Correlated profile likelihood for sets of two Wilson coefficients. In the first row we include only LHC Run I Higgs
data, including kinematic distributions, as shown in Fig. 11 of Ref. [3]. In the second row we add the Run I di-boson results
probing anomalous TGV interactions (as well as the corresponding LEP results). The black points indicate −2 logL = 5.99.
The corresponding one-dimensional profile likelihoods can be found in Fig. 4.
9fx/Λ
2[TeV−2] LHC–Higgs LHC–Higgs + LHC–TGV + LEP–TGV
Best fit 95% CL interval Best fit 95% CL interval
fGG −24.5 (−33.2, 16.4) −4.5 (−32.5,−18.4)
−2.8 (−9.7, 9.5) −23.0 (−9.5, 9.5)
3.9 (16.2, 32.7) 3.6 (17.6, 32.5)
23.6 25.4
fWW −0.7 (−5.2, 3.4) ∪ (9.6, 13.4) −0.1 (−3.1, 3.7)
fBB 1.4 (−13.6,−7.8) ∪ (−3.5, 8.2) 0.9 (−3.3, 6.1)
fφ,2 1.9 (−7.1, 9.2) ∪ (14.6, 18.3) 1.3 (−7.2, 7.5)
fW −0.3 (−5.2, 6.4) 1.7 (−0.98, 5.0)
fB −0.5 (−52,−38) ∪ (−15.5, 18.1) 1.7 (−11.8, 8.8)
fWWW —– -0.06 (−2.6, 2.6)
fb 2.2 (−11.2, 14.3) 2.2 (−12.5, 7.3)
42.6 (26, 64) 45.6 (30, 65)
fτ 45.8 (−7.9, 5.8) ∪ (24, 28) 44.5 (−7.7, 6.3)
−0.2 (34, 59) −1.5 (36, 59)
ft 51.8 (−19.8, 6.0) 52.3 (−18.2, 6.3)
−6.0 (27, 67) −6.3 (39, 68)
(−2 logL)min = 98.1, (−2 logL)SM = 101.9 (−2 logL)min = 152.3, (−2 logL)SM = 156.8
Table II: Best fit values and 95% CL ranges for the Higgs analysis (dark red bars in Fig. 4) and after combining with TGV
results (blue bars in Fig. 4). We also show log-likelihood values, where (−2 logL)SM is defined after profiling over the theoretical
uncertainties.
probing typical momentum ranges below Λ enters our analysis. Otherwise, neglected dimension–eight and higher
operators might lead to large effects. This condition may not always be fulfilled in all the bins of the kinematic
distributions studied here depending on the assumed size of the Wilson coefficients, as illustrated in the Appendix.
Therefore, we refrain from interpreting our results in terms of an effective field theory and instead consider Fig. 4 as
limits on a truncated dimension-six Lagrangian.
V. SUMMARY
We have presented a final analysis of the LHC Run I measurements related to weak boson self-interactions and Higgs
decays in the framework of an effective Lagrangian to dimension–six. The parameter space for this analysis spans
over 10 relevant Wilson coefficients given in Eq. (2.3). All of them can be strongly constrained by the combination of
Higgs and di-boson data.
For triple gauge-boson data we give the first combination of all the di-boson production channels at LHC Run I,
relevant to constrain the three dimension–six operators contributing. The current bounds derived in Sec. III are a
factor 3-6 more precise than the corresponding LEP bounds. Since LHC Run I is sensitive to the TGVs in a diverse
set of channels, the allowed parameter ranges for the couplings are only weakly correlated; see Eq. (3.4). In the future,
we expect sizeable progress in particular for channels with semi-leptonic decays of weak-boson pairs.
In Sec. IV we combine the Run I di-boson data with the Run I Higgs measurements [3]. This leads to a signifi-
cant improvement compared to both individual analyses. While in the Higgs analysis alone we are left with strong
correlations between the different Wilson coefficients — leading to large non-Gaussian structures in the correlated
likelihood — secondary solutions in the combined analysis are exclusively due to the signs of the Yukawa couplings.
Furthermore, the use of the Higgs data leads to an improvement on the determination of TGVs, specially fB . Our
results shown in Fig. 4 clearly indicate that di-boson data should be part of any effective Lagrangian analysis of the
Higgs sector at the LHC.
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Figure 4: Allowed 95% CL ranges for individual Wilson coefficients fx/Λ
2 from a one-dimensional profile likelihood. We show
results from Run I Higgs observables only (red bars) and for a combined Higgs plus TGV analysis (blue). For the upper panels
we allow for sign changes in the individual Yukawa couplings, while in the lower panel we fix their signs to the Standard Model
one.
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Appendix A: ATLAS WW analysis
In this appendix we describe in detail how we include the experimental results in our SFitter analysis. As an
example we use one of the most sensitive channels, namely the leptonic ATLAS WW analysis based on 20.3 fb−1 of
8 TeV data [21]. One advantage of this analysis is that ATLAS presents their results in terms of TGVs, which allows
us to compare their results with the ones of our SFitter implementation. The other seven channels are treated
exactly in the same way.
We start by generating WW events with SM couplings using MadGraph5 [28], Pythia [29] for parton shower
and hadronization, and Delphes [30] for fast detector simulation. We model here the ATLAS selection, which is very
similar to the analogous CMS analysis [22]. The selection procedure requires exactly one electron and one muon of
opposite charges in the central detector and outside the transition regions,
pT,` > 25, 20 GeV |ηµ| < 2.4 |ηe| < 2.47 excluding 1.37 < |ηe| < 1.52
∆Reµ > 0.1 meµ > 10 GeV . (A1)
In addition, the summed transverse energy within a cone of ∆R = 0.3 around each lepton is required to be smaller
than 14% of pT,`, and the scalar sum of the pT of the tracks within the same cone has to stay below 10% of pT,` for
the electron and 12% for the muon. A third lepton is vetoed for pT,` > 7 GeV, as are jets with pT,j > 25 GeV and
|ηj | < 4.5. The latter removes the top pair background. A set of requirements on missing energy related variables
starts with a requirement on p missT , constructed as the length of the negative 2-vectorial sum of all identified leptons
and tracks not associated with leptons [21]. To select events with neutrinos ATLAS requires
p missT > 20 GeV and ∆φ
(
~E missT , ~p
miss
T
)
< 0.6 . (A2)
A second missing energy variable has to fulfill
E missT,Rel > 15 GeV with E
miss
T,Rel =
{
E missT sin(∆φ`) if ∆φ` < pi/2
E missT if ∆φ` ≥ pi/2 ,
(A3)
where ∆φ` is the azimuthal angle between the missing transverse momentum vector and the nearest lepton.
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Figure 5: Leading pT,` distribution for the 8 TeV ATLAS WW analysis [21]. The red histogram shows the ATLAS background
estimate (excluding the SM WW prediction), while the green histogram shows the total SM prediction once WW processes
are added. The observed events are shown as dots, with error bars accounting for the statistical uncertainty. The dashed lines
indicate the effects of dimension–six Wilson coefficients.
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Figure 6: Correlated profile likelihood for sets of two Wilson coefficients from the 8 TeV ATLAS WW analysis [21]. Black dots
signal ∆(−2 logL) = 5.99, while the crosses stand for the best fit point. The red solid contour are the 95% CL limits from
ATLAS [21].
We use the SM WW events rates in the signal region to tune our event generation, both in terms of the total rate
and in the most relevant kinematic distribution. For the latter, we identify the kinematic distribution which is most
sensitive to anomalous TGVs and which we will later include in our SFitter analysis. Of the variables and ranges
shown in the ATLAS note, the leading pT,` has the largest potential because it tracks the momentum flow through
the anomalous vertex best [38, 39]. This means that our event generation has to reproduce Fig. 11 in Ref. [21]. To
ensure this, we introduce a bin-by-bin correction factor to account for differences in the selection procedure because
of detector effects as well as higher order corrections to the cross section prediction [31].
Assuming that the same bin-by-bin correction from the SM WW events applies to the relatively small new physics
effects, we generate the leading pT,` distribution in the presence of dimension–six operators. For this we rely on
MadGraph5 and an in-house implementation of the operators through FeynRules [32]. As is well known higher
dimensional operators give rise to fast growth of the scattering amplitude with energy, eventually violating partial-
wave unitarity [40]. Here we did not introduce ad-hoc form factors to dampen the scattering amplitude at high
energies because we verified that there is no partial-wave unitarity violation in the different channels for the values of
the Wilson coefficients in the 95% CL allowed regions, except for very large and already ruled out values of fB .
The predicted number of events for a given Wilson coefficient is the sum of SM and new physics WW events,
together with the SM backgrounds which we directly extract from the ATLAS documentation. These backgrounds
are dominated by top production, followed by W+jets and Drell-Yan events. All of them are estimated using data-
driven techniques. Only the small di-boson backgrounds are based on Monte Carlo estimates [21].
In Fig. 5 we show the final estimates for the SM background and the SM prediction for WW production. They are
in agreement with the number of observed events. The dashed lines illustrate the effects from individual dimension-six
operators, suggesting that we should be able to derive powerful constraints from the ATLAS measurements. The fact
that the last bin extends to very large transverse momenta also suggests that we have to be careful interpreting our
dimension-six analysis in terms of an effective field theory expansion [3, 37].
In the final step of the Sfitter analysis we construct a likelihood function including a Poisson-shaped statistical
uncertainty for the observed number of events for each bin, a Poisson-shaped statistical uncertainty for the background
events, a flat theoretical uncertainty correlating between all bins in the pT,` distribution, and a selection of the most
relevant systematic uncertainties with a Gaussian shape. These uncertainties can be seen in the following, together
with the selection of experimental systematic uncertainties considered for the rest of the analyses.
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Channel Exp Luminosity Detector eff Lepton eff Background rate
WW → `+`′− + /ET (0j) [21] ATLAS 2.0% 1.4% 1.4% 2.0%
WW → `+`(′)− + /ET (0j) [22] CMS 2.6% 1.0% 3.8% 2.0%
WZ → `+`−`(′)± [23] ATLAS 2.8% 0.5% 1.7% 1.6%
WZ → `+`−`(′)± + /ET [24] CMS 4.4% 3.1% 2.0% 2.5%
WV → `±jj + /ET [25] ATLAS 1.8% 10% 1.1% 14%
WV → `±jj + /ET [26] CMS 2.2% 1.0% 2.0% –
WZ → `+`−`(′)± + /ET [27] ATLAS 1.8% 0.5% 1.9% –
WZ → `+`−`(′)± + /ET [24] CMS 2.2% 3.8% 2.4% 5.5%
For the cases where we quote no numbers we assume that those systematic uncertainties are well below the statistical
and theoretical uncertainties. For the pure TGV analysis we construct Markov chains to probe the three-dimensional
parameter space spanned by fW , fB and fWWW . Based on these chains we determine the part of the parameter space
allowed at a given CL.
In Fig. 6 we show the three two-dimensional profile likelihoods for the three relevant Wilson coefficients. We find
the best-fit point for a mildly positive value of fW /Λ
2, driven by a small deficit of events in the tail of the leading
pT,` distribution shown in Fig. 5. The SM gives χ
2 ≈ −2 logL = 6.6, defined after profiling over the theoretical
uncertainties, and is perfectly compatible with the best fit point at χ2 ≈ −2 logL = 6.0. We have checked that
none of these results change if we replace the profile likelihood by a slice of parameter space setting the third Wilson
coefficient to zero.
The black dots in Fig. 6 indicate our 95% CL contour and allow us to compare with the red line, that illustrates the
95% CL region from the anomalous TGV analysis by ATLAS [21]. Both are in excellent agreement with each other,
indicating that our approximations concerning detector effects or higher order corrections are more than sufficient
given the current reached precision of the analysis.
We follow a similar procedure for all eight di-boson channels. Among those the 8 TeV CMS WW analysis [22] and
the semi-leptonic 7 TeV ATLAS WV analysis [25] quote limits on dimension–six operators from the measurement of
anomalous TGVs in the framework of Eq. (2.6). In both cases we find a similar level of agreement.
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