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Abstract. In this note we give a simple unifying proof of the undecidability of several dia-
grammatic properties of term rewriting systems that include: local confluence, strong conflu-
ence, diamond property, subcommutative property, and the existence of successor. The idea
is to code configurations of Turing Machines into terms, and then define a suitable relation
on those terms such that the termination of the Turing Machine becomes equivalent to the
satisfiability of the diagrammatic property.
1. Introduction
Undecidability of important properties of term rewriting systems is a known phenome-
non (see [HO80] and, for instance, [BN99, p.134]). See [EGSZ11] and [GMOZ02] for a logi-
cal analysis of the undecidability of confluence. We are going to prove the undecidability of
properties related to confluence (strong confluence, diamond property, and many others).
We start by presenting the properties about term rewriting systems that we are going to
prove to be undecidable, some of them will coincide with known properties—for instance
strong confluence, see figure 1—and some of them are new properties—see figure 2.
Given a term rewriting systems with rule →, we say that a property P(x0, . . . ,xn) is a
diamond-like property if
P(x0, . . . ,xn) ⇐⇒


n∧
i=1
(x0 → xi )
 =⇒
∃y.
n∧
i=1
(xi
ki
→ y)

 ,
where, for each i ∈ {1, . . . ,n}, ki ∈ {∗,+,=,ǫ}, where ǫ denotes the empty word, so
ǫ
→ is the
same as→. As usual, we say that the term rewriting system has the property P(x0, . . . ,xn) if
it holds for all terms. There are important examples of diamond-like properties:
· ·
· ·
∗
∗
· ·
· ·
∗
=
· ·
· ·
· ·
· ·
=
=
·
· ·
Fig. 1. From left to right, we have: local confluence [BN99, p.28], strong
confluence [BN99, p.28], diamond property [BN99, p.28], subcommutative
property, and the existence of successor.
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2We can even have more complex situations like the following figure illustrates:
·
· · · ·
·
Fig. 2. An example of another diamond-like property.
It is important to observe that the definition of diamond-like property includes an in-
finite amount of diagrammatic properties, some of them that were not yet proven to be
undecidable. In what follows, we will prove that given a fixed diamond-like property, the
problem of knowing whether a given term rewriting system obeys it or not is in general
undecidable.
2. Turing Machines, Coding Them into Terms, and a Relation Between Those Terms
We recall the definition of a Turing Machine. A (deterministic) Turing Machine is a 6-
tuple 〈Q,Γ,ǫ,qs ,qe ,δ〉, with a finite set of states Q, a finite alphabet Γ, the blank symbol
ǫ ∈ Γ, the initial state qs ∈ Q, the final state qe ∈ Q, and the step function δ : Q \ {qe} × Γ →
Q × {left,right} × Γ. A configuration K of a Turing Machine T is a triple 〈q,p,b〉, where q ∈Q
is a state and p ∈ Z is a position on the tape b. The tape b is a function from Z to Γ, where
only finitely many memory cells are used, in the sense that b(p) , ǫ only holds for finitely
many positions p. The initial configuration of the Turing Machine T is KTS = 〈qs ,0,binitial〉,
where for all x ∈ Z, binitial(x) = ǫ. The computation relation ⊢ is defined by imposing that
〈q,p,b〉 ⊢ 〈q′ ,p′ ,b′〉 if, and only if:
• q , qe;
• δ(q,b(p)) = 〈q′ ,direction,a〉;
• If direction = right, then p′ = p +1, and p′ = p − 1, otherwise;
• b′ is the tap such that b′(p) = a and, for x ∈Z \ {p}, b′(x) = b(x).
We say that a Turing Machine T terminates if there is no infinite sequence KTS ⊢ K0 ⊢ K1 ⊢ . . ..
The problem of knowing whether a Turing Machine terminates is known to be undecidable
(see example 3.2 from [HS11, p.43]).
Now we move to encode configurations of a given Turing Machine into terms of a term
rewriting system. There are several ways to do that, in fact any such way where configu-
rations starting from the initial are encoded into ground terms would work for the proof
that we present; nevertheless we will stick to one specific encoding that we consider easier
to understand for our purposes. Let us consider a Turing Machine T . For each state q ∈ Q,
let us consider a binary-function-symbol fq. Given a configuration 〈q,p,b〉, the two argu-
ments ℓ and r of a term fq(ℓ,r) ought to represent the symbols before (including) and after
(excluding) the position p on the tape. In order to represent infinitely many blank symbols
appearing to the left and to the right of the tape we use the function symbol nil of arity
0. We also use a binary concatenation operator : and interpret a : b : nil as the sequence
of symbols ab. The finite alphabet Γ is represented by a finite set of constants, so we use
Γ ⊆ Σ0.
Now we consider the following two rules that allow the insertion of blank symbols:
fq(xs,nil)։T fq(xs,ǫ : nil); fq(nil,ys)։T fq(ǫ : nil,ys).
We also add the following rules: If δ(q,a) = 〈q′ , left,b〉, then
fq(a : l,x : r)։T fq′ (l,b : x : r)
3and if δ(q,a) = 〈q′,right,b〉, then
fq(a : l,x : r)։T fq′ (x : b : l, r).
Finally, we consider:
fqe (x,y)։T term; init։T fqs (nil,nil).
Given a TuringMachine T and a configuration K of T , let GT (K) be the term that codifies
the configuration K in the previous term rewriting system. The term rewriting system։T
is very well-known, and we have that1
K
+
⊢ K ′ ⇐⇒ GT (K)
+
։T GT (K
′).
From the previous equivalence we conclude that ։T is a term rewriting version of ⊢. It
is importante to observe that if init
+
։T t, then t is a ground term (without variables).
Moreover, T terminates if, and only if, init
+
։T term. We are going to create a new term
rewriting system from a Turing Machine. Given a Turing Machine, let →T be such that
t →T t
′ if, and only if:
1.) t = init, and init
+
։T t
′, or
2.) init
+
։T term, and init
+
։T t
∗
։T t
′.
3. Main Theorem
Theorem 3.1. Given a fixed diamond-like property P(x0, . . . ,xn), the following problem is in
general undecidable:
Instance: A term rewriting-system →.
Question: Does the system → satisfy the property P?
Proof . Let P(x0, . . . ,xn) be a fixed diamond-like property equivalent to

n∧
i=1
(x0 → xi )
 =⇒
∃y.
n∧
i=1
(xi
ki
→ y)

 ,
where, for each i ∈ {1, . . . ,n}, ki ∈ {∗,+,=,ǫ}. We are going to prove that the problem of
deciding whether a Turing Machine T terminantes is equivalent to the problem of deciding
whether→T has the property P(x0, . . . ,xn).
Firstly, let us assume that T is a terminating Turing Machine and let us prove that →T
has the property P(x0, . . . ,xn). For that, let us assume
∧n
i=1(t →T ti ). As T terminates, we
have that init
+
։T term. As the relation →T is defined only for terms that code configura-
tions that occur in a computation starting from the initial configuration, we have that for
all i ∈ {1, . . . ,n}, init
+
։T ti . As T terminates and for each i ∈ {1, . . . ,n}, init
+
։T ti , necessarily
for all i ∈ {1, . . . ,n}, init
+
։T ti
∗
։T term. Thus, ti →T term. In sum, ∃y.
∧n
i=1(ti
ki
→T y), as
wanted.
Now, let us assume that T is a TuringMachine such that→T has the property P(x0, . . . ,xn)
and let us prove that T terminates. Let us consider the sequence of configurations starting
from the initial configuration: KTS ⊢ K0 ⊢ K1 ⊢ . . .. Let, for each i > 0, ti = GT (Ki−1). We
have, for each i > 0, that init
+
։T ti . So,
∧n
i=1(init →T ti). By hypothesis, we have that
∃y.
∧n
i=1(ti
ki
→T y). As by definition the only possibility of occurring init is in the left
side of an application of։T , we conclude from
∧n
i=1(init →T ti ) that for each i, ti , init.
Thus, the rules applied in ∃y.
∧n
i=1(ti
ki
→ y) are of the form 2.) of the definition of →T , in
particular init
+
։T term, i.e., T terminates.

1This is the key-feature for the proof. As mentioned before, as long as configurations starting from the initial
one are encoded into ground terms the proof that we present is sound.
4Although the proof that we presented generalises an infinite amount of diagrammatic
properties, it is important to observe that properties like confluence and termination do
not fit the scope of the proof: the former has as hypothesis an arbitrary long chain of
step—recall that in the diamond-like properties the hypothesis is just one step—and the
latter is not a diagrammatic property that states the existence of a next step.
Despite the previously mentioned fact, it is clear that, in a term rewriting-system, con-
fluence implies local confluence, hence the undecidability of confluence can be obtained,
in an indirect way, from the already proven undecidability of local confluence. More gen-
erally, any property that implies local confluence can be proved to be, in a similar way,
undecidable.
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