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1. Introduction
In several papers (started in [11,12]) the author applied methods of algebraic topology to some topics in general topology.
These papers can be found in the article [16] which, in particular, presents a review of the relevant methods and results
in dimension theory, in the theory of manifolds and ﬁnite groups of transformations. In was shown that sheaf theory
provides an appropriate categorical language to describe the topological structure of zero-dimensional mappings, due to [13]
and other papers. Main applications are in dimension theory, and reﬁnements of the classical Hurewicz type theorem
for dimension raising mappings were proved. This theme is of interest today and, for example, was presented at Aegion
International conference on topology and its applications by the talk of G. Skordev and V. Valov.
An important tool of these investigations were two new types of spectral sequences associated formally with any con-
tinuous mapping but which have practical signiﬁcance only for the zero-dimensional part of this mapping. In contrast,
the famous Leray spectral sequence degenerates in the case of a zero-dimensional mapping and is thus useless in this
situation. The ﬁrst among these two spectral sequences in a case of a regular ﬁnite-sheeted covering coincides with Cartan–
Grothendieck sequence and thus involves the homology (cohomology) of a ﬁnite group. A description of second spectral
sequence needs a new type of homology (cohomology) of a ﬁnite group which based on skew-symmetric invariant func-
tions on the group ring of a ﬁnite group. The purpose of this article is to give a few principal approaches to study the
structure of skew-symmetric invariant functions and, generally, of skew-symmetrical invariant tensors on the group ring
of a ﬁnite group, bearing in mind further applications to topology in the direction described above or in the other direc-
tions.
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for Mathematics and the Minerva Foundation, Germany.
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The deﬁnition of the homology and cohomology groups of a ﬁnite group G usually (see [1,2,8]) is based on a resolution,
that is an exact sequence of the following type
0←− Z ε←− B0 ∂←− B1 ∂←− B2 ∂←−· · · ∂←− Bn ∂←−· · · , (1)
where Bn are free Z[G]-modules; then, the homology groups Hn(G; A) of a group G with coeﬃcients in the G-module A
are deﬁned as the homology groups of the chain complex
0←− B0 ⊗G A ∂←− B1 ⊗G A ∂←− B2 ⊗G A ∂←−· · · ∂←− Bn ⊗G A ∂←−· · · . (2)
The cohomology groups Hn(G; A) of the group G with coeﬃcients in the G-module A are deﬁned as the cohomology groups
of the cochain complex
0−→ HomG(B0, A) δ−→HomG(B1, A) δ−→HomG(B2, A) δ−→· · · δ−→HomG(Bn, A) δ−→· · · , (3)
where the homomorphisms δ are induced by the homomorphisms ∂ . Here, the group ring R[G] of a group G over a ring R ,
by deﬁnition, consists of formal sums
∑
g∈G x(g)g , x(g) ∈ R with a natural multiplication rule. All modules are assumed to
be left unless stated otherwise, and, while taking the tensor product, the structure of the right G-module in an arbitrary
left G-module M is determined unless stated otherwise by the equality mg = g−1m.
In particular, the homology group Hn(G; A) is the nth derived functor of the functor X → X ⊗G A, while the cohomology
group Hn(G; A) is the nth derived functor of the functor X → HomG(X, A).
Now, take arbitrary commutative ring L with unity instead of Z and consider a standard resolution1 Bn = L[Gn+1] as a
resolution of the trivial L[G]-module L. The group Bn is a free L[G]-module with the generators (g0, g1, . . . , gn), gi ∈ G; the
action of an element h ∈ G is diagonally on the basic elements
h(g0, g1, . . . , gn) = (hg0,hg1, . . . ,hgn).
The homomorphism ∂ : Bn → Bn−1 is deﬁned by the formula
∂(g0, . . . , gn) =
n∑
i=0
(−1)i(g0, . . . , gi−1, gi+1, . . . , gn), (4)
while the homomorphism of augmentation ε maps each element g ∈ G ⊂ L[G] into 1 ∈ L.
We remark that L[Gn+1] = L[G]⊗n+1 and thus we may translate the above deﬁnitions on the language of tensor calcu-
lus [3] with the usual agreement about summing. For instance, let us numerate elements of the group G
{g1 = 1, g2, . . . , gn}, n = |G|,
and call this ordering α an orientation of G . Denote components of tensors on the group ring L[G] with respect to the
basis α by T
j1 j2... jq
i1 i2...ip
. Two tensors are of special interests—a vector σ =∑g∈G g and a covector σ ′ =∑g∈G g′ , where g′ is
dual to g ∈ G with respect to the standard scalar product (gk, gl) = δkl . Denote
∂kT = (−1)k+1C(k,1)[σ ′ ⊗ T ], δkT = (−1)k+1C(1,k)[σ ⊗ T ], (5)
where C(s, t) is the contraction of tensors with respect to the upper index s and the lower index t .
Lemma 1. In the basis α = {g1 = 1, g2, . . . , gn} for any tensor T ∈ T (p,q) we have
(∂kT )
i1...ip−1
j1... jq
= (−1)k+1
∑
s
T
i1...ik−1sik ...ip−1
j1... jq
. (6)
Here T (p,q) denotes tensors on L[G] of valency (p,q).
Proof. On a basis element gi1 ⊗ · · · ⊗ gip−1 we have
(−1)k+1(∂kT )i1...ip−1j1... jq =
[
C(k,1)(σ ′ ⊗ T )]i1...ip−1j1... jq
=
∑
gs∈G
σ ′(gs)T
i1...ik−1sik ...ip−1
j1... jq
=
∑
s
T
i1...ik−1sik ...ip−1
j1... jq
. 
1 Which is called so by Atyah and Wall in [1, Chapter IV] and Brown in [2, Chapter I, §5].
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operator ∂ involved in (1).
Indeed, the deﬁnition of the operator ∂ in (1) means that
∂
(
T i1...ip gi1 ⊗ · · · ⊗ gip
)= T i1...ip p∑
k=1
(−1)k+1gi1 ⊗ · · · ⊗ gik−1 ⊗ gik+1 · · · gip
=
p∑
k=1
(−1)k+1
∑
j
T i1...ik−1 jik+1...ip gi1 ⊗ gik−1 ⊗ gik+1 · · · gip ,
which proves the corollary by virtue of (6).
Thus, we have two types of complexes leading to generalizations of homology and cohomology groups
0←− A ε←− T (1,q) ⊗G A ∂←− T (2,q) ⊗G A ∂←−· · · ∂←− T (n,q) ⊗G A ∂←−· · · , (7)
and
0−→ A μ−→ T (p,1) ⊗G A δ−→ T (p,2) ⊗G A δ−→· · · δ−→ T (p,n) ⊗G A δ−→· · · . (8)
The equality ∂ ◦ ∂ = 0 follows from the equality C(l−1,1)(σ ′ ⊗ C(k,1)(σ ′ ⊗ T )) = C(k,1)(σ ′ ⊗ C(l,1)(σ ′ ⊗ T )) which is true
for any k < l, that is
∂l−1 ◦ ∂k = −∂k ◦ ∂l. (9)
The same arguments imply
δl ◦ δk = −δk ◦ δl−1 (10)
for any k < l and thus δ ◦ δ = 0.
Lemma 2. The following Leibnitz type rule is fulﬁlled for A ∈ T (p,a), that is
∂(A ⊗ B) = ∂ A ⊗ B + (−1)p A ⊗ ∂B. (11)
Proof. It is suﬃcient to check the formula in the basis α. Suppose B ∈ T (m+1,b), then in the basis α we have by Lemma 1
[
∂(A ⊗ B)]i1...ip+m
α1...αaβ1...βb
=
∑
s
p+m∑
k=1
(−1)k+1(A ⊗ B)i1...ik−1sik ...ip+m
=
∑
s
p∑
k=1
A
i1...ik−1sik ...ip
α1...αa B
ip+1...ip+m
β1...βb
+ (−1)p
∑
s
m∑
l=1
(−1)l+1Ai1...ipα1...αa B
ip+1...ip+l−1sip+l ...ip+m
β1...βb
= ∂ A ⊗ B + (−1)p A ⊗ ∂B. 
Lemma 3. The complex {T (∗,a), ∂} is homotopically contractible, in particular, acyclic.
Proof. Consider 1 ∈ L[G] as a (1,0)-tensor. Then by Leibnitz rule (11) ∂(1⊗ A) = A−1⊗ ∂ A or A = ∂(1⊗ A)+1⊗ ∂ A hence
the tensor multiplication by 1 is the desired contraction homotopy. 
Now, consider skew-symmetric tensors T˜ (p,0) (polyvectors) and T˜ (0, p) (exterior forms) where, for instance, for A ∈
T˜ (0, p) and any permutation σ ∈ Σp we have
Aσ(i1,...,ip) = sign(σ )Ai1,...,ip .
Here sign(σ ) = ±1 is the sign of a permutation σ .
An ordered sequence i1 < i2 < · · · < ip deﬁnes a polyvector gI = gi1∧, . . . ,∧gip and an exterior form g′I = g′i1∧, . . . ,∧g′ip
where {g′j} is the basis of covectors dual to the basis α = {g1 = 1, g2, . . . , gn}. From this deﬁnition it follows that T˜ (p,0)
and T˜ (0, p) are free modules generated by gI and g′I , respectively. The tensor product T˜ (p,0) ⊗ T˜ (q,0) → T˜ (p + q,0)
and T˜ (0, p) ⊗ T˜ (0,q) → T˜ (0, p + q) on the basis elements is deﬁnite by formulas gi1∧, . . . ,∧gip ⊗ g ji∧, . . . ,∧g jq →
gi1∧, . . . ,∧gip ∧ g ji∧, . . . ,∧g jq and g′i1∧, . . . ,∧g′ip ⊗ g′ji∧, . . . ,∧g′jq → g′i1∧, . . . ,∧g′ip ∧ g′ji∧, . . . ,∧g′jq .
Deﬁnition 1. (See [14].) Let A be a L[G]-module. The homology groups of the chain complex (7) {T˜ (∗,0), ∂}⊗G A are called
exterior homology of the group G with coeﬃcients in A and denoted by Hλ∗(G, A). The homology groups of the cochain
complex {HomG(T˜ (∗,0), A), ∂} are called exterior cohomology of the group G and denoted by Hλ∗(G, A).
A.V. Zarelua / Topology and its Applications 155 (2008) 2048–2059 2051Note, since tensors form free Abelian groups, the complex {HomG(T˜ (∗,0), A), ∂} may be identiﬁed with the complex (8),
where p = 0.
In [14] several facts about groups of exterior homology and cohomology are proved and the present paper may be
considered, partially, as a continuation of the cited paper settled in more universal terms. A connection between exterior
homology and cohomology and the ordinary homology and cohomology groups of a ﬁnite group is very simple because
skew-symmetric tensors form a part of tensors. Namely,
Proposition 1. (See [14].) There exist natural homomorphisms Hλ∗(G; A) → H∗(G; A) and H∗(G; A) → H∗λ(G; A) which are isomor-
phisms in small dimensions.
In the article [14] we proved that some geometrical properties of cohomology of ﬁnite group, for instance, Chern classes
of unitary representations arise from exterior cohomology of this group.
In what follows, we consider mainly the cases L = Z,A,K,C, where K is some cyclotomic ﬁeld and A is the ring of
integers of the ﬁeld K and coeﬃcients are trivial G-modules.
Now, consider the exact sequence of G-modules
0←− Z ε←−Z[G] ←− JG←− 0, (12)
that serves as the deﬁnition of the augmentation ideal JG. Here, ε is the standard augmentation homomorphism, ε(
∑
ai gi) =∑
ai . The sequence (12) is even splittable as a sequence of Abelian groups, where JG is a free Abelian group generated by
elements {g − 1}g∈G . So, Z[G] = Z · 1⊕ JG and denoting p-polyvectors over JG by T˜ p(JG) we have a decomposition
T˜ p
(
Z[G])= 1∧ T˜ p−1(JG) ⊕ T˜ p(JG). (13)
More constructive proof of the last relation we may obtain using the following arguments. At ﬁrst, the Leibnitz rule (11) for
skew-symmetric tensors gives us for A ∈ T˜ (p,a)(Z[G]) an equality
∂(A ∧ B) = ∂ A ∧ B + (−1)p A ∧ ∂B. (14)
Applying this rule to A ∈ T˜ p(Z[G]) we get, as in the proof of Lemma 3,
A = 1∧ ∂ A + ∂(1∧ A). (15)
Direct calculation shows that
∂(1∧ gi1 ∧ · · · ∧ gip ) = gi1 ∧ · · · ∧ gip − 1∧
p∑
k=1
(−1)k+1gi1 ∧ · · · ∧ ĝik ∧ · · · ∧ gip
= gi1 ∧ · · · ∧ gip − 1∧
p∑
k=1
(−1)k+1(gi1 − 1) ∧ · · · ∧ (ĝik − 1) ∧ · · · ∧ (gip − 1)
or for gI = gi1 ∧ · · · ∧ gip ,
gI = ∂(1∧ gI ) +
(
1∧
p∑
k=1
−1
)k+1
(gi1 − 1) ∧ · · · ∧ (ĝik − 1) ∧ · · · ∧ (gip − 1). (16)
We see, in particular, that any element x ∈ T˜ p(Z[G]) may be represented in the form x = ∂(1 ∧ x) + 1 ∧ ∂x ∈ Im ∂ + 1 ∧
T˜ (p−1)(JG). The intersection of the subgroups Im ∂ ∩ 1∧ T˜ (p−1)(JG) = 0, as if z = ∂u = 1∧ v then 0= ∂2u = v − ∂v = v , that
is z = 0. Henceforth, the following theorem, is true.
Theorem 1. The G-module T˜ p(Z[G]) is the direct sum Im ∂ ⊕1∧ T˜ (p−1)(JG) and the representation x = ∂(1∧x)+1∧∂x corresponds
to this direct sum decomposition. The sequences of G-modules
0←− T˜ (p−1)(JG) ∂←− T˜ p(Z[G])←− T˜ p(JG) ←− 0 (17)
is exact.
Theorem 1 demonstrates the importance of skew-symmetric tensors T˜ ∗(JG) for describing the structure of skew-
symmetric tensors T˜ ∗(Z[G]), thus for calculation of exterior homology and cohomology of groups. In this connection we
remark that the homology and cohomology groups of a ﬁnite group may be identiﬁed (up to shift of dimensions) with the
homology and cohomology groups of G-module JG due to exact sequence (12). Further more, in [14] it is proved that the
tensor product in T ∗(JG) leads to the usual cup product after this identiﬁcation. We present later some additional evidences
for the advantage of the use T˜ ∗(JG) instead of T˜ ∗(Z[G]). On the other hand, taking the tensor product of the complex (12)
by T (p−1)(JG), we obtain the exact (and even splittable) sequence of Abelian groups
0←− T (p−1)(JG)←−Z[G] ⊗ T (p−1)(JG) ←− T p(JG) ←− 0. (18)
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0←− Z ε←−Z[G] ∂←−Z[G] ⊗ JG ∂←−· · · ∂←−Z[G] ⊗ T (n−1)(JG) in←−
in←− Tn(JG) ←− 0, (19)
0←− Z ε←−Z[G] ∂←−Z[G] ⊗ JG ∂←−· · · ∂←−Z[G] ⊗ T (n−1)(JG) ∂←−
∂←− Z[G] ⊗ Tn(JG) ∂←−· · · . (20)
The groups of m-cycles of the resolvent (20) are T (m+1)(JG); the same is true for the resolvent (19) and m < n. Each of these
resolvents possesses a contracting homotopy. This fact follows from the fact that the exact sequence (12) of free Abelian
groups and, consequently, the exact sequence (18) are splittable. Recall that the acyclicity of a complex of free Abelian
groups is equivalent to its homotopy contractibility [9, Chapter 4, §2].
Complexes (19) and (20) will be considered as the complexes of G-modules, where the action of the group G is diago-
nal; therefore, we can apply Corollary 5.7 from [2, Chapter III, §5] and formulate the following additional property of the
complements of complexes (19) and (20).
Lemma 4. All the components Z[G] ⊗ Tm(JG) of complexes (19) and (20) are free Z[G]-modules; thus these complexes may be used
for computation homology and cohomology groups of the group G.
Analogously, connecting the exact sequences (17) we obtain an exact sequences similar to (19) and (20) with T˜ instead
of T . But more useful is the following theorem, which reduces the computation of exterior homology (cohomology) to the
structure of skew-symmetric invariant tensors T˜ p(JG) over the augmentation ideal JG.
Theorem 2. For any G-module A the exterior homology group Hλp(G; A) is isomorphic to the subgroup of T p−1(JG) generated by
p-cycles of the complex (7) for q = 0.
For any G-module A the exterior cohomology group Hpλ (G; A) is isomorphic to the factor of HomG(T˜ p−1(JG), A) by
equivariant functions on T˜ p−1(JG) which are extendable over T p−1(Z[G]).
Proof. Consider two sequences
A(p). 0←− T˜ p−1(JG) ⊗G A ∂←− T˜ p
(
Z[G])⊗G A ip←− T˜ p(JG) ⊗G A
and
B(p). T˜ p−1
(
Z[G])⊗G A ∂p←− T˜ p(Z[G])⊗G A ∂p+1←− T˜ p+1(Z[G])⊗G A.
First sequence is obtained by tensoring the exact sequence (17) and is exact because the functor ⊗ is exact from the right.
The second serves for the deﬁnition of exterior homology. The sequence A(p + 1) shows that Im ∂p+1 coincides with Im ip ,
hence Hλp(G; A) = Ker ∂p/ Im ip . Furthermore, from the sequence A(p) it follows that Ker∂p/ Im ip we may interpret as a
subgroup of T˜ p−1(JG) ⊗G A that implies the ﬁrst assertion of theorem.
The second part of the theorem is proved by similar arguments applying the functor HomG to the exact sequence (17)
and using the deﬁnition of Hpλ (G; A). 
3. Biinvariant forms and geometry of the group ring of a ﬁnite group
On the group ring C[G] of a ﬁnite group G the standard Hermitian metric is deﬁned by the formula
[x, y] =
∑
g∈G
x(g)y(g) for x =
∑
g∈G
x(g)g, y =
∑
g∈G
y(g)g ∈ C[G]. (21)
This Hermitian metric produces a scalar product on R[G] and, generally, a bilinear form on rings Z[G], K[G], A[G] and their
submodules.
The Hermitian metric in C[G] is invariant with respect to the left and right multiplication and it may be connected with
the multiplication in this algebra using the standard involution
τ (x) =
∑
g∈G
x(g)g−1 for x=
∑
g∈G
x(g)g. (22)
Lemma 5.Main properties of the involution t are as follows:
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(b) τ (xy) = τ (y)τ (x);
(c) [x, y] = (xτ (y))(1); and
(d) [τ (x), τ (y)] = [x, y].
Lemma 6. The trace Tr(a) of the operator of left or right multiplication in K [G] (over a ﬁeld K ) by an element a =∑g∈G a(g) g ∈ K [G]
is equal to a(1)|G|.
Indeed, as any element g = 1 acts on K [G] freely Tr(a) =∑g∈G a(g)Tr(g) = a(1)Tr(1) = |G|a(1).
Lemma 6 and property (c) in Lemma 5 immediately lead to the next lemma.
Lemma 7. The Hermitian product [u, v] is equal to
[u, v] = 1|G| Tr
(
uτ (v)
)
.
Lemma 8. The operator conjugate to the operator of left (right) multiplication by an element a ∈ R = C[G] is the operator of left
(right)multiplication by τ (a).
Deﬁnition 2. An element x of the group ring C[G] is called, normal if τ (x) = x.
Good examples of normal elements are given by elements of the form τ (x)x and yτ (y). For such elements the following
useful equalities hold that(
τ (x)x
)
(1) = (xτ (x))(1) = ∣∣τ (x)∣∣2 = |x|2. (23)
These relations are immediate consequences of the deﬁnitions and of the equalities (c) and (d) in Lemma 5.
Corollary. The square of the norm of a normal idempotent is equal to the coeﬃcient at 1.
Recall that an idempotent of a ring R is an nonzero element e ∈ R such that e2 = e. It may be shown that irreducible
representations of a ﬁnite group G over the complex numbers ﬁeld C may be obtained in the following way. For the group
ring C[G] of a group G there exists a decomposition 1=∑Rr=1 πr of unity 1 of the group G in direct sum of minimal central
idempotents πr , π2r = πr . This decomposition gives rise to the decomposition of the group ring
C[G] =
R∑
r=1
Wr, Wr = C[G]πr (24)
in direct sum of two-sided minimal ideals. The ideal Wr is isomorphic to the matrix C-algebra M(dr,C) and under such
identiﬁcation the mapping p(g) = gπr is the irreducible matrix representation of the group G associated with a minimal
central idempotent πr or with a minimal two-sided ideal Wr .
On the other hand, the ring C[G] contains the group ring Z[G] such that Z[G] ⊗ C = C[G]. Thus the ideal Wr contains
a subring Ar = Z[G]πr such that Wr = Ar ⊗C. Some geometrical properties of a location, of the subring Ar in the ideal Wr
are described in our paper [15].
The properties of idempotents of a group ring are used as a tool for investigating its geometrical characteristics, which
reﬂects the fact, that the notion of idempotent represents an algebraic equivalent of the geometrical notion of projector.
Further, we will need an explicit expression of a minimal central idempotent πr in terms of the irreducible character χr
connected with the representation of a group G in a minimal two-sided ideal Wr (see [6]):
πr = dr|G|
∑
h∈G
χr
(
h−1
)
h = dr|G|
∑
h∈G
χ¯r(h)h. (25)
Here dr = χr(1) denotes the dimension of a space that affords the character χ ; the last equality ensues from the fact that
eigenvalues of the operator of multiplication by h have the absolute value 1.
Lemma 9. Any minimal central idempotent πr is normal in the sense of Deﬁnition 2, that is τ (πr) = πr .
Indeed,
τ (πr) = dr|G|
∑
τ
(
χ¯r(h)h
)= dr|G| ∑χr(h)h−1 = πr .
h∈G h∈G
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induced on the two-sided ideal Wr ⊆ C[G]. Then we see that ρ is an unitary representation with respect to this Hermitian
metric, which is biinvariant. We proved in [14]:
Proposition 2. For an irreducible linear representation ρ : G → M(d,C)  Cd2 of a ﬁnite group there exists on Cd2 a unique (up to a
constant factor) nontrivial G-biinvariant C-valued metric, namely [A, B] = Tr(AB¯t).
We see that irreducible representations give us a nice family of G-biinvariant 2-forms.
4. G-biinvariant skew-symmetric 2-forms
In the previous section we have seen that the restriction [,]r of the standard Hermitian product [,] on the two-sided
ideals Wr leads to an family of G-biinvariant 2-forms. Since the imaginary part [,] is a skew-symmetric form that plays
the important role in Kählerian geometry of complex manifold (cf. [10,4]), it is naturally to expect that the same may
occur in our theory. Indeed, in the present section we will see that any G-biinvariant skew-symmetric form is a linear
combination of forms of this type; further, we deduce from the expression of the coeﬃcients few conditions of integrality
and decomposability.
For this purpose we use some notions and results from algebraic number theory, contained, for instance, in [1] and [7].
We begin with some deﬁnitions.
Deﬁnition 3. The exponent of a group G is the least common multiple k of the orders of its elements. The group of units
(Z/kZ)× of the residue ring mod k is called the Galois group of the group G .
Thus, k is the least natural number such that gk = 1 for all g ∈ G , and the Galois group Γ of a group G is the Galois
group of cyclotomic ﬁeld K generated by a primitive root ζ of unity of the degree equal to the exponent of the group G .
The group Γ may be considered as a subgroup of permutations of elements of G . Indeed, for γ ∈ Γ , there exists an integer
s such that γs ≡ 1 (mod k), whence (gγ )s = gγ s = g for any element g ∈ G .
The action of the Galois group Γ commutes with the conjugation operations since (hgh−1)γ = hgγ h−1, therefore, this
action extends to the elements of the center of the group ring and to the central functions on this group; in particular,
this action extends to the characters of the group G . To avoid confusion, the action of the group Γ on conjugacy classes
is denoted by the correspondence K → K [γ ] , and on characters, by χ → χγ . So, if K is the conjugacy class of an element
g ∈ G , then K [γ ] is the conjugacy class of the element gβ .
Proposition 3. (See [15].) The values of any irreducible character χ of a group G are algebraic integers of cyclotomic ﬁeld K, that is
χ(g) ∈ A. The action of the Galois group of the group G on characters and the action of the Galois group of cyclotomic ﬁeld K produce
the same effect on the values of characters. Also, the equality χ(g−1) = χ¯ (g) holds for every linear character χ .
Fix a notation K (g) both for the conjugacy class of an element g and for the element
∑
h∈K (g) h, depending on context,
and denote by |K | the number of elements of a set K .
Proposition 4. (See [15, Lemma 13].) If K is the conjugacy class of an element g ∈ G then for every x ∈ Wr we have
Kx= ωr(K )x = χr(g)|K |
dr
x, (26)
where ωr(K ) = χr(g)|K |/dr is an algebraic integer.
Corollary. In notations of Proposition 4, for any element z =∑ c(K )K of the center of the group ring C[G] we have zπr = ωr(z)πr ,
where ωr z =∑ c(K )ωr(K ).
Now, we abuse of notations, and for any commutative ring R we identify R[G] with R[G]′ = Hom(R[G], R) using the
standard pairing R[G] ⊗ R[G]′ → R deﬁned for x ∈ R[G], φ ∈ R[G]′ by x⊗ φ → φ(x).
It is clear that left-invariant 2-forms are generated by the forms σ(1∧ g), where σ(1∧ g) =∑h∈G h∧ gh. Moreover, the
following elements form a basis of left-invariant 2-forms, that is {σ(1∧ g) | g ∈ G+} where G+ is a set of representatives of
nontrivial orbits of the involution g → g−1. In particular, the following statement is true.
Lemma 10. A left-invariant 2-form ω is integer-valued iff it has the form
ω =
∑
g∈G
w(g)σ (1∧ g),
where w(g) ∈ Z.
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observation implies the following fact.
Lemma 11. If ω =∑g∈G w(g)σ (1∧ g) and w(g) is a central Z-function, then ω is a biinvariant Z-valued 2-form on Z[G].
A more scrupulous analysis leads to the following theorem.
Theorem 3. A biinvariant Z-valued 2-form ω can be uniquely represented in the form
ω =
∑
g∈G˜
w(g)σ
(
1∧ K (g)), where σ (1∧ K (g))= ∑
h∈K (g)
σ (1∧ h),
K (g) is the conjugacy class of g, and G˜ is a set of representatives of the conjugacy classes such that g−1 /∈ G˜ if g ∈ G˜ . In particular, the
group of biinvariant Z-valued 2-forms on Z[G] is a free Abelian group of rank c(G), where c(G) is the rank of the free Abelian group
consisting of Z-valued central functions w(g) that satisfy the equations w(g−1) = −w(g) and w(g) = 0 if K (g) = K (g−1).
For instance, consider as an example the following biinvariant 2-form
Ωr = dr|G|
∑
g∈G˜
[
χr(g) − χ¯r(g)
]
σ
(
1∧ K (g))= dr|G| ∑
g∈G
χr(g)σ (1∧ g). (27)
The last equality is true because a linear character takes real values on involutions.
The form Ωr is biinvariant by Lemma 11.
Remark that the action of the group G in Wr is unitary because [gx, gy] = [x, y] and the form [,] is non-degenerated
on Wr ; its kernel is 0 because the representation g → gπr is irreducible. The next theorem is a more strict form of the
classical Wedderburn–Artin theorem.
Theorem 4. In Wr ⊂ C[G] there exists a basis {ei j}dri, j=1 such that
ei jest =
{
eit, if j = s,
0, if j = s, (28)
and τ (ei j) = e ji for any i, j. The norms of elements ei j are equal to
√
dr/|G|, where dr is the dimension of a space that affords the
corresponding irreducible representation.
Proof. The proof of theorem can be extracted from the proof of Theorem 6 and Lemma 11 in our article [15]. The main idea
is to take a decomposition of the central idempotent πr = v1 + v2 + · · · + vdr into a sum of minimal pairwise annihilated
normal, in the sense of Deﬁnition 2, idempotents and choose elements ert1 with the properties
τ (et1)et1 = v1; et1τ (et1) = vt .
Further, denote etq = et1τ (eq1). 
Remark. Theorem 4 claims the existence not only of an isomorphism of the ideal Wr with the matrix algebra (Wedderburn–
Artin’s theorem), but that the isomorphism may be chosen with the property that the canonical involution τ corresponds
to the conjugation of matrixes.
Theorem 5. Let {ei j} be the basis in Wr ⊂ C[G] described in Theorem 4. Then
Ωr = dr|G|
∑
g∈G
χr(g)σ (1∧ g) =
dr∑
i, j=1
Eri j ∧ Eri j,
where Eri j =
√|G|/drei j is a basis of Wr consisting of elements the length 1 with respect to the Hermitian metric [,].
Proof. The proof of theorem consists of series of computations and we omit details. 
Corollary. In notations of theorem, the following relation holds
σ
(
1∧ K (g))=∑
r
χr(g)|K |
dr
Ωr =
∑
r
ωr(g)Ωr, (29)
where ωr(g) = χ(g)|K (g)|/dr is an algebraic integer.
2056 A.V. Zarelua / Topology and its Applications 155 (2008) 2048–2059Theorem 6. The bivector Ωr is the symmetrization of the bivector πr ∧ π¯r .
Proof. We have
σ(πr ∧ π¯r) = σ
(
d2r
|G|2
∑
g,h∈G
χ¯r(g)χr(h)g ∧ h
)
= d
2
r
|G|2
∑
g,h∈G
χ¯r(g)χr(h)σ
(
1∧ g−1h)
= d
2
r
|G|2
∑
g,ξ∈G
χ¯r(g)χr(gξ)σ (1∧ ξ).
But, for irreducible characters φ, ψ the generalized orthogonality relation [6, Theorem 2.13] implies∑
g∈G
φ(g)ψ
(
g−1h
)= { |G|dr φ(h), if φ = ψ,
0, if ψ = φ.
Thus, ∑
g∈G
χ¯r(g)χr(gξ) =
∑
h∈G
χ¯r
(
hξ−1
)
χ¯r
(
h−1
)= |G|
dr
χ¯r
(
ξ−1
)= |G|
dr
χ¯r(ξ),
and, consequently,
σ(πr ∧ π¯r) = dr|G|
∑
ξ∈G
χr(ξ)σ (1∧ ξ). 
5. Z-valued G-biinvariant skew-symmetric forms and applications
The foregoing form Ω ′ =∑dri, j=1 Eri j ∧ Eri j is of an important type used in complex analysis. Namely, up to a multiplier√−1/2 it is the (1,1)-form ω associated with the standard Hermitian metric
ds2 =
n∑
i=1
dzi ⊗ dz¯i
in the complex space Cn , where n = d2 (cf. [10, Chapter I]). In complex analysis the form ω gives rise to the volume form
1
n!ω
n and the classical Wirtinger’s theorem claims that for any complex submanifold S of a complex compact manifold M ,
the volume of S is the integral
vol(S) = 1
d!
∫
S
ωd,
where d = dim S . Another useful application is the Lefschetz decompositions of the exterior algebra Λ∗Cn and of the space
of differential forms on Kählerian manifold, that is the case when form ω is closed ([4,10], [5, vol. I, 0.2]). In complex
analysis we need to complexify the ideal Wr , considered as real space, to deﬁne the form Ω ′ = ∑dri, j=1 Eri j ∧ Eri j . It is
worth mentioning that in a case of the group algebra C[G], in contrast to complex analysis, we have already the required
complexiﬁcation, that is the sum Wr ⊕ W¯r ⊂ C[G].
The parallel with our constructions is evident, but one moment is crucial. We have to deal with integer-valued forms and
polyvectors. To solve this problem we should begin with an integrality criterium for G-biinvariant skew-symmetric 2-forms,
Theorem 7. 2-vector Ω =∑r∈Rc crΩr is integer-valued iff all cr are pure imaginary and
n(g) = 1|G|
∑
r∈Rc
crdr
[
χr(g) − χ¯r(g)
] ∈ Z, (30)
for all g ∈ G. Here Rc is a set of indices such that {χr, χ¯r}r∈Rc are all complex character of the group G.
Multiplying these relations by χ¯r(g) for ﬁxed r and summing by all g ∈ G , we obtain
drcr =
∑
n(g)χ¯r(g), hence cr =
∑
n(K )ω¯r(K ).g∈G K∈Cl
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Now, consider a form
Ω =
∑
r∈Rc
crΩr =
∑
r∈Rc
dr∑
i, j=1
cr E
r
i j ∧ E¯ri j (31)
and ﬁnd the power Ωm , where m is half of the number of elements in G such that g = g−1. To obtain under the multipli-
cation
Ωm = Ω · Ω · · ·Ω︸ ︷︷ ︸
m factors
a nonzero polyvector
β =
∏
r∈Rc
dr∏
i, j=1
Eri j ∧ E¯ri j
we should choose in any sum, consisting of m =∑r∈Rc d2r elements, involved in Ω the different summands Eri j ∧ E¯ri j . Let us
interpret a particular factor Ω as a collection of m elements. From any collection we have to take a single element without
repetition. The product of such elements is the same element β because the forms under consideration are permutable as
forms of even degree. Thus, a choice of distinct representatives in the collections is equivalent to some permutation of m
elements. It is clear now that
Ωm =m!
∏
r∈Rc
c
d2r
r β.
By analogy with complex manifolds theory, we call
the form vol(Ω) = Ω
m
m! and the number
∣∣vol(Ω)∣∣= ∏
r∈Rc
c
d2r
r
the volume form and the volume of the form Ω , respectively. In case of groups of odd order this form is of special interest,
because by the well-known Burnside’s theorem all nontrivial irreducible characters of such groups are complex. In virtue
of Theorem 5 a set of the 1-forms {1}⋃r∈Rc {Eri j, E¯ri j}dri, j=1 is an orthonormal basis of C[G] and, in particular, 1∧ β = ±α =±1∧ g2 ∧ · · · ∧ gn , where α is the orientation form. So, we have ∂α = ±β . Now, suppose that the form Ω is integer-valued
and Ω = ∂σu for some integer valued form u. Then
σu ∧ Ω
m−1
(m− 1)! = a|G|α
for some integer a,
Ωm−1
(m − 1)! = ±a|G|β = ±a|G|Ω
m
(
m!
∏
r∈Rc
c
d2r
r
)−1
and we get a relation:∏
r∈Rc
c
d2r
r = ±a|G|m−1.
In particular, the following theorem holds.
Theorem 8. If a group G of odd order has trivial 2th exterior cohomology group H2λ(G;Z), then the order n = |G| = 2m + 1 of the
group G must divide the volume of any biinvariant integer-valued skew-symmetric form Ω that is
|G| ∣∣ ∣∣vol(Ω)∣∣. (32)
To apply the last arithmetical relation we have to ﬁnd the coeﬃcients cr in the way that gives rise to the integer-valued form Ω of
possibly minimal volume. To this end, for a given irreducible character χr denote by Γ
(s)
r = {γ ∈ Γ | χγr = χr} a subgroup of the
group Γ consisted of elements that act trivially on the character χr . We call the quotient group Γr = Γ/Γ (s)r the Galois group of the
irreducible character χr (or of the minimal central idempotent πr , or of the minimal two-sided ideal Wr ).
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and arises from the action on coeﬃcients of formal sum, and another one x → x[γ ] results from the action on elements of
the group G . On minimal central idempotents πr these actions are expressed as follows. The ﬁrst by the correspondence
πr = dr|G|
∑
g∈G
χ¯r(g)g → πγr = dr|G|
∑
g∈G
χ¯
γ
r (g)g, (33)
while the second by the correspondence
πr → π [γ ]r = dr|G|
∑
g∈G
χ¯r(g)g
γ = dr|G|
∑
h∈G
χ¯r
(
hγ
−1)
h. (34)
Proposition 5. (See [15, Lemma 14].) The operation x → xγ is an automorphism of the group ring K[G] and
π
[γ ]
r = πγ
−1
r . (35)
Now, let us classify irreducible characters χr by means of the Galois group action∣∣vol(Ω)∣∣2 = ∏
ρ∈R ′
∏
γ∈Γρ
c
γ d2ρ
ρ , (36)
where R ′ is a set of representatives of the orbits of the Galois group action on irreducible characters. Denoting by Nρ the
norm in a cyclotomic ﬁeld with the Galois group Γρ , rewrite the formula (36) as∣∣vol(Ω)∣∣2 = ∏
ρ∈R ′
Nρ(cρ)
d2ρ . (37)
Example. Let G be a ﬁnite Abelian group of odd order |G| = n. Then all dr = 1 and to apply (37) we have to calculate norms
Nρ(cρ). Take, for simplicity, G to be the cyclic group of the order n = pa with a generator t (p > 2 is prime). Let a character
χr sends t to ζ r , where ζ is a primitive nth root of unity and take cr = ζ r − ζ¯ r .
Lemma 12. The norm N(ζ − ζ¯ ) in Q(ζ ) is equal to p.
Proof. Since ζ − ζ¯ = ζ(1− ζ¯ 2) and is ζ¯ 2 primitive nth root of unity, it is suﬃcient to prove that N(1− ζ ) = p. The minimal
polynomial of ζ is
P (x) =
∏
γ∈Γ
(
x− ζ γ )= x(p−1)pa−1 + · · · + xpa−1 + 1,
henceforth the minimal polynomial of 1− ζ is
Q (x) =
∏
γ∈Γ
(
x− (1− ζ γ ))= ∏
γ∈Γ
(
1− x− ζ γ )= P (1− x).
It is evident that N(1− ζ ) = Q (0), hence N(1− ζ ) = P (1) = p. 
Corollary. Let G be a cyclic group of the order n = pa with the generator t andΩ = σ(1∧t). Then |vol(Ω)|2 = pa−1 and, in particular,
the order pa of the group G cannot divide the volume vol V .
Thus, by virtue of Theorem 8, in a case of cyclic group G of the order n = pa the exterior cohomology H∗λ(G;Z) contains
a divided powers subalgebra, generated by the class of Ω .
Of course, the canonical mapping of Proposition 1 H∗λ(G;Z) → H∗(G;Z) gives rise to an isomorphism of this subalgebra
and gives a natural explanation to the well-known description of cohomology of cyclic groups.
We have mentioned another well-known application of the (1,1)-form ω, that is the Lefschetz decompositions of the
exterior algebra Λ∗Cn and of the space of differential forms on Kählerian manifold. There exists the analog of these decom-
positions for the group ring of ﬁnite groups of the even order, more exactly for the exterior algebra of the augmentation
ideal JG. In this case the forms Ω , studied previously, deﬁne a symplectic structure on JG, while the action of G preserves
the orientation form α. Thus, we may deﬁne the operation∗ , which permutes with the group action, and develop, in the
usual way, a kind of duality and introduce the operator L∗ conjugated to the operator L(φ) = Ω ∧φ. Commutativity relations
between these operators also are main tools in a construction of a decomposition similar to the Lefschetz decomposition in
Kählerian manifolds theory. Details of this and applications will be the subject of a separate paper.
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