Abstract: inverse probability-weighted marginal structural models with binary exposures are common in epidemiology. constructing inverse probability weights for a continuous exposure can be complicated by the presence of outliers, and the need to identify a parametric form for the exposure and account for nonconstant exposure variance. We explored the performance of various methods to construct inverse probability weights for continuous exposures using Monte carlo simulation. We generated two continuous exposures and binary outcomes using data sampled from a large empirical cohort. the first exposure followed a normal distribution with homoscedastic variance. the second exposure followed a contaminated Poisson distribution, with heteroscedastic variance equal to the conditional mean. We assessed six methods to construct inverse probability weights using: a normal distribution, a normal distribution with heteroscedastic variance, a truncated normal distribution with heteroscedastic variance, a gamma distribution, a t distribution (1, 3, and 5 degrees of freedom), and a quantile binning approach (based on 10, 15, and 20 exposure categories). We estimated the marginal odds ratio for a single-unit increase in each simulated exposure in a regression model weighted by the inverse probability weights constructed using each approach, and then computed the bias and mean squared error for each method. For the homoscedastic exposure, the standard normal, gamma, and quantile binning approaches performed best. For the heteroscedastic exposure, the quantile binning, gamma, and heteroscedastic normal approaches performed best. Our results suggest that the quantile binning approach is a simple and versatile way to construct inverse probability weights for continuous exposures. (Epidemiology 2014;25: 292-299) 
I nverse probability weighting (iPW) estimators for marginal structural models are common in epidemiology. Such estimators can be used to estimate a standardized measure of effect for time-fixed exposures 1 and account for confounding and selection bias due to measured time-varying confounders affected by prior exposure. 2 the use of iPW has also been extended to address a number of other methodological issues, including time-modified confounding, 3 interaction and effect measure modification, 4 ,5 spillover effects, 6 and effect decomposition. 7 informally, weighted regression models estimate exposure effects in a "pseudo-population" obtained by weighting the observed data by the inverse of the conditional probability of the observed exposure, rendering exposure independent of measured confounders. 8, 9 cole and Hernán 10 have provided guidelines on how to construct inverse probability weights to estimate exposure effects. For a binary exposure, individual weights are constructed by estimating the predicted probability of the observed exposure, often using logistic regression. Weights are constructed by taking the inverse of these predicted probabilities. to obtain asymptotically unbiased exposure effect estimates, correct specification of the model for the weights is required. 8, 9, 11 to avoid excessively upweighting individuals, weights are usually stabilized by replacing the numerator with the marginal probability of the observed exposure.
inverse probability weights for a continuous exposure are constructed in a similar fashion. [10] [11] [12] [13] However, constructing inverse probability weights for a continuous exposure can be complicated by a number of issues not encountered in the binary exposure setting, including the need to identify a correct distributional form for the exposure, the need to account for nonconstant exposure variance (heteroscedasticity), and the need to deal with outliers that can make highly variable weights more likely. We explore the performance of six methods to construct inverse probability weights for continuous exposures: a standard approach (based on a normal distribution), an approach based on the gamma distribution, a heteroscedastic normal approach, a heteroscedastic truncated normal approach, a heavy-tailed approach (based on the t distribution), and a quantile binning approach (based on exposure ranks). the gamma and heteroscedastic normal models may be more appropriate for exposure distributions in which the variance changes as a function of measured covariates. the quantile binning and t distribution approach may help mitigate issues with highly variable weights because of the way in which they handle outliers in the exposure's distribution. Finally, quantile binning may be more appropriate for markedly nonnormal or heteroscedastic exposure distributions because it does not rely on distributional assumptions. We assess the performance of each method in a simulation study using two exposures generated from data in the Québec birth file.
METHODS

Simulated Data
We used Monte carlo simulation 14 to assess the performance of each method to construct iPWs for continuous exposures. We used data from the Québec birth file 15 to generate our simulated data. We extracted information on 1.3 million live singleton births that occurred between 1989 and 2008 (inclusive), including gestational age (in completed weeks), maternal and paternal date of birth, and parity (total number of previous deliveries). gestational age at birth was used to create a preterm birth indicator defined as less than 37 completed weeks. We used the preterm birth indicator to set the marginal probability of simulated outcome.
We generated 3000 Monte carlo samples of 1500 observations each, using covariate information sampled without replacement from the Québec birth file. covariates were maternal age, paternal age, and parity, which we collectively denote as C. We simulated two exposures, each with a mean defined as: • is an indicator function taking on a value of 1 when the argument (•) is true (0 otherwise), and mage and page are maternal and paternal age in years. the first exposure (homoscedastic) followed a normal distribution, defined as X 1 1 15 = + + µ ε , with ε 1 0 2 ∼ N ( , ). the second exposure (heteroscedastic) followed a Poisson distribution with mean = variance = µ. to make this exposure continuous, we added to it a standard normal random variable. We set negative exposure values equal to zero, yielding a zero-inflated distribution.
For each exposure, we generated a binary outcome following a Bernoulli distribution with for exposure X 2 , chosen to render the marginal probability of Y approximately 0.08, which was the proportion of preterm births observed in the birth file. to determine the true marginal value for a single-unit increase in each exposure, we estimated the marginal odds ratio for each scenario using the method of marginal standardization 16 in a simulated data set with 4.5 million observations.
For each exposure scenario in each of the 3000 Monte carlo samples, we estimated the marginal log-odds ratio for a single-unit increase in the exposure using generalized estimating equations to obtain robust standard error estimates, 17 with iPW to account for confounding. 
Statistical Analysis
Stabilized inverse probability weights (sw) were defined as: 
where f • (•) denotes the probability density function with mean µ and variance σ 2 , X a continuous exposure, and C the set of confounders. When the exposure is binary, the density functions in the numerator and denominator of the stabilized weights reduce to the probability mass functions for a binary random variable: P X C c ( | ) = = 1 for exposed persons, and
for unexposed persons. 9 thus, the stabilized weight equations for a binary exposure are a special case of (1) . the numerator of (1) is used to control the variability of the estimator.
11(p 584) the marginal exposure density (ie, not conditional on C) is a common choice and yields a marginal estimate of the exposure-outcome effect. 10 When a model for the denominator of the stabilized weights is correctly specified, weighting by sw results in an asymptotically unbiased estimator for the true causal effect. 11, 12 We constructed weights defined by sw using six approaches.
Normal IPWs
First, we assumed that f • (•) was a normal density and used two generalized linear models with an identity link and normal density function to estimate µ and σ 2 for the numerator and denominator of the stabilized weights:
, Standard iPWs assuming homoscedastic variance were created by using the predicted means µ for each person. We used the deviance statistic divided by its degrees of freedom from a generalized linear model with a normal error distribution and identity link function as an estimate of σ for all persons. these estimates were used as parameter estimate values for the normal distribution, defined as:
where (henceforth) k = 1 2 , denotes the numerator or denominator model. inverse probability weights with heteroscedastic variance were implemented by further specifying the variance in (2) as a function of confounders C. Specifically, we defined a variance function 18 as σ σ θ
) for the denominator models, and we generated a stabilized weight for each person using the predicted mean and variance conditional on covariates. We implemented two techniques to obtain heteroscedastic normal iPWs: a two-stage approach as in previous work 13 and a singlestage approach. We also used a heteroscedastic truncated normal model to construct weights by bounding (2) between a k and b k , and dividing (2) 
Heavy-tailed IPWs
Heavy-tailed iPWs assuming homoscedastic variance were created by standardizing residuals from the normal generalized linear models for the numerator and denominator (defined above) and used to generate a numerator and denominator density value for each person from the t distribution, defined as:
where eik is the standardized residual, η represents the degrees of freedom for the t distribution, and Γ{ } ( )! i i = −1 represents the gamma function for argument { } i . For our analysis, we used η = 1 3 5 , , and . relative to the normal distribution, the t distribution's heavy tails should mitigate the large variation in the weights due to outliers in the far tails of the distribution. 19,20(p 465) For example, as observed in the birth file, a person whose standardized residual value from the numerator and denominator model is 5 4 . and 6 8 . , respectively, will have a weight of approximately 5 115 , using the standard normal distribution, but a weight of 1 7 . using the t distribution with 1 degree of freedom.
Gamma IPWs
gamma iPWs were obtained by fitting a generalized linear model with log-link and gamma distribution to estimate a gamma scale parameter and each person's predicted exposure value given they were exposed. the density function for the gamma iPWs was defined as: (4) where κ is the gamma scale parameter. importantly, the variance of a random variable following the gamma distribution is defined as a function of the mean (σ κ µ
, and the gamma model may thus better account for heteroscedastic exposure distributions.
Quantile Binning IPWs
Finally, we used a quantile binning approach to approximate f • (•) by ranking X into j quantiles, and fitting a conditional cumulative logistic model to estimate the predicted probability of being in a given quantile. 21 Specifically, we estimated the denominator value using a model defined as 
. in our study, we ranked X using j = 10 15 20 , , and quantiles. therefore, the numerator for the weights (the marginal probability of falling into category j) is calculated as 1 j.
Following standard practice, 10 we explored the impact of truncating the normal, normal heteroscedastic, and gamma weights at three levels: 1st and 99th, 5th and 95th, and 10th and 90th percentiles. in total, 26 weighting schemes were considered, based on six modeling approaches: a normal distribution (with no truncation and truncation at the 1st and 99th, 5th and 95th, and 10th and 90th percentiles), a t distribution (with 1, 3, and 5 degrees of freedom), a gamma model (untruncated and truncated at previously specified percentiles), a normal model with heteroscedastic variance (untruncated and truncated at previously specified percentiles), a truncated normal model with heteroscedastic variance (untruncated and truncated at previously specified percentiles), and a cumulative logistic model for discretized outcomes (based on 10, 15, and 20 categories). Because the heteroscedastic exposure was characterized by an excess of zero values, we modified the above density functions to include a zero-inflated portion. 22 We assessed the performance of each method using bias (defined as the average of the difference between the point estimate and the true value across Monte carlo samples) and mean squared error (defined as squared bias plus the Monte carlo variance of the estimate). Furthermore, we compare the distributions of the weights across all Monte carlo samples. SaS version 9.3 (SaS institute, cary, nc) was used for all analyses. in the eappendix (http://links.lww.com/eDe/a756), we provide SaS code illustrating how to construct inverse probability weights for a continuous exposure using all six approaches, as well as the SaS code used to conduct all simulations. Figure 1 shows histograms of the simulated exposures following a normal (panel a) and contaminated Poisson (panel B) distribution, with normal and nonparametric kernel density curves overlaid. in panel a, the kernel density curve and the normal density curve lay directly on top of one another. in panel B, the zero-inflated density portion is clearly seen at the x-axis origin. Figure 2 shows scatterplots of the residuals obtained from two confounder-adjusted ordinary least squares regression models for each simulated exposure. as expected, Figure 2a shows no pattern in the residuals, confirming a homoscedastic exposure distribution. Figure 2B depicts a marked fan shape opening to the right, confirming a heteroscedastic exposure distribution. Moreover, the set of data points below the fan-shaped portion of the plot reveals the zero-inflated nature of the heteroscedastic exposure points. table 2 describes the inverse probability weights for all 3000 Monte carlo samples in our simulation study from each weighting scheme. With the exception of the weights from the heteroscedastic normal model for the heteroscedastic exposure, the mean of the weights obtained from all methods and both exposures was close to one. the mean of the weights from the heteroscedastic normal model for the heteroscedastic exposure was 1.56 (minimum = 0 00
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. , maximum = × 1 2 10 6 .
). these extreme values were due to the influence of fewer than 1% of the data points in each Monte carlo sample. truncating the distribution of these heteroscedastic normal weights at the 1st and 99th percentile resulted in weights with a mean of 1.00 (minimum = 0 21
. , maximum = 4.01). For the heteroscedastic exposure, over all 4.5 million observations, 288 data points had heteroscedastic normal weights greater than the 25% of the Monte carlo sample size (1500 0 25 375
). Of all other methods assessed, only the two-stage heteroscedastic normal approach yielded two observations (of all 4.5 million) with weights greater than 25% of the sample size, with values of 1,306.98 and 1,838.08. Figure 3 shows the bias of various iPW methods from two weighted regression models for both simulated scenarios. For the heteroscedastic normal weights, we present results from the single-stage approach with weights truncated at the 1st and 99th percentile of the distribution. the eFigure (http://links.lww.com/eDe/a756) reproduces Figure 3 with all assessed methods included. For the normally distributed homoscedastic exposure, the standard normal and the heteroscedastic normal approaches were unbiased. all other methods were slightly biased, with the gamma and quantile binning approaches least so, as indicated by means (denoted by ×) that were closest to zero. For the heteroscedastic exposure, all methods were slightly biased, with the heteroscedastic normal (untruncated) and quantile binning approach (with 10, 15, and 20 categories) least so: the magnitude of bias for these approaches was 0.022, 0.011, 0.013, and 0.012, respectively. as expected, truncating the distribution of the weights at higher percentiles resulted in an increase in bias and a decrease in variance. 10 However, a decrease in the overall mean squared error was not observed with increasing truncation. as observed in table 3, truncating the normal weights beyond the 1st and 99th percentile yielded no further decrease in mean squared error for either the homoscedastic or heteroscedastic exposures. the same was observed for the other heteroscedastic normal weights and gamma distribution weights.
DISCUSSION
We compared six methods for constructing inverse probability weights for a continuous exposure with simulated data generated from an empirical cohort. the first method assumed that the exposure followed a normal distribution with constant variance. this approach has been used in prior research to estimate the effect of epoetin dose on hematocrit levels, 24 and mortality in hemodialysis patients, 25 or the relation between loneliness and symptoms of depression. 26 We found that when the exposure followed a normal distribution with constant variance, this method was unbiased for the true exposure effect. When the exposure was heteroscedastic, using the homoscedastic normal approach resulted in a small bias.
We also used a heteroscedastic normal model to construct weights for both exposures. We assessed the performance of several techniques to implement this approach. the first was a two-stage approach previously implemented to assess the relation between the proportion of residents in a given neighborhood living in poverty and individual alcohol use. 13 this approach can easily be implemented with two regression models: one for the conditional mean of the exposure, and a second for the mean of the squared residuals from the first model. the second was a single-stage approach based on joint maximization of the likelihood for the mean and variance models. this approach can be easily implemented using standard software (eg, SaS procedure) and is equivalent to the two-stage approach when the variance is independent of the mean function. 18 the third technique is based on constructing weights using a truncated normal distribution and joint maximization of the likelihood for the mean and variance models. 27 ( §12.4) in our study, each of these methods yielded similar bias, and the major differences in mean squared error were due to very few influential observations with large weights. Because the variance of a gamma random variable is defined as a function of the mean, the gamma distribution may, in principle, accommodate heteroscedasticity in the exposure. However, while the bias observed using the gamma distribution for the homoscedastic exposure was negligible, bias was more pronounced for the heteroscedastic distribution. One possible explanation lies in the fact that the gamma distribution approach requires a constant coefficient of variation (defined as the standard deviation of the exposure divided by the mean).
28 (p 285) indeed, further analyses revealed that the constant coefficient of variation assumption was met for the homoscedastic exposure but not for the heteroscedastic exposure. thus, while the gamma distribution may not be generally useful to account for heteroscedasticity, it may be useful when the constant coefficient of variation assumption is met.
in principle, constructing inverse probability weights using the t distribution should mitigate the impact of outliers on the variation in the weights. 19,20(p 465) Still, we found little difference between the approach using the t distribution and the standard normal approach after truncating the weights. this may be due to the fact that our analyses focused on the performance of methods under homoscedastic and heteroscedastic exposures. thus, while outliers were present in the heteroscedastic exposure, they may not have been dramatic enough to observe important differences with the t distribution. Second, when dealing with outliers, it is possible that the benefit gained from truncating the distribution of the weights obtained from a standard or heteroscedastic normal approach is equal to that gained from using the t distribution. Future research could compare the performance of weight truncation, the t distribution, and other robust methods or mixture models that may better account for the presence of outliers. Finally, quantile binning is a relatively simple approach that makes no assumptions about the distribution of the exposure. this approach first ranks the exposure into quantiles. For zero-inflated exposures, one can also create a separate category for the zero portion and rank the continuous portion into quantiles (in our study, both approaches yielded similar results). One then fits a multinomial or polytomous logistic regression model to these categories to obtain the predicted probabilities of falling into the observed exposure category. We used a cumulative logistic regression model, which compares the probability of being above a certain threshold to the probability of being below.
29(p 301) We also used a baseline-category logistic regression model, which compares the probability of being in a certain category to being in a chosen referent category.
29(p 293) Both methods yielded similar results. Marginal structural models with a binary exposure are common in epidemiologic research. Westreich et al 30 explored the finite-sample properties of marginal structural cox proportional hazards regression models with a binary exposure under various confounding scenarios and found their performance followed expectations based on asymptotic theory. For a binary exposure, lee et al 31, 32 compared the performance of machine learning algorithms (including standard, pruned, bagged, and boosted classification and regression trees, and random forests) to standard logistic regression (with and without truncating) to construct inverse probability weights in a simulation study. they found that boosted classification and regression trees were superior to other methods in a majority of the scenarios they explored. While continuous exposures are common in epidemiology, no studies have explored the performance of various methods to construct inverse probability weights for a continuous exposure. continuous exposures follow a wide variety of parametric forms, including complex zero-inflated and other mixture distributions. examples include asbestos exposure in occupational epidemiology, 33 epoetin dose among elderly hemodialysis patients, 25 and occlusion therapy for the treatment of childhood amblyopia. 34 to obtain an asymptotically unbiased and fully efficient inverse probability-weighted estimator with such exposures would require the use of complex mixture models that are not readily fit using most standard software packages. Moreover, the presence of heteroscedasticity would require accounting for the variance of the exposure as a function of relevant covariates. the absence of a relatively straightforward approach to construct inverse probability weights for complex, possibly heteroscedastic, exposure distributions may preclude the use of marginal structural models or lead to biased estimation in such settings. We show that a simple quantile binning approach provides relatively unbiased effect estimates with an acceptable mean squared error under various conditions compared with other methods.
it is important to note that, for the heteroscedastic exposure, all methods were biased for the true causal effect. However, the magnitude of the observed bias is comparable to the known finite-sample bias that characterizes the cox proportional hazards regression model. Johnson et al 35 found that the cox partial likelihood estimator was biased up to 6% in finite samples. this is comparable with the maximum bias observe in our study (5.5% for the truncated normal approach with weights truncated at the 10th and 90th percentile, eFigure, http://links.lww.com/eDe/a756). For the quantile binning approach, the largest bias we observed was 1.3% for the heteroscedastic exposure with 15 categories.
Our estimand of interest is the marginal effect of a single-unit increase in the simulated exposures. to estimate this parameter, we stabilized the weights using only the marginal probability density (distribution) function of the exposure. We could have achieved additional stability in the weights by conditioning the numerator on a selection of confounders, and then adjusting for these confounders in our regression model for the outcome. However, this would have changed our estimand to a covariate-conditional effect. 36 For purposes of interpretation, unconfounded marginal effect estimates are arguably of greater public health relevance. 37 Moreover, they may also be used to plot weighted dose-response functions that avoid complications that can arise in more standard practices.
Our simulation analyses were limited, in that we did not explore the performance of each method under a range of causal effects, confounding patterns, and sample sizes. Moreover, we restricted our attention to the time-fixed exposure setting. as with all simulation research, our results apply to the scenarios explored. 38 We did, however, use empirical data sampled from the Québec birth file to generate our simulation data, and we assessed a wide range of approaches to construct inverse probability weights for a continuous exposure. We show how sensitive these estimates can be when the true exposure distribution is heteroscedastic, but when methods that assume homoscedasticity are used. We found that quantile binning is a simple way to obtain inverse probability weights for marginal structural models and performs well whether the exposure distribution is normal with constant variance or markedly nonnormal with nonconstant variance.
