Compressive sensing (CS) is a new technique that give an approach to reconstruct the signal with few numbers of observations or measurements. The CS is based on L 1 -norm minimizations to find the sparse solutions and it is known as basis pursuit.
1-INTRODUCTION
n the period of digital technology innovation, the data acquisition/sensing instruments are producing enormous amount of data that should be transmitted, processed, or stored. This is a popular issue in sensing systems dealing with multimedia signals, medical and biomedical data, radar signals, and so forth. The required amount of digital information given as the number of digital samples, measurements or observations per time instance is determined based on Shannon-Nyquist sampling theorem. Consequently, a signal can be recovered if the sampling frequency ( ) is at least greater than two times the maximum frequency contained in the signal ( ). Clearly, the sampling technique results in a large number of samples for signals with significantly high maximal frequency [1] .
The signal acquisition process in the real applications was mainly done as stated by the Nyquist rate. To respond to the storage, transmission, and computational challenges, the data are compressed up to the acceptable quality by applying complex and demanding algorithms for data compression.
Discrete-time signals can be transformed into other domains using different signal transformations. A few signals that have a dense representation in one domain could be sparse in some domain such as time, frequency or space. A signal, which has a few nonzero coefficients, is called a sparse signal or its transform in another domain is sparse [2, 3] .
CS is a relatively new scheme of data sampling technique, which use random sensing to sample the signal that is spares in one of its transform domain. CS allows recovering sparse signal from a reduced set of observations. A reduced set of observations can be a result of a desire to sense a sparse signal with as low as possible number of measurements/observations [4] [5] [6] . The CS technique is widely utilized in the  practical  applications  such  as  speech  enhancement, radar, wireless communication,   I image processing, and observing the electrical activities of the human body [7, 8] . Recent results have completely demonstrated that the performance of all CS reconstruction algorithms depends on numerous parameters, for example, Sparsity level, level of under-sampling, measurement noise power, and the statistical distribution of non-zero elements of a sparse signal [9] .
In this work, the CS scheme is applied on four types of testing signals. These can cover a wide range of applications. For every signal, three transformation techniques are utilized to sparsify the interested signal. The performance of the proposed system with different transform domains is assessed using root mean square error (RMSE) and the time taken by the reconstruction process to recover the signal.
In the second part of this study, the testing signals are corrupted by AWG N and the CS system is used as a denoising scheme. In addition, the universal threshold is modified for trimming the DCT coefficients. The system performance in this time is evaluated using SNR o for each case. The remaining of this paper is organized in the following way: The second section, provides the Fundamentals principles of the CS. The third Section, deals with the proposed system. Simulation results with conclusions are given in sections 4 and 5 respectively.
2-Fundamentals of CS
The CS system can be implemented through two phases. These are the sampling/sensing phase and the reconstruction phase. Figure (1) shows the schematic diagram of the CS system. The two phases are explained in the next sub-sections. 
2-1 Sensing Phase
Assume that x(n) is a real-valued, discretetime signal of limited length. It can be viewed as a N×1 column vector x with constituents x i , i = 1, …, N. The signal x can be expressed as
Where Ψ is an N × N orthonormal basis matrix and f is the vector of coefficients, a N × 1 column vector. x and f are descriptions of the signal in different domains. Here, the time and the frequency domains are considered. Familiar basis or representations are DFT, DCT, and DWT.
The signal x is considered as a K-sparse function, if f has K significant and (N -K) nonsignificant coefficients. In general, x is compressible if the coefficient vector has a few large elements, while the remaining elements are small.
Based on what mentioned above, in this part we can clarify whether one can discard an extensive portion of the coefficients f i without much loss in x or not. Accordingly, we consider
Where is the vector of coefficients with all but the K-largest coefficients set to zero. In other words, after the thresholding process the signal can be represented by a linear combination of K (K<<N) basis function. Now consider a measurement of the signal x which results in the vector y having M < N elements, representing the M measurements. This is characterized by
with the M<<N measurement matrix. In the case of random sampling, Φ is composed of M rows of a N×N identity matrix. This corresponds to selecting M out of N samples of x. Substituting Eq. (1) into Eq.(3) we have
where the M×N matrix Θ is called the sensing matrix or sampling matrix [11] . Gaussian or Bernoulli matrix, deterministic matrix, random convolution matrix, and DCT [12] . In this paper, the random Gaussian matrix is utilized to sample the input signal. Random Gaussian matrix is opted because it is simple, universal and easy to implement. Universality means that the signal can be sparse in any domain or any basis.
2-2 Reconstruction Phase
Once CS based sampling is performed, producing a sub-sampled signal y, it becomes the responsibility of the CS recovery algorithm to produce an estimate of the input signal x. There are various algorithms developed specifically for CS recovery, and can be classified into one of the following: greedy methods , convex-optimization techniques and combinatorial methods. The CS recovery algorithms, all sparse recovery methods must optimize the following.
• Minimal number of measurements.
• Robustness to noise and mismatch errors.
• Speed of computation.
• Performance guarantee on recovery. Equation (4) is an underdetermined system of M equations with N unknowns, the N elements of f. However, if f. is sparse, CS theory shows that it is possible to find a solution if Θ satisfies the restricted isometry property RIP [13] . A vector that minimizes the L1 norm gives the solution.
That is from all vectors satisfying Θ = y we select the one with minimum l1 norm. Once we know , we can reconstruct the signal x = Ψ ……………..………………… (6) Finding is an optimization problem, which can be solved in a linear program.
2-3 RIP
There are two essential conditions that should be met in order to accomplish successful reconstruction for a wider range of sparsity level. First, is the (RIP). For a proper isometry constant, RIP ensures that any subset of columns in Θ with sparsity level less than K, is approximately orthogonal. This will ensure the successful signal reconstruction from small set of measurements. The second condition is a small correlation between the transform representation matrix and the measurement matrix (incoherence property). The random Gaussian measurement matrix satisfy the RIP. Each type of measurement matrix has a different lower bound for the number of measurements. Hence, in the case of Gaussian random matrix with zero mean and variance 1/M, the lower bound:
is achievable and can guarantee the exact reconstruction of x (C is a positive constant).
3-PROPOSED SYSTEM
This paper considers four types of testing signals suggested by donoho and jonosten [14] . These signals are HeavySine, Blocks, Doppler and Bumps. Figure ( 2), shows the flowchart of the proposed system. It illustrates CS implementation steps. the signal is sparse, some elements must be pruned by setting different values for M (number of observations). After that, the sensing matrix is generated and the testing signals are sampled using compressive sampling. In the case of corrupted signals by AWGN, a hard threshold is applied. The elements that are less than the threshold value γ are deleted and the number of measurements M is adjusted by computing the non-zero elements.
Where N is the signal length, σ is the standard deviation of zero mean AWGN, estimated by Donoho and Johnoston, and c is the detail coefficient of DWT. The FFT and DWT coefficients are pruned using equation (8) .
In order to suggest a threshold value for the DCT coefficients, we have to recall the equation of the DCT, which is given in equation (10)[15].
It can be noticed that the coefficients of the DCT are scaled by , thus we suggest to use γ as in equation (8) At this point, the L 1 -Norm minimization algorithm is utilized to reconstruct the approximated input signals. Then the inverse transform is determined using IDFT, IDWT and IDCT.
With the completion of these steps, the assessing parameters for each reconstructed signal are calculated.
In this work, the following evaluation factors are used: 
4-Simulation Results
This section describes the simulation of the proposed system with its results using MATLAB software package. A MATLAB script is written to examine the ability of the proposed scheme in recovering the testing signals from compressed samples. The first step in this process was to generate the four testing signals Blocks, Bumps, HeavySine, and Doppler using wnoise() function. Each signal is characterized by 2048 samples. Prior to the compressive sampling process, the four signals are preprocessed using different transformation techniques which are FFT, DCT and DWT, and consequently, the four signals are sparsified. After converting the testing signals from dense domain to sparse domains, the random Gaussian sensing matrix is created. On the completion of sensing matrix generation, the signals are compressively sampled through multiplying the sensing matrix by testing signals. Following this treatment, the testing signals are recovered by utilizing a free software package called L1-Magic [16] . At the finale, the signals are re-backed to time domain using IFFT, IDCT and IDWT functions. The results of this work are average values over 5 runs for the four testing signals.
In the simulation part, two experiments are executed. At first the effect of number of measurements or observations on the RMSE for each reconstructed signal are obtained. The Tables  1, 2, 3 and 4 display the RMSE values of four tested signals with different values of measurements M and different transform. The DWT is implemented using two families, which are daubechies1 and coiflets 1 because they are widely used in signal denoising. In the case of CS with DWT, the CS is applied individually on approximation coefficients (CA) and details coefficients (CD). The RMSE values of the reconstructed signals using CS with DWT applied on CA are not acceptable thus, it is not recommended to apply CS on CA of the DWT because most of these coefficients are significant values. As can be seen from the above tables, the CS with DWT applied on CD is outperform CS with DCT and CS with FFT, for the four testing signals. As a comparison between CS with DCT and CS with FFT, CS with DCT performs better than CS with FFT. Figure ( Secondly, the four testing signals are corrupted by AWGN then; the CS scheme is utilized as a denoising technique. The universal threshold as explained section 3 is used in pruning the elements of the sparse signals. Table ( 9) gives the results of denoising Blocks signal, it can be seen that CS with FFT and DCT achieves enhancement of 3dB, on the other hand CS with DWT of two basis and for single decomposition level accomplishes enhancement of 5dB. 
5-CONCLUSIONS
In this investigation, a CS with different signal transformation is proposed and simulated. Four types of testing signals, which are Blocks, Bumps, Heavy Sine and Doppler, are used. Random Gaussian matrix is selected because it is simple, universal and easy to implement. Furthermore, a modified universal threshold is proposed for pruning the coefficients of the DCT. This paper compares the impact of DFT, DCT and DWT transformations on CS Scheme. Three parameters that are RMSE, SNR o , and time to reconstruct the signals are employed to evaluate the performance of the proposed system. In addition, this study contributes to our understanding of CS technique. Simulation results have led us to conclude the followings: -RMSE is inversely proportioned to the number of measurements/observations (M).
-Time taken to reconstruct the signal is directly proportioned to number of measurements (M).
-The relationship between SNR o and SNR in is linear for the proposed system. -CS with DWT outperforms the DCT and FFT in RMSE, reconstruction time, and SNR o so we strongly recommend CS with DWT over DCT and FFT transformations. -The proposed system has achieved less amount of SNR enhancement in the cases of Heavy Sine and Doppler signals so these type of signals require more processing. -It is not recommended to apply CS on approximation coefficients (CA) of the DWT because most of these coefficients are significant (large values).
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