A system modeling spin-polarized transport in ferromagnetic multilayers is considered. In this model, the spin accumulation is described by a quasilinear diffusion equation with discontinuous, measurable coefficients. This equation is coupled to the Landau-Lifshitz-Gilbert equation, a nonlinear, nonlocal equation describing the precession of the magnetization in the ferromagnetic layers. The global existence of weak solutions is proved.
1. Introduction. Layered magnetic structures form an integral part of most magnetic recording devices [1] . Traditionally the recording process is performed by applying a magnetic field in order to orient the magnetization in a given direction. Since these systems are typically bistable, information can be stored in digital form.
A new mechanism for magnetization reversal in magnetic multilayers was introduced by Slonczewski [2] and by Berger [3, 4] . In their approach, a current flows perpendicular to the layers. The electron spins are polarized by the first layer, and when the current reaches the second layer, this polarization exerts an additional torque on the magnetization. The use of spin-polarized currents in semiconductor devices could potentially revolutionize the magnetic recording industry, and has been the subject of much research during the past few years (see [5, 6] for a review).
In the model introduced by Slonczweski and Berger, the spin accumulation is assumed to be uniform. However, spatial variations in the spin density have been found to be important in recent magneto-resistance experiments [7, 8, 9] . A new model for the spin-magnetization system that takes into account the diffusion process of the spin accumulation through the multilayer has been presented by Zhang et al. [10, 11] , where only the one-dimensional case was considered.
In this article, we consider an extension to three dimensions of the model derived in [10] , and we start the study of this model for spin-polarized transport.
We consider a magnetic multilayer consisting of two ferromagnetic films Ω 1 and Ω 2 , of thickness d 1 of thickness d 0 (see Fig. 1 ). The multilayer occupies the volume Ω = Ω 0 ∪ Ω 1 ∪ Ω 2 , where
The spin accumulation s is defined on Ω and the magnetization m is defined on the two magnetic layers Σ = Ω 1 ∪ Ω 2 , and extended as zero outside. We will assume that the boundary of V is smooth.
In the absence of spin currents, the relaxation process of the magnetization distribution is described by the Landau-Lifshitz-Gilbert equation (LLG) [12, 13] :
with Neumann boundary condition:
where ν represents the outward unit normal on ∂Σ. In (1), m : Σ → R 3 is the magnetization field, and it satisfies |m| = 1 a.e. The constant α > 0 is the damping parameter, and the second term on the right hand side is usually referred to as Gilbert damping. The local field h can be derived from the Landau-Lifshitz energy:
and
In (3), the first and second terms are the anisotropy and exchange energies, respectively. We will only consider uniaxial materials with easy axis parallel to the OX-axis, for which Φ(m) = m . The last term in (3) is the self-induced energy, and h d = −∇u is the demagnetizing field. The magnetostatic potential, u, solves the differential equation 
where
is the Newtonian potential in R 3 [14] . For simplicity, all material constants have been set equal to one.
Using the vector identity
equation (1) may be written as
The second term on the right hand side is the phenomenological damping term introduced by Landau and Lifshitz in 1935 [12] . If α = 0, and neglecting the anisotropy and self-induced fields, equation (1) 
Equation (9) describes the symplectic flow of harmonic maps to the unit sphere, and is usually referred to as the Schrödinger map equation [15, 16, 17] .
On the other hand, in the limit α → ∞, equation (8) reduces to [18] 
This equation describes the heat flow of harmonic maps [19, 20, 21] . The spin polarized effect is described by the following Cauchy problem:
where s is the spin accumulation, J s is the spin current, and D 0 (x) is the diffusion coefficient. The spin current is
where J e is the applied electric current, and 0 < β < 1 is the spin-polarization parameter. The additional term in the effective field in the LLG equation corresponds to the interaction
Equation (11) results from considering the transport in a multilayer as a diffusive process [10, 11] . The last term in the spin equation represents the interaction between the spin accumulation and the background magnetization, and is responsible for the transfer of angular momentum between them.
There is by now a large body of literature regarding the LLG equation (see [18, 22, 23, 24, 25] and the references therein). However, the spin-transfer system (11) poses some new difficulties, since the magnetization is zero outside Σ, and the diffusion coefficient is discontinuous at the interface between the magnetic and nonmagnetic layers. The numerical solution of (11) has been considered by the authors in [26] .
If the magnetization is smooth, equation (1) is equivalent to
This formulation motivates the following definition of weak solutions:
e. We say (s, m) is a global weak solution of equations (11) 
4. s(0, x) = s 0 (x), and m(0, x) = m 0 (x) in the trace sense.
Remark 1. Note that the definition of weak solution implies that for all
The remainder of the article is organized as follows: In section 2, an approximate solution to (11) is constructed based on a Galerkin approximation, and the necessary a priori estimates in order to guarantee convergence are obtained. Finally, the following theorem is proved in section 3:
Theorem 1 (Existence of weak solutions). Let D 0 : Ω → R + be a measurable function, and assume that there exist positive constants such that
Assume further that
there exists a weak solution (s, m) to problem (11).
Remark 2 (Nonuniqueness of weak solutions). Given a weak solution to the Landau-Lifshitz-Gilbert equation m, it follows that (0, m) is a solution to the system (11) with initial condition (0, m 0 ), and J e = 0. Therefore the nonuniqueness of solutions to (11) follows directly from the nonuniqueness theorem 1.6 in [18] .
2. Galerkin Approximation: A Priori Estimates. Let {ω n (x)} (n = 1, 2, ...) be the normalized eigenfunctions of
and let 0 = λ 1 ≤ . . . λ n ≤ . . . be the corresponding eigenvalues. Similarly, let {θ n (x)} (n = 1, 2, ...) be the normalized eigenfunctions of
and 0 = µ 1 ≤ · · · ≤ µ n ≤ . . . be the corresponding eigenvalues. Then {ω n }, {θ n } are smooth up to the boundary, and form bases of H 1 (Ω) and H 1 (Σ), respectively [27] . We define the orthogonal projection
as
Consider the approximate solutions
where α n , β n are three dimensional vector valued functions and are chosen such that
for n = 1, 2, ..., N and with the initial conditions
In (24), J sN is defined as
where δ > 0 is to be determined. In (25) ,
The local (in time) existence of solutions to the Cauchy problem (24)- (27) follows from a similar argument to the one presented in [18] : Define
. Then, the previous Cauchy problem may be written in the form
where A(z) ∈ R (3N )×(3N ) is an antisymmetric matrix. Therefore one can solve foṙ z in (31), and existence of solutions follows from Picard's theorem [28] .
Note that since both s N (t, ·) ∈ C ∞ (Ω) and m N (t, ·) ∈ C ∞ (Σ), equation (25) may be rewritten as
Multiplying (25) by β n and adding up to N , we get
In order to take the limit as N → ∞, we need to make sure that all the functions s N and m N are defined at least in a common interval [0, T ]. This is a consequence of (35), and the following lemma:
Lemma 1. Let s N (x, t) and m N (x, t) be the solution to the Cauchy problem (24)-(27). Then the interval of definition of s N and m N can be extended to
and the sequences are uniformly bounded in the corresponding spaces.
Proof. Multiplying (24) by α n and summing up to N , we have
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Now,
We choose and δ such that 
(Ω)), the functions s N and m N can be extended to [0, ∞) and we get
with uniform bounds independent of T or N .
Multiplying (32) by
∂m N ∂t and h N and integrating on Σ, we get
Noting that ∂m N ∂t , h N ∈ S N , and using the fact that
we get
From lemma 2 below,
Therefore
From (43),
, and therefore,
From (24), it follows that
Therefore,
This completes the proof of lemma 1.
Equation (50) follows from the following lemma:
Lemma 2. Consider m N , h dN , and h N defined as before. Then:
For any
3. For any N, M > 0, and T ≥ 0, we have
Proof. The field h N is defined as
The field h dN is defined as
where u N is the solution to
Multiplying (65) by v ∈ H 1 (R 3 ) and integrating by parts, we get that
Taking a derivative with respect to time in (65), we get
and therefore for any v ∈ H 1 (R 3 ),
Then,
and taking v = u N in (68) it follows that
Therefore, 1 2
from which (58) follows.
from which (59) follows. Finally, for any N, M , we have that
Therefore (60) follows similarly to (59).
3. Proof of Theorem 1.
Proof. It follows from lemma 1 that there exist subsequences of {s N }, {m N } (not relabeled) such that:
for some functions s and m.
From lemma 2 it follows that
To show that s, m are weak solutions,
and 
We need to show the above two equations converge to (15) , (16) 
From this it follows, taking ψ = mψ 0 , where
and therefore |m(t, x)| = |m 0 (x)| = 1, a.e.Σ.
(96) Consider now equation (85):
From (56), we have
and from (78) it follows that
For the terms on the right hand side of (85), we have
and point wise a.e. Similarly, Now,
(103) The second term satisfies
as a consequence of (81) and the Dominated Convergence Theorem. Similarly, we have 
Therefore, taking the limit N → ∞ in (85) we get:
and (s, m) is a global weak solution to (11) .
