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Abstract
Les chaˆınes de Bellman-Maslov-Quadrat constituent un exemple de syste`me dynamique
autonome sur semi-anneau idempotent fondamental pour l’optimisation.
Dans un premier temps nous e´tudions le couplage croissant de deux mesures idem-
potentes (i.e. a` valeurs dans un semi-anneau idempotent). Ce couplage peut eˆtre vu
comme une version idempotente du proble`me du tableau de contingence de Fre´chet a`
trous. Mais nous le traitons comme un proble`me de transport de mesures idempotentes
a` la Monge-Kantorovitch-Hitchcock. La condition ne´cessaire et suffisante d’existence de
couplage croissant est e´quivalente a` la condition de forte dualite´ dans le proble`me de trans-
port. Cette condition est la version idempotente de la dominance stochastique d’ordre un.
Il s’agit d’un pre´ordre sur les mesures idempotentes. Nous montrons que l’ensemble des
probabilite´s idempotentes muni de ce pre´ordre a une structure de type ”treillis”. Nous don-
nons les formules closes pour la borne supe´rieure et la borne infe´rieure de deux probabilite´s
idempotentes.
Dans un deuxie`me temps nous caracte´risons les ope´rateurs de Bellman monotones au
sens de ce pre´ordre. Pour un ope´rateur de Bellman donne´ nous construisons les ope´rateurs
monotones optimaux bornants.
Dans un troisie`me temps, au titre des applications possibles, nous montrons comment
e´tudier de grandes chaˆınes de Bellman en combinant monotonie et crite`re d’agre´gation
exacte de processus.
Les re´sultats de ce papier concernent la comparaison de marginales de dimension un
de chaˆıne de Bellman mais l’inte´ret d’e´tudier ce couplage est qu’il permet de comparer des
marginales de dimenison quelconque. Cet aspect n’est pas de´veloppe´ dans ce travail.
1 Introduction
Les syste`mes line´aires autonomes sur semi-anneau constituent un exemple de syste`mes simples
mais ayant un fort potentiel pour la mode´lisation de syste`mes complexes. Ge´ne´ralement, les
questions que l’on se pose sur ce type de mode`les ame`nent naturellement a` des calculs sur le
re´gime transitoire (cf. e.g. e´tude en suˆrete´ de fonctionnement) et/ou a` l’e´tude de condition
d’existence du re´gime asymptotique et de son calcul effectif. Pour des syste`mes fortement
complexes la taille du mode`le associe´ peut eˆtre tre`s grande. Ce qui limite les possibilite´s de
calcul. Afin d’ame´liorer les possibilite´s de calcul nous nous proposons de combiner :
• des techniques de calcul de bornes qui permettent de maˆıtriser l’erreur que l’on commet
par majoration et minoration,
• des techniques de re´duction de la taille des mode`les.
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Ces techniques (une partie seulement) sont e´tudie´es dans le cas ou` l’addition est idempotente. Et
le paralle`le est fait avec le cas non-idempotent. C’est pourquoi dans cet article nous conside´rons
le semi-anneau idempotent
B := ([0,∞],⊕ := max,×, 0, 1) (1)
et le semi-anneau
M := ([0,∞],+,×, 0, 1). (2)
Sous l’hypothe`se Markovienne les lois marginales, x(k), k ≥ 0, de dimension un d’une chaˆıne
de Markov a` n e´tats, n ≥ 1, sont comple`tement de´finies par un syste`me dynamique autonome
line´aire dans M de la forme : x(0) = α, x(k + 1) = Bx(k). En rappelant que bi,j est la
probabilite´ de passer de j a` i en un pas de temps (
∑n
i=1 bi,j = 1, ∀j).
Par une de´marche similaire mais dans B (ou tout semi-anneau isomoprhe a` B) les lois
marginales, note´es encore x(k), k ≥ 0, de dimension un d’une chaˆıne de Bellman sont car-
acte´rise´es par un syste`me dynamique autonome line´aire dans B de la forme :{
x(0) = β
x(k + 1) = B ⊗ x(k),
(3)
ou` (B⊗x)i := ⊕
n
j=1bi,j × xj de´signe la i
ie`me composante du vecteur B⊗x. Et bi,j repre´sente
le couˆt marginal pour passer de j a` i en un pas de temps (⊕ni=1bi,j = 1, ∀j). La matrice B est
appele´e noyau ou ope´rateur de Bellman. Ce type de mode`le se rencontre entre autre (liste non
exhaustive) dans les cas d’application suivants :
• Proble`me de calcul de chemin de poids le plus fort dans des grands graphes. La jie`me com-
posante du vecteur x(k) s’interpre`te alors comme le poids maximum pour aller jusqu’au
sommet j du graphe en empruntant des chemins de longueur k.
• Proble`me de controˆle de dynamique a` temps discret avec couˆts multiplicatifs dans le
cas d’un horizon fini N , N ≥ 2. Soit un syste`me dynamique z(t + 1) = f(z(t), u(t)),
t = 0, 1, . . .N − 1. Nous cherchons a` calculer le crite`re d’optimisation suivant :
max
u(0),...,u(N−1)
ΠN−1i=0 b(z(i), u(i))× φ(z(N)).
Ou` b(z(i), u(i)) est le couˆt marginal ” a` payer ” par le syste`me lorsqu’il est dans l’e´tat
z(i) et que l’on de´cide de l’action u(i). φ(z(N)) est le couˆt marginal ” a` payer ” par le
syste`me lorsqu’il est dans l’e´tat z(N). On peut supposer que ces couˆts sont a` valeurs dans
[0, 1].
En posant pour tout p < N − 1, pour tout z(p) = z :
xz(p) = max
u(p),...,u(N−1)
ΠN−1i=p b(z(i), u(i))× φ(x(N)).
xz(p) satisfait alors l’e´quation de programmation dynamique suivante :
xz(p) = max
u
b(z, u)× xf(z,u)(p+ 1),xz(N) = φ(x).
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En inversant le temps (i.e. en faisant un changement d’origine k = N−p) et en supposant
que b est une fonction seulement de u, on retrouve une e´quation dynamique de la forme :
x(k) = B ⊗ x(k − 1). Pour plus de de´tails nous renvoyons le lecteur a` e.g. [7].
• Suite d’ite´re´s d’ensembles flous. En effet, le vecteur x(k) peut e´galement s’interpre´ter
comme un sous-ensemble flou de l’ensemble {1, . . . , n}. xj(k) repre´sente le degre´
d’appartenance de j a` {1, . . . , n} a` l’e´tape k. Ainsi, la matrice B (ope´rateur de Bell-
man) permet de passer d’un ensemble flou x(k) a` un autre ensemble flou x(k + 1). Pour
de plus amples explications sur les ensembles flous nous renvoyons le lecteur a` e.g. [2].
Pour l’encadrement de chaˆınes de Markov, le couplage croissant joue un roˆle crucial. Dans
la section 3, nous nous proposons donc d’e´tudier une version idempotente du couplage croissant
(i.e. en se plac¸ant dans B). La condition ne´cessaire et suffisante (CNS) d’existence de couplage
croissant est obtenue dans le THEOREME 3.1. Cette CNS induit un pre´ordre entre les vecteurs
de probabilite´ idempotente. Dans le THEOREME 3.2 nous donnons l’expression des bornes
infe´rieure et supe´rieure de deux vecteurs de probabilite´ idempotente.
L’encadrement des marginales de dimension un d’une chaˆıne de Bellman est aborde´ en
section 4. Comme pour les chaˆınes de Markov les conditions suffisantes pour ge´ne´rer des en-
cadrements sont (A) la monotonie d’ope´rateur de Bellman (caracte´rise´e par le THEOREME 4.1)
et (B) la comparaison des noyaux de Bellman (de´finie par (22)). Ce re´sultat fait l’objet du
THEOREME 4.2. Pour ge´ne´rer des encadrements sur la dynamique agre´ge´e d’une chaˆıne de
Bellman nous introduisons une notion classique d’agre´gation exacte de processus : l’agre´gation
forte. Le COROLLAIRE 4.1 fournit une manie`re explicite de construire un encadrement de la
dynamique agre´ge´e d’une chaˆıne de Bellman par des chaˆınes de Bellman de taille plus petite.
Dans la sous-section 4.4 un exemple nume´rique est donne´.
2 Pre´liminaires
La notation := ou
∆
⇔ signifie ”est de´fini(e) par”. Les lettres grasses de´signent des vecteurs/ma-
trices. Les autres lettres de´signent des ensembles et des scalaires (e´le´me´nts a priori de [0,∞]
ou N).
A l’isomorphisme x 7→ ln(x) pre`s tous les re´sultats que nous rappelons dans ce qui suit de
cette section sont de´ja` consigne´s dans e.g. [1].
La relation d’ordre naturel sur B est de´finie par :
a ≤ b
∆
⇔ ∃c ∈ [0,∞] : a⊕ c = b⇔ a⊕ b = b.
Elle co¨ıncide avec l’ordre naturel surM. ([0,∞],≤) a une structure de treillis complet distributif,
en particulier pour tout a, b, c ∈ [0,∞] :
a⊕ (b ∧ c) = (a⊕ b) ∧ (a⊕ c), (4)
ou` ∧ := min.
La multiplication × est suppose´e ve´rifier e´galement 0 ×∞ = 0 et ∀a 6= 0, a×∞ =∞. La
division se de´finit comme suit :
b
a
= b/a = a\b := ⊕{x : a× x ≤ b}. (5)
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Nous de´finissons la ”soustraction” par :
a⊖ b := ∧{x : x⊕ b ≥ a} =
{
a si b < a
0 sinon.
(6)
Elle ve´rifie entre autre pour tout a, x ∈ [0,∞] :
(x⊖ a)⊕ a = x⊕ a. (7)




⇔ ∀i, j : ai,j ≤ bi,j, (8a)
A⊕B := (ai,j ⊕ bi,j), (8b)
A⊖B := (ai,j ⊖ bi,j), (8c)
A ∧B := (ai,j ∧ bi,j), (8d)
(A⊗B)i,j := ⊕kai,k × bk,j (8e)
(A\B)i,j := (⊕{X : A⊗X ≤ B})i,j = ∧
k
ak,i\bk,j (8f)
(D/C)i,j := (⊕{X : X ⊗C ≤ D})i,j = ∧
l
di,l/cj,l (8g)
Enfin, notons le re´sultat utile suivant que nous e´nonc¸ons sous forme de lemme sans
de´monstration.
LEMME 2.1. Soient C ∈ Bn,m et d ∈ Bn. Le syste`me d’e´quation
C ⊗ z = d
admet au moins une solution en z si et seulement si
C ⊗ (C\d) = d.
3 Etude du couplage croissant
3.1 De´finition
Nous pre´sentons la version alge´brique du couplage croissant. Soient n ≥ 1, S := {1, . . . , n},
K := {(i, j) ∈ S2 : i > j}, p, q ∈ Bn. On appelle mesure de couplage croissant toute matrice
X ∈ Bn,n qui ve´rifie :
X(K) := ⊕(i,j)∈Kxi,j = 0 (9a)
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{
X ⊗ 1 = p
1
T ⊗X = qT
(9b)
Ou` (·)T de´signe l’ope´rateur transpose´e, 1 := ⊕ni=1δi, δi repre´sente le i
ie`me vecteur de la base
canonique de Rn.
Le proble`me est alors le suivant :
A quelle condition sur p et q existe t-il une matrice X solution de (9a)-(9b) ?
En remarquant que la condition (9a) est e´quivalente a`
∀(i, j) ∈ K, xi,j = 0,
le proble`me pre´ce´dent est la version idempotente du proble`me de Fre´chet a` trous [3].
3.2 Proble`me de transport
On introduit les vecteurs b ∈ B2n et c,x ∈ Bn
2
avec bT := (pT , qT ), cT := (c1,1, . . . , c1,n, c2,1, . . . , cn,n)
ou` ci,j = 1 si i > j, 0 sinon; x
T := (x1,1, . . . , x1,n, x2,1, . . . , xn,n). La notation xi,j correspond
donc a` la ((i − 1)n+ j)ie`me composante de x.














T · · · 1T
δT1 δ
T



















ou` 0 est le vecteur nul.
Le proble`me initial (9a)-(9b) est e´quivalent a` re´soudre cT ⊗x = 0 sous la contrainteA⊗x =
b. A ce stade, nous pourrions appliquer le LEMME 2.1 pour re´soudre notre proble`me. Mais, ce
proble`me de couplage peut apparaitre comme un proble`me plus fondamental. En effet, on peut
relaˆcher la contrainte cT ⊗ x = 0 en cherchant son minimum. Dans ce cas le proble`me s’e´crit :{
min cT ⊗ x
s.c : A⊗ x = b.
Il s’agit du proble`me fondamental de transport de Monge-Kantorovitch-Hitchcock (MKH) dans
sa version idempotente. Pour plus de de´tails sur ce proble`me nous renvoyons le lecteur a` e.g.
[11]. Nous pouvons associer a` MKH son proble`me dual :{
maxyT ⊗ b
s.c : yT ⊗A ≤ cT .
Ce proble`me dual se re´soud tre`s simplement ici en remarquant que yT ⊗A ≤ cT ⇔ yT ≤
cT /A = 0T . Comme d’autre part 0T ≤ yT on en de´duit que max{yT⊗b, s.c yT⊗A ≤ cT } = 0.
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La condition de dualite´ forte pour le proble`me MKH est donc bien e´quivalente au proble`me de
Fre´chet a` trous, i.e. trouver a` quelle condition il existe x tel que :{
cT ⊗ x = 0
A⊗ x = b.
(11)
La the´orie de la re´siduation (cf. LEMME 2.1) nous permet d’e´crire que le syste`me (11)










Comme 0T ≤ cT et cT \0 ∧A\b ≤ cT \0, la condition cT ⊗ (cT \0 ∧A\b) = 0 est toujours
vraie. Donc (12) est e´quivalente a` :
A⊗ (cT \0 ∧A\b) = b, (13)
ou` les vecteurs cT \0, A\b, cT \0 ∧A\b, e´le´ments de Bn
2
, sont de´finis par :
(cT \0)i,j = 0 si i > j, ∞ sinon (14a)
(A\b)i,j = pi ∧ qj (14b)
(cT \0 ∧A\b)i,j = 0 si i > j, pi ∧ qj sinon. (14c)
En de´veloppant (13) nous obtenons le syste`me d’e´quations suivant que doivent satisfaire p
et q : 
(p1 ∧ q1)⊕ · · · ⊕ (p1 ∧ qn) = p1
(p2 ∧ q2)⊕ · · · ⊕ (p2 ∧ qn) = p2
...
...
pn ∧ qn = pn

p1 ∧ q1 = q1
(p1 ∧ q2)⊕ (p2 ∧ q2) = q2
...
...
(p1 ∧ qn)⊕ · · · ⊕ (pn ∧ qn) = qn.
Par distributivite´ du treillis ([0,∞],≤) (cf. (4)), le syste`me d’e´quations pre´ce´dents se re´e´crit :
p1 ∧ (q1 ⊕ · · · ⊕ qn) = p1
p2 ∧ (q2)⊕ · · · ⊕ qn) = p2
...
...
pn ∧ qn = pn

p1 ∧ q1 = q1
(p1 ⊕ p2 ∧ q2 = q2
...
...
(p1 ⊕ · · · ⊕ pn) ∧ qn = qn.
En remarquant que a ∧ b = a si et seulement si a ≤ b le the´ore`me suivant est alors de´montre´.
THEOREME 3.1 (CNS de couplage croissant). Il existe un couplage croissant X de p et q





p ≤Kn ⊗ q
q ≤KTn ⊗ p
ou` la n× n-matrice Kn est de´finie par :
Kn :=

1 1 · · · 1





0 0 · · · 1
 . (15)
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La relation ≤⊕st est un pre´ordre (i.e. re´flexive par de´finition de la matrice Kn, et transitive
car Kn ⊗Kn =Kn).
Du fait queKn⊗Kn =Kn et que I ≤Kn,K
T
n (I matrice identite´) du the´ore`me pre´ce´dent
on en de´duit aise´ment que :
COROLLAIRE 3.1.{
p ≤Kn ⊗ q
q ≤KTn ⊗ p
⇔
{
Kn ⊗ p ≤Kn ⊗ q





Kn ⊗ p⊕Kn ⊗ q =Kn ⊗ q
KTn ⊗ q ⊕K
T
n ⊗ p =K
T
n ⊗ p
Dans le cas du semi-anneau M et ou` p et q sont des vecteurs de probabilite´ (i.e.
∑n
i=1 pi =∑n







k=i pk = 1−
∑k=i−1





qui est la condition de dominance stochastique d’ordre un ou d’ordre fort entre deux vecteurs de
probabilite´ [6]. La relation ≤st est un ordre partiel sur l’ensemble des vecteurs de probabilite´.
3.3 Borne supe´rieure et borne infe´rieure de deux vecteurs de proba-
bilite´ idempotente
On appelle vecteur de probabilite´ idempotente de taille n tout vecteur p ∈ Bn tel que ⊕ni=1pi =
1. Soit P (n) l’ensemble de tous ces vecteurs. Nous, nous proposons d’e´tudier de manie`re rapide
la structure de (P (n),≤⊕st).
Nous e´nonc¸ons le the´ore`me suivant dont la de´monstration se trouve en Appendice A.
THEOREME 3.2. Soient p et q deux e´le´ments de P (n). Alors il existe une unique borne
infe´reure au sens de ≤⊕st de p et de q note´e :
p ∧st q :=Kn ⊗ p ∧Kn ⊗ q (17)
et il existe une unique borne supe´rieure note´e :
p ∨st q := p⊕ q ⊖ (Mn ⊗ p⊕Mn ⊗ q), (18)
ou` la n× n-matrice Mn est de´finie par :
Mn :=







. . . 1
0 0 · · · 0
 . (19)
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4 Quelques re´sultats de comparaison de chaˆınes de Bell-
man
Dans cette section nous montrons quelques applications possibles du pre´ordre ≤⊕st qui nous
permet de calculer des bornes sur les marginales de dimension un d’une chaˆıne de Bellman.
Pour le lecteur familier avec la comprarison au sens de l’ordre stochastique fort de chaˆınes de
Markov les similitudes de la de´marche ci-apre`s et des re´sultats sont frappantes. Les preuves des
re´sultats suivants utilisent des arguments similaires (voire identiques) a` celles qui se trouvent




Un ope´rateur/noyau de Bellman B ∈ Bn,n (i.e. ve´rifiant ⊕ni=1bi,j = 1, ∀j) est monotone si
∀p, q ∈ P (n) p ≤⊕st q ⇒ B ⊗ p ≤
⊕
st B ⊗ q.
Ou` nous rappelons que P (n) de´signe l’ensemble des vecteurs de probabilite´ idempotente a` n
composantes.
Nous caracte´risons ces ope´rateurs monotones dans le the´ore`me suivant.
THEOREME 4.1. B est un ope´rateur de Bellman monotone si et seulement si
∀j = 1, . . . n− 1, B(·, j) ≤⊕st B(·, j + 1), (20)
ou` B(·, j) de´signe la jie`me colonne de B.
Preuve. La preuve est similaire a` celle de [10, Theorem 1]. Supposons que B est mono-
tone. On remarque que ∀j = 1, . . . n− 1, δj ≤
⊕
st δj+1. Donc B ⊗ δj = B(·, j) ≤
⊕
st B ⊗ δj+1 =
B(·, j + 1).
Re´ciproquement, supposons (20) vraie. Par transitivite´ de ≤⊕st, le COROLLAIRE 3.1 et
l’idempotence de ⊕, (20) implique :
Kn ⊗B(·, 1) =Kn ⊗B(·, 1)
Kn ⊗B(·, 2) =Kn ⊗B(·, 1)⊕Kn ⊗B(·, 2)
...
...
Kn ⊗B(·, n) =Kn ⊗B(·, 1)⊕ · · · ⊕Kn ⊗B(·, n)
(21a)

KTn ⊗B(·, 1) =K
T
n ⊗B(·, 1)⊕ · · ·K
T
n ⊗B(·, n)
KTn ⊗B(·, 2) =K
T





KTn ⊗B(·, n− 1) =K
T
n ⊗B(·, n− 1)⊕K
T
n ⊗B(·, n)




Soient p et q deux vecteurs de probabilite´ idempotente tels que p ≤⊕st q. Il vient :
Kn ⊗B ⊗ p = ⊕
n
j=1Kn ⊗B(·, j)⊗ pj
= ⊕nj=1Kn ⊗B(·, j)⊗ (⊕
n
k=jpk) par (21a) et distributivite´
≤ ⊕nj=1Kn ⊗B(·, j)⊗ (⊕
n





=Kn ⊗B ⊗ q .
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De manie`re similaire en utilisant (21b) on de´montre que KTn ⊗B ⊗ q ≤ K
T
n ⊗B ⊗ p. Et le
re´sultat est prouve´. ✷
4.2 Encadrement d’une chaˆıne de Bellman
Soient B et B′ deux noyaux de Bellman de taille n, n ≥ 1. Nous e´tendons la relation ≤⊕st aux
matrices de la manie`re suivante :
B ≤⊕st B
′ ∆⇔ ∀j = 1, . . . , n,B(·, j) ≤⊕st B
′(·, j). (22)













Nous e´nonc¸ons alors le the´ore`me de comparaison de chaˆınes de Bellman ci-apre`s. Sa
de´monstration est tre`s semblable a` e.g. celle de [10, Theorem 2] et ne sera pas de´veloppe´e
ici. Dans le cas de [10, Theorem 2] le pre´ordre manipule´ est ge´ne´re´ uniquement par la matrice




THEOREME 4.2. Soient B, B′ et B′′ trois noyaux de Bellman. Si les conditions suivantes
sont ve´rifie´es :




(ii). B′ et B′′ sont monotones,
alors
∀p,p′,p′′ ∈ P (n),p′ ≤⊕st p ≤
⊕
st p




A partir du THEOREME 3.2 nous construisons la borne infe´rieure de B monotone et
optimale au sens de ≤⊕st comme suit :
B(·, n) := B(·, n), B(·, j) := B(·, j) ∧st B(·, j + 1), j = n− 1, . . . , 1. (23)
Nous construisons la borne supe´rieure de B monotone et optimale au sens de ≤⊕st comme suit :
B(·, 1) := B(·, 1), B(·, j) := B(·, j) ∨st B(·, j − 1), j = 2, . . . , n. (24)
Ou`, rappelons-le, ∧st et ∨st sont de´finis par (17) et (18), respectivement.
Notons que dans le cas du semi-anneau M, la construction d’ope´rateurs ≤st-monotones
optimaux bornants est connue au moins depuis [9].
4.3 Bornes et re´duction de l’espace d’e´tat
Soient N,n ≥ 1 avec N < n. On conside`re les ensembles S := {1, . . . , i, . . . , n}, Σ :=
{1, . . . , I, . . . , N}, φ une application surjective croissante de S vers Σ et la N × n-matrice
V de´finie par :
∀I ∈ Σ, ∀j ∈ S, vI,j := 1 si φ(j) = I, 0 sinon. (25)
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L’objectif de cette sous-section est de trouver un encadrement de la suite des x̂(k) de´finie par
le syste`me : 
x(0) = β
x(k + 1) = B ⊗ x(k),
x̂(k) = V ⊗ x(k),
(26)
sans calculer explicitement la suite des x(k).
DEFINITION 4.1 (Matrice V -agre´geable, [8]). Une matrice B ∈ Bn,n est dite V -agre´geable
si :
∃B̂ ∈ BN,N : V ⊗B = B̂ ⊗ V
ou de manie`re e´quivalente :
∀I, J ∈ Σ, ∃âI,J , ∀j ∈ φ
−1(J),⊕i∈φ−1(I)ai,j = âI,J .
Notons que dans le semi-anneau M cette notion est connue pour les chaˆınes de Markov sous
le nom de ”strong lumpability” [4].
Si donc B est une matrice V -agre´geable la suite des x̂(k) ve´rifie :{
x̂(0) = V ⊗ β
x̂(k + 1) = B̂ ⊗ x̂(k).
Avec, en remarquant que V ⊗ V T = I (matrice identite´) :
B̂ = V ⊗B ⊗ V T . (27)
THEOREME 4.3. Pour tout ope´rateur/noyau de Bellman B il existe toujours une matrice
L et une matrice U V -agre´geables telles que
L ≤⊕st B ≤
⊕
st U . (28)
Preuve. L’ine´galite´ (28) est ve´rifie´e pour les matrices L et U de´finies par
∀I, J ∈ Σ : uI,Ji,j := b
I,J
i,nJ
, lI,Ji,j := b
I,J
i,1 , i = 1, . . . , nI ; j = 1, . . . , nJ . (29)
En rappelant que B = (bi,j) et B = (bi,j) sont de´finies par (23) et (24), respectivement.
La notation bI,Jl,k fait re´fe´rence au coefficient bmI−1+l,mJ−1+k de la matrice B ∈ B
n,n. Pour tout
J ∈ Σ, mJ est le plus petit e´le´me´nt de l’agre´gat φ
−1(J) de cardinal nJ . ✷
Du point de vue applicatif le re´sultat suivant est alors important.
COROLLAIRE 4.1. La suite des x̂(k) de´finie par (26) ve´rifie :
∀k, l̂(k) ≤⊕st x̂(k) ≤
⊕
st û(k) (pre´ordre ≤
⊕
st sur Σ, ici)
ou` : {
l̂(0) = V ⊗ β,
l̂(k + 1) = L̂⊗ l̂(k)
{
û(0) = V ⊗ β,
û(k + 1) = Û ⊗ û(k)
avec :
L̂ = V ⊗L⊗ V T , Û = V ⊗U ⊗ V T
en rappelant que les matrices L et U sont de´finies par (29).
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Preuve. Comme φ est croissante, la structure de la matrice V induit les e´galite´s suivantes
:




N ⊗ V .
Ou`, rappelons-le, Kn [KN ] de´signe la n× n-matrice [N ×N -matrice] de´finie par (15).
Le reste de la preuve se de´duit du THEOREME 4.2 avec p = p′ = p′′ = β, du THEOREME 4.3,
de la transitivite´ de ≤ et de la croissance de ⊗. ✷
4.4 Petit example illustratif
On conside`re les ensembles S = {1, 2, 3, 4} et Σ = {1, 2}, i.e. n = 4, N = 2, l’application
surjective croissante φ : S 7→ Σ telle que φ(1) = φ(2) = 1 et φ(3) = φ(4) = 2. La 2× 4-matrice
V de´finie par (25) est :
V =
(
1 1 0 0
0 0 1 1
)
.
Conside´rons alors l’ope´rateur de Bellman suivant :
B =

0.1 0.4 1 0.1
0.3 1 0.7 1
1 0.8 0.4 0.8
0.2 1 0.5 0.6
 .
En utilisant les formules (23) et (24) on obtient les bornes monotones optimales :
B =

1 1 1 0.1
0.7 0.7 0.7 1
0.5 0.5 0.5 0.8
0.5 0.5 0.5 0.6
 ,B =

0.1 0 0 0
0.3 0 0 0
1 0 0 0
0.2 1 1 1
 .
A partir de ces bornes nous obtenons les matrices L et U V -agre´geables par la formule (29) :
L =

1 1 1 1
0.7 0.7 0.7 0.7
0.5 0.5 0.5 0.5
0.5 0.5 0.5 0.5
 ,U =

0 0 0 0
0 0 0 0
0 0 0 0
1 1 1 1
 .












Partons, par exemple, de x(0) = β = (0.4, 0.3, 0.7, 1)T . Nous obtenons les bornes suivantes
sur la suite des x̂(k) (voir Table 1).
5 Conclusion
Dans cet article nous avons e´tudie´ la CNS d’existence de couplage croissant de deux vecteurs de
probabilite´ idempotente. Cette CNS induit un pre´ordre entre ces deux vecteurs. Ce pre´ordre
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k l̂
T
(k) x̂T (k) ûT (k)
0 (0.4, 1)T (0.4, 1)T (0.4, 1)T
1 (1, 0.5)T (1, 0.8)T (0, 1)T
2 (1, 0.5)T (1, 1)T (0, 1)T
3 (1, 0.5)T (1, 1)T (0, 1)T
Table 1: Bornes sur la dynamique agre´ge´e
nous a permis d’e´tablir des re´sultats de comparaison de marginales de dimension un pour une
chaˆıne de Bellman de´finie par : {
x(0) = β
x(k + 1) = B ⊗ x(k).
Autrement dit, nous avons travaille´ dans l’espace de Krylov :
{β,B ⊗ β,B⊗2 ⊗ β, . . . ,B⊗n ⊗ β, . . .}
ou` pour n ≥ 1, B⊗n := B ⊗ · · · ⊗B (n fois).
En travaillant dans le semi-anneau M et en remplac¸ant le pre´ordre ≤⊕st par l’ordre partiel
≤st le lecteur retrouve dans la section 4 tous les re´sultats connus de la comparaison des chaˆınes
de Markov au sens de l’ordre fort ≤st. La diffe´rence se fait au niveau des preuves des re´sultats.
Et de la de´finition des ope´rateurs monotones optimaux.
Pour finir, signalons que ce pre´ordre ≤⊕st permettrait d’obtenir des comparaisons trajecto-
rielles, i.e. dans l’espace :
{β,B × β, . . . ,B×n × β, . . .}
ou` ∀n ≥ 1, ∀(i0, . . . , in) ∈ S
n+1 :
B×n × β(i0, . . . , in) := bin,in−1 · · · bi1,i0βi0 .
Ce sujet fait l’objet d’un travail en cours.
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A De´monstration du THEOREME 3.2 p. 7
Borne infe´rieure :
En e´crivant les contraintes r ≤⊕st p et r ≤
⊕
st q il vient :
r ≤Kn ⊗ p ∧Kn ⊗ q, (30a)
p⊕ q ≤KTn ⊗ r. (30b)
Le plus grand vecteur satisfaisant la contrainte (30a) est trivialementKn⊗p∧Kn⊗q. Comme
p et q sont des vecteurs de probabilite´ idempotente nous en de´duisons que, par de´finition deKn,
Kn⊗p∧Kn⊗ q est un vecteur de probabilite´ idempotente tel que : (Kn⊗p∧Kn⊗ q)1 = 1.
Cette dernie`re e´galite´ nous permet d’affirmer que ce vecteur ve´rifie e´galement la contrainte
(30b) qui s’e´crit : 
p1 ⊕ q1 ≤ r1




pn−1 ⊕ qn−1 ≤ r1 ⊕ · · · ⊕ rn−1
pn ⊕ qn ≤ r1 ⊕ · · · ⊕ rn.




Ecrivons les contraintes p ≤⊕st r et q ≤
⊕
st r, nous obtenons :
r1 ⊕ · · · ⊕ rn ≥ p1 ⊕ q1




rn−1 ⊕ rn ≥ pn−1 ⊕ qn−1
rn ≥ pn ⊕ qn
(31a)

r1 ≤ p1 ∧ q1




rn−1 ≤ (p1 ⊕ · · · ⊕ pn−1) ∧ (q1 ⊕ · · · ⊕ qn−1)
rn ≤ (p1 ⊕ · · · ⊕ pn) ∧ (q1 ⊕ · · · ⊕ qn) = 1.
(31b)
De´finissons r := p⊕ q ⊖ (Mn ⊗ p⊕Mn ⊗ q) ou` Mn est de´finie par (19), i.e. :
ri := pi ⊕ qi ⊖
{
0 si i = n
(pi+1 ⊕ · · · ⊕ pn)⊕ (qi+1 ⊕ · · · ⊕ qn) si i < n.
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On remarque (par re´currence sur k, k = n, . . . , 1 et en utilisant le fait que a ≥ b ⊕ c ⇔ a ≥
b et a ≥ c) que le syste`me de contraintes (31a) est e´quivalent a` :
r1 ⊕ · · · ⊕ rn ≥ (p1 ⊕ · · · ⊕ pn)⊕ (q1 ⊕ · · · ⊕ qn)




rn−1 ⊕ rn ≥ pn−1 ⊕ pn ⊕ qn−1 ⊕ qn
rn ≥ pn ⊕ qn
(32)
Par de´finition de ⊖ et de sa proprie´te´ (7), l’associativite´ de ⊕ on de´montre aise´ment par
re´currence sur k, k = n, . . . , 1 que :
rk ⊕ · · · ⊕ rn = (pk ⊕ · · · ⊕ pn)⊕ (qk ⊕ · · · ⊕ qn).
Comme ⊖ est de´croissante (i.e. a ≤ b⇒ x⊖ a ≥ x⊖ b, ∀x) r est la solution optimale de (31a).
Il reste a` montrer que r ve´rifie (31b). Par l’absurde, supposons ∃k tel que rk > (p1 ⊕ · · · ⊕
pk) ∧ (q1 ⊕ · · · ⊕ qk). Par de´finition de ⊖ nous avons deux cas a` e´tudier.
Cas 1. Si pk ⊕ qk ≤ (pk+1 ⊕ · · · ⊕ pn) ⊕ (qk+1 ⊕ · · · ⊕ qn) alors rk = 0 et l’ine´galite´ stricte
0 > (p1 ⊕ · · · ⊕ pk) ∧ (q1 ⊕ · · · ⊕ qk) est impossible car les pi et qi sont ≥ 0.
Cas 2. Si pk ⊕ qk > (pk+1 ⊕ · · · ⊕ pn) ⊕ (qk+1 ⊕ · · · ⊕ qn) alors rk = pk ⊕ qk. Ces ine´galite´s
strictes entrainent :
pk ⊕ qk > ((p1 ⊕ · · · ⊕ pk) ∧ (q1 ⊕ · · · ⊕ qk)) ⊕ (pk+1 ⊕ · · · ⊕ pn)⊕ (qk+1 ⊕ · · · ⊕ qn).
Or, par distritibutivite´ du treillis ([0,∞],≤) on a :
((p1 ⊕ · · · ⊕ pk) ∧ (q1 ⊕ · · · ⊕ qk))⊕ (pk+1 ⊕ · · · ⊕ pn)⊕ (qk+1 ⊕ · · · ⊕ qn) =
(p1 ⊕ · · · ⊕ pn ⊕ qk+1 ⊕ · · · ⊕ qn) ∧ (pk+1 ⊕ · · · ⊕ pn ⊕ q1 ⊕ · · · ⊕ qn) =
(1⊕ qk+1 ⊕ · · · ⊕ qn) ∧ (pk+1 ⊕ · · · ⊕ pn ⊕ 1) =
1 .
Ce qui implique :
pk ⊕ qk > 1.
Cette ine´galite´ stricte est alors impossible car pk, qk ∈ [0, 1].
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