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Abstract 
For r~>2, let J r  be the family of graphs G which possesses an independent set parti- 
tion {Ai .... ,At} such that the subgraph induced by Ai U Aj in G is a tree for all i and j 
with 1 <~i <j<~r. Let v(G) and t(G) denote, respectively, the order of G and the number 
of triangles in G. Define t(r,n)= max{t(G)l GE3;,v(G)= n}. It is known that the family 
{GIG E.Y;,t(G) = t(r,n)} is the family of ( r -  1)-trees of order n, and the family of r-trees 
of the same order forms a chromatically equivalence class. In this paper, we determine the 
structure of the graphs in the family {GIGC~-;,t(G) = t(r,n)- 1} and apply the structural 
results to investigate the chromaticity of the graphs of the family. A number of new families of 
chromatically unique graphs are discovered. 
1. Introduction 
Given a (simple) graph G with vertex set V(G) and edge set E(G),  let v(G), 
e(G), z(G) and P(G,2)  denote, respectively, its order, size, chromatic number and 
chromatic polynomial. Two graphs G and H are said to be z-equivalent, written G ~ H,  
if P(G, 2) -- P(H, 2). Obviously, the relation '~ '  is an equivalence relation on the class 
of graphs. The equivalence class determined by G under '~ '  is denoted by (G). Any 
equivalence class under '~ '  is called a z-equivalence class. A graph G is z-unique if 
(G) = {G} up to isomorphism. A property of a graph or a quantity associated with a 
graph is called a x-invariant if it is preserved under ',--'. To study the chromaticity of 
a class f# of graphs means to study the problem of determining the equivalence classes 
under '~ '  of graphs in aj. Research has been carried out actively in recent years on the 
structures of graphs determined by their chromatic polynomials, and more specifically, 
the chromaticity of a given class of graphs, as can be seen in [10, 11, 13]. 
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It is trivial that the complete graph Kn of order n/> 2 and the cycle Cn of order n/> 3 
are z-unique. Let Wn denote the wheel of order n ~> 5. Chao and Whitehead [3] pointed 
out that W5 is z-unique, and Xu and Li [16] proceeded further to show that Wn is so 
if n is odd and n/> 7. However, it is still unknown whether W~ is z-unique for even 
n~> 12. Following [10], let W(n,r), where l<<.r<~n-2, denote the graph obtained from 
W~ by deleting all but r consecutive spokes. Chia [4] showed that the graph W(n,n-2) 
is z-unique if n is even and n~>6. Observe that for this case, z(W(n,n- 2) )=3 and 
any two of the three colour classes in W(n, n -  2) induce a tree. For S C V(G), denote 
by [S] the subgraph of G induced by S. Given x E V(G), let d(x) denote the degree 
of x, and Nx = {y E V(G) I xy E E(G)}. A vertex x in G is called a simplieial vertex 
if d(x) = 0 or Nx is a clique (i.e., [Nx] is a complete subgraph) of G. For q ~> 1, the 
q-tree of least order is Kq. A graph G of order n (n > q) is a q-tree if G contains a 
simplicial vertex x such that d(x) = q and G -x  is a q-tree. Chao, Li and Xu [2] (see 
also [9, 14]) showed that the family of q-trees of the same order forms a z-equivalence 
class. Observe that if G is a q-tree, then z(G) E {q,q + 1}, and any two of the colour 
classes induce a tree. The join G + H of the graphs G and H is the graph obtained 
from the disjoint union of G and H by joining each vertex in G to each vertex in H. 
Very recently, Chia [5] showed that the join W(n,n-2)+Km is z-unique for all m~>l 
and even n/>6. Again, we observe that in this case, z(W(n, n -  2)+Kin) = m + 3, and 
any two of the m ÷ 3 colour classes induce a tree. Motivated by the above observations, 
we introduce and study in this paper the following family of graphs. A graph G is 
said to satisfy condition (T) if G possesses an independent set partition {AI,A2 .. . . .  Ar} 
(i.e., each Ai is an independent set and At U . . .  UAr  -- V (G) )  for some r~>2 such 
that [A i UAj] is a tree for all i and j with l<~i<j<~r. Let 9-- be the family of 
graphs satisfying (T), and for r>~2, let ~ the family of graphs in Y with such an 
independent set partition of r sets. 
Let t(G) denote the number of triangles (i.e., C3) in the graph G. Then t(G) and 
Zi=0 (--  1 )ihi•n-i , where P(G, 2) are related in the following way. Write P(G,2) = n-l 
n = v(G). We have t(G) -- (e(2G)) -- h2. On the other hand, the problem of determining 
the maximum or minimum value of t(G) given the order and/or size of G has re- 
ceived much attention (see, for instance, [7, 8, 12]). Let G E ~.  It can be shown (see 
Lemma 2.2 below) that 
t(G)<. ½(3v(G) - 2r)(r 21 ).  
Which graphs in ~ have their t(G) attaining the above maximum value? The answer 
is the family of ( r -  1 )-trees of order at least r. (This observation can be found in [2].) 
Then, what can be said about the graphs G in ~ which have the next maximum value 
of t(G)? Let ~,1 = {G E Y-r It(G) = ](3v(G)-Zr)(r21) - 1}. Our aim in this paper is 
to investigate the structure and the chromaticity of the graphs in ~,  1. After presenting 
a number of basic results in Section 2, we proceed in Section 3 to determine the 
structure of the graphs in ~.1. These results are then applied in Section 4 to study 
the chromaticity of the graphs in Y~, 1 and, in particular, to produce a number of new 
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families of z-unique graphs in ~%,1. Chia's results that W(n,n-2) and W(n,n-2)+Km 
are z-unique for all m >~ 1 and even n ~> 6 finally follow from our general results. 
2. Preliminary 
We shall present in this section a number of basic results on t(G), where G E ~,  
and on pure cycles and chordal graphs. These results will be found useful in proving 
our main results in the subsequent sections. We shall assume in what follows that 
{Al . . . . .  At} is an independent set partition of G such that [Ai UAj] is a tree for all i 
and j with 1 ~< i < j ~< r, where G E ~.  
Lemma 2.1. For any 9raph G of order n in Y-~, e(G) = (r - 1)n - (;). 
Proof. By definition, e(G) = ~J-]t<~i <j<~re([Ai UAj]) = ~l~<i <j~<r (IAil +IAjt - 1) = 
( r - -1 )E l<~i<~r lA i l - ( ;  ) =(r -1 ) . -  (2). [] 
By Lemma 2.1, Jrr, N ~:  = 0 for any rl and r2 with 2 ~< rl < r2. Thus the family Y 
is partitioned into ~,  J3 . . . . .  Note that ~2 is the family of trees of order at least 2. 
We shall assume r/> 3 from now on whenever ~ is considered. 
Let G E ~ and i,j,k be pairwise distinct integers in {1,2 . . . . .  r}. For x EAk, denote 
by d(Ai,Aj,x) the degree ofx  in [AiUAjUAk], and let 1 +p(Ai,Aj,x) be the number of 
components of the subgraph [Nx n (Ai U Aj)]. Then p(Ai,Aj,x)>>.0, and p(Ai,Aj,x) = 0 
iff [Nx n(Ai UAi)] is a tree. 
Lemma 2.2. For any graph G of order n in 3-~, 
1 ( r - l l _  Z Zp(Ai,Aj,x)" 
t (G)= ~ (3n - 2r) 2 l<~i<j<k<~rxEA~ 
Proof. 
t(G)---- Z t([A, UA/U Ak]) 
l<~i <j  <k<~r 
= Z Z (d(Ai,Aj,x) - p(Ai,Aj,x) - 1) 
l<~i <j  <k<~r xEA~ 
= Z (e[AiUAk]+e[AjUAk]- [Ak])- Z ~-~.p(Ai,Aj,x) 
l <~i < j  <k<~r l<~i <j  <k<~r xEAk 
= ~ (IA~l + ]Ajl+ IAkl- 2 ) -  ~ ~ p(A,,Aj,x) 
l <~i < j < k<~r I <~i < j < k<~r xEAk 
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( r - l )  ( ; )  
--n 2 -2  - Z  p(A,,Aj,x) 
l<~i <j  <k<~r xEAk 
=~(3n- -2r ) ( r - -1 )  - Z k<' rZp(A i 'A j ' x ) "  
2 1 <~i < j < xCA~ 
[] 
Corollary. For any graph G of order n in J-~, 
t (G)<~(3n-2r ) ( r21  ) .  
Lemma 2.3. For any graph G in 9-~ and any i,j,k with l <~i < j < k<~r, 
p(Ai,Aj,x) = ~ p(Aj,Ak,x)= ~ p(Ai,Ak,x). 
xEAI,, xEAi xCAj 
Proof. Observe that 
{ IAil + IAj[ + IA~I - 2 - ~x~A,p(Aj,Ak,x) t([Ai UAj UAk]) = IAi[ + I&l + [mkl 2 ~-]~xcA£(Ai,Ak,x) 
IA,[ + 1.4/I + Iakl 2 ~-]~xcAkp(Ai,Aj,x). 
The result thus follows. [] 
A cycle Ck of order k ~> 4 in a graph G is said to be pure if Ck contains no chords 
(i.e., [V(Ck)] ~ Ck). G is called a chordal (or triangulated) graph if G contains no 
pure cycles. Trees and complete graphs are trivial examples of chordal graphs. More 
generally, every q-tree is a chordal graph; but the converse is not true. Clearly, every 
induced subgraph of a chordal graph is itself a chordal graph. 
Lemma 2.4 (Dirac [6]). Let G be a chordal graph which is not complete. Then G 
contains two nonadjacent simplicial vertices. 
Lemma 2.5. Let x be a vertex in a connected graph G of order n such that d(x) < 
n -  1. Suppose that G-  (Nx U {x}) has m (>~1) components with vertex sets 
Sl .... , Sm. Then x is not contained in any pure cycle of G iff Nx n Nsi is a clique 
for each i=  1 ..... m, where Nsi = UyEs, Nv. 
Proof. The sufficiency is obvious. Suppose now y,z E Nx n Ns, and yz q~ E(G). Then 
[SI U {x, y,z}], and hence G, contains a pure cycle C such that x C V(C). This proves 
the necessity. [] 
A subset Q of the vertex set of a graph H is called a cut-set if H -Q has 
more components than H does. A vertex w in H is called a cut-vertex if {w} is 
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a cut-set of H. A cut-set Q of a graph H is said to be complete i f  Q is a 
clique. 
Corollary. Let x be a vertex in a connected graph G. I f  x & not contained in any 
pure cycle of G, then d(x) = v(G) - 1 or G contains a complete cut-set. 
Lemma 2.6. Let H be a graph, and {BI, . . . ,Br} be an independent set partition of 
H, where r >~ 2. Then H is a chordal graph if the following three conditions hold: 
(i) [Bi U B~] is a forest Jor each i=  1,2 , . . . , r -  1; 
(ii) H - Br is a chordal graph; 
(iii) When r>~3, then for any x6Br  and an3; i,j with l<~i < j<~r-  I, either x is 
an isolated vertex in [B i U Bj U Br] or [Nr N (Bi U Bj)] is a tree. 
ProoL The result is obvious when r - -2 .  Assume now that r 7> 3. Suppose to the con- 
trary that H is not a chordal graph. Let ~b be the set of pure cycles of H. Then 
~¢13. 
By (ii), [Bi U Bj] is a forest for any i , j with 1 ~<i < j<~r -  1, and V(C)N Br ~ 13 
for any C E ~b. We may further assume that V(C)n  B i ~ 13 for any C C • and any i 
in {1,2 . . . . .  r - 1}, since if V(C)n  B i = 13 for some C and i, we can replace H by 
H -B i  and H -B i  still satisfies the three conditions. 
Let 
p= min{lV(C)OBr[ 1C64~}, 
p* = min{v( C) [ C c • and I V(C)OBr] = p}. 
Choose a member, say C*, in ~b such that IV (C* )OBr l=p and v(C*) = p*. Let 
w E V(C* )NBr .  Then C* -w  is a path, say C* -w  = XUl ""U~Y, where s = p* -3  ~> 1. 
We may assume that x, y E Bl U B2. Since w is not an isolated vertex in [BI UB2 UB~], 
by (iii), [Nw N(B1 UB2)] is a tree. Thus there is a unique x-y path: xv l . . .v ty ,  t>~l, 
in [B1 UB2], and wviEE(H)  for each i = 1 . . . . .  t as shown in Fig. 1. Observe that 
XUl • •. usy and xvl •. • vty are two internally disjoint pure paths in H (a path P is pure 
i f  [V(P)] ~ P). Consider S= {x,y, ul . . . . .  us, vl . . . . .  vt}. If  there is a pure cycle C' in 
[S], then C' c ~b, and as w E B,. and WV i E E(H) ,  we have IV (C)  nBr] ~< IV(C* - w) N 
Br ] ~< p - 1, contradicting the choice of  C*. Hence [S] is a chordal graph. 
We shall show that t~>2 and s~>2. If t = 1, then VlUi EE(H)  for each i = 1 . . . . .  s, 
and thus V(C*)NBI  = 13 if vl EB1, or V(C*)NB2 = 13 if vl cB2, a contradiction 
in either case. If t>~2 and s = 1, then UlVi EE(H)  for each i = 1 ,2 , . . . , t ,  and thus 
ul ~ B1 UB2 and C" : wxulv2w is a pure cycle. But then V(C')NBI = 0 or V(C')NB2 
= 13, a contradiction. 
Now we have t>/2 and s )2 .  It is evident that only x and y are the possibly 
simplicial vertices of  the chordal graph [S]. By Lemma 2.4, x and y must be the 
simplicial vertices of [S]. Thus ulvl EE(H).  We shall show that U2UI ~ E(H) and 
ulv2 ~ E(H). If uzvl ~E(H) ,  then C ~" : wvlui . . . .  usyw is a pure cycle, where i' = 
max{i[vlui CE(H), i = 2 . . . .  ,s}. As IV(C")  N B~[<~p and v(C m) < p*, we get a 




contradiction. If ulv2 E E(H), then C (4) : wxutt)2W is a pure cycle and V(C(4))f-)BI = ~) 
or V(C(4))NB2 = 0, a contradiction again. So UzVl q~ E(H) and ulv2 q~ E(H). Thus, only 
y is possibly a simplicial vertex in the subgraph [S\{x}]. By Lemma 2.4, [S\{x}] is 
not a chordal graph, which implies that [S] is also not a chordal graph, a contradiction. 
We thus conclude that • = 0, and hence H is a chordal graph. [] 
Corollary. Let {BhB2,... ,B~} be an independent set partition of a 9raph H, where 
r>~2, such that [BiUBj] is a forest for all i,j with l <.i < j<~r. I f  for all i, j,k with 
1 <~i < j  < k<~r and for any xEBk, either x is an isolated vertex in [BiUBjUBk] or 
[Nx N (Bi U By)] is a tree, then H is a chordal 9raph. 
3. The structure 
In this section we shall determine the structure of the graphs in ~rr, 1. It is evident 
that for a graph G with a simplicial vertex , G E °dr, 1 iff d(x) = r -  1 and G-x  E Jr, I. 
Let ~,~ denote the family of the graphs in ~, l  that contains no simplicial vertices. 
Thus, to study the structure of the graphs in ~r,l, we need only confine ourselves to 
~.* We begin with some observations. By definition, for any G of order n in °dr l, r,l ' 
t(G) = ½(3n - 2r)(r~ l) - 1; and for any independent set partition {A1 . . . . .  At} of G 
satisfying (T), by Lemmas 2.2 and 2.3, we have 
~ p(Ai,Aj,x)= 1, 
l<~i < j  < k<~r xCA:, 
~ p(A j ,Ak ,x) :  1, (1) 
l<~i < j  <k<~r xEAi 
~ p(A i ,Ak ,X) :  1. 
l<.i < j  <k<~r xE.4j 
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Thus there exist ml,m2,m3 with 1 ~<ml < m2 < m3 ~<r such that 
p(Am,,Amz,X) = 1. 
xE A~. 3 
We may assume that ml = 1, m2=2 and m3 = 3. With this convention, we 
have: 
Lemma 3.1. There ex&t three vertices xl EAI, x2 cA2 and x3 CA3 such that for all 
distinct i,j,k with l <~i,j,k <~r and any xEAk, 
[Nx n (Ai UAj)] is a { 
forest with two components 
tree 
if ( i , j ,k) = {1,2,3} 
and x = xk, 
otherwise. 
ProoL Since ~x~A3p(A1,A2,x)= 1, by Lemma 2.3, ~-]x~A, p(A2,A3,x)= 1 and 
~--]xCA2 p(Ai,A3,x) = 1. Thus there exist xl CAI, x2 CA2 and x3 CA3 such that for 
distinct i,j, kc{1,2 ,3} and any vertex xEAk, [Nx N (Ai UAj)] is a forest with two 
components if x ---xk; and [Nx n (Ai U Aj)] is a tree otherwise. By (1), for all distinct 
i,j,k with {i,j,k} ~ {1,2,3} and any xEAk, p(Ai,Aj,x) = 0, i.e., [Nx n (Ai UAj)] is 
a tree. [] 
In the remainder of this paper, let xl,x2 and x3 denote the three special vertices in 
G having the properties mentioned above. 
Lemma 3.2. Let G E .Y-~, 1. Then G - x i & a chordal 9raph for each i = 1,2, 3. 
ProoL Assume i = 1. Consider the independent set partition {A~\{xl},A2 ..... At} of 
G -x l .  I f  we treat AI\{X|)  as Br and Ai as Bi-i for i = 2 . . . . .  r, then the partition 
{Bi,... ,Br} satisfies the conditions in the corollary to Lemma 2.6, and so G-x l  is a 
chordal graph. Likewise, G-  x2 and G-  x3 are chordal graphs, too. [] 
Corollary. Let G E ~-~,l. Then any pure cycle of G contains xl, x2 and x3. In par- 
ticular, [{xl,x2,x3 } ] ~ 1£3. 
As we shall see (Theorem 3.2), the structure of  the graphs in ~r,l is completely 
determined by the structure of the graphs in ~3,1. We thus first focus our attention on 
the case when r = 3. 
Lemma 3.3. Let G E Y3,1. Then G contains three induced subgraphs Gl, G2 and G3 
such that V(G) = V(G1)U V(Gz)U V(G3) and V(Gi)N V(Gj) = {Xk} , where {i,j,k} = 
{1,2,3}, as shown in Fig. 2. 
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Xl 
Fig. 2. 
Proof. By Lemma 3.1, [Nx~ ] is a forest with two components, ay H1 and/-/2. Let G' 
be the graph obtained from G - Xl by adding two new vertices Ul and u2 and joining 
ul to all vertices in Hi and uz to all vertices in//2. By the corollary to Lemma 2.6, 
G r is a chordal graph. Thus x2 and x3 must be cut-vertices of G r, and are the only 
two cut-vertices of G ~. The result thus follows. [] 
We are now in a position to establish our first main result. 
Theorem 3.1. A graph G & in J-3,1 iff G & a graph of Fig. 2 satisfy&g 
(i) [{Xl,X2,X3} ] ~ K3, 
(ii) Gi is a 2-tree for each i = 1,2, 3, and 
(iii) with respect to any 3-colouring of Gi, xj and xk are in different colour classes 
for all i,j and k such that {i,j,k} = {1,2,3}. 
Proof. Necessity: By Lemma 3.3, G contains three induced subgraphs Gl, G2 and G3 
satisfying the conditions tated therein. 
The result (i) thus follows from the corollary to Lemma 3.2. 
Each Gi, being an induced subgraph of the chordal graph G-  xi, is itself a chordal 
graph. Since [N(x)] is a tree for all x E V(G)\{Xl,X2,X3}, Gi is 2-connected. As 
z(Gi)<~3, Gi is a 2-tree. We have (ii). 
I fxj  and xk are adjacent, then (iii) is trivial. Assume that xj and xk are nonadjacent. 
By (ii), Gi is a 2-tree of order at least 4. Thus Gi is uniquely 3-colourable. Since xj 
and xk are in different colour classes of the 3-colouring of G defined by {A1,A2,A3}, 
xj and xk must be in different colour classes of the unique 3-colouring of Gi. This 
proves (iii). 
Sufficiency: Let G be a graph satisfying (i), (ii) and (iii). It follows that z(G) = 3. 
Let Bt,Bz,B3 be the three colour classes induced by a 3-colouring of G. By (iii), we 
may assume that xi E Bi for i ---- 1,2,3. 
Consider the subgraph [Bl U B2] of G. Since Gi is a 2-tree, [V(Gi)N (B1 U B2)] is 
a tree for each i = 1,2,3. Thus [BI UB2] is a tree. Likewise, [B1 UB3] and [B 2 UB3] 
are trees. Hence G C ~.  
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Since Gi is a 2-tree, t(Gi) = v(Gi) -2 ,  where i= 1,2,3. Thus t (G)=t (G l )+t (G2)+ 
t(G3) = v(G1 ) + v(G2) + v(G3) - 6 = n - 3, which implies that G E Y33. [] 
We shall now proceed to consider the general case r ~> 3. 
Lemma 3.4. For G in ~r~l, G E ~,~ iff G contains no complete cut-sets. 
Proof. The sufficiency is obvious. To prove the necessity, suppose G contains a com- 
plete cut-set S. Let $1 and $2 be two subsets of V(G-S)  such that V(G-S)  = $1 US2 
and E(G - S) = E([SI]) U E([S2]). Since [S] is complete, every pure cycle of G is in 
[S U S~] or in IS U $2]. Suppose IS U $1] contains pure cycles. Then, by the corollary 
to Lemma 3.2, XI,X2,X 3 E S U S 1. Since {Xl,X2,X3) ~ S, {Xl,X2,X3) ~ S U 82. By the 
corollary to Lemma 3.2 again, [SUS2] contains no pure cycles, and thus it is a chordal 
graph. By Lemma 2.4, [S U $2] contains a simplicial vertex y, where y E $2. Clearly, 
y is also a simplicial vertex of G. This proves the necessity. [] 
Our next main result is now given below. 
07-~ Theorem 3.2. Let G be a 9raph. Then G E g~r,l, where r>>,4, iff G = H + Kr-3 for  
some H E 3-3~. 
Proof. The sufficiency is obvious. We shall now prove the necessity. Assume G E 
/'OT* ~r,1. For any i with 4<~i<~r, as [A1 UAi] is a tree, there exists xi E A~ such that 
xlxi E E(G). 
Claim. xi & not contained in any pure cycle, where 4 <<. i <<. r  
Suppose q)i = {C[ C is a pure cycle of G and xiE V(C) )•  ~ and let qi = 
mince,, v(C). By the corollary to Lemma 3.2, Xl,X2,X 3 Cz: V(C) for any C E q~i. 
Obviously, qi 94.  
Choose Co E ~i with v(Co) = qi>>,4. Note that XiXl E E(Co). Let y be the other 
vertex in Co which is adjacent o xl. Write Co = xlyul ...UsXiXl, where s~>l. If 
y E Ai, let P(y, xi) be the unique path connecting y and xi in [,42 UAi]; and if y E Aj 
and j ~ i, let P(y,  xi) be the unique path connecting y and xi in [Ai UAj]. Then xl is 
adjacent to every vertex in the path P(y,  xi) (see Fig. 3). Since xl is not adjacent to any 
interner vertex in the path yu l . . .usx i ,  the paths P(y, xi) and yul. . .UsXi are internally 
disjoint. 
Since G-  xl is a chordal graph by Lemma 3.2, the subgraph [S] of G, where 
S = {y, xi, ul . . . . .  us, v1 . . . . .  vt}, must be a chordal graph. 
Case 1: t = 1. So y E Ai and vi E A2. Since [S] is a chordal graph, vl must be 
adjacent o every vertex on the path u~...Us. Thus V(Co)N A2 = 0. This contradicts 
the fact that x2 E V(Co)N A2. 




Case 2:t~>2 and s = 1. In this case, u I is adjacent to every vertex in the path 
yl)l...l)tx i. But then XlVt-lulxixl is a pure cycle which does not contain x2 or x3, a 
contradiction. 
Case 3:t~>2 and s>>,2. Since the paths yvl ...vtxi and yul...UsXi are internally 
disjoint and [S] is a chordal graph, by Lemma 2.4, [S] contains at least two simplicial 
vertices, and only y and xi are the possible ones. Thus UlVl E E(G). But ujvl q~ E(G) 
for any j with 2<~j<<_s; otherwise, there is a pure cycle XlVlUm'" "usxixl for some m 
with 2<~m<<,s, which is shorter than Co, a contradiction. So xlvlul'''UsXiXl is a pure 
cycle, which implies that xz,x3 C {ul,...,Us}. Now we shall show that UlV2 ~ E(G). 
I f  ulv2 E E(G), then xlyUlV2Xl is a pure cycle, which does not contain x2 or x3 (since 
y ~ {x2,x3}), a contradiction. Since u2vl ~ E(G) and UlV2 ~ E(G), ul and vl cannot 
be simplicial vertices of [S\{y}], and thus only xi is possibly a simplicial vertex in 
[S\{y}]. By Lemma 2.4, [S\{y}] is not a chordal graph, a contradiction. We thus 
conclude that (~i = ~ and the claim holds. 
By the claim, and by the corollary to Lemma 2.5, d(xi) = v(G) - 1 for any i with 
4<~i<~r. Thus G = H +Kr -3 ,  where H = [Al UA2 UA3]. Obviously, H E ~,1.  If  H 
contains a simplicial vertex x, then x is also a simplicial vertex of G. This proves the 
necessity. [] 
As a direct consequence of Theorems 3.1 and 3.2, we have: 
Corollary. Each 9raph in J~,l is uniquely r-colourable. 
4. The chromaticity 
In this section, we shall apply the characterization theorems established in Section 3 
to investigate the chromaticity of the graphs in J~,l. 
We first state some useful z-invariants. 
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Lemma 4.1. Let G and H be two graphs such that G ~ H. Then 







e(G) = e(H); 
z(G) = Z(/4); 
t(G) = t(H); 
G is connected iff H is so; 
G is 2-connected iff H is so; 
G is uniquely k-colourable iff H is so. 
We proceed with the following observation which says that the family Jrr, I is closed 
under ' ~ '  
Lemma 4.2. For any graph G E ~rr, l, (G) C_ ~7,u 
Proof. Let H E (G). By Lemma 4.1, v(H) = v(G), e(H)  = e(G) and t (H)  = t(G). 
By the corollary to Theorem 3.2, G is uniquely r-colourable. Thus H is also uniquely 
r-colourable by Lemma 4.1. It follows that any two colour classes with respect o an 
r-colouring of H induce a tree in H. Since t (H)  = t(G), H E Yr, 1. [] 
As the first main result of this section, we shall show that the problem of determining 
the z-unique graphs in ~,1, r ~>4, is equivalent o that of determining z-unique graphs 
in ,~3,~. To get to this, we first prove the following two lemmas. 
Lemma 4.3. Given a graph G E Yr, I, where r>~4, there exists a graph H E 3-3,1 such 
that G "" H + Kr-3; and G E ~-~,~ iff H E ~-;* 3,1" 
Proof. Case 1' G E Y~,~. By Theorem 3.2, there exists H E Y3,~ such that G = 
H Wgr-3.  
Case 2: a 
Then there is a sequence of vertices Yl,---, Ym, where m ~> 1, such that in the graph 
o7-* G - {yl . . . . .  y i - ,} ,  [Ny,] = Kr-I for any i = 1 . . . . .  m, and G - {y, . . . . .  ym} E ~r,l" 
By Theorem 3.2, there is a graph Go E °J3, ~ such that G-  {Yt . . . . .  Ym} = Go +Kr-3.  
Now we construct a graph H from Go by adding m new vertices and joining each of 
them to the two vertices incident with a fixed edge in Go. Observe that H E ~3.1 \~3,~, 
and 
P(H ÷ Kr-3, ,:,) 
=2(2 -  1 ) . - . (2 - ( r -3 )+ 1)P (H ,~-  ( r -3 ) )  
= 2(), - 1 ) . . - (2  - (r - 3) + 1)(2 - (r - 3) - 2)raP(Go, 2 - (r - 3)). 
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On the other hand, 
P(G, 2) = (2 - r 
=(2  - r  
=(2 - r  
Thus H + Kr-3 ~ G. 
+ 1)mp(G-  {y, . . . . .  ym},2) 
+ 1 )'np(G o + Kr-3, 2) 
+ 1)m2(2 - 1 ) ' - - (2 - -  ( r - -  3 )+ 1)P(Go,2 - ( r -3 ) ) .  
[] 
Lemma 4.4. I f  G is a z-unique graph in or 33,1, then G E 53~. 
Proof. Suppose to the contrary that G contains a simplicial vertex x. Then d(x) = 2 
and G -x  E ~3,1. If  G -x  contains simplicial vertices, it is easy to construct a graph 
G ~ such that G ~ ~ G and G ~ ~ G. Now suppose that G-  x contains no simplicial 
vertices. Let e be any edge of G -x ,  and let Ge be the graph obtained from G -x  
by adding one vertex and joining it to the two vertices incident with e. Then Ge ~ G. 
Since G is z-unique, G ~- Ge for every edge e in G-  x. Thus G-  x is edge-transitive. 
Since G-x  contains edges incident with exactly one vertex in {xl,x2,x3}, each edge 
of G-x  is incident with exactly one vertex in {xl,x2,x3}, where xl,x2 and x3 are the 
vertices of G such that [Nx,] is not connected (see Fig.2), i = 1,2,3. This implies that 
G-  x is a bipartite graph. But this contradicts Theorem 3.1. [] 
We are now ready to establish our third main result. 
Theorem 4.1. Let G be a graph & J-3,1, and let m be a positive integer. Then G is 
z-unique iff G +Km is z-unique. 
Proof. Since for any graphs G1 and G2, P(G1 + G2, 2) depends solely on P(GI, 2) 
and P(G2,2) (see, for instance, [1, p. 60]), the sufficiency follows readily. We now 
prove the necessity. Assume that G is z-unique. By Lemma 4.4, G E 3~,* Evidently, 3,1" 
G +Km E ~+3,~. Let H be a graph such that H ~ G + Kin. We shall show that 
H '~ G+Km. By Lemma 4.2, H E Tin+3,1. By Lemma 4.3, there is a graph H0 E ~33,1 
such that Ho + Km ~ H; and Ho E Y,* i f fH E ~_* As Ho + Km ~ H " G + K,n, we 3,1 m+3, 1" 
have H0 ,-~ G. The fact that G is z-unique implies that H0 ~ G. Thus H0 E J33,~, and 
so H E ~S_* By Theorem 3.2, H -~ H I +K,n for some H 1 E 9"~,* which implies that m+3,1" 3,1, 
G +Km ~ H ~ H t + Kin, and so G ~ H ~. The fact that G is Z-unique again implies 
that H t ~ G. Hence H ~ H ~ +Km TM G + Kin, as was to be shown. [] 
In view of Theorem 4.1, to study the chromaticity of the graphs in ~r, 1, we  may 
confine ourselves to the family ~3,1. Let G E J3,1. Clearly, the girth of G is 3. Let 
s(G) denote the order of a shortest pure cycle in G. One may then classify the graphs 
in ~3,1 into F3,l,s'S, where J3,l,s = {G E ~3,1 Is(G) = s} and s~>4. The problem of 
determining whether a graph in ~,,* is z-unique is, by no means, a simple problem. 3,1 
In the remainder of this section, we shall settle the problem for the cases when s = 4 
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and s = 5. For this purpose, we shall first state Whitney's broken cycle theorem, 
and use it to derive two new z-invariants for the family J3,J, one of which, in turn, 
can be employed to prove our desired results. Let G be a graph and let f l:E(G)--~ 
{1,2 . . . . .  e(G)} be an arbitrary bijection. Given a cycle C in G, choose e E E(G) 
such that fl(e) > fl(x) for each x E E(C)\{e}. We call the path C - e a broken cycle 
induced by ft. 
Lemina 4.5 (Whitney's broken-cycle theorem [15]). Let G be a graph of order n and 
let fl " E(G) --~ {1,2 . . . . .  e(G)} be a bijection. Then 
n--1 
P(G, )0 --- ~ ( -  1 )ihi)~n-i, 
i=0 
where hi is the number of spanning subgraphs of G that have exactly i edges and 
that contain no broken cycles induced by ft. 
Let iTs(G) denote the number of pure cycles of order s in G. 
Lemma4.6.  Let G, H eJ-3,t such that G~H.  Then (i) s (G)=s(H)  and 
(ii) %(G) = as(H), where s = s(G). 
Proof. Let G C Y3,1 and we may assume that G has the structure shown in Fig. 2. 
Then [Nx, ] contains two components, ay F1 and F2. Let G' be the graph obtained 
from G-  xl by adding two new vertices yl and Y2, and joining Yl to all vertices in 
Fl and y2 to all vertices in F2. By Theorem 3.1 (see (iii)), we have 
P(G' ,2)  -- 2(2 - 1)3(~. - 2) n-3. 
Suppose that 
n-1  
P(G, 2) = ~ (-1)ihi)~ n-i 
i=0 
and 
P(G',2) = ~ (--1)iai,~ n+l-i. 
i=0 
By comparing the number of broken cycles in G and G ~, and applying the corollary 
to Lemma 3.2, we have 
f ai if O<~i<~s -- 2, 
h/ 
as - l -as (G)  i f i=s -1 ,  
where s = s(G). It follows immediately that s(G) and as(G) are z-invariants. This 
proves Lemma 4.6. [] 
110 EM.  Dong, K.M. Koh/Discrete Mathematics 176 (1997) 97-113 
2k xl 2k + 12k + 2 
X3 X2 
Fig. 4. W (1) of order n, where k~> 1 and n>~2k + 7 is odd. n, 2k 
Xl 
2k  - 1 2k - 1 
" -5  
X2 
27 3 
Fig. 5. W (2) of order n, where k~> 1 and n>>-2k + 4. n,2k 
l ~ k  - 1 
Xl ~ 2  
X3 
Fig. 6. W (3) of order n, where k~>l and n~>2k+5. n,2k 
Let W(n,n -  2) denote the graph obtained from the wheel W, by deleting a spoke. 
Further, let w(~) w(2) and w(3) denote, respectively, the graphs of Figs. 4, 5 and 6 " n,2k ~ " n,2k " n,2k and let ~* 3j,s = {G[ G E ~3,l,s and G E ~33,~} for s~>4. We shall now establish our 
final main result. 
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Theorem 4.2. (i) Y3,~,4 = {W(n,n - 2) In >t6 and n even}; 
(ii) 3-~* -¢ tv(l) 3,1,5 = t "  ,,2k ] k >~ 1 and n >>, 2k + 7 is odd} 
U {W~22~lk>~l,n>~Zk +4,n~>7} 
u {<'32~ Ik>l,n>2/c + 5}; 
(iii) Every 9raph in ~,~,4 tO ~'3.1,5 is z-unique. 
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To simplify our proof of Theorem 4.2, we first prove the following lemma. 
Lemma 4.7. For G ¢ Yr,1, t f ( ) . -  r + 1)2~P(G, 2), then G E iT..* r,l" 
Proof. Suppose to the contrary that G contains a simplicial vertex y. Then d(y)  = r -  1 
and G - y E ~r, l ,  and we have P(G, 2) = (2 - r + 1)P(G - y, 2). As z(G - y)  = r, 
we have (2 - r + 1) I P(G - y, 2), and so (2 - r + 1 )2 I P(G, 2), a contradiction. [] 
Proof of Theorem 4.2. We shall first prove (i) and the first part of (iii). 
It is easy to check that {W(n,n -2 )1n~6 and n even} C_~-3,~, 4. Let G E ~J3,~,4. 
Then G possesses a pure cycle C4, containing Xl,X2 and x3 as shown in Fig. 2. Thus, 
among G1, G2 and G3, two are K2, say G1 ~ G2 ~ K2, and G3 is a 2-tree such that 
the distance dc3(Xl,X2) = 2, and xl and x2 are the only simplicial vertices in G3. It 
follows that G ~ W(n ,n -  2) for some integer n~5.  As G is uniquely 3-colourable, n
must be even. This proves (i). 
Let H be a graph such that H ,~ W(n,n -2 ) ,  where n~6 is even. By Lemmas 4.2 
and 4.6, H E ~3,1,4. As (2 - 2)2?P(W(n, n - 2), ).) and P(H, )~) = P(W(n,  n - 2), ),), it 
follows by Lemma 4.7 that H E 3-~* and so H ~ W(n ,n -2 ) ,  proving that W(n,n -2)  3,1,4, ~--" 
is z-unique. 
Next, we shall prove (ii). It is easy to check that W ~i) E J%* for each i = 1 2, 3. n,2k 3,1,5 
It remains to show that if G E Y3"1,5, then G "~= w{i),,zk for some i = 1,2,3 and some 
integers n and k, as stated in (ii). Let G ¢ J ; *  and assume that G has the structure 3,1,5, 
of Fig. 2. Then, one of the Gi's is K2, and we may assume that Gl ~ /£2. Thus 
dc2(Xl,X3) + dc3(Xl,X2) = 4, and we assume that dc2(Xl,X3)<<,dc3(xl,x2). 
Case 1: dce(xl,x3) = 2. Then G2 (resp. G3) is a 2-tree having only two simplicial 
vertices Xl and x3 (resp. Xl and x2). Thus G ~ w (1) for some integers n and k with = "n,2k 
k /> l ,n  odd andn>~2k+7.  
Case 2: dc~(Xl,X3) = 1. Then G2 ~ K2 and G3 is a 2-tree such that dc3(xl,x2) = 3, 
and x~ and x2 are the only two simplicial vertices in G3. Thus G ~ ~v(2)",,2k or G =~ j¥(3)n,2k 
for some integers n and k. 
Finally, we prove the second part of (iii). 
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By the standard reduction formula, the chromatic polynomials of W_ (i) i = 1,2,3, n,2k' 
are evaluated as shown below: 
P( W2k+3, 2)P( W.-zk-2, 2) P( Wn(,12~, 2) = 2(2  --  1 )2()~ _ 2)n -3  _ 
2(2 - 1) 
P( W2k+2, 2)P( Wn_2k_3, ~.) 
2 
2 
- 2 - 1 ((2 - 2) n + 2(2 - 2) " - l  + 2(2 - 2) "-2 + (2 - 2) 2k+2 
+ (2 - 2) n-2k-3 - (2 - 2) 3 - 2(2 - 2)2); (2) 
(2) P(W(2k  + 2, 2k), 2)P(W(n  - 2k, n - 2k  - 2),2) 
e(~,2k , ,~)  = 2(2 - ~) 
P(Wzk+l, 2)P( Wn_2k_ 1, ~)  
2 
- P (W(n  - 1,n - 3),2) 
2 _ 2)n_ 1 2)n_ 2 - 2 - 1 ( (2  - 2 )  n + 2(2  + 2(2  - 
+ ( -1 )n -1(2  - 2) 2k - (2 - 2) n-2k-2 + ( -1)n(2  - 2) 3 
+( -1 ) " (2  - 2) 2 + ( -1 ) " -1 (2  - 2)); (3) 
P(W.(,3), 2 )= 2(2 - 1)2(2 - 2) ".3 - 2(2 - 1)(2 - 2 )  n -3  
+ P( W2k+2, 2)P( Wn-2k-1 ,  ) ' )  
2(2 - 1)(2 - 2) 
)~ 2)n-1 2) n-2 - -  2 -  1 ( (2 -  2)" +2(2 -  +2(2 -  
+ ( -1 )n ( ) ,  - 2)  2k+l - (2 - 2)  n -zk -2  + ( -1 ) " -1 (2  - 2 ) ) .  (4) 
Let H be a graph such that H ~ WnC2) k where k >/1 and n/> 2k + 4. Then H C ff3,1,5 
by Lemmas 4.2 and 4.6, and thus H E ~3,~,5 by Lemma 4.7. By (2) - (4) ,  we have 
H ~ Wn(,2) k if k>~2 and H C {Wn(,2~, Wn(, 3) } if k = 1. Since Wn(,~ ) ~ W~(, 3), Wn(,~ is 
TIT(3) z-unique for k>~l, n>~2k +4 and n~>7. Similarly, ",,2k is z-unique. 
rxr( 1 ) 
"~ ,~3,1,5 Assume H vyn,2k. Then H E by Lemmas 4.2 and 4.6. I f  H contains a 
simplicial vertex x, then H-  x E ~3,1,5. Since (2 -  2) 2 is not a factor of  P(H-  x, 2), 
"~ Iv(Z) "~ W(3) for some U, contradicting (3) and (4). Thus H - -X  = " 'n - l ,2k '  or  H - x  -.~ " ' . - l ,2k '  
H contains no simplicial vertices, i.e., H E T~* By (ii), H ~ Iv( l )  for some k". 3,1,5" = "'n,2k" 
By (2), k = k". Hence ~(1) is z-unique. [] n,2k 
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Chia's result [4, 5] stated in Section 1 are included in Theorem 4.2 and the following 
corollary. 
Corollary. For any graph G in ~3"h4 U ~3"1,5 and any positive integer m, the 9raph 
G + Km is z-unique. 
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