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Introduction
La constance des performances des produits est une priorité pour les
fabricants de circuits intégrés. Ils s’engagent auprès de leurs clients à fournir
des puces dont la dispersion des performances est très faible, ce qui implique
que chaque circuit fabriqué qui n’entre pas dans les marges de tolérance est
mis au rebut et donc fait monter le coût de production moyen par plaque
de silicium. Il faut donc savoir contrôler la fabrication aﬁn d’uniformiser
les performances. Les produits de l’industrie de la micro-électronique, des
circuits électroniques, sont fabriqués par des techniques organisées autour
de la photolithographie sur des tranches de silicium cristallin. Une tranche
peut contenir de quelques dizaines à des centaines de puces électroniques.
Dans une usine, les tranches de silicium sont groupées par lots de vingt-
cinq plaques pour subir certaines étapes du procédé de fabrication. Enﬁn, un
fondeur 1 peut choisir de fabriquer un même produit dans plusieurs usines.
Il y a donc diﬀérentes échelles auxquelles vont intervenir les dispersions de
performances. Les composants de base des circuits intégrés sont soumis à
diﬀérentes sources de ﬂuctuations. Certaines sont dues aux matériaux utilisés.
En eﬀet, l’implantation volontaire d’impuretés dans le silicium aﬁn de régler
les propriétés des composants – le dopage – n’agit pas de manière continue
dans tout matériau. C’est une action locale à l’échelle atomique, et plus
les composants sont petits, moins les eﬀets sont lissés. De la même manière,
l’utilisation de silicium polycristallin introduit des eﬀets locaux aux interfaces
entre les cristaux le composant. L’emploi de résines en matériaux polymères
entraine une certaine imperfection du bord des gravures, dont l’importance
croît avec la miniaturisation des dispositifs.
D’autres imperfections sont induites par les outils du procédé 2. Les étapes
1. c’est le nom qu’on donne aux fabricants de puces, car c’est historiquement l’industrie
de la métallurgie qui possédait les outils nécessaires pour fondre le silicium afin d’en faire
des cristaux.
2. ou process en anglais qui remplace souvent le mot français dans le jargon
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du process comportent des procédés chimiques (gravure, retrait de résine),
physiques (gravure, implantation d’ions, dépôt de matériau), thermiques (re-
cuit en four, recuit laser, croissance d’oxyde) ou encore optiques (insolation
des résines pour appliquer le dessin des circuits). Les machines réalisant ces
étapes introduisent chacune des non uniformités qui leurs sont propres.
Le placement-routage du circuit ou la proximité d’un circuit avec diﬀé-
rentes zones du circuit peut aussi inﬂuencer la manière dont le circuit subit
le procédé. La variabilité est un sujet qui concerne toutes les spécialités.
En amont de la fabrication, les concepteurs de circuits utilisent des mo-
dèles pour prédire le comportement électrique des circuits qu’ils dessinent, et
ces modèles doivent permettre de prédire la dispersion des performances. Avec
ces modèles, ils s’attachent à concevoir des circuits dont les performances si-
mulées prévoient que la production des circuits atteindra un certain seuil de
rendement.
Il existe diﬀérentes méthodes de simulation de la variabilité, avec diﬀé-
rents niveaux de complexité. Certaines s’appliquent aux simulations de cir-
cuits complexes, d’autres aux simulations de petits circuits standards, et
celles auxquelles nous nous intéressons en particuliers sont les simulations du
transistor métal–oxyde–semiconducteur MOS, composant de base des circuits
intégrés.
Reproduire et prédire les variations font l’objet de recherche sur diverses
méthodes de simulations. Certaines simulations se focalisent sur les sources
dues aux matériaux aﬁn de mieux comprendre les phénomènes mis en jeu.
Ces résultats peuvent servir de points d’entrées pour des simulations de pro-
cédé de type éléments ﬁnis appelées TCAD et qui permettent de reproduire
virtuellement les recettes de fabrication et de prédire les eﬀets au niveau des
performances électriques. Du coté des simulations de circuits, l’utilisation de
méthodes Monte-Carlo et de pire-cas reste la référence. La méthode Monte-
Carlo permet de propager sans simpliﬁcation la variabilité des paramètres
technologiques et la méthode pire-cas fournit aux concepteurs un critère de
sanction des performances raisonnable en termes de temps de calcul, contrai-
rement à la méthode Monte-Carlo lorsqu’elle est appliquée à un circuit de
plusieurs millions de transistors.
Ce manuscrit commence par une introduction et un état de l’art des
études faites sur la variabilité du transistor MOS et les moyens pour la simuler
dans le chapitre 1 Contexte – Problématique.
Dans un premier temps, il est important de connaitre expérimentalement
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les ﬂuctuations des facteurs technologiques. Le dopage du canal peut être
mesuré par spectroscopie d’ions secondaires émis après un bombardement
d’ions, mais pas sans détruire le dispositif. Cette caractérisation lourde en
préparation ne permet pas un échantillonnage statistique. Dans le chapitre 2
intitulé Caractérisation du dopage des dispositifs MOSFET, nous nous inté-
ressons au facteur de variabilité qu’est le dopage du semiconducteur. Nous
proposons une méthode d’estimation du dopage canal en se basant sur des
mesures électriques. Nous présentons également une méthode de calibration
du dopage latéral des simulations TCAD Ainsi qu’un moyen d’obtenir une
image de la dispersion des recuits thermiques sur la surface d’une plaque.
Le chapitre 3 traite de l’Étude expérimentale du nœud technologique
45nm. Cette étude expérimentale du nœud technologique 45 nanomètres nous
permet de déterminer et conﬁrmer la liste des facteurs qui participent prin-
cipalement à la variabilité des performances du transistor et nous renseigne
sur les valeurs de dispersion auxquelles nous avons à faire.
Pour ﬁnir, dans le chapitre 4 intitulé Simulation des variations dans les
modèles compacts, nous proposons d’améliorer la prise en compte des dé-
viations des facteurs process dans les simulations Monte-Carlo et pire-cas
appliquées aux modèles compacts au regard d’observations expérimentales.
Chapitre 1
Contexte – Problématique
Figure 1.1 – Réplique
du premier transistor
réalisé aux Bell Labs.
La fabrication du transistor MOS à grande
échelle et à coût réduit a été rendue possible
par une série d’avancées majeures dans le milieu
du xxe siècle. Après l’invention du transistor 1 en
1947 par John Bardeen, Walter Houser Brattain et
William Shockley aux Bell Laboratories [1], Gor-
don Teal fabrica un premier transistor en silicium
en 1954 chez Texas Instruments. Le premier MOS-
FET a été réalisé par Kahng [2] et Atalla [3] en 1960
au Bell Labs [4] et enﬁn Jean Hoerni développa en
1962 chez Fairchild Semiconductor des procédés pla-
naires que nous utilisons encore aujourd’hui pour la fabrication du dispositif
MOS.
Le succès du transistor MOS tient à quelques éléments clefs : Le procédé
de lithographie qui permet de fabriquer les composants comme les inter-
connexions, la possibilité d’utiliser l’oxide de silicium comme isolant, l’auto-
alignement du transistor autour de sa grille et l’association de dispositifs
complémentaires dans les circuits logiques.
Depuis, la course à la miniaturisation, pour augmenter le nombre de puces
1. Transistor est un mot-valise pour transfer resistor :
« The way I provided the name, was to think of what the device did. And
at that time, it was supposed to be the dual of the vacuum tube. The vacuum
tube had transconductance, so the transistor would have transresistance. And
the name should fit in with the names of other devices, such as varistor and
thermistor. And. . . I suggested the name transistor. » — John R. Pierce
2par surface de tranche de silicium et donc augmenter la rentabilité des pro-
duits, a suivi la fameuse « loi », ennoncé par Gordon Moore, co-fondateur de
Intel, en 1965 dans Electronics magazine qui prévoit que le nombre de tran-
sistors par puce va doubler tous les deux ans. Cette augmentation passe par
la diminution des dimensions de ces composants. De dimensions de l’ordre du
micromètre dans les années 70 [5], les dimensions nominales des récents mi-
croprocesseurs atteignent 32 nm, le noeud technologique 22 nm étant prévu
pour 2013 selon l’ITRS [6].
Figure 1.2 – Un
lingot de silicium.
À l’extrémité supé-
rieure se trouvait
la graine, ou cris-
tal initial à partir
duquel a crû le cy-
lindre entier.
La fabrication de circuits électroniques intégrés est
une longue succession de procédés appliqués à une
tranche de silicium monocristallin, ou wafer, sciée dans
un lingot créé par la méthode Czochralski. La méthode
Czochralski (CZ) qui est utilisée pour créer un cristal
consiste à plonger un petit morceau de silicum mono-
cristallin, la graine, à la surface de silicium en fusion 2
dans un creuset en rotation 3. La graine, montée avec
une orientation cristalline précise sur une tige en rota-
tion dans le sens opposé, est mise en contact avec la sur-
face du liquide. En refroidissant lentement, le silicium
en fusion se solidiﬁe en suivant la structure cristalline de
la graine. Le cristal se forme au fur et à mesure de la re-
montée de la tige sur laquelle il est monté. Le diamètre
du lingot est déterminé par le contrôle des vitesses de
rotation, de tirage vers le haut et de la température. Les
diamètres utilisés aujourd’hui sont 200 mm et 300 mm.
L’utilisation de wafers de 450 mm est prévu pour 2012
[8]. Une fois que le lingot a ﬁni de croître et qu’il a re-
froidi, il est scié en tranches de 200 µm à 800 µm. Les
tranches sont ensuite arrondies sur leur bord et leur
surface est polie par CMP (Chemical Mechanical Po-
lishing) jusqu’à atteindre le niveau de planéité requis.
Un certain nombre de méplats ou d’encoches sont faits
sur le bord des plaques pour indiquer le type de dopage
2. La température de fusion du silicium est de 1414 ◦C.
3. Voir http://youtu.be/aWVywhzuHnQ, une vidéo montrant le procédé de fabrication
des wafers (de 0 :59 à 4 :20) mais également la page d’explication du fabricant de wafers
MEMC (en anglais) : [7]
3et l’orientation du cristal. Le silicium à partir duquel
est fait le wafer peut être initialement dopé, N ou P, à des niveaux de l’ordre
de 1013 cm−3 à 1016 cm−3.
Dans cette succession de procédés ou process qui est le terme anglais
courament employé, on trouve la fabrication des dispositifs de base tels que
les transistors, les éléments passifs (capacités, inductances, résistances) et
les connexions métalliques. On répartit tous ces dispositifs sur diﬀérentes
couches empilées les unes après les autres sur le substrat de silicium, en
fonction des procédés requis par chaque dispositif. Le nombre de niveaux
utilisés dépend de la complexité du circuit, en particulier des interconnexions.
Figure 1.3 – Empilement des niveaux dans une technologie CMOS 0,25 µm
avec 6 niveaux d’interconnexions en cuivre [9].
Les transistors et les capacités de type MOS sont fabriqués dans le premier
niveau, et donc en premier à partir de la plaque de silicium initiale. On
appelle ce niveau et l’ensemble de ce qui s’y trouve le front-end of line. Dans
les niveaux suivants on trouvera les interconnexions, et parmi les niveaux
d’interconnexions supérieurs on trouvera des composants passifs comme des
inductances ou des capacités MIM par exemple. On appelle ces niveaux et
l’ensemble de ce qui s’y trouve le back-end of line 4. Les diﬀérents niveaux sont
connectés entre eux par des vias. Ce sont des colonnes de métal. La ﬁgure 1.3
donne un aperçu de ces empilements dans une technologie CMOS 0,25 µm
4. Back-end of line (BEOL) et front-end of line (FEOL) ne doivent pas être confondus
avec back-end of chip et front-end of chip qui sont respectivement la mise en boitier du
circuit intégré et sa fabrication.
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avec 6 niveaux d’interconnexions. Après la réalisation du circuit, la plaque
est sciée pour séparer les puces (chip) qui vont être mises en boitier. Nous
nous intéresserons ici au front-end of line, là où sont réalisés les transistors.
1.1 La variabilité et ses conséquences
La miniaturisation du transistor se traduit par une diminution de la lon-
gueur de grille et de la largeur du composant. Ces réductions de dimensions
impliquent la réduction de l’épaisseur d’oxyde de grille, l’augmentation des
dopages et la diminution des tensions de fonctionnement.
Depuis le transistor simple tel qu’il a été inventé, il a fallu ajouter lors
des passages à de nouveaux noeuds technologiques des caractéristiques tech-
niques pour contrebalancer les eﬀets qui apparaissent avec la miniaturisation.
Ces étapes du procédé de fabrication supplémentaires sont, par exemple,
un dopage anti-perçage, un dopage d’ajustement de la tension de seuil Vth,
des régions ldd légèrement, accompagnées d’espaceurs pour repousser les im-
plants source/drain. Ce sont autant de nouvelles sources de ﬂuctuations des
performances.
Dans une première approche, on peut voir que si une dimension D d’un
transistor diminue, alors les variations ∆D de cette dimension vont repré-
senter une part ∆D/D croissante. Le comportement électrique du transistor
étant fonction de ces paramètres technologiques qui ont servi à sa fabrica-
tion, ses ﬂuctuations augmentent aussi. On pourrait penser que les outils
progressent sur la répétabilité autant que sur la miniaturisation, mais d’une
part, rien ne garantit que ces progrès aillent de pair, et d’autre part l’aug-
mentation de ∆D/D n’est pas le seul mécanisme de la dégradation de la
variabilité.
La dispersion d’une performance électrique est le produit de la dispersion
d’un paramètre technologique auquel elle est sensible par la sensibilité les
liant. Pour une performance y et un seul paramètre technologique θ, on peut
écrire :
∆y =
dy
dθ
·∆θ (1.1)
en faisant l’hypothèse d’une relation linéaire entre y et θ. Dans le cas de N
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paramètres technologiques indépendants, donc orthogonaux, on a :
∆2y =
N∑
i=1
(
∂y
∂θ
·∆θ
)2
. (1.2)
L’augmentation de la variabilité peut donc venir de l’augmentation de ∆θ
comme de l’augmentation de la sensibilité ∂y/∂θ. Sitte et al. comparent les
sensibilités de dispositifs de 1,5 µm et 0,1 µm [11]. Ils observent avec le pas-
sage d’un grand transistor à un petit, l’augmentation des déviations des per-
formances et l’augmentation des sensibilités des performances avec même un
changement de signe dans certains cas. Cela montre la nécéssité de mettre
à jour les informations sur les ﬂuctuations à chaque nouveau noeud tech-
nologique. Ils vériﬁent aussi l’indépendance des paramètres technologiques
qui s’explique principalement par le fait que les étapes de fabrication sont
séquentielles.
Les technologues ont la possibilité d’agir sur les deux éléments, déviations
technologiques et sensibilité du dispositif à ces variations. Ils doivent réussir
à réduire les variations des procédés aﬁn de réduire les déviations électriques
au niveau des composants et, en ce qui nous concerne, au niveau du transistor
MOS. Ceci passe par une meilleure maîtrise des outils de production par les
ateliers.
Ils peuvent également améliorer la robustesse du dispositif en trouvant la
combinaison des réglages qui réduisent les sensibilités ou remplacer quelques
point-clefs du process. Intel l’a fait au noeud 45 nm avec un isolant de grille
high-κ et un matériau de grille métallique qui permettent de réduire les fuites
d’isolant de grille. Ce procédé permet de s’aﬀranchir de la désertion du po-
lysilicium de grille tout en ayant une épaisseur physique supérieure pour une
même capacité [12, 13]. La variation du travail de sortie 5 a été reportée
comme étant une source de variation dans les dispositifs à grille métallique
[14].
Des architectures structurellement diﬀérentes sont également à l’étude
pour remplacer le dispositif planaire tel qu’il existe depuis cinquante ans.
Asenov et al., étudient les couches de dopage delta [15]. Ils montrent que
ces structures à canaux épitaxiés, formant une couche de dopage delta peu
dopée, de l’ordre de 1015 cm−3, sont plus robustes. Une solution radicale
5. différence d’énergie entre le niveau de Fermi du matériau et le niveau d’énergie du
vide, utilisé comme référence.
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pour supprimer la source de variation qui resulte du placement aléatoire
des dopants serait d’avoir un canal non dopé, mais pour garder le contrôle
électrostatique, il faut imaginer de nouvelles architectures. L’isolation de la
couche d’oxyde des substrats SOI (Silicon On Insulator) permet de réduire
le dopage du canal partiellement ou complètement déserté, réduisant ainsi
le désappariement [16, 17]. L’utilisation de transistor à double grille, triple
grille, quadruple grille ou gate all around permet de réduire fortement le
dopage canal mais introduit d’autres sources de variation comme celles liées
à la géométrie du dispositif [18] .
Dans les dispositifs SOI, la réduction du dopage permet un gain sur la va-
riation des performances. Les dispersions de longueur de grille et d’épaisseur
de silicium sont attendues comme une limitation dans ces dispositifs [19].
Les concepteurs de circuits, les designers, subissent cette variabilité des
procédés. Ils ne contrôlent pas les marges sur les performances des compo-
sants (transistors, résistances, etc.) du circuit qu’ils dessinent. Ils doivent
pour autant s’assurer que les circuits qu’ils conçoivent présenteront des per-
formances dont les dispersions seront dans les marges requises par le cahier
des charges avec un rendement maximum. Pour cela, ils peuvent rendre plus
robuste leur circuit, c’est à dire réduire sa sensibilité aux ﬂuctuations de la
technologie, grâce à des méthodes de conception [20] ou des méthodes d’opti-
misation du circuit [21, 22]. Du coté du placement des circuits – le layout – on
peut citer la technique appelé common centroid permettant de compenser les
eﬀets d’un gradient spatial de paramètre technologique en dessinant les com-
posants de manières symétrique (ﬁgure 1.4). Cette compensation des eﬀets
Figure 1.4 – Placement de 2 transistors en common centroid. Les transistors
1 et 2 ont été séparés chacun en une somme de deux transistors qui sont
placés de manière symétrique par rapport au centre du dessin du circuit.
Les gradients spatiaux de paramètres sont ainsi autocompensés autour de la
valeurs centrale du paramètre. [23]
spatiaux améliore en particulier l’appariement des dispositifs dont la surface
est grande et où l’amplitude des variations de paramètres est signiﬁcative.
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Elzinga utilise des structures de tests suivant ce placement des transistors
avec un accès indépendant aux quatre transistors pour diﬀérencier les eﬀets
totalement aléatoires des eﬀets paramétriques spatiaux [24]. Les transistors
par paires cablés côte-à-côte – horizontalement ou verticalement – présentent
des eﬀets aléatoires et paramétriques, tandis que les paires cablées de façon
croisées masquent les eﬀets paramétriques et ne présentent que des eﬀets
aléatoires.
En général, ces techniques de compensation par la conception ou le dessin
impliquent des circuits plus complexes qui utilisent plus de composants et de
surface de silicium. Donc, non seulement la variabilité réduit les rendements
de production mais elle peut augmenter le coût des circuits en réduisant
leur densité d’intégration. Pour s’assurer que le circuit sera conforme au
rendement attendu, les concepteurs utilisent les fonctions de prédiction de la
variabilité que leur oﬀrent les modèles de simulation.
Le travail des modélistes consiste à développer des modèles de transis-
tors prenant en compte la variabilité des dispositifs aﬁn que les concepteurs
puissent simuler le comportement statistique des performances critiques de
leur circuit. Nous verrons en section 1.3 les diﬀérentes méthodes possibles.
Les méthodes de simulation les plus courament employées restent le « tir
Monte-Carlo » et les « pire-cas » – appelés courrament corner. Dans tous les
cas, créer des modèles prenant en compte la variabilité nécessite de connaître
les sources et de comprendre leurs comportements.
1.2 Sources de déviation
1.2.1 Observations des effets
Le manque de répétabilité des performances d’un transistor à un autre,
conçus identiquement, peuvent se manifester de diﬀérentes manières. Les
diﬀérentes sources de variations agissent à des échelles diﬀérentes selon leur
nature et s’observent diﬀérement.
Croon et al. étudient l’inﬂuence de la méthode de caractérisation de la
tension de seuil Vth [25]. En eﬀet, la précision de la mesure peut apparaître
dans les résultats comme un phénomène de désappariement mais sa nature
est diﬀérente et il ne faut pas confondre ces eﬀets. Ils comparent en termes
de répétabilité et d’erreur systématique quatre appareils de mesures et cinq
méthodes d’extraction du Vth : a) pente maximum, b) méthode trois points,
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c) méthode quatre points, d) méthode à courant constant et e) méthode
d’ajustement du désappariement du courant. Ils concluent que chaque mé-
thode peut donner de bon résultats tant qu’elle est déﬁnie avec soin, mais la
méthode trois points semble plus sure.
Au niveau local
À des distances de l’ordre de la taille d’un transistor, les diﬀérences d’ac-
cord, ou d’appariement 6 sont de nature aléatoire et sont attribuées aux va-
riations locales des matériaux constituant les composants : silicium dopé,
polysilicium, oxyde de grille principalement. L’appariement est mesuré sur
des paires de transistors identiques et dessinés côte à côte aﬁn de s’aﬀranchir
des sources de variations intervenant à plus grande distance. La ﬁgure 1.5
montre le placement d’une paire de transistors.
Figure 1.5 – Une paire de transistors identiques, placés au plus proche l’un
de l’autre. La diﬀérence de caractéristiques électriques entre les deux est re-
connue comme étant uniquement aléatoire car leurs paramètres de fabrication
sont considérés identiques à cette distance minimale. [26]
Le désappariement provenant de ce type d’observation a pour cause une
certaine quantité d’un même phénomène dont les eﬀets sont tellement pe-
tits qu’ils peuvent être sommés. Leur distance de corrélation étant inférieure
aux dimensions du transistor, le théorème centrale limite explique que les
déviations engendrées par ces causes suivent une distribution normale, i.e.
de loi gausssienne. Leur représentation fréquentielle est un bruit blanc (un
6. Pour le désappariement entre deux transitors identiques on utilise le terme anglais
de mismatch (du verbe to match : correspondre à).
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spectre continu). Les variations de performances en fonction du placement
des transistors qui apparaissent à l’échelle d’une puce ou à l’échelle d’une
tranche de silicium ont un spectre spatial composé de basses fréquences. Pel-
grom et al. expriment, via l’espace de Fourier, l’écart type d’une performance
du transistor causé par ces deux types de sources indépendantes [27] :
σ(∆P )2 =
A2P
WL
+ S2P D
2
x (1.3)
où l’écart-type des déviations du paramètre P dépend d’une part de l’inverse
de la surface du transistor pour les variations aléatoires (via le coeﬃcient
AP dépendant de la technologie) et dépends de la distance entre les deux
transistors considérés (via le paramètre SP ). La ﬁgure 1.5 montre une paire de
transistors utilisée pour caractériser de cette variabilité. La distance entre les
deux transistors est minimale. Par conséquent seul le premier terme de (1.3)
reste :
σ(∆P ) =
AP√
WL
. (1.4)
On appelle aujourd’hui couramment (1.4) la loi de Pelgrom et le tracé de
σ(∆P ) en fonction de 1/
√
WL un graphe de Pelgrom. La ﬁgure 1.6 est un
graphe de Pelgrom du Vth de diﬀérentes technologies. La croissance de l’écart-
type de Vth est linéaire en fonction de l’inverse de la racine de la surface. Le
facteur AVth sert d’indicateur de la robustesse de telle ou telle technologie.
À l’échelle d’une puce
À cette échelle interviennent des sources modélisées par le second terme
de l’équation (1.3), ce sont les gradients des paramètres technologiques sur
la superﬁcie de la tranche de silicium. Une autre source intervenant à cette
échelle est l’interaction de la conception du circuit sur le procédé. Les para-
mètres de placement des éléments du circuit vont inﬂuencer le déroulement
des étapes de fabrication. On peut citer :
– le nombre de grilles d’un transistor,
– la distance entre un transistor et ses voisins,
– l’orientation des dispositifs,
– la forme de la zone active,
– la largeur des tranchées d’isolation,. . .
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Figure 1.6 – Graphe de Pelgrom du Vth de diﬀérentes technologies mesurées
ou simulées [13].
Ces paramètres relèvent du choix des concepteurs lors du placement routage
de leur circuit – qu’on appellera couramment layout. Il a été montré que
l’utilisation de dessins les plus réguliers possibles permet de minimiser ce
genre de variations [28, 29, 30, 31].
Il est nécessaire pour mesurer ces eﬀets de prévoir des structures de test
à l’intérieur des puces et pas uniquement entre les puces sur les chemins de
découpe comme il est courant de le faire pour la variabilité de puce à puce.
L’étude expérimentale des diﬀérents eﬀets de layout augmente considérable-
ment le nombre de transistors à mesurer. Aussi, pour gagner en surface, on
peut multiplexer ces structures et n’utiliser qu’un jeu de plots de mesure par
groupe de structure de test pour poser les pointes de mesure [32]. Une étape
de calibrage aﬁn de retirer les contributions parasites des lignes d’accès est
alors nécessaire.
À l’échelle d’une plaque
De puce à puce, les variations de paramètres existent lorsqu’un paramètre
technologique varie d’un endroit à l’autre de la plaque, comme par exemple
l’épaisseur d’oxyde déposé avant l’implantation des ldd 7 représentée sur la
ﬁgure 1.7. L’étendue et les motifs typiques de ces variations peuvent tout
7. lightly doped drain ou drain dopé légèrement. Ce sont les extensions des implants
source/drain dans le canal.
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Figure 1.7 – Répartition spatiale de l’épaisseur d’oxyde liner mesurée sur
la plaque no 5 d’un lot de 12 plaques. Les variations suivent un motif radial
et la plage de variation est de 0,3%.
à fait être connues pour les paramètres mesurables. Cependant, du fait que
ces variations interviennent d’une puce à l’autre, on ne peut pas les intégrer
de manière déterministe dans la chaine de simulation. En eﬀet, les varia-
tions locales et intra-puce (cf. précédemment) font partie de la conception
d’un même circuit. On peut donc dans une certaine mesure modéliser et
prévoir le comportement de ces transistors, situé aux diﬀérents endroits de
la puce et dont l’environnement est connu. Par contre les puces ne gardent
pas l’information de leur position sur la tranche de silicium une fois qu’elles
sont découpées. Ces variations ne peuvent donc être simulées que de manière
statistique.
À l’échelle d’un lot
On peut noter que sur les 25 plaques – ou wafer – constituant un lot, les
paramètres technologiques changent aussi. Certaines étapes technologiques
se font plaque par plaque alors que d’autres se font simultanément – par
batch –, c’est à dire 25 wafers dans la même machine. Dans le premier cas la
répétabilité de l’opération seule importe, dans le second s’ajoute l’homogé-
néité spatiale de l’opération à l’intérieur de la machine. La ﬁgure 1.8 montre
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les variations entre plaques de l’épaisseur de nitrure déposée pour la forma-
tion des espaceurs dans une technologie 45 nm en cours de développement.
Chaque boite à moustache 8 représente la mesure de la population intra-
plaque. On peut observer d’une plaque à l’autre l’évolution de la médiane
qui rend compte de la variabilité W2W – wafer to wafer. On observe aussi
que l’uniformité du dépot évolue d’un bout à l’autre d’un lot.
Figure 1.8 – Boites à moustaches représentant la population du paramètre
HCDth par plaque, pour les 12 plaques d’un lot. Cette visualisation permet de
comparer les variations à l’intérieur d’une plaque et dans un lot. La tendance
de la médiane sur les 25 plaques est une signature des équipements servant
à cette étape de dépot de nitrure.
Mesures
Les grandeurs technologiques que l’on peut mesurer directement et de
manière non destructive sont les épaisseurs des diﬀérentes couches (dépots
ou oxyde thermique) et les largeurs (dimensions critiques ou CD, Critical
Dimensions). Les épaisseurs sont mesurées par ellipsométrie. Le principe de
l’ellipsométrie est de mesurer la polarisation d’une onde lumineuse de polari-
sation initiale connue après sa réﬂexion sur la surface à analyser. Les mesures
de largeur se font par microscopie SEM (Scanning Electron Microscopy) ou
par ellipsométrie spectroscopique (SCD, Spectroscopic Critical Dimension).
Les grandeurs technologiques sont mesurées en ligne, c’est à dire entre deux
étapes du procédé de fabrication, tant que la mesure est possible.
8. Voir A.12, page 137
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Pour mesurer les proﬁls de dopages, on utilise la technique des SIMS qui
consiste en l’analyse par spectrométrie de masse d’ions secondaires éjectés de
la surface par le bombardement d’un faisceau d’ions primaires. Ce faisceau
présente un rayon d’un micron environ et les ions utilisés peuvent être le
césium Cs+ ou l’O+2 selon les espèces mesurées. La mesure permet de compter
le nombre d’ions secondaires par seconde. Un échantillon étalon est nécessaire
pour calibrer quantitativement les résultats. Après la mesure de la profondeur
creusée par le faisceau, on peut remonter au proﬁl de la concentration de
dopants en fonction de la profondeur par proportionalité. Ce type de mesures
nécessite la préparation de l’échantillon qui sera par conséquent détruit [33,
34].
Les mesures électriques se font après la ﬁn du procédé de fabrication.
Les structures de tests sont conçues avec des plots d’accès, c’est à dire des
petites surfaces de métal où l’on vient poser les pointes des appareils de
mesures. Des méthodes de multiplexages sont mises en œuvre pour accéder à
plusieurs structures de test par les mêmes plots de mesures aﬁn d’économiser
de la surface [35].
Vickers rapporte le développement d’une technique de mesure sans con-
tact [36]. Il présente un oscillateur en anneau comme structure de test, ali-
mentée via un laser par une photodiode et dont la fréquence d’oscillation est
déterminée par une mesure radiofréquence.
1.2.2 Sources intrinsèques
Une partie des sources de variabilité n’est pas attribuable au procédé de
fabrication mais est causée par les matériaux constituant le transistor. Si,
pour des dispositifs de grande dimension, les propriétés paraissent continues,
dans les dispositifs décananométriques, les imperfections des matériaux et
leurs propriétés à l’échelle locale voire atomique sont à prendre en compte.
Les conséquences des ces imperfections ont été étudiées par simulation par
plusieurs équipes de recherche.
Rugosité de ligne de grille
Le trait de polysilicium formant la grille du transistor n’est pas un parallé-
lépipède parfait. Ses bords verticaux en particulier ne sont pas parfaitement
plans et souﬀrent de ce qu’on appelle la rugosité du bord de ligne – Line
Edge Roughness ou LER – qui entraine une variation de la longueur eﬀective
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du canal dans la direction correspondant à la largeur du transistor. En ef-
fet, la grille en polysilicium sert de masque lors de l’implantation des ldd et
positionne donc les jonctions canal-source/drain. C’est le principe d’autoali-
gnement.
Figure 1.9 – Image SEM de traits
de polysilicium. On voit nettement
l’imperfection du bord de grille
[37].
Figure 1.10 – Exemple de faible (a)
et forte (b) rugosité de ligne [38].
On déﬁnit la LER par l’écart type de la largeur du trait de polysilicium
[39]. Selon le positionnement et l’étendue de ces mesures, on observe sur une
courte étendue des variations plutôt hautes fréquences et sur une étendue
supérieure à une longueur caractéristique, dépendante de la technologie, la
somme quadratique de variations basses fréquences et hautes fréquences [39,
ﬁgure 2]. Cependant, l’inﬂuence de l’écart-type de la longueur de grille se
moyenne quand le dispositif est plus large, et décroît naturellement pour le
transistor long de par sa dépendance en ∆L/L.
Difrenza et al. [40] montrent que la ﬂuctuation des dopants n’est pas
la seule source de désappariement et mettent en évidence l’impact de la
rugosité du trait de polysilicium. Ils diﬀérencient aussi l’eﬀet statistique de
la réduction des dimensions et du changement de sensibilité à la longueur de
grille qui en résulte. En eﬀet, dans les canaux courts où la tension de seuil
chute, la sensibilité ∂Vt/∂L augmente nettement.
L’origine de cette rugosité est attribuée au développement de la résine
servant de masque pour la grille. Les propriétés du matériau polymère de la
résine du masque, les propriétés optiques de la lumière utilisée pour insoler
le masque et l’ensemble optique sont incriminés. Des traitements de cette
résine ont été proposés pour améliorer la LER, comme un dépot par dessus
la résine gravée ou encore un traitement thermique [41, 42]. Une surgravure
de la grille est aussi proposée pour réduire la composante haute-fréquence de
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la rugosité [43]. Pargon et al. montrent que l’utilisation de masque en SiO2
ou en carbone amorphe aide à réduire la rugosité du bord de grille [44].
Asenov et al. étudient cette source par simulation 3D [45]. Le proﬁl de la
grille est caractérisé par une amplitude moyenne et une longueur de corréla-
tion. À partir de ces deux paramètres, ils génèrent aléatoirement des proﬁls
de grille qu’ils utilisent pour des simulations Monte-Carlo de courants de
transistors de diﬀérentes dimensions. Ils prévoient une variation σ/µ de Ion
de 8% pour des dispositifs de 50 nm de large et 30 nm de long avec une forte
dépendance à longueur de grille (∝ 1/L).
Linton et al. prévoient à partir d’un modèle de transistor en parrallèle
que σLER devra être réduit à 1 nm au noeud 32 nm pour que son inﬂuence
sur la variation du courant n’augmente pas par rapport au noeud 80 nm [38].
Ils proposent aussi, à partir de ce modèle, une méthode pour extraire des
mesures la part de variation attribuable à la LER.
Pincement du potentiel de surface par les joints de grain du poly-
silicium
La grille est faite de silicium polycristallin – ou polysilicium – qui est
composé de petits cristaux d’orientations diﬀérentes. Pendant le dépot du
matériau, la croissance du cristal démarre à plusieurs endroits en même temps
avec des orientations aléatoires. À partir de ces points, des cristaux croissent
jusqu’à être en contact. On parle de joints de grains pour ces surfaces de
contact. La taille des grains est également aléatoire.
Les propriétés électriques locales du matériau aux joints sont diﬀérentes
de celles du cristal lui-même. En particulier, à l’interface entre le polysilicium
de grille et l’isolant, le travail de sortie du matériau se trouve modiﬁé le long
des joints de grains. Le potentiel de surface et la tension de seuil sont impactés
en conséquence.
Difrenza et al. observent expérimentalement l’importance du procédé de
formation de la grille dans les déviations de Vth en comparant le matériau
déposé (silicium amorphe ou polycristallin) et le type de recuit (en four ou
recuit rapide). Ils construisent un modèle compact aﬁn d’évaluer la contri-
bution de ce phénomène [46]. Ils prennent en compte un dopage diﬀérent sur
les joints de grain et sur les parties cristallines du polysilicium qui implique
un écart de Vth via une zone de déplétion dans les parties moins dopées. Ils
diﬀérencient l’eﬀet du nombre de grains par rapport au nombre de dopants
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grâce à la dépendance en VB des modèles qu’ils ont écrit pour le nombre de
dopants et le nombre de grains.
Asenov montre comment le placement aléatoire des joints de grains et
en particulier leur orientation inﬂuencent le courant du dispositif. Il montre
les cas extrêmes de deux transistors ayant un joint de grain dans la grille
[47, 48]. Sur l’un, le joint est longitudinal aux sens du canal, dans l’autre il est
transversal (ﬁgure 1.11). La barrière de potentiel du premier est augmentée
sur toute la largeur du canal alors que celle du second n’est surelevée que sur
la largeur d’un joint de grain.
(a) Grain transverse au canal
(b) Grain longitudinal au canal
Figure 1.11 – Potentiel de surface sous l’inﬂuence d’un seul joint de grain
[48].
Dans les grands transistors une grande quantité de joints de grains est
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Figure 1.12 – Échantillon d’une simulation Monte-Carlo 3D atomistique
prenant en compte l’inﬂuence des joints de grains sur le potentiel de surface
[48].
présente et leurs inﬂuences sur une grande surface de canal sont globalement
identiques d’un transistor à l’autre. Quand les dimensions diminuent et que
la surface du canal ne comporte alors que quelque joints, leurs diﬀérences
d’un dispositif à l’autre deviennent très nettes et donc la variabilité du seuil
de conduction augmente dans les petits dispositifs.
Placement aléatoire des dopants
Dans des transistors de petite surface, on ne peut pas considérer que le
dopage est uniforme comme dans un grand dispositif. Lors de l’implantation
ionique, les atomes de dopants se répartissent globalement selon un proﬁl
bien connu à l’échelle macroscopique, mais à l’échelle microscopique leurs
emplacements individuels restent aléatoires. Une concentration par exemple
de 1017 atomes/cm3 ne représente que peu d’atomes au milieu du cristal de
silicium qui en contient 5× 1022 par centimètre cube : 2 atomes de dopants
pour un million d’atomes de silicium. Pour donner un ordre de grandeur,
un volume de W × L = 120 nm × 40 nm sur disons 10 nm de profondeur,
qui peut être le volume du canal d’un transistor de dimensions nominales,
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Figure 1.13 – Simulation de 2 transistors qui diﬀèrent uniquement par le
positionnement local des dopants dans le canal.
contiendrait en moyenne :
120× 40× 10× 10−21 cm3 × 1017 cm−3 = 48000× 10−4 = 4,8 atomes.
On comprend que ces cinq atomes auront un impact très diﬀérent s’il sont
espacés régulièrement dans le volume ou s’ils sont plutôt regroupés au milieu
du canal, ou encore sur les bords.
Plusieurs laboratoires ont développé des outils de simulation dits ato-
mistiques, car ils calculent le potentiel électrique en prenant en compte la
contribution individuelle de chaque atome dopant. Le placement des atomes
dans le cristal est soit le résultat d’une simulation atomistique du process re-
produisant l’implantation puis le recuit, soit un placement aléatoire suivant
un proﬁl de concentration prédéﬁni. Le courant électrique est ensuite calculé
par un simulateur drift-diffusion 9 utilisant le potentiel électrique calculé de
manière atomistique.
Gross et al. montrent à partir de simulations atomistiques Monte-Carlo
prenant en compte les interactions électron-électron et électron-ion que le
positionnement des impuretés dans la zone de déplétion (qui occupe les 15 nm
supérieur du canal) est fortement correlé au Vth. De même, les ﬂuctuations du
courant sont très corrélées au placement des dopants dans les huit premiers
9. La densité de courant J est exprimée par la somme du courant résultant du gradient
de dopage n(x) et du courant résultant du gradient de potentiel électrique E. On a Jn =
qn(x)µnE(x) + qDn∂n/∂x pour les électrons et Jp = qn(x)µpE(x) − qDp∂n/∂x pour les
trous, avec µ la mobilité des porteurs et D leur coefficient de diffusion.
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Figure 1.14 – Tensions de seuils de 2500 transistors de la ﬁgure 1.13 en
fonction du nombre de dopants dans la couche de désertion [49].
nanomètres (couche d’inversion) [50].
Sano et al., puis Ezaki et al., proposent une décomposition du potentiel
coulombien associé à chaque charge pour éviter une singularité de calcul au
niveau de l’impureté en introduisant une longueur d’écrantage [51]. L’expres-
sion du potentiel est séparée en un terme d’interaction longue distance et un
terme d’interaction proche. Ezaki et al. utilisent un simulateur d’implanta-
tion et de recuit pour déterminer le placement des impuretés [52].
Dollfus et al. développent aussi leur simulateur d’implantation/diﬀusion
et leur simulateur atomistique [53]. Ils étudient l’inﬂuence du positionnement
et du nombre de dopants dans la couche d’inversion sur le champ électrique,
la concentration et la vitesse des électrons dans un transistor de dimensions
50 nm×50 nm. Ils soulignent l’importance de s’intéresser aux architectures
de transistors non dopés pour les technologies à venir.
De la même manière que pour le pincement du potentiel de surface, Ase-
nov et al. simulent plusieurs dispositifs dont la densité de dopants est iden-
tique mais dont le placement de chaque atome d’impureté reste aléatoire
[49, 54, 15, 55, 56, 57]. On peut observer, sur la ﬁgure 1.13, deux disposi-
tifs globalement identiques mais dont le placement des dopants est aléatoire.
On observe les diﬀérences de potentiel de surface qui apparaissent à cause
de la nature discrète du dopage. Les valeurs de Vth obtenues à partir d’un
tir Monte-Carlo de 2500 simulations de ce type présentent un écart-type de
50 mV à ces dimensions, pour une épaisseur d’oxyde de grille de 3 nm.
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Imperfection du diélectrique de grille
Le diélectrique de grille présente également des imperfections. En eﬀet, les
derniers nœuds technologiques emploient des épaisseurs de 2 à 3 nanomètres
et les variations d’épaisseurs d’un atome sont alors signiﬁcatives. L’image
SEM de la ﬁgure 1.16 illustre cette variation. En plus d’apporter des fuites
par eﬀets tunnel direct à travers l’oxyde [58], cette rugosité de l’interface
apporte sa part de variabilité.
Figure 1.15 – Simulation prenant en compte les irrégularités de la surface
SiO2/Si [59]. On peut observer séparement de haut en bas l’irrégularité de la
surface oxyde/silicium, une isosurface de niveau de dopage de 1017 cm−3 et
la distribution de potentiel à la surface du canal.
L’interface SiO2/Si est aﬀectée par la surface du cristal de silicium dont
les sauts d’un plan atomique à l’autre sont de l’ordre de 0,2–0,3 nm pour le
plan (001) [59]. La ﬁgure 1.15 montre une simulation prenant en compte cette
interface imparfaite [59]. Dans ce travail, la surface est modélisée grâce à une
fonction d’autocorrélation gaussienne ou exponentielle, paramétrée avec une
longueur d’autocorrélation Λ et une hauteur moyenne ∆. On note que ∆ et
Λ sont determinés à partir d’image TEM et AFM. Le potentiel de surface du
dispositif subit des variations locales aléatoires qui causent une déviation de la
tension de seuil du dispositif. Sur ce dispositif de 30 nm×30 nm avec un oxyde
d’épaisseur moyenne de 1,05 nm, un tir Monte-Carlo sur 200 échantillons
prévoit un écart-type de la tension de seuil pouvant aller jusqu’à 25 mV sur
ce dispositif selon les paramètres de rugosité utilisés. L’inﬂuence de cette
rugosité augmente aussi avec le niveau de dopage mais les variations de ces
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Figure 1.16 – Image SEM de l’oxyde de grille illustrant les imperfections
d’épaisseur [60].
deux eﬀets agissent indépendamment.
1.2.3 Sources originaires du dessin
La topologie dessinée impacte les chemins critiques des circuits numé-
riques et les circuits analogiques (à signal mixte ou radiofréquences) à travers
les eﬀets de proximités dépendants du dessin (STI, WPE, lithographie. . .).
Orientation
L’orientation des dispositifs place les transistors dans des situations diﬀé-
rentes vis-à-vis du cristal dont les propriétés électriques ne sont pas isotropes.
La mobilité est diﬀérente selon le plan choisi pour la surface du silicium et
pour l’orientation du canal [62]. Le tableau 1.1 rappelle les mobilités maxi-
males pour diﬀérents plans de surface de la tranche de silicium et diﬀérentes
orientations du canal.
Pelgrom et al. rapportent une augmentation d’un facteur 5 du coeﬃcient
de désappariement lorsque les paires de transistors mesurés sont perpendicu-
laires et non pas parallèles [27].
On a vu que les eﬀets systématiques dus au placement peuvent être en
partie modélisés et donc pris en compte dans la simulation du circuit, au coût
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NMOS
Substrat (100) (110) (111)
Canal [110] [110] [100] [112]
Mobilité max. (cm2/V · s) 380 280 140 280
PMOS
Substrat (100) (110) (111)
Canal [110] [110] [100] [112]
Mobilité max. (cm2/V · s) 80 190 120 120
Table 1.1 – Mobilité maximale selon les orientations [62]. La mobilité est
fonction du champ vertical et de la température. Seules les valeurs maximum
sont rapportées ici.
d’un eﬀort de caractérisation de structures de test dédiées. D’autres eﬀets du
layout sont ré-évalués par simulation numérique après le placement.
Perturbation de la lithographie
En plus du caractère aléatoire du bord de trait de polysilicium dont nous
avons parlé au paragraphe 1.2.2, page 13, l’étape de révélation de la résine de
lithographie est inﬂuencée par le routage des circuits. Les échelles atteintes
par les motifs des transistors modernes sont de l’ordre de la longueur d’onde
de la lumière utilisée (193 nm). La forme ou le degré de proximité des lignes
de polysilicium vont aﬀecter l’énergie reçue par une zone de la couche de
résine et donc la forme ﬁnale de la résine après révélation. Par exemple les
bouts de lignes et les angles vont être arrondis, la largeur du trait peut
varier en fonction de la distance avec le trait voisin. Un motif trop ﬁn ne
s’imprimera pas du fait que sa résine aura été irradiée par les zones voisines
etc. Pour contrebalancer cela, on met en place des techniques d’amélioration
de la résolution – RET pour Resolution Enhancement Technics. On trouve
en premier lieu les corrections optiques de proximité – OPC pour Optical
Proximity Correction – dont le principe est de modiﬁer le masque de manière
à anticiper les eﬀets non voulus de l’illumination de la résine. Les masques
à décalage de phase – PSM pour Phase Shift Mask [63] –, quant à eux,
permettent de graver au delà de la résolution optique en plaçant en opposition
de phase deux zones encadrant un motif ﬁn.
La ﬁgure 1.17 montre un exemple de masque rectangle avec et sans cor-
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rection optique. Le motif du masque initialement rectangle produira sur la
résine une forme dégradée par rapport à la forme souhaitée par les concep-
teurs. Les corrections apportées au masque entre la conception du circuit et
la lithographie modiﬁent en particulier les angles du rectangle et ajoutent
des motifs pour contrôler l’environnement optique du rectangle.
Figure 1.17 – Correction de proximité optique. À gauche, sans correction,
le motif initial rectangle est arrondi et raccourci après exposition et révé-
lation de la résine. L’échelle de couleur indique le taux de révélation de la
résine. À droite, avec correction, la forme du motif sur le masque anticipe les
dégradations et permet un motif proche du rectangle intial voulu [64].
Figure 1.18 – Principe du masque à décalage de phase [65]. En mettant en
opposition de phase les ondes passant à droite et à gauche du motif à impri-
mer, on conserve une zone d’ombre sur le motif en question. On augmente
ainsi la résolution maximale.
La ﬁgure 1.18 montre le principe de la technique PSM. Sans PSM, à
gauche, un motif trop étroit reçoit de l’énergie des zones voisines par dif-
fraction. En eﬀet la longueur d’onde est relativement trop grande et le seuil
d’énergie nécessaire pour permettre la dissolution de la résine est dépassé.
Par conséquent, le motif sera eﬀacé à la révélation de la résine. La méthode
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PSM à droite permet d’obtenir deux zones en opposition de phase en cadrant
le motif aﬁn que ce dernier ne reçoive pas d’énergie non voulue. Cette tech-
nique est possible grâce à une couche déposée sur la résine et dont l’épaisseur
est choisie en fonction du décalage de phase souhaité.
Interaction entre le dessin et les variations du procédé
Le recuit arrivant en ﬁn des procédés front-end est un recuit rapide à
haute température. Le but de ce recuit est d’activer électriquement les do-
pants en les faisant diﬀuser le moins possible puisqu’on veut garder des jonc-
tions peu profondes. Le recuit est réalisé par des lampes émettant dans le
domaine du proche infrarouge. Localement sur la puce, l’absorption d’énergie
dépend du matériau présent. L’absorption du silicium, de l’oxyde des régions
STI et du polysilicium est diﬀérente. Il en résulte que l’énergie reçue lors du
recuit dépend du dessin du circuit. L’activation et la diﬀusion des dopants
seront donc inﬂuencése par la densité de polysilicium et d’oxyde à la surface
du silicium.
La variabilité intrapuce de la température reçue lors du recuit spike peut
être évaluée par simulation optique et thermique. Fiori, Cacho et al. étudient
les propriétés optiques de plusieurs motifs réguliers en fonction de la distance
entre deux zones de polysilicium, de la largeur des traits de polysilicium et de
la présence ou pas du STI. Ils combinent ces résultats avec les informations
contenues dans le ﬁchier GDS 10 aﬁn d’évaluer les valeurs d’absorption sur un
vrai circuit. La carte d’absorption est ensuite convertie en température grâce
à des mesures préalablement eﬀectuées sur des structures de test – des résis-
tances de surface – dédiées à la corrélation entre le motif et la température,
via la sensibilité de la résistance à la température. Ils étudient ainsi le recuit
ﬂash et le recuit laser [66, 67]. La ﬁgure 1.19 montre le résultat dans le cas
de la simulation d’un recuit laser. Les diﬀérences de température atteignent
50 ◦C dans le domaine de simulation.
Dans le cas du recuit spike, il a été montré que le dépot d’une couche
de carbone amorphe avant le recuit aide grandement à l’amélioration de
l’uniformité du recuit [68].
10. graphic database system, le fichier décrivant les masques utilisés pour la photolitho-
graphie.
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Figure 1.19 – Simulation de l’ab-
sorption énergétique et de la tem-
pérature associée lors d’un recuit
laser [67]. Sur ce domaine d’étude,
la température reçue varie d’une
cinquantaine de degrés.
Figure 1.20 – Simulation de la
température reçue lors d’un recuit
spike [66]. Sur ce domaine d’étude,
la température reçue varie de deux
degrés.
Effet de proximité du well
En bord de well 11, le dopage est modiﬁé à cause de diﬀractions des ions
implantés. Les ions qui sont implantés sur le bord du masque sont déviés et
viennent s’accumuler avec les ions normalement implantés dans le bord de
la zone active, comme le montre la ﬁgure 1.21a. Ce surplus de dopants crée
un gradient de dopant dans le canal [69, 70, 71]. On appelle well proximity
effect (WPE) cet eﬀet agissant en bord de well. C’est un eﬀet systématique
qui est pris en compte dans les modèles. Wils et al. montrent que cet eﬀet
n’apporte pas de variabilité supplémentaire au transistor [72].
Influence du dessin sur le stress
Tsuno et al. étudie l’inﬂuence de l’espacement des grilles, de la largeur
des STI 12 et de la distance entre la grille et les STI [73]. Ils modélisent les
variations causées par ces facteurs systématiques par deux eﬀets : le stress
11. Zone délimitant le dopage substrat des dispositifs
12. Shallow Trench Isolation, tranchée d’isolation peu profonde.
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(a) Diffraction des dopants par la résine (b) Augmentation du dopage dans le canal
Figure 1.21 – Eﬀet de proximité du well [70]
mécanique et la TED 13. La TED varie à cause de sa proximité ou non avec
l’interface silicium/oxyde des STI, où la ségrégation des interstitiels modiﬁe
localement la diﬀusion des dopants 14. Le stress est supposé provenir du recuit
de la siliciuration des source/drain et de la couche d’arrêt de gravure des
13. Transient Enhanced Diffusion, Diffusion accélérée transitoire. Un mécanisme de dif-
fusion des dopants accélérés par leurs interactions avec la diffusion des défauts de silicium
interstitiels. Une fois que tous les défauts sont réparés, la diffusion n’est plus accélérée,
d’où son nom de transitoire [74, 75](voir figure 1.22).
14. Cette influence sur la diffusion est dépendante de l’espèce qui diffuse, ce qui implique
que les effets sont différents sur les transistors N et P.
Figure 1.22 – Les performances du transistors sont inﬂuencées par des pa-
ramètres d’instance du transistor comme la distance entre grilles, la distance
grille-STI, la largeur des STI, via leurs inﬂuences sur le stress et la diﬀusion.
[73]
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contacts, et des espaceurs. Tsuno et al. introduisent dans le modèle compact
Figure 1.23 – Paramètres d’instance proposés par Tsuno pour simuler les
interactions du layout sur le process. [73]
BSIM les eﬀets de la distance au STI, de la taille du STI et la distance entre
la grille et le premier trait de polysilicium, en ajoutant des termes correctifs
à la tension de seuil Vth et à la mobilité µeff :
V t =V t0 + f(SA, SB,XDS,XDD,L) + g(SA, SB,GGSS,GGSD,L),
(1.5)
µeff =µeff0 × h(SA, SB,XDS,XDD,GGSS,GGSD), (1.6)
où f est une fonction du stress, g une fonction de la TED, et les autres
paramètres sont décrits dans la ﬁgure 1.23.
1.2.4 Sources originaires du procédé
Dépôts
Dans le front-end du procédé, des dépots d’oxyde, de polysilicium (la
grille) et de nitrure sont eﬀectués. La technique de dépot est le dépot chimique
en phase vapeur – CVD, Chemical vapor deposition – qui consiste à exposer
la surface des plaquettes à une molécule contenant le matériau à déposer,
appelée précurseur. Les dépots existent sous un bon nombre de variantes
selon la pression dans la chambre de réaction (utilisation de plasma ou de
phase vapeur). Sous l’action de l’atmosphère présente dans la chambre à
réaction, le précurseur va réagir selon les équations du tableau 1.2 et ainsi
déposer le matériau voulu.
Le dépot de dioxyde porte couramment le nom de son précurseur, le TEOS
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Table 1.2 – Réactions utilisées pour les dépots.
Polysilicium SiH4 −→ Si + 2H2
Dioxyde de silicium
SiH4 + O2 −→ SiO2 + 2H2
SiCl2H2 + 2N2O −→ SiO2 + 2N2 + 2HCl
Si(OC2H5)4 −→ SiO2 + résidus
Nitrure
3SiH4 + 4NH3 −→ Si3N4 + 12H2
3SiCl2H2 + 4NH3 −→ Si3N4 + 6HCl + 6H2
n1(SiCl3)2 + n2NH3 −→ n3Si3N4 + n4HCl [76]
tétra-ethyl-ortho-silicate Si(OC2H5)4. De même on appele HCD, hexa-chloro-
disilane (SiCl3)2, le dépôt de nitrure.
Les variations d’épaisseur de ces dépots s’observent par plaques avec un
motif typiquement radial. Pour les dépots issus d’un procédé par batch, c’est
à dire qu’on place le lot entier dans la chambre de réaction, on observe à la
fois une dérive de la valeur moyenne et une dispersion de l’épaisseur déposée
par plaquette d’un bout à l’autre du lot. On observera des mesures de ce
type dans le chapitre 3.
Figure 1.24 – Simulation des taux de croissance locaux dans le réacteur en
fonction du ﬂux de gaz [77].
Gravures
Parmi les gravures entrant en jeu dans la réalisation du transistor MOS,
il y a la gravure de la tranchée d’isolation STI, la gravure du polysilicium
de grille, la gravure du HCD des espaceurs et la gravure du diélectrique
pré-métal pour le contact de grille, source, drain et bulk au niveau Métal 1.
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Ces quatre gravures sont des gravures sèches et isotropiques, pour graver
uniquement dans le plan vertical. La littérature ne rapporte pas de source de
variabilité particulière associée aux gravures anisotropes.
Figure 1.25 – Gravure sèche et humide [78].
Implantations
L’implantation des ions est en soi un procédé réputé comme ayant une
bonne répétabilité. La dose est controlée en courant dans l’implanteur. C’est
l’intégrale du ﬂux d’ions pendant le temps d’implantation.
La miniaturisation des dispositifs a poussé à augmenter les niveaux de
dopage. Pour régler le Vth, il a été nécessaire d’ajouter des implantations de
dopants pour contrer les eﬀets de canal court. Les implants appelés poches,
pockets en anglais, ou encore halo sont des zones surdopées, situées sous
les ldd. Leur fonction est de ralentir l’avancée des zones de charge d’espace
des source/drain vers le canal et donc la perte de contôle du canal par la
grille, quand Lg diminue. Ce dopage est réalisé par des implantations ioniques
inclinées par rapport à la verticale pour envoyer les dopants sous la grille.
On eﬀectue généralement quatre implants en pivotant la plaque d’un quart
de tour pour doper les zones d’ombre de la grille.
Croon et al. séparent les ﬂuctuations aléatoires de Vth en ﬂuctuation du
dopage, de la charge d’interface, de l’épaisseur d’oxyde et les diﬀérencie grâce
à l’observation de AV t en fonction de VB. Le modèle correspondant avec une
dépendance en VB prends en compte l’épaisseur de la couche de désertion
WD [79]. L’implant halo vient contredoper le dopage de la grille à travers
les grains aléatoires de polysilicium et augmente la part de variation due à
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la charge de grille. Ils montrent une réduction de AV t d’un facteur 2 sur le
pMOS en réduisant l’inclinaison des pockets de 45◦ à 35◦.
Le problème avec les implantations ioniques vient aussi et surtout du
fait qu’il est nécessaire de réparer le cristal par traitement thermique, ce qui
implique une diﬀusion des dopants.
Recuits
Le recuit est une opération intervenant plusieurs fois, après les implanta-
tions ioniques pendant les opérations de front-end. Sa fonction est de reformer
le cristal de silicium qui a été abimé, voire complètement amorphisé durant le
bombardement ionique, tout en activant les dopants, c’est à dire les intégrer
au maillage cristallin. Les recuits sont faits à des températures de l’ordre
de 1000 ◦C. On distingue les recuits soak avec proﬁl en plateau pendant un
temps de l’ordre de quelques dizaines de secondes, les recuits spike, en pic
pendant quelques secondes et les recuits flash et laser dont le temps d’action
est inférieur à la seconde.
Figure 1.26 – Proﬁls en température des recuits spike, soak et ﬂash [80].
Les recuits spike (et laser) montent en pic à des températures de l’ordre
de 1300◦ et ne chauﬀent qu’une couche superﬁcielle du substrat. La chaleur
diﬀuse ensuite dans le substrat. Les wafers sont chauﬀés plaque par plaque
par des lampes halogènes ou au tungstène. Les wafers sont en rotation sur
leur support pour améliorer l’uniformité du recuit. Le recuit ﬂash utilise des
lampes à arc à l’argon qui émettent autour de 800 nm pour le pic principal.
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Pendant le recuit, l’apport d’énergie sous forme de chaleur permet la
diﬀusion des dopants. La diﬀusion des dopants dans le temps suit le gradient
spatial de concentration (lois de Fick) :
J = −DA ∂C(x,t)
∂x
(1.7)
avec DA = −D0 exp
(−Ea
kT
)
(1.8)
et
∂C(x,t)
∂x
=
∂J(x,t)
∂x
. (1.9)
J est le courant de diﬀusion, DA le coeﬃcient de diﬀusion associé à l’espèce A
(bore, arsenic ou phosphore) et C la concentration de A. D0 est appelé coeﬃ-
cient pré-exponentiel de la loi d’Arrhenius (1.8), Ea est l’énergie d’activation,
k la constante de Boltzman et T la température.
La diﬀusion ne peut se faire que par des mécanismes d’interactions des
impuretés avec les défauts. On déﬁnit diﬀérents types de placement pour
décrire ces défauts :
un atome substitutionnel AS qui se place dans le réseau cristallin,
un atome interstitiel AI se trouve entre les atomes du réseau,
un auto-interstitiel I est un atome de silicium interstitiel.
Une lacune V 15 est l’absence d’un atome à un endroit du cristal.
Ces diﬀérents défauts interagissent selon plusieurs mécanismes (lacunaire,
interstitiel, Franck-Turnbull, kick-out, recombinaison interstitiel-lacune) qui
résultent en la diﬀusion des impuretés. Ces défauts se regroupent en défauts
étendus (agglomérats, défauts 311, boucles) et évoluent au cours du recuit,
inﬂuençant la diﬀusion. On pourra se réferrer à [80] pour une description
complète des mécanismes de diﬀusion.
Les recuits des implants du substrat ne sont pas à proprement parler cri-
tiques. Les recuits des source/drain le sont car on veut des jonctions étroites
et donc peu diﬀusées. La diﬀusion des dopants dans les recuits rapides est
accélérée par les défauts en particulier au début du recuit par la diffusion ac-
célérée et transistoire (TED–transient enhanced diﬀusion) qui peut conduire
à des coeﬃcients de diﬀusion beaucoup plus élevés qu’à l’équilibre. Pour ces
raisons, le proﬁl ﬁnal de dopage est très sensible à la température de recuit.
15. Vacancy en anglais.
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La non uniformité du budget thermique sur une plaque est critique. On
observera ce problème au chapitre 3.
Les conditions de process peuvent tout de même être optimisées aﬁn de
réduire la sensibilité à cette source de variabilité. Difrenza et al. [26] étudient
la sensibilité du coeﬃcient de désappariement aux paramètres du procédé. Ils
montrent en particulier la sensibilité du facteur de mismatch AVt à la tem-
pérature du recuit RTA – pour Rapid Thermal Annealing – et aux doses des
implants ldd. Ils modiﬁent leur procédé en conséquence pour garder les condi-
tions de fabrication de grille minimisant le désappariement de 4,1 mV ·µm
à 2 mV ·µm. L’amélioration de l’appariement induit, au niveau du circuit,
un acroissement de la linéarité des convertisseurs numérique-analogique de
l’ordre de 40% et une amélioration de 1bit sur la résolution des convertis-
seurs analogique-numérique. La marge statique au bruit des circuits SRAM
est aussi augmentée de 25%.
1.3 Modélisation des déviations
Modéliser les mécanismes de variabilité est essentiel à plusieurs niveaux.
Les concepteurs doivent pouvoir prédire le rendement des circuits qu’ils des-
sinent, les modélistes doivent leur fournir des modèles permettant de dissocier
les variations globales et locales et prévoyant au mieux les déviations systéma-
tiques. Les technologues ont besoin de modèles pour étudier les phénomènes
mis en jeu aﬁn d’annuler ou de minimiser leurs inﬂuences.
Les problèmatiques matériau, transistor et circuit utilisent des outils de
simulation diﬀérents.
1.3.1 Variabilité du process
Simulation avancée de procédés
L’équipe de Martin Jaraiz de l’université de Valladolid a développé plu-
sieurs outils de simulation atomistique des procédés de fabrication [81] pour
étudier l’implantation, le recuit et la croissance de matériaux. Dans un simu-
lateur atomistique, ce sont les relations entre atomes qui sont modélisées, le
résultat de la simulation étant la conséquence à grande échelle de ces règles
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intervenant à l’échelle atomique 16.
Molecular Dynamics permet de reproduire la formation des dommages
subis par le silicium et sa recristallisation. Cet outil simule tous les atomes du
réseau, avec un pas de simulation constant, ayant pour inconvénient un temps
de calcul important, mais les informations obtenues peuvent être pertinentes
pour le développement d’autre modèles.
DADOS contrairement à Molecular Dynamics se concentre sur les évè-
nements de diﬀusion selon leur probabilité d’apparition et ne simule pas le
réseau entier. L’implantation utilise l’approximation de collisions entre deux
atomes 17. La prise en compte, au niveau atomique, des interactions des dé-
fauts et des dopants pendant le recuit permet d’étudier la dynamique de
la diﬀusion avec une grande prédictivité. Cela donne une référence pour le
développement des modèles continus de diﬀusion. DADOS a été acquis par
Synopsys et intégré au simulateur Sprocess [82]. Les résultats de ce type
d’implantations prennent intrinsèquement en compte la nature discrète des
dopants et permettent l’étude des eﬀets électriques de cette source de varia-
bilité [83].
Hane et al. ont développé un outil de simulation analogue avec lequel
ils génèrent des dispositifs statistiquement diﬀérents pour les simuler électri-
quement dans un simulateur drift-diffusion dont le potentiel électrique est
calculé à partir des potentiels coulombiens de chaque atome [84].
Modélisation de type TCAD
Les simulations TCAD 18 sont des outils de simulation numérique permet-
tant de simuler en premier lieu la fabrication des dispositifs, puis, à partir
du résultat du procédé, de simuler son comportement électrique. Au sens
usuel du terme, ce sont des simulations par éléments ﬁnis résolvant des équa-
tions continues. Par conséquent, elles ne sont pas destinées à prendre en
compte la nature atomistique des matériaux. Cependant, les outils dont nous
avons parlé au paragraphe précédent sont intégrés dans les suites logicielles
de TCAD en tant qu’alternative à la résolution d’équations continues, dans
le cas des implantations et des recuits. La nature aléatoire des dopants est
ainsi utilisable dans les simulations électriques.
16. à la différence de simulations par éléments finis où les équations résolues portent sur
la concentration des impuretés et au flux de diffusion.
17. BCA : Binary Collision Approximation
18. Technology Computer Aided Design
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Les variations de largeur de trait de polysilicium dues aux eﬀets de proxi-
mité peuvent être prédites à partir du masque à l’aide d’outils de simulation
optique, utilisés en particulier pour mettre au point les corrections d’amé-
lioration de la résolution [85]. La rugosité de ligne de polysilicium peut-être
introduite dans les simulations de procédé, en trois dimensions, si l’utilisa-
teur déﬁnit de son coté les proﬁls de masque de grille à utiliser. Les proﬁls
peuvent être générés aléatoirement à partir de l’analyse spectrale de vrais
proﬁls observés sur polysilicium et dont on extrait l’amplitude moyenne et
la longueur d’autocorrélation. Il est également possible de modéliser cette
source par une somme de transistors dont les longueurs suivent statistique-
ment la rugosité de ligne [86]. Les simulateurs commerciaux sont capables de
simuler des transistors présentant des irrégularités aléatoires de grille mais
c’est à l’utilisateur d’introduire les géométries correspondantes.
1.3.2 Variabilité du transistor
Simulations TCAD
Les outils de simulation TCAD sont par nature paramétriques. Leur fonc-
tion est de pouvoir reproduire les mêmes étapes technologiques qu’en salle
blanche [87]. Les données d’entrée d’un simulateur process sont ceux de la
recette technologique correspondante : proﬁls de température de recuit, des-
sin de masque de lithographie, temps et atmosphère d’oxydation, énergie
d’implantation, température de recuit, vitesse de gravure, etc. À partir d’un
ﬁchier de simulation calibré sur le nœud technologique que l’on étudie, on
pourra étudier l’inﬂuence des variations d’un paramètre process de manière
indépendante et en l’absence de perturbation.
Sans moyen de calculs énormes, faire un tir Monte-Carlo sur les para-
mètres d’entrée d’une simulation du procédé puis de la réponse électrique du
transistor, n’est pas vraiment envisageable simplement à cause du temps de
simulation. Selon la complexité des modèles choisis dans les options d’une
simulation de procédé, le temps de simulation d’un seul transistor peut aller
d’une demi-heure à quatre heures 19 pour un ﬁchier de simulation 2D éléments
ﬁnis de typiquement deux ou trois mille nœuds.
Pour représenter la variabilité, il est alors plus raisonnable d’extraire un
modèle en réponse de surface à partir d’un nombre réduit de combinaisons de
19. auquel cas on s’inquiètera de la convergence de la simulation.
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paramètres procédé [88]. Le choix de ces points de l’espace des paramètres
procédé se fait généralement selon un plan d’expérience. Un plan d’expé-
rience, ou DoE pour Design of Experiment en anglais, déﬁnit un jeu minimal
de n points disposés de manière optimale dans l’espace des paramètres du
procédé. L’objectif est d’extraire un modèle analytique d’une performance
choisie et ce, sans confondre les facteurs, c’est à dire attribuer un eﬀet ob-
servé à la mauvaise variable technologique. L’idée est simplement d’avoir
un nombre suﬃsant mais minimal d’équations pour calculer les inconnues
que sont les sensibilités de la performance aux facteurs du plan. Une fois le
modèle en réponse de surface calculé, il peut être utilisé pour optimiser le
procédé technologique [89]. Le même type de méthode peut être utilisé pour
la réduction de la variabilité d’un circuit [21].
L’exploitation de plans d’expériences dans le cas de données expérimen-
tales sera abordée au chapitre 3.
Carte modèle paramétrique
Pour faire le lien entre cette méthode et la simulation des circuits, les
variables des procédés ont été introduites dans les modèles compacts. On
appelle ce genre de modèles des PCM pour Process Compact Model. Le prin-
cipe est d’ajouter, à un certain nombre de variables M d’un modèle compact
calibré sur un procédé nominal, un terme dépendant des n variables techno-
logiques θ :
Mj = M0 +
n∑
i=1
f(θi) (1.10)
La ﬁgure 1.27 montre l’utilisation du logiciel Paramos de Synopsys pour
l’extraction de cartes modèles paramétriques. Il est nécessaire de commen-
cer par une extraction classique d’un modèle compact à partir des courbes
de performances du transistor nominal (Id(VG), C(VG), etc). Ensuite, on
peut passer ce modèle nominal ainsi que les données simulées en présence
de variations technologiques selon un plan d’expérience, aﬁn de déterminer
la fonction f(θi) lors d’une seconde série d’extractions. Au ﬁnal, on obtient
une carte modèle, i.e. un jeu de paramètres que l’on pourra utiliser dans un
simulateur pour étudier l’inﬂuence des variations du process sur un circuit
[90, 91, 92, 93].
Au niveau du dispositif MOSFET, le modèle de Pelgrom (équ. 1.4) est une
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Figure 1.27 – Extraction d’un modèle compact paramétrique (PCM) avec
le logiciel PARAMOS de Synopsys
approche descriptive de la déviation des performances [27]. C’est un facteur
de mérite du niveau de variabilité.
1.3.3 Variabilité des circuits
Monte-Carlo et Pire-cas
La méthode de référence pour la simulation des performances d’un circuit
reste la méthode Monte-Carlo consistant à pratiquer un nombre statistique-
ment signiﬁcatif de simulations en utilisant un groupe de paramètres d’entrée
tirés aléatoirement dans leur gamme de variations. L’intérêt est de propager,
sans faire d’hypothèse, les ﬂuctuations des paramètres technologiques. Ces si-
mulations étant longues dans le cas de circuit comportant un grand nombre
de transistors, les concepteurs utilisent des modèles pires-cas, où corners,
qui, comme leur nom l’indique, ne simulent que les cas extrêmes d’une per-
formance donnée. Leur défaut principal est d’être spéciﬁques à un seul groupe
de performances (vitesse, consommation, . . .) et de supposer des corrélations
maximales entre les facteurs technologiques.
Ces deux types de simulation font l’objet du chapitre 4.
Simulation à base de fonction de densité de probabilité
Une alternative consiste à travailler sur les densités de probabilité plu-
tôt qu’itérativement sur chaque évènement statistique. D’Agostino et al. ap-
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pliquent cette méthode aux courants de fuite [94, 95]. Considérons une rela-
tion h entre le courant de fuite et la longueur de grille L telle que I = h(L)
(et g = h−1), et fx(L) la densité de probabilité de L. Si on considère pour
L une distribution gaussienne de moyenne µL et un écart-type σL, alors la
densité de probabilité du courant causée par les variations de la longueur de
grille fy(I) s’exprime :
fy(I) =
1
h′(L)
· 1
σL
√
2pi
· exp
(−(L− µL)2
2σ2L
)
(1.11)
Pour prendre en compte deux paramètres indépendants du procédé (ou plus),
ici la longueur de grille L et le dopage canal Nch, on peut multiplier ces
fonctions de densité de probabilité ainsi :
ftot(I) =
∑
i
f(I)L[i] · f(Nch)[i] (1.12)
L’équation 1.11 peut être implémentée dans le modèle compact BSIM ou
PSP pour chaque paramètre technologique. Les résultats montrés sont très
proches des simulations Monte-Carlo prises pour références avec un temps
de simulation moindre.
1.4 Conclusion
Nous avons présenté les sources de variabilité causant la dispersion de
performances observées dans les dispositifs MOS sur substrat massif d’au-
jourd’hui. Ces sources peuvent être classées selon trois types : celles causées
par la nature des matériaux qui sont aléatoires et dont on ne peut qu’estimer
l’amplitude, celles causées par l’inﬂuence du placement-routage sur certaines
étapes technologiques et qui peuvent en partie être prises en compte dans
les modèles de conception et enﬁn, celle causées par la non uniformité et le
manque de répétabilité des procédés de fabrication eux-même.
Ces ﬂuctuations sont étudiées par l’ensemble des spécialités de la micro-
électronique et diﬀérents types de modélisation existent. Les simulations des
matériaux à leur niveau atomique ont accéléré la compréhension des méca-
nismes clefs de l’implantation et de la diﬀusion des dopants. L’utilisation
de méthodes Monte-Carlo atomistiques pour la simulation électrique de l’in-
ﬂuence des sources aléatoires donne une référence pour diﬀérencier ces causes
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qui ne sont expérimentalement observables qu’en tant que bruit. Les outils
de TCAD apportent des informations précieuses aux technologues pour l’op-
timisation de leur recettes de fabrication et peuvent être associés au dévelop-
pement de modèles compacts prenant en compte les variables technologiques.
La modélisation des eﬀets de la variabilité nécessite la caractérisation
des paramètres technologiques. Si la mesure des dimensions géométriques
des transistors ne pose pas de problème technique, obtenir un échantillon-
nage statistique du dopage et des températures de recuit est plus délicat. Le
chapitre 2 traite de ce problème.
Ensuite, au chapitre 3, nous étudierons expérimentalement un lot du
nœud 45 nm aﬁn de faire un point sur l’état de la variabilité de cette technolo-
gie qui servira de base au chapitre 4 où nous aborderons le cas des simulations
Monte-Carlo et des simulations « pire-cas » des modèles compacts.
Chapitre 2
Caractérisation du dopage des
dispositifs MOSFET
Pour étudier la variabilité des transistors, nous avons besoin de données
quantitatives qui représentent, d’une part, la fabrication – les facteurs du
procédé – et d’autre part, les performances électriques – les indicateurs. Nous
traitons des indicateurs de variabilité et des facteurs du procédé dans la
section 2.1. Dans la section 2.2, nous montrons une méthode permettant
d’avoir un point d’entrée pour la température de recuit. Dans la section 2.3,
nous nous intéressons à la caractérisation de la diﬀusion latérale des dopants
des source/drain en particulier dans le cas de la calibration des simulations
TCAD. Dans la section 2.4, nous étudions l’eﬀet de polarisation du substrat
dans l’optique de s’en servir dans la section 2.5 où nous tentons d’apporter
une méthode permettant de mesurer la variabilité du dopage des dispositifs
MOSFET.
2.1 Caractérisation de la variabilité
Les paramètres que nous étudions, de manière générale, sont des perfor-
mances électriques. La ﬁgure 2.1 donne un aperçu d’ensemble de l’utilisation
des indicateurs. On y représente l’utilisation des facteurs et indicateurs selon
diﬀérents niveaux de simulation, verticalement et selon diﬀérents niveaux de
complexité, horizontalement. Le niveau le plus bas n’est pas une simulation,
ce sont les mesures directes. De gauche à droite, on a les facteurs techno-
logiques, puis les indicateurs au niveau transistor, puis les indicateurs au
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Figure 2.1 – Vue d’ensemble de l’utilisation des facteurs et indicateurs de
variabilité en microélectronique
niveau cellules standards 1 et enﬁn les indicateurs de performance au niveau
circuit.
Les simulations du procédé reproduisent les performances du transistor
en utilisant les facteurs de la recette. On peut utiliser les mêmes variations en
TCAD que celles mesurées en fabrication. Les paramètres physiques qui déﬁ-
nissent le procédé de fabrication sont utilisés directement par les simulations
de type TCAD qui, à l’idéal, reproduisent virtuellement toutes les étapes de
fabrication des semiconducteurs aﬁn de simuler toutes les caractéristiques
électriques. Il n’est pas coutume de faire des simulations statistiques de ce
type, vu la lourdeur de calcul, mais nous verrons dans le chapitre suivant une
manière de le faire.
Au niveau de la simulation SPICE, un jeu simpliﬁé de ces facteurs tech-
nologiques est utilisé dans les modèles pour représenter la technologie simu-
lée et seuls les facteurs de première importance sont utilisés en simulation
statistique. Ces simulations statistiques peuvent être des simulations Monte-
Carlo detinées à estimer les distributions de performances ou des simulations
pire-cas que nous appelons couramment corners 2, destinées à simuler la va-
riation d’un critère de performance donnée (vitesse, consommation). Les per-
1. Les cellules standards sont des circuits comme des portes NAND, NOR, des bascules
etc. Les mesures de ces circuits servent à vérifier les simulations sur des performances de
circuit mais à un niveau de complexité réduit.
2. Nous détaillerons les simulations Monte-Carlo et corners dans le dernier chapitre.
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formances qui sont vériﬁées au niveau transistor en simulation SPICE sont
les courants, les tensions Vth et les capacités. Ensuite, au niveau standard-
cell, les indicateurs sont des temps de propagation, des courants de cellule,
etc. Les méthodes Monte-Carlo ne sont plus utilisées à ce niveau compte
tenu du nombre élevé de cellules et des variations de type environnemental
(tension d’alimentation, température,. . .) qui se superposent aux variations
du procédé. On vériﬁe que les pires-cas répondent aux performances du ca-
hier des charges (tolérances des délais, fonctionnalité des cellules). Au niveau
circuit, les simulations ne sont plus de type modèle compact mais plutôt des
simulations avec des modèles de haut niveau de type VHDL. On vériﬁe les
délais des chemins critiques via des blocs de circuits mais pas le circuit en
entier.
Les indicateurs sont tous mesurables directement à l’étape du test pa-
ramétrique. Ce sont des performances électriques comme des courants, des
tensions ou des capacités, et on dispose de l’équipement nécessaire. La majo-
rité des facteurs sont des dimensions spatiales. Les épaisseurs, comme celles
de l’oxyde de grille par exemple, sont mesurables entre deux étapes de pro-
cess avec des techniques telles que la scattérométrie. Les largeurs, comme
celle des espaceurs ou de la ligne de polysilicium de grille, sont mesurables
par microscopie SEM. Il y a principalement deux types de grandeurs que l’on
ne peut pas mesurer directement de manière statistique : ce sont les tempéra-
tures et les dopages. Dans ce chapitre, nous allons voir comment quantiﬁer les
variabilités de ces grandeurs, dans le cas de la température du recuit rapide
et du dopage du canal.
2.2 Caractérisation de la température de re-
cuit
La plupart des caractéristiques des transistors sont fortement inﬂuencées
par le proﬁl du dopage selon la profondeur dans le substrat depuis l’interface.
En particulier, le dopage du canal qui contribue à la déﬁnition de la tension
de seuil du transistor. Le dopage du canal est déterminé par l’implantation
d’ajustement de Vth et par le bilan thermique subi par le dispositif. Le résultat
de la diﬀusion des dopants de cet implant soumis à ce bilan thermique donne
le proﬁl ﬁnal des dopants.
La dose implantée est considérée comme étant très ﬁable car elle est
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contrôlée en courant dans les implanteurs. Mais l’information de la tempé-
rature reçue par chaque puce n’est pas accessible car pendant le recuit on
n’a pas de sonde donnant la température reçue par chaque site de chaque
tranche.
Un des recuits est très critique dans le procédé : c’est le recuit rapide arri-
vant à la ﬁn des étapes de front-end. Durant ce recuit, des lampes soumettent
la plaque de silicium à une température de l’ordre de 1000 ◦C pendant un
temps de l’ordre de la seconde. La fonction de cette étape est d’activer les
dopants des source/drain sans pour autant les faire diﬀuser trop. Le pro-
blème est que, si petites que soient les déviations de la température de ce
recuit, la sensibilité des performances électriques du transistor est suﬃsam-
ment grande. Ce recuit n’est pas le seul bilan thermique important dans la
diﬀusion de l’implant Vth mais il intervient après l’implantation des source/-
drain, implants auxquels l’électrostatique est très sensible.
2.2.1 Estimation de la variation spatiale de la tempé-
rature reçue
Il est possible de corréler la résistance de surface RS du silicium aux
températures de recuit rapide spike de la ﬁn du process.
Pour connaître l’eﬀet de la température de ce recuit, nous devons nous
trouver dans une situation où nous pouvons nous aﬀranchir des variabilités
des autres paramètres du transistor. On propose d’utiliser des plaques n’ayant
subi qu’un implant et qu’un recuit.
Les plaques ont un dopage de substrat N. On y crée un oxyde de 24 Å
d’épaisseur puis on implante du bore à 2 keV et à 3.1015 at · cm−2. On ap-
plique à un lot de plaques trois températures de recuit diﬀérentes. Un tiers du
lot subi 997 ◦C, un autre 1000 ◦C et le dernier 1003 ◦C. Ensuite, les plaques
subissent une désoxydation au HF puis les résistances sont mesurées.
Si on fait l’hypothèse que les proﬁls de dopant as-implanted sont suﬃ-
samment peu variables, alors les seules variations que nous verrons sont dues
au recuit. On peut alors mesurer la résistance de surface, qui est fonction du
dopage du semiconducteur, sur toutes les plaques, sur toute leur surface. La
ﬁgure 2.2 montre la cartographie qui a été utilisée pour cette étude.
Ensuite, on peut calculer la moyenne des résistances par groupe de plaques.
La ﬁgure 2.3b montre ces moyennes. La corrélation avec la température appli-
quée devient évidente et on peut établir la sensibilité de l’indicateur résistance
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Figure 2.2 – Mapping des mesures de Rs sur une plaque ayant subi unique-
ment un implant et un recuit ﬂash pour évaluer la ﬂuctuation de température
reçue.
Rs au facteur température reçue Spiketemp.. On établit que Rs = (aTspike +
b) Ω, avec a = −2,7674 et b = 3111,3, donc Tspike = −0.36Rs + 1123 ◦C.
Une fois cette sensibilité établie, la transformation des valeurs de résis-
tance mesurées à chaque site en valeurs de température reçue est directe. Les
ﬁgures 2.4a et 2.4b montrent pour la plaquette numéro 15 les résistances de
surface et les températures associées.
Cette grandeur, Tspike, va nous servir de facteur – ou grandeur d’entrée –
pour les études à venir. Pour l’instant, nous pouvons noter l’homogénéïté de
la distribution spatiale de la température sur les diﬀérentes plaques. Cette
distribution est plus ou moins radiale, comme d’autres indicateurs que nous
verrons plus tard.
2.2 Caractérisation de la température de recuit 44
(a) Résistances de surface Rs par wafer (b) Résistance médiane par split et régres-
sion linéaire
Figure 2.3 – Correlation de Rs à la température appliquée.
(a) Rs mesurée (b) Température de recuit correspondante
Figure 2.4 – Estimation de la distribution de la température de recuit spike
reçue par le wafer.
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2.3 Caractérisation électrique du courant de
perçage comme indicateur du profil laté-
ral du dopage des source et drain
Un contrôle parfait des distributions de dopage est impératif dans les
technologies CMOS avancées et cela, à cause de la sensibilité des perfor-
mances nominales des transistors aux dopages des source/drain et du canal.
La profondeur de la jonction source/drain impacte directement les eﬀets de
canal court. La position latérale des jonctions détermine la longueur eﬀec-
tive du canal ainsi que les capacités de recouvrement entre la grille et les
source/drain. Le contrôle de ces positions dans les technologies d’aujourd’hui
doit avoir une précision de l’ordre du nanomètre. Bien qu’un certain nombre
de méthodes permettent la mesure du dopage vertical avec cette précision,
la mesure des proﬁls latéraux est compliquée et requiert d’appliquer des me-
sures spéciﬁques à des échantillons préparés spécialement [96, 97]. Dans cette
section, nous discutons de la sensibilité des mesures électriques par rapport
à la distribution latérale du dopage et de la possibilité de caractériser ledit
proﬁl.
2.3.1 Principe de la méthode
La méthode proposée repose sur l’utilisation d’un jeu d’échantillons où
l’on fait varier uniquement la longueur de grille [98]. La variation de la lon-
gueur de grille entraîne un recouvrement progressif des proﬁls de source et de
drain et donc des zones de déplétions associées (ﬁgure 2.5). Le recouvrement
sous la grille par ces proﬁls latéraux est déﬁni par la longueur de grille qui
doit être connue et par la diﬀusion des dopants des source/drain sous la grille.
Ce recouvrement change signiﬁcativement le comportement de la structure
de test qui peut, à son tour, être utilisée pour caractériser le proﬁl de dopage
latéral.
En premier lieu, l’inﬂuence du recouvrement des proﬁls sur la capacité de
grille et sur les courants de drain a été étudiée via des simulations technolo-
giques et électriques à l’aide de la suite logicielle Sentaurus de Synopsys [99].
Il en résulte que la sensibilité des courants de drain est bien plus prononcée
que celle des capacités. Un schéma de la mesure proposée est en ﬁgure 2.6.
Hormis la longueur de grille, les structures de test dont on étudie le proﬁl
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Figure 2.5 – Représentation schématique de l’inﬂuence de la réduction de
la longueur de grille sur le proﬁl latéral de la concentration de dopants.
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Figure 2.6 – Schéma de mesure électrique pour caractériser le proﬁl latéral
de dopants.
latéral sont identiques. Aﬁn de concentrer l’étude sur les eﬀets du dopage
latéral source/drain, nous utilisons un dopage canal uniforme. Le dopage des
source/drain est formé par implantation d’ions puis par recuit d’activation.
Pour caractériser la distribution latérale du dopage, nous suggérons de
mesurer le courant de fuite ID à faible tension de drain VDS et à une tension
de grille constante et proche de la tension Vfb de bandes plates. La forme du
proﬁl latéral est alors estimée par ingénierie à rebours en utilisant les simu-
lations technologiques et électriques. La méthode présentée ici se distingue
des autres techniques de modélisation inverse [100, 101] par l’utilisation de
longueurs de grille causant un recouvrement très signiﬁcatif des proﬁls de
source et de drain.
Une première analyse de sensibilité à été conduite sur une architecture
pMOS simpliﬁée avec un dopage constant de 1017 at · cm−3 en appliquant des
modèles de recuit rapide ﬁnement calibrés [102, 103]. La ﬁgure 2.7, où le
2.3 Caractérisation électrique du profil latéral du dopage 47
Figure 2.7 – Courant de drain Id en fonction de la tension de drain VDS
dans un pMOSFET et pour diﬀérentes longueurs de grille. (W = 1 µm,
Vg = +0,6 V)
courant de drain ID est tracé en fonction de la tension de drain VDS, montre
le résultat de ces simulations. Le courant ID dépend fortement de la longueur
de grille et varie d’environ 9 ordres de grandeurs de 25 à 110 nm, suggérant
une forte sensibilité à la position et la forme du dopage source/drain.
Une sensibilité similaire est attendue si la variation de position des jonc-
tions source-canal et drain-canal est causée par une variation de température
lors du recuit. La ﬁgure 2.8 montre des simulations où la position de la jonc-
tion canal-drain a été modiﬁée en balayant volontairement la température
maximale du recuit post-implantation par pas de 10˚K (ﬁgure 2.8a). On
observe que les décalages de la jonction sont également bien représentés sur
les caractéristiques électriques avec une résolution de 2 nm (ﬁgure 2.8b).
La méthode présentée dans cette section, basée sur la mesure du courant
ID pour diﬀérentes longueurs de grille, permet donc d’estimer l’extension
latérale du proﬁl de dopage. Dans les sections suivantes, la précision de la
méthode sur un procédé MOS complet ainsi que sa sensibilité à la variabilité
de ce process sont évaluées.
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(a) Profils de dopage latéraux pour différentes
température de recuit rapide.
(b) Effets du décalage de la jonction sur la carac-
téristique électrique.
Figure 2.8 – Simulation d’une variation de température de recuit.
2.3.2 Application de la méthode sur des simulations
TCAD d’un procédé industriel
Pour appliquer cette méthode, nous simulons un procédé générique du
nœud 65 nm en utilisant des longueurs de grille allant de 35 à 90 nm. Les
simulations de procédé ont été réalisées avec l’outils Sentaurus de Synopsys
en utilisant les modèles de diﬀusion récents calibrés pour les jonctions ultra-
ﬁnes (USJ) [104], tels que décrits dans [105].
Les principales caractéristiques de ce procédé MOS sont : un oxyde de
grille nitruré de 1,45 nm d’épaisseur, un dopage rétrograde du substrat com-
prenant l’implant d’ajustement de la tension de seuil Vth et l’implant anti-
perçage, suivi d’un recuit rapide RTP. Les LDD et source/drain sont implan-
tés puis activés via un recuit rapide autour de 1050 ◦C à la ﬁn du procédé.
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Figure 2.9 – Carte de dopage de la simulation 2D du NMOS.
La distribution 2D du dopage obtenue à la ﬁn de la simulation est montrée
dans la ﬁgure 2.9. Dans ce proﬁl, la pente de la jonction entre ldd et canal
est d’environ 2-3 nm par décade dans la direction du canal et de 10 nm par
décade verticalement entre les source/drain et le substrat.
Comme expliqué dans la section précédente, la caractérisation du proﬁl
latéral est basée sur la mesure du courant ID résultant du perçage entre le
drain et la source. La caractéristique électrique est extraite en balayant VDS
avec VG proche de Vfb, pour éviter une redistribution des porteurs due à la
tension de grille. Le résultat est montré en ﬁgure 2.10 pour un n-MOSFET
avec une longueur de grille allant de 35 à 90 nm et une largeur de 1 µm.
Les simulations électriques du nMOSFET sont basées sur le modèle de
dérive-diﬀusion incluant les modèles les plus avancés, à l’exception de l’ef-
fet tunnel bande-à-bande. Les eﬀets quantiques sont aussi négligés dans ce
régime de fonctionnement.
La ﬁgure 2.10 démontre la forte dépendance de Id sur la longueur de
grille dans ce procédé NMOS comprenant toutes les étapes principales et
valide le principe de la méthode. Cette validation est importante car ce ﬂot
de fabrication inclut des étapes conduisant à un proﬁl à fort caractère 2D,
comme des implants rétrogrades, avec anti-perçage, dans le p-well et des
implants poches qui élèvent la concentration de bore dans le canal, et donc
la barrière de potentiel, aﬁn de limiter le courant de fuite des jonctions.
Aﬁn d’éviter l’inﬂuence du mécanisme d’eﬀet tunnel bande-à-bande qui
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Figure 2.10 – Id vs. VDS (Vg = −0,5 V) pour diﬀérents transistors. La ﬂèche
indique les Lg croissant.
peut arriver dans un transistor réel, le courant de fuite n’est pas mesuré
à VD = VDD, même si la sensibilité de la caractérisation serait maximisée
dans ces conditions. Le courant de fuite ID est donc mesuré à VD = 0,4 V.
La ﬁgure 2.11 montre ID pour diﬀérentes longueurs nominales de grille. Le
comportement est similaire à celui de la ﬁgure 2.8b.
2.3.3 Étude de l’impact de la variabilité du procédé à
l’aide d’un plan d’expériences
La variabilité a de nombreuses sources dans les recettes de fabrication
des semiconducteurs modernes [10]. Les eﬀets parasitant la sensibilité de
la méthode de caractérisation qui nous intéressent sont les décalages non
intentionnels du procédé que nous appelerons variabilité paramétrique.
Dans cette section, nous évaluons l’incertitude sur la mesure de ID en
présence de variations de paramètres du procédé. Pour cela, le comportement
de ID doit être connu et modélisé en une fonction des facteurs technologiques.
Un modèle en surface de réponse (RSM) peut être établi à partir de l’analyse
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Facteur Data Exp.les Points du plan
(nm) Moyenne Écart-type -2 -1 0 +1 +2
Tox 1.945 0.0056 1.89 1.92 1.945 1.98 2.0
Lgate 65 0.6 59 62 65 68 71
THteos 70 1.1 59 64.5 70 75.5 81
HCDth 41 0.95 31.5 36.2 41 45.7 50.5
Table 2.1 – Construction du plan d’expériences
d’un plan d’expériences.
Les paramètres les plus inﬂuents ont été identiﬁés dans une étude pré-
cédente [106] et sont : 1) la longueur de grille (CD-gate, Lg), 2) l’épaisseur
de l’oxyde de grille (Tox), 3) l’épaisseur du liner (TEOS) et 4) la largeur de
l’espaceur, paramétrée via l’épaisseur du dépot de nitrure associé (HCD-TH.)
Nous avons opté pour un plan centré composite (cube+étoile) [107]. Ce
type de plan a cinq niveaux par facteur et nécessite 25 simulations pour les
quatre facteurs. La matrice des facteurs normalisés est parfaitement ortho-
gonale et permet de construire un modèle RSM du second ordre. Le domaine
d’étude est ﬁxé à ± 5 σ de la variabilité des facteurs technologiques obser-
vée. Les valeurs des facteurs du plan d’expériences sont détaillées dans le
tableau 2.1 pour une longueur nominale de grille de 65 nm.
Ce plan de simulations a été appliqué autour des longueurs de grille nomi-
nales 35, 60 et 85 nm. Ces trois plans résultent en trois modèles RSM obtenus
par régression linéaire multiple, en gardant seulement les termes signiﬁcatifs
du polynôme. Les minima et maxima des trois polynômes sont ensuite déter-
minés en bornant les quatre facteurs d’entrée à ±2σ des variabilités mesurées,
représentant ainsi 95% de la population (admise normale).
La ﬁgure 2.11 montre les courants ID extraits de la ﬁgure 2.10 superposés
aux barres de variabilité estimées à partir des RSM. La méthode a une très
bonne sensibilité au proﬁl latéral pour les plus courtes longueurs de grilles et
au fur et à mesure que le phénomène de perçage s’installe. La résolution est
de l’ordre de 2 décades pour 10 nm de longueur de grille autour de 45 nm.
Une nette augmentation de l’incertitude sur ID apparaît pour les faibles
valeurs de Lg. On peut observer que l’erreur causée par la variabilité para-
métrique est forte dans les petits transistors lorsque la sensibilité de ID est
grande. Comme le montre la ﬁgure 2.11, la variabilité du procédé mène à une
incertitude sur la localisation du proﬁl de dopage de ±2 nm, comme détaillé
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Figure 2.11 – Simulations TCAD de ID vs Lg (ligne) et intervalles d’incer-
titude calculés à partir du modèle pour ±2σ (barres verticales)
dans l’insert.
Cette variabilité est à comparer aux gradients de dopage des jonctions
des technologies actuelles qui est de l’ordre de 2-3 nm par décade. On peut
donc dire que la sensibilité à la variabilité du process est un facteur limi-
tant à l’utilisation de cette méthode de caractérisation électrique du proﬁl
latéral. Toutefois, la précision reste meilleure que celle des méthodes conven-
tionnelles.
2.3.4 Mesures sur des nMOS 65 nm
Nous avons ensuite testé la faisabilité de notre méthode de caractérisation
électrique sur une technologie mature 65 nm. Ce nœud est basé sur un oxyde
de grille d’environ 20 Å. Ensuite, viennent les implants substrats standards
suivis par les recuits RTP standards. Les spéciﬁcations des implants ldd et
source/drain sont dans la gamme des énergies et des doses déﬁnies dans
le cadre du projet ATOMICS. Un recuit spike termine le ﬂot d’étapes du
procédé.
Les mesures de Id vs VDS à Vg = −0.4 V sont tracées sur la ﬁgure 2.12
pour des longueurs de grille allant de 55 nm à 10 µm, correspondant aux
courbes A, B, C. . . dans l’ordre croissant. Ces caractéristiques électriques
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Figure 2.12 – Mesures de Id vs VDS (Vg = −0,4 V). Lg croît dans le sens de
la ﬂèche.
montrent la croissance exponentielle du courant de fuite ID comme décrite
dans la section précédente. La ﬁgure 2.12 montre un eﬀet inattendu pour
les faibles valeurs de VDS résultant en un courant plus faible pour les petits
transistors que pour les grands. Cela est dû à la redistribution des poches
et du dopage substrat dans le cas des canaux courts, appellée RSCE pour
reverse short channel effect. La croissance non monotone de ID qui peut être
expliquée qualitativement, doit être étudiée plus en détail. Comme le procédé
réel présente un RSCE important, la méthode devrait être appliquée sur des
structures de test dépourvues d’implants de poche.
Au ﬁnal, la méthode montre sa capacité à distinguer des diﬀérences dans
le proﬁl de dopants qui apparaissent si la température de recuit change de
seulement quelques degrès. La précision absolue de la méthode tient à la
précision des modèles de simulations et peut toujours être améliorée par
un calibrage précis des modèles pour une longueur de grille donnée. D’autre
part, des informations qualitatives sur la distribution de dopants peuvent être
extraites avec une résolution spatiale importante à partir de caractéristiques
électriques. C’est donc un outil valorisable dans le cadre du calibrage de
simulations TCAD des technologies submicroniques.
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2.3.5 Conclusion
La possibilité de caractériser le proﬁl de dopage latéral source/drain à
partir de mesures électriques a été explorée. Les mesures électriques concer-
nant le perçage entre drain et source se trouvent être suﬃsament sensibles
à la distribution latérale des dopants pour permettre la caractérisation du
proﬁl des jonctions. Cette méthode à été vériﬁée via des simulations numé-
riques TCAD et sa sensibilité aux ﬂuctuations du procédé à été évaluée. Les
mesures électriques sur des dispositifs réels de technologie 65 nm démontrent
la bonne sensibilité des caractéristiques électriques et ont indiqué les diﬃ-
cultés potentielles d’interprétation sur des transistors présentant un dopage
non uniforme du canal. Toutefois, cette technique apparaît plus précise que
les techniques de caractérisation physique et se présente comme un bon outil
de vériﬁcation du calibrage des proﬁls de dopants en TCAD.
2.4 Caractérisation électrique de l’effet de la
polarisation du substrat comme indica-
teur du profil vertical dans le canal
Dans cette section, nous détaillons une méthode visant à determiner le
dopage du canal de manière non destructive, à partir de mesures électriques,
ce qui permet un large échantillonnage de cette grandeur. Les mesures que
nous utilisons sont la tension de seuil Vth pour diﬀérentes tensions de substrat
VB ainsi que la capacité de grille Cgg. Ces mesures sont aujourd’hui des
mesures standards et ne provoquent donc pas de surcout de caractérisation.
Comme nous déterminons une section du proﬁl de dopage, nous obtenons
deux informations qui sont :
– le niveau de dopage dans la région observée,
– et la pente du dopage.
2.4.1 L’effet substrat
L’eﬀet substrat est l’inﬂuence de la tension de substrat VB sur la tension
de seuil Vth du dispositif. Cette inﬂuence de VB sur Vth passe par la zone de
déplétion du substrat. En eﬀet, la valeur de Vth dépend de la charge associée
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à la déplétion. On a :
Vth = Φms − 2ΦF − QB
Cox
− Qox
Cox
(2.1)
où Φms est la diﬀérence de travaux de sortie du matériau de grille et du
semiconducteur du canal, Qox représente les charges d’interfaces et QB est
la charge de la zone de déplétion. Le comportement de Vth va dépendre du
dopage puisque la charge de déplétion QB est liée à la somme du dopage Na
sur la zone de déplétion de profondeur wD : QB = q
∫ wD
0 Na(x)dx.
Cette dépendance de Vth à VB s’écrit classiquement dans les modèles
compacts comme :
∆Vth = γ
√
2Φf + Vb − γ
√
2Φf , (2.2)
avec γ =
√
2qNaεsi
Cox
(2.3)
Φf =
kBT
q
ln(Na/ni) (2.4)
où γ est appelé body factor, Φf est le niveau de Fermi dans le canal, ni est
la quantité de porteurs intrinsèques et εsi est la constante diélectrique du
silicium. Les deux termes γ et Φf dependent du dopage Na. Le facteur γ
dépend aussi de l’épaisseur d’oxyde via Cox = εox/Tox.
Dans cette équation, la dépendance à VB est linéaire selon
√
2φf + vb. Si
on trace ∆Vth en fonction de
√
2φf + vb, les valeurs de Vth de chaque polari-
sation s’alignent sur une droite de pente γ, comme le montre la ﬁgure 2.13b.
2.4.2 Extraction des paramètres γ et φf
En pratique, nous n’avons pas accès au potentiel φf ni au paramètre γ.
Pour tracer cette caractéristique, il nous faut connaître leur valeurs. Nous
procédons alors à un ajustement des mesures à (2.2) en jouant sur la valeur
du dopage dont dépendent γ et φf . Nous avons codé cet ajustement à l’aide
du logiciel Matlab R© et, en particulier de la fonction fminsearch qui pratique
itérativement une minimisation non linéaire non contrainte. La fonction que
nous lui donnons à minimiser est la somme des carrés de la diﬀérence entre
les valeurs de ∆Vth(Vb) = Vth(Vb) − Vth(Vb = 0) pour les deux premières
polarisations en VB et l’équation (2.2). Le résultat de cette minimization est
un couple de valeurs correspondant à un même dopage Na, cSe qui consiste
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(a) Profil vertical, dopage et déplétion (b) ∆Vth en fonction de
√
2φf + vb.
Figure 2.13 – a) Courant de drain en fonction de la tension de grille pour des
tensions de substrat de 0 à −1,2 V. b) L’extraction de γ et φf permet de modéliser
la déviation de la tension de seuil en fonction de VB.
à ajuster une droite avec le paramètre Na. La ﬁgure 2.13b montre cette
caractéristique en racine de VB pour un dispositif ayant un dopage constant.
L’équation (2.2) reproduit parfaitement l’eﬀet du substrat.
Dans ce cas, l’hypothèse est que le dopage est constant en fonction la
profondeur dans le canal, hypothèse non applicable dans les canaux des
dispositifs actuels ayant un implant d’ajustement du Vth et surtout si on
considère les applications circuit où l’on ajuste VB, soit pour améliorer les
performances, soit pour baisser la consommation à l’état de veille [108]. La
ﬁgure 2.14 montre le cas d’une simulation d’un dispositif ayant un dopage
représentatif des technologies d’aujourd’hui et comporte un implant well en
profondeur, un implant anti punch-through à la profondeur des jonctions
source/drain et surtout un implant adjust-vt en surface.
2.4.3 Caractérisation de l’effet substrat dans le cas
d’un dopage réel
La ﬁgure 2.15b montre le résultat de la caractérisation en
√
2φf + vb sur
les tensions Vth issus d’un transistor ayant un dopage réel. Comme on peut
s’y attendre, la droite d’ajustement passe par les deux premières polarisa-
tions, mais le modèle (2.2) ne reproduit plus les autres déviations de Vth.
L’écart entre les points mesurés et la droite d’ajustement, que nous pouvons
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Figure 2.14 – Proﬁl vertical de dopants et concentration de trous à Vg = Vth
pour plusieurs VB. Le front de déplétion balaie le proﬁl du dopage.
appeler la droite du dopage réel équivalent, reﬂète les caractéristiques de non
uniformité du proﬁl de dopage.
Grâce aux outils de TCAD, nous avons observé le comportement de cette
caractéristique face à diﬀérents dopages dans des dispositifs de grande lon-
gueur de grille. Nous avons étudié le cas de dopages dont le niveau moyen
est décalé, puis le cas de diﬀérentes pentes de dopage dans la gamme de
profondeur où la couche de déplétion varie selon VB.
Le niveau de dopage, comme dans le cas du dopage uniforme, change la
pente de la caractéristique. Cet eﬀet était attendu car γ est fonction d’un
dopage supposé constant dans le canal : on s’attend donc à un eﬀet analogue
en fonction de la valeur moyenne du dopage. Ensuite, nous avons observé
l’eﬀet d’un changement de pente sur la caractéristique électrique pour des
valeurs de VB fortement positives (VB > 0,2 V) ou négatives (VB < −0,2 V).
Pour cela, nous avons simulé des proﬁls arbitrairement gaussiens ayant un
écart-type diﬀérent. Les caractéristiques obtenues présentent une déviation
des ∆Vth par rapport à la droite de dopage constant équivalent qui s’accentue
quand l’évolution du dopage est plus rapide.
Ces informations peuvent nous permettre de comparer qualitativement
deux transistors et même servir de guides supplémentaires pour calibrer un
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(a) 2 profils simulés représentatif du
nœud 45 nm.
(b) ∆Vth en fonction de
√
2φf + vb dans
le cas du dopage de la figure 2.15a.
Figure 2.15 – Caractérisation de l’eﬀet de la polarisation substrat sur des
dispositifs simulés en TCAD.
jeu de simulations TCAD, mais ne nous donnent pas d’information quanti-
tative sur le proﬁl lui même. Pour cela, nous proposons une méthode dans la
section 2.5.
2.4.4 Effet de la longueur de grille sur cette caractéri-
sation
La caractérisation que nous venons de détailler est clairement faite pour
les dispositifs de grande longueur où l’inﬂuence des source et drain est négli-
geable. Dans le cas de dispositifs courts, le contrôle électrostatique du canal
2.5 Détermination du dopage canal 59
par les source/drain vient dominer celui de la grille et masque l’inﬂuence du
dopage canal sur l’eﬀet substrat. Dans ce cas, nous observons aussi une forte
déviation des ∆Vth mais qui ne reﬂète pas uniquement la non-uniformité du
dopage vertical.
2.5 Détermination du dopage canal
2.5.1 Méthode
La ﬁgure 2.16 présente la validation de la méthode de détermination du
proﬁl vertical de dopage qui sera détaillée dans la section 2.5.3.
1. En premier lieu, nous simulons plusieurs transistors à canal long (10 µm).
Nous connaissons donc le proﬁl de départ.
2. Nous simulons les courbes Id(VG) à diﬀérents VB.
3. La valeur de la capacité de grille en inversion est également déterminée
par simulation.
4. Nous appliquons notre méthode détermination du dopage.
5. Enﬁn, nous comparons le résultat avec le proﬁl de départ.
1) Proﬁl
vertical TCAD
2) Simulation
de Vt(Vb)
3) Cox
4) Détermination
du proﬁl de dopage
5) Proﬁl
vertical extrait
Figure 2.16 – Validation de la méthode de détermination du proﬁl de dopage
du canal grâce aux simulations TCAD.
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2.5.2 Simulations TCAD
Pour cette validation, nous avons utilisé des simulations représentant un
MOSFET de type N du noeud 45 nm. Les deux diﬀérents proﬁls viennent de
l’utilisation de paramètres de diﬀusion et de ségrégation à l’interface oxide
silicium diﬀérents.
Nous simulons, ensuite, les tensions de seuils pour une polarisation du
substrat allant de 0,45 V à −2,1 V. Le choix de la gamme de polarisation
détermine la profondeur de déplétion et donc la zone d’exploration du proﬁl
de dopage vertical car le terme de la charge de déplétion QB, entrant en jeu
dans la tension de seuil, est dépendant de la tension de substrat (voir (2.1)).
La gamme de profondeur explorée sera fonction également du niveau de do-
page. Plus le dopage est fort, moins la zone de déplétion est profonde. Et
moins son augmentation en fonction de la tension de substrat VB est grande.
2.5.3 Détermination du profil vertical à partir de l’ef-
fet substrat
Dans son article de 1987 [109], Wright modélise l’eﬀet substrat. Dans
les détails de ses calculs, en annexe, il réduit à une dimension l’équation de
Poisson et un de ses calculs intermédiaires exprime la profondeur de déplétion
ainsi que le dopage associé en fonction de la tension de seuil Vth et de la
tension de substrat VB.
x = − εSi
COX
dVBS
dVth
, (2.5)
N(x) = −C
2
OX
qεSi
(
d2VBS
dV 2th
)
−1
, (2.6)
C’est exactement ce qu’il nous faut. Notons que ces calculs viennent d’une
approximation en une dimension de l’équation de Poisson et que, par consé-
quent, ils ne sont valables que dans le cas du transistor long où l’électrosta-
tique du canal est largement majoritaire sur celle des jonctions.
Nous appliquons (2.5) et (2.6) aux résultats électriques correspondants
aux proﬁls en trait plein de la ﬁgure 2.17. La ﬁgure 2.17 montre l’adéqua-
tion des 2 proﬁls testés avec le résultat de la méthode. On observe la gamme
de profondeur vue électriquement via cette technique. Le point le plus pro-
fond correspond à la tension de substrat la plus négative (NMOS) que nous
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Figure 2.17 – Dopage en fonction de la profondeur. Proﬁls déterminés avec
les équations de Wright et superposés aux proﬁls TCAD ayant servi à générer
les simulations.
balayons et la moins profonde correspond à la tension de substrat la plus po-
sitive que nous pouvons utiliser sans placer la diode de jonction source/body
en direct.
2.6 Variabilité du profil de dopage vertical
Dans cette section, nous appliquons à des mesures la méthode détaillée
et validée précédemment.
2.6.1 Présentation des données expérimentales
Le lot mesuré est un lot 45 nm dont toutes les plaques ont subi un process
unique – pas de split. Ce lot contient 25 plaques, 66 sites par plaque, ce qui
nous donne 1650 puces mesurées. Le jeu de données contient la tension de
seuil Vth pour des valeurs de VB balayées de −0,6 V à +0,6 V, sur 2 longueurs
de grille. Le VB le plus positif que nous balayons est +0,6 V pour ne pas
déclencher la jonction de source/drain vers le substrat. Les valeurs de Vth sont
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extraites à courant de drain constant. Le jeu de données contient également
la capacité de grille en inversion pour chaque échantillon. On appellera Vth0
la tension Vth(VB = 0) et ∆Vth sera la diﬀérence entre Vth(VB = −0,6) et
Vth(VB = +0,6). Vth(VB)=Vth0+ ∆Vth .
Les ﬁgures 2.18a et 2.18c montrent les répartitions spatiales de Vth0 et
∆Vth moyennées sur 25 tranches. Les distributions des 1650 mesures sont
aussi montrées sur les ﬁgures 2.18b et 2.18d. On peut remarquer que Vth0
montre une double population qu’on explique directement par le caractère
très radial de la distribution spatiale de Vth.
(a) Distribution spatiale de Vth0. (b) Distribution de Vth0.
(c) Distribution spatiale de ∆Vth . (d) Distribution ∆Vth .
Figure 2.18 – Cartographie moyennée sur 25 wafers et histogrammes de
Vth0 et ∆Vth . W = 0,6µm ; Lgate = 1µm.
2.6.2 Application de la méthode
Nous appliquons maintenant la méthode présentée dans 2.5.1. Le résultat
est un segment de proﬁl de dopage entre 30 nm et 60 nm de profondeur
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pour chaque transistor mesuré, correspondant à la gamme de VB balayé. La
ﬁgure 2.19b montre 3 proﬁls déterminés à partir des Vth0 expérimentaux de
la ﬁgure 2.19a.
(a) Vth mesurés (b) Profils déterminés
Figure 2.19 – Détermination des proﬁls à partir de Vth(VB) pour trois
transistors de 1µm de long.
Pour étudier la variabilité des résultats, nous simpliﬁons l’information en
déﬁnissant 2 indicateurs qui sont :
– Nxtr, la valeur moyenne du segment de proﬁl extrait,
– et Sxtr, la pente de ce même proﬁl(ou plus précisément la moyenne des
gradients de ce segment de proﬁl).
Nous étudions ces indicateurs par rapport aux variations de Vth0 et ∆Vth .
La Fig. 2.20 présente, dans le cas d’un canal long, les histogrammes des
2 indicateurs et leurs répartitions spatiales moyennées sur 25 plaques. Nxtr
a une répartition radiale qui suit une répartition analogue à ∆Vth dans la
ﬁgure 2.18c. La ﬂuctuation de plaque à plaque est montrée par les boites à
moustaches sur la ﬁgure 2.21. La ﬂuctuation intra-wafer est cohérente sur
les 25 wafers. Les médianes de Nxtr et Sxtr montrent un légère tendance
en variation intra-lot, indiquant que les opérations faites par lots, comme
certains recuits, ont une uniformité imparfaite.
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(a) Distribution spatiale du niveau de do-
page Nxtr.
(b) Population du niveau de dopage Nxtr sur
un lot.
(c) Distribution spatiale pente Sxtr du do-
page.
(d) Population de la pente Sxtr du dopage.
Figure 2.20 – Cartographie moyennée sur 25 plaques et population du do-
page Nxtr et de sa pente Sxtr. W = 1µm ; Lgate = 1µm.
2.6.3 Étude des corrélations
Vth0 et ∆Vth ont des signatures complètement diﬀérentes. Dans la ﬁ-
gure 2.22a, nous avons tracé le nuage de points de Vth0 en fonction de ∆Vth
et calculé le coeﬃcient de corrélation R. La ﬁgure 2.22a montre bien la faible
correlation entre Vth0 et ∆Vth (R = 0,26). De même, on ne peut pas mettre
en évidence de corrélation entre Nxtr et Sxtr (ﬁgure 2.22b R = −0,13).
L’étude a porté jusque là sur les transistors longs. Nous avons également
observé le comportement des dispositifs court. (Vth0 en fonction de ∆Vth et
Nxtr en fonction de Sxtr). Les résultats sont très diﬀérents (voir ﬁgure 2.23).
En eﬀet, dans les dispositifs courts, une part très signiﬁcative des charges de
déplétion est partagée entre les source/drain et la grille [110]. Nous attribuons
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(a) Fluctuation intra-lot de Nxtr. (b) Fluctuation intra-lot de Sxtr.
Figure 2.21 – Dispersion par plaque du dopage extrait et de sa pente.
(a) Corrélation entre Vth0 et ∆Vth . R = 0,26.(b) Corrélation entre Nxtr et Sxtr. R = −0,13.
Figure 2.22 – Transistors longs de Lg = 1µm. a) Corrélations pour 1650
puces entre Vth0 et ∆Vth et b) entre Nxtr et Sxtr.
la corrélation systématique montré par la ﬁgure 2.23 aux eﬀets de canal court
(SCE). La méthode présentée dans la section 2.5.1 est clairement faite pour
être utilisée sur des transistors longs où le dopage du canal a une variation
quasiment unidimesionelle car il n’est pas inﬂuencé par la redistribution des
dopants des ldd et des poches.
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(a) Corrélation entre Vth0 et ∆Vth . R =
0.50.
(b) Corrélations entre Nxtr et Sxtr. R = 0.95.
Figure 2.23 – Transistors courts (Lg = 45nm). a) Corrélations pour 1650
puces entre a) Vth0 et ∆Vth et b) Nxtr et Sxtr.
2.7 Conclusion
Dans ce chapitre, nous nous sommes intéressés à des grandeurs techno-
logiques qui ne sont pas mesurées de manière directe ni de manière statis-
tiques, à savoir le dopage de canal, le proﬁl de dopage des jonctions canal-
source/drain et la température de recuit. Ces grandeurs sont pourtant de
première importance dans la réalisation des transistors.
Le proﬁl vertical de dopage déﬁnit le comportement des charges dans
le canal et donc les performances de premier ordre du dispositif MOS. On
peut accéder au proﬁl vertical du dopage avec des SIMS mais il n’est pas
envisageable d’appliquer cette méthode destructive dans l’optique d’un suivi
statistique. Nous avons donc proposé une méthode nécessitant la mesure
électrique des tensions de seuil en fonction de la tension de substrat et la
mesure de l’épaisseur d’oxyde de grille permettant, ainsi, une détermination
des ﬂuctuations du niveau de dopage dans la zone observable.
Le proﬁl transverse du dopage déﬁnit la longueur de grille eﬀective. Il est
le résultat de la redistribution des dopants de source/drain sur le dopage du
substrat après le recuit rapide d’activation. Nous proposons une caractérisa-
tion électrique de ce proﬁl qui consiste en la mesure du courant de drain pour
toute une gamme de longueur de grille, dans des conditions de bandes plates
pour éviter la conduction par le canal et se placer dans un régime de per-
çage du canal. La caractéristique se révèle être très sensible à la longueur de
grille et peut constituer, ainsi, un critère de calibrage des jeux de simulations
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TCAD.
La température de recuit, qui est une des causes de la variabilité du
dopage, varie localement sur la puce, comme nous l’avons vu au premier
chapitre, mais elle est également non uniforme sur une plaque à cause des
équipements. Nous détaillons une méthode, nécéssitant la fabrication et la
mesure d’un lot dédié, mais qui permet de caractériser la signature de l’équi-
pement de recuit et ainsi de connaître les ﬂuctuations qu’il cause.
Dans la suite de ce travail (chapitre 3) , nous utiliserons en particulier
la mesure de la température de recuit Spiketemp. dans le cadre d’un plan
d’expérience sur les facteurs principaux de la variabilité du transistor MOS
au nœud 45 nm.
Chapitre 3
Étude expérimentale du nœud
technologique 45nm
Dans ce chapitre, nous étudions les ﬂuctuations des variables technolo-
giques et des performances électriques. Nous exploitons, pour cela, les don-
nées expérimentales d’un plan d’expérience exécuté sur un lot de R&D. L’ob-
servation de ces variations nous permettra de faire un état des lieux et de le
comparer aux hypothèses faites dans les jeux de simulations. Nous nous inté-
resserons aux déviations brutes, aux corrélations entre variables et aux mo-
tifs récurrents. L’étude du plan d’expériences, en particulier, nous apportera
l’information des sensibilités des performances aux facteurs technologiques
et confortera le choix des variables à utiliser en simulation.
La recette employée pour ce lot comporte l’utilisation d’un pré-espaceur,
appelé dans le jargon offset spacer ou spacer-0 et qui consiste, en gardant
la même longueur eﬀective de canal, à réaliser la grille plus courte tout en
repoussant les implants ldd vers l’extérieur aﬁn de réduire le recouvrement
de la grille sur les diﬀusions.
Maitra et Bhal [111] étudient les performances circuit vis-à-vis des varia-
tions du recouvrement de grille. Ils rappelent la sensibilité des performances
du dispositif à ce paramètre procédé. Le courant Ion y est très sensible via
la résistance des diﬀusions source/drain. Le courant de fuite Ioff et donc la
consommation du circuit y est également sensible. Et enﬁn, la capacité to-
tale de grille qui est très sensible inﬂuence très nettement la performance
de délai des inverseurs. Cette sensibilité augmente en fonction du recouvre-
ment de grille, soulignant la nécessité de garder un recouvrement le plus petit
possible.
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3.1 Les variables étudiées
Le choix des variables du plan d’expérience est eﬀectué en considérant,
dans un premier temps, celles dont l’inﬂuence sur le comportement électrique
du dispositif est bien établie. On a aussi mesuré des variables ne faisant
pas partie du plan (ﬁg 3.1). Les variables du plan sont l’épaisseur d’oxyde
de grille Tox, la longueur de grille Lg, l’épaisseur de nitrure déposé pour
former l’espaceur HCDth, l’épaisseur de la couche de SMT (Stress Memory
Technique) et la température de recuit Spike Spiketemp.. Les autres variables
monitorées sont l’épaisseur TEOSth de la couche d’oxyde liner situé entre la
grille et l’espaceur, la longueur du spacer-zéro, et enﬁn la longueur Lspacer de
l’espaceur, conséquence directe de l’épaisseur déposée de nitrure qui est une
variable du plan. Le spacer-zéro est un décalage du Lspacer classique qui a été
introduit aﬁn d’éloigner les implants ldd vers l’extérieur aﬁn de réduire les
capacités de recouvrement entre la grille et les source/drain.
Au premier ordre, on sait que :
– Tox inﬂuence la capacité de grille et les tensions de seuil, et donc les
courants mesurés à tension ﬁxe,
– Lg va inﬂuencer le courant canal et la capacité de grille,
– TEOSth et spacer-zéro positionnent les implants ldd et déﬁnissent donc
la longueur de canal eﬀective. Ils inﬂuencent aussi les capacités grille-
drain Cgd et d’overlap Cov.
– HCDth déﬁnit la longueur du Lspacer et donc le positionnement des
source/drain. Ce paramètre n’est pas censé inﬂuencer la longueur ef-
fective du canal mais il modiﬁe le contrôle électrostatique du canal en
profondeur, donc le DIBL 1 et agit ainsi sur le courant de drain Ion.
– Le recuit spike est là pour activer les dopants des source/drain avec une
diﬀusion limitée. Les variations de budget thermique reçu induisent une
variation de la diﬀusion latérale des jonctions source/drain en direction
du canal et donc Spiketemp. doit inﬂuencer Leff et Cov.
3.1.1 Échantillonage spatial
Les mesures sont de deux types : mesures électriques et mesures phy-
siques (tableau 3.1). Toutes les mesures n’utilisent pas la même cartographie
1. Drain Induced Barrier Lowering ou réduction du seuil de conduction causée par la
tension de drain et mesuré en termes de différence entre VTlin et VTsat.
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Gate CD
TEOS
GO1 ox
(a) Dépot du liner de teos sur la grille.
spacer-zéro
(b) Formation du spacer-zéro avant les im-
plants ldd.
Lspacer
(c) Formation des espaceurs pour les
implants source/drain.
Figure 3.1 – Facteurs d’entrée du DOE. L’épaisseur d’oxyde de grille (a), la
longueur de grille et l’épaisseur de la couche de nitrure servant à la création
des espaceurs prennent plusieurs valeurs. Non représentée ici, l’épaisseur de
la couche SMT située au-dessus de la grille, destinée à stresser le canal et la
température de recuit font aussi partie du plan d’expérience. L’épaisseur du
liner (a) et l’épaisseur du spacer-zéro (b) sont mesurées mais ne subissent
pas de variations volontaires.
ou mapping 2 – ou répartition spatiale sur la plaquette des points de mesure.
La ﬁgure 3.2 montre ces diﬀérents mappings. Chacun de ces mappings échan-
tillone diﬀérement dans l’espace. L’emplacement des points sur la surface du
wafer est choisi de manière à couvrir au mieux l’espace pour être capable
de mesurer la dispersion intra-wafer. L’emplacement idéal des mesures est
toutefois biaisé par la contrainte suivante : on ne mesure pas les transistors
sur la puce. On mesure les caractéristiques de dispositifs dédiés aux tests
électriques de suivi industriel qui sont situés dans les chemins de découpe,
2. Pour l’anecdote, les mesures proviennent chacune de leur ateliers respectifs et chacun
de ces ateliers utilise sa manière de numéroter les puces mesurées et son format de fichiers
de données. Pour pouvoir étudier les mesures les unes par rapport aux autres de manière
cohérente, il est nécessaire de convertir toutes les données dans un mapping commun. Il a
fallu développer des scripts dédiés à l’importation et à la conversion des fichiers. J’utilise
le mapping à 66 points de mesures en ligne comme mapping commun.
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c’est-à-dire entre les puces. Ces structures de test sont mesurées puis natu-
rellement détruites lors de la découpe dans le cas des lots non R&D. Le cas
des échantillonages à 9 et à 17 points est un sous-ensemble de la population
présente sur chaque tranche, ce qui implique que les intervalles de conﬁance
sur la moyenne et sur la variance de ces mesures sont plus larges que dans le
cas ou toutes les puces sont mesurées.
(a) Mesures de Rs pour la température de
recuit (mesures électriques)
(b) Mappings à 72 et 66 points des mesures
en ligne (mesures physiques)
(c) Mappings à 9 et 17 points des mesures
en ligne (mesures physiques)
(d) Mappings à 66 et 17 points des tests
paramétriques (mesures électriques)
Figure 3.2 – Diﬀérentes cartographies utilisées sur tranche de silicium dans
les diﬀérents jeux de données provenant des diﬀérents ateliers.
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Table 3.1 – Mesures des facteurs sur un lot.
Déﬁnition Facteurs unité type pts/pl.
Épaisseur d’oxyde
de grille
X1 Tox Å ellipsométrie 9
Longueur de grille X2 Lgate nm SCD a 66
Séparateur
d’espaceurs
liner th Å ellipsométrie 17
Pré-espaceur spacer-zéro nm ellipsométrie 17
Dépot de nitrure
de l’espaceur
principal
X3 HCD spacer nm ellipsométrie 17
Couche génératrice
de stress
X4 SMT th nm ← pas de mesures
Température de
recuit rapide
X5 Spike T K Rs équivalent 66 b
a. Spectroscopic Critical Dimension
b. réduit à 66 pour correspondre aux emplacements des puces des autres mesures.
3.2 Observation des données
Avant d’exploiter les résultats de mesures du plan d’expérience pour mo-
déliser les réponses et déﬁnir les sensibilités, on observe les mesures brutes à
titre de vériﬁcation du bon déroulement du plan et d’observation des varia-
bilités à l’intérieur du lot et à l’intérieur des plaques.
3.2.1 Les facteurs
Les variables technologiques ayant servi de facteurs ont été mesurées pen-
dant la réalisation des plaques. Les mesures d’épaisseur sont des mesures
ellipsométriques et les mesures de dimensions horizontales sont des mesures
sur photo SEM 3. Les mesures de températures sont, en fait, des mesures de
résistance de surface, comme expliqué au paragraphe 2.2, page 41.
La ﬁgure 3.3 présente les facteurs du plan d’expérience avec les mesures
correspondantes 4. L’abscisse de ces graphes représente le numéro d’expé-
3. Scanning Electron Microscopy ou MEB, microscopie électronique à balayage
4. D’un point de vue pratique, ces graphes me permettent aussi de vérifier que l’acqui-
sition des données provenant de différents formats s’est bien passée.
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Figure 3.3 – Comparaison des mesures des paramètres physiques utilisés
dans le DoE avec leurs valeurs nominales. Les expériences sont triées par
ordre de plaque et de numéro de site. On observe un décalage et une dérive
de la réalisation des paramètres entre la plaque 1 et la plaque 25 pour les
paramètres X2 et X3. Dans le cas de X5, on apprécie l’importance de la
variabilité intraplaque par rapport à l’excursion du DoE.
3.2 Observation des données 74
rience, trié par numéro de wafer puis par numéro de site sur le wafer. C’est
à dire que les 66 premiers points proviennent du premier wafer, les points
67 à 132 du second. . . Sur chaque facteur, on peut observer un écart systé-
matique entre les valeurs spéciﬁées au DoE et les valeurs mesurées. On peut
aussi observer une dérive entre les lots et un motif associé aux tranches. La
longueur de grille X2 présente un motif se répétant à chaque plaque. On
observera cette dispersion spatiale dans la ﬁgure 3.4b. La longueur mesurée
est systématiquement inférieure à la longueur déﬁnie. On observe aussi une
décroissance de la valeur moyenne de X2 ainsi qu’une légère croissance de
X3. Nous n’avons pas de mesures de X4, l’épaisseur de la couche SMT 5.
Les mesures de X5 ne montrent pas de décalage de leur valeur moyenne par
plaque. Cette étape est manifestement très reproductible. On remarque aussi
le motif de X5 se répétant sur toutes les plaques, un motif propre au recuit
ﬂash que l’on observera dans la ﬁgure 3.8b, page 78.
3.2.2 Variabilité intra-plaque
Observons les variations des données technologiques : les facteurs Xi et
les variables TEOS et Spacer-zéro. La ﬁgure 3.4a montre les variations de
l’oxyde de grille en fonction de la distance au centre de la tranche et ce, pour
les trois valeurs du paramètre X1. L’évolution radiale est très nette. Elle suit
une sorte de vague et une telle oscillation systématique – on peut l’observer
sur toutes les plaques – est la marque du procédé sur cette variabilité. On
note aussi que la dispersion autour de cette vague est relativement faible.
La ﬁgure 3.4b montre les valeurs de la longueur de grille pour le dispositif
nominal – X2=44 nm – sous la forme de lignes de niveau sur le wafer 17 qui
est un point au centre du plan d’expérience. Les variations ne montrent pas
de motif reconnaissable. Il semble bien y avoir un eﬀet systématique qu’on
observait sur la ﬁgure 3.3 mais rien de très marqué au regard de la variation
aléatoire. Le seul point commun que l’on peut observer sur toutes les plaques
de ce lot sont les 3 puces situées en haut à gauche de la plaque et dont les
longueurs de grille sont toujours plus faibles que le reste de la plaque.
La ﬁgure 3.5 présente les variations de la variable TEOS 6 qui est une
5. Stress Memory Technique
6. tetra-ethyl-ortho-silicate, Si(OC2H5)4. Le TEOS est une molécule utilisée en CVD
– chemical vapor deposition – pour déposer du dioxyde de silicium. La réaction est
Si(OC2H5)4 + 2H2O −→ SiO2 + 4C2H5OH. À titre de rappel, le dioxyde silicium de la
grille est créé par croissance de l’oxyde natif présent à la surface du silicium.
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(a) X1 : Tox (b) X2 : Lg
Figure 3.4 – a) Distribution radiale de l’oxyde de grille pour 3 valeurs de
X1. La variation bien déﬁnie, en vague, est typique d’une cause process alors
que la variation aléatoire autour de cette vague est relativement faible. b)
Distributions spatiales de X2 sur le wafer 17 qui est un point au centre du
plan d’expériences. X2 montre une variation aléatoire mais avec une zone de
plus faibles valeurs en haut à gauche. Ce comportement se retrouve qualita-
tivement sur toutes les plaques.
couche d’oxyde déposée entre le polysilicum de grille et le spacer-zéro. La ﬁ-
gure 3.5a présente la variation de plaque à plaque de cette variable. L’échan-
tillonage est de 17 points par plaques. On peut observer que la médiane,
qui est le trait central des boites à moustaches, prend des valeurs discrètes,
avec un pas de 0,1 Å. Soit on a atteint les limites de l’appareil de mesures,
soit ces chiﬀres ont subi une troncature. Cette variable présente à la fois des
variations systématiques intra-lot et intra-plaque. La variation intra-lot de la
médiane par wafer est de l’ordre de 1 Å. La distribution spatiale sur tranche
est systématiquement très radiale et inférieure à 1 Å.
Les distributions de spacer-zéro dans la tranche et dans le lot sont repré-
sentées sur la ﬁgure 3.6. La longueur de spacer-zéro ne fait pas partie du plan
d’expérience et sa valeur nominale est de 6 nm. La distribution de la popula-
tion n’est pas normale (3.6a). Sa valeur moyenne est bien de 6 nm mais elle
présente une forte asymétrie à droite. On peut en constater la provenance sur
la ﬁgure 3.6b. En eﬀet la médiane de chaque plaque dérive nettement d’un
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(a) Variations intra-lot (b) Wafer no17
Figure 3.5 – Distributions spatiales intra-lot (a) et intra-plaque (b) de
l’oxyde liner TEOS.
bout à l’autre du lot – le dépot de nitrure se fait par batch, le lot entier dans
la machine.
Par dessus cette dérive, vient s’ajouter une dispersion intra plaque plutôt 7
du type bord centre (3.6c, 3.6d) dont la dispersion se réduit de moitié entre
les premiers et les derniers wafers (3.6b).
Passons au facteur du DOE X3, à savoir l’épaisseur de nitrure HCD 8.
L’histogramme en ﬁgure 3.7a montre la population des plaques qui ont été
fabriquées avec une valeur nominale. La distribution asymétrique marque
encore la dérive intra-lot de ce dépot de nitrure. La médiane bouge d’environ
5 Å dans le lot. Les valeurs sur plaque (ﬁgure 3.7c) couvrent environ la même
gamme.
La ﬁgure 3.8 montre les variations de la température estimée 9 subies par
les tranches de silicium lors du recuit ﬂash. La variation intra-plaque est de
6◦C.
7. je dis plutôt car le centre de ce motif a tendance à se déplacer d’une plaque à l’autre
8. HexaChloroDisilane, Si2Cl6, est utilisé pour le dépot CVD du nitrure Si3N4.
9. c’est en fait une mesure de résistance de surface convertie en température comme
expliqué au paragraphe 2.2, page 41
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Figure 3.6 – Distributions spatiales intra-lot (a,b) et intra plaque (c,d) de
spacer-zéro
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Figure 3.7 – Distributions intra-lot (a), plaque à plaque (b) et intra-plaque
(c) de l’épaisseur de nitrure déposé pour la formation des espaceurs.
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Figure 3.8 – Distributions de X5 sur les plaques où X5=1000◦C sur le
wafer 7 qui est un point au centre du plan d’expériences. La population
globale (a) est déséquilibrée à gauche par la répartition spatiale (b) X5 qui
montre un motif plus ou moins radial et monotone avec une dynamique de
4◦C. Ce comportement se retrouve qualitativement sur toutes les plaques.
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3.2.3 Corrélations entre variables technologiques
Les facteurs, qui sont les variables explicatives du modèle que nous allons
calculer dans l’analyse du plan d’expérience, sont supposés indépendants.
La matrice (3.1) est la matrice de corrélation des variables technologiques,
celles du plan plus TEOSth et spacer-zéro. Elle nous indique que toutes les
variables ne sont pas indépendantes car tous les termes non-diagonaux ne
sont pas nuls. On trouve notamment quelques termes supérieurs à 0,5.
R =


1 −0.06 0.05 −0.4 −0.11 −0.2 0.61
−0.06 1 −0.24 −0.08 −0.2 −0.41 −0.27
0.05 −0.24 1 0.81 0.93 0.6 −0.17
−0.41 −0.08 0.81 1 0.87 0.36 −0.26
−0.11 −0.2 0.93 0.87 1 0.43 −0.03
−0.2 −0.41 0.6 0.36 0.43 1 −0.34
0.61 −0.27 −0.17 −0.26 −0.03 −0.34 1


(3.1)
Regardons plutôt la ﬁgure 3.9 qui nous montre ces mêmes corrélations mais
de manière graphique. Cette ﬁgure montre des graphes de corrélations par
paire de variables. Les cases diagonales montrent les histogrammes de chaque
variable seule. La matrice de graphes est symétrique. Lorsque une case montre
Xi en fonction de Xj, sa symétrique par rapport à la diagonale montre Xj
en fonction de Xi. La population utilisée ici est celle des trois plaques cor-
respondant aux points au centre du DOE. Nous n’observons donc ici que
les variations naturelles du process nominal sans aucune variation volontaire
du plan d’expérience. On remarque que, d’une case à l’autre, le nombre de
points change et on peut avoir près de 200 points ou seulement 9 points ex-
périmentaux. Cela vient des diﬀérentes cartographies utilisées. Par exemple,
pour les cases Tox vs TEOSth, Tox vs spacer-zéro et Tox vs HCDth, il n’y a
que 9 points. Ils correspondent à 3 fois 3 points par plaque et ces 3 points
sont les 3 seuls points communs des mappings à 9 et 17 points utilisés pour
des mesures en ligne (voir ﬁgure 3.2c). Pour ces trois combinaisons, il sera
diﬃcile de conclure quoi que ce soit avec si peu de points. Pour les autres
combinaisons, celles où une des 2 variables est mesurée 66 fois par plaques,
on aura 3×9, 3×17 ou 3×66 points.
On a une corrélation de 0,6 entre Tox et Spiketemp. que l’on peut observer
sur 27 points. Avec un taux de conﬁance de 95%, ce taux de corrélation est
compris entre 0,3 et 0,8. Ce qui signiﬁe que c’est soit seulement le hasard de
3.2 Observation des données 80
l’échantillonnage qui fait que ce nuage de points apparaît corrélé, soit qu’il
y a un phénomène physique à l’origine de cette situation. Il n’y a pas de
raison a priori pour qu’une plus grande épaisseur d’oxyde de grille inﬂuence
la résistance de surface.
Le groupe de variables TEOSth, spacer-zéro, HCDth et Lspacer présente
des corrélations évidentes. D’abord HCDth et Lspacer font partie de la même
brique technologique. La longueur Lspacer est le résultat de la gravure aniso-
tropique de la couche de nitrure HCD. Leur taux de corrélation est à 95%,
sur cet échantillon et est compris entre 0,17 et 0,63. Les variables TEOSth,
spacer-zéro et HCDth varient très nettement ensemble. Leur point commun
est clairement le dépot CVD. On a un dépôt de SiO2 pour TEOSth, un dépôt
de Si3N4 pour HCDth et un dépôt de chaque pour spacer-zéro 10. Il n’est donc
pas surprenant que ces variables subissent les mêmes déviations systéma-
tiques puisque le process est très proche. On a déjà vu des similarités entre
les comportements bord-centre des répartitions sur plaques sur les ﬁgures
3.5b, 3.6c et 3.7c, et dans une moindre mesure entre les tendances dans le
lot.
Les autres cases ne présentent pas de corrélations particulières. À l’ex-
ception du facteur SMT pour lequel nous n’avons pas de mesure, nous avons
vériﬁé que les facteurs du plan d’expérience Tox, Lg, HCDth, Spiketemp. sont
indépendants, et nous avons établi que les variables TEOSth et spacer-zéro
qui ne font pas partie du plan ont une variation corrélée à celle de HCDth.
3.2.4 Indépendance des expériences
Chaque expérience du plan est supposée indépendante des expériences la
précédant. C’est à dire que le facteur temps n’inﬂue pas sur les résultats et
que les résultats ne sont pas fonction des résultats précédents. Pour vériﬁer
cela l’outil classique est le graphe d’autocorrélation. On trace la variable
en question, ici le courant mesuré, en fonction de la même variable décalée
d’une expérience. Classiquement on trace Yn vs. Yn−1. Ici nous avons 66
points par plaque, chaque plaque étant une expérience. Nous traçons alors
Yn vs Yn−66. La ﬁgure 3.10 montre l’autocorrélation de NIDS1L004LS. On
observe l’indépendance des expériences.
10. Le spacer zéro est fait des mêmes étapes technologiques que le spacer, il est juste
plus petit, 6 nm au lieu de 32 nm
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Figure 3.9 – Corrélation par paire des variables technologiques. Seules les 3
plaques ayant suivi un process nominal sont aﬃchées de sorte qu’on observe
que des variations naturelles. La matrice est symétrique. La diagonale montre
les histogrammes de chaque variable seule. Les axes x et y sont communs à
chaque colonne et ligne respectivement.
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Figure 3.10 – Autocorrélation de NIDS1L004LS
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3.3 Étude du plan d’expériences
3.3.1 Le plan expérimental
Le lot étudié a été conçu avec un plan d’expérience sur 25 tranches de
silicium qui permet de faire un état des lieux des variations technologiques du
nœud 45 nm. Le plan d’expérience, tel qu’il est déﬁni, a 5 facteurs notés X1,
X2, . . . X5, qui prennent 3 niveaux. Leurs domaines d’exploration sont listés
dans le tableau 3.2. Le choix des niveaux est fait selon ce que l’on connait de
chaque facteur, selon ce que l’on veut explorer et selon ce que l’atelier peut
raisonnablement faire. Le domaine [+1 : −1] de chaque facteur doit être plus
grand que la variabilité naturelle de ce facteur. La population d’un facteur
à son niveau nominal doit être nettement diﬀérenciée de la population du
même facteur à son niveau +1 ou -1. Le nombre d’expériences est limité à
Table 3.2 – Plan d’expériences du lot étudié.
Facteur Description unité -1 0 +1
X1 épaisseur d’oxyde de grille Å 29,7 30,7 31,7
X2 longueur de grille nm 40,5 44 47,5
épaisseur du liner Å 41,6
longueur du spacer zero nm 6
X3 épaisseur de nitrure d’espaceur nm 35 37 39
longueur de l’espaceur nm 32,4
X4 épaisseur de la couche SMT nm 31 33 35
X5 température de recuit K -3 +0 +3
25 car les lots de notre fabrique contiennent 25 plaques et les paramètres du
DoE sont des opérations qui se font par plaque entière. Les 25 expériences
sont listées dans le tableau 3.3. On note que ce plan déﬁnit trois points au
centre, répartis sur les plaques 8, 17 et 25 du lot. L’aﬀectation de l’ordre
des expériences à un numéro de plaque est aléatoire, de manière à éviter
qu’une dérive des expériences vienne biaiser les résultats. Dans notre cas
cette dérive se retrouverait dans une variation wafer-to-wafer. Sur chacune
des 25 plaques, 66 puces sont mesurées. Cela permet d’avoir une bonne image
de la variabilité de chaque indicateur électrique mesuré et donc, une bonne
(faible) incertitude quant à l’estimation des eﬀets du modèle polynomial que
l’on va calculer pour représenter le comportement de chaque indicateur en
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fonction des facteurs du plan.
R(i,j) =
Cov(i,j)√
Cov(i,i)Cov(j,j)
(3.2)
R =


1 0.0006 0.1008 0.0006 0.0521
0.0006 1 −0.0006 0.0697 0.0374
0.1008 −0.0006 1 −0.0006 0.0539
0.0006 0.0697 −0.0006 1 0.0374
0.0521 0.0374 0.0539 0.0374 1


(3.3)
La matrice R (3.3) des corrélations entre les facteurs du modèle, déﬁnie
par (3.2), ne contient pas d’élément non diagonaux supérieur à 0,1 , ce qui
reste une corrélation très faible quant à une confusion des coeﬃcients. La
même matrice calculée pour un modèle du second ordre avec interactions 11
donne un taux de 0,579 entre les termes carrés. Ce plan expérimental reste
très bon pour calculer un modèle de premier ordre avec interactions.
11. que je n’imprime pas pour vous épargner une matrice 21x21
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Table 3.3 – Plan d’expériences du lot étudié. Les 25 expériences tiennent
dans les 25 plaques que contient un lot. L’ordre des expériences est aléatoire
pour éviter une confusion entre l’ordre d’exécution des expériences et un
facteur du plan. Ce plan contient 3 points au centre : les expériences 1, 13
et 25.
no exp. no de wafer X1 X2 X3 X4 X5
1 17 0 0 0 0 0
2 2 -1 -1 -1 0 -1
3 23 -1 -1 -1 1 1
4 19 -1 -1 0 -1 0
5 5 -1 -1 1 -1 1
6 14 -1 -1 1 1 -1
7 22 -1 0 -1 -1 -1
8 20 -1 1 -1 -1 1
9 16 -1 1 -1 1 -1
10 6 -1 1 1 -1 -1
11 13 -1 1 1 1 1
12 12 0 -1 -1 -1 0
13 8 0 0 0 0 0
14 18 0 -1 1 -1 -1
15 1 1 -1 -1 -1 1
16 21 1 -1 -1 1 -1
17 7 1 -1 0 -1 -1
18 15 1 -1 1 0 0
19 9 1 -1 1 1 1
20 24 1 0 1 -1 0
21 3 1 1 -1 -1 -1
22 11 1 1 -1 1 1
23 10 1 1 1 -1 1
24 4 1 1 1 1 -1
25 25 0 0 0 0 0
3.3 Étude du plan d’expériences 86
3.3.2 Régression multilinéaire d’un modèle polynomial
Nous voulons modéliser Y par un modèle polynomial fonction des facteurs
technologiques Xi. Une fois le lot réalisé, nous avons le vecteur colonne Y
qui réunit les résultats de mesures des indicateurs électriques :
Y =


y1
y2
...
yN


avec N le nombre d’expériences – ici 25×66. Nous postulons un modèle de
la forme :
Y = k0 +
m∑
i=1
kiXi +
m∑
i=1, j>i
kijXiXj +
m∑
i=1
kiiX
2
i + e (3.4)
m étant le nombre de facteurs du plan, 5 dans notre cas. Y comprend un
terme k0 pour la moyenne µY , m termes linéaires, C2m termes de combinaison
de facteurs linéaires et m termes quadratiques. Dans notre cas, cela fait un
total de 1 + 5 + 10 + 5 = 21 coeﬃcients à calculer. Nous écrivons la matrice
X dont chacune des 21 colonnes correspond à un terme du modèle de Y . Elle
est composée d’une colonne de 1 pour le terme d’ordre zéro, des 5 colonnes
Xi décrites dans le tableau 3.3 et des colonnes des termes d’intéractions et
de carrés :
X =
[
X0 X1 . . . X5 X1X2 . . . X4X5 X
2
1 . . . X
2
5
]
,
avec chaque ligne répétée 66 fois car il y a 66 mesures par expérience. On
peut réécrire (3.4) ainsi :
Y = XK + e (3.5)
et on veut trouver K tel que e = Y − Yˆ = Y −XK soit minimal au sens des
moindres carrés. Dans ces conditions (e = 0), K s’écrit [107, 112] :
Y = XK (3.6)
X ′Y = X ′XK (3.7)
K = (X ′X)−1(X ′Y ). (3.8)
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Appliquons ce calcul en prenant pour Y la variable NIDS1L004LS qui est
le courant de drain Ion à VDS=Vdd et VG=Vdd mesuré sur un transistor N de
1 µm de large pour 40 nm de longueur de grille. Nous calculons KNIDS1L004LS
et estimons YˆNIDS1L004LS. La ﬁgure 3.11 montre l’ajustement des données par
le modèle quadratique. On voit clairement les 25 expériences regroupées en
lignes horizontales de 66 répétitions. Le modèle représente bien leur valeurs
moyennes par plaque, mais pas leurs variations naturelles intra-plaque (et
c’est normal).
mesure
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le
Figure 3.11 – Ajustement du modèle Yˆ en fonction de Y pour le courant de
drain en saturation d’un transistor N de 1 µm de large pour 40nm de long.
On utilise souvent le rapport R2 pour représenter le taux d’ajustment
d’un modèle sur un nuage de points. Ce taux s’exprime par :
R2 = 1−
∑
e2∑
(Y − Y¯ )2 . (3.9)
R2 exprime la part de variabilité de Y expliquée par le modèle Yˆ . Il décroît
mécaniquement lorsqu’on simpliﬁe le modèle en excluant des eﬀets non signi-
ﬁcatifs. On déﬁnit aussi le R2ajusté qui prend en compte le nombre de degrés
de liberté et qui peut donc servir à comparer des modèles ayant un nombre
de degrés de liberté diﬀérents :
R2ajusté = 1− (1−R2)
N − 1
N − k − 1 (3.10)
avec N le nombre total d’essais et k le nombre de coeﬃcients (degrés de
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libertés) du modèle.
R2 n’est toutefois qu’un rapport de deux variances, celles des observations
et celles des erreurs e. Pour juger de la qualité d’un modèle il ne suﬃt pas
de constater un R2 élevé, ou inversement un R2 faible qui n’est pas nécessai-
rement signe d’un mauvais modèle. Si le phénomène étudié a une variabilité
aléatoire importante, aucun terme du modèle ne prend cette part de variance
en compte. Il faut passer par l’analyse du résidu.
Analyse du résidu
L’analyse du résidu consiste à observer e = Y − Yˆ depuis diﬀérents angles
de vues. On vériﬁe plusieurs hypothèses de la régression linéaire 12. La ﬁ-
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Figure 3.12 – Analyse du résidu du modèle de NIDS1L004LS (µA)
gure 3.12a vériﬁe que le résidu est bien centré autour de zéro et que, par
conséquent, le modèle est bien spéciﬁé en moyenne. La ﬁgure 3.12b vériﬁe
l’homoscédasticité du résidu. C’est à dire que la variance est constante en
fonction de Y . En pratique, on regarde aussi si une variation particulière
12. http://www.statelem.com/regression_lineaire_multiple.php
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suggère d’appliquer une transformation à Y et de refaire la régression. La
ﬁgure 3.12c vériﬁe la non autocorrélation du résidu. Cette hypothèse doit
être vraie pour le calcul des intervalles de conﬁance sur les coeﬃcients du
modèle. La ﬁgure 3.12d vériﬁe la normalité du résidu et son centrage autour
de zéro.
La ﬁgure 3.13 nous montre le résidu en fonction de chaque facteur du
plan. Elle nous permet de vériﬁer que le modèle rend bien compte de chacun
des eﬀets. Ici, le résidu pour chaque facteur est bien centré en zéro et ne
présente pas de tendance linéaire ou quadratique qui indiquerait qu’un eﬀet
supplémentaire est à introduire dans le modèle. Une forte hétéroscédasticité
d’un de ces résidus indiquerait qu’une transformation du facteur, par une
fonction logarithme ou exponentielle par exemple, serait à envisager pour
appliquer la régression linéaire.
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Figure 3.13 – Résidu du modèle de NIDS1L004LS en fonction des 5 facteurs
du plan. Pour chaque facteur, les trois boites à moustaches représentent la
distribution de l’erreur de modélisation en fonction de la valeur du facteur.
On observe que l’erreur est centrée en zéro et que sa dispersion est homogène.
Effets moyens
L’eﬀet d’un facteur est la déviation qu’il induit à Yˆ lorqu’il varie de sa
valeur nominale vers sa valeur +1 ou -1, les autres facteurs du plan étant à
leurs valeurs nominales :
Eﬀet = ki × (F+1 − F0)
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La gamme de variation des facteurs étant normalisée à [−1; +1] pour le cal-
cul, l’eﬀet est en fait la sensibilité de la sortie à ce facteur. La ﬁgure 3.14
montre chacun des eﬀets des facteurs du modèle de NIDS1L004LS, les autres
facteurs étant à leurs valeur nominales. Les mesures de NIDS1L004LS sont
superposées au modèle. On peut apprécier les sensibilités relatives du cou-
rant de drain à ces variables et vériﬁer que le modèle se comporte suivant la
physique du transistor MOS :
X1 Le courant diminue avec l’accroissement de l’épaisseur Tox qui augmente
Vth et réduit la conductance (µ ·Cox).
X2 Le courant diminue avec l’agrandissement de la longueur Lg et donc
l’augmentation de la résistance du canal.
X3 L’agrandissement des espaceurs ne devrait pas changer la longueur ef-
fective du canal puisqu’elle est déterminée par les ldd qui ne sont nor-
malement pas recouverts par les diﬀusions latérales des source/drain.
Le contrôle électrostatique du canal en particulier sur ce transistor,
est aﬀecté par les jonctions source/drain-canal. Un éloignement de ces
jonctions augmente le Vth par eﬀet électrostatique et diminue donc le
courant Ion.
X4 L’augmentation de l’épaisseur de la couche SMT accroît le courant par
une augmentation de la mobilité due au stress mécanique.
X5 Un recuit plus chaud va faire diﬀuser les source/drain un peu plus et,
par conséquent, raccourcir le canal et donc donner plus de courant.
Table 3.4 – Variations des paramètres du procédé, utilisées dans la propa-
gation de la variance.
Facteur unité µ σ
X1 épaisseur d’oxyde de grille Å 23,95 0,06
X2 longueur de grille nm 40,89 0,5
épaisseur du liner Å 41,62 0,3
longueur du spacer zero nm 6,02 0,1
X3 épaisseur de nitrure d’espaceur nm 37,27 0,22
X4 épaisseur de la couche SMT nm 33 0,22 a
X5 température de recuit K 999,47 2,23
a. Il n’y pas de mesures. Je fais l’hypothèse que cette couche SMT a la même variation
que la couche HCD des espaceurs.
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Figure 3.14 – Eﬀet de chaque variable technologique du modèle indépen-
damment sur le modèle de NIDS1L004LS, dans son domaine de déﬁnition.
Les mesures du courant sont superposées au modèle.
Significativité des effets
Les eﬀets que nous avons calculés sont une estimation à partir d’un échan-
tillon et donc leur valeur est connue à un intervalle de conﬁance près. Le test
de Student permet de tester la signiﬁcativité de ces coeﬃcients en détermi-
nant si leur intervalle de conﬁance contient la valeur 0. Auquel cas, il est alors
probable qu’un coeﬃcient soit nul, c’est à dire qu’il n’est pas signiﬁcatif, ce
qui nous permet de retirer le terme correspondant du modèle. Si la proba-
bilité que 0 ne soit pas contenu dans l’intervalle de conﬁance du coeﬃcient
est supérieure à α = 5%, alors c’est que ce coeﬃcient est signiﬁcatif et on le
conserve dans le modèle.
Avec l’hypothèse de normalité du résidu vériﬁée, les coeﬃcients du modèle
calculé, ki, suivent une loi de Student à n− p− 1 degrés de liberté, où n est
le nombre d’observations et p le nombre de coeﬃcients du modèle. Leurs
intervalles de conﬁance avec un taux de conﬁance α s’écrivent 13 :[
k¯i − t(1−α/2) S√
n
, k¯i + t(1−α/2)
S√
n
]
(3.11)
En pratique, on calcule le t de Student en divisant les eﬀets par les erreurs
standards qui sont les élements diagonaux de (X ′X)−1 multipliés par l’écart-
13. http://www.statelem.com/loi_de_student.php
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type résiduel :
t de Student = Eﬀets Standardisés =
K
σe × diag(X ′X)−1 . (3.12)
On associe à ces t une probabilité P-value qui est l’image de la distribution
de Student à n − p − 1 degrés de liberté. Les eﬀets dont la valeur de risque
est inférieure à 5% sont jugés signiﬁcatifs. Dans la ﬁgure 3.15 la barre rouge
horizontale marque cette limite. On peut aussi comparer les eﬀets standar-
disés à la densité de probabilité cumulée de la distribution de Student pour
laquelle on a une probabilité de 97,5% (1− α/2).
La ﬁgure 3.15a est un diagramme de Pareto. Les eﬀets standardisés en va-
leurs absolues sont triés par ordre décroissant. On y apprécie à quels facteurs
l’indicateur Ion est le plus sensible. La signiﬁcativité des eﬀets étant établie,
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(a) Diagramme de Pareto du modèle com-
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(b) Diagramme de Pareto du modèle simpli-
fié
Figure 3.15 – Diagramme de Pareto de l’indicateur NIDS1L004 pour un
modèle du premier ordre avec interactions. Pour alléger la lecture de l’axe
des abscisses, les facteurs du plan sont désignés par une lettre et les termes
d’interactions et les termes carrés par les combinaisons de ces lettres corres-
pondantes.
on peut itérativement retirer du modèle les eﬀets les moins signiﬁcatifs et
recalculer les modèles. On ne les retire pas tous simultanément. Comme les
eﬀets que l’on supprime se redistribuent sur les autres eﬀets, on peut avoir
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un eﬀet non signiﬁcatif qui le devient. La ﬁgure 3.15b présente le Pareto
résultant de cette simpliﬁcation.
3.3.3 Estimation de la contribution de chaque facteur
Le diagramme de Pareto 3.15, résultant du plan d’expériences et tel qu’il
est déﬁni dans les logiciels de statistiques, classe les sensibilités normalisées à
l’écart type résiduel par valeurs absolues décroissantes. Cette représentation
est très utile dans le cas où le plan d’expérience est utilisé pour une optimi-
sation de process par exemple. Il indique sur quels facteurs agir en priorité
pour régler le process. Dans notre cas, nous cherchons à déterminer quelle
part de variance des indicateurs électriques est imputable à chaque facteur
technologique θ.
Nous pouvons appliquer une propagation de la variance de chaque fac-
teur pour estimer leurs contributions. En approximant le modèle au premier
ordre autour du point de fonctionnement, la variance de l’indicateur Y est la
somme des produits de sa sensibilité au carré par la variance des i variables
technologiques Xi. On a :
µy ≈ y(θ¯) (3.13)
σ2y =
n∑
i=1
∂y
∂θi
2
σ2θi . (3.14)
Dans le cas où le modèle de Y (xi) est peu non linéaire, cette approxima-
tion est correcte. La ﬁgure 3.16a illustre la propagation de variance dans le
cas d’un modèle linéaire. La distribution de Y est au coeﬃcient de sensibilité
près la même que celle de X, sans déformation. Dans le cas d’un modèle qua-
dratique (3.16b) la distribution est censée se déformer à cause de la courbure
du modèle. La moyenne de la distribution de Y est également décalée par
rapport à l’image de la valeur nominale de X par le modèle. L’approximation
de linéarité peut sous-estimer la variance propagée et introduire une erreur
sur la moyenne de sortie si la courbure est forte. On peut aussi estimer la
propagation de la variance en faisant l’hypothèse d’une courbure du modèle
du second degré autour du point nominal. Lei et al. [113] calculent la pro-
pagation de variance en faisant l’approximation d’une relation quadratique
entre y et x. Ils repartent du développement du modèle en série de Taylor
et gardent les termes de second ordre. Ils expriment alors la valeur moyenne
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(a) Modèle linéaire. (b) Modèle quadratique.
Figure 3.16 – Illustration de la propagation de la variance et de la défor-
mation de distribution causée par un système non linéaire.
µy :
µy ≈ y(θ¯) + 1
2
t∑
i=1
∂2y
∂θ2i
σ2θi (3.15)
et la variance σ2y :
σ2y ≈
t∑
i=1
[
∂y
∂θi
]2
σ2θi +
1
2
t∑
i=1
[
∂2y
∂θ2i
]2
σ4θi +
t∑
i<j
[
∂2y
∂θi∂θj
]2
σ2θiσ
2
θj
(3.16)
avec θi les t paramètres technologiques. Cette formulation introduit un terme
supplémentaire dans µy qui corrige la valeur moyenne de la distribution de
y et ajoute des termes à σ2y en prenant en compte la courbure de la fonction
y(x). Si on compare les propagations de variance (3.15) et (3.16) à un tir
Monte-Carlo de variables aléatoires normales sur un modèle quadratique, on
constate à l’essai que (3.15) corrige bien l’erreur sur la moyenne de Y causée
par la non-linéarité. Par contre, la variance estimée est assez diﬀérente de la
variance du résultat du tir. Graupner et al. remarquent et étudient cet écart,
mais concluent que, comme en pratique les termes quadratiques du modèle
sont faibles devant les sensibilités linéaires, il n’est en général pas nécessaire
d’utiliser les termes quadratiques dans la propagation de variance [114].
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Application
Dans la suite de cette section, nous avons reporté pour chaque indicateur
étudié les racines des variances propagées calculées par (3.16). Nous avons
utilisé comme variation initiale les écarts-types des paramètres process me-
surés sur les trois plaques qui sont les points au centre du plan, c’est à dire
le process nominal. Pour l’épaisseur de la couche SMT pour laquelle nous
n’avons pas de mesure, nous avons supposé que ces variations sont de l’ordre
de celles du dépot de nitrure des espaceurs.
La hauteur des barres (ﬁgures 3.17 à 3.22) est donc l’écart type estimé
que causerait la variation d’une variable en l’absence de variation des autres
variables 14. La variance serait une grandeur plus adaptée à ce type de graphes
car les variances se somment linéairement mais j’ai préféré montrer l’écart-
type qui présente une grandeur homogène à la moyenne de la variable et qui
est donc plus intuitif. La somme de ces variances est de l’ordre du rapport
du R2 et de la variance mesurée 15. La moyenne µY , l’écart-type σY et le taux
de déviation σ/µ de l’indicateur sont indiqués sur chaque diagramme à titre
de repère pour les ordres de grandeur.
Courants
La ﬁgure 3.17 montre les contributions des facteurs technologiques pour
les courants de drain en saturation, sur le dispositif N et le dispositif P de
largeur nominale W de 0,6 µm pour 2 longueurs de grille L=40 nm et 10 µm.
Les valeurs moyennes des courants des transistors N sont le double de celles
des transistors P de mêmes dimensions. Ceci est un point tout à fait normal
car la mobilité des trous est deux fois moindre que celle des électrons et les
concepteurs équilibrent les courants en adoptant des transistors P plus larges
que les devices N.
Les variations relatives sur le dispositif long sont de l’ordre de 1% et
sur le court de 5%. On note la contribution prépondérante de Spiketemp.
aux variations des courants de saturation. Comme on peut s’y attendre son
inﬂuence sur le transistor court est de loin la principale alors qu’elle est
partagée avec Tox sur le transistor long, où le contrôle électrostatique du
canal par la grille est bon. Dans le dispositif court, où interviennent les eﬀets
14. Pour rappel, les diagrammes de Pareto de la figure 3.15 représentaient les effets
standards, c’est à dire rapportés à l’erreur standard.
15. sans déviation volontaire. Sur les plaques aux centres.
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canaux courts, les facteurs arrivant juste après Spiketemp. sont HCDth et Lg.
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(d) P long 0,6 µm× 10 µm
Figure 3.17 – Contribution des facteurs technologiques à la variation de Ion.
La ﬁgure 3.18 montre les contributions des facteurs pour les courants
de drain en régime linéaire (VG=0,05 V). Le classement des deux facteurs
principaux est identique à celui des régimes de saturation.
La diﬀérence de grandeur entre ces Pareto où la variable Spiketemp. est pré-
pondérante vient du fait que nous regardons l’inﬂuence résultante de la sensi-
bilité et de la dispersion des facteurs. Dans le graphe standardisé, Spiketemp.
apparait minimisé par la standardisation car sa variation naturelle est plutôt
grande devant les variations volontaires du plan d’expériences. Les autres
variables ne sont pas aussi dispersées par rapport aux variations volontaires
du DoE – on peut revoir la ﬁgure 3.3, page 73 pour s’en convaincre – et donc
leur erreur standard est de ce fait moindre.
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Tensions de seuils
La ﬁgure 3.19 montre les contributions à la variation du Vth, en N et
P, pour des devices de 40 nm et 10 µm de long, la largeur étant toujours
de 0,6 µm. La tension de seuil est mesurée à densité de courant Id ·W/L
constante.
Les contributions à la ﬂuctuation du DIBL, la diﬀérence entre les tensions
de seuils de saturation et de régime linéaire, sont montrées sur la ﬁgure 3.20.
Capacités
La ﬁgure 3.21 montre les contributions à la déviation de la capacité de
grille Cgg, normalisées par W/L. Les longueurs de grille des dispositifs longs et
courts sont 1 µm et 40 nm. Le transistor court montre une capacité surfacique
(µy) supérieure due aux capacités parasites qui augmentent le Cgg apparent.
Les taux de variations des dispositifs N et P sont similaires. Sur les dispositifs
N longs, le premier facteur de variation est l’épaisseur d’oxyde de grille.
La longueur de grille devient prépondérante sur le dispositif court. Dans le
dispositif P, la température de recuit apporte plus de variabilité que Tox et
Lg. On peut raisonnablement penser que la diﬀusion des dopants de type
P implantés dans les source/drain est plus sensible au recuit que celle des
transistors N.
La ﬁgure 3.22 montre les contributions à la déviation de la capacité d’over-
lap Cov pour les longueurs de grille de 1 µm et 40 nm. La température de
recuit apparait comme facteur de variabilité dominant. En eﬀet, la diﬀusion
des ldd sous la grille donne directement la surface de cette capacité. On peut
noter que la moyenne de cette capacité est inférieure dans le transistor court
à la moyenne du transistor long. On peut supposer que la redistribution des
implants de poche et du canal ralentissent la diﬀusion des implants ldd.
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Figure 3.18 – Contribution des facteurs technologiques à la variation de Ilin.
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0
1
2
3
4
5
6
7
8
x 10
−3
E
:S
pi
ke
C
:H
C
D
B
:C
D
po
ly
A
:T
ox
D
:S
M
T
0%
12%
25%
37%
50%
62%
74%
87%
99%
(c) P court 0,6 µm× 40 nm
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Figure 3.19 – Contribution des facteurs technologiques à la variation de
VTlin.
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(c) P court 0,6 µm× 40 nm
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Figure 3.20 – Contribution des facteurs technologiques à la variation du
DIBL.
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(d) P long 0,6 µm× 1 µm
Figure 3.21 – Contribution des facteurs technologiques à la variation de
Cgg.
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(c) P court 0,6 µm× 40 nm
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(d) P long 0,6 µm× 1 µm
Figure 3.22 – Contribution des facteurs technologiques à la variation de
Cov.
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3.4 Conclusions
Dans ce chapitre, nous avons examiné un jeu de données comprenant des
mesures de paramètres technologiques et électriques importants des disposi-
tifs MOSFET. Nous avons pu observer et analyser les variabilités de chacune
de ces données en mettant en œuvre des méthodes statistiques adaptées.
L’exploitation du plan d’expériencesiç et l’utilisation de la propagation de
la variance nous ont permis d’extraire un modèle pour chaque indicateur élec-
trique en fonction des variables technologiques, puis d’estimer l’importance
relative des facteurs du plan dans la variabilité des indicateurs électriques.
La variabilité de la température de recuit apparaît comme le facteur
prépondérant sur la majorité des observations. La variabilité de la variable
HCDth et donc des espaceurs apparaît comme le second facteur principal.
Chapitre 4
Simulation des variations dans
les modèles compacts
Les modèles compacts, ou modèles de type SPICE, sont utilisés pour
simuler le comportement électrique des circuits. Ces modèles sont un jeu
d’équations analytiques associé à une liste de paramètres représentant les
caractéristiques des transistors. Une partie des paramètres, déﬁnis pour cha-
cun des transistors du circuit (W, L. . .), sont appelés paramètres d’instance.
Ces paramètres sont choisis par le designer lors de la conception du circuit.
Une autre partie des paramètres est propre à la technologie employée par le
transistor simulé et est donc commune à tous les dispositifs de cette techno-
logie. Certains de ces paramètres d’entrée du modèle sont représentatifs des
paramètres physiques comme les dimensions, les dopages, les caractéristiques
des matériaux. . . Ce jeu de paramètres est ﬁxé par les équipes d’ingénieurs
de modélisation. Le choix du jeu de paramètres modèle, ou calibration, se fait
en ajustant les paramètres par comparaison des caractéristiques importantes
du transistor aux mesures correspondantes. Les modèles compacts doivent
aussi permettre la simulation de la variabilité. Pour simuler la variabilité
électrique, le modèle compact dispose de variables représentant les dévia-
tions des paramètres d’entrée du modèle. C’est sur ces déviations que joue le
simulateur SPICE, Mentor Eldo dans notre cas.
Dans le cas d’une simulation Monte-Carlo, Eldo simule un grand nombre
de fois le transistor en appliquant à chaque déviation une distribution gaus-
sienne (ou uniforme, selon le paramètre) centrée en zéro. En choisissant quels
paramètres d’entrée participent au tir Monte-Carlo, on peut simuler sépa-
rément les variabilités paramétriques et aléatoires. Pour chaque simulation
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ayant des déviations diﬀérentes, on a des caractéristiques électriques simulées
diﬀérentes. Un grand nombre de tirs Monte-Carlo est nécessaire pour obtenir
une distribution des résultats qui soit statistiquement représentative.
Les modèles compacts sont également livrés avec des réglages de simula-
tion pire-cas ou corners. Dans le cas des circuits numériques où l’on s’intéresse
en premier lieu à la tolérance sur les délais des portes logiques, ce genre de
simulation permet d’éviter un temps de calcul énorme en ne sortant que 5
valeurs censées encadrer la variabilité globale des performances principales
du transistor. Dans un cas plus général (circuits analogiques), la construc-
tion des modèles pire-cas doit être adaptée spéciﬁquement à chaque critère
de performance (gain, produit gain-bande. . .)
4.1 Simulations Monte-Carlo
La simulation Monte-Carlo est la référence sur laquelle s’appuieront les
modèles corners. Elle doit permettre de propager les déviations des para-
mètres technologiques à travers le modèle SPICE, sans faire d’approximation
sur les corrélations entre les facteurs ou sur le modèle lui même.
4.1.1 Construction de la simulation Monte-Carlo
La ﬁgure 4.1 donne une vue d’ensemble de la propagation des déviations
technologiques dans le modèle PSP. Les données provenant des mesures ne
P
Mesures
process
Interface
des
paramètres
process
Paramètres
techno-
logiques
M
Modèle
SPICE
E
Indicateurs
électriques
Figure 4.1 – Propagation des paramètres process
sont pas introduites directement dans le cœur du modèle compact car les
diﬀérents modèles compacts (PSP, BSIM, hSpice. . .) n’utilisent pas nécessai-
rement les mêmes grandeurs physiques comme paramètres d’entrée et n’uti-
lisent certainement pas toutes les grandeurs physiques. L’interface évoquée
dans le schéma de la ﬁgure 4.1 permet la transformation des données de l’es-
pace des paramètres process P vers les paramètres modèle M. Les paramètres
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process pris en compte comme points d’entrée sont listés dans le tableau 4.1.
Ils sont associés à des paramètres indépendants du modèle qui propagent les
variations aux variables du modèle.
Table 4.1 – Interfaçage des données process pour introduire les déviations dans le
modèle PSP.
Paramètre process
Paramètre
indépendant d’entrée
du modèle
Paramètre du modèle
Variabilité globale
épaisseur d’oxyde TOXO
CTO, CTL, TOXOVO,
CFL, ALPL, IGINVLW,
IGOVW
longueur du polysilicium LVAR CSLW, VFBLW, DPHIBLW
dimension de la zone active WVAR
mobilité en champ faible dmu UO
tension de seuil dvth0 NSUB0
Effets de canal court dphib DPHIBL
Variabilité locale
mismatch de Vt
mismatch du facteur de
gain
dvton_dev
VFB0
U0
dbeta_dev
correlation
Simulation des variations globales et locales
Nos ﬁchiers de simulations, tels qu’ils sont prévus, donnent le choix de
simuler la variabilité paramétrique ou globale indépendamment de la varia-
bilité aléatoire ou locale. Les variations globales sont induites dans l’espace
M par un jeu de paramètres P diﬀérents de celui qui induit la variabilité
locale, tel qu’indiqué dans les deux parties du tableau 4.1. Les paramètres
Tox, L, W et la mobilité sont utilisés pour prendre en compte les déviations
systématiques. Les ﬂuctuations de dopage sont traduites par des variations
de Vth et de ΦB. Les variations locales sont prises en compte via Vfb et µ0.
La variabilité globale est ce que simule naturellement un tir Monte-
Carlo. À chaque itération du tir Monte-Carlo, le simulateur tire aléatoire-
ment les valeurs des variables technologiques selon la déﬁnition qui leur est
attribuée dans les ﬁchiers de paramétrage de la simulation. En présence de
variabilité globale uniquement, tous les dispositifs d’un même circuit sont si-
mulés avec les mêmes valeurs de paramètres process. En pratique, on indique
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quel type de simulation on veut lancer en sélectionnant une bibliothèque dif-
férente : corners, Monte-Carlo, user-defined. . . On y déﬁnit quels paramètres
process à utiliser ainsi que la nature de la distribution et l’amplitude de leurs
déviations à appliquer à la simulation.
La variabilité locale est simulée en mettant en place un schéma reprodui-
sant le principe des paires de transistors utilisées pour mesurer le désapparie-
ment. À chaque transistor dont on veut évaluer la variabilité intrinsèque on
associe un transistor identique en termes de paramètres d’instance. À chaque
itération Monte-Carlo, les paramètres choisis pour représenter le désappa-
riement sont diﬀérents pour chaque dispositif du circuit et suivent une loi
normale – c’est-à-dire gaussienne – déﬁnie dans les ﬁchiers de conﬁguration
de la simulation. Des extraits de netlist qui mettent en œuvre ces simulations
sont donnés en annexe A.3, page 138.
Nous considérons les variations locales statistiquement indépendantes et
de même écart-type :
Déﬁnissons ∆Vt = Vt1− Vt2 (4.1a)
Si les variations de Vt1 et Vt2 sont faibles ∂Vt = ∂Vt1− ∂Vt2 (4.1b)
et on peut donc écrire σ2∆Vt = σ
2
∆Vt1 + σ
2
∆Vt2. (4.1c)
Si on part de l’hypothèse que σVt1 = σVt2 = σVt (4.1d)
alors σ2∆Vt = 2σ
2
Vt , (4.1e)
et donc σVt =
σ∆Vt√
2
, (4.1f)
d’où les lignes 26 et 35 du code A.2 en annexe, page 139. Cette formulation
permet de garder l’information du désappariement découplée de la variation
globale dans le cas ou les deux types de variations sont activés.
4.2 Génération de Corners
Aﬁn de simuler le comportement des circuits sous l’eﬀet des variations
locales et globales – ou respectivement intrinsèques et paramétriques telles
que nous les avons nommées jusque là – la méthode de référence reste le
tir Monte-Carlo. Cependant, faire un tir Monte-Carlo en prenant en compte
des variations des paramètres géométriques et de dopage nécessite un échan-
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tillonnage suﬃsant pour que les distributions des indicateurs simulés soient
valables. Si le nombre de simulations du circuit entier est de 1000, le temps
total de simulation pour un circuit comportant des millions de transistors
devient rédhibitoire.
Pour pallier à cela, on déﬁnit des conditions de simulations représentant
les pires cas de fonctionnement. On utilise couramment le terme anglais cor-
ners pour désigner ces points de fonctionnement. Ces corners sont un jeu de
valeurs de déviations des paramètres process.
4.2.1 Méthode standard
On construit les corners pour un type de performance choisi. On donne
une certaine variation à tout un jeu de paramètres d’entrée du modèle aﬁn
de reproduire une certaine gamme de variations dans les caractéristiques
électriques du transistor auxquelles les performances circuit sont les plus
sensibles. Le schéma en ﬁgure 4.2 illustre l’encadrement des variations par
les corners destinés aux applications numériques.
Ion P
Ion N
Distribution expérimentale
Axe vitesse
Axe ratio N/P
TT•
FF•
SS•
FS•
SF•
T
T
±
3σ
de
I o
n
N
TT ± 3σ de Ion P
Figure 4.2 – Placement des corners dans le plan de corrélation IonN/IonP
Le tableau 4.2 détaille les déviations appliquées aux variables d’entrée
du modèle. Les diﬀérents corners sont nommés par deux lettres, la première
pour le dispositif nMOS et la deuxième pour le dispositif pMOS. Les diﬀérents
corners sont :
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– TT : les paramètres du nMOS et du pMOS sont à leur valeur typique,
– FF : les paramètres nMOS et pMOS ont des valeurs qui accélèrent le
circuit numérique (F comme fast),
– SS : idem pour slow
– SF : on ralentit le nMOS et on accélère le pMOS,
– FS : on accélère le nMOS et on ralentit le pMOS.
La première ligne du tableau 4.2 donne la déviation appliquée au paramètre
XL, longueur du transistor, pour chaque corner. La performance visée est
la vitesse des circuits logiques. Donc, dans le cas du corner FF où l’on veut
accélérer les transistors N et P, on choisit de diminuer le paramètre XL, ainsi,
le canal est plus court et on a plus de courant. On peut faire un raisonnement
similaire paramètre par paramètre pour remplir le tableau.
Table 4.2 – Entrée des Corners pré-définis.
Paramètre Unités SS SF TT FS FF
XL m +2σ 0 0 0 −2σ
XW m −2σ 0 0 0 +2σ
TOX m +2σ 0 0 0 −2σ
VTH0 N V +2σ +3σ 0 −3σ −2σ
VTH0 P V +2σ −3σ 0 +3σ −2σ
RDSW N Ω ·m +2σ 0 0 0 −2σ
RDSW P Ω ·m +2σ 0 0 0 −2σ
Mobilité N m2/Vs −2σ 0 0 0 +2σ
Mobilité P m2/Vs −2σ 0 0 0 +2σ
CJ surf. N F/m2 +∆ +∆ 0 −∆ −∆
CJ surf. P F/m2 +∆ −∆ 0 +∆ −∆
CJ périm. N F/m +∆ +∆ 0 −∆ −∆
CJ périm. P F/m +∆ −∆ 0 +∆ −∆
I diode N A ×0.1 0 0 0 ×10
I diode P A ×0.1 0 0 0 ×10
Par construction, les corners reﬂèteront les variations d’un groupe de per-
formances, mais une famille de corners ne peut pas être correcte pour toutes
les performances. Le tableau 4.3 indique dans quel sens varie tel paramètre
quand on augmente telle variable d’entrée. Par exemple, pour la première
case, on note que Ion décroit si on augmente Lg. Donc, on sait qu’on doit
augmenter Lg pour déﬁnir le corner Slow. En disposant de ces informations,
on connait un jeu de déviations pour chaque ligne, soit : un corner. On peut
observer que la déﬁnition des corners est la même pour Ion et Ioff . Pour Vth,
les déviations sont opposées sur toute la ligne. La déﬁnition est donc la même
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à un facteur −1 près. Ce corner encadrera simplement la performance dans
l’autre sens (SS sera supérieur au nuage de points et FF inférieur). Dans le
cas de Cgg, le corner est une autre combinaison de déviations. C’est pour cela
que le corner déﬁni pour capter les variations des performances de vitesse et
donc de Ion ne captera pas nécessairement les variations de Cgg.
Table 4.3 – Les corners digitaux ne peuvent pas, par construction, couvrir les perfor-
mances analog.
Perf. Paramètre LW XW Tox VTH0 RDSW Mob.
Digital
Ion ց ր ց ց ց ր
Ioff ց ր ց ց ց ր
VTlin ր ց ր ր ր
VTsat ր ց ր ր ր
Analog Cgg ր ր ց
4.2.2 Statut par rapport aux résultats Monte-Carlo
Nous avons simulé électriquement les transistors N et P de longueur 40 nm
et de quatre largeurs de canal 1 µm, 600 nm, 300 nm et 150 nm. Dans les
graphes suivants, les simulations de corners sont superposées aux résultats
Monte-Carlo.
TT
FF
SS
SF
FS
Figure 4.3 – Corrélation de Ion N et Ion P et placement des corners pour
des transistors de longueur 40 nm.
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La ﬁgure 4.3 présente la caractéristique principalement visée par les cor-
ners digitaux, la corrélation du courant Ion entre les transistors N et P. Pour
chaque largeur, le corner TT est bien placé au milieu de la population Monte-
Carlo générée en prenant en compte les variations globales. Les quatre autres
corners encadrent bien, sans prendre trop de marge, la distribution. Le cor-
ner FF se trouve à l’extrémité de la distribution où les courants du transitor
N et du transistor P sont majorés, entraînant un comportement plus rapide
que le cas nominal. Inversement pour le point SS, N et P débitent moins
de courant. Les points FS et SF encadrent les variations dans le cas où les
dispositifs N et P varient dans des directions opposées.
Les (nombreuses) figures de cette section ont été déplacées en
annexe A.1, page 125.
Sur la ﬁgure A.1, nous observons les distributions du courant Ion normalisé
à 1 µm de largeur issues de simulations Monte-Carlo des variations locales
– intradie –, des variations globales – interdie – et des variations globales
et locales en même temps. De bas en haut sont aﬃchés les résultats des 4
transistors, du plus large au plus étroit. La légende de l’axe x de chaque
graphe indique les dimensions. Par exemple, Classic_IONU_W0P15U_L40N
indique le modèle de variation Classic qui est le modèle de référence et
l’indicateur IONU (Ion normalisé à 1 µm) pour un canal de 0,15 µm de large
(W0P15) et 40 nm de long (L40N).
On note la dérive de la valeur moyenne du courant qui augmente sur les
transistors étroits. Les déviations globales du courant unitaire sont constantes
selon la largeur W . Les déviations locales augmentent et prennent le dessus
dans les petits transistors, comme le décrit l’équation de Pelgrom (1.4).
En trait rouge sont précisées les valeurs de la moyenne m et des déviations
à trois écarts-type 3σ. Le corner TT correspond bien à la moyenne et les
corners FF et SS contiennent bien l’étendue à 3σ des variations globales.
C’est le comportement attendu des modèles corner.
La ﬁgure A.2 représente les simulations de Ioff selon le même formalisme.
LIOFFU est log(Ioff)/W . La valeur moyenne de ce courant unitaire décroît dans
les transistors étroits, c’est le inverse narrow width effect. Comme pour Ion,
les déviations locales et globales sont de même amplitude pour le transistor
large. Les déviations globales suivent la diminution des dimensions mais les
variations locales dominent dans le dispositif étroit. Les corners SS et FF
encadrent bien les variations globales à 3σ.
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Le comportement de Vth est totalement analogue au comportement de Ion
(ﬁgure A.3). Les deux types de variations sont du même ordre de grandeur
sur le transistor large et les variations locales sont prépondérantes dans le
dispositif étroit. Le corner fast limite les valeurs hautes de Vth, le corner slow
limite les valeurs basses.
Sur la ﬁgure A.4 où sont tracés les résultats de Cgg, on peut remarquer
que les variations locales sont très faibles par rapport aux variations globales
et la tendance s’accroît dans les dispositifs plus étroits. Comme l’expliquait le
tableau 4.3, les corners numériques ne sont pas prévus pour couvrir également
les variations de Cgg par construction. En eﬀet, ici, les points FF et SS sont
extrêmement optimistes et ne rendent pas compte des déviations globales.
La ﬁgure A.5 représente les corners de Cgg superposées aux simulations
Monte-Carlo avec le modèle actuel. On y voit, selon ce point de vue diﬀérent
des histogrammes, le manque de déviations des corners FF et SS dans l’axe
vitesse. Les déviations non corrélées (l’axe FS–SF), par contre, semblent bien
représentées.
La ﬁgure A.6 représente les histogrammes des variabilités de Cgd.
La ﬁgure A.7 représente les histogrammes des variabilités de Cbd.
La ﬁgure A.8 représente les déviations de la transconductance gm. Le
modèle est très largement optimiste pour cet indicateur.
La ﬁgure A.9 représente les variations de la conductance de sortie gd. Bien
que moins extrêmes, les corners sont moins optimistes pour ce gain.
Un oscillateur en anneau – RO, Ring Oscillator – est un circuit composé
d’une série d’inverseurs en boucle fermée, comme décrit par la ﬁgure 4.4. Un
inverseur est composé d’un PMOS et d’un NMOS cablé comme indiqué sur la
ﬁgure 4.5. Un ring oscillator oscille car son nombre de portes N est impair.
1 2 11
Figure 4.4 – Schéma d’un oscillateur en anneau.
En eﬀet, la sortie de la N ième porte passe au niveau logique opposé à celui
de l’entrée après un temps correspondant à N fois le temps de basculement
d’une porte. Comme la sortie de la dernière porte est rebouclée sur l’entrée
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PMOS
NMOS
Ve Vs
Vdd
≡ Ve Vs
Figure 4.5 – Schéma d’un inverseur logique en technologie CMOS et sa
représentation en porte logique.
de la première porte, les portes recommencent à basculer. La fréquence de
fonctionnement d’un oscillateur en anneau dépend du nombre de portes que
le signal doit parcourir et du temps de basculement de chacune d’entre elles.
La ﬁgure A.10 représente les variations de la fréquence d’oscillation d’un
oscillateur composé de 11 inverseurs. Les corners y sont correctement placés,
encadrant la gamme ±3σ des déviations globales, mais sont assez pessimistes,
c’est à dire qu’ils donnent un peu trop de marge.
Les variations d’origine locale de cette fréquence sont notamment faibles
en comparaison aux déviations globales alors que ces déviations sont prépon-
dérantes sur les caractéristiques transistors seuls. Les variations locales sont
moyennées à l’échelle de l’oscillateur.
La ﬁgure A.11 montre la population du temps de montée Trise d’un des
transistors du circuit lors d’un basculement. Les variations locales sont très
présentes à l’échelle d’un seul inverseur.
4.2.3 Génération spécifique à une performance
Lin et al. [115] proposent une méthode de choix des corners basée sur les
résultats Monte-Carlo d’une performance en particulier. Ils choisissent parmi
les jeux de paramètres process générés aléatoirement pour le tir Monte-Carlo
ceux qui donnent les résultats médians, à 1σ, 2σ, . . . De cette manière, les
jeux de corners sont très spéciﬁques à une performance et une amplitude de
variation donnée mais on ne fait pas de supposition quant aux corrélations
entre facteurs de variations, puisqu’on choisit simplement les corners dans
l’espace modèle selon les résultats de simulation.
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4.2.4 Détermination non paramétrique multidimension-
nelle
Rappitsch et al. proposent une manière fondamentalement diﬀérente de
construire les modèles corners [116]. La méthode est basée sur des outils
d’analyse de données permettant de déﬁnir ce qu’on appellera la profondeur
d’un point dans un nuage de données. Cet outil statistique (Location Depth)
a été développé par Rousseeuw et Struyf, comme une extension multidimen-
sionnelle de la profondeur de Tukey. Le point de profondeur maximale est
la médiane pour une variable aléatoire unidimensionelle de n points, les ex-
trema ont une profondeur minimale de 1 et la médiane a une profondeur
maximale n/2. Dans un cas multidimensionnel (d > 1), on a une surface (ou
une hypersurface si d > 3) de points de profondeur minimale et un point
de profondeur maximale. En appliquant cette méthode à une sélection de
paramètres process mesurés, on détermine les dispositifs les plus éloignés du
dispositif médian. Ensuite, on applique une transformation des jeux de para-
mètres process des dispositifs de profondeur minimale pour déterminer le jeu
de paramètres modèle correspondant. Ces points sont ﬁnalement des corners
déterminés de manière non paramétrique, c’est-à-dire sans utiliser d’hypo-
thèse de distribution gaussienne et ses paramètres associés m et σ. On utilise
seulement l’observation des mesures.
On peut également prendre de la marge par rapport à cette surface ex-
térieure du nuage de points en étendant la surface déﬁnissant l’enveloppe du
jeu de données selon les directions radiales des points extérieurs (une trans-
formation linéaire). Les points de la nouvelle enveloppe ainsi déterminée ne
représentent pas directement des points mesurés mais anticipent les possibles
ﬂuctuations supérieures existantes sur les dispositifs non mesurés dans le jeu
de données.
Cette méthode a été peu reportée dans la littérature depuis mais elle est
assez prometteuse quant à la possibilité d’avoir des corners qui ne soient pas
pessimistes et donc, entrainant un eﬀort de design supérieur à ce qui est
vraiment nécessaire et qui soit plus générique par rapport aux performances.
4.3 Modification du modèle de variation
Nous avons montré, dans le chapitre précédent, l’existence de la variation
des espaceurs parmi les principales sources de variabilité dans le transistor
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Table 4.4 – Paramètres process et les paramètres modèle les représentant ou pouvant
les représenter dans PSP.
Paramètre process PSP
X1 : Tox TOXO
X2 : Lg LVAR
TEOSth, spacer-zéro LAP, LOV LAP pour les courants, LOV pour les capacités
X3 : HCDth CFL Présence de diffusion des source/drain influant sur
l’électrostatique en profondeur
X4 : SMT
X5 : Spiketemp. LAP, LOV
Figure 4.6 – Spéciﬁcation des dimensions d’un transistor MOS dans PSP.
MOS. La construction du modèle de variations telle qu’elle est aujourd’hui
ne prend pas en compte de déviation pour le paramètre LAP, i.e. pas de
variabilité du positionnement de l’implantation du LDD par rapport au bord
de grille. Dans le cas d’une architecture classique de MOSFET, la déviation
de l’oxide liner présent lors de l’implantation des ldd est faible et la part
de variabilité de la capacité de recouvrement des grille/drain est négligeable
en comparaison de la variabilité de la capacité grille/canal. Dans le cas du
lot étudié, l’architecture à double espaceur, introduite pour repousser les im-
plants ldd apporte sa part de variabilité. La ﬁgure 4.6 présente les paramètres
relatifs à la géométrie du MOSFET dans PSP.
La modiﬁcation que nous apportons au modèle aﬁn d’introduire la va-
riabilité du spacer porte sur les paramètres LAP et LOV. En eﬀet, dans
PSP ces deux paramètres expriment séparément le recouvrement de grille/-
drain. Le paramètre LAP impacte le calcul des courants dans le canal et
la capacité intrinsèque de grille, et le paramètre LOV impacte les capacités
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grille-source/drain. Au paramètre LAP nous déﬁnissons une variation DEV-
LAP. C’est une variation de longueur qui viendra s’ajouter à LAP lors des
simulations avec prise en compte des variations. DEVLAP agrandit LAP et
diminue Leff d’autant. La ﬂuctuation que nous déﬁnissons pour le tir Monte-
Carlo est une variation gaussienne, d’écart type σLAP = 0,6 nm, d’après les
observations que nous avons faites en mesure.
Les résultats que nous attendons sont :
– peu de changement au niveau de la capacité de grille Cgg,
– une augmentation de l’ordre de 10% pour les courants de canal Ilin, Ion
et Ioff ,
– une augmentation signiﬁcative des ﬂuctuations de la capacité Cgd et
des caractéristiques des ring oscillators.
Lpoly = LD + LV AR, LD pour L dessiné. (4.2)
Tspacer = Tspacertyp + ∆spacer, (4.3)
avec σ(∆spacer) = 0,6 nm et m(∆spacer) = 0
LV AR = LV ARtyp + ∆LV AR (4.4)
LAP = LAPtyp + ∆LAP (4.5)
avec LV ARtyp = 2 nm et ∆LV AR centré en 0 avec σ(∆LV AR) = 1,2 nm.
LAPtyp ≃ 5 nm pour le device N comme pour le P, et ∆LAP = −∆Spacer.
Lechannel = Lpoly − 2 ·Lap
= LD + LV AR− 2 ·Lap
= LD + LV ARtyp + ∆LV AR− 2(LAPtyp + ∆LAP )
= LD + LV ARtyp − 2 ·LAPtyp + ∆LV AR + 2 ·∆Spacer (4.6)
avec σ(∆LV AR) = 1,2 nm et σ(∆Spacer) = 0,6 nm.
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Lechanneltyp = 30 + 2− 2× 5 = 22 nm typiques (4.7)
σ(Lechanneltyp) =
√
1,22 + 4× 0.62 = 1,7 nm (4.8)
σ(Lechanneltyp)
Lechanneltyp
=
1,7
22
= 7,7% avec ∆Spacer (4.9)
=
1,2
22
= 5,5% sans ∆Spacer (4.10)
Dans PSP, Lechannel contrôle Ion, dCgchannel. LOV déﬁnit l’overlap pour
la capacité Cgd.
LOV = LOVtyp + ∆LOV (4.11)
≃ LAPtyp + ∆lap (4.12)
= LAPtyp −∆Spacer (4.13)
σ(LOV )
LOV
=
0,6
5
= 12% (4.14)
4.3.1 Résultats
Nous regénérons les graphes de la section 4.2.2 avec l’introduction de la
variabilité du paramètre DEVLAP.
La ﬁgure 4.7 montre le placement des corners dans le plan Ion N/Ion P. On
observe une dispersion légèrement supérieure au modèle d’origine (ﬁgure 4.3),
comme attendu. De par l’introduction d’une source de variation supplémen-
taire (∆spacer) pour le contrôle de la longueur eﬀective du canal. Les corners
encadrent correctement la distribution Monte-Carlo.
La ﬁgure 4.8 représente les histogrammes des distributions Monte-Carlo
de Cgg pour 4 longueurs de grille diﬀérentes et superpose les corners. On ne
note pas de diﬀérence majeure avec le modèle d’origine (ﬁgure A.4), comme
prévu du fait de la compensation entre la variation supplémentaire de la
longueur électrique du canal d’une part, et de la somme des variations de
longueur de recouvrement grille-source/drain d’autre part.
La ﬁgure 4.9 montre la comparaison des corners et des distributions
Monte-Carlo pour Cgd. On trouve une augmentation très signiﬁcative de la
dispersion Monte-Carlo de Cgd par rapport au modèle d’origine (ﬁgure A.6)
qui ignore la variation ∆spacer. Les corners, par contre, n’encadrent pas mieux
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Figure 4.7 – Corrélation de Ion N et Ion P et placement des corners.
la distribution statistique.
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Figure 4.8 – Histogramme de Cgg résultant de la simulation Monte-Carlo
avec le modèle modiﬁé.
4.3 Modification du modèle de variation 120
Figure 4.9 – Histogramme de Cgd résultant de la simulation Monte-Carlo
avec le modèle modiﬁé.
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4.4 Conclusion
Dans ce chapitre, nous avons revu la méthode Monte-Carlo appliquée
aux modèles compacts et décrit les possibilités d’eﬀectuer des simulations
distinctes des variabilités locales et globales. Nous avons ensuite revu la mé-
thode de génération classique de construction des modèles pire-cas ainsi que
deux méthodes de la littérature qui méritent d’être explorées.
Nous établissons ensuite un état des lieux du placement des modèles pire-
cas par rapport aux modèles Monte-Carlo dans la technologie 45 nm faible
puissance de STMicroelectronics. Au regard des résultats d’exploitation du
plan d’expériences du chapitre précédent, nous proposons d’introduire dans
ces modèles une variation de la longueur de recouvrement des source/drain
sous la grille aﬁn de représenter la variabilité des diﬀusions latérales des
implants source/drain induite par le recuit rapide. La prise en compte de
cette source de variabilité supplémentaire impacte de manière signiﬁcative les
variations de courant, ainsi que celles des capacités de recouvrement grille-
diﬀusion, sans augmenter les variations du bilan capacitif vu de la grille.
Cette première approche de l’impact de cet eﬀet au niveau du transistor met
en évidence la limitation de la méthode standard de construction des modèles
pire-cas. Son impact au niveau circuit sera considéré dans la suite de cette
étude, avec un intérêt tout particulier pour les applications circuits sensibles
aux variations de l’eﬀet Miller (lié au couplage entre grille et diﬀusion du
transistor).
Conclusion générale
L’augmentation de la densité d’intégration des circuits intégrés nous a
amenés à étudier, dans le cadre du développement de la technologie CMOS
45 nm, les sources de variabilité inhérentes aux procédés de fabrication uti-
lisés pour ce nœud technologique, et à en déterminer les composantes prin-
cipales, dans le but ultime de permettre la simulation précise de l’impact de
la variabilité technologique à la fois au niveau transistor et circuit.
Aﬁn de pouvoir reproduire les eﬀets de variabilité en simulation, il a
fallu dans un premier temps disposer d’observations expérimentales statis-
tiquement représentatives, accessibles par des méthodes de caractérisation
non destructives, et à même de fournir un ensemble cohérent de paramètres
technologiques et électriques. Un eﬀort important a donc été consacré à la
compréhension des sources de variabilité, à la mise en œuvre de méthodes de
caractérisation électrique et d’analyse statistique, préalablement à la mise en
œuvre de la simulation de la variabilité jusqu’au niveau transistor et circuit.
Parmi les variabilités d’origine matériau, on peut mesurer la rugosité de
ligne du polysilicium à partir de photographies de lignes de polysilicium.
Similairement, une photographie d’une surface de polysilicium peut servir à
caractériser la taille des grains qui participent à la variabilité du potentiel
de surface dans le canal du transistor. Ces données ont été utilisées dans
la littérature comme points d’entrée de simulations TCAD. Le placement
aléatoire des dopants n’est pas mesurable. Il est reproduit par simulations
atomistique de type Monte-Carlo pour les étapes d’implantation de dopants.
Nous avons étudié des indicateurs technologiques non accessibles à la me-
sure statistique que sont la température de recuit ainsi que les proﬁls de
dopage horizontaux et verticaux dans le canal et aux jonctions source/sub-
strat et drain/substrat. Ces grandeurs sont de première importance dans le
fonctionnement du transistor. Le dopage des source/drain est implanté dans
le but d’obtenir des jonctions peu profondes. Pour activer les dopants en
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gardant un proﬁl de dopage élevé avec une pente forte, il faut appliquer un
recuit à haute température mais pendant un temps très court. Ce sont des
conditions où la répartition des impuretés est très sensible aux variations de
paramètres process. Aﬁn de se doter de moyens d’étudier la sensibilité des
paramètres électriques, nous avons proposé des méthodes pour mesurer in-
directement la température de recuit et le dopage du canal. La signature du
four – sa contribution paramétrique à la température de recuit rapide reçue
par chaque puce – a été évaluée via la résistance de surface du silicium. Une
analyse de sensibilité a permis de déterminer une carte de température sur
les plaques de silicium. Ces données ont permis de connaître la variabilité de
cette grandeur.
Les diﬀusions des dopants des implants source/drain sont un problème à
deux dimensions. En particulier dans les canaux courts, la redistribution de
ces dopants va avoir un impact majeur sur la variabilité des performances du
transistor. La caractérisation que nous proposons comme critère de calibrage
est une mesure du courant de drain en régime bloqué en fonction de la lon-
gueur de grille. La tension de grille est autour de la tension de bandes plates
pour s’aﬀranchir de la conduction dans le canal. Une précision de l’ordre de
2 nm a été obtenue avec cet outil.
Pour estimer la variabilité du dopage du canal, nous avons utilisé la ré-
ponse de la tension de seuil en fonction de la tension de substrat. En eﬀet, la
zone de désertion qui varie en fonction de la polarisation du substrat suit le
dopage vertical. Nous avons donc proposé de remonter au dopage à partir des
tensions de seuil et de mesures de l’épaisseur d’oxyde de grille. La méthode
proposée a permis de reproduire un proﬁl connu dans une simulation TCAD
et a ensuite été appliquée aux mesures d’un lot entier.
Ensuite nous exploitons les données mesurées sur un lot aﬁn de faire un
point sur les variations et les sensibilités au nœud 45 nm. Ce lot comprend
un plan d’expériences sur cinq paramètres technologiques connus pour être
parmi les plus inﬂuents sur les caractéristiques du transistor MOS. L’exploi-
tation du plan d’expériences nous conﬁrme les inﬂuences prépondérantes de
la température de recuit rapide des source/drain et de la taille des espaceurs.
L’ensemble des mesures de paramètres technologiques et électriques nous
donne aussi les valeurs des déviations qui servent de point d’entrée pour les
simulations.
En conséquence, nous avons introduit la prise en compte des variations
des espaceurs dans les modèles compacts aﬁn de reﬂéter cette variabilité
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des modèles Monte-Carlo. Les résultats attendus et estimés par simulation
concernent en particulier une augmentation de la variabilité des capacités
entre grille et source/drain.
Les perspectives de ce travail sont multiples ; en premier lieu, il est né-
cessaire de généraliser les approches de calibration TCAD pour prendre en
compte la variabilité. La calibration des jeux de simulation TCAD doit se
faire non seulement sur les caractéristiques électriques d’un point nominal,
mais aussi sur leurs sensibilités par rapport aux paramètres technologiques
dont l’inﬂuence est majeure. C’est déjà le cas pour la longueur de grille. Il
est usuel d’utiliser la caractéristique de la tension de seuil en fonction de la
longueur de grille pour calibrer. Il devrait en être de même pour l’épaisseur
d’oxyde, la longueur des espaceurs, l’épaisseur de la grille par exemple. Des
essais (non reportés ici) basés sur la comparaison des sensibilités mesurées
avec des résultats de plan d’expériences simulés ont pu montrer qu’une si-
mulation peut paraître calibrée en termes de valeur nominale alors que sa
sensibilité à un facteur technologique est fausse. Calibrer cette sensibilité
demande un eﬀort de caractérisation supplémentaire mais permettra de sup-
primer des degrés de liberté (et donc d’aider) à la calibration.
En second lieu, il faut reconsidérer les approches de simulation électrique
de la variabilité à chaque nœud technologique. Nous avons vu que précé-
demment que le choix de variables technologiques d’entrée des simulations
Monte-Carlo SPICE n’était pas en phase avec les résultats de mesures. Dans
la continuité du travail du dernier on pourra réviser la stratégie de simula-
tion Monte-Carlo aﬁn d’aﬃner la reproduction des variabilités observées en
mesures.
Ensuite, la génération de simulation pire-cas pourra être développée avec
comme objectif de permettre la création d’un jeu de corner spéciﬁque à une
application, car comme on l’a vu, par construction, un corner ne peut pas
être représentatif de toute les familles de performances.
De manière plus générale, la réduction des dimensions continuera d’aug-
menter l’impact de la variabilité statistique (locale). L’introduction de nou-
veaux matériaux tel que les high-κ/ metal-gate (28nm) pourra ralentir la
tendance en réduisant la sensibilité des dispositifs. L’évolution de l’architec-
ture vers des dispositifs comme le FDSOI planaire ou le triple gate introduira
de nouvelles sources de variations globales. Les eﬀorts porteront sur la mai-
trise des procédés et sur des architectures de dispositifs robustes.
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Figure A.1 – Histogramme de Ion résultant de la simulation Monte-Carlo
avec le modèle actuel.
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Figure A.2 – Histogramme de Ioff résultant de la simulation Monte-Carlo
avec le modèle actuel.
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Figure A.3 – Histogramme de VTsat résultant de la simulation Monte-Carlo
avec le modèle actuel.
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Figure A.4 – Histogramme de Cgg résultant de la simulation Monte-Carlo
avec le modèle actuel.
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Figure A.5 – Corrélation des capacités Cgg du NMOS et du PMOS résultant
de la simulation Monte-Carlo avec le modèle actuel.
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Figure A.6 – Histogramme de Cgd résultant de la simulation Monte-Carlo
avec le modèle actuel.
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Figure A.7 – Histogramme de Cbd résultant de la simulation Monte-Carlo
avec le modèle actuel.
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Figure A.8 – Histogramme de gm résultant de la simulation Monte-Carlo
avec le modèle actuel.
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Figure A.9 – Histogramme de gd résultant de la simulation Monte-Carlo
avec le modèle actuel.
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Figure A.10 – Histogramme de la fréquence d’oscillation des osculateurs en
anneaux résultant de la simulation Monte-Carlo avec le modèle actuel.
Figure A.11 – Histogramme de la fréquence de fonctionnement des oscil-
lateurs en anneaux résultant de la simulation Monte-Carlo avec le modèle
actuel.
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La boite à moustache, ou box and whiskers plot en anglais ou encore
boxplot, est une représentation simpliﬁée d’une distribution statistique uni-
variée. Elle a été inventée par John W. Tukey en 1977. Au lieu de représenter
la densité de probabilité de la variable, la boite à moustaches représente la
médiane et les quartiles. Les quartiles Q1, Q2 et Q3 sont les 3 valeurs pour
lesquelles il y existe respectivement 25, 50 et 75% d’observations dont les
valeurs sont inférieures. La médiane est donc équivalente à Q2.
La ﬁgure A.12 montre une boite à moustaches représentant une distri-
bution gaussienne. La barre rouge est la médiane. Le rectangle, ou espace
inter-quartile (Q3 − Q1) englobe 50% de la population et les moustaches
s’étendent au plus jusqu’à 1,5 fois l’espace inter-quartile (IQR), s’approchant
de ±2,7 σ si l’on considère une répartition normale (i.e. gaussienne). L’IQR
contient alors 99,6− 0,4 = 99,2% de la population.
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Figure A.12 – Description d’une boite à moustaches et comparaison avec
une distribution gaussienne.
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A.3 Extraits de code relatifs aux simulations
Monte-Carlo
Dans les extraits de code A.1, nous suivons l’utilisation de la variable
cdvar, que nous appelons ici polylp_cdvar_cmos045 et qui déﬁnit la dé-
viation de la longueur de grille par rapport à sa valeur nominale. Premiè-
rement, cette variable peut être déﬁnie diﬀérement selon que l’on veuille
lancer une simulation Monte-Carlo avec ou sans variations globales (Code
A.1, ligne 3). Ici on appelle la library PRO_statcrolles qui est prévue pour
la simulation Monte-Carlo. Dans cette library (ligne 8), on déﬁnit que la
déviation de la longueur de polysilicium suit une loi normale d’écart-type
1,2 nm et centrée en 0. Le mot-clef du simulateur LOT/ indique qu’il s’agit
d’une simulation globale. Ensuite la valeur de ce paramètre est interfacé –
via nsvtlp_devdell_cmos045 – aux paramètres modèle devdell, lvar et
le (lignes 12 à 16). Le paramètre interne à PSP lvar0 est indirectement
impacté.
Code source A.1 – Déﬁnition des variations des variables technologiques aux
travers des diﬀérents ﬁchiers de paramètrage de la simulation.
1 * eldo.lib
2 * on definit l’ utilisation de la library PROstatcrolles
pour le poly
3 .lib key=poly ../ models / common_poly.lib
PRO_statcrolles
4
5 * common_poly_cd.lib
6 * .lib PRO_statcrolles
7 * cdvar suit une gaussienne centree en 0, d’ecart -type
1.2nm
8 .param polylp_cdvar_cmos045 = 0.0 LOT/gauss =’1.2e -09’
9
10 * LPmos_psp_svt.lib
11 *on propage cdvar aux parametres modele
12 .param nsvtlp_devdell_cmos045 = ’polylp_cdvar_cmos045 ’
13 * dans le sous - circuit MOS nsvtlp
14 .param devdell = ’valif ((( lm < 6e -8) &&
( stylelayout >0.9)),
(0 .733 *( nsvtlp_devdell_cmos045 +2.0* devlap )),
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( nsvtlp_devdell_cmos045 +2.0* devlap ))’
15 .param lvar =
’2.0E -09*(1 .0 +0* len/lm)*(1 .0 +0* wen /(wm/nfing)) +
devdell ’
16 .param le = ’lm+lvar -2* lap ’* dans la carte modele
17 * dans la carte modele
18 +
lvaro =’2.0E -09+ devdell /((1 .0 +0* len/lm)*(1 .0 +0* wen/wm))’
La ﬁgure A.13 et le code source A.2 décrivent cette implémentation. La
diﬀérence de caractéristique entre ces deux devices est le mismatch. Dans le
code A.2 les lignes 40 et 42 extraient les mesures de mismatch pour cette
paire de transistors.
Code source A.2 – Implémentation Eldo d’une paire de transistors pour la
simulation des courants et Vth en régime linéaire.
1 .param wn1 =1.0 // dimensions du transistor
2 .param ln1 =0 .04
3 .param XVDD = 1.1 // parametre de l’ analyse DC
4 * densite de courant pour l’ extraction de VT
5 .param jdvt =10e -9*1/0 .04
6
7 Vdd vd 0 dc 0.05 // tension de drain
8 R1 vd 0 1e6
9 vgn vg 0 dc XVDD // tension de grille parametree
10 R2 vg 0 1e6
11
12 edn1 vdn1 0 vd 0 1.0 // polarisation du premier device
13 egn1 vgn1 0 vg 0 1.0
14 vidn1 vdn1 vdn1i 0 // mesure du courant de drain
15
16 edn1b vdn1b 0 vd 0 1.0 // polarisation du second device
17 egn1b vgn1b 0 vg 0 1.0
18 vidn1b vdn1b vdn1bi 0
19
20 * transistors
21 * XMname D G S B modele W L SA SB
22 XMN1 vdn1i vgn1 0 0 nsvtlp W=wn1 L=Ln1 SA=0 .29
SB=0 .29
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Vdd0.05V
vd
1 MΩ XVDD
vg
1 MΩ
B
G
D
S1 · vgegn1
vgn1 1 · vdedn1
vdn1
vidn1
B
G
D
S1 · vgegn1b
vgn1b 1 · vdedn1b
vdn1b
vidn1b
Figure A.13 – Paire de transistors pour la simulation des ﬂuctuations lo-
cales. Les sources indépendantes Vdd et XVDD contrôlent respectivement les
sources egn1(b) et edn1(b). Les sources de tension nulle vidn1(b) mesurent
les courants de drains.
23 XMN1b vdn1bi vgn1b 0 0 nsvtlp W=wn1 L=Ln1 SA=0 .29
SB=0 .29
24
25 * Fonction d’ extraction des fluctation locale de Vt
26 .defmac dVtcc(a,b)=((a-b)/1 .414)
27 * Courant de drain ( valeur absolue )
28 .defwave id_n1 ’abs(i(vidn1))’
29 * Log du courant de drain normalise par W
30 .defwave lidu_n1 ’LOG10(abs(i(vidn1))/wn1)’
31 * Courant de drain ( valeur absolue , normalisee par
micron de largeur )
32 .defwave idu_n1 ’(abs(i(vidn1))/wn1)’
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33 .defwave idu_n1b ’(abs(i( vidn1b ))/wn1)’
34 * Courant de drain ( Mismatch en %)
35 .defwave did_n1
’(i(vidn1)-i( vidn1b ))/(i(vidn1)+i( vidn1b )) *2*100/1 .414 ’
36
37 * Extraction des resultats dans le fichier de sortie
38 .extract dc label= ionu_N_w1p00u_l40n Yval(W( idu_n1 ) ,1.1)
39 .extract dc label= lioffu_P_w1p00u_l40n
Yval(W( lidu_p1 ) ,0.0)
40 .extract dc label= dion_N_w1p00u_l40n Yval(W( did_n1 ) ,1.1)
41 .extract dc label= Vt_N_w1p00u_l40n
xthres (w( idu_n1 ) ,(jdvt))
42 .extract dc label= dVt_N_w1p00u_l40n
$dVtcc (( xthres (w( idu_n1 ) ,(jdvt))),
( xthres (w( idu_n1b ) ,(jdvt))))
43
44 * Parametres de l’ analyse
45 .dc vgn 0 XVDD 0.01 // rampe en tension sur Vg de 0 a
Xvdd par pas de 0.001
46 .temp 25 // temperature
47 .mc 1000 all // tir Monte -Carlo avec
enregistrement des donnees brutes
48 .end
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