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ЗАДАЧА НАЙКРАЩОЇ У РОЗУМІННІ ЗВАЖЕНОЇ 
ХАУСДОРФОВОЇ ВІДСТАНІ РІВНОМІРНОЇ АПРОКСИМАЦІЇ  
У МНОЖИНІ НЕПЕРЕРВНИХ ВІДОБРАЖЕНЬ  
З КОМПАКТНИМИ ОПУКЛИМИ ОБРАЗАМИ 
У статті встановлено необхідні, достатні умови і критерії 
екстремальності елемента для задачі найкращої у розумінні 
зваженої хаусдорфової відстані рівномірної апроксимації фік-
сованого відображення з множини неперервних відображень з 
компактними опуклими образами підмножиною цієї множини. 
Отримано низку допоміжних результатів, які становлять і 
самостійний інтерес. 
Ключові слова: найкраща у розумінні зваженої хаусдор-
фової відстані рівномірна апроксимація, відображення з опук-
лими образами, необхідні, достатні умови, критерій екстре-
мальності елемента. 
Вступ. У статті для задачі найкращої у розумінні зваженої хаус-
дорфової відстані рівномірної апроксимації фіксованого відображен-
ня з множини неперервних відображень з компактними опуклими 
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образами підмножиною цієї множини встановлено необхідні, достат-
ні умови і критерії екстремальності елемента, які узагальнюють від-
повідні результати, отримані у працях [1–3].  
Постановка задачі. Нехай S  — компакт, X  — лінійний над 
полем комплексних (дійсних) чисел нормований простір, 
 K X   0K X  — сукупність непорожніх компактів (непорожніх 
опуклих компактів) простору X ,  
 , max max min ,max min
y B x Ax A y B
H A B x y x y  
       — 
хаусдорфова відстань між множинами ,A B  із  K X ,   ,C S K X  
(   0,C S K X ) — множина неперервних на S  відносно метрики Хаус-
дорфа багатозначних відображень S  в  K X   0K X ,   — додатна 
неперервна на S  функція (вагова функція),  max
s S
s 

 . 
Задачею найкращої у розумінні зваженої хаусдорфової відстані 
рівномірної апроксимації відображення   ,a C S K X  множиною 
  ,V C S K X  будемо називати задачу відшукання величини 
          * , inf max ,
g V s S
a V s H g s a s   . (1) 
Якщо існує елемент *g V  такий, що  
         * *, max ,s Sa V s H g s a s  , 
то його будемо називати екстремальним елементом для величини (1). 
Покладемо далі для будь-яких   , ,g h C S K X   
         , max ,
s S
g h s H g s h s  . 
Твердження 1. Величина  ,g h ,   , ,g h C S K X , задає 
метрику на множині   ,C S K X . 
Доведення справедливості цього твердження аналогічне дове-
денню твердження 3.2 праці [2]. 
Надалі через    , ,C S K X   будемо позначати такий метри-
чний простір, у якому для всіх   , ,g h C S K X  
         , max ,
s S
g h s H g s h s  . 
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З урахуванням зазначеного задачу відшукання величини (1) мо-
жна подати у вигляді 
    * , inf ,
g V
a V g a   . (2) 
Позначимо через *X  — простір, спряжений з X , а через *B  — 
одиничну кулю цього простору:  * *: , 1B f f X f   . 
Твердження 2. Для будь-яких   0, ,g h C S K X  має місце рів-
ність 
            *, max max max Re max Res S f B x g s y h sg h s f x f y    
    
. (3) 
Доведення. Внаслідок твердження 3.3 [2, с. 9] для будь-якого s S  
             *, max max Re max Ref B x g s y h sH g s h s f x f y    . (4) 
Тому  
         , max ,
s S
g h s H g s h s    
         *max max max Re max Res S f B x g s y h ss f x f y   
    
. 
Твердження доведено. 
Далі будемо вважати, що   0,a C S K X ,   , oV C S K X . 
З урахуванням рівностей (2), (4) задачу відшукання величини (1) 
у випадку, коли   0,a C S K X ,   , oV C S K X , можна подати у 
вигляді 
           * , inf max , inf ,
g V g Vs S
a V s H g s a s g a        
 
         
         
*
*
inf max max max Re max Re
inf max max max Re max Re
g V s S f B x g s y h s
g V s S f B x g s y h s
s f x f y
s f x f y


    
    
     
     
 (5) 
           *,inf max max Re max Reg V s f S B x g s y h ss f x f y    
    
. 
Актуальність теми. У багатьох практичних задачах функціона-
льні залежності, які характеризують досліджувані процеси, не озна-
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чені точно, а лише відомо, що вони є селекторами деякого багатозна-
чного відображення, тобто їх значення належать відповідним значен-
ням цього багатозначного відображення (знаходяться в деякому діа-
пазоні можливих значень). 
Робота з такими функціональними залежностями пов’язана з ни-
зкою труднощів.  
У зв’язку з цим виникає проблема найкращого у деякому розу-
мінні їх відновлення однозначними або простішими багатозначними 
відображеннями певного класу, розв’язання якої приводить до задач 
найкращого наближення складних багатозначних відображень відо-
браженнями простішої структури (див., наприклад, [1–10]).  
Як відомо (див., наприклад, [11, 12]), з метою надання деяким 
елементам більшої ваги в результуючому значенні у порівнянні з ін-
шими елементами використовується вагова функція. 
З огляду на зазначене вище задача відшукання величини (5) є 
актуальною. Результати загального характеру, отримані при дослі-
дженні цієї задачі, становлять самостійний інтерес, а також слугува-
тимуть відправним пунктом для отримання відповідних результатів 
для конкретних задач, що включаються у схему її постановки, зігра-
ють важливу роль при побудові та обґрунтуванні збіжності чисель-
них методів розв’язання цих задач. 
Мета роботи. Встановити необхідні, достатні умови і критерії 
екстремального елемента для задачі відшукання величини (5). 
Лінійний нормований простір класів еквівалентних пар не-
перервних відображень з компатними опуклими образами. Нехай 
  , ,g h C S K X , R  . Як відомо, сумою багатозначних відобра-
жень g  і h  називається відображення g h  таке, що 
      g h s g s h s    для всіх s S , а добутком числа   на відо-
браження g  називається відображення g  таке, що     g s g s   
для всіх s S . Легко перевірити, що операції додавання елементів 
множин   ,C S K X ,   0,C S K X  і множення дійсних чисел на ці 
елементи не виводять з цих множин. 
Позначимо через    20,C S K X  прямий добуток   0,C S K X   
  0,C S K X . Означимо в    20,C S K X  алгебраїчні операції дода-
вання і множення на дійсні числа таким чином: 
     1 1 2 2 1 2 1 2, , ,g h g h g g h h    ,  
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   , ,g h g h    , якщо R  , 0  ,  
   , ,g h h g    , якщо R  , 0  . 
Будемо вважати, що  
   1 1 2 2, ,g h g h , де        21 1 2 2 0, , , ,g h g h C S K X ,  
якщо 1 2 2 1g h g h   . 
Легко переконатись (див. [2]), що відношення   є відношенням 
еквівалентності, яке дозволяє розбити    20,C S K X  на класи 
 ,g hK  еквівалентних між собою пар  ,g h . Сукупність таких класів 
будемо позначати через    20,C S K XK . 
Нехай    20,, C S K XK   , c  — дійсне число,  1 1, ,g h   
 2 2,g h  . Покладемо  2 1 1 2,g g h hK       ,  1 1,c g hc K  . 
Можна переконатись, що результати операцій додавання класів і 
множення їх на дійсні числа не залежать від вибору елементів із цих 
класів і множина    20,C S K XK  з так означеними алгебраїчними опе-
раціями є лінійним простором над полем дійсних чисел (див. [2]). 
Роль нуля в цьому просторі буде відігравати сукупність всіх 
пар  ,g h , еквівалентних парі  0,0 , тобто, для яких h g  . Отже, 
       0,0 , : , oK g g g C S K X   . 
Твердження 3. Для будь-якого s S , *f X ,    20,C S K XK  , 
 ,g h   величини 
          max Re max Rex g s y h ss f x f y  
    , (6) 
          *max max max Re max Res S f B x g s y h ss f x f y   
   
 (7) 
 
не залежать від вибору пари  ,g h  із  . 
Доведення. Нехай    1 1, , ,g h g h  . Згідно з теоремою 5.1 [2, 
с. 19]                11max Re min Re max Re min Rey h s y h sx g s y g sf x f y f y f x     . 
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Оскільки 
           min Re max Re max Rey h s y h s y h sf y f y f y       , 
       1 1min Re max Rey h s y h sf y f y   ,  
то тоді 
                1 1max Re max Re max Re max Rex g s y h s x g s y h sf x f y f x f y      . (8) 
Це й означає, що величина (6) не залежить від вибору пари 
 ,g h  із  . З (8) випливає, що  
         *max max max Re max Res S f B x g s y h ss f x f y   
    
 
         * 1 1max max max Re max Res S f B x g s y h ss f x f y   
    
. 
Отже, величина (7) також не залежить від вибору пари  ,g h  із  . 
Твердження доведено. 
Величину (7) приймемо за норму класу  ,g hK  ,  ,g h   
   20,C S K X , лінійного простору    20,C S K XK . 
Отже, для всіх      0, ,g h C S K XK K    покладемо 
 
           
         
*, max max max Re max Re
max , , .
g h s S f B x g s y h s
s S
K s f x f y
s H g s h s g h
 
 
   

      
   
 (9) 
Згідно з твердженням 3 для      0, ,g h C S K XK K   величина 
 ,g hK   не залежить від вибору    ,, g hg h K  . 
Теорема 1. Величина (9) задає норму на лінійному просторі 
   20,C S K XK . 
Доведення теореми аналогічне доведенню цього твердження для 
випадку, коли   1s  , s S , проведеному у праці [2, с. 20, 21]. 
З теореми 1 випливає, що коли кожному елементу  ,g hK   лі-
нійного над полем дійсних чисел простору    20,C S K XK  поставити у 
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відповідність число  ,g hK  , де  ,g hK  визначається рівностя-
ми (9), то він стає лінійним над полем дійсних чисел нормованим 
простором. 
Далі будемо позначати його через    20,C S K XK . 
Еквівалентність задачі відшукання величини (5) деякій за-
дачі наближення фіксованого елемента лінійного нормованого 
простору    20,C S K XK  фіксованою множиною цього простору. 
Твердження 4. Для      20, ,g h C S K X  мають місце рівності 
        ,0 ,0 , ,g h g hK K K g h   . (10) 
Доведення. Маємо, що       ,0 1 ,0 0,h h hK K K    . З урахуван-
ням цього та рівності (9) одержимо, що  
           ,0 ,0 ,0 0, , ,g h g h g hK K K K K g h      . 
Рівність (10) встановлено. 
Твердження доведено. 
Нехай      20,0 , :V g C S K XK K K g V
     
. 
Розглянемо у лінійному нормованому просторі    20,C S K XK  за-
дачу найкращого наближення елемента  ,0aK  множиною VK , тобто 
задачу відшукання величини  
 
 
   
 
   
, ,0
, ,0 ,0 ,0inf inf
V Vg h g
g h a g aK K K K
K K K K    . (11) 
Теорема 2. Справедлива рівність 
  
 
   
 
   
, ,0
*
, ,0 ,0 ,0, inf inf
V Vg h g
g h a g aK K K K
a V K K K K      . (12) 
Для того щоб елемент *g V  був екстремальним елементом для 
величини (5), необхідно і достатньо, щоб елемент  * ,0gK  був екстре-
мальним елементом для величини (11).  
Доведення. З урахуванням (5) та (10) одержуємо, що 
 
   
 
       
, ,0
*
, ,0 ,0 ,0inf inf inf , ,
V Vg h g
g h a g aK K K K g V
K K K K g a a V         . 
Рівність (12) встановлено. 
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Нехай тепер *g V  є екстремальним елементом для величини (5). 
Переконаємося, що  * ,0gK є екстремальним елементом для величини 
(11). Припустимо супротивне. Тоді існує /g V , що для  / ,0 VgK K   
           / */ *,0 ,0,0 ,0, ,a ag gK K g a K K g a       , 
що суперечить нашому припущенню щодо екстремальності елемента 
*g  для величини (5). Отже,  * ,0gK  є екстремальним елементом для 
величини (11). Нехай далі  * ,0 VgK K  є екстремальним елементом 
для величини (11), тобто 
 
       *
,0
,0 ,0 ,0,0inf
Vg
g a agK K
K K K K    . 
Тоді для *g V  і для кожного g V  з урахуванням (10), (12) 
одержимо, що  
           * *,0 ,0 ,0,0, ,g a agg a K K K K g a       . 
Це й означає, що *g  є екстремальним елементом для величини (5). 
Теорему доведено. 
Похідна за напрямком цільової функції задачі відшукання 
величини (5). Розглянемо деякі допоміжні твердження, які викорис-
таємо для описання похідної за напрямком цільової функції задачі 
відшукання величини (5). 
Твердження 5. Нехай s S , *f B  та  
            , max Re max Refs g h x g s y h sK s f x f y        , 
де      20, ,g h C S K XK K . 
Тоді значення   ,fs g hK  не залежить від вибору пари  ,g h  із 
 ,g hK і fs  є лінійним неперервним функціоналом, заданим на 
   20,C S K XK , причому 1fs  . 
Доведення. Той факт, що значення   ,fs g hK  не залежить від 
вибору    ,, g hg h K , випливає з твердження 3. Згідно з тверджен-
ням 7.5 [2, с. 29] функціонал  
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          , max Re max Refs g h x g s y h sl K f x f y   ,      20, ,g h C S K XK K , 
є лінійним функціоналом, заданим на    20,C S K XK . 
Оскільки        , ,f fs sg h g hK s l K  ,      20, ,g h C S K XK K , то 
f
s  також є лінійним на    20,C S K XK  функціоналом. З урахуванням 
(9) маємо, що для будь-якого      20, ,g h C S K XK K  
 
            
           *
,
,
max Re max Re
max max max Re max Re .
f
s g h x g s y h s
g hs S f B x g s y h s
K s f x f y
s f x f y K
 

 
   
  
     
 (13) 
Зі співвідношень (13) випливає обмеженість і, отже, непере-
рвність лінійного функціонала fs  на    20,C S K XK  та справедливість 
нерівності 1fs  . 
Твердження доведено. 
Теорема 3. Нехай s S , *f B  та  
            , max Re max Refs g h x g s y h sK s f x f y        ,
     , ,f fs sg h g hK K  ,      20, ,g h C S K XK K . 
Тоді для кожного      20, ,g h C S K XK K  відображення 
    * ,, fs g hs f S B K    є неперервне на *S B  у розумінні то-
пології на *S B , яка є добутком топології компакта S  та топології 
на *B , індукованої на *B  слабко* топологією *X . 
Доведення. Для  0 0,s f  та  ,s f  із *S B  маємо, що 
           0 00 0, , , ,f ff fs sg h g h g h g hs sK K K K        
               0 00 00, , , ,f ff fs sg h g h g h g hs sK K s l K s l K         
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              000 0, , ,ff fs sg h g h g hss s l K s l K l K        
           0 max Re max ex g s y h ss s f x R f y        
               0 00 0max Re max e max Re max ex g s y h s x g s y h sf x R f y f x R f y        
             00 , max Re max Rex g s x g ss s g h f x f x            
               0 0 00max Re max Re max e max ex g s x g s y h s y h sf x f x R f y R f y        
             0 00 0max e max e ,y h s y h sR f y R f y s s g h           
          00 0, max Re Rex g sH g s g s f x f x      
           00 0, max e ey h sH h s h s R f y R f y       . (14) 
Нехай    — довільне додатне число. Оскільки  0g s , 
 0h s  — компакти простору X , то існують їх   - сітки  1,..., nx x , 
 1,..., my y  відповідно. Нехай  0f  — окіл точки 0f  множини *B  у 
слабкій* топології *B , який визначається точками 1,..., ;nx x 1,..., my y  
та числом   , тобто 
          *0 0 0: ; , 1, ; , 1, .i i j jf f f B f x f x i n f y f y i m            
Для кожного  0x g s  позначимо через xix  такий елемент з 
множини  1,..., nx x , що xix x    . Тоді для всіх  0f f , 
 0x g s  будемо мати  
       0 0Re Ref x f x f x f x     
            0 0 0x x x xi i i if x f x f x f x f x f x        (15) 
0 3x x x xi i i if x x f x x x x x x               .  
Аналогічно доводиться, що для всіх  0f f ,  0y h s  має 
місце нерівність 
Математичне та комп’ютерне моделювання 
32 
    0Re Re 3f y f y    . (16) 
Оскільки    s C S  ,   0,g C S K X ,   0,h C S K X , то 
існує окіл  0O s  точки 0s  компакта S  такий, що  
   0s s     ,     0,H g s g s   , 
     0,H h s h s     ,  0s O s . (17) 
Внаслідок співвідношень (14)–(17) будемо мати, що для всіх 
     0 0,s f O s O f   має місце нерівність 
         00, , , 8ffs g h g hsK K g h       . (18) 
Нехай   — довільне додатне число. Поклавши у проведених 
вище міркуваннях  , 8g h
       та врахувавши співвідношен-
ня (18), одержимо, що для 0   існує окіл  0O s  точки 0s  компакта 
S  та окіл  0f  точки 0f  множини *B  у слабкій * топології *B  
такі, що для всіх      0 0,s f O s O f   має місце нерівність  
     00, ,ffs g h g hsK K    . 
Це й означає, що відображення     * ,, fs g hs f S B K    є 
неперервним у точці   *0 0,s f S B   у розумінні топології на *S B , 
яка є добутком топології компакта S  та топології на *B , індукованої 
на *B  слабко* топологією *X . Оскільки точку  0 0,s f  вибрано до-
вільно з *S B , то це відображення є неперервним на *S B  у розу-
мінні описаної вище топології на *S B . 
Твердження доведено. 
Зрозуміло, що коли a V , то екстремальним елементом для ве-
личини (5) буде *g a , оскільки в цьому випадку 
     *0 , inf , , 0
g V
a V g a a a        . 
Тому далі будемо припускати, що a V . 
Для *g V  покладемо 
             * ** * ,0,0, max ,ga ags Sg a s H g s a s K K      ; 
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             
* *
2 *
0
, , ,0 ,0,0,
: ;g ga ag h g h a agC S K XC K K K K K K 
        
 
       * **: ,g ga aS s S s H g s a s    ; 
         
*
*
* : max Re max Rega x g s y a s
B s f B f x f y
 
   
 
            * * *max max Re max Re ,f B x g s y a sf x f y H g s a s       , *gas S ; 
            * ** * *;0;0, : max ,g aga s SS B s f S B K K H g s a s        
         * *max max max Re max Res S f B x g s y a ss f x f y   
     
 
           * *, max max Re max Res f S B x g s y a ss f x f y   
     
 
         *max Re max Re .x g s y a ss f x f y  
  
 
Зауваження 1. Легко переконатися, що     **, g
a
s f S B   тоді й 
лише тоді, коли *gas S , а  *gaf B s . 
Оскільки за припущенням a V , то  ,0 VaK K . Тому 
   * ,0,0 agK K . Звідси випливає, що    ,0 ,0 0a aK K    
   * ,0,0 agK K  . Це означає, що  
*
,0
g
aaK C . Отже, 
*g
aC   .  
Функцію       , ; ;0a g h g h aK K K   ,      20, ,g h C S K XK K , бу-
демо називати цільовою функцією задачі відшукання величини (11). 
Зрозуміло, що функція a  є опуклою та неперервною на 
   20,C S K XK . 
Нехай   задана на лінійному (дійсному або комплексному) про-
сторі Y опукла функція. 
Через  ,x y  будемо позначати похідну функції   в точці 
x Y  за напрямком y Y . 
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Теорема 4. Для довільного      20, ,g h C S K XK K  має місце рівність 
   
   
     * */ ;,0 , max max max Re max Reg g
a a s
a g hg x g s y a ss S f B
K K sign f x f y    
              
 
          max Re max Rex g s y h ss f x f y  
       
. (19) 
Доведення. Згідно з (9) для всіх      20, ,g h C S K XK K  
             *, , max max Re max Reg h s f S B x g s y h sK s f x f y   
     
 
           * *, ,, ,max maxf fs sg h g hs f S B s f S BK s l K      , 
де для   *,s f S B    
            , max Re max Refs g h x g s y h sK s f x f y        ,  
          , max Re max Refs g h x g s y h sl K f x f y   ,      20, ,g h C S K XK K . 
Відповідно до твердження 5 fs  та fsl  є лінійними неперервни-
ми на    20,C S K XK  функціоналами.  
З урахуванням зазначеного вище 
             *, ; ;0 , ,0, max fa sg h g h a g h as f S BK K K K K      . 
Зрозуміло, що для   *,s f S B   функції  
       , , ,0f fs sg h g h aK K K   ,      20, ,g h C S K XK K , 
є опуклими та неперервними на    20,C S K XK , причому, як випливає з 
теореми 3, відображення     * ,, fs g hs f S B K    є неперервним 
на *S B  у розумінні топології на *S B , яка є добутком топології 
компакта S  та топології на *B , індукованої на *B  слабко* топологі-
єю *X . Оскільки *B  є слабко* компактною множиною (див., напри-
клад, [13, с. 196]), то *S B  є компактом у описаній вище топології 
на *S B . Тоді згідно з теоремою 1 [14] для кожного 
     20, ,g h C S K XK K  будемо мати, що  
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             * ***
//
; ;,0 ,0
,
, max ,
g
a
f
a sg h g hg g
s f S B
K K K K
 
             
   
     * *
*
*
;,0 ,0
0, 0,
max lim
g
a
f f
s sg hg g
t ts f S B
K tK K
t
 
  
             
   
          * *
*
*
,0 ; ,0,0 ,0
0, 0,
max lim .
g
a
f f f
s s sa g h ag g
t ts f S B
K K t K K K
t
  
  
              
Маємо, що для     **, g
a
s f S B   
       * *,0 ,0,0 ,0 0fs a ag gK K K K        .  
Нехай     **, g
a
s f S B   і    * ,0,0 0fs agK K      . Тоді  
     */ ;,0 ,fs g hgK K       
          * *,0 ; ,0,0 ,0
0, 0
lim
f f f
s s sa g h ag g
t t
K K t K K K
t
  
 
               
          *; ;0 ;;0f f fs s sg h a g hgK sign K K K        . (20) 
Якщо ж для     **, g
a
s f S B      * ,0,0 0fs agK K      , то  
     */ ;,0 ,fs g hgK K       
          * *,0 ; ,0,0 ,0
0, 0
lim
f f f
s s sa g h ag g
t t
K K t K K K
t
  
 
                (21) 
         *; ;0 ;;0f f fs s sg h a g hgK sign K K K         .  
З (20), (21) випливає, що 
              * ***/ ; ;0 ;,0 ;0,, max g
a
f f
a s sg h a g hg g
s f S B
K K sign K K K 
 
            . (22) 
Оскільки для     **, gas f S B   
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       * *;0;0 ,f fs sag g aK K s l K              
та   0s  , то 
       * *;0;0 ,f fs sag g asign K K sign s l K                  
         * *; max Re max Refs g a x g s y a ssignl K sign f x f y  
           . 
Крім того,  
                 , , max Re max Ref fs sg h g h x g s y h sK s l K s f x f y          . 
З урахуванням цього, зауваження 1 та рівності (22) одержимо, що 
   
   
     * */ ;,0 , max max max Re max Reg g
a a s
a g hg x g s y a ss S f B
K K sign f x f y    
              
 
         max Re max Rex g s y h ss f x f y  
       
.  
Справедливість рівності (19) встановлено. 
Теорему доведено. 
Подання конуса внутрішніх напрямків для множини *gaC  з 
точки  * ,0gK . Згідно з [15, с. 12, 13] через  *,M y ,  * *,M y  бу-
демо позначати відповідно конус внутрішніх та граничних напрямків 
для множини M  лінійного нормованого простору Y  з точки *y Y .  
Теорема 5. Має місце рівність 
               
*
2*
*
0
,,0 ,
, : max Re max Rega g hg C S K X x g s y a s
C K K K sign f x f y
 
              
 
          
* *
max Re max Re 0, , .g ga ax g s y h s
f x f y s S f B s
 
           
 (23) 
Доведення. Маємо, що  
          * 2 *0, , ,0, :ga a ag h g h gC S K XC K K K K             і *gaC   . 
Оскільки функція a  є опуклою та неперервною на 
   20,C S K XK , та згідно з твердженням 6.9.1 [15, с. 352], теоремою 4 
та нерівністю   0s   для всіх s S  маємо, що  
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           
*
2* *
0
/
, ;,0 ,0,
, : , 0ga ag h g hg gC S K XC K K K K K
                 
 
             2 *0, , : max max max Re max Reg g
a a
g h C S K X x g s y a ss S f B
K K sign f x f y    
            
 
         max Re max Re 0x g s y h ss f x f y  
             
 
             2 *0, , : max Re max Reg h C S K X x g s y a sK K sign f x f y 
         
 
           
* *
max Re max Re 0, ,g ga ax g s y h s
s f x f y s S f B s
 
           
 
             2 *0, , : max Re max Reg h C S K X x g s y a sK K sign f x f y 
        
 
         
* *
max Re max Re 0, ,g ga ax g s y h s
f x f y s S f B s
 
           
. 
Співвідношення (23) доведено. 
Теорему доведено. 
Необхідні умови екстремальності елемента для задачі відшу-
кання величини (5). В цьому пункті встановлено необхідну умову 
того, що *g V  є екстремальним елементом для величини (5). 
Теорема 6. Нехай V  — довільна множина простору 
  0,C S K X . Для того щоб елемент *g V  був екстремальним для 
величини (5), необхідно, щоб для кожного    **, ,0,g h gK V K      іс-
нували елементи s S , *f B  такі, що  
                * * *, max , ,s Sg a s H g s a s s H g s a s      
          * *max max Re max Ref B x g s y a ss f x f y       (24) 
         *max Re max Rex g s y a ss f x f y    ,  
               *max Re max Re max Re max Re 0.x g s y a s x g s y h ssign f x f y f x f y   
          (25) 
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Доведення. Нехай *g  — екстремальний елемент для величини (5) . 
Тоді згідно з теоремою 2  * ,0gK є екстремальним елементом для величи-
ни (15) . Відповідно до теореми 1.4.1 [15, с. 22] має місце співвідношення  
   
*
* *
*
,0 ,0, ,
g
a Vg gC K K K
             . 
Звідси випливає, що для кожного    **, ,0,Vg h gK K K      має 
місце співвідношення:    
*
*, ,0,
g
ag h gK C K
    .  
З урахуванням теореми 5 робимо висновок, що існує *gas S , 
 *gaf B s , для яких виконується (25). Оскільки *gas S S  , 
 * *gaf B s B  ; то для s  та f  мають місце рівності (24). 
Теорему доведено. 
Достатня умова екстремальності елемента *g V  для задачі 
відшукання величини (5). 
Теорема 7. Нехай V  — довільна множина простору 
  0,C S K X , *g V . Якщо для кожного g V  існують елементи 
gs S , *gf B  такі, що мають місце співвідношення  
 
              
*
* *
,
max , ,g g gs S
g a
s H g s a s s H g s a s

 


  
 
          * *max max Re max Reg gg f B x g s y a ss f x f y       (26) 
         *max Re max Reg gg g gx g s y a ss f x f y    ,  
 
       
       
*
*
max Re max Re
max Re max Re 0,
g g
g g
g g
x g s y a s
g g
x g s y g s
sign f x f y
f x f y
 
 
     
      
 (27) 
то *g є екстремальним елементом для величини (5) 
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Доведення. Нехай g  — довільний елемент множини V . Згідно 
з умовою теореми існують елементи gs S , *gf B  такі, для яких 
мають місце співвідношення (26), (27). Тоді  
         *0 max Re max Reg gg g gx g s y a ss sign f x f y  
      
 
       *max Re max Reg gg gx g s y g sf x f y 
      
 
         *max Re max Reg gg g gx g s y a ss sign f x f y  
      
 
                 *max Re max Re max Re max Reg g g gg g g g gx g s y a s x g s y a sf x f y s f x f y   
        
           *max Re max Re ,g gg g gx g s y a ss f x f y g a       
           * *max max max Re max Re ,s S f B x g s y a ss f x f y g a            
   *, ,g a g a    . 
Звідки    *, ,g a g a    для всіх g V . Це й означає , що 
*g є екстремальним елементом для величини (5). 
Теорему доведено. 
Критерії екстремальності елемента *g V  для задачі відшу-
кання величини (5). 
Становлять інтерес множини, для яких умова теореми 7 є не ли-
ше достатньою, а й необхідною умовою екстремальності елемен-
та *g V  для величини (5). 
Означення 1 ([9, c. 1616]). Множину M  нормованого простору 
Y  будемо називати * -множиною відносно точки *y M , якщо 
 * * *,y y M y   для всіх y M  . 
Стосовно простору    20,C S K XK  це означення конкретизується 
таким чином. 
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Множину M  простору    20,C S K XK будемо називати * - мно-
жиною відносно  * *,g hK M , якщо  
       * * * * * **, , , ,,g h g h g h h g g hK K K M K          для всіх  ,g hK M . 
З урахуванням зазначеного вище введемо таке означення. 
Означення 2 [2, с. 46]. Множину V  простору   0,C S K X  бу-
демо називати * -множиною відносно *g V , якщо множина VK  є 
* -множиною простору    20,C S K XK відносно  * ,0gK , тобто, якщо 
       * * **,0 ,0 , ,0,Vg g g g gK K K K K        для всіх g V . 
Твердження 6 [2, с.46]. Будь-яка зіркова відносно *g V  
множина V  є * -множиною відносно *g . 
Твердження 7 [2,с.46]. Будь-яка опукла множина V  просто-
ру   0,C S K X  є * -множиною відносно будь-якого *g V . 
Прикладом опуклої множини V  простору   0,C S K X , елеме-
нти якої мають просту структуру, є множина сталих багатозначних 
опуклозначних відображень, тобто таких відображень 
  0,g C S K X , що    0gg s K K X   для всіх s S . 
З урахуванням цього та твердження 7 робимо висновок, що 
множина V  всіх сталих багатозначних опуклозначних відображень є 
* -множиною відносно будь-якого *g V . 
Теорема 8. Нехай   0,V C S K X , *g V  і V  є * -мно-
жиною відносно точки *g  (в тому числі зірковою відносно *g  або 
опуклою множиною). 
Для того щоб елемент *g  був екстремальним елементом для ве-
личини (5), необхідно і достатньо, щоб для кожного g V  існували 
елементи gs S , *gf B , для яких виконуються умови (26), (27). 
Доведення. Необхідність. Нехай *g V  є екстремальним еле-
ментом для величини (5). Оскільки V  є * -множиною відносно *g  
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(в тому числі зірковою відносно *g  або опуклою множиною), то 
   * **, ,0,Vg g gK K K      . 
Тоді згідно з теоремою 6 для будь-якого g V  існують елемен-
ти gs S , *gf B  такі, для яких виконуються умови (26), (27). 
Достатність умов теореми для екстремальності *g  встановлена 
у теоремі 7. 
Теорему доведено.  
Наслідок 1. Нехай V  підпростір   0,C S K X . Для того щоб 
елемент *g V  був екстремальним елементом для величини (5), не-
обхідно і достатньо, щоб для кожного g V  існували елементи 
gs S , *gf B , такі, що мають місце співвідношення (26), (27). 
Справедливість наслідку випливає з теореми 8, оскільки підпро-
стір є опуклою множиною. 
Наслідок 2. Нехай V  є множиною сталих відображень із 
  0,C S K X .  
Для того щоб елемент *g V був екстремальним елементом для ве-
личини (5), необхідно і достатньо, щоб для будь-якого g V  існували 
елементи gs S , *gf B , такі, що мають місце рівності (26), (27). 
Справедливість наслідку випливає з наслідку 1, оскільки множина 
сталих відображень із   0,C S K X  є підпростором   0,C S K X . 
Висновки. Для задачі найкращої у розумінні зваженої хаусдор-
фової відстані рівномірної апроксимації фіксованого відображення з 
множини неперервних відображень з компактними опуклими образа-
ми підмножиною цієї множини встановлено необхідні, достатні умо-
ви і критерії екстремального елемента. 
Отримано низку результатів, які становлять і самостійний інтерес. 
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for the problem of the best at sense of the weighting Hausdorf’s distance of uni-
form approximation of fixed map from set of continuous maps with compact 
convex images by subset of this set are proved in the article.  
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ИССЛЕДОВАНИЕ ОСОБЫХ УПРАВЛЕНИЙ  
В ПРОЦЕССАХ, ОПИСЫВАЕМЫХ ГИБРИДНЫМИ 
СИСТЕМАМИ ТИПА РОССЕРА 
Рассматривается задача оптимального управления гибрид-
ными системами типа Россера. Установлен аналог условия 
максимума Понтрягина. Отдельно изучен случай особых 
управлений. 
Ключевые слова: гибридная система, система типа Рос-
сера, принцип максимума Понтрягина, особые, в смысле прин-
ципа максимума Понтрягина, управления. 
Введение. К настоящему времени исходя из теоретических и прак-
тических требований исследованы ряд задач оптимального управления, 
описываемые разностными аналогами обыкновенных дифференциаль-
ных уравнений и уравнений математической физики. Среди задач опти-
мального управления особое место занимает задача оптимального 
управления, описываемая совокупностью систем разностных и диффе-
ренциальных уравнений типа Россера 1–3. Такие системы называются 
непрерывно-дискретными или же гибридными системами типа Россера. 
Предлагаемая работа посвящена постановке и исследованию од-
ной задачи оптимального управления, описываемой гибридной сис-
темой типа Россера. Сначала доказано необходимое условие опти-
мальности первого порядка в форме дискретного условия максимума 
Понтрягина 4–6, а затем рассмотрен случай вырождения дискретно-
го условия максимума (особый случай) 5–10. Установлено необхо-
димое условие оптимальности особых, в смысле принципа максиму-
ма Понтрягина, управлений. 
Постановка задачи. Рассмотрим задачу о минимуме функционала 
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