Abstract Data analysis and regional atmospheric model (RAM) experiments revealed key factors in the control of wintertime cyclone passage routes from Northeast Asia to the western North Pacific. The cyclone routes were independent of the global flow pattern in the interannual variability, while cyclone growth closely agreed with linear baroclinic theory. The RAM experiments with a different lateral boundary condition composed of a combination of monthly mean and transient components also showed that the upstream eddies are important for the track route, but the background states are not. Additionally, the RAM experiments showed that the mean flow controlled the growth rate of cyclones.
Introduction
Storm tracks are the zones where extratropical cyclones are generated, developed and matured, and are located in the North Pacific and North Atlantic, where a strong westerly wind blows in the troposphere (Blackmon 1976; Wallace et al. 1988) . Trenberth (1991) discovered storm tracks stretching from the Southern Atlantic to the mid-latitude Indian Ocean. Storm track activity is estimated as the sum of intensity of an individual eddy, which is equal to the average storm intensity multiplied by the average storm frequency. Storm activity has traditionally been estimated by using Eulerian measures such as geopotential variance, meridional heat transport, and eddy kinetic energy. Traditional Eulerian estimates of storm activity cannot properly separate intensity from frequency, but modern automated Lagrangian tracking techniques are able to evaluate them separately if various semi-objective parameters are correctly tuned Hodges 2002, 2005; Murray and Simmonds 1991; Sinclair 1994) . Recently, a neighbor enclosed area tracking (NEAT) algorithm developed by Inatsu (2009) evaluated the likely locations of merger and splitting events 1 for extratropical cyclones. All methods suggest that extratropical cyclones tend to develop, sometimes very rapidly, upstream of the storm track centers of the central North Pacific, the central North Atlantic, and the Indian Ocean. Indeed, many rapidly developing cyclones, known as bomb cyclones in Japanese synoptic weather charts (Sanders and Gyakum 1980; Yoshida and Asuma 2004; Yoshiike and Kawamura 2009) , are found in these locations and on the east coast of North America, especially in the late autumn and early spring. The stages of cyclones development can be explained by linear baroclinic theory; infinitesimally small eddies develop exponentially under strong vertical wind shear (Charney 1947; Eady 1949) , while the mature stage of cyclones is thought to play a significant role in their interaction with the time mean flow through barotropic energy conversion (Hoskins et al. 1983; James 1987) . Assuming that the Eurasian Continent destroys synoptic-scale cyclones and that the eddies are too small to interact with the time mean flow downstream of East Asia, the cyclone tracks should follow the linear baroclinic theory in the western North Pacific and contribute to the nonlinear interaction with the time mean flow in the eastern North Pacific. Because the transient eddies can pass over the Rockies and they flow with finiteamplitude disturbances in the western North Atlantic, nonlinear interaction between time mean flow and eddies can be found anywhere in the North Atlantic.
Eulerian predictions of storm tracks explain the wintertime storm activity in the North Pacific in terms of its relationship with the time mean state (Wallace et al. 1988 ). In the cold season, Japan is located between the Siberian high in the west and the Aleutian low in the east. This state holds in midwinter and is often found in early and late winter, anti-correlated with seasonal variations in the storm track activity in the western North Pacific (Nakamura 1992) . Moreover, Nakamura et al. (2002) suggested that the intensity of storm activity is weak during winters with a strong Aleutian low pressure, and strong when the Aleutian low pressure is weak. This seasonal and interannual variability of storm activity has been comprehensively studied, and is well understood (Nakamura et al. 2004) .
However, storm track frequency is not yet well understood. Hoskins and Hodges (2002) have constructed a global map of cyclone frequency by using their sophisticated tracking algorithm. In East Asia, two preferred routes toward the western North Pacific were observed (Adachi and Kimura 2007) , and Takayabu (1991) and Inatsu (2009) discovered two preferred routes that merge to the east of Japan. The semi-subjective weather chart analysis performed by Kusaka and Kitahata (2009) also supports the analysis finding that there are two preferred routes of cyclone passage over Japan. This study showed one route through Northeast China, the Sea of Japan, and the ocean to the northeast of Japan, and a second route through Taiwan, the southern coast of Japan, and the ocean to the southeast of Japan. Cyclones following the first route are referred to as Sea of Japan cyclones and cyclones following the second route are called Nangan cyclones. Although these routes have been recognized by many Japanese synopticians (Takano 2002) , the interannual variability of the route has not yet been documented with an objective statistical analysis.
The purpose of this study is to investigate whether or not the cyclone frequency depends upon the time mean flow in the area where the cyclone develops. There are two types of eddy that can develop into cyclones. The first type is a spontaneously generated eddy with small amplitude that can rapidly develop under the vertical wind shear. This is classic linear baroclinic eddy development, which has been thoroughly studied using lifecycle experiments with a numerical model (e.g. Thorncroft et al. 1993) . The second type of eddy has finite amplitude and enters the focusing area before being advected toward the western North Pacific while it slowly grows. This type of eddy is not well documented or understood. We will assess which types of eddies are more important for preferred cyclone routes in East Asia, using two methods. The dominant statistical modes of the interannual variability of the cyclone routes will be documented using a Lagrangian tracking algorithm. The coherent structure, if any, between planetary-scale flow and local cyclone routes may indicate the importance of the background state. We will also perform regional atmospheric model (RAM) experiments to directly solve the problem; a new method is used in this paper to evaluate the importance of upstream eddies using RAM experiments. This allows us to construct a variety of physically consistent upstream eddies in a particular region in order to investigate the effect of upstream eddies on the preferred cyclone route and whether the route is controlled by the linear baroclinic theory. The paper is organized as follows: Sect. 2 contains data and model experiments and the tracking method, Sect. 3 details the data analysis, Sect. 4 contains numerical experiments with a new approach to boundary conditions (BCs), and Sect. 5 is the discussion and conclusion.
Methodology

Reanalysis data
The data used in Sect. 3 is the Japanese Reanalysis Data, JRA25/JCDAS, from 1979 to 2008 (Onogi et al. 2007 ). The data was archived at 6 hourly intervals on a 1.25°9 1.25°horizontal grid. The meridional wind was set at 850 hPa, the zonal wind at 300 hPa, and the geopotential height at 500 hPa in the Northern Hemisphere for the winter months of December, January, and February (DJF) for the data analysis. A band-pass filter with a cutoff period of 2 and 8 days was taken for the 850 hPa meridional wind for the preprocessing of the tracking. The JRA25/JCDAS data were also used as initial and boundary conditions in the model experiments in Sect. 4.
Regional atmospheric model and experiment design
The RAM used in Sect. 4 is the Japan Meteorological Agency (JMA)/Meteorological Research Institute (MRI) nonhydrostatic model (NHM), which calculates the atmosphere in a limited domain. The model has a horizontal mesh size of 50 km, 38 vertical levels and uses terrainfollowing coordinates. The prognostic variables of the RAM are the three-dimensional wind vectors, the potential temperature, and the densities of dry air, water vapor, cloud water, cloud ice, snow, and graupel. The RAM also has state of the art physical packages such as cloud microphysics parameterization, radiative transfer, turbulent mixing, boundary layer processes, and surface flux estimations. The Kain-Fritsch convective parameterization scheme (Kain and Fritsch 1993) is widely used for NHMs with mesh size greater than 10 km, which corrects the amount of precipitation. This version of the JMA/MRI NHM has previously been published by Saito et al. (2006) . The RAM experiments were performed on the nested area from East Asia to the western North Pacific, approximately covering the area 100°E-180°longitude and 15°N-55°N latitude. The western boundary of the model domain is the contact line from the effect of the upstream eddies to the cyclone passage route around Japan. The entrance of the cyclone development area under the westerly jet core is 100°E longitude, while the center of the storm track activity and the area where many cyclones reach their mature stage is at 180°longitude. Because the Nangan cyclone passage route starts around Taiwan at 22°N, the southern boundary was set far enough away from the cyclone generation area. The RAM was integrated from 15 November to 9 March of the following year in all the wintertime simulation experiments.
The new method used in the experiments is the creation of many semi-artificial lateral BCs that are not entirely physically consistent with the reanalysis dataset. The 30 day mean h i ð Þ is divided by its deviation ( 0 ) for variables used in the RAM, such as zonal and meridional winds, temperature, geopotential height, and specific humidity, and is written as follows:
for any variable of Q throughout the integrating period, where the subscript a denotes a corresponding DJF. The arbitrary combinations of the mean and its deviation are such that
where subscript a is not generally equal to subscript b. The JRA25/JCDAS reanalysis dataset including 29 DJFs was used, so that a maximum of 29 9 29 semi artificial BCs could be created for a RAM experiment. The RAM experiments were performed for 12 BCs using 4 DJFs: 1989 DJFs: /1990 DJFs: , 2007 DJFs: /2008 DJFs: , 1987 DJFs: /1988 DJFs: , and 1983 DJFs: /1984 (Table 1) .
Cyclone tracking methods
The NEAT algorithm tracking method is used in this study (Inatsu 2009 ). The traditional point-to-point tracking method is based on finding local minimum points and then connecting adjacent feature points temporally with semiobjective parameters and with plural variables, such as sealevel pressure and relative vorticity. However, the new area-to-area tracking method is based on tracking tempospatially neighboring areas in which the band-pass-filtered meridional wind at 850 hPa (Vh850) is larger than 10 m s -1 , when they overlap the adjacent time frame. The track density, defined as the line density along cyclone passages, is a widely used measure of the number of tracks. However, if the track density were defined without any weighting for the track line length, it would overemphasize shorter line tracks. We therefore define the unit for the line length weighted track density as L -1 T -1 , where L is the average track line length and T is the time period.
Data analysis
To begin with, the climatological storm activity in the data analysis is described. Figure 1a shows the DJF mean variance of Vh850, which is a conventional measure of lower tropospheric storm activity around Japan. This measure, which includes information on the frequency and intensity of cyclones and anticyclones, indicates that the Pacific storm track starts at the focusing region. The regional maxima of the scattering variance along the Sea of Japan and Nangan routes occur at the Liaodong Peninsula, the Far East of Russia, and the southern coast of Japan. Another measure of track density (Fig. 1b) , the cyclone frequency, shows a similar horizontal distribution but highlights smaller features. The large track density that extends toward the east of Japan is concentrated in the center of the track lines compared with the variance of the meridional wind. Moreover, a high-density track line is observed from Mongolia to Northern Japan, which is the same as the Sea of Japan route mentioned in the introduction. While the track density indicates the Nangan route, it reaches a regional minimum in Western Japan. Since the track density captures the small scale features of the track lines rather than the variance of Vh850, the track density was used as the measure for cyclone frequency. 2008, 1983/1984, 1989/1990, and 1987/1988 , respectively 2008, 1983/1984, 2002/2003, and 1994/1995 , and b the composite for negative years of 1989/1990, 1987/1988, 1986/1987, and 1984/1985 . The contour interval is 0.5 L -1 (3 month)
, with [95% statistically significant areas shaded Figure 2 shows the statistics for the primary mode of interannual variability in the DJF cyclone tracks, using an empirical orthogonal function (EOF) analysis. The spatial pattern (Fig. 2a) shows a north-south seesaw distribution of tracks, which changes between greater numbers of Nangan cyclones and Sea of Japan cyclones. The mode also involves a larger modulation in the Sea of Japan cyclones. The first EOF mode contributes 29.3% to the total variance, while the second mode contributes 12.4% (not shown); Fig. 2b shows the normalized time series of the first mode. Although the first EOF mode shows a trend of 0.02 year -1 , it is not statistically significant, and may be related to the recent increase in Nangan cyclones, which is possibly related to the global warming signal in the Pacific storm track (Inatsu and Kimoto 2005; Nishii et al. 2009; Yin 2005 ). The largest negative DJFs are in 1989/1990, 1987/1988, 1986/1987, and 1984/1985 , while the largest positive DJFs are in 2007/2008, 1983/1984, 2002/2003, and 1994/1995 . Four winters for the positive or negative DJFs are more than one standard deviation of the first principal component (PC). These positive and negative DJFs are hereafter called the Nangan positive and Nangan negative DJFs, respectively. The composite maps of the track density for the Nangan positive and the Nangan negative DJFs (Fig. 3) show a clear difference in the storm passage routes. In the Nangan positive DJFs there are more than 6 tracks for each DJF along the south coast of Japan (Fig. 3a) , but no significant signals on the Sea of Japan route. In contrast, in the Nangan negative DJFs (Fig. 3b) , there are more than 10 tracks for each DJF from Mongolia to Northern Japan with no significant signals on the Nangan route.
The relationship between the preferred cyclone routes and the global anomaly pattern was then investigated in order to clarify whether the preferred routes around Japan are controlled by the global background state, particularly the jet stream intensity. The composite maps of the 300 hPa zonal wind and the 500 hPa geopotential height . Shading denotes a statistical significance above 95% M. Inatsu, K. Terakura: Wintertime extratropical cyclone frequency around Japan 2311 (Fig. 4a, b) show little difference between the Nangan positive and negative DJFs. However, the regression of the global geopotential height onto the first EOF mode of the cyclone tracking variability (Fig. 4c) shows few signals with a statistical significant level of 5%, except for a low pressure anomaly in the upstream of the focusing area. This anomaly is related to a slight northward shift of the upper tropospheric jet, when the 300 hPa zonal wind is regressed onto the first mode (Fig. 4d) . The composite and regression analyses in Fig. 4 indicate that the preferred passages of storms around Japan are almost independent of the global pattern, which is consistent with the application of linear baroclinic theory to the growth of transient eddies, but not always to cyclone routes.
Experimental results
Ensemble means
Following the data analysis in Sect. 3, we now focus on two Nangan positive DJFs of 2007/2008 and 1983/1984 and two Nangan negative DJFs of 1989 DJFs of /1990 DJFs of and 1987 DJFs of /1988 (see the data analysis in Sect. 3 or Fig. 2b for the selection of DJFs. . There are 16 possible combinations, although 12 experiments were performed with different BCs. The nomenclature is the combination of a prefix denoting the mean component and a suffix denoting the transient component of the BCs. P, p, N, and n refer to the DJFs of 2007/2008, 1983/1984, 1989/1990, and 1987/1988, respectively (Table 1) There are two ways to effectively make an ensemble mean. The first way uses a single sign of the mean or transient component in the combinations to make an ensemble mean of PP, PN, Pp, and Pn; NP, NN, Np, and Nn; PP, NP, pP, and nP; and PN, NN, pN, and nN. These are referred to as the P*-, N*-, *P-, and *N-ensemble means. The second way uses combinations of signs to Figure 5 shows the P*-, N*-, *P-, and *N-ensemble means of the track density using the simulated results. The *P-ensemble mean (Fig. 5c ) strengthens the Nangan routes, while the *N-ensemble mean (Fig. 5d) shows a two-track density maxima on the Continent and in the east of Japan. The P*-and N*-ensemble means (Fig. 5a, b) show a separation of the track density maxima in the Continent and the east of Japan; they give fewer tracks than the *N-ensemble means. The results suggest that the route of the storms does not depend on whether the mean flow component of the BCs was a positive or a negative Nangan DJF, but that it does depend on the transient component of the BCs. Figure 6 shows the PP-, PN-, NP-, and NN-ensemble means of the track density. The PP-and NN-ensemble means should be regarded as a realistic simulation of the Nangan positive and negative DJFs, respectively. The RAM can simulate the features of the cyclone route, showing the Nangan route for the positive DJFs (Fig. 6a) and the Sea of Japan route for the negative DJFs (Fig. 6d) , with the model overwhelming the local track density minimum in Western Japan. The comparison between the PN-and NP-ensemble means shows that, while the combination of the mean positive and transient negative case leads to the Sea of Japan route (Fig. 6b) , the combination of the mean negative and the transient positive results in the Nangan route (Fig. 6c) . These ensemble means strongly support the idea that the cyclone routes around Japan are controlled by the transient eddies that approach the focusing region, and is independent of the basic state. Figure 7 shows the average growth rate of the tracked cyclones, which was estimated by the increase in the rate of the enclosed areas when the NEAT algorithm was applied (cf. Inatsu 2009). This measure, which only applies to the growth of the cyclone, shows that, although the average growth rate is less than 1 day -1 around Japan under the basic state of the Nangan negative DJFs (Fig. 7c) , it is around 2 day -1 from East Asia to Japan under the basic state of the Nangan positive DJFs (Fig. 7a, b) . This result is the same whether the transient component is a negative or a positive Nangan DJF. This is consistent with previous studies (Inatsu et al. 2003; Xie et al. 2002) , and indicates a close relationship between the growth rate of the cyclone intensity and the background state, as predicted by linear baroclinic theory.
Sensitivity tests
In order to check how robust the results of RAM experiments were, two typical experiments for PN and NP were used (Fig. 8) , both of which are a combination of the mean state and transient eddy components with opposite signs. Although the track density statistics are unstable unless an ensemble mean is taken, the PN and NP experiments give typical structures which highlight the Sea of Japan or Nangan cyclones as their respective ensemble means. These two experiments are therefore used as a reference of some experiments for a sensitivity test. The standard period of 30 days was used for calculating the quotient of the mean and transient components. Typical high-frequency eddies, such as extratropical cyclones, have a period of 2-8 days, therefore the boundary of mean and transient components were changed from 30 days to 10 days. For the 110°E-150°E domain and the 20°N-60°N domain in the 1989/1990 DJF, the quotient for 10-30 day Z500 fluctuation is the same as that for the [30 day fluctuation. Figure 9 shows the track density in the PN and NP experiments with the standard period changed to 10 days. No significant differences were observed compared with the PN and NP experiments with the standard period, although the PN experiment showed fewer tracks in the northeast of Japan. The result indicates that the division period does not greatly affect the result.
The transient eddies from the upstream were divided by those from the bottom surface, and the resulting values are given as the RAM BCs.
2 If the transient eddy component from the western boundary was zero, most of the tracks vanished in the PN and NP experiments (Fig. 10) . In contrast, if the transient eddy component from the bottom boundary was zero, the tracks decreased slightly compared with the standard experiments (Figs. 8, 11 ). These sensitivity tests highlight the importance of the upstream eddies to the cyclone routes around Japan. 
Conclusion and discussion
We have investigated the factors that control cyclone passage routes around Japan during the winter, using data analysis and RAM experiments. Data analysis revealed that the interannual variability of the cyclone routes was not related to the seasonal hemispheric flow in the troposphere with a small signal upstream of the focusing area. The RAM experiments, in which the BC was a combination of the monthly mean field for one year and the transient eddy field for another year, showed that the cyclone passage routes were highly sensitive to the transient eddies travelling from the western boundary of the calculated domain but less sensitive to the mean flow field. Both data analysis and RAM experiments suggested that the cyclone passage route around Japan was largely independent of the mean flow. Additional analysis showed that the mean flow field played an important role in the growth rate of cyclones around Japan, consistent with linear baroclinic instability theory.
Ensemble forecasting uses different initial conditions and predicts probable forecasts with its forecasting spreads by summing up the different members. Ensemble experimental techniques can be applied to hindcast experiments, where the effect of various BCs can be investigated. Similarly, the new method for boundary ensemble experiments proposed in this paper can be categorized as an ensemble experiment. However, the fabricated BCs as ensemble members are useful because the atmosphere in the RAM depends on the BCs; changing the initial conditions in the RAM for ensemble experiments was not effective. Our method therefore enables us to perform semi-realistic experiments and hindcast experiments. Mesoscale meteorology has revealed the detailed structure of cold and warm fronts and then successfully simulated them. Using boundary ensemble simulations may allow the climatological characteristics of cold and warm fronts to be recreated. Also, the growth rate of baroclinic eddies is likely to be influenced by the sharp ocean front in the Kuroshio current and its extension (Xie et al. 2002) . Minobe et al. (2008 Minobe et al. ( , 2010 and Taguchi et al. (2009) have recently discovered a close relationship between eddy activity and ocean fronts. Woollings et al. (2010) argued that the temporal resolution of prescribed sea surface temperatures is important. Ensemble experiments could be performed with different sea surface temperature distributions as a surface BC for the RAM. The experiments would reveal the impact of the sea surface temperature on the growth rate of eddies above. This study is potentially a milestone in extending mesoscale meteorology to a climatological description of atmospheric and ocean phenomena on a horizontal scale of tens of kilometers. Although we focus on the boundary ensemble experiments in this paper, there are problems in the practical application of this approach. Because there is no separation of time mean field and transient eddy components in the atmosphere, a transient eddy under one mean flow state can move and develop in a different manner to the same transient eddy under another state. The combination of the mean flow in a year and the transient eddy component in a different year is therefore not entirely realistic. Even if the RAM estimate had no bias for the atmospheric simulation in the nesting area, it is possible that using the fabricated BCs with RAMs that use data from a different year, the RAM climate could be unrealistic. It would therefore be interesting to run the boundary ensemble simulations with different RAM systems, such as spectral nudging (Kanamaru and Kanamitsu 2007; Kida et al. 1991) or anomalous nesting (Misra and Kanamitsu 2004) in order to test the new idea proposed in this paper.
