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ABSTRACT 
In a recent paper of Lewandowski and Liu a scheduling problem for a satellite- 
switched time-division multiple-access scheme is discussed. It consists in covering a 
traffic matrix T by a defined set of (O,l) matrices. We show that the existence of 
optimal schedules is a consequence of known results on polyhedral decomposition. 
Furthermore a simple decomposition procedure is outlined for constructing schedules 
having special types of switching matrices. 
1. INTRODUCTION 
Satellite communication systems have generated a lot of combinatorial 
problems (see [l-3]). W e s a consider here the SS/TDMA scheme (satel- h 11 
lite-switched time-division multiple access) discussed in [l] and [5]. 
Earth stations have different amounts of information to be transmitted to 
other earth stations. Let n be the number of up-link and down-link beams. 
An on-board switch connection which specifies the interconnections of 
up-link beams to down-link beams via transponders is called a switching 
mode. 
Let tij be the amount of information which is to be routed from the 
up-link beam i to the down-link beam j; tij is the amount of traffic from i to 
j. The n X n matrix T = (tij) is the trafic matrix. A particular choice of 
traffic matrix is called a TDMA frame. To satisfy the traffic demand, each 
TDMA frame is divided into a number of time slots; in each one of those a 
different switching mode is used. Each switching mode is specified by an 
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n X n (0,l) matrix with required properties. The problem consists in finding 
a collection of switching modes Z,, . . ., 2, and transmission times ci,. . , c, 
such that 
T’= clz, + . . . + CJ, > T, (1.1) 
c,+ . . . + c, is minimum. (I.21 
Here T’> T means that for every entry (i,j) we have tii > tij. Equation 
(1.1) means that if for each p we use switching mode Z,) during cp time 
units we shall have enough time to send the required amount tij of traffic 
from i to j. 
In [5] the authors mention the case where each Z,, is restricted to have 
exactly [or at most] k ones in each row and in each column. Following the 
notation of [5], Z,) must be in U(k) [or in V(k)]. 
In [5] t h ‘q a ec m ue which starts with a kind of regularization process is 
described for solving (1.1) and (1.2) h w en Zj E U(k). We shall describe a 
direct and simple construction of optimal schedules when Zi E V(k). Our 
construction can be applied to cases where we have more general require- 
ments on the switching modes Z,]. 
Some basic properties of doubly stochastic matrices and their decomposi- 
tions are given in [l, 21. 
2. BASIC PROPERTIES 
Consider a polyhedron P = P(A, b) = (x 1 Ax Q b, x 2 01. Following [7], 
we say that P has the real decomposition property (RDP) if for any real 
x > 0 and for any vector t E xP there exist positive numbers ci,. . .,c,. and 
integral vectors z’, . . . , zr in P such that 
t = qzl + . . . + crzr, (2.1) 
x=c,+ ... +c,. (2.2) 
Here t E XP means that (l/x)t E P. The following extension of the 
Birkhoff-von Neumann theorem was given with a proof in [7]. 
PROPOSITION 2.1. P(A, b) has the RDP i;fand only if P(A, b) is integral. 
We recall the definition of an integral polyhedron: P is integral if every 
face (including the faces of dimension zero) contains an integral vector. 
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An immediate corollary of Proposition 2.1 is: 
COFXXLARY 2.2 [7]. Let A be an m X n totally unimodular matrix, x a 
positive real number, and t E Ri; Then there exists an integer r, coefficients 
c,,. .,c, > 0, and z’,..., zr E Z: satisfying 
t = CIZ1 + . . . + c,zr, r=c,+ ... fc,, 
The following result of [5] ‘. IS an easy consequence of Corollary 2.2: A 
matrix T with nonnegative entries has a decomposition 
T = c,Z, + . . . + c,Z,, x=c,i- ... fc,, 
where ci > 0, Zj E U(k) for each i, if and only if 
tij < x for all i, j, 
c t i,i = kx for each row i; 
i 
c t i,i = kr for each column j 
(2.3) 
(2.4) 
(2.5) 
A simple proof of this is given in [2]. 
REMAHK 2.1. The formulation in [5] deals in fact with the case where 
c,+ . . . + c, = 1 (convex combination of matrices Z,); the condition should 
then be obtained by setting .r = 1. 
The necessity of the conditions (2.3)-(2.5) is obvious. The sufficiency is 
obtained by writing T as a vector t in R”‘. The matrix A is obtained by 
writing an n2 X n2 identity ma trix 1 and under it a 2n X n2 transportation 
matrix. So for any n X n matrix V written as a vector v, the system 
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a < Av < b expresses 
Ujj < oi, < bij for all i,j, 
aj < C vii < bj for each j, 
i 
(I; < c uii < r,l for each i. 
Such a matrix A is totally unimodular, and the polyhedron {v la < Av < b, 
v > 0) is integral if a and b are integral. Clearly, if aj = bj = kx for all j, 
ai = b/ = kx for all i, and aij = 0, bij = x for all i, j, then each zi in the 
decomposition of Corollary 2.2 will correspond to a matrix Zi in U(k). In 
such a case the decomposition (2.0, (2.2) can easily be performed by using 
network flow techniques (see [6] for instance). 
An integral version of Corollary 2.2 and of the decomposition in [5] is 
given in [S]: if x is integral, a decomposition of T exists where all ci’s are 
integral. 
Now, going back to the case where x is real, it follows from the above 
remarks that the minimum value x for which a decomposition 
T’= C]Z, + . . . + c,z, >, T, 
x=cl”’ +c,, 
ci real for each i , 
Zi E V(k) for each i 
can be found is given by 
(2.6) 
3. A DECOMPOSITION PROCEDURE 
In [S] a procedure is given for expanding a traffic matrix T into a matrix 
T’ satisfying (2.3)-(2.5) with the smallest possible value of X. Such a 
procedure may give an x with value larger than (2.6). 
Our purpose is to show how a decomposition can be found when 
Zi E V(k). We will show that for a value x as computed in (2.6) such a 
decomposition can always be found. 
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REMARK 3.1. In fact, in the SS/TDMA application what is really 
needed is the smallest possible value of x as well as the decomposition (l.l), 
(1.2). The matrix T’a T itself may not be important. Having a switching 
mode in V(k) is preferable to having one in U(k) if this avoids an increase 
in x. 
Given a traffic matrix T, we compute x according to (2.6); at each step 
we define a network N(x) as follows: its nodes are a, b, r,, . . . , r,, k ,, . . , k,; 
its arcs (u, w) with their lower bounds Z(u, v) and capacities c(u, ul are given 
in Table 1. 
The algorithm runs as follows: 
t=1 
While T # 0 repeat 
begin 
construct N( x 1 
compute a feasible integral flow f, in N(r) [it corresponds to a (0, 1) matrix 
Z in V(k) obtained by setting zij = f<ri, kj) for all i,jl 
Let 
u1 = min{ti,ilf(ri,kj) = l), 
Z&z = 
mm{ ~_-~z~~~i:$zij<k], 
03 if Cj.zij = k for all i, 
ug= -in{ r:.fz:; Ii: Fzij<k), 
i cc if c.zij = k for all j. 
Let 
c, = min{u,,u,,u,}, 
x:=x-ccl, z, = Z, 
T := T - ctZ,, t := t +1 
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TABLE 1 
‘rHE NETWORK N(X) 
(u,u> I(u, 2;) c(u, u> 
(ri, k,) [4,/x] [ti.,/xl 
Oci, b) ICtij/xl 
I 
This construction will give a decomposition 
T = clz, + . . . + c,z, 
for some finite r with cr + . . . + c, = x. Each Z, is a (0,l) matrix in V(k). A 
general proof can be found in [6, 71. 
Suppose now that we consider matrices Z such that 
ui < c zij < bi for each i, (3.1) 
Cj< &ijrdj for each j, (3.2) 
zij E (0.1) for all i,j. (3.3) 
Let V(a, b, c, d) be the class of n X n matrices satisfying (3.1)-(3.3). Clearly 
a decomposition 
T = clz, = + . . . + c,z,, 
x=c,+ .*. +c. , 1 
Z, inV(a,b,c,d) foreach t 
(3.4) 
may not always exist; conditions for its existence could be derived by using 
network flow techniques as in [5]. We can however state the following 
consequence of Corollary 2.2. 
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PROPOSITION 3.1. For a matrix T with nonnegative entries, a decomposi- 
tion (3.4 exists gand only zy 
ai.x,< Ctij<bix for all i , 
.i 
c.~.x < C tii < djx for allj, (3.52) 
tii < x jioralli,j. 
As before, finding a matrix T’> T for which (3.5) holds with the smallest 
x as possible is a problem which reduces to a sequence of compatible flow 
problems; notice that such an x may not always exist. In case such an x can 
he found, to obtain a matrix satisfying (3.5) the decomposition procedure 
giving the values ci,. . . , c, and the matrices Z,, . . . , Z, follows the technique 
described above. The only change is in the computation of cI; we have to 
compute 
I 
cc, if C zij = bi for all i , 
.i 
I c cc if zij = d.i for all j, 
I I aif Czii=a, forall i, j 
I cc if CZ, = cj for all j, I 
c, = min(u,,u,,u,,u,,+J. 
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The following special case is interesting: We want a decomposition of T 
into (0,l) matrices Z such that for some positive x each row i satisfies 
and each column j satisfies 
We may assume that once the ui, hi,ci, d i are computed, we take the 
smallest possible x which gives these vahres. Let W(x) be the set of (0,l) 
matrices Z satisfying (3.6) and (3.7). For any two matrices in W(x) the 
numbers of ones in row i (or in column j) differ by at most one. This will 
give schedules which are balanced in the following sense: during all trans- 
mission periods, any up-link (down-link) beam is connected to almost the 
same number of down-link (up-link) beams. 
= bi (3.6) 
= cli. (3.7) 
This can be formulated as follows: 
COROLLARY 3.2. Let T be a trclffic matrix, and let a, b,c,d be defined by 
(3.6) and (3.7) f or u @en x. A decomposition of T into matrices Z, E W(x) 
exists if and only if tij < x for all i, j. 
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