Abstract. By using a generating function approach it is shown that certain functionals of digitial expansion (related to speci c nite linear recurrences), e.g. the number of speci c digital patterns, satisfy a central limit theorem. We provide asymptotic expansions for mean value and variance and prove a global and a local limit law.
Introduction
Let G = (G j ) j 0 be a strictly increasing sequence of integers with G 0 = 1. Then every non-negative integer n has a (unique) proper G-ary digital expansion n = This means that we consider a weighted sum over all subsequent digital patterns of length L + 1 of the digital expansion of n. For example, for L = 0 and F( ) = we just obtain the sum-of-digits function, or if L = 1 and F( ; ) = 1 ? ; ( x;y denoting the Kronecker delta) then s F (n) is just counting the number of times that a digit is di erent from the preceding one etc. The aim of this paper is to get an insight into the distribution of s F (n). It is convenient to consider a related sequence of random variables X N , N 1, de ned by The main purpose of this paper is to prove asymptotic normality (of the distribution of X N ) by the use of generating functions, where it is also possible to derive a local limit law if F attains only integer values. The analytic methods are adapted from 6], 3], and 4].
It should be noted that special cases of these problems, especially the sum-of-digits function (see 3] for a list of references), have been discussed in the literature quite frequently, e.g. by Kirschenhofer 9] , by Cateland 2] , by Tenenbaum 12] , and by Barat, Tichy, and Tijdeman 1].
2. Results In the present paper we will deal with basis sequences G = (G j ) j 0 which satisfy speci c linear recurrences.
2.1. q-Ary Expansions. This is the classical case G j = q j (with q > 1 an integer). Here the digits j are bounded by 0 j < q and all digital patterns acutally occur. Note that the sequence G j = q j satis es the recurrence G j = qG j?1 .
2.2. Finite Recurrences. Generalizing q-ary expansions we consider the following situation:
There exist non-negative integers a 1 a 2 a r > 0 such that
for j < r and
It is well known that the characterictic polynomial
is irreducible and that there is a unique root of maximal modulus which is real and positive and all other roots have modulus < 1, i.e. is a Pisot number (compare with 7]). Obviously we have
for some constant C > 0. Furthermore, a sequence of non-negative integers j , j 0, constitutes the digital expansions of n = X j 0 j G j ;
i.e. j (n) = j , j 0, if and only if j = 0 for all but nitely many j and if ( k ; k?1 ; : : : ; k?r+1 ) < (a 1 ; a 2 ; : : : ; a r ) for all k 0; where \<" denotes the lexicographic order. ( j = 0 for j < 0.)
As already mentioned, the usual q-ary case G j = q j is contained in this concept with r = 1 and a 1 = q. Here = q.
2.3. Asymptotic Properties. First we state a theorem concerning expected value and variance of X N (de ned) in (1.1).
Theorem 2.1. Suppose that G = (G j ) j 0 satis es a linear recurrence of the above type and let a function F be as above. Let (z) be the analytic function (in a su ciently small (complex) neighbourhood of z = 1) which is de ned by the maximal solution of the equation G(t; z) = det(tI ? A(z)) = 0 (see Lemma 3.3 and (4.1) In section 3 show some preliminary facts about the q-ary case in every detail. In section 4 we indicate which changes have to be made for nite recurrences of the above type. In section 5 we prove Theorem 2.1, i.e. the asymptotic expansion for mean value and variance. Finally, sections 6 and 7 are devoted to the global and local limit laws of Theorem 2.2. In order to obtain recurrent relations for these functions we need the following notation. In what follows we will need the eigenvalues of A(1). Lemma 3.2. The eigenvalues of A(1) are q (which is simple) and 0. Proof. Since a B j (1) = q j it is clear that q is an eigenvalue of A(1) with eigenvector (1; 1; : : : ; 1) t . Next, it is an easy exercise to show that A(1) L = (1) is the matrix where all elements are 1. Since this matrix has rank q L ? 1 it follows that 0 is the only other eigenvalue of A (1) with multiplicity q L ? 1. Hence, the eigenvalue q is simple. Lemma 3.3. Let G(t; z) = det(tI ? A(z)) be the characteristic polynomial of the matrix A(z).
Then there exists a (complex) neighbourhood of z = 1 such that G(t; z) = 0 has a unique solution t = (z) of maximal modulus. Furthermore, the function (z) is analytic in this neighbourhood.
Proof. Since the eigenvalues of A(1) are q (which is simple) and 0 there exists a neigbourhood of z = 1 such that q L ?1 eigenvalues of A(z) are bounded by 1=2 and one eigenvalue is contained in the circle jt?qj < 1. Hence, the equation G(t; z) = 0 has a unique solution t = (z) of maximal modulus. Since q is a simple root of G(t; 1) = 0 we also have @ @t G(t; 1)j t=q 6 = 0. Hence, by the implicit function theorem, there exists a neighbourhood of z = 1 such that (z) is analytic, too.
Corollary . There exists a neighbourhood of z = 1 such that for every block B 2 B L a B j (z) = a B (z) (z) j + O( j ) as j ! 1, where 0 < < 1 and a B (z) is a properly chosen analytic function.
In order to get an insight into the distribution behaviour of s F (n) we now introduce the function c N (z) = X n<N z sF (n) : (3.3)
By the preceding Corollary we know the following.
Lemma 3.4. The asymptotic behaviour of c q j (z), j 0, 1 < q, locally around z = 1 is given by c q j (z) = C (z) (z) j + O( j ) as j ! 1, where 0 < < 1 and C (z) is a properly chosen analytic function with C (1) = . Proof. We just have to add up over all a B j+1 (z) with blocks B 2 B L with B = and observe that c q j (1) = q j .
The next recurrence will help to extend this property to general N. for some > 0.
Proof. We just apply that c Gj (z) and its derivatives are given by for (log N) "=3 jtj (logN) 1=2?" and a su ciently small c > 0 we nally obtain the full version of (6.1).
We can now use Proposition 6.1 to prove the rst part of Theorem 2.2. This completes the proof of Theorem 2.2.
