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ALGEBRAICALLY CONSTRUCTIBLE FUNCTIONS
AND SIGNS OF POLYNOMIALS
ADAM PARUSIN´SKI AND ZBIGNIEW SZAFRANIEC
Abstract. LetW be a real algebraic set. We show that the following families of integer-
valued functions on W coincide: (i) the functions of the form w → χ(Xw), where Xw are
the fibres of a regular morphism f : X → W of real algebraic sets, (ii) the functions of
the form w → χ(Xw), where Xw are the fibres of a proper regular morphism f : X →W
of real algebraic sets, (iii) the finite sums of signs of polynomials on W . Such functions
are called algebraically constructible onW . Using their characterization in terms of signs
of polynomials we present new proofs of their basic functorial properties with respect to
the link operator and specialization.
1. Introduction
Let f : X →W be a regular morphism of real algebraic sets. Consider onW an integer-
valued function ϕ(w) = χ(Xw), which associates to w ∈ W the Euler characateristic of
the fibre Xw = f
−1(w). The main purpose of this paper is to study the properties of such
ϕ.
Firstly, by stratification theory, ϕ is (semialgebraically) constructible, that is there exists
a semialgebraic stratification S of W such that ϕ is constant on strata of S. Equivalently,
we may express this property by saying that ϕ is bounded and ϕ−1(n) is semialgebraic
for every integer n. However it is well-known that not all semialgebraically constructible
functions onW are of the form χ(Xw) for a regular morphism f : X → W . For instance, if
W is irreducible, then χ(Xw) has to be generically constant modulo 2, see for instance [1,
Proposition 2.3.2]. Also in the case of W irreducible, as shown in [15], there exists a real
polynomial g : W → R such that generically on W ϕ(w) ≡ sgn g(w) (mod 4), where by
sgn g we denote the sign of g. As we show in Theorem 5.5 below, for any regular morphism
f : X → W of real algebraic sets there exist real polynomials g1, . . . , gs on W such that
for every w ∈W
χ(Xw) = sgn g1(w) + · · ·+ sgn gs(w).
In particular, taking g = g1 · sgs we recover the result of [15].
Constructible functions of the form ϕ(w) = χ(Xw), for proper regular morphisms
f : X → W , were studied in [24] in a different context. Following [24] we call them alge-
braically constructible. As shown in [24] the family of algebraically constructible functions
is preserved by various natural geometric operations such as, for instance, push-forward,
duality, and specialization. In a way they behave similarly to constructible functions on
complex algebraic varieties. However, unlike their complex counterparts, they cannot be
defined neither in terms of stratifications nor as combinations of characteristic functions
1991 Mathematics Subject Classification. Primary: 14P05, 14P25 .
Key words and phrases. real algebraic set, Euler characteristic, algebraically constructible functions.
Research partially supported by an Australian Research Council Small Grant. Second author also
partially supported by KBN 610/P3/94.
1
2 ADAM PARUSIN´SKI AND ZBIGNIEW SZAFRANIEC
of real algebraic varieties, cf. [24]. Algebraically constructible functions were used in [24]
to study local topological properties of real algebraic sets.
In particular, Theorem 5.5 below can be reformulated as follows. Algebraically con-
structible functions on a real algebraic set W coincide with finite sums of signs of real
polynomials on W , see Theorem 6.1 below. Using this characterization, in section 6, we
give new, alternative proofs of basic properties of algebraically constructible functions,
without using the resolution of singularities as in [24].
The main result of the paper, Theorem 5.5, is proven in section 5. In sections 2-4 we
develop necessary techniques for the proof and recall basic results the proof is based on. In
particular, in section 2 we recall the Eisenbud-Levine Theorem 2.2 and the Khimshiashvili
formula 2.3. In section 3 we review some basic facts on the Grauert-Hironaka formal
division algorithm Theorem 3.1, which we then use to obtain a parametrized version
of the Eisenbud-Levine Theorem, Propositions 3.7 and 3.8, with parameter in a given
algebraic set w ∈W . In section 4 we study polynomial families of polynomial vector fields
Fw : R
n−→Rn parametrized by w ∈W .
The proof of Theorem 5.5 can be sketched briefly as follows. First, by an argument
similar to the Khimshiashvili Formula, we show that the Euler characteristic χ(X) of a
real algebraic set X can be calculated in terms of the local topological degree at the origin
of a polynomial vector field, see Proposition 2.5. Then using the theory developed by the
second named author, see e.g. [27, 28], we generalize this observation in two directions.
Firstly, we show that for a regular morphism f : X → W , the Euler characteristic of
the fibers χ(Xw) can be expressed in terms of the local topological degree deg0Gw at the
origin of a family Gw : R
n−→Rn of polynomial vector fields, which depends polynomially
on w. Secondly, as shown in Lemma 4.1, we may choose all Gw in such a way that they
have algebraically isolated zero at the origin. Then, by the Eisenbud-Levine Theorem
2.2, each deg0Gw can be calculated algebraically, that is deg0Gw equals the signature
of an associated symmetric bilinear form Ψw. By section 3, we may as well require that
Ψw depend ”polynomially” on w. More precisely, there exists a symmetricmatrix T (w)
(representing Ψw) with entries polynomials in w, such that deg0Gw equals the signature
of T (w), for all w in a Zariski open subset of W . (See 3.7 and 3.8 for the details.) Finally
by Descartes’ Lemma, we express the signature of T (w) in terms of signs of polynomials
in w, see Lemma 2.1 and the proof of Lemma 4.2,.
For the definitions and properties of real algebraic sets and maps we refer the reader
to [7]. By a real algebraic set we mean the locus of zeros of a finite set of polynomial
functions on Rn.
2. Preliminaries
Let f(x) = anx
n + an−1x
n−1+ · · ·+a0 be a real polynomial. Let Λ be the set of all
pairs (r, s) with 0 ≤ r < s ≤ n such that ar 6= 0, as 6= 0, and ai = 0 for r < i < s. Denote
Λ′ = {(r, s) ∈ Λ | r + s is odd }.
Lemma 2.1. Assume that all roots of f(x) are real and a0 6= 0, an 6= 0. Let p+ (resp.
p−) denote the number of positive (resp. negative) roots counted with multiplicities. Then
p+ − p− = −
∑
sgn aras, where (r, s) ∈ Λ′,
p+ − p− ≡ n+ 1 + (−1)n+1sgn a0an (mod 4).
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Proof. We say that the pair of real numbers (a, b) changes sign if ab < 0. If this is the
case then (1− sgn ab)/2 = 1, if ab > 0 then (1− sgn ab)/2 = 0.
As a consequence of Descartes’ lemma (see [25, Theorem 6, p.232], or [7, Exercise 1.1.13
(4), p.16]), p+ equals the number of sign changes in the sequence of non-zero coefficients
of f(x), that is
p+ =
∑
(1− sgn aras)/2, where (r, s) ∈ Λ.
According to the same fact, p− equals the number of sign changes in the sequence of
non-zero coefficients of f(−x), i.e.
p− =
∑
(1− (−1)r+ssgn aras)/2, where (r, s) ∈ Λ.
Hence
p+ − p− = −
∑
sgn aras, where (r, s) ∈ Λ′.
The sign of the product of all roots, that is (−1)p− , equals (−1)nsgn a0an. Thus 2p− ≡
3 + (−1)p− = 3 + (−1)nsgn a0an (mod 4). Finally, since p+ + p− = n, we conclude that
p+ − p− = n− 2p− ≡ n− 3− (−1)nsgn a0an ≡ n+ 1 + (−1)n+1sgn a0an (mod 4).✷
Let F : (Rm,0)−→(Rm,0) be a germ of a continuous mapping with isolated zero at
0. Then we denote by deg0 F the local topological degree of F at the origin. Suppose,
in addition, that F = (f1 , . . . , fm) is a real analytic germ. Let R[[x]] = R[[x1 , . . . , xn]]
denote the ring of formal power series and let I denote the ideal in R[[x]] generated by
f1 , . . . , fm. Then Q = R[[x]]/I is an R-algebra. If dimRQ < ∞, then 0 is isolated in
F−1(0) and in this case we say that F has an algebraically isolated zero at 0. Let J denote
the residue class in Q of the Jacobian determinant
∂(f1 , . . . , fm)
∂(x1 , . . . , xm)
.
The next theorem is due to Eisenbud and Levine [16], see also [4, 6, 22] for a proof.
Theorem 2.2 (Eisenbud&Levine Theorem). Assume that dimRQ <∞. Then
(i) J 6= 0 in Q,
(ii) for any R-linear form ϕ : Q−→R such that ϕ(J) > 0, the corresponding symmetric
bilinear form Φ : Q×Q−→R, Φ(f, g) = ϕ(fg), is non-degenerate and
signature Φ = deg0 F. ✷
The next formula was proved by Khimshiashvili [22], for other proofs see [3, 4, 30].
Theorem 2.3 (Khimshiashvili Formula). Let g : (Rm,0)−→(R, 0) be a real analytic germ
with isolated critical point at 0. Let Sǫ denote the sphere of a small radius ǫ centered at
the origin and let Aǫ = Sǫ ∩ {g ≤ 0}. (Note that all Aǫ are homeomorphic for ǫ > 0 small
enough.) Then the gradient ∇g : Rm−→Rm of g has an isolated zero at 0 and
χ(Aǫ) = 1− deg0(∇g). ✷
Lemma 2.4. Let g : Rn×R−→R be a polynomial vanishing at 0 and such that if g(x, t) ≤
0 then either (x, t) = 0 or t > 0. Let Sǫ ⊂ Rn×R (resp. Bǫ) denote the sphere (resp. the
open ball) of radius ǫ centered at the origin and let Aǫ = Sǫ ∩{g ≤ 0}. Let Pη = Rn×{η}
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and Mǫ,η = Pη ∩ {g ≤ 0} ∩ Bǫ. Then, for 0 < η ≪ ǫ ≪ 1, Aǫ and Mǫ,η have the same
homotopy type. In particular,
χ(Aǫ) = χ(Mǫ,η).
Proof. Consider on N = {(x, t) | g(x, t) ≤ 0}, the functions ω1(x, t) = ‖x‖2 + t2 and
ω2(x, t) = t. Both ω1 and ω2 are non-negative on N and ω
−1
1 (0)∩N = ω−12 (0)∩N = {0}.
Let Nyi = {(x, t) ∈ N | 0 < ωi(x, t) ≤ y}. By the topological local triviality of semi-
algebraic mappings, see for instance [10, Theorem 9.3.1] or [12, 20], there is δ > 0 such
that ωi : N
δ
i −→(0, δ], i = 1, 2, are topologically trivial fibrations. For 0 < y ≤ δ let My2
denote the union of connected components of Ny2 containing 0 in their closures. Then
ω2 :M
δ
2−→(0, δ] is also topologically trivial.
Hence there exist constants 0 < α < β < γ < δ such that Mα2 ⊂ Nβ1 ⊂ Mγ2 ⊂ N δ1 .
By the topological triviality, the inclusions Mα2 ⊂ Mγ2 and Nβ1 ⊂ N δ1 are homotopy
equivalencies and hence so are Mα2 ⊂ Nβ1 and Nβ1 ⊂Mγ2 .
By the above, the total spaces of fibrations ω1 : N
δ
1−→(0, δ], ω2 : M δ2−→(0, δ] are ho-
motopy equivalent to their fibers. Consequently the fibers of both fibrations are homotopy
equivalent. Now, to complete the proof, it is enough to observe that these fibers are of
the form Aǫ and Mǫ,η, where 0 < η ≪ ǫ≪ 1. ✷
Proposition 2.5. Let f : Rn × R−→R be a non-negative homogeneous polynomial of
degree 2d such that f(x, 0) = ‖x‖2d. Let X = {x ∈ Rn | f(x, 1) = 0} and define g(x, t) =
f(x, t)− t2d+1. Then g has an isolated critical point at the origin and
χ(X) = 1− deg0(∇g).
Proof. Let
Σ =
{
(x, t) | ∂f
∂x1
= · · · = ∂f
∂xn
= 0
}
,
Pη = R
n × {η}, and Ση = Σ ∩ Pη. Let fη (resp. gη) denote the restriction of f (resp. g)
to Pη . Then Ση is the set of critical points of both fη and gη. We have Σ0 = {0}. Since
the set of critical values of any polynomial is finite, so is each fη(Ση). Moreover, since f is
non-negative homogeneous of degree 2d and Σ is a homogeneous set, there is D > 0 such
that any y ∈ fη(Ση), if non-zero, satisfies y > D | η |2d.
If η < 0, then gη > 0 and 0 ∈ R is a regular value of gη . Clearly g0 has a single critical
point at the origin.
Consider 0 < η ≪ 1. Let x ∈ Ση. If fη(x) > 0 then
gη(x) = fη(x)− η2d+1 > Dη2d − η2d+1 > 0.
If fη(x) = 0 then gη(x) < 0. Thus 0 ∈ R is a regular value for gη. Hence there is an
open neighbourhood U ⊂ Rn ×R of the origin such that 0 ∈ R is a regular value of g on
U − {0}, i.e. g has an isolated critical point at the origin.
For η fixed, lim fη(x) = +∞ as ‖x‖−→ + ∞. Denote Nη = {x | fη(x) = 0} and
Mη = {x | gη(x) ≤ 0} = {x | fη(x) ≤ η2d+1}. If η < 0, then Mη is empty and M0 = {0}.
If η > 0, then Nη ⊂Mη. As we have shown above, for 0 < η ≪ 1 both fη and gη have no
critical points in Mη − Nη. Hence Nη is a deformation retract of Mη and, in particular,
χ(Nη) = χ(Mη).
Suppose 0 < η ≪ ǫ. Then, since f0 = g0 = ‖x‖2d, Mη ⊂ Bǫ, that is Mη = Mǫ,η in the
notation of Lemma 2.4. Moreover, let Aǫ = Sǫ∩{g ≤ 0}. By Lemma 2.4, χ(Aǫ) = χ(Mη),
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and hence, by the above
χ(Aǫ) = χ(Mη) = χ(Nη).
Finally, by the Khimshiashvili formula 2.3,
χ(Aǫ) = 1− deg0(∇g),
and the lemma follows since χ(X) = χ(N1) = χ(Nη), for η > 0. ✷
3. The formal division algorithm
In the first part of this section we review some basic facts on the Grauert-Hironaka formal
division algorithm for formal power series with polynomial coefficients. In exposition and
notation we follow closely [9]. Then we apply the Grauert-Hironaka algorithm to derive
a parametrized version of the Eisenbud-Levine Theorem 2.2, with parameter in a given
algebraic set W .
Let A be an integral domain. Let A[[y]] = A[[y1, . . . , yn]] denote the ring of formal
power series in n variables with coefficients in A.
If β = (β1, . . . , βn) ∈ Nn, put | β |= β1 + · · · + βn. We order the (n + 1)-tuples
(β1, . . . , βn, | β |) lexicographically from the right. This induces a total ordering of Nn.
Let f ∈ A[[y]]. Write f = ∑β∈Nn fβyβ, where fβ ∈ A and yβ denotes yβ11 · · · yβnn . Let
supp (f) = {β ∈ Nn | fβ 6= 0} and let ν(f) denote the smallest element of supp (f). Let
in(f) denote fν(f)y
ν(f).
Let I be an ideal in A[[y]]. We define the diagram of initial exponents N (I) as {ν(f) |
f ∈ I}. Clearly, N (I) +Nn = N (I). There is a smallest finite subset V (I) of N (I) such
that N (I) = V (I) +Nn. We call the elements of V (I) the vertices of N (I).
Let β1, . . . , βt ∈ V (I) be the vertices of N (I) and choose g1 , . . . , gt ∈ I so that βi =
ν(gi), i = 1, . . . , t. The β1, . . . , βt induce the following decomposition of N
n: Set ∆0 = ∅
and then define ∆i = (βi+N
n)\∆0∪. . .∪∆i−1, i = 1, . . . , t. Put ∆ = Nn\∆1∪. . .∪∆t =
Nn \ N (I).
Let in(gi) = giβiy
βi . Then giβi 6= 0. Let A0 denote the field of fractions of A. We denote
by S the multiplicative subset of A generated by the giβi and by S
−1A the corresponding
localization of A; i.e. the subring of A0 comprising the quotients with denominators in S.
Then S−1A[[y]] ⊂ A0[[y]].
Theorem 3.1 (Grauert, Hironaka, [5, 9, 11, 19]). For every f ∈ S−1A[[y]] there exist
unique gi ∈ S−1A[[y]], i = 1, . . . , t , and r ∈ S−1A[[y]] such that βi + supp (gi) ⊂ ∆i,
supp (r) ⊂ ∆, and
f =
t∑
i=1
gig
i + r. ✷
Corollary 3.2. ν(f) ≤ ν(r). In particular, if ∆ is finite and β < ν(f) for all β ∈ ∆,
then r = 0 and f belongs to the ideal in S−1A[[y]] generated by g1, . . . , gt.✷
Let S−1I[[y]] denote the ideal in S−1A[[y]] generated by I. Then S−1A[[y]]/S−1I[[y]] is
finitely generated if and only if ∆ is finite. If this is the case then S−1A[[y]]/S−1I[[y]] is
a free S−1A module and we take the monomials yβ, β ∈ ∆, as a basis.
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Let W ⊂ Rn be an irreducible real algebraic set and let A denote the ring of real
polynomial functions on W . Each w ∈W defines an evaluation homomorphism h 7→ h(w)
of A onto R. For f = ∑β fβyβ ∈ A[[y]] we write f(x; y) = ∑β fβ(x)yβ, and f(w; y) =∑
β fβ(w)y
β when the coefficients are evaluated at x = w.
Let f1 , . . . , f s ∈ A[[y]] and let I denote the ideal in A[[y]] generated by f1 , . . . , f s.
Let N = N (I) = {ν(g) | g ∈ I} denote the diagram of initial exponents (here A = A).
Given w ∈ W . We denote byIw the ideal in R[[y]] generated by f1(w; y) , . . . , f s(w; y)
and by Nw = N (Iw) the diagram of initial exponents of Iw (so here A = R).
The next theorem was proved by Bierstone and Milman [9].
Theorem 3.3. Assume that W is irreducible (so that A is an integral domain). Let
β1 , . . . , βt denote the vertices of N and choose gi ∈ I such that ν(gi) = βi. Let
Σ =
t⋃
i=1
{w ∈W | giβi(w) = 0}.
Then Σ is a proper algebraic subset of W , Nw = N for all w ∈ W − Σ, ν(gi) = βi =
ν(gi(w; · )) for every vertex βi ∈ N and w ∈W \ Σ. ✷
Corollary 3.4. Suppose that ∆w = N
n \ Nw is finite for each w ∈ W \ Σ. Then ∆ =
Nn \ N is also finite and ∆ = ∆w for all w ∈W \Σ. ✷
Suppose that ∆ is finite and let β¯ denote the largest element in ∆. Let j = yβ¯. Then
for w ∈W − Σ, the residue class of j in Qw = R[[y]]/Iw is nonzero.
Definition. Let ϕw : Qw−→R be the linear form given by ϕw(j) = 1 and ϕw(yβ) = 0
for β ∈ ∆− {β¯}. Let Φw : Qw ×Qw−→R be the corresponding symmetric bilinear form,
Φw(f, g) = ϕw(fg). Let Mw denote the matrix of Φw in the basis y
β, β ∈ ∆. Let, as
before, S denote the multiplicative subset of A generated by giβi .
Lemma 3.5. There is a symmetric matrixM with entries in S−1A such thatMw =M(w)
for w ∈W \ Σ. ✷
From now on we suppose that F = (f1 , . . . , fn) : W × Rn−→Rn is a polynomial
mapping with F (w;0) = 0 for every w ∈W . Denote
J =
∂(f1 , . . . , fn)
∂(y1 , . . . , yn)
and Jw = J(w; · ).
Let I be the ideal in A[[y]] generated by f1 , . . . , fn and Iw ⊂ R[[y]] that generated by
f1(w; · ) , . . . , fn(w; · ). We assume that dimRQw < ∞ for every w ∈ W . Hence, ∆ and
all ∆w are finite.
Lemma 3.6. If w ∈W \ Σ then there is 0 6= λw ∈ R such that Jw = λwj in Qw.
Proof. By the Eisenbud-Levine Theorem 2.2, Jw 6= 0 in Qw. By Theorem 3.1, Jw =∑
β∈∆ λβy
β in Qw. Suppose, contrary to our claim, that λβ′ 6= 0 for a β′ < β¯. Then, define
a linear form ψ : Qw−→R by the formula ψ(f) = fβ′λβ′ , where f =
∑
β∈∆ fβy
β ∈ Qw.
We show that the corresponding symmetric bilinear form Ψ(f, g) = ψ(fg) is degenerate.
For any f ∈ Qw we have ν(fj) = ν(f) + ν(j) ≥ ν(j) = β¯. Therefore, by Corollary
3.2, ψ(fj) = 0 for any f ∈ Qw and hence Ψ(f, g) is degenerate. On the other hand
ψ(Jw) = λ
2
β′ > 0, and hence the existence of ψ contradicts Theorem 2.2.
Thus λβ′ = 0 for every β
′ ∈ ∆ \ {β¯} and we take λw = λβ¯ . ✷
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In particular, by Theorem 3.1, there is λ ∈ S−1A such that λw = λ(w) for w ∈W \ Σ.
Definition. Let ψw = λwϕw : Qw−→R. Let Ψw be the corresponding symmetric bilinear
form.
Proposition 3.7. The forms ψx and Ψw defined above satisfy
(i) ψw(Jw) > 0,
(ii) Ψw is non-degenerate,
(iii) the entries and the determinant of the matrix of Ψw in basis y
β, β ∈ ∆, belong to
S−1A.
Proof. ψw(Jw) = λwϕw(Jw) = λ
2
wϕw(j) = λ
2
w > 0, so the statement follows from the
Eisenbud-Levine Theorem 2.2 and Lemma 3.5. ✷
Clearly multiplication by a positive scalar does not change the signature of a symmetric
matrix. So if we multiply the matrix of Ψw by the product of squares of the denominators
of its entries we get
Proposition 3.8. Assume that W is irreducible. Then there are a symmetric matrix T
with entries polynomials in w ∈ W and a proper algebraic subset Σ ⊂ W such that for
every w ∈W \ Σ
(i) T (w) is non-degenerate,
(ii) signatureΨw = signature T (w). ✷
4. Families of vector fields
Lemma 4.1. Let F :W ×Rn−→Rn be a polynomial mapping. For any w ∈W let Fw =
F (w; · ) : Rn−→Rn. Suppose that for all w ∈ W , 0 ∈ Rn is isolated in F−1w (0). (Hence
deg0 Fw is always well-defined.) Then there is a polynomial mapping G : W ×Rn−→Rn
such that for every w ∈W
(i) Gw : (R
n,0)−→(Rn,0) has an algebraically isolated zero at 0,
(ii) deg0 Fw = deg0Gw.
Proof. By the parametrized version of the  Lojasiewicz Inequality of [17], there is α > 0
such that
‖Fw(y)‖ ≥ C‖y‖α
for every w ∈W and ‖y‖ < δ, where C = C(w) > 0 and δ = δ(w) > 0 depend on w.
Choose an integer k ≫ 0. Define G(w; y) = F (w; y) + (yk1 , . . . , ykn). Let GC,w :
(Cn,0)−→(Cn,0) denote the complexification of Gw. Then, for every w ∈W , G−1C,w(0) is
a bounded complex algebraic set and hence finite. So 0 is isolated in G−1
C,w(0) and hence
Gw has an algebraically isolated zero at 0.
We may assume that k > α. So if w ∈W and y is close enough to the origin then
‖tGw(y) + (1− t)Fw(y)‖ = ‖Fw(y) + t(yk1 , . . . , ykn)‖ ≥
C‖y‖α − t‖(yk1 , . . . , ykn)‖ ≥
C
2
‖y‖α
8 ADAM PARUSIN´SKI AND ZBIGNIEW SZAFRANIEC
for 0 ≤ t ≤ 1. Hence deg0 Fw = deg0Gw as required. ✷
Lemma 4.2. Under the assumptions of Lemma 4.1, if moreover W is irreducible, then
there exist a proper algebraic subset Σ ⊂ W , an integer µ, and polynomials q1 , . . . , qt, q
nowhere vanishing in W \ Σ such that for every w ∈W \Σ
(i) deg0 Fw = sgn q1(w)+ · · ·+sgn qt(w),
(ii) deg0 Fw ≡ µ+ 1 (mod 2),
(iii) deg0 Fw ≡ µ+ sgn q(w) (mod 4).
Proof. Let F = (f1 , . . . , fn), let Iw denote the ideal in R[[y]] generated by f1(w; · ), . . . ,
fn(w; · ) and let Qw = R[[y]]/Iw. By Lemma 4.1 we may assume that each Fw has an
algebraically isolated zero at 0. Let
J =
∂(f1 , . . . , fn)
∂(y1 , . . . , yn)
and let Jw denote the residue class of J(w; · ) in Qw.
Let ψw : Qw → R be the linear form defined in section 3. By Proposition 3.7, ψw
satisfies the assumptions of the Eisenbud-Levine Theorem 2.2. Hence the corresponding
symmetric bilinear form Ψw is non-degenerate and deg0 Fw = signatureΨw. In particular,
by Proposition 3.8, there are a symmetric matrix T with polynomial entries and a proper
algebraic set Σ′ ⊂W such that T (w) is non-degenerate and deg0 Fw = signatureT (w) for
every w ∈W \ Σ′.
Let Pw(λ) = aNλ
N + aN−1(w)λ
N−1+ · · ·+ a0(w), aN ≡ (−1)N , denote the character-
istic polynomial of T (w). Clearly its coefficients are polynomials in w and a0(w) does not
vanish in W \ Σ′. If w ∈ W \ Σ′ then all roots of Pw are real and non-zero. Letp+(w)
(resp. p−(w)) denote the number of positive (resp. negative) roots. Then
signatureT (w) = p+(w) − p−(w),
and, by Lemma 2.1, it is easy to see that there are a proper algebraic Σ ⊂W , polynomials
q1 , . . . , qt, q nowhere vanishing on W \ Σ, and an integer µ such that
(a) deg0 Fw = p+(w)− p−(w) = sgn q1(w)+ · · ·+sgn qt(w),
(b) deg0 Fw ≡ µ+ sgn q(w) (mod 4)
for every w ∈W \ Σ which completes the proof. ✷
Let P be any non-negative polynomial with P−1(0) ∩W = Σ. Then∑
sgnP (w)qi(w) =
∑
sgn qi(w)
on W \ Σ and ∑
sgnP (w)qi(w) = 0
on Σ. Similarly, let p1 , . . . , pr be another set of polynomials. Then∑
sgn pj(w) +
∑
sgn (−P (w)pj(w)) = 0
on W \ Σ and ∑
sgn pj(w) +
∑
sgn (−P (w)pj(w)) =
∑
sgn pj(w)
on Σ. Hence, by induction on dimW we get
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Theorem 4.3. Let W be a real algebraic set and let F : W ×Rn−→Rn be a polynomial
mapping such that 0 is isolated in F−1w (0) for all w ∈ W . Then there are polynomials
g1 , . . . , gs such that for every w ∈W
deg0 Fw = sgn g1(w)+ · · ·+sgn gs(w).✷
5. Families of algebraic sets
Let X ⊂W×Rn be a real algebraic set such thatW×{0} ⊂ X. There is a non-negative
polynomial f : W × Rn−→R such that X = f−1(0). Denote fw(y) = f(w; y). Then 0
is contained in the set of critical points of each fw. By the parametrized version of the
 Lojasiewicz Inequality of [17], there is α > 0 such that for every w ∈W there are positive
C = C(w) and δ = δ(w) such that
fw(y) ≥ C‖y‖α,
for all critical points y of fw with ‖y‖ < δ and fw(y) 6= 0.
Let k be an integer such that 2k > α. Define
g(w; y) = f(w; y)− ‖y‖2k
and let
G =
(
∂g
∂y1
, . . . ,
∂g
∂yn
)
:W ×Rn−→Rn.
Clearly, G is a polynomial family of vector fields such that Gw(0) = 0.
For every w ∈ W let L(w) = {y ∈ Sn−1r | (w; y) ∈ X}, where r > 0 is small. It is well-
known that L(w) is well-defined up to a homeomorphism. Then χ(L(w)) = 1− deg0Gw.
Indeed, this can be proven by an argument similar to that of proof of Lemma 2.5, if we
replace t2d+1 by ‖y‖2k, Pη by the sphere Sr, and Ση by the set of critical points of f
restricted to Sr, see [27] for the details. Therefore, Theorem 4.3 implies
Theorem 5.1. For all w ∈W , Rn ∋ 0 is isolated in G−1w (0) and χ(L(w)) = 1−deg0Gw.
In particular, there are polynomials g1 , . . . , gs such that for every w ∈W
χ(L(w)) = sgn g1(w)+ · · ·+sgn gs(w). ✷
Similarly, let S(w) = {y ∈ Sn−1R | (w; y) ∈ X}, where R > 0 is very large. S(w) is
well-defined up to a homeomorphism.
Corollary 5.2. There is a polynomial family of vector fields Hw : R
n−→Rn such that
Rn ∋ 0 is isolated in H−1w (0) for all w ∈W and χ(S(w)) = 1− deg0Hw.
Proof. Let d denote the degree of f , where as above, f is a non-negative polynomial
definingX. Then, there is a non-negative polynomial h : W×Rn−→R such that h(w; y) =
‖y‖2df(w; y/‖y‖2) for y 6= 0. Clearly h(w;0) ≡ 0 and S(w) is homeomorphic to L′(w) =
{y ∈ Sn−1r | (w; y) ∈ h−1(0)}, where r > 0 is small. So the corollary follows from Theorem
5.1. ✷
It is well-known (see, for instance, [2, 8, 10]) that the single point Aleksandrov com-
pactification of a real algebraic set is homeomorphic to a real algebraic set. We shall recall
briefly the proof.
Suppose X = {y ∈ Rn | f1(y) = · · · = fs(y) = 0}, where f1 , . . . , fs : Rn−→R are
polynomials of degree ≤ p − 1. Set h(y, yn+1) = y2n+1(f21 (y)+ · · ·+ f2s (y)) + (yn+1 − 1)2,
so that h−1(0) is homeomorphic to X and h is a non-negative polynomial of degree ≤ 2p.
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Put y′ = (y, yn+1) ∈ Rn × R and H(y′) = ‖y′‖4ph(y′/‖y′‖2). Then, it is easy to see
that H extends to a non-negative polynomial on Rn × R such that H(0, 0) = 0 and
H(y′) = ‖y′‖4p+ monomials of lower degree. Clearly X˜ = H−1(0) is the single point
compactification of X (If X is compact then X˜ = X ∐ {point}). Note that t4pH(y′/t)
extends to a non-negative homogeneous polynomial f(y′, t) on Rn ×R ×R of degree 4p
such that f(y′, 0) = ‖y′‖4p and X˜ is homeomorphic to {y′ | f(y′, 1) = 0}. Proceeding
exactly in the same way we may prove the following parametrized version of the above
compactification method.
Lemma 5.3. Let X ⊂ W × Rn be a real algebraic set. Then there is a non-negative
polynomial f :W ×Rn+1 ×R−→R such that for every w ∈W
(i) fw(y
′, t) = f(w; y′, t) : Rn+1 ×R−→R is a non-negative homogeneous polynomial of
degree 4p,
(ii) fw(y
′, 0) = ‖y′‖4p,
(iii) X˜w = {y′ ∈ Rn+1 | fw(y′, 1) = 0} is homeomorphic to the single point compactifica-
tion of Xw = {y ∈ Rn | (w; y) ∈ X}. ✷
In particular, by Proposition 2.5 we get
Proposition 5.4. Let X ⊂ W ×Rn be a real algebraic set. Then there is a polynomial
family of vector fields Fw : R
n−→Rn such that for every w ∈W
(i) Fw(0) = 0,
(ii) 0 is isolated in F−1w (0),
(iii) χ(X˜w) = 1− deg0 Fw. ✷
Let S(w) = Xw ∩ Sn−1R , where R > 0 is sufficiently large. Then it is easy to check that
χ(Xw) = χ(X˜w) + χ(S(w)) − 1.
By 5.4, 5.2, 4.3, and since sgn a+ sgn b ≡ sgn (ab) + 1 (mod 4), provided a 6= 0 and b 6= 0,
we get
Theorem 5.5. Let X ⊂ W × Rn be a real algebraic set. Then there are polynomials
g1 , . . . , gs on W such that
χ(Xw) = sgn g1(w)+ · · ·+sgn gs(w).
In particular, if W is irreducible, then there are a proper algebraic subset Σ ⊂ W , an
integer µ, and a polynomial g nowhere vanishing in W −Σ such that for every w ∈W −Σ
χ(Xw) ≡ µ+ sgn g(w) (mod 4),
In particular χ(Xw) ≡ µ+ 1 (mod 2). ✷
6. Algebraically constructible functions
Let W be a real algebraic set. An integer-valued function ϕ :W → Z is called (semial-
gebraically) constructible if it admits a presentation as a finite sum
ϕ =
∑
mi1Wi ,(1)
where for each i, Wi is a semialgebraic subset of W , 1Wi is the characteristic function of
Wi, and mi is an integer. Constructible functions, well-known in complex domain, were
studied in real algebraic set-up by Viro [29], and in sub-analytic set-up by Kashiwara and
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Schapira [21, 26]. If the support of constructible function ϕ is compact, then we may
choose all Wi in (1) compact. Then, cf. [29, 26, 24], the Euler integral of ϕ is defined as∫
ϕ =
∑
miχ(Wi).
It follows from the additivity of Euler characteristic that the Euler integral is well-defined
and does not depend on the presentation (1) of ϕ, provided all Wi are compact. Let
f : W → Y be a (continuous) semialgebraic map of real algebraic sets, ϕ a constructible
function on W and suppose that f : W → Y restricted to the support of ϕ is proper.
Then the direct image f∗ϕ is given by the formula
f∗ϕ(y) =
∫
f−1(y)
ϕ,
where by
∫
f−1(y) ϕ we understand the Euler integral of ϕ restricted to f
−1(y). It follows
from the existence of a stratification of f that f∗ϕ is a constructible function on Y .
Another more restrictive class of constructible functions, was introduced in [24] in order
to study local topological properties of real algebraic sets. An integer-valued function
ϕ : W → Z is called algebraically constructible if there exists a finite collection of algebraic
sets Zi, regular proper morphisms fi : Zi → W , and integers mi, such that
ϕ =
∑
mifi∗1Zi
It is obvious that every algebraically constructible function is semialgebraically con-
structible but the converse is false for dimW > 0. For instance, a constructible function
on R is algebraically constructible if and only if it is is generically constant mod 2. The
reader may consult [24] for other examples. As a consequence of section 5 we obtain the
following simple decription of algebraically constructible functions.
Theorem 6.1. Let W be a real algebraic set. Then ϕ : W → Z is algebraically con-
structible if and only if there exist polynomial functions g1 , . . . , gs on W such that
ϕ(w) = sgn g1(w)+ · · ·+sgn gs(w).
Proof. It is easy to see that the sign of a polynomial function g on W defines an
algebraically constructible function. Indeed, let W˜ = {(w, t) ∈ W ×R | g(w) = t2} and
let π : W˜ →W denote the standard projection. Then sgn f = π∗1W˜ −1W is algebraically
constructible.
The opposite implication follows from Theorem 5.5. ✷
Corollary 6.2. (i) Let F : W ×Rn−→Rn be a polynomial mapping satisfying the as-
sumptions of 4.3. Then w−→deg0 Fw is an algebraically constructible function on
W .
(ii) Let Xw be an algebraic family of affine real algebraic sets parametrized by w ∈W as
in 5.5. Then w−→χ(Xw) is an algebraically constructible function on W . ✷
The next corollary is virtually equivalent to the main result of [15].
Corollary 6.3. Let ϕ be an algebraically constructible function on an irreducible real
algebraic set W . Then there exist a proper real algebraic subset Σ ⊂W , an integer µ, and
a polynomial g on W , such that g does not vanish on W \ Σ and
ϕ(w) ≡ µ+ sgn g(w) (mod 4)
for w ∈W − Σ. In particular, for such w, ϕ(w) ≡ µ+ 1 (mod 2).
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Proof. Let g1 , . . . , gs be polynomials given by 6.1. We may suppose that all of them
are not identically equal to zero. Since sgn a + sgn b ≡ sgn (ab) + 1 (mod 4), for a and b
non-zero, the polynomial g = g1 · · · gs satisfies the statement. This ends the proof. ✷
Let ϕ be a constructible function on W . Following [24] we define the link of ϕ as the
constructible function on W given by
Λϕ(w) =
∫
S(w,ε)
ϕ,
where ε > 0 is sufficiently small, and S(w, ε) denotes the ε-sphere centered at w. It is easy
to see that Λϕ is well defined and independent of the embedding of W in Rn. Then the
duality operator D on constructible functions, introduced by Kashiwara and Schapira in
[21, 26], satisfies
Dϕ = ϕ− Λϕ.
As shown in [24] the following general statement generalizes various previously known
restrictions on local topological properties of real algebraic sets. In particular it implies
Akbulut and King’s numerical conditions of [1] and the conditions modulo 4, 8, and 16 of
Coste and Kurdyka [13, 14] generalized in [23].
Theorem 6.4. Let ϕ be an algebraically constructible function on a real algebraic set W .
Then 12Λϕ is integer-valued and algebraically constructible.
The above theorem was proven in [24] using the resolution of singularites. As we show
below it is a simple conseqence of Theorem 6.1.
Proof. We begin the proof by some preparatory observations.
Lemma 6.5. W be a real algebraic set and let γ be an algebraically constructible function
on W ×R. Then
ψ+(w) = lim
t→0+
γ(w, t), ψ−(w) = lim
t→0+
γ(w,−t), ψ(w) = 1
2
(ψ+(w)− ψ−(w))
are integer-valued and algebraically constructible on W0 =W × {0}.
Proof. We show the lemma for ψ. The proofs for ψ+ and ψ− are similar.
We proceed by induction on dimW . Without loss of generality we may assume that that
W is affine and irreducible. We shall show that the statement of lemma holds generically
on W0, that is to say there exists a proper algebraic subset W
′
0 of W0 and an algebraically
constructible function ψ′ onW0 which equals ψ in the complement ofW
′
0. Then the lemma
follows from the inductive assumption since dimW ′0 < dimW0.
By Theorem 6.1 we may assume that γ = sgn g, where g(w, t) is a polynomial function
on W ×R. We may also assume that g does not vanish identically, and then there exists
a nonnegative integer k such that
g(w, t) = tkh(w, t),
where h(w, t) is a polynomial function on W ×R not vanishing identically on W × {0}.
Then, in the complement of W ′0 = {w|h(w, 0) = 0}, either ψ(w) = sgnh(w, 0) for k odd
or ψ(w) = 0 for k even satisfies the statement. This ends the proof of lemma. ✷
Let W˜ = {(w, y, t) ∈ W ×W ×R| ‖w − y‖2 = t} and let π : W˜ → W ×R be given by
π(w, y, t) = (w, t). Let ϕ˜(w, y, t) = ϕ(y). Then ϕ˜ is algebraically constructible and hence
γ = π∗ϕ˜ is an algebraically constructible function on W ×R and
lim
t→0+
γ(w, t) = Λϕ(w).
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Since γ(w, t) = 0 for t < 0
1
2
Λϕ(w) =
1
2
lim
t→0+
(γ(w, t) − γ(w,−t))
is algebraically constructible by Lemma 6.5. This ends the proof of Theorem 6.4. ✷
Suppose that f : W → R is regular and let w ∈ W0 = f−1(0). Then we define the
positive, resp. negative, Milnor fibre of f at w by
F+f (w) = B(w, ε) ∩ f−1(δ)
F−f (w) = B(w, ε) ∩ f−1(−δ),
where B(w, ε) is the ball of radius ε centered at w and 0 < δ ≪ ε≪ 1. Let ϕ be an alge-
braically constructible function onW . Following [24] we define the positive (resp. negative)
specialization of ϕ with respect to f by
(Ψ+f ϕ)(w) =
∫
F+
f
(w)
ϕ, (Ψ−f ϕ)(w) =
∫
F−
f
(w)
ϕ.
It is easy to see that both specializations are well-defined and that they are constructible
functions supported in W0. Moreover, as shown in [24], they are also algebraically
costructible. We present below an alternative proof of this fact.
Theorem 6.6. Let f : W → R be a regular function on a real algebraic set W . Let ϕ be
an algebraically constructible function on W . Then Ψ+f ϕ, Ψ
−
f ϕ, and
1
2(Ψ
+
f ϕ − Ψ−f ϕ) are
integer valued and algebraically constructible.
Proof. The proof is similar to that of Theorem 6.4. Since the Milnor fibres are defined
not only by equations but also by inequalities we use the following auxiliary construction.
Let W˜ = {(w, y, t, r, s) ∈ W ×W ×R3| ‖w − y‖2 + t2 = r, f(y) = s} and let π : W˜ →
W ×R2 be given by π(w, y, t, r, s) = (w, r, s). Note that for w ∈W0, 0 < s≪ r ≪ 1, F˜ =
π−1(w, r, s) is a double cover of the Milnor fibre F = F+f (w) branched along its boundary
∂F = S(w,
√
r) ∩ f−1(s). Hence χ(F˜ ) = 2χ(F )− χ(∂F ). Let ϕ˜(w, y, t, r, s) = ϕ(y). Then
Ψ+f ϕ(w) =
1
2
(
∫
F˜
ϕ˜+
∫
∂F
ϕ) =
1
2
π∗(ϕ˜+ ϕ˜|t=0)(w, r, s),
for 0 < s≪ r ≪ 1. Clearly an analogous formula holds for Ψ−f ϕ(x).
Let γ = π∗(ϕ˜ + ϕ˜|t=0). Then γ(w, r, s) is algebraically constructible and γ(w, r, s) = 0
for r < 0. Hence, by Lemma 6.5, the following functions are algebraically constructible
Ψ±f ϕ =
1
2
lim
r→0+
lim
s→0+
γ(w, r,±s),
1
2
(Ψ+f −Ψ−f )ϕ =
1
4
lim
r→0+
lim
s→0+
(γ(w, r, s) − γ(w, r,−s)),
as required. ✷
14 ADAM PARUSIN´SKI AND ZBIGNIEW SZAFRANIEC
References
[1] S. Akbulut, H. King, Topology of Real Algebraic Sets, MSRI Publ., vol. 25, Springer-Verlag New
York, 1992
[2] S. Akbulut, H. King, The topology of real algebraic sets with isolated singularities. Ann. of Math.
113 (1981), 425-446.
[3] V.I. Arnold, Index of a singular point of a vector field, the Petrovski-Oleinik inequality, and mixed
Hodge structures. Funct. Anal. Appl. 12 (1978), 1-14.
[4] V.I. Arnold, A.N. Varchenko, S.M. Gusein-Zade. Singularities of differentiable maps. Vol.1. and 2.
Birkha¨user,1988.
[5] J.M. Aroca, H. Hironaka, J.L.Vicente, The theory of the maximal contact. Mem. Mat. Inst. Jorge
Juan 29, Consejo Superior de Investigationes Cientificas, Madrid, 1975.
[6] E. Becker, J.-P. Cardinal, M.-F. Roy, Z. Szafraniec, Multivariate Bezoutians, Kronecker symbol and
Eisenbud & Levine formula. To appear in Proceedings of MEGA 94 Conference.
[7] R. Benedetti, J.-J. Risler, Real algebraic and semi-algebraic sets. Hermann, Paris, Actualite´s
Mathe´matiques, 1990.
[8] R. Benedetti, A. Tognoli, The´oremes d’approximation en ge´ome´trie alge´brique reele. Publ. Math. Univ.
Paris VII 9 (1980), 123–145.
[9] E. Bierstone, P.D. Milman, Relations among analytic functions. Ann. Inst. Fourier 37 (1987), 187-239.
[10] J. Bochnak, M. Coste, M.-F. Roy. Ge´ome´trie alge´brique re´elle. Springer-Verlag, Berlin, Ergebnisse
der Mathematik and ihrer Grenzgebiete, 1987.
[11] J. Brianc¸on, Weierstrass pre´pare´ a la Hironaka. Asterisque 7 (1973), 67–73.
[12] M. Coste, Ensembles semi-alge´briques, In Ge´ome´trie Alge´brique Re´elle et Formes Quadratiques,
Rennes 1981 . Lecture Notes in Mathematics 959 (Springer-Verlag 1982), 109–138.
[13] M. Coste, Sous-ensembles alge´briques re´els de codimension 2 , in Real Analytic and Algebraic Geom-
etry, Lecture Notes in Math. 1420, Springer-Verlag, 1990, 111–120
[14] M. Coste, K. Kurdyka, On the link of a stratum in a real algebraic set. Topology 31 (1992), 323–336.
[15] M. Coste, K. Kurdyka, Le discriminant d’un morphisme de varie´te´s alge´briques re´elles. Preprint.
[16] D. Eisenbud, H. I. Levine, An algebraic formula for the degree of a C∞ map germ. Ann. of Math.,
106 (1977), 19–44.
[17] A. Fekak, Exposants de  Lojasiewicz pour les fonctions semi-alge´briques. Ann. Polon Math. 56 (1992),
123–131.
[18] A. Galligo, The´oreme de division et stabilite´ en ge´ome´trie analytique locale. Ann. Inst. Fourier 29
(1979), 107–184.
[19] H. Grauert, U¨ber die Deformation isolierter Singularita¨ten analytischer Mengen. Invent. Math. 15
(1972), 171–198.
[20] R. Hardt, Semi-algebraic local triviality in semi-algebraic mappings. Amer. Journal Math. 102 (1978),
291-302.
[21] M. Kashiwara, P. Schapira, Sheaves on Manifolds, Springer-Verlag, Berlin, 1990
[22] G. M. Khimshiashvili, On th the local degree of a smooth map. Soobshch. Akad. Nauk Gruz. SSR,
85(1977), of periodic solutions for analytic families of vector fields.
[23] C. McCrory, A. Parusin´ski, Complex Monodromy and the topology of real algebraic sets, Compositio
Math. (to appear)
[24] C. McCrory, A. Parusin´ski, Algebraically Constructible Functions, preprint
[25] A. Mostowski, M. Stark. Elementy algebry wyz˙szej. Pan´stwowe Wydawnictwo Naukowe, Warszawa,
1963 (in Polish).
[26] P. Schapira, Operations on constructible functions, J. Pure Appl. Algebra, 72, 1991, 83–93
[27] Z. Szafraniec, On the Euler characteristic of analytic and algebraic sets. Topology 25 (1986), 411-414.
[28] Z. Szafraniec, On the topological degree of real polynomial fields, Glasgow Math. Journal., 38 (1996),
221–231
[29] O. Y. Viro, Some integral calculus based on Euler characteristic, Lecture Notes in Math. 1346, Springer
Verlag (1988), 127–138
[30] C.T.C. Wall, Topological invariance of the Milnor number mod 2. Topology 22 (1983), 345–350.
ALGEBRAICALLY CONSTRUCTIBLE FUNCTIONS 15
De´partement de Mathe´matiques, Universite´ d’Angers, 2 bd. Lavoisier, 49045 Angers Cedex,
France, and School of Mathematics and Statistics, University of Sydney, Sydney, NSW 2006,
Australia
E-mail address: parus@tonton.univ-angers.fr, parusinski a@maths.su.oz.au
Institute of Mathematics, University of Gdan´sk, Wita Stwosza 57, 80-952 Gdan´sk, Poland
E-mail address: szafran@ksinet.univ.gda.pl
