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INTRODUCTION
The primary visual cortex was once thought to be relatively ‘hard-wired’
following infant maturation; yet, many recent findings suggest that it may continue to be
susceptible to modifications (i.e., the specificity of neuronal activation to a visual cue)
through experience—activity-dependent plasticity (e.g., Karni & Sagi, 1991). Perceptual
learning (PL) provides a convincing argument for the plasticity attributed to the
perceptual system. PL may be inferred from improvements in performance on perceptual
tasks after practice. It is not maturation, as maturation involves changes that are not due
to the environment (such as the increase in the ability to discern detailed visual
information during early infant development). In addition, PL likely does not require
explicit knowledge of what is being learned, thus can be considered to be largely implicit
(e.g., Watanabe, Nanez, & Sasaki, 2001). It is distinguished from higher-level cognitive
learning, which is typically described as involving conscious knowledge of exactly what
is being learned (i.e., explicit learning).
The key distinction for the present research is that PL can be found to be specific
to low-level attributes of stimuli used in perceptual tasks (i.e., orientation, size, or the
retinal location of the stimuli), which suggests that it is specific to low-level visual
mechanisms that operate pre-attentively (e.g., Karni & Sagi, 1991). For example, Karni
and Sagi (1991) asked observers to determine the orientation of a target region composed
of three small line segments. In the example image (Figure 1) the target is represented as
the three diagonally oriented line segments, which are set against a ‘background’ of
1

horizontal line segments. The target in this example is oriented horizontally and
recognizing it as such would denote a correct response. PL was measured as a decrease
in the time required to view the image, create a workable percept of the image and
maintaining 80% correct performance on the task (Karni & Sagi, 1991). In their
experiment, they varied the orientation of the elements, which compose both the target
region and background. Their results show that learning was specific to the orientation of
the background elements employed during training, as the greatest decrease in
performance occurred when the background line segments were shifted orthogonal to the
background line segments used during training (Karni & Sagi, 1991).

Figure 1. Karni and Sagi (1991) asked observers to determine the orientation of a target region composed
of three small line segment elements. In the example image the target is represented as the three diagonally
oriented line segments, which are set against a ‘background’ of horizontal line segments. The target in this
example is oriented horizontally. They found that learning was specific to the orientation of the
background elements (Karni & Sagi, 1991). (Image from Karni and Sagi, 1991.)

Basic Vision Mechanisms
Psychophysical vision research, in general, attempts to model the basic visual
mechanisms employed to code visual information from the environment. Initially,
environmental information is derived from variations in luminance across the image.
These variations establish the luminance modulation that is necessary to distinguish
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stimulus characteristics, such as orientation and spatial frequency (which is closely
associated with size).
The first to process luminance modulations are ganglion cells found at the retina,
followed by geniculate cells. These cells detect the general location of changes in
luminance across space. They are not orientation specific though they do provide some
information about spatial frequency. Pictured in Figure 2 are two diagonal luminance
gratings of high spatial frequency. A retinal ganglion or geniculate cell with a receptive
field similar in dimension to the grating will be activated (Figure 2Aa) because
luminance is present in the excitatory center region and largely absent in the inhibitory
regions. However, a cell with a larger receptive field (Figure 2Ab) would not be
activated due to simultaneous activation, which is caused by luminance being present in
both excitatory and inhibitory regions. The cells are not specific to orientation as
activation would be the same regardless of changes in orientation (Figure 2B).

A.

B.

Figure 2. Pictured are two diagonal luminance gratings with high spatial frequency. (A) Retinal ganglion
or geniculate cells with receptive fields similar in dimension to the grating will be activated (a) because
luminance is present in the excitatory center region and largely absent in the inhibitory regions. However,
a cell with a larger receptive field would not be activated due to simultaneous activation relating to
luminance presence in both excitatory and inhibitory regions. (B) The cells are not specific to orientation
as activation would be the same regardless of changes in orientation.
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Both ganglion and geniculate cells have center/surround configurations (Figure
3a). Light presented to an excitatory (+) region increases the firing rate of the cell,
whereas light presented in an inhibitory (-) region decreases the firing rate. These filter
profile characteristics allow for the detection of changes in luminance such as the
difference between the dark tree trunk and light background sky seen in Figure 3. Here,
the filters highlighted in red are not activated due to simultaneous activation by
luminance of both on and off filter regions, whereas the filters highlighted in green would
be activated because the dark tree edge is blocking inhibitory signals to luminance in the
left regions of the filters. The responses from geniculate cells are then sent on to the
primary visual cortex (V1).

a.

b.

c.

Figure 3. (a) Retinal ganglion and geniculate receptive fields have on-center/off-surround (or the reverse)
configuration. The dark tree trunks set against a light background (b) are good examples of luminance
difference found across visual space. Retinal ganglion and geniculate cells (c) can detect the luminance
difference between a dark tree trunk and light background. Here, the filters highlighted in red are not
activated due to simultaneous activation of both on and off filter regions, whereas the filters highlighted in
green would be activated because the dark tree edge is blocking inhibitory signals to light in the left regions
of the filter ((Photo by Jef Maion (b) with adjustments (c)).
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The receptive fields of ‘simple’ cells in the primary visual cortex (Figure 4a) have
elongated excitatory and inhibitory regions resulting in selectivity for orientation (Hubel
& Wiesel, 1962). Such cells are also sensitive to spatial frequency (Campbell, Cooper, &
Enroth-Cugell, 1969). This is to say, simple cell receptive fields have specific filter
profiles that describe the weighted stimulus sensitivity for the cell; images that resemble
the filter profile, such as the vertical luminance gradient of the same size and orientation
(Figure 4b), produce the largest responses or increases in neuronal firing rate (Hubel &
Wiesel, 1962). This is because luminance fills the excitatory lobe in the center but is
absent from the inhibitory lobes on either side. The maximum activation of the cell here
(Figure 4b) has been assigned an arbitrary value of +100. Images that are identical but
presented at a lower contrast will activate the cell to a lesser degree (Figure 3c; Hubel &
Wiesel, 1962). Here the activation of the cell has been reduced due to the decrease in
luminance contrast. Decreases in activation will also be found to images that somewhat
resemble the cell, such as a slightly tilted gradient, a gradient of slightly lower spatial
frequency, or to a gradient with a slight phase shift (a slight lateral shift of the
background luminance grating) as seen in Figures 4 d, e, and f respectively, (Hubel &
Wiesel, 1962). The horizontal gradient in Figure 4g would lead to no activation from this
particular vertically oriented cell, (Hubel & Wiesel, 1962). These decreases in activation
are due to the presence of luminance in the inhibitory lobes and the slight decrease in
luminance present in excitatory lobes.

5

a.

b.

e.

c.

d.

f.

g.

Figure 4. (In this figure, all absolute values are arbitrary). (a) Simple cell receptive fields (which are
usually modeled with two or three lobes as is displayed here) are selective for both orientation and spatial
frequency. Luminance gradients that resemble the filter profile, such as a vertically oriented grating, will
activate the cell (b). Luminance gratings that resemble the filter profile but at a lower contrast will activate
the cell to a lesser degree (c) as will luminance gradients that resemble the profile only somewhat, such as a
slightly tilted luminance grating (d), a luminance grating of a lower spatial frequency (e), or slight phase
shift (here the background image is shifted left) (f). In these cases, activation is decreased due to the
presence of luminance in the inhibitory lobes and the slight decrease in luminance present in the excitatory
lobe. (g) A horizontal gradient would lead to no activation from this particular vertically oriented cell.

Standard Filter-Rectify-Filter (FRF) Model
Though a simple cell can detect the edge of the dark tree trunk against a light
background based on luminance contrast (Figure 5a), it cannot detect the edge when the
average surface luminance is roughly equal across the visual space defining the edge
(Figure 5b). Figure 5b represents a visual texture. Here, the edge is not defined by a
change in luminance. In this case the edge is distinguished by first detecting the
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luminance modulations that define the different orientation and spatial frequency
patterns. Then, a second stage of processing is required to detect the variation in patterns
across visual space. The filter-rectify-filter (FRF) model of early visual processing
provides an account for how this may work.
In accordance with the FRF model, visual information is initially processed by
first-order filters, which correspond to simple cells in the primary visual cortex. As
mentioned, simple cells enable the detection of a luminance contrast defining such things
as the edge of a dark tree trunk against a light background as in Figure 5A. However,
when there is no overall luminance difference between surfaces, such as the texture
surfaces in Figure 5B, the differences in patterns defined by luminance need to be
detected. Here both trees have vertical orientation patterns, but of different spatial
frequency. Thus, the task of distinguishing one trunk texture from the other requires the
recognition of the different spatial frequencies present across the visual space that defines
the edge. Therefore, the process of revealing this edge would require the detection of the
spatial frequency modulation (FM).
In Figure 5C, the felled tree (4) has a different orientation than those of the
standing trees, thus defining an orientation modulation (OM) that conveys the edge of the
tree. Both FM and OM are built upon initial luminance modulation (LM), which firstorder mechanisms can detect due to their specificity for orientation and spatial frequency
(Figure 5B a). Second-order mechanisms specific to these respective first-order filters
are required to distinguish one texture from another—texture segmentation. In the
standard FRF model, each second-order mechanism receives information from a small
range of first-order filters, such as a small range of first-order orientations or spatial

7

frequencies. This is referred to as the channel of first-order information to which the
second-order filter is sensitive.

A.

B.

C.

Figure 5. (A) First-order mechanisms may function to detect the edge of the tree trunk against the light
background based on luminance contrast. Also shown are the center/surround filters that correspond to
simple cells. However, a first-order filter (B) is not activated when luminance is equally distributed across
the to-be detected edge, though first-order filters are employed to detect the luminance modulation in the
bark pattern. Here the trees have different sized vertical luminance pattern, thus distinguishing one from
the other requires that this frequency modulation (FM) be detected, and thus a second-order mechanism.
An orientation modulation (OM) in Figure 5C is found between the edge of the felled tree 4 and tree 2, the
luminance is again equal, thus the edge is distinguished by the difference in orientation of the bark pattern.
The edge of tree 2 can be distinguished from tree 3 based on luminance modulation alone, thus, a firstorder mechanism could detect this edge much like the mechanism shown in Figure 5A.

Second order-filters could be applied to the image of the partially occluded tree
trunk in Figure 6. Applying a second-order filter with a channel preference for a narrow
range of vertical orientations of a particular spatial frequency would effectively collect
only that type of first-order information (Figure 6a). In this case, tree one has a low
spatial frequency bark pattern (or relatively wide striped pattern) that is oriented
vertically. A second-order filter that integrates luminance information from this particular
channel of first-order information would detect activation of the first-order filters on tree
one based on the similarity of the luminance pattern to the first-order filter preference.
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However, applying the same first-order filter to tree two would not lead to activation
because the finer luminance pattern would simultaneously activate and inhibit both the
excitatory and inhibitory lobes of this particular first-order filter, thus rendering it
incapable of detecting the first-order luminance modulation. Thus, a second-order filter
(the large blue filter in Figure 6) will detect a difference in activation from its first-order
channel preference and thus the edge. A second-order mechanism sensitive to a narrow
range of first-order filters with a preference for small spatial frequency and vertical
orientation (6b) could be employed in much the same way. In this case, a first-order filter
sensitive to small spatial frequency and vertical orientation could detect the luminance
modulation pattern on tree two but would, in general, not detect the pattern on tree one.

9

Figure 6. Pictured are the trunks of three trees where foreground trees partially occlude those behind.
Tree 1 and tree 2 have roughly the same average luminance across their trunk surfaces. Thus, in order to
detect the edge of tree 1, a difference other than luminance needs to be detected. In this case, tree 1 has a
much lower spatial frequency (wider stripes) defining the vertically oriented bark pattern. This pattern
would be recognized by a first-order filter with vertical orientation and larger spatial frequency (a), a
second-order mechanism with a preference for this particular channel of first-order information, shown as
the large ovals in blue, would be able to detect the edge distinguishing the two trees from each other. A
second-order mechanism sensitive to a smaller vertical first-order channel (6b) could be employed in much
the same way. In this case, the smaller filter could detect the luminance modulation pattern on tree two but
could not, in general, detect the bark pattern on tree one (base Photo by Jef Maion shown with
adjustments).
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Importantly, based upon the excitatory and inhibitory regions that define firstorder receptive fields, it is just as likely that luminance will be present in inhibitory
regions and not found in excitatory regions. For example, the first-order filter highlighted
in red in Figure 6c is misaligned and the response of this cell would be inhibitory.
Aligned and misaligned first-order cells will be equally distributed across the image.
Thus, the second-order filter will integrate equal amounts of excitatory and inhibitory
information from these particular first-order channels and the first-order information
would cancel out. To account for this cancellation, rectification is required. In
accordance with the FRF model, rectification effectively removes the cancellation that
occurs when both excitatory and inhibitory first-order information are present
simultaneously. Rectification may be accomplished by, for example, ignoring the
inhibitory information from the first-order filters or squaring the first-order filter output,
thus providing a calculable measure of activation from the first-order filters.
We will use the tree trunks from previous examples to aid in clarifying the
function of a standard FRF mechanism. Recall that the image represents an FM, Figure
7a shows the activation of first-order filters sensitive to the large, vertical orientation
pattern found on tree one (filters in green) and the lack of (or severely decreased)
response to these filters to the pattern on tree two (filters in red). Figure 7b displays a
general idea of the first-order filtered output. Each pixel in the grey scale image
represents a response from a first-order filter to the luminance modulation that is present
in that particular region of the natural image. Light regions represent excitatory
responses, dark regions represent inhibitory responses and grey regions represent a lack
of activation.
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Based upon the output of these first-order filters, an FRF mechanism (shown in
blue in Figure 7b) that is sensitive to this first-order channel can detect more activation
from the first-order filters in its excitatory lobe compared to its inhibitory lobe. This is to
say that this particular FRF mechanism can detect more contrast energy on tree one due
to the increased activation of the first-order filters. Again, this is due to the similarity of
the bark pattern to the first-order filter profile characteristics (i.e., low spatial frequency
and vertical orientation). Thus, the increased activation from these first-order filters is
due to the correspondence of the first-order filter preference to the luminance contrast
that defines the bark pattern on tree one. The lack of correspondence between the firstorder filter profile characteristics to the pattern on tree two leads to little to no activation.
To this end, the FRF mechanism recognizes the difference in contrast energy present in
its excitatory lobe as compared to its inhibitory lobe and is thus activated. The same can
be said of a FRF mechanism that receives its first-order information from first-order
filters displayed in Figure 7d. Here the first-order filters that are sensitive to the
luminance contrast defining the high spatial frequency and vertical orientation of the
pattern on tree two would, in general, not be activated when applied to tree one (Figure
7d). As before, an FRF mechanism with this first-order channel preference can detect
more contrast energy in its excitatory lobe positioned on tree two, and little to no
activation in its inhibitory lobe positioned on tree one.
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a.

b.

c.

d.

Figure 7. Figure 7a shows the activation of first-order filters sensitive to the large, vertical orientation
pattern found on tree one (filters in green) and the lack of (or severely decreased) response to these filters to
the pattern on tree two (filters in red). Figure 7b displays a general idea of the first-order filtered output.
Each pixel in the grey scale image represents first-order filter output resulting from activation to the natural
image. Light regions represent excitatory responses, dark regions represent inhibitory responses and grey
regions represent a lack of activation. Based upon the output of these first-order filters, an FRF mechanism
(shown in blue in Figure 7b) that is sensitive to this first-order channel can detect more activation in its
excitatory lobe compared to its inhibitory lobe. This is to say that the mechanism can detect more contrast
energy on tree one due to the increased response of the first-order filters due to the similarity of the bark
pattern to the first-order filter profile characteristics. Again, the increased activation from these first-order
filters is due to the correspondence of the first-order filter preference to the luminance contrast that defines
the bark pattern on tree one. The lack of correspondence between the first-order filters to the pattern on
tree two leads to little to no activation. Thus, the FRF mechanism finds more contrast energy in its
excitatory lobe compared to its inhibitory lobe and is thus activated. The same can be said when an FRF
mechanism with a second-order channel preference for first-order filters that are sensitive to the luminance
contrast defining the small, vertical orientation pattern on tree two is applied to tree one (Figure 7d). Here,
the FRF mechanism detects more contrast energy in its excitatory lobe positioned on tree two, and little to
no activation in its inhibitory lobe positioned on tree one.
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Isotropic FRF Model
The isotropic FRF model is distinguished from the standard model with respect to the
type of first-order information to which the second-order filters are sensitive. As
mentioned, the second-order filter in a standard FRF model is sensitive to a particular
channel of first-order filters selective to a narrow range of orientations (Figure 8 b & c).
This is to say, each second-order filter has a narrow range (termed narrow bandwidth) of
orientations that it prefers. The standard FRF model on the bottom left (b) would be
representative of the type of mechanism used to detect contrast variations within a narrow
orientation channel centered on 45o clockwise (cw) of vertical orientation. The standard
FRF model on the bottom right (c) would be representative of the type of mechanism
used to detect contrast variations within a narrow orientation channel centered on 45o
counter-clockwise (ccw) of vertical orientation. Recently, evidence has been found for
another form of FRF mechanism that is not sensitive to a narrow band first-order
orientation, but rather, it is sensitive to all first-order orientations and thus termed
isotropic (Figure 8a; Motoyoshi & Kingdom, 2007; Prins, 2008a; 2008b).
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Figure 8. The isotropic FRF model (a) has second-order filters that are sensitive to the full range of firstorder orientations (middle row). The standard FRF models (a & c) are sensitive to a narrow range of firstorder orientations. The standard FRF model on the bottom left (b) and right (c) would be representative of
the type of mechanism used to detect orientations centered on 45o cw and 45o ccw of vertical orientation.

The first-order information presented to observers within textures will determine
which of these two classes of mechanism is activated. Second-order filters in a standard
FRF mechanism will collect first-order information specific to their channel preference.
Figure 9a displays four second-order filters along with their first-order filter orientation
channel preference. Figure 9a 1 & 3 represent the standard FRF mechanisms shown in
Figure 8 (b & c respectively) and are sensitive to diagonal orientations. Figures 9a 2 & 4
represent standard FRF mechanism sensitive to cardinal orientations. However, an
isotropic FRF may, for example, be implemented in such a way that first-order
information is pooled (i.e., contrast across all first-order orientation channels is
combined) prior to being sent on to the second-filter (Figure 9b). Due to these
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differences, isotropic and standard FRF mechanisms will respond differently to
modulations of first-order information within texture.

a.

b.

Figure 9. (a) Second-order filters in a standard FRF mechanism will collect first-order information
specific to channel preference. Figure 9a displays four second-order filters along with their first-order filter
orientation channel preference. Figure 9a 1 & 3 represent the standard FRF mechanisms shown in Figure 8
(b & c respectively). Figures 9a 2 & 4 represent standard FRF mechanism sensitive to cardinal
orientations. (b) An isotropic FRF may, for example, be implemented in such a way that first-order
information is pooled prior to being sent on to the second-filter.

Texture Contrast Modulation
Contrast modulations defining second-order figures in texture discrimination tasks
can be created by manipulating first-order information contained in specific first-order
channels. With this method, it can be manipulated whether isotropic or standard FRF
mechanisms (or combinations thereof) are used to perform the discrimination task.
Standard FRF mechanisms whose channel preferences coincide with the first-order
information used to construct the texture will be activated. However, an isotropic
mechanism may or may not be employed depending on the configuration of first-order
information within texture. These activation differences are essential to establishing
which mechanisms are employed to perform a segmentation task, as well as to which
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may be susceptible to training. This key consideration will be explored in greater detail
in the following section.
Figure 10a shows an example texture stimulus from previous research (Prins, 2008).
Figure 10b displays a stylized version of the texture with examples of the principal firstorder components used to construct the texture. The components in the stylized figure
are presented as either black or grey—denoting high and low contrast energy respectively
(Figure 10b). The example stimulus (Figure 10a) is constructed of multitudes of

Figure 10. An example stimulus from previous research (Prins, 2008a; Figure 10a), along with a stylized
version of the texture displaying simplified and enlarged examples the principle first-order components
used to construct the texture—black filters denote high contrast energy and grey filters denote lower
contrast energy (Figure 10b).

micro-patterns representing first-order information (termed Gabors). Gabors resemble
the profile characteristic of first-order filters (i.e., elongated, adjoining light and dark
regions). When Gabors are used to construct a texture, they are termed carriers, as they
‘carry’ the luminance information used to define the second-order figures. The secondorder figures that are to be discriminated in this task are the large diagonal bars, which
represent the envelope. Each bar in the example contains two orientations orthogonal to
each other with variations in the amplitude of contrast energy between the bars. Two
standard FRF mechanisms sensitive to diagonal orientations centered on 45-degrees cw
17

and 45-degrees ccw of vertical (such as those in Figure 9a 1&3 respectively) can detect
the envelope. Each mechanism accomplishes this by first identifying the luminance
modulation within the narrow channel of first-order orientations to which it is sensitive.
Following this, the mechanisms distinguish the difference in contrast energy between the
bars defining the contrast modulation within the first-order channel to which the FRF is
sensitive.
All texture segmentation involves detecting contrast modulation within orientation
and spatial frequency channels that distinguish one texture region from another.
However, a contrast modulation (CM) per se refers to changes in contrast considered
across all first-order information in the texture. To clarify, stylized versions of OM, FM,
and CM are offered in Figure 11. OM involves a change in orientation from one texture
region to the next (Figure 11a). FM involves a change in spatial frequency across
texture regions (Figure 11b). However, a CM involves a change in amplitude of the
contrast energy from one bar to the next while holding first-order orientation and spatial
frequency constant (Figure 11c).

Figure 11. OM involves a change in orientation from one texture region to the next (Figure 11a), whereas,
FM involves a change in spatial frequency across texture regions (Figure 11b). However, a CM involves a
change in amplitude ratios of the contrast energy from one bar to the next while holding first-order
orientation and spatial frequency constant (Figure 11c).

18

With this understanding, it can be shown that the example stimulus in Figure 9a could
be constructed by adding two CM textures composed of different first-order channels
(Figure 12). The example in Figure 12 combines the two different orientation channels in
counter-phase. A counter-phase combination positions high contrast energy from one
channel and low contrast energy from the other in the same bar.

Figure 12. Two different first-order orientation channels combined to create an OM texture presented in
counter-phase, shown with stylized versions of the stimulus components.
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An in-phase representation (Figure 13) combines high contrast energy from both
channels in the same bar and low contrast energy from both channels in adjacent bars.
This combination creates a CM in both narrow orientation channels (just as before in
Figure 12), as well as a CM in overall contrast. Importantly, either an isotropic FRF
mechanism can be enabled or disabled depending upon which of these two configurations
is used. This consideration will be explained in the following section.

Figure 13. An in-phase representation combines high contrast energy from two first-order channels in the
same bar and low contrast energy from both channels in adjacent bars. This texture contains both contrast
modulation in two narrow orientation channels and a modulation in overall contrast.
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Phase Shifts to Disable Isotropic Mechanisms
When two orthogonal orientations are present within a texture, three possible
mechanisms can be activated: two standard FRF mechanisms (one for each orientation;
as stylized in Figures 14a & b) and possibly an isotropic FRF mechanism (as stylized in
Figure 14c). In-phase representations, where both carrier orientations are present at
relatively equal contrast amplitude in the target-defined region (i.e. the comparatively
high-contrast and low-contrast bars of each texture line up), would enable an isotropic
FRF mechanism. Pertaining to the shape of the second-order mechanism in the following
examples (Figures 14-19): the mechanisms are displayed as having two lobes, while also
being tuned for the orientation (Kwan & Regan, 1998) and spatial frequency (Kingdom &
Keeble, 1996) of the texture modulation.

Figure 14. Stylized versions of a standard FRF mechanism tuned to 45-degree cw orientation (a), a
standard FRF mechanism tuned to 45-degree ccw orientation (b), and an isotropic FRF mechanism (c).

Figure 15 shows an isotropic mechanism that has been superimposed onto an in-phase
image. Arbitrary values have been assigned to the total possible activation of each lobe:
excitatory activation in green +50, inhibitory activation in red -50. Example responses to
the image are displayed as well: a fully activated excitatory lobe (50/50: this is to be
understood as a excitatory response of 50 out of a maximum response rate of 50, or full
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activation) and a partially activated inhibitory lobe (10/50: read as an inhibitory response
of 10 out of a maximum inhibitory response of 50). This example activation sums to an
excitatory response from this isotropic mechanism to the image (e.g., an excitatory
response of 50 minus an inhibitory response of 10), which is denoted by the arbitrary
value of +40.

Figure 15. An isotropic FRF mechanism is activated by an in-phase representation. Arbitrary values have
been assigned to the total possible activation of each lobe: excitatory activation in green +50, inhibitory
activation in red -50. Example responses to the image are displayed as well: a fully activated excitatory
lobe (50/50) and a partially activated inhibitory lobe (10/50). This example activation sums to an
excitatory response from this isotropic mechanism to the image, which is denoted by the arbitrary value of
+40.

As can be seen in Figure 15, the excitatory lobe is fully activated. However, the
inhibitory lobe is only partially activated due to the decrease in luminance contrast
energy. With this decrease in the inhibitory lobe, the total activation of the mechanism is
+40. Thus, this isotropic FRF mechanism is enabled due to both its preference for the
wide range of orientations in the texture and the presence of an overall CM across the
image.
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However, a counter-phase condition, where the amplitude of the contrast modulation
is equal across the image, would not enable an isotropic mechanism. This is due to the
matched activation of both excitatory and inhibitory lobes to the amplitude of the
orientations present (Figure 16). Thus, without a modulation in overall contrast (and
despite the presence of a wide range of orientations), an isotropic mechanism is ‘blind’ to
the large diagonal bars in the image and will not be enabled during the segmentation task.

Figure 16. A counter-phase representation of an OM texture will not enable an isotropic mechanism due to
matched activation from inhibitory and excitatory lobes.

A counter-phase configuration would, however, enable two separate standard FRF
mechanisms (one for each orientation). Figure 17 displays the activation of these two
narrowly tuned standard FRF mechanisms. Note the decreased activation in the
inhibitory lobes. This decrease is due to the low contrast energy found in the bar that is
specific to the mechanism’s channel preference (the reader is invited to re-inspect Figure
12 for clarification).
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Figure 17. Two standard FRF mechanisms showing activation to a counter-phase CM texture; note, the
decreased activation in the inhibitory lobes is not due to the difference between the preferred orientation of
the mechanism and the high amplitude orthogonal orientation in the bar. The decrease is in-fact due to the
low contrast energy found in the bar that is specific to the mechanism’s channel preference.

It is important to note that these two standard mechanisms will also be enabled by an
in-phase texture. Figure 18 displays the activation of these mechanisms to such an
image. The standard FRF mechanism with a specificity for narrow band information
centered 45-degrees cw of vertical (Figure 18a) shows activation of +40. The standard
FRF mechanism tuned to a narrow range of orientations around 45-degrees ccw of
vertical (Figure 18b) shows an activation of +40. It is important to recognize that these
activations are equal to the mechanism’s response to a counter-phase representation.
This is due to the narrow band specificity of each mechanism—they will respond
identically because the contrast energy that defines the within channel CM has not
changed despite the shift in phase.
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a.

b.

Figure 18. The standard FRF mechanism with a specificity for narrow band information centered 45degrees cw of vertical (Figure 18a) shows activation of +40. The standard FRF mechanism tuned to a
narrow range of orientations around 45-degrees ccw of vertical (Figure 18b) shows an activation of +40.
(All values are, again, arbitrary.)

In summary of this section, isotropic mechanisms can be disabled by counterphase representations of two orthogonally tuned orientation channels. This is due to the
full spectrum orientation sensitivity of the mechanism and the lack of an overall CM in
the image. An in-phase representation does, however, have a modulation in overall
contrast and thus an isotropic mechanism can detect this change in contrast energy across
the texture plane. Standard FRF mechanisms will always be enabled, regardless of
relative phase. These two alternative phase presentations allow us to manipulate whether
an isotropic mechanism is being employed in a texture segmentation task. A summary of
example phase conditions and the mechanisms enabled by such an image are offered in
Figure 19, along with an introductory look at a noise condition, which will be covered in
the following section.
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Figure 19. (a) Two orthogonal orientation channels are contrast-modulated in-phase, two standard FRF
mechanism will be enabled (one for each orientation) as well as an isotropic FRF mechanism. (b) Two
orientation channels in counter-phase thus disabling an isotropic mechanism ability to detect the
diagonal bars. (c) identical to (b) except that the texture also contains noise. The micropatterns used to
create the textures are also shown. (Prins, 2008)

Effect of Noise Conditions
Noise takes the form of irrelevant or unmodulated texture information that is
present in a segmentation task. During such a task, an observer’s response will determine
the amount of task relevant contrast energy that is available in subsequent trials to define
target from background. The modulated orientations in the preceding figure are the two
diagonal orientations, which are orthogonal to each other. The unmodulated orientations
are vertical and horizontal. Both modulated and unmodulated information are contained
within narrow orientation channels to control the visual information presented to the
observer during a detection task.
A simple example of modulated information is offered in Figure 20 (page 31).
The observer’s task, as with the preceding examples, is to detect the orientation of the
large diagonally oriented bars. Figure 20a represents an unmodulated texture along with a
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stylized version displaying the first-order components in the image. All micropatterns in
the unmodulated texture have equal contrast. Thus, without a change in contrast across
the texture plane the observer has no information with which to perform the task. To
distinguish target from background, and thus provide an opportunity for the observers to
complete the segmentation task successfully, the contrast defined by micropatterns in the
texture is varied from target to background—termed a contrast modulation—the
amplitude of which will be varied from trial-to-trial. This is to say, for example, a
decrease in contrast of micropatterns in the target region will be accompanied by an
increase in contrast of the micropatterns in the background. This consideration will be
covered in greater detail in a later section. For now, all that is necessary is to understand
that the modulation amplitude is response-dependent and will vary from trial-to-trial. In
the counter-phase example shown in Figure 20b, the task-relevant modulations are
revealed as increases to both high and low contrast energy for each orientation alternating
from one texture region to the next. Thus, the observer can now successfully detect the
orientation of the large diagonal bars and complete the task.
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Figure 20. An unmodulated texture constructed of two diagonal first-order components that are orthogonal
to each other, along with a stylized version of the texture (a). An increase in the task relevant contrast
available to the observer reveals the orientation of the diagonally positioned bars (b). The modulation
amplitude of the first-order information in this example has been varied between texture regions.

However, when contrast in the noise orientation channels is present it is not varied
between texture regions and it is thus unmodulated. Figure 21a represents a texture
containing both (to be) modulated diagonal orientations along with vertical and
horizontal noise. A stylized version of the texture is again offered to show the first-order
components used to construct the texture. Here again, all micropatterns in the
unmodulated texture have equal contrast across the texture plane (Figure 21a). In
subsequent trials the modulation amplitude of the signal orientation channels (the
diagonal orientations) is varied across the texture regions, which presents the observer
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with the within channel contrast modulation (outlined in green) required to perform the
task (Figure 21b).

Figure 21. Displayed is a texture containing both (to be) modulated diagonal orientations along with
vertical and horizontal noise. A stylized version of the texture is again offered to show the first-order
components used to construct the texture. Here again, all micropatterns in the unmodulated texture have
equal contrast across the texture plane (Figure 21a). In subsequent trials the modulation amplitude of the
signal orientation channels (the diagonal orientations) is varied across the texture regions, which presents
the observer with the within channel contrast modulation (outlined in green) required to perform the task
(Figure 21b).

Isotropic and standard FRF mechanisms will both be affected by the presence of
noise. Isotropic mechanisms will be influenced to a greater extent due to their
preference for a wide range of orientations. They will thus be equally sensitive to all
orientation contrast energy present in the image, including noise. Yet, standard FRF
mechanisms, due to the specificity of their profile preferences, should not be affected as
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greatly by contrast energy presented outside their narrowband preference. However,
noise may serve to make it more difficult for a standard FRF mechanism to detect
contrast energy specific to the narrow band of orientations it prefers. The addition of
noise increases task difficulty when the range of orientations in the noise channels
encroaches on the channel of orientations to which the standard FRF mechanism is
sensitive. Following practice with a segmentation task, where target is defined from
background based on variations in modulation amplitude of the preferred orientations to
which the standard FRF mechanism is sensitive, and the mechanism may become better
at distinguishing the relevant signal orientations. This improvement may be due to a
decrease in the mechanism’s responsiveness to orientations within its narrowband
channel that may overlap with the range of orientations that defines the noise. In other
words, if such a mechanism could improve its detection of orientations that more closely
match its preferred orientation in the presence of noise (and thus the relevant information
pertaining to the task at hand) an increase in performance would be expected. Such an
improvement in performance may denote perceptual learning. The template retuning
process suggested in the following section describes how such a process may support PL.

Perceptual Template Model (PTM)
Mechanisms of PL have been suggested, which have been established using an
external noise paradigm coupled with the Perceptual Template Model (PTM) in order to
quantify internal representations of external visual information (Dosher & Lu, 1999).
The PTM is a full system model, meaning it includes considerations of both external
noise (unmodulated or irrelevant stimulus information) and internal noise (neuronal
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activity that occurs independent from the environment) relative to the detection and
decision process during a perceptual task. One of the learning mechanisms, template
retuning, may be a likely candidate to account for improved performance in our
perceptual tasks.
In general, the function of template retuning is to exclude external noise to
facilitate detection of task-relevant information in the stimuli. Relative to the previous
examples, template retuning would involve the narrowing of the range of first-order
orientations to which the second-order mechanisms in the standard FRF model are
sensitive. Thus, improvements would be expected following extended practice with
images constructed of micro-patterns with task-relevant modulations contained in
specific orientations. Figure 22 displays a standard FRF mechanism (Figure 22a) along
with a retuned version of the same mechanism (Figure 22b).

The red curve in each of

these images coincides with the weighted sensitivity that the second-order mechanism
has to each of the first-order orientations to which it is responsive—the sensitivity is
greatest in the middle of the distribution and decreases as one moves away from the
center. It should be noted that changes in sensitivity could occur in one of two ways. It
could occur at the level of the first-order filter, by narrowing the range of orientations to
which each first-order filter would respond. Alternatively, improvements in sensitivity
could be due to changes in the relative weighting (!i) of the connections between the
second-order mechanism and the first-order mechanism in its preferred channel.
However, this distinction was not explored in the present research.
Prior to retuning, a standard FRF mechanism is responsive to a small range of
orientations, following retuning the mechanism would become sensitive to an even
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narrower range of orientations. By restricting task-relevant information in an image to
specific orientations, we can be certain that training is limited to the standard FRF
mechanism responsive to these orientations. For example, if stimuli were constructed
such that the task relevant first-order orientations are presented at (or near) 45 degrees, a
second order mechanism whose preferred orientations are centered at 45 degrees would
be activated. However, following continued training with such stimuli in the presence of
noise, the mechanism would become increasingly sensitive to orientations more centrally
located in its channel of preferred orientations and less sensitive to orientations that may
overlap with those present in the noise channels. This would serve to optimize the
performance of the mechanism by limiting activation to task relevant information only,
thus excluding activation due to noise.

a.

b.

Figure 22. The ‘untuned’ standard FRF mechanism (a) is sensitive to a range of first-order information
centered around 45 degrees. A ‘retuned’ filter (b) is less sensitive to the orientation information further
from the center of the distribution.
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BACKGROUND
Many examples of perceptual learning have been recognized for first-order
orientation (e.g., Schoups, Vogels & Orban, 1995; Dosher & Lu, 1998, 1999), orientation
and spatial frequency (e.g., Fiorentini & Berardi, 1981), and texture segmentation (e.g.,
Karni & Sage, 1991; 1993). PL also has been found to be specific to retinal location
(e.g., Schoups, Vogels, & Orban, 1995; Dosher & Lu, 1998, 1999; Fiorentini & Berardi,
1981), tends to be displayed better in the periphery (Dosher & Lu, 1999), and likely
requires a consolidation period (Mednick et al, 2008). Though occurrences of PL have
been established, mechanisms of PL have been left largely unaccounted.
Dosher & Lu (1999) explored learning mechanisms employing stimuli in which
both background and target were composed of isotropic first-order information. Since
both target and background were composed of the same broadband orientation
information, narrowband orientation specific mechanisms would not be employed in the
task. Thus, template retuning of orientation specific mechanisms sensitive to narrow
band orientation information could not be explored.
The stimuli to be used in the present research were textures constructed such that
signal and noise were contained within distinct first-order channels. So, changes in
performance could be compared to manipulations of the first-order information
specifically. Thus, if learning is specific to a particular orientation, the retuning of firstorder filters may account for some of the differences in performance between observers.
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This type of analysis of first-order template retuning of orientation within texture has not
previously been investigated.
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EXPERIMENT
Our perceptual task involved discriminating a circular target region measuring 1
visual degree (1 degree of visual space is roughly the width of your thumb at arm’s
length) from a 5-degree square background in two simultaneously presented textures.
The target was jittered to prevent possible cuing to the target’s location, which may occur
due to repeated presentation of the target in the same location within the texture. The two
textures were positioned diagonally from each other at 5 degrees from fixation in the
periphery (Figure 23). Figure and background were defined from each other by
modulations in contrast. Task difficulty was increased by adding noise to the image (in
the form of random or task irrelevant orientation information) and by manipulating the
amplitude of the contrast variations between target and background. Performance
improvements and a measure of general learning were quantified as decreases in contrast
thresholds necessary to maintain successful performance on the task. Importantly, when
the target is defined from the background by manipulating the modulation amplitude of a
specific within channel orientation, the decreases in contrast threshold required to
perform the task should be understood as a decrease in the amount of contrast energy that
was required for a mechanism receptive to these channels to successfully discriminate the
target—the mechanism became more sensitive to task relevant contrast energy. The
increase in sensitivity is understood as a measure of learning. However, in order to
describe this learning as PL, specificity to either the trained orientation or retinal location
must be established.
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A decrease in threshold modulation amplitude recognized with trained
orientations should not be maintained when the target is defined by contrast variations in
orientation found outside the narrowband channel of the trained mechanism. For
example, if training improves sensitivity to contrast energy defining a narrowband of
diagonal orientations positioned around 45 degrees, that improvement should not transfer
to contrast energy defining a narrowband of orientations positioned around 90 degrees.
Such specificity of learning to a particular orientation channel would suggest the firstorder channels to which a standard FRF is sensitive have been retuned, thereby narrowing
the focus to the task-relevant orientations present in the targets within texture. Similarly,
specificity to retinal location can be determined by recognizing an increase in sensitivity
to targets training in one retinal location, which fails to transfer to a different retinal
location. Again, increases in sensitivity in all cases are expressed as lower detection
thresholds required to maintain successful performance on the discrimination task.

Figure 23. Stimulus dimensions.
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METHODOLOGY
Participants
Existing data from fourteen (14) observers between the ages of 18-40 recruited
through Psychology 405 was analyzed to determine whether our predictions were
supported. All observers had normal or corrected to normal vision and were naïve to the
purpose of the study at the time of testing.
Design
Participants were assigned to one of four conditions: counter-phase, noise absent;
counter-phase, noise present; in-phase, noise absent; in-phase noise present (Figure 24).
For the test of PL, the diagonal position of the textures was switched to the opposite
diagonal position (as a measure of specificity to retinal location) and first-order
information was switched to untrained orientations (as a measure of orientation
specificity). This is to say, those that trained in left bottom to right top diagonal position
were tested in a right bottom to left top position and vice versa; also, trained first-order
orientations were shifted 45 degrees during testing. For example, those trained with
cardinally orientated first-order information were switched to mirrored diagonal
orientations. These two switches were made independently and occurred in consecutive
sequence in quasi-random order. Pilot research using noise conditions revealed cases of
both general learning and PL (specific to retinal location but not orientation). The data
from the six (6) participants used in the pilot research was found acceptable for
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fulfillment of the noise conditions and was included in the analysis of the rest of the
existing data for a combined total of data collected from fourteen (14) participants.

Figure 24. 2x2 design with crossed conditions.

Stimuli
Stimuli were presented on a Mitsubishi Diamondpro 2070SB CRT monitor
running at 800 x 600 pixel resolution and 100 Hz refresh rate and driven by a Cambridge
Research Systems VSG2/5 graphics board. All stimuli, stimulus presentation and data
collection were based in custom-written Matlab programs.

Procedure
Individual meetings were established prior to participation. During these meeting
a general lab orientation was provided as well as review and signing of informed consent.
The instructions for lab participation were offered verbally at the time of orientation and
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reminders were offered on the first day that each participant was scheduled to participate.
Participants were seated at a comfortable viewing distance (one meter) from a computer
screen.
At the beginning of each session, observers were asked to focus on a fixation
point (a small black square in the center of the screen) and press a button for the trials to
begin. Two texture regions were presented at the same time at opposing diagonal
positions. The observer’s task was to locate and determine whether the position of the
target regions presented in the two textures were located in the same or different halves
of the texture relative to the horizontal midline of each texture (Figure 25). The observer
then pressed one of two buttons to record their decision. Still frame images of the to-beprocessed images were provided prior to testing in order to give participants an idea of
what to look for once testing starts. Following this, participants completed a 2 alternate
forced choice (2AFC) practice session consisting of two 100 trial blocks (a 2AFC
procedure requires a participant to make a decision between to two alternative selections,
which are explained below). The practice images were composed of easily detectable
light targets on a dark background (as opposed to the textures used during testing). The
practice served to provide participants with an opportunity to familiarize themselves with
the detection and comparison of target regions in periphery and to the button pressing
protocol required to record their responses.
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Figure 25. Circular target regions presented in textures, here displayed as both in the bottom regions.

Images were presented in 200 ms intervals and required the participant’s response
in order for the next images to appear. Correct and incorrect responses were recognized
by two different feedback tones. Each training session included 500 trials, which took
about 40 minutes. Each participant trained in one 500-trial session a day, on three or four
separate days during a regular semester week, and on each day during summer term
testing (excluding weekends) until their performance stabilized. The contrast modulation
amplitude was varied with the Psi method (Kontsevich & Tyler, 1999).
The Psi adaptive psychophysical method was used to vary contrast modulation
amplitude from trial-to-trial based on the observer’s prior performance. Using previous
responses, the Psi method presents stimuli at the best modulation amplitude to collect
information that describes the threshold and slope of the mechanisms used to perform the
task. Though both slope and threshold parameters are used to describe performance, the
principal focus of the present research was to track changes in threshold.
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Analysis
The independent variable (IV) in this study is the threshold amplitude of the
contrast modulation that defines the target from the background. In order to quantify the
amplitude of the contrast modulation present in the textures, two metrics were
employed—Michelson contrast (C) and the Root Mean Square (RMS) of the amplitude
(standard deviation (SD) of the luminance divided by the mean). Michelson’s C is a
commonly used measure of contrast in visual stimuli,

where Lmax represents the maximum luminance present in the image and Lmin
represents the minimum luminance present in the image. This metric provides an
appropriate contrast measure when two luminance values are present in an image. An
example would be a light bar on a dark background. More generally, Michelson’s C
would be appropriate to describe the contrast present when attempting to express the
difference between two values that define a geometric shape (when both are homogenous
in regards to luminance)—such as found with the disk shaped targets in our practice
stimuli.
When more than two luminance values are present in an image, Michelson’s C
may not provide an appropriate measure of the contrast present. For example, in a
complex image where multiple luminance values are present (such as in a texture),
Michelson’s C will still compute a contrast measure based on Lmax and Lmin alone, leaving
the contrast defined by the remainder of the grayscale values unaccounted. Thus, in order
to quantify the contrast present in a complex image, we compute the SD of the luminance
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values then divide the SD by the mean of the total luminance. This, as mentioned, is
equivalent to the RMS of the amplitudes. The RMS of each the target and the background
was computed. The Michelson metric was then used to quantify the amplitude of the
contrast modulation that defines the target from the background.
Results were analyzed by fitting the data from each observer’s session with the
Weibull psychometric function using a Maximum Likelihood criterion. Psychometric
functions, in general, describe the relationship between behavior and some characteristic
of the stimuli. In the present case, observer behavior is proportion of correct responses as
a function of amplitude of the contrast modulation that defines target from background.
The Maximum Likelihood criterion attempts to fit the best values for the parameters of
interests in the psychometric function. The parameter of interest for the present research
was the observer’s threshold. Threshold is the modulation amplitude where the
proportion of correct responses from the observer reaches .803. This threshold was
established by fitting a Weibull function assuming the guess rate of .50 and the lapse rate
.02.
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RESULTS
Data from all fourteen observers is presented in Figure 26. Here, threshold
contrast modulation is presented as function of session. All observers display a decrease
in threshold across sessions. Large decreases in threshold contrast are recognized
initially for all observers and this is due likely to becoming more familiar with the (fairly
difficult) task requirements: performing a peripheral task, locating the target regions
embedded in textures, and making the correct button selection.
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Figure 26. The data from all fourteen subjects show an increase in sensitivity to the contrast modulation
across sessions. The green squares and red triangles represent changes in retinal location and orientation,
respectively. A bootstrap procedure was used to determine the standard error of each threshold, which is
denoted by the vertical error bars. The small squares orthogonal to each other to the right of the graph
represent the participant’s trained retinal position. The orientation of the cross below the small squares
represents the trained orientation. Data suggests specificity of learning to retinal location but not first-order
orientation.

Though the intent of the practice session was to account for as much of this type
of learning prior to data collection, the practice session presented target regions that were
defined from the background by luminance (LM contrast). They were also presented
intentionally at high contrast to facilitate detection. Thus, observers could familiarize
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themselves with the process of locating the targets and making the same/different half
decision required to complete a trial. The textures employed in the study were much
more difficult to segment, even at high contrast levels. This is especially so in counterphase conditions where variations in overall contrast across the texture plane are not
present, as in the in-phase conditions. This may account for the lower initial threshold
recognized from observers testing in the in-phase conditions.
The addition of noise effectively decreases an isotropic mechanism’s ability to
detect task-relevant information in an image. This is because any noise present in an
image can activate an isotropic mechanism due to their broadband orientation
preferences. As such, isotropic mechanisms will be equally responsive to modulated,
task-relevant orientations and the task-irrelevant, unmodulated orientations that are
present in noise channels. With this in mind, we would expect performance in the noisepresent, in-phase conditions to be roughly equal to performance in the noise-present,
counter-phase conditions. This is due to the disabling of the isotropic mechanisms with
the presence of noise, thus leaving two standard FRF mechanisms (again, one for each
orientation present) to detect the contrast modulations in both the noise-present, in- and
counter-phase conditions. This expectation was partially confirmed.
In addition, isotropic mechanisms are entirely incapable of discriminating a target
region from the background without an overall CM across the texture plane, as in our
counter-phase conditions. However, in the noise-absent, in-phase conditions both
isotropic and standard FRF mechanisms would be employed and the prediction was that
thresholds would be lower due to the collective efforts of these two types of mechanisms
to complete the discrimination task. These findings confirm this prediction. (The reader
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is invited to revisit the function of isotropic mechanisms on page 17 for further
clarification.)
Performance improvements are less drastic following these early threshold
decreases. These improvements can more confidently be interpreted as improvements
specific to the perceptual task. However, changing retinal location and orientation in the
later sessions allows us to assert whether the mechanisms responsible for processing
visual information specific to retinal location and orientation are responsible for the
performance changes. Performance thresholds measured after these manipulations are
denoted by red triangles and green squares, representing manipulations in orientation and
retinal position respectively.
Increases in contrast thresholds are recognized when the manipulation involves a
change in retinal location for most all observers, though to varying extents. However, the
general trend is that increases in contrast thresholds are not found when first-order
orientation information is switched from those presented during training. This evidence
suggests that learning is not specific to first-order orientation. Thus, no evidence of a
process of retuning with respect to first-order perceptual templates was found in the
present study.
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DISCUSSION
Lack of Orientation Specificity
The principal prediction of this study was that if template retuning occurs at the
level of the first-order orientation filters, then learning would be specific to the trained
orientations and would not transfer to untrained orientations. Standard FRF mechanisms
whose orientation channel preferences coincide with the orientations defining the OM in
our textures are understood to be responsible predominately for discriminating target
from background in counter-phase and noise conditions. It was hypothesized that when
contrast was present in noise orientation channels, such orientations would encroach upon
a standard FRF mechanism’s narrow band of preferred orientations. Thus, noise would
serve to increase the difficulty by which a standard FRF mechanism could detect contrast
specific to its profile preferences and complete the discrimination task. As such, noise
would provide the orientations to be ‘filtered out’ during training, which may lead to PL.
In accordance with template retuning, a standard FRF mechanism could increase its
ability to detect task-relevant orientations by improving its ability to filter out the
encroaching noise channels. Thus, my predictions based on a template retuning of a
standard FRF mechanism’s first-order channels (or through re-weighting) was that PL
would be greatest in the presences of noise in counter-phase conditions. This prediction
was not confirmed.
It is possible that the noise presented did not encroach upon the first-order
perceptual template adequately enough to increase the difficulty of a standard FRF
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mechanism’s ability to detect contrast modulations in its preferred orientations (e.g., the
mechanism was not provided the opportunity to ‘learn’ to filter out task irrelevant
information). Increasing the noise bandwidth would serve to increase the amount of task
irrelevant information that encroaches upon first-order perceptual template employed to
detect task relevant information. This may be a better way of facilitating template
retuning and will be explored in subsequent research.

Specificity to Retinal Location
It was predicted that learning would be specific to retinal location. This
prediction was confirmed. Specificity of learning to retinal location is recognized as an
example of PL as processing of visual information specific to retinal location occurs early
in the visual path (Zeki, 1978; Hubel, 1982). Such specificity has also been confirmed in
numerous studies exploring improvements in low-level luminance contrast sensitivity
(e.g., Sowden, Rose, & Davies, 2002; Schoups, Vogels, & Orban, 1995; Dosher & Lu,
1998, 1999; Fiorentini & Berardi, 1981), and is not exceedingly unexpected. However, a
challenge to retinal specificity has been offered (Xiao et. al., 2008), as well as to the locus
of learning suggested, i.e., a reweighting or retuning of the neuronal responses in the
primary visual cortex, by the Dosher model assumed in the present research (Mollon &
Danilova, 1996). Employing the double-training method used in the Xiao research
would provide an opportunity to challenge the template retuning mechanism in the
Dosher model and should be explored in future research.
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CONCLUSIONS
Decreases in observer contrast modulation thresholds across sessions
demonstrated learning in the perceptual task employed in the present research. Evidence
of PL was recognized when thresholds increased following a manipulation of retinal
location from those employed during training. No such increases in thresholds were
recognized when orientations were manipulated from those used during training. Thus,
no evidence was found for a template retuning of orientation specific mechanisms in the
primary visual cortex. Further study may promote retuning by increasing the noise
bandwidth defining task irrelevant information. This would serve to increase the
interfering effects of the noise channels upon the perceptual template of the orientation
specific mechanisms employed to detect task relevant signals, which may provide more
to be ‘filtered out’, leading to an expression of template retuning. In addition, our
understanding of the occurrence of PL recognized in this research (specificity to retinal
location) may be well served by testing the underlying assumption of the Dosher model.
Employing the double-training method used in the Xiao, et. al. research may eliminate
retinal location specificity all together, prompting us to consider regions beyond the
primary visual cortex for a locus of learning and mechanisms thereof.
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