Abstract: An hp-version error analysis is developed for the general DG method in mixed formulation for solving the linear elastic problem. First of all, we give the hp-version error estimates of two L 2 projection operators. Then incorporated with the techniques in [11] , we obtain the hp-version error estimates in energy norm and L 2 norm. Some numerical experiments are provided for demonstrating the theoretical results.
2. The DG method for linear elasticity. Assume that Ω ⊂ R d (d = 2, 3) is a bounded polygon or polyhedron. Let σ = (σ ij ) d×d be the stress, u = (u 1 , · · · , u d ) t the displacement and f = (f 1 , · · · , f d ) t the applied force. Denote by ε(u) := (ε ij (u)) d×d the linearized strain tensor with ε ij (u) := (∂u i /∂x j + ∂u j /∂x i )/2, tr the trace operator, and div the divergence operator. Consider linear elasticity in the stress-displacement formulation:
in Ω, u = 0 on ∂Ω,
where A is the compliance tensor of fourth order defined by
(trσ)δ .
Here, δ := (δ ij ) d×d is the Kronecker tensor, and the positive constants λ and µ stand for the Lamé constants. Then, let us recall the DG method in [13] for solving the problem (2.1). To this end, we first introduce some notations frequently used later on. For any Banach space B, denote by (B) Let T h be a regular family of regular triangulations of Ω (cf. [8, 15] ). For each K ∈ T h , we denote by h K the diameter of K and by ρ K the diameter of the biggest ball included in K. Let E h be the union of all faces of the triangulation T h and E i h be the union of all interior faces of the triangulation T h . The triangulations we consider can have hanging nodes but have to be regular, that is, there exists a positive constant C 1 such that
Moreover, we restrict the ratio of the sizes of neighbor element domains. To formally state this property, we need to introduce the set K, K defined as follows:
K, K := ∅, if meas(∂K ∩ ∂K ) = 0, interior of ∂K ∩ ∂K , otherwise.
Thus we assume that there exists a positive constant C 2 < 1 such that, for each element K ∈ T h ,
This assumption forbids the situation where the mesh is indefinitely refined in only one of two adjacent subdomains. Based on the triangulation T h , let
The corresponding finite element spaces are given by
where, for each K ∈ T h , S 1 (K) and S 2 (K) are two finite-dimensional spaces of polynomials in K containing P l K (K) and P k K (K), respectively, with integers k K , l K ≥ 0. Here, for a non-negative integer m, P m (K) stands for the set of all polynomials in K with the total degree no more than m. We always assume that
2)
where div h is the discrete analogue of the divergence operator div with respect to the triangulation T h , i.e., (div h τ )| K := divτ | K for any τ ∈ Σ h and the K ∈ T h . It is easy to see from (2.2) that |k K − l K | ≤ 1 for any K ∈ T h . Then set
Assume that there exists a positive constant C 3 < 1 such that, for each element K ∈ T h ,
For a function v ∈ L 2 (Ω) with v| K ∈ H m (K) for all K ∈ T h , let v m,h and |v| m,h be the usual broken H m -type norm and semi-norm of v:
If v is a vector-value or tensor-value function, the corresponding · m,h and | · | m,h are defined in the similar manners. For a vector or tensor v, its length |v| is (v · v) 1/2 or (v : v) 1/2 . Here the symbol : denotes the double dot product operation of tensors. Throughout this paper, we use the notation " · · · " to mean that "≤ C · · · ", where C is a generic positive constant independent of local element sizes and polynomial degrees, which may take different values at different appearances. And a b means a b and b a.
Let K + and K − be two adjacent elements of T h . Let x be an arbitrary point of the set e = K + , K − , and let n + and n − be the corresponding outward unit normals at that point. For a vector-valued function v and tensor-valued function τ smooth inside each element K ± , let us denote by v ± and τ ± the trace of v and τ on e from the interior of K ± , respectively. Then we define averages and jumps at x ∈ e as follows:
If x is on an face e lying on the boundary ∂Ω, the above terms are defined by
where n is the unit outward normal vector on ∂Ω. In addition, we define a matrix valued jump · of a vector v as follows:
where v ⊗ n denote the matrix whose (i, j)-th entry is v i n j for two vectors v and n.
With the help of the above notations, the mixed DG method devised in [13] for linear elasticity problem (2.1) can be described as follows.
Find
with C 11 > 0, C 22 ≥ 0. Remark 2.1. If C 22 = 0, the above method is reduced to the LDG method in [13] , whose h-version error analysis has also been well studied there. Here, we will focus on hp-version error estimates for the method for C 22 > 0. It deserves to point out that our arguments developed in this paper can not applies to the case where C 22 = 0, since the mesh-dependent norm | · | B used in the next section does not make sense in this case.
Remark 2.2. For simplicity, we confine ourselves to error analysis for the mixed DG method (2.3)-(2.4) related to homogenous Dirichlet boundary conditions. As a matter of fact, the mathematical reasoning developed in what follows can be naturally extended to deal with a mixed DG method for the elastic problem with general mixed boundary conditions:
where Γ D and Γ N are two disjoint subsets of ∂Ω such that meas(Γ D ) = 0 and Γ D ∪ Γ N = ∂Ω. In this case, following the ideas in [13] , the corresponding mixed DG method is to find (
3. The hp-version error analysis for the DG method. In this section, we are going to establish hpversion error estimates for the DG method (2.3)-(2.4). Our derivation is mainly based on the techniques developed in [11] . To this end, we first rewrite (2.3)-(2.4) in a compact form, described as follows.
In the following, we always assume that (σ, u) ∈ H 1 (Ω)
d is the solution of the original problem (2.1). Let P h be L 2 projection operator from Σ onto the finite element space Σ h and Q h be L 2 projection operator from V onto the finite element space V h . For simplicity, we still write P h and Q h for P h | K and Q h | K .
From Theorem 1.1 in [14] , Corollary 1.2 in [30] , Lemma 4.4 in [7] and the scaling argument, we can easily obtain the following hp-version error estimates for L 2 projection operators P h and Q h .
The next result shows the Galerkin orthogonality holds true for the numerical solution of the method (3.1) (or equivalently, the method (2.3)-(2.4)).
Lemma 2. Let (σ, u) be the solution of problem (2.1), and let (σ h , u h ) be the solution of the DG method (3.1). Then for any (τ , v) ∈ Σ h × V h , there holds
Proof. By the definition of A, we have
d is the solution of problem (2.1), the quantities u and [σ] both vanish. Hence, we can rewrite A(σ, u; τ , v) as
By (2.1) and integration by parts, we then have
from which and (3.1), the desired identity (3.3) follows readily. 2
To derive our error analysis, we still require to establish a number of inequalities revealing the approximation properties of the projection operators P h and Q h . Before doing this, we first introduce two seminorms for later requirement. For (τ , v) ∈ Σ × V , define
And we also want to introduce two functionals K A and K B , by which all the error estimates we are interested in can be obtained.
where
We start by writing
and then proceed by estimating each term on the right-hand side separately. According to the Cauchy-Schwarz inequality and Lemma 1, we have
Again, by the Cauchy-Schwarz inequality and Lemma 1, it follows that
Using the similar arguments, we can also derive
This proves the required estimate for (σ,
, the required estimate follows immediately from the identity
Proof. By setting
By the inclusion property (2.2), we have K A τ : ξ τ dx = 0. Hence, we have by the Cauchy-Schwarz inequality that
Furthermore, since K ξ σ : ε(v)dx = 0 by the inclusion property (2.2), we have
Then applying the Cauchy-Schwarz inequality yields
Analogously, since K ξ u · (∇ · τ )dx = 0 by (2.2), we have by integration by parts that
Finally, we have
To complete the proof, we simply have to gather the estimates of the terms T i , i = 1, 2, 3, 4, and apply once again the Cauchy-Schwarz inequality.
Proof. From the error estimates of P h and Q h , it follows that
Together with Lemma 4, we have
After all these preparations, we are now ready to establish an error estimate in the A-seminorm.
Proof. It follows from the triangle inequality and Lemma 3 that
By the Galerkin orthogonality (3.3), the definition of A and Lemma 5, we see that
This implies
Therefore, the estimate (3.5) follows readily from (3.6) and (3.7). 2
We assume that the stabilization coefficients C 11 and C 22 are defined as follows:
of the mesh size. We next introduce two symbols given byμ
Denote by
Furthermore, for 0 ≤ s 1 ≤ min{s, l} and 0 ≤ s 2 ≤ min{s + 1, k}, there holds
with
Proof. From the regularity of problem (2.1), we have the regularity estimate σ s+1,K u s+2,K . According to this estimate and the definition of K A we know
Similarly, according to the definition of K B ,
Therefore, (3.8) follows from Lemma 6, (3.9) and (3.10). 2 Theorem 2. Suppose that Ω is a convex bounded polygon or polyhedron.
d be the solution of problem (2.1) and (σ h , u h ) ∈ Σ h × V h be the solution of the discrete method (3.1).
Assume that for each
Proof. We proceed by the usual duality argument. Let ( σ, u) be the solution of the auxiliary problem:
Formally, (3.11) is problem (2.1) with f replaced by u − u h . With the same deduction as for deriving (3.4), we find
, and thanks to the definition of A and the Galerkin Orthogonality (3.3), we know
follows from Lemma 5 and inequality (3.7) that
And according to Lemma 3, 14) which, in conjunction with (3.12), (3.13) and (3.14) implies
By taking s = 0 in (3.10), we obtain
where we have used the regularity estimate of (3.11): u 2 u − u h 0 . Using the similar argument as for deriving (3.9), we have
Finally, we can finish the proof by combining (3.15), (3.16), (3.17) and (3.10) together. 2 Remark 3.1. In this paper, we derive hp-version error estimates for the mixed DG method (2.3)-(2.4) (equivalently, the method (3.1)) following the ideas in [11] . One important advantage of such arguments is that we do not require to establish the uniform inf-sup condition for the bilinear form A (cf. (3.2) ). Until now, we are not able to derive such an estimate, though it plays important roles in developing a posteriori error analysis and fast solvers for this mixed DG method. It is a very challenging issue deserving further investigation. Now, let us discuss the convergence orders for some typical cases using Theorems 1-2. Write s 1 := min{s, l} and s 2 := min{s + 1, k}. The corresponding results are shown in Table 3 .1, under the condition that (σ, u) ∈ H s+1 (Ω) 
According to the h-version error estimates in [13] and Table 3 .1, we can find that the convergence rates of the errors in L 2 norm and energy norm with C 11 = O(h −1 ) and C 22 = 0 (i.e., the LDG method in [13] ) coincide with those of the DG method (2.3)-(2.4) with C 11 = O(h −1 ) and C 22 = O(h). We will also observe this phenomenon from the numerical experiments in Section 4.
Numerical results.
In this section, we intend to present a variety of numerical examples in order to illustrate the numerical performance of the mixed DG method (3.1) (or equivalently, the method (2.3)-(2.4)). In all the numerical examples, we choose λ = 0.3 and µ = 0.35. For any K ∈ T h , we take S 1 (K) = P l (K) and S 2 (K) = P k (K) where k, l ≥ 0. Set η = 1 when C 22 = 0, and let ζ = 1.
A two-dimensional example.
Let Ω = (−1, 1) × (−1, 1), and
It can be verified the exact solution of (2.1) is
First of all, we use the uniform triangulation T h of Ω and consider the h-version convergence of our DG method with fixed p. In this example, we take α 2 = β 2 = 0. Tables 4.1-4.2 show the errors in L 2 norm and energy norm for k = 0, l = 0, respectively. It is observed from Tables 4.1-4.2 that the numerical convergence rates of u − u h 0 and |(σ − σ h , u − u h )| A agree with the theoretical convergence rates in Table 3 .1 except the case 
for other choices of C 11 and C 22 . Again, the numerical convergence rates of u − u h 0 coincide with the theoretical results in Theorem 2 except the cases
, whose numerical convergence rates are half-order higher than the theoretical convergence rates. Whereas all the numerical convergence rates of |(σ − σ h , u − u h )| A coincide with the theoretical results in Theorem 1 for the different choices of C 11 and C 22 . We also list the numerical errors u − u h 0 and Table 4 .9. The choice C 11 = O(h −1 ) and
is not covered by our theoretical analysis. Both the numerical errors u − u h 0 and
, which implies the numerical convergence rate of u − u h 0 is one-order lower than those for the choices of C 11 and C 22 in Table 4 .7. Table 4 .1: Uniform triangular meshes: Error u − u h 0 vs h for different choices of C 11 , C 22 when k = 0, l = 0. 3.0717E+00 0 3.0169E+00 0 3.0684E+00 0 2.5064E−01 0.97 1.3345E−01 0.94 Table 4 .2: Uniform triangular meshes: Error |(σ − σ h , u − u h )| A vs h for different choices of C 11 , C 22 when k = 0, l = 0. Table 4 .3: Uniform triangular meshes: Error u − u h 0 vs h for different choices of C 11 , C 22 when k = 1, l = 0. Table 4 .4: Uniform triangular meshes: Error |(σ − σ h , u − u h )| A vs h for different choices of C 11 , C 22 when k = 1, l = 0. All the numerical convergence rates of the exceptive cases are half-order higher than the theoretical convergence rates.
We next consider the uniform rectangular meshes. The numerical errors u − u h 0 and Tables 4.12 -4.13, respectively. We can see that u − u h 0 = O(h 2 ) for different choices of C 11 and C 22 , and
for other choices of C 11 and C 22 . Therefore, the numerical convergence rates of u − u h 0 coincide with the theoretical results except the cases
The numerical convergence rates of |(σ − σ h , u − u h )| A coincide with the theoretical results for different choices of C 11 and C 22 .
Finally let us verify the p-version convergence of our DG method on an uniform triangular mesh with fixed h and take α 1 = β 1 = 0. We choose h = 1/8 in this part, and take l = k. The errors u − u h 0 and
, and C 11 = O(1), C 22 = O(1/p) are listed in Tables 4.14-4.17, respectively. As the h-version convergence numerically, we also observe that u − u h 0 = O(1/p k+1 ) for different choices of C 11 and C 22 , and
. Thus, the numerical convergence rates of u − u h 0 coincide with the theoretical results in Theorem 2 except the cases Table 4 .5: Uniform triangular meshes: Error u − u h 0 vs h for different choices of C 11 , C 22 when k = 1, l = 1. Table 4 .6: Uniform triangular meshes: Error |(σ − σ h , u − u h )| A vs h for different choices of C 11 , C 22 when k = 1, l = 1. (1), in which the numerical convergence rate of |(σ − σ h , u − u h )| A is halforder higher than the theoretical convergence rate.
A three-dimensional example.
Let Ω be the unit cube (0, 1) 3 , and
The right hand side f is computed from problem (2.1). We adopt the uniform tetrahedral meshes T h of Ω. The numerical errors u − u h 0 and Tables 4.18-4 .19, respectively, from which we observe that u−u h 0 = O(h 2 ) for different choices of C 11 and C 22 , and
Hence the numerical convergence rates of u−u h 0 and |(σ − σ h , u − u h )| A are same as those of the two-dimensional example. To be specific, the numerical convergence rates of u − u h 0 coincide with the theoretical results except the cases C 11 = O(h 15 Table 4 .7: Uniform triangular meshes: Error u − u h 0 vs h for different choices of C 11 , C 22 when k = 2, l = 2. Table 4 .8: Uniform triangular meshes: Error |(σ − σ h , u − u h )| A vs h for different choices of C 11 , C 22 when k = 2, l = 2. Table 4 .10: Unstructured triangular meshes: Error u − u h 0 vs h for different choices of C 11 , C 22 when k = 1, l = 1. Table 4 .11: Unstructured triangular meshes: Error |(σ − σ h , u − u h )| A vs h for different choices of C 11 , C 22 when k = 1, l = 1. Table 4 .12: Uniform rectangular meshes: Error u − u h 0 vs h for different choices of C 11 , C 22 when k = 1, l = 1. Table 4 .13: Uniform rectangular meshes: Error |(σ − σ h , u − u h )| A vs h for different choices of C 11 , C 22 when k = 1, l = 1.
6.4317E+00 0.96 6.9735E+00 1.23 6.8336E+00 1.26 7.0660E+00 1.21 6.8139E+00 1.26 2 −2 3.8075E+00 0.76 3.4415E+00 1.02 3.3483E+00 1.03 2.9002E+00 1.28 2.6527E+00 1.36 2 −3 2.2104E+00 0.79 1.6759E+00 1.04 1.6758E+00 1.00 1.1220E+00 1.37 1.0334E+00 1.36 2 Table 4 .18: Uniform tetrahedral meshes: Error u − u h 0 vs h for different choices of C 11 , C 22 when k = 1, l = 1. P P P P P P P P h C 11 , C 22 O(h The other interesting and valuable work is to extend the mixed DG method (3.1) for numerically solving linear transient elasticity problems as well as nonlinear elasticity problems. And then develop the hp-version error analysis for the corresponding numerical methods.
