balancing selection acting within populations [11] .
The data on the sequence differences among different P alleles therefore apparently fit Batesian mimicry much better than Mü llerian mimicry. Possibly the H. numata mimicry polymorphism is a case of intermediate 'quasi-Batesian mimicry', in which a strongly defended species is mimicked by a rarer, mildly defended one [12, 13] . Oddly, however, H. numata is often commoner than the more strongly defended species it mimics (species of Melinea). Overall, despite this wonderful molecular and genetic work, representing years of laborious studies by a large team, the solution to these puzzles will require more field studies to identify the natural predators and estimate the frequencies of the morphs and their models, together with studies of the predators' behaviour, to see if predation can generate the negative frequency dependence that maintains within-population variation in mimetic forms. Such studies in the field will probably require equivalent effort to that in the genetic studies.
It will also be important to study good Batesian mimics, such as Papilio dardanus [14] . Genetics in this species is even more difficult than in Heliconius. Despite the fact that recombination does not occur in females, so that factors can readily be mapped to their linkage groups, mapping them within the groups requires large families. At present, the closest linked marker is several centi-Morgans distant from the P. dardanus mimicry factor [14] , and fine mapping will be a challenge. Given the new results from H. numata, it would be surprising if no supergene was found in P. dardanus. It has been, however, suggested that this species' mimicry gene may be a single, very 'clever' gene or a regulatory region with multiple developmental capabilities, such that it can control different phenotypes for distinct wing colour and pattern characters [14] . Even if this is the case, recombination may still need to be suppressed among different components of the region in order to avoid maladaptive character combinations. The potential for detailed genetic studies in non-model organisms is at last allowing these long-standing questions to be answered. Quantitative models of cytokinesis have so far predominantly focused on the contractile ring [3, 4] . The contribution of the actin cortex outside the equator to shape changes during cytokinesis is poorly understood and has been so far mostly considered to provide a mechanical resistance to cleavage ingression [5] . Now, recent work from Paluch, Salbreux and colleagues [6] reveals a model of cytoplasmic and cortical dynamics during cytokinesis that specifically addresses the role of the polar cortex.
Sedzinski et al. [6] report that, during cytokinetic furrowing of mammalian cultured cells, bulk cytoplasm oscillates across the cell equator from one nascent daughter cell to the other. Gentle, well-balanced movements are seen in control cells that go on to successfully complete cytokinesis. More dramatic oscillations were observed in a small population of control cells that ultimately failed cytokinesis, becoming binucleate.
Observations of gross cellular oscillations and cytokinesis failure pepper the literature. This behavior has been reported following depletion of components of the cortical cytoskeleton, such as anillin, septins, formins and profilin [7] [8] [9] [10] . Gross oscillations also result from perturbation of regulatory factors, for example, either component of the centralspindlin complex, Citron kinase, and the microtubule depolymerase MCAK [7, 11, 12] . The reason and mechanism for these oscillations have remained mysteries until now. Could it really be that there is alternating contractility on both poles, with long-range signaling inhibiting contractility in one pole whilst the other is contracting?
On the contrary, the authors propose a model based on a simple mechanical feedback loop to explain cell oscillations. At the core of the model is the concept of two connected soap bubbles with equal surface tension. Counterintuitively, if one of the two bubbles is smaller than the other, it collapses, rather than equilibrating its size with the other bubble. This behavior can be explained with basic mechanics, wherein the total force acting on an object (such as a small region of the cortex) is the vector sum of all of the forces to which it is subjected. The curvature of the small bubble is larger and thus the angle between the force vectors of surface tension is smaller, resulting in larger inward force (i.e. pressure) in the small bubble. Consequently, air flows from the small bubble to the large bubble. As the small bubble gets smaller and the large bubble gets larger, the differences in bubble curvature and thus the difference in pressure increase, creating a positive feedback that only stops when the small bubble has disappeared. The defining aspect of the soap bubble model is this instability: equal-sized soap bubbles can coexist indefinitely, but as soon as there is a perturbation -either from a volume difference, or from a tension difference that then translates into a volume difference -the smaller bubble will irreversibly collapse.
The authors proceed to generate a model of oscillating cells that both qualitatively and quantitatively recapitulates their experimental observations. Into their mechanical feedback loop, they incorporate three mechanisms: cortical tension, actomyosin turnover, and the elastic response of the cytoplasm that resists the volume change. In the model, as in the experiment, dividing cells normally maintain similarly sized daughters and undergo small benign cytoplasmic oscillations. However, when intrinsic or extrinsic perturbations surpass a threshold, the oscillations grow out of control due to the positive feedback described above. The authors elegantly demonstrate this process in vivo by inducing cellular oscillations through laser-induced and drug-induced local ablation of the cell cortex of one daughter cell.
There are four critical dimensions along which cells can cross the stability threshold: two of the dimensions are tied to actomyosin turnover and force generation, and the two others are the ratio between cortical tension and cell elasticity and the ratio between the radius of the cytokinetic ring and the radius of the daughter cells. High cortical tension and small radius of the cytokinetic ring both move the cell towards instability. Both of these conditions are fulfilled in late anaphase, when the furrow has ingressed substantially and, by displacing the equatorial cytoplasm, increased the cortical tension. This is also the moment during anaphase when unstable oscillations are most dangerous: if both chromosome masses are pushed onto the same side of the division plane and furrowing completes, binucleation will result.
How does the cell prevent oscillations from going haywire? One strategy would be to dissipate tension. Indeed, during anaphase, control cells form blebs at both poles, which reduce cortical tension and, according to the model, bring the cell back into a stable region of parameter space. The model further suggests that this cortical relaxation helps the cytokinetic furrow ingress, confirming the classic hypotheses that polar relaxation plays a role [13] . The authors also show that inducing blebs in the smaller daughter during unstable oscillations, via perturbation of the cortex, can interrupt the vicious feedback. However, blebbing comprises a double-edged sword: too large a bleb, especially in the larger daughter, can lead to a sufficient tension imbalance that the cell is pushed toward instability. Thus, blebbing must be tightly regulated, possibly via mechanosensation.
Besides the present study, very little experimental evidence exists for the importance of regulation of the polar cortex [14] . Furthermore, the molecular mechanism of coupling between the actomyosin cytoskeleton and the plasma membrane is one of the most poorly understood aspects of cytokinesis. ERM (ezrin, radixin, moesin) proteins have been implicated in this capacity [15] , and two recent insights into this coupling come from studies of Drosophila spermatocytes [16, 17] . It remains unknown whether membrane-cytoskeleton coupling is primarily performed by ubiquitous linkers or whether coupling is specifically regulated in cytokinesis. This newfound significance of polar blebs [6] , which form when this coupling is disrupted [18] , indicates that the membrane-cytoskeleton linkage is spatiotemporally regulated in cytokinesis, at least such that it is diminished in the poles, if not also reinforced at the equator. The molecular identity of the regulation of polar blebbing will surely be the focus of future studies.
Curiously, the critical parameters place the cells very close to the edge of stability. It is conceivable that the instability is merely a side effect of optimizing the mechanical parameters of the cell for otherwise successful cytokinesis. However, it is also possible that the small oscillations observed in successfully dividing cells are beneficial. For example, dividing cells must ensure the proper partitioning of cellular components, which is especially critical for low copy number proteins [19] . Oscillations may thus facilitate thorough mixing of the cytoplasm. Alternatively, oscillations could help the cell decide where exactly to put the division plane. Finally, since spindle microtubules can be anchored directly in the cytoplasm [20] , cytoplasmic oscillations may have interesting implications for the mechanics of the anaphase spindle.
In sum, the new study from Sedzinski et al. [6] greatly expands our knowledge of the mechanics of cell division and beautifully demonstrates the power of combining quantitative cell biology and computational modeling.
The exact cellular origin of embryonic stem cells remains elusive. Now a new study provides compelling evidence that embryonic stem cells, established under conventional culture conditions, originate from a transient germ-cell state.
Konrad Hochedlinger 1,2,3
The study of pluripotent cell lines has captivated researchers for the past five decades because of their enormous developmental and therapeutic potentials [1] . Historically, pluripotent stem cell lines were derived from teratocarcinomas -tumors of germ cell origin, giving rise to so-called embryonic carcinoma cells (ECCs). This discovery subsequently led to the derivation of embryonic stem cells (ESCs) from explanted preimplantation mouse embryos, and of embryonic germ cells (EGCs) from cultured primordial germ cells (PGCs). Despite their different origins, ESCs, EGCs and ECCs are molecularly and functionally very similar. These observations raise the important question whether ESCs, like ECCs and EGCs, might be derived from early germ cells [2] . Identifying the origins of ESCs is key for understanding the basic biology of existing pluripotent cell lines, as well as for ongoing efforts to derive new ESC and iPSC lines from species and cell types that have thus far been refractory to stem cell isolation.
While it has been assumed that ESCs are the direct product of cells from the pluripotent inner cell mass (ICM) of the blastocyst, several observations are consistent with the idea that they may in fact originate from primitive germ cells. For example, expression of the essential epiblast and germ-cell gene Oct4 becomes confined to a few cells in explanted ICM outgrowths [3] , which is reminiscent of the emergence of rare Oct4-expressing PGCs from proximal epiblast cells soon after implantation. In agreement, only a small fraction of singly plated epiblast cells yields ESC colonies in conventional culture conditions, suggesting that these may represent rare germ-cell precursors [4] . Moreover, PGCs are the only postimplantation cell type that continues to express several pluripotency genes such as Oct4, Nanog and Sox2 [5] . In this issue of Current Biology, Zwaka and colleagues [6] revisit this important question by deriving ESCs from blastocysts in which the nascent germ-cell lineage has been genetically tagged.
