Abstract. In order to predict the slurry concentration of a Cutter Suction Dredger (CSD), a revised Deep Belief Network (DBN) that contains two classifier models is proposed in this work. The two classifier models (i.e., a constant step model and a probability sampling model) are used to process the original data captured in a CSD during a dredging project. Then the classifier models are employed to build the revised DBN to predict the slurry concentration of a CSD. The simulated results show that the proposed approach can effectively extract the features of working data, and also predict the slurry concentration efficiently.
Introduction
The cutter suction dredger (CSD) is one of the most widely used equipment in dredging engineering, and the slurry concentration is an important indicator of its production [1] . In dredging projects, the excavation and transportation process of underwater soil is complex and dynamic, and there are many interrelated factors that affect the slurry concentration. Thus, even if the vacuum degree, traverse speed and other process parameters are known, we cannot timely and accurately predict the trend of slurry concentration, which can result in low efficiency of dredging operations, as well as the dangers of pipeline clogging. Therefore, it is necessary to study the variation of the CSD slurry concentration with the influence factors in order to provide a basis for improving the production efficiency and achieving the optimal control. At present, the work [2] [3] build prediction models that still lack of accuracy. Moreover, those models cannot extract the relevant rules of construction data. However, the operators may not be very concerned on the specific value of data, and often only need to know that the data remain in a certain range. Therefore, this paper adopts the idea of classification, and two classifier models for the Deep Belief Network are proposed.
Revised Deep Belief Network
In this paper, the Deep Belief Network (DBN) is used to build the concentration prediction model, and the principles and methods of a DBN are presented in [4~8]. The DBN can automatically extract the deep features contained in the data, but the features extracted are still a series of isolated features, and cannot get a series of rules of the input data. Therefore, a feature classifier is designed to obtain a set of rules for input data. Then, these rules are input into the DBN, and the output of the network is evaluated to judge the quality of the classifier in order to improve the feature classifier. The input factors of the prediction model are the vacuum degree, the current of a cutter head, the swing speed, the velocity of flow, and the output factor is the slurry concentration.
Classifier Models
In this paper, two classifiers model are proposed, which are constant step and probability sampling, and a concentration prediction model of the CSD based on classified data is established. Two classifier models of constant step and probability sampling are used to classify four input factors (i.e., the vacuum degree, the current of a cutter, the swing speed, the velocity of the hydraulic pipeline transportation) and an output factor which is the slurry concentration. In this way, two different classifications of each factor are obtained. Then the DBN algorithm is used to predict and analyze the advantages and disadvantages of the two classifications, and the final classification strategy of the input and output factors is determined. Finally, the prediction model of slurry concentration is constructed by using the classified data, and the prediction performance of the model is compared and analyzed. Particularly, when the specific classification of the factors was determined, the other variables were analyzed using the original data.
 Constant Step Classifier: Constant step classifier is actually an averaging classification method. For a set of data, we can get the maximum / minimum value, which can determine the total length of the data set. When the number of groups is given, the group spacing of each group can be determined according to Formula 1, and then the group processing is carried out: 
Where M represents the amount of data between the interval 1 L and 2 L . 0 M Represents the amount of data for each class that is divided into N0 classes, which can be obtained by:
Where N represents the total number of categorical data.
Model Design and Analysis

The Swing Speed
Taking the traverse speed as an example, the detailed classification process of the two classification methods is described in detail. Firstly, the probability sampling classification method is adopted, and the classification process is as follows:
 Obtain the maximum and minimum values of the swing speed and the total amount of data (i.e., N). It is shown in step one of Fig. 1 .  The data of the swing speed is averagely divided into two groups, and compute each set of the data as N1 and N2. Then compute the amount of data in each group in theory as N0 when it is averagely divided into two groups, as shown in Fig. 1 , step two.  Compare the size of N1, N2 and N0, and determine the next group number according to the sampling algorithm is given by Formula 2. Then again calculate each group spacing and each group of data, and the theoretical calculation of each set of data.  Repeat the above steps, and the specific classification is shown in Fig. 1 . Fig. 1 the sketch map of the classification of the swing speed. From the step six of Fig. 1 , we can see that the interval has the focus swing speed is relatively small when the group iterates to this step. Then, we will not only increase the group number but also increase the packet error, and it is not conducive to the construction of rule extraction traverse speed. If we continue to divide it, it will not only increase the number of groups, but also increase the group error, and it is also not conducive to extracting the construction rules of traverse speed. Thus, when this step is stopped, the velocity of the traverse is divided into 28 groups. So the method of constant step classification is divided into 28 groups as well. As we know, the swing speed is between [0, 20.08]. In order to facilitate the calculation, the interval is changed to [0, 21] . The distance between 0.75 groups is determined by Formula 1 through the constant step classification method, and the classification results are shown in Fig.2 . Fig. 2 Classification results of the swing speed. We can respectively change the raw data of the swing speed to the classification data obtained by the two classification methods, and other factors are kept constant in the concentration prediction model, which is trained by DBN algorithm. The prediction results are shown in Fig.3 . As shown in Fig. 3 , for the traverse speed, the prediction results obtained by the probability sampling classifier are slightly better than the results obtained by the constant step classifier, which can also be obtained by Table 1 . Therefore, the classification method of the swing speed is selected as the probability sampling method. 
The Vacuum Degree
The vacuum degree is classified by the same classification method, and the specific classification step and the traverse speed classification are the same. The final classification result is shown in Fig. 4 , in which the vacuum degree is divided into 35 categories. The vacuum data is classified and trained by the DBN algorithm, and the results are shown in Fig. 5 . Table 2 . The MAE and MSE of the prediction model obtained by the constant step classification method are slightly smaller than the probability sampling classification method from Table 2 . Therefore, a constant step classification method is selected for the vacuum degree. 
.3 The Current of the Cutter Head
The current of a cutter also uses the same classification method, and the classification results obtained as shown in Fig. 6 . It is divided into 22 categories. Fig. 6 Classification results of the current of a cutter. The prediction results of the concentration prediction model are shown in Fig. 7 . The related performance parameters of the prediction model are shown in Table 3 for the current of a cutter. From  Fig. 7 and Table 3 we can see that the performance of concentration prediction model which is built Research, volume 74 by the data of the current of a cutter obtained by constant step classification method is better. Therefore, a constant step classification method is selected for the current of a cutter. 
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.4 The Velocity of Flow
The same classification method is used for the velocity of flow, and the final result is shown in Fig. 8 . The velocity of flow are divided into 14 categories. The prediction results of the concentration prediction model are shown in Fig. 9 . For the velocity of flow, the performance parameters of the concentration prediction model obtained by the two classifiers are shown in Table 4 . Table 4 shows that the prediction performance of the concentration prediction model which is established by the method of probability sampling is better, and the prediction curve and actual curve is more consistent. At the same time, the corresponding performance parameter of MAE and MSE was significantly less than the constant step classification method. Therefore, a probability sampling classification method is selected for the velocity of flow.
The Slurry Concentration
The classification results of the slurry concentration are shown in Fig.10 . It is divided into 26 categories. The prediction results of the concentration prediction model are shown in Fig. 11 . For slurry concentration data, the performance parameters of the concentration prediction model obtained by the two classifiers are shown in Table 5 predictive value actual value a) probability sampling b) constant step Fig. 11 The prediction results of two classifiers of the slurry concentration. Table 5 shows that the prediction performance of the concentration prediction model which is established by the method of constant step is better. Therefore, a constant step classification method is selected for the slurry concentration.
Results
Through the above analysis, the classification strategy of input and output factors has been selected. The swing speed and the velocity of flow are classified by probability sampling. The vacuum degree and the current of a cutter and the slurry concentration are classified by constant step. A concentration prediction model is constructed based on these selected classification strategies, and the predicted results are shown in Fig. 12 . 
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As shown in Fig. 12a ) and 12b), the prediction model established after the classification of the original data is better than the concentration prediction model established in the absence of classification. As shown in Table 6 , the MAE and MSE values of the predicted model after classification are less than the values corresponding to the raw data. 3741 Based on the above analysis, the optimized concentration prediction model not only achieves better prediction of the slurry concentration but also can extract a series of rules of input and output data. These rules have certain guiding significance to the construction process of the cutter suction dredger. The swing speed is divided into 28 categories, and the vacuum degree is divided into 35 categories. The current of a cutter is divided into 22 categories, the velocity of flow is divided into 14 categories, and the slurry concentration is divided into 26 categories. Thus, a rule table for dredging and conveying process of the cutter suction dredger is formed. The table contains at most 7.84 million rules, and these rules must be far less than the rules of the raw data. These rules can be used to guide the construction of the CSD, and can also be applied to the expert system of cutter suction dredger.
Conclusion
Two classifier design methods are proposed in this paper. The original data are classified, and the concentration prediction model of the CSD based on classified data is established. The prediction results show that the model has better prediction performance, and can effectively predict the slurry concentration for a cutter suction dredger. Moreover, it also can extract relevant features of construction data, which has certain directive significance to establish the knowledge base of an expert system for cutter suction dredgers.
