Abstract-A new, infinite series representation for the error function is developed. It is especially suitable for computing erfc(x) for large x. For instance, for any x 4, the error function can be evaluated with a relative error less than 10 10 by using only eight terms. Similarly, the error function can be evaluated with a relative error less than 8 10 7 for any x 2 using just six terms. An analytical bound is derived to show that the total error due to series truncation and undersampling rapidly decreases as x increases. Comparisons with two other series are provided.
I. INTRODUCTION

I
N MANY communications problems, noise is often characterized using a Gaussian distribution. Therefore, the error function (1) expresses the error probability. The tail probability of a unitvariance Gaussian random variable is also called the error function. In this letter, we shall use the first definition. Without loss of generality, we only consider the case . There is no known closed-form expression for . Several numerical or approximation methods have been given in the literature [1] - [4] . Some of these may not be accurate enough for some applications. For instance, the approximation [1] for gives only about three significant figure accuracy for . The series by Beaulieu [2] is much more accurate, with a relative error less than 6.3 10 for all using only 17 terms. However, we found that this series exhibits poor convergence for large . Therefore, it is not efficient for computing the error function for large arguments. In fact, this series is best suited for computing the error function near the origin (as ).
This paper derives an infinite series representation for the error function. This series, based on the sampling theorem, requires only eight terms to achieve a relative error less than 1 10 for all . Similarly, the error function can be evaluated with a relative error less than 8 10 for any using just six terms.
II. DERIVATION OF THE SERIES
A. Sampling Theorem for Non-Bandlimited Functions
According to the Shannon sampling theorem, an arbitrary band-limited function can be reconstructed exactly from its samples taken at a sufficiently high rate. If one, however, attempts to reconstruct a non-bandlimited function using its samples, then (2) where is the sampling period, , and [5] (3)
This bound shows that if is bandlimited, i.e., its Fourier transform (FT) for , then vanishes, resulting the Shannon sampling theorem. There are two conditions for (2) to be really useful for numerical purposes. First, must decrease rapidly as increases. Second, must be very small. These conditions translate to the requirements that both and simultaneously be localized in time-and frequency-domains. These are mutually exclusive conditions-a function and its FT cannot both decay too fast. In fact, of all functions, the Gaussian is the most rapidly decaying in both and [6] . Its FT is Gaussian too. Therefore, can be reconstructed from its samples with arbitrary accuracy. Using (2), we find "©2000 IEEE. Personal use of this material is permitted. However, permission to reprint/republish this material for advertising or promotional purposes or for creating new collective works for resale or redistribution to servers or lists, or to reuse any copyrighted component of this work in other works must be obtained from the IEEE."
where is complex. However, his series only holds for and hence cannot be used to compute for real .
B. Error Function
We now use the above representation to derive a series for the error function. Using [3, eq. (7.4.11)], we can write, for (6) We can show that
where is an integer ( ) and . Equation (7a) follows from the use of Parseval's theorem to transform the left-hand integral into the frequency-domain. The integration limits are because the function corresponds to an ideal low-pass filter of bandwidth in the frequencydomain. Combining (4), (6) , and (7b), we obtain (8) where the error term due to the second right-hand term in (7b) is (9) and using (5) in (6), the error term due to in (4) is bounded as (10) since . Term-by-term integration used to arrive at the series (8) is justified because (8) is absolutely convergent for any positive except for . If, say, , the magnitude of vanishes rapidly. For example, for , the bound is in the order of 10 10 10 , respectively. These values are upper bounds and the actual error is even smaller! Taking the magnitude of the series in (9), we find
The series is treated as an error term in (8) because the ratio to the first series in the right-hand side of (8) is less than So is a negligible error term as . For convenience, we rewrite (8) as (12) where is the series truncation point and the total approximation error arises from the following three factors: 1) the series truncation error in (8); 2) the sampling series error for non-bandlimited functions (4); and 3) the second right-hand term in (7b). Using (10) and (11), the absolute approximation error is therefore bounded as (13) where and are the series truncation and undersampling errors, respectively. Therefore, the approximation error depends on the three parameters:
and . Moreover, for fixed and , the error bound decreases with increasing . This suggests that once suitable values for and are chosen for, say, , those values can be used for all .
III. DISCUSSION
We next compare the series (12) with two other methods for computing the error function.
A. Fourier Series Expansion
Beaulieu [2] derives a series solution for which can be modified to give the series (14) where the parameter in [2] has been replaced by for the ease of comparison ( ) and is the series truncation point. Using another one of Beaulieu's results [7, eq. (29) ], we write (15) using our notation. and are the series truncation and undersampling errors, respectively. This bound illustrates the difficulty with (14) in computing the error function for large arguments. For fixed and , as increases in (13) rapidly decreases due to the multiplicative factor , while in (15) remains more or less constant ( terms are simply oscillating terms, which may do little to reduce the truncation error). Again, for fixed , as increases, in (13) rapidly decreases while in (15) increases. Overall, for fixed and , as increases, the above bound increases in contrast to (13). Therefore, as increases, should decrease to keep the total error small. The series (14) then converges much slower (see Table II ). However, unlike (13), the error bound (15) decreases as . The series (14) is in fact a special instance of the more general series derived by Beaulieu for the distribution of a sum of random variables (rv's) [8] , which is exact only for bounded rv's. So to derive the series (14), a Gaussian rv is truncated to a finite interval. If is computed for small , this truncation does not limit the accuracy, but for large , it does.
B. Asymptotic Series
The following asymptotic expansion has widely been used in various numerical libraries (e.g., GNU libc, Matlab) to compute the error function for large : Here one cannot do much to control the accuracy because it is a function of itself. Whereas in (12), the accuracy can be increased by finer sampling (decreased ).
C. Numerical Results
In the following, the relative error is defined as (22) where the numerator is defined in (12) or (14). The reference error function is from the standard Maple implementation. In the following tables, denotes . For a given , there exists an optimum value for the use of (12). If is too small, then in (13) tends to be large. If is too large, then in (13) tends to increase. However, it is unnecessary to perform a fine search for this optimum. In Table I , using Maple with 200-digit precision, we have empirically determined suitable and values so that the relative error is less than 10 . The series is highly accurate and gets even more accurate as increases. Also, a relative error of less than 10 is a rather stringent requirement (not even necessary). For instance, using (12) with and , the error function can be evaluated with a relative error less than 2 10 for any . Table II shows numerical results for the use of (14). Unlike the trend exhibited in Table I , the number of terms required to achieve a specified relative error increases with . This trend occurs because decreases for increasing , making it increasingly difficult to compute using (14) for large . As well, small values make (14) much more susceptible to round-off errors. For instance, some entries in Table II cannot be obtained using double precision arithmetic (provided by Matlab) but require arbitrary precision arithmetic (provided by Maple). The series (12) does not suffer from these drawbacks. Tables III and IV show timing comparisons between (12) and (16), which were performed on a Sun Ultra SPARC 10 machine by repeatedly computing for 10 times. For each , is the ratio of the time taken by (16) to that by (12). The bound is computed using (21) or (17). For the use of (12), and . This combination guarantees a relative error less than 4 10 for (12) for all . The exponential factors in (12) are precomputed and stored in an array. This array implementation improves its speed dramatically. Table III shows the  case where is the optimum number of terms given by (20). Not surprisingly, increases with . In Table IV , (16) is terminated when is the smallest integer to guarantee . For , even with optimum , (16) does not achieve this accuracy level (hence marked N/A). However, for , both (12) and (16) take roughly the same amount of time to execute for the same accuracy level.
Some rational approximations to can also be found in [3] . However, they guarantee only an upper bound on the absolute error. This means for large , the relative error can be fairly large. For instance, the rational approximation [3, eq. (7.1.25)] guarantees for . However, the relative error is 3 10 , 4 10 , and 1 at and , respectively. Also, the routine [4, p. 221] based on Chebysev fitting, computes for all with relative error less than 1.2 10 .
IV. CONCLUSION
An infinite series representation for the error function has been developed. It becomes more accurate and efficient as increases. The total approximation error has been bounded to show its decay with increasing . In comparison to (14), this series solution is more accurate and requires less terms as increases. However, the series (14) is useful where averaging of the error function is required over the distribution of (average of is simply given by the imaginary part of the characteristic function of ). Such applications include intersymbol and cochannel interference problems [7] . The new asymptotic expansion of can be useful for numerical computations in cases where standard library functions are not sufficiently accurate. Unlike the asymptotic series, the accuracy of the new series can be improved by decreasing the sampling interval. Finally, the paper considers three infinite series representations for the error function. Mathematically, both (12) and (14) are absolutely convergent series for any . Whereas (16) is divergent for any . Numerically, (14) is most useful as , while (12) and (16) are most useful as .
