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El ADN (ácido desoxirribonucleico) es una molécula con forma de doble
hélice constituida por dos cadenas antiparalelas de nucleótidos. En el ADN
los nucleótidos consisten en una base nitrogenada ligada a la desoxirribo-
sa, la que a su vez está ligada al fosfato. Las bases nitrogenadas son:
Adenina (A), Citosina (C), Guanina (G) y Tiamina (T ) (figura 1.1). En un
nivel abstracto, el ADN se representa como una secuencia sobre el alfabeto
fA,C,G,Tg.
Figura 1.1: Estructura y secuencia del ADN.
Imagen tomada de [104].
El genoma es la secuencia entera de ADN que almacena la información
genética de un organismo. El genoma está particionado en subunidades
llamadas cromosomas. Un cromosoma puede verse como una secuencia
ordenada de genes. Un gen es un segmento de ADN involucrado en la
producción de proteínas o en la codificación de ARN (ácido ribonucleico)
funcional.
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El reordenamiento cromosómico es una rama de la genómica comparada
que estudia el orden genético entre diferentes especies. El objetivo es la
inferencia de relaciones filogenéticas y la estimación del número de reorde-
namientos ocurridos durante la evolución de una especie a otra. El estudio
de los reordenamientos cromosómicos también permite la construcción de
bancos de datos que sirvan para atribuir funciones a los genes a partir de
la comparación entre genomas.
Diferentes especies comparten distintos porcentajes de información genéti-
ca dependiendo de su proximidad evolutiva. Estos datos genéticos han sido
heredados de un antecesor en común y no necesariamente tienen un orden
similar en los genomas de cada especie debido a mutaciones a gran escala
que afectan amplias regiones del cromosoma. Tales mutaciones se cono-
cen como reordenamientos cromosómicos . Asumiendo que la evolución es
parsimoniosa y prefiere las secuencias con el mínimo de eventos [88, 89] y
dados dos genomas, el problema general del reordenamiento cromosómico
se puede plantear como la determinación de la secuencia más corta de
reordenamientos que convierte a un genoma en el otro.
1.1. Ordenamiento por inversiones
En el modelo que consideramos, un genoma es un conjunto de cromosomas,
donde cada cromosoma se representa como un conjunto de genes. Un gen
se identifica con un entero sin signo. Cuando aparece en un cromosoma, un
gen se asocia con un signo ("+ " o "`") que representa su orientación. Si
Π es un genoma con N cromosomas y el k-ésimo cromosoma en Π contiene
nk genes, entonces:
Π = ffı11,ı12, ...,ı1n1g,fı21,ı22, ...,ı2n2g, ...,fıN1,ıN2, ...,ıNnNgg
Los reordenamientos cromosómicos más comunes son la inversión, la trans-
posición y la transposición invertida [72]. El presente trabajo se enfoca en
la inversión la cuál corresponde al problema combinatorio de ordenamien-
to por inversiones . Sea ı = (ı1, ...,ıi`1,ıi, ...,ıj,ıj+1, ...,ın) un cromosoma en
Π. Una inversión (i,j) reordena los genes dentro de ı transformándolo en
un cromosoma (ı1, ...,ıi`1,`ıj, ...,`ıi,ıj+1, ...,ın). Consideremos un segundo
genoma Γ y un cromosoma ‚ 2 Γ con el mismo número de genes que ı.
El problema de la distancia de inversión consiste en encontrar la secuencia
más corta de inversiones que convierte a ı en ‚. La longitud de esta secuen-
cia se conoce como la distancia de inversión entre ı y ‚ y se denota con
dr(ı,‚). Las propiedades algebraicas de las permutaciones permiten formu-
lar el problema como la determinación del número mínimo de inversiones
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que convierten a ı en la permutación identidad , denotada como «.
El primer algoritmo de aproximación para el problema de la distancia de in-
versión fue propuesto por Kececioglu y Sankoff en 1994 [70]. En 1996 Bafna
y Pevzner [3] introdujeron la gráfica de punto de rompimiento(breakpoint
graph) asociada a una permutación signada y revelaron importantes víncu-
los entre la distancia de inversión y la descomposición en ciclos de esta
gráfica convirtiéndola en la base de los análisis subsecuentes del orde-
namiento por inversiones. Sea c(ı) la cardinalidad de una partición de la
gráfica de punto de rompimiento en ciclos de aristas disjuntas. Bafna y
Pezner demostraron que cualquier inversión puede cambiar el parámetro
c(ı) a lo sumo en 1. Lo anterior define la cota inferior dr(ı,«)– (n+1)` c(ı)
para una permutación signada ı con n elementos.
En 1995 Kececioglu y Sankoff [69] observaron que para permutaciones
aleatorias la diferencia promedio entre la cota inferior definida por Bafna y
Pevzner y la distancia exacta es menor que 1. En 1999 Hannenhalli y Pevz-
ner [56] probaron la existencia de un nuevo parámetro que permitió eliminar
la diferencia entre dr(ı,«) y (n+1)` c(ı) y demostraron que el problema del
ordenamiento por inversiones es polinomial. El parámetro introducido por
Hannenhalli y Pevzner para la formulación exacta de la distancia de inver-
sión es el número de obstáculos en la permutación signada ı. Un obstáculo
(hurdle) es una subsecuencia en ı en la cuál no es aplicable la operación
de inversión como se ha definido.
En 2000 Kaplan, Shamir, y Tarjan presentaron la gráfica de superposición
(overlap graph) para una permutación signada [68], la cual se puede definir
como una gráfica circular con lazos permitidos. La matriz de adyacencia
de una gráfica circular es una V ˆ V -matriz simétrica (antisimétrica) con
entradas en el campo binario GF (2). En esta tesis la gráfica de superposición
será llamada gráfica de intersección.
Debido a un buen número de investigaciones sobre el reordenamiento cro-
mosómico, se ha podido construir un modelo matemático que usa principal-
mente permutaciones y cuyo fundamento, son las estructuras matroidales
que específicamente son las gráficas circulares, los 4-matroides y los sis-
temas de isotropía.
1.1.1. Sistemas de isotropía
La complementación local de una gráfica simple H = (V ,E) en un vértice
v 2 V invierte la relación de adyacencia de H sobre el conjunto de veci-
nos de H. El concepto de complementación local de gráficas simples fue
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introducido por Kotzig en relación a las k-tranformaciones de los paseos
Eulerianos de multigráficas 4-regulares [71]. Las complementaciones loca-
les se relacionan con las k-tranformaciones solo cuando se aplican sobre
gráficas circulares [15]. En el caso general existe un marco natural para
tratar las complementaciones locales dado por los sistemas de isotropía.
Los sistemas de isotropía son estructuras algebraicas y combinatorias in-
troducidas por Bouchet en [16] que unifican algunas propiedades comunes
a las multigráficas 4-regulares y a pares de matroides binarios duales.
1.1.2. 4-matroides
Los 4-matroides [20] son estructuras combinatorias que constituyen una ge-
neralización de los matroides. Los 4-matroides binarios normales represen-
tan de manera natural la organización de la molécula de ADN [31,33,38].
En 2017 Brijder propuso su aplicación en el problema de la distancia de
inversión [26]. Sean ı y « los cromosomas de dos especies y sea Hb la grá-
fica de intersección del cromosoma ı. En la presente tesis se demuestra
que ı y « pueden representarse como vectores suplementarios del sistema
de isotropia con gráfica fundamental Hb el cuál está determinado por el
4-matroide DHb.
La transformación de pivote principal (principal pivot transform) introdu-
cida por Tucker [98], invierte parcialmente una matriz dada. Sea A(Hb) la
matriz de adyacencia de la gráfica Hb y sea un subconjunto X „ V con
det(A(Hb)[X ]) = 1. Bridjer probó [26] que la transformación de pivote princi-
pal sobre X seguida de la eliminación de los elementos de X corresponde a
una inversión en ı. Bouchet demostró [23] que en el caso de las matrices
simétricas sobre GF (2) la transformación de pivote principal satisface una
definición equivalente en términos de 4-matroides debido a que cumplen
el axioma de intercambio de 4-matroides.
1.1.3. Obstáculos
Como se mencionó anteriormente un obstáculo es una subsecuencia en
la permutación signada ı donde la inversión no es aplicable. Hannenhalli
y Pevzner propusieron dos operaciones denominadas inversión de corte e
inversión de fusión para la eliminación de estas estructuras. La inversión
de corte y la inversión de fusión no están definidas de manera directa en la
gráfica de intersersección y su definición se hace por medio de la gráfica de
punto de rompimiento o de la gráfica de cubierta (cover graph) de ı1. En
el presente trabajo un obstáculo se define como una submatriz principal
1El concepto de gráfica de cubierta no será utilizado en esta tesis.
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singular de A(Hb). La inversión de corte se presenta como el complemento
local modificado postulado por Traldi en [94], el cuál está directamente
relacionado con las tranformaciones de Kotzig.
1.2. Organización del trabajo
La presente tesis se estructura como sigue. En el capítulo 2, se revisan
los conceptos matemáticos fundamentales empleados a lo largo de este
trabajo. Las secciones 2.3 y 2.4 presentan respectivamente las definiciones
de matroide binario y 4-matroide.
En la sección 3.1 del capítulo 3 se da una introducción al problema del
reordenamiento cromosómico. La subsección 3.1.3 describe la estructura
de ciertos organismos unicelulares llamados ciliados que son empleados
como modelo en la genómica comparativa. Recientes investigaciones en
teoría de inversiones han propuesto la aplicación de las tres operaciones
irreversibles con las que estos organismos ordenan su ADN (definidas en
la subsección 3.1.4) en la deducción de potenciales relaciones evolutivas
relativas al fenómeno del reordenamiento cromósomico [61,63].
En la sección 3.2 se presentan las definiciones de inversión, distancia de
inversión, inversiones orientadas e inversiones no orientadas en términos de
la permutación signada con la que se representa el orden y la orientación
de los genes en un cromosoma lineal. La gráfica de punto de rompimiento
asociada a dicha permutación es definida en la sección 3.3. La subsección
3.3.2 describe un modelo de programación lineal entera para el problema
de la distancia de inversión. El concepto de gráfica de intersección está
dado en la sección 3.4. La matriz de adyacencia de esta gráfica se presenta
en la subsección 3.4.3. En la subsección 3.4.4 se define la inversión de
corte de las subsecciones 3.2.5 y 3.3.4 en términos de la operación sobre
matrices antisimétricas conocida como complemento local modificado.
Los paseos Eulerianos en la multigráfica 4-regular conexa asociada a una
permutación signada se estudian en la sección 3.5. En la subsección 3.5.3
se da la definición de la multigráfica codificada (G,fi ) asociada a un sistema
de isotropía S con gráfica fundamental H2.
Las transformaciones aplicables sobre un paseo Euleriano en una mul-
tigráfica 4-regular, descritas por Kotzig y posteriormente extendidas por
Bouchet, se definen en la sección 3.6. El concepto de gráficas fundamen-
tales es presentado en la sección 3.7. La sección 3.8 define el sistema de
2El concepto de un sistema de isotropía S se revisa en el apéndice A.
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isotropía con gráfica fundamental Hb(Φ,Ψ) descrita en la subsección 3.7.1 y
su relación con los 4-matroides.
El capítulo 4 presenta la aplicación de los conceptos expuestos en los con-
textos del ordenamiento por inversiones y del ensamblamiento genético en
ciliados. En la sección 4.1 las inversiones en un cromosoma lineal ı son
descritas en términos del 4-matroide binario normal DHb(Φ,Ψ). La definición
de la distancia de inversión dr(ı,«) en el caso en que ı sea una permuta-
ción signada sin obstáculos se muestra en la ecuación (52) de esta sección.
La relación entre el complemento local modificado y las transformaciones
sobre paseos Eulerianos en multigráficas 4-regulares es presentada en la
sección 4.2 mientras que la fórmula exacta para la distancia de inversión
está dada por la ecuación (53) de la sección 4.3. Finalmente la descrip-
ción de como el modelo aplicado se generaliza para genes y cromosomas





2.1. Elementos de teoría de gráficas
Una gráfica G se define como un par ordenado (V ,E), donde V es un conjunto
finito y E es un conjunto de multiconjuntos de dos elementos de V . Los
elementos de V son llamados vértices, y los elementos de E son llamados
aristas de G. Se dice que una arista es incidente con los dos vértices que
ella une. Por ejemplo, la arista fv,wg es incidente con los vértices v y w y
los vértices v y w son llamados vértices adyacentes. En adelante una arista
fv,wg se denotará simplemente por vw. Un lazo es una arista vv incidente
con un mismo vértice v [75].
Una digráfica o gráfica dirigida D es un par ordenado (V ,E), donde V es el
conjunto de vértices y E es el conjunto de arcos o aristas dirigidas. Cada
arco (v,w) es un par ordenado de vértices distintos v y w.
Una multigráfica G es una gráfica con lazos permitidos y donde más de
una arista puede ser incidente con el mismo par de vértices. Se dice que
multigráfica es una gráfica simple con lazos permitidos si sus aristas son
incidentes a lo sumo con un mismo par de vértices. La vecindad de un
vértice v de una gráfica G es el subconjunto de vértices definido en (1):
n(v) =fw : vw 2 E(G)g. (1)
El grado de un vértice v se define como el número de aristas incidentes en
v, deg(v) = jn(v)j. Cada lazo contribuye en dos al grado de v.
2.1.1. Paseos y circuitos
Un paseo es una sucesión de aristas ei1 ,ei2 , ...,eik tal que el vértice terminal
de eij coincide con el vértice inicial de ei(j+1) para j 2 f1, ...,k`1g. Un circuito
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es un paseo ei1 ,ei2 , ...,eik en el cuál el vértice terminal eik coincide con el
vértice inicial ei1.
Un paseo Euleriano en una gráfica G, se define como un paseo que pasa a
través de cada arista en G una y sólo una vez. De modo similar, un circuito
Euleriano en G, se define como un circuito que pasa a través de cada arista
de G una y sólo una vez. Una gráfica G es llamada Euleriana si tiene un
circuito Euleriano.
Teorema 2.1 (Teorema de Euler). Sea G = (V ,E) una gráfica o
multigráfica conexa, son equivalentes para G:
(i) G es Euleriana.
(ii) Todo vértice de G es de grado par.
(iii)El conjunto E(G) puede descomponerse en circuitos.
Multigráficas 4-regulares
Sea G = (V ,E) una multigráfica Euleriana, se dice que G es 4-regular si
deg(v) = 4 8v 2 V . Una partición Euleriana, (también llamada partición de
circuitos o ‰`descomposición [71]) en G es una partición de E en circuitos
de aristas disjuntas.
2.2. Campo GF (2)
Un campo es un conjunto de elementos que tiene definidas dos operaciones
sobre sus elementos, denominadas suma y producto, las cuáles cumplen
ciertas propiedades. Un ejemplo de un campo es el conjunto de los núme-
ros reales con las operaciones de suma y producto habituales. Un campo
definido sobre un conjunto finito es llamado campo finito. Al campo defi-
nido sobre el conjunto f0,1g, se le conoce como GF(2). El campo binario
GF(2) consta de los elementos 0 y 1, con las operaciones suma y producto







Cuadro 2.1: Suma y producto (mod 2)
2.3. Matroides binarios
Los matroides fueron introducidos por Whitney [86] en 1935. En esta tesis
consideraremos algunos conceptos de teoría de matroides. Para un estudio
más profundo sugerimos los textos de referencia [53, 87, 97]. Un matroide
8
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M es un par ordenado (V ,I), donde V es un conjunto finito e I es una familia
de subconjuntos de V que cumplen las siguientes condiciones:
I1 ; 2 I.
I2 Si I 2 I y I0 „ I, entonces I0 2 I.
I3 Si I1 y I2 están en I y jI1j < jI2j, entonces 9 e 2 (I2` I1) tal que
I1[e 2 I.
La condición I3 se conoce como el axioma de incremento de independencia.
Se dice que M = (V ,I) es un matroide sobre V . Los miembros de I son los
conjuntos independientes de M y V es el conjunto base de M. Un subcon-
junto de V que no está en I es llamado dependiente [87]. Una base de M,
es un conjunto maximal independiente de M.
Lema 2.1. Si B1 y B2 son bases de un matroide M, entonces jB1j = jB2j.
Si B es una familia de bases del matroide M, entonces por I1:
B1 B es no vacío.
Lema 2.2. B satisface la siguiente condición:
B2 Si B1,B2 2 B y x 2 (B1`B2), entonces 9 y 2 (B2`B1) tal que
(B1`x)[y 2 B.
Teorema 2.2. Sea V un conjunto y B una colección de subconjuntos de
V que satisface B1 y B2. Sea I la familia de subconjuntos de V que están
contenidos en algún miembro de B. Entonces (V ,I) es un matroide que
tiene la familia de bases B.
Corolario 2.1. Sea B una base del matroide M. Si e 2 V (M)`B entonces
B[e contiene un único circuito C(e,B). Además e 2 C(e,B).
Llamamos a C(e,B) el circuito fundamental de e con respecto a B.
Definición 2.3.1 (Matroide lineal). Sea F un campo, A 2 Fmxn una
mxn-matriz sobre F. Sea V = f1, ...,ng el conjunto de etiquetas de las
columnas de A. Un subconjunto I „ V es independiente si las columnas
etiquetadas por I son linealmente independientes en el espacio vectorial
(m,F).
Un matroide binario es un matroide lineal que puede ser representado sobre
GF (2). Un matroide binario no se modifica si una fila de su matriz de re-
presentación es sumada a otra, si las filas son permutadas, o si una fila de
ceros se añade o se elimina. El resultado de permutar las columnas de una
9
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matriz es una nueva matriz que representa a un matroide binario isomorfo.
Definición 2.3.2. Sea I la matriz identidad rˆr. Una representación
estándar de un matroide binario M de rango r es una matriz de la forma
(IjA) [92].
Si A es una matriz con entradas en GF(2), entonces M(IA) denota al ma-
troide con representación estándar (IjA). Esencialmente, la representación
(IjA) se puede describir de la siguiente manera: los elementos del matroide
correspondientes a las columnas de I son una base B y para cada elemento
v 62 B, el circuito fundamental C(v,B) incluye a v junto con los elementos
de B correspondientes a las entradas distintas de cero de la columna v de
A [91].
Teorema 2.3 (Traldi 2005, [91]). Sean A1 y A2 rˆfn`rg-matrices con
entradas en GF(2). Entonces M(IA1)‰=M(IA2) si y sólo si (IjA2) puede se
obtenido de (IjA1) por medio de los siguientes tipos de operaciones sobre
matrices de la forma (IjA):
(a) Permutación de las columnas de A.
(b) Permutación de las columnas de I y de las filas de (IjA), usando
(b) la misma permutación.
(c) Supongamos que la entrada jk de A es ajk = 1. Entonces reempla-
(b) zamos abc con 1+abc siempre que b 6= j, c 6= k, ajc = 1 y abk = 1.
Se dice que la operación de tipo (c) es un intercambio de base que involucra
a la j-ésima columna de I y a la k-ésima columna de A.
Si Hb es una gráfica simple con lazos permitidos. La matriz de adyacencia
A(Hb), es una V ˆ V -matriz sobre GF(2) donde para los vértices v,v0 de Hb,
la entrada etiquetada por (v,v0) es 1 si y sólo si v y v0 son adyacentes (se
considera que un vértice v de Hb es adyacente a si mísmo si v es un vértice
con lazo).
Sea (IjA(Hb)jI +A(Hb)), donde I es la V ˆ V -matriz identidad, A(Hb) es la V ˆ
V -matriz de adyacencia de Hb e I +A(Hb) es la V ˆ V -matriz suma de las
matrices anteriores. Sea AS(Hb) = (A(Hb)jI+A(Hb)), denotamos conM(IAS(Hb)))
al matroide binario representado por la matriz:
IAS(Hb) =(IjA(Hb))jI +A(Hb)) (2)
10
2. Conceptos matemáticos fundamentales 11
Para todo vértice v 2 V (Hb) existen tres columnas de IAS(Hb) asociadas a v:
vffi en I, vffl en A(Hb) y v en I +A(Hb). El conjunto que contiene a todos los
elementos que corresponden a las columnas de IAS(Hb) es el conjunto base
del matroide binario M(IAS(Hb))) M(IAS(Hb))) y se denotará con W (Hb). El
conjunto de vértices fvffi,vffl,v g es la tripleta de vértices correspondientes
a v. El grupo de permutaciones de los símbolos ffi, ffl y  se denotará con
S3 [91].
Supongamos que H1b y H
2
b son gráficas simples con lazos permitidos, y
que existe un isomorfismo compatible ˛ :M(IAS(H1b )) 7!M(IAS(H2b )). Entonces
este isomorfismo consta de dos partes:
1 Existe una biyección inducida V (H1b ) 7! V (H2b ) (la cuál también se
1 denotará con ˛). Sin embargo, con respecto a isomorfismo, asu-
1 miremos que V (H1b ) = V (H
2
b ).
2 Existe una función f˛ : V (H1b ) 7! S3 tal que ˛(v«) = ˛(v)f˛ (v)(«) 8v 2 V (H1b )
1 8« 2 fffi,ffl, g. En este caso se dice que ˛ es un isomorfismo compa-
1 tible determinado por f˛.
Sea Hb una gráfica simple con lazos permitidos. El matroide binario res-




Definición 2.4.1. Un sistema de conjuntos (sobre V ) es un par ordenado
D = (V ,F) donde V es un conjunto finito y F es una familia de subconjuntos
de V . Un sistema de conjuntos es llamado propio si F 6= ;.
Axioma 2.1. Axioma de Intercambio Simétrico
Para F1,F2 2 F y x 2 F14F2, 9 y 2 F14F2, tal que F14fx,yg 2 F.
Donde 4 es el operador diferencia simétrica entre conjuntos esto es, X4Y =
(X [Y )n (X \Y ).
Definición 2.4.2. Un 4-matroide es un sistema propio de conjuntos
D = (V ,F), que satisface el axioma de intercambio simétrico. A los




Sea D un 4-matroide con el conjunto base V = f2, 3, 4g y con la
familia de conjuntos factibles,
F = ff;g,f2g,f3g,f2, 4g,f3, 4g,f2, 3, 4gg
Si F1 = f2, 4g y F2 = f3g, entonces F14F2 = f2, 3, 4g. Para x 2 F14F2
y y 2 F14F2:
Si x = 2 y y = 2
F14f2g = f2, 4g[f2gnf2, 4g\f2g
= f4g,f4g 62 F
Si x = 2 y y = 3
F14f2, 3g = f2, 4g[f2, 3gnf2, 4g\f2, 3g
= f3, 4g,f3, 4g 2 F
Para X „ V se consideran F 4X = fF 4X : F 2 Fg y D4X = (V ,F 4X). La
transformación D !D4X es llamada torcimiento (twisting). Se dice que
D y D4X son 4-equivalentes.
2.4.1. Representación lineal de un 4-matroide
Una matriz de tipo simétrico es una matriz que es simétrica o antisimétrica.
Sea F un campo y A una V ˆV -matriz de tipo simétrico con entradas en F.
Denotamos por A[X ] a la submatriz de A indexada por X „ A. Si F = fX „ V :
A[X ] es no singularg, entonces D = (V ,F) es un 4-matroide. Las matrices A[X ]
son llamadas submatrices principales. Por convención, se asume que A[X ]
es no singular si A[X ] = ; [23, 84]. Se dice que un 4-matroide es normal si
cumple que ; 2 F. Un 4-matroide D tal que para todo F1,F2 2 F, jF1j y jF2j
tienen la misma paridad se dice que es par .
Definición 2.4.3. La matriz A es una representación lineal de un
4-matroide D con respecto a una base X si,
D =D(A)4X (4)
Un 4-matroide binario es un 4-matroide equivalente a D = (V ,F(A)) para
alguna matriz simétrica (antisimétrica) A sobre GF (2). La representación
lineal de un 4-matroide binario D se define por medio de la matriz de
adyacencia de una gráfica fundamental de D [6].
Ejemplo 2
Sea A la matriz simétrica con entradas en GF(2) en (5). F en (6)
es el conjunto de etiquetas correspondientes a las submatrices
principales invertibles de A.
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2 1 1 0
3 1 1 1
4 0 1 0
37775
(5)
F = f;, 2, 3, 24, 34, 234g (6)
2.4.2. Gráfica fundamental
Sea D = (V ,F) un 4-matroide y sea X una base de D. Se define la gráfica
simple H =HD(X), con E(H) = fvw :X4fv,wg 2Fg. A HD(X) se la llama gráfica
fundamental del 4-matroide D con respecto a X.
2.4.3. Transformación de pivote principal
Sea D un 4-matroide representado por una matriz de tipo simétrico A,
con respecto a la base X y sea vw una arista de H = HD(X). Entonces, el
conjunto X0 = X4fv,wg es una base de D y ¸ = [fv,wg] es una matriz no
singular. En 1987 Bouchet demostró que al hacer la descomposición por









La igualdad (4) implica que D = D(A0)4X0, por lo tanto A0 es una repre-
sentación de D con respecto a X [7]. La transformación A 7! A0 es llamada
transformación de pivote principal o simplemente pivote.
2.4.4. Menores
Sea D = (V ,F) un 4-matroide. Para x 2 V se definen dos 4-matroides con
conjunto base V nx y cuyas familias de conjuntos factibles están dadas por:
F nx = fF : F „ V nx,F 2 Fg
F ‹x = fF : F „ V nx,F [fxg 2 Fg
Se conoce a Dnx = (V nx,F nx) como un menor elemental de D, obtenido por
el borrado del elemento x y a D‹x = (V nx,F ‹x) como un menor elemental
de D, obtenido por la contracción del elemento x [84].
Propiedad 1 (Bouchet 1991, [13]). Para cualquier 4-matroide D = (V ,F),
x 2 V y F „ V :
(D4F )nx = (D ‹x)4 (F `x) si x 2 F
13
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2.5. Conceptos relacionados con el estudio
de 4-matroides
Teorema 2.4. Sea D = (V ,F) un 4-matroide con una matriz de
representación A sobre F. Cualquier menor elemental D— de D tiene una
matriz de representación A— sobre F. Además A—, es antisimétrica
(simétrica) si A es antisimétrica (simétrica).
2.4.5. Conexidad de un 4-matroide
Para un par de 4-matroides D1 = (V1,F1) y D2 = (V2,F2) con V1 \ V2 = ;, la
suma directa D1˘D2 designa al 4-matroide (V ,F) definido por V = V1[V2 y
F = fF1[F2 : F1 2 F1,F2 2 F2g [42, 51]. En este caso se dice que D1 y D2 son
sumandos de D. Se dice que un 4-matroide es conexo si no es la suma
directa de dos 4-matroides con conjunto base no vacío.
2.5. Conceptos relacionados con el estudio
de 4-matroides
2.5.1. Alfabetos complementarios y palabras de doble ocu-
rrencia
Una permutación es una función biyectiva que asocia a i 2 f1, ..,ng un ele-
mento ıi 2 f1, ..,ng. Sea ˛ : X 7! X una permutación sobre un conjunto finito
X. ˛ es una involución si ˛(˛(x)) = x, 8x 2 X.
Sea – un alfabeto, esto es, un conjunto finito de símbolos. Las secuencias
a1,a2, ...an con ai 2 – son palabras sobre –. El conjunto de todas las palabras
sobre –, incluyendo a la palabra vacía, se denota con –˜.
Ejemplo 3
Tomemos, como ejemplo – = fa,b,cg. Si –i es el conjunto de








Denotamos como L(a), al conjunto de letras en una palabra a sobre un
alfabeto –. La palabra a, es una palabra de doble ocurrencia si cada x 2
L(a) ocurre exactamente dos veces en a. Un alfabeto – junto con una
involución ˛ : – 7!– es llamado alfabeto complementario y una palabra sobre
– es una palabra de doble ocurrencia signada [45]. Sea (–,˛) un alfabeto
14
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complementario, ˛(a) se denotará como a 8a 2 –. Una permutación signada
es una palabra sobre – donde cada símbolo de – aparece exactamente una
vez.
2.5.2. Gráfica de alternancia
Sea m una palabra de doble ocurrencia sobre el alfabeto finito V . Un par
no ordenado vw de elementos distintos de V es una alternancia de m, si al
leer m encontramos alternativamente v...w...v..w o w...v...w..v [10].
La gráfica de alternancia de m es la gráfica simple Hm definida sobre el
conjunto de vértices V , tal que existe una arista de v a w si vw es una
alternancia de m. [10]. Otra manera de definir la gráfica Hm es considerando
un diagrama D que consta de una circunferencia con un conjunto finito de
cuerdas etiquetadas con los elementos de V . La gráfica Hm es la gráfica de
intersección del diagrama D, es decir Hm tiene como vértices a los elementos
de V y existe una arista del vértice v al vértice w si las correspondientes
cuerdas se intersecan en el diagrama D. En este contexto a D se le conoce
como el diagrama cordal y a Hm como la gráfica circular [23]. En el
diagrama D, se puede asumir sin pérdida de generalidad que no existen dos
cuerdas que compartan un extremo en común. Se puede recorrer el círculo y
construir la palabra m si se consideran las etiquetas de las intersecciones de
las cuerdas con la circunferencia, recorriendo la circunferencia a partir de la
intersección de una cuerda con la circunferencia tomando una dirección fija
sobre la circunferencia dando una vuelta completa hasta llegar al punto
inicial.
Ejemplo 4
La figura 2.1 muestra el diagrama cordal y la gráfica de
alternancia y el diagrama cordal de la palabra de doble
ocurrencia m = 1321545234.
15
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Figura 2.1: Diagrama cordal y gráfica de alternancia de una palabra de
doble ocurrencia.
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Definición 2.5.1. Transposición [2]
Sea H el diagrama con la palabra m colocada sobre la circunferencia,
como en la figura ?? sin las cuerdas y sean v y w un par de letras que
forman una alternancia en m. Una transposición sobre vw es la gráfica
resultante de intercambiar una de las secuencias de letras de v a w con la
otra secuencia de v a w.
Ejemplo 5


























(b) Transposición sobre ab.
Figura 2.2: Ejemplo de transposición sobre diagrama cor-
dal.
2.5.3. Gráfica de alternancia signada
Considérese un alfabeto de la forma (V ,˛) y una palabra de doble ocurrencia
a 2 V . La gráfica de alternancia de a, es la gráfica simple Hb = (V ,E,v)
consistente en:
˜ Un conjunto finito V junto con una involución v 7! v,
˜ tal que para 8v 2 V , v 6= v y si v 2 V entonces v 2 V .
˜ El conjunto finito de aristas E definido en la subsección
˜ 2.5.2.
Para cada v 2 V , v se representará con un lazo sobre v.
2.5.4. Complementación de lazo
Sea H1b una gráfica simple con lazos permitidos y sea H
2
b la gráfica resultante
de H1b por el complemento del estatus de lazo de un vértice v 2H1b . Entonces
IAS(H2b ) (ver sección 2.3) es la matriz obtenida de IAS(H
1
b ) por el intercambio
de las columnas vffl y v . Este intercambio es un ejemplo de la operación
tipo (a) del teorema 2.3, de acuerdo con el cuál existe un isomorfismo
compatible M(IAS(H1b )) 7!M(IAS(H2b )) determinado por la función f : V (H1b ) 7!
S3 dada en (9):
17
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de 4-matroides
f(w) =
8<:La transposición fflffi, si w = v1 si w 6= v (9)
Teorema 2.5 (Traldi 2015, [91]). Sean H1b y H2b gráficas simples con
lazos permitidos, y supongamos v 2 V (H1b ). Entonces las siguientes
condiciones son equivalentes:
(1) Con respecto a isomorfismo, H2b es la gráfica obtenida de H
1
b
˜ al complementar el estatus de lazo de v.
(2) Existe un isomorfismo compatible ˛ :M(IAS(H1b )) 7!M(IAS(H2b ))
˜ tal que f˛(v) = (ffl ) y f˛(w) = 1, 8w 6= v.
2.5.5. Complementación local
Existen dos distintas versiones de la complementación local: la comple-
mentación local simple y la complementación local no simple. La primera
fue introducida por Bouchet [24] y por Rosenstiehl y Read [85], como parte
de la teoría de alternancia en multigráficas 4-regulares. La complementa-
ción local simple no contempla la creación de lazos. La complementación
local no simple es parte de la teoría de Transformaciones de Pivote Prin-
cipal sobre GF (2) (ver subsección 2.4.3).
Sea Hb una gráfica simple con lazos permitidos. Para un vértice con lazo
v 2 Hb:
(1) El complemento local simple de Hb en v es la complementación
˜ del estatus de adyacencia de cada par de vecinos de v.
(2) El complemento local no simple de Hb con respecto a v, A(Hnsb ˜v),
˜ es la complementación del estatus de adyacencia de todo par de
˜ vecinos de v y la complementación del estatus de lazo
˜ de cada vecino de v [27, 91].
(4) Hinvb ˜v denota a la gráfica obtenida de Hnsb ˜v al eliminar
˜ todas las aristas incidentes con v (incluyendo al lazo
˜ en v). De forma equivalente, Hinvb ˜v es la complementación
˜ local no simple de la subgráfica inducida por la vecindad
˜ cerrada de v, fw : vw 2 E(Hb)g.
Sea M(IAS(Hb))) el matroide binario representado por la matriz IAS(Hb) (ver
sección 2.3). Reemplazar A(Hb) con A(Hnsb ˜v) tiene exactamente el mismo
efecto sobre IAS(Hb) que la operación del tipo (c) del teorema 2.3. Esta
18
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operación es equivalente a un cambio de base haciendo un intercambio






3.1. Construcción del modelo
3.1.1. Estructura del ADN
Existen dos tipos de ácidos nucleicos: el desoxirribonucleico, ADN, y el
ribonucleico, ARN. Los ácidos nucleicos son las moléculas responsables
del almacenamiento, expresión, y replicación de la información genética.
Una cadena de ácido nucleico es un polímero de nucleótidos. Un nucleótido
está formado por tres componentes: una pentosa, (20-desoxirribosa en el
ADN, ribosa en el ARN), un grupo fosfato (el cuál une a dos pentosas
sucesivas mediante enlaces fosfodiester entre el grupo 50-hidroxilo de la
primera y el grupo 30-hidroxilo de la siguiente) y una base nitrogenada
(púrica o pirimidínica) (figura 3.1).
Figura 3.1: Bases nitrogenadas.
Imagen tomada de [102].
Las bases púricas que componen los ácidos nucleicos son: Adenina (A) y
Guanina (G). Las bases pirimidínicas son Citosina (C), Tiamina (T) y Úra-
cilo (U). La Citosina está presente en ambos ácidos nucleicos, la Tiamina
únicamente se encuentra en el ADN y el Úracilo en el ARN.
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La molécula de ADN consta de dos cadenas antiparalelas enrolladas al-
rededor de un mismo eje formando una doble hélice unida por enlaces de
hidrógeno entre pares de bases púricas y pirimidínicas complementarias y
por interacciones hidrofóbicas. En los patrones de enlaces de hidrógeno
más frecuentes (definidos por Watson y Crick [74]) A se une con T y G se


































Figura 3.2: Enlaces de hidrógeno entre pares
de bases complementarias en el ADN.
Durante la replicación del ADN una emzima rompe los enlaces de hidró-
geno que unen a las cadenas sencillas de ADN y cada una de ellas puede
actuar como modelo para la reproducción de la cadena complementaria.
La polaridad de una hebra es positiva si una versión del transcrito (ARN)
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Figura 3.3: Transcripción.
El código genético se guarda en las secuencias de bases de cada cadena
sencilla de la doble hélice. Estas secuencias se representan como palabras
sobre el alfabeto de nucleótidos N = fA,C,G,Tg. El alfabeto N y la invo-
lución ˛ : N 7! N forman un alfabeto complementario (subsección 2.5.1).
La función ˛ modela la relación complementaria A`T, C`G de Watson y
Crick [45,66,67].
˛(A) = T , ˛(T ) = A, y ˛(C) = G, ˛(G) = C
Sea N i el conjunto de palabras con i símbolos. Los codones son los elemen-
tos del conjunto N 3 y contienen la codificación para aminoácidos específicos
(ejemplo 6).
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Ejemplo 6
A G C A C C
Figura 3.4: Codones.
El codón ACG codifica para el ami-
noácido serina y el codón ACC co-
difica para el aminoácido treonina
(figura 3.4).
Un gen es un fragmento de cadena sencilla de ADN que codifica para una
proteína (en algunos casos para una molécula de ARN), identificado por
un codón de inicio y un codón de término (figura 3.5). La orientación de
un gen depende de la polaridad de la cadena sencilla a la que pertenece y















Figura 3.5: Componentes estructurales del gen.
El ARN mensajero (mARN) codifica la secuencia de aminoácidos especifi-
cada por un gen. Para que esta codificación se realice es necesario eliminar
las regiones que no especifican aminoácidos y ensamblar las regiones que
codifican para proteína. El proceso descrito es conocido como corte y em-










Figura 3.6: Corte y empalme del ARN mensajero.
El genoma eucariota es un conjunto de cromosomas lineales (figura 3.7).
Dado un conjunto de genes, un cromosoma se define como un conjunto de
adyacencias formado por pares de extremos de genes, donde cada gen está
contenido en exactamente una adyacencia.
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Figura 3.7: Cromosoma lineal.
Los telómeros son ”cubiertas” de ADN especializado que protegen al cro-
mosoma lineal del deterioro causado por la replicación. Los telómeros son
regiones compuestas por repeticiones de la misma secuencia corta de ADN,
la cuál varía entre organismos, pero en seres humanos y otros mamíferos
es 50`TTAGGG`30.
3.1.2. Problema del reordenamiento cromosómico
Sean Π y Γ los genomas de dos especies con un genoma ancestral común ˇ .
Un bloque de sintenia es un segmento de información genética conservado




1 -7 6 -10 9 -8 2 -11 -3 5 4
1 2 3 4 5 6 7 8 9 10 11
Figura 3.8: Bloques de sintenia del cromosoma X en ratones y en huma-
nos.
Existe un conjunto de eventos evolutivos conocidos como reordenamientos
cromosómicos (chromosomal rearrangements) que pueden convertir a Π en
ˇ y luego en Γ [72, 79]. Los reordenamientos cromosómicos tienen lugar
por un mecanismo conocido como recombinación homóloga, el cuál ocurre
entre secuencias de ADN con segmentos idénticos de pares de bases [77].
(1) Los segmentos idénticos se alinean marcando los sitios de
(1) corte, llamados puntos de rompimiento, en el cromosoma.
(2) Una enzima corta la estructura de doble hélice en los puntos
(1) de rompimiento.
(3) El segmento separado se reordena.
(4) Una enzima repara la ruptura.
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Los reordenamientos cromosómicos preponderantes son la inversión, la
transposición y la transposición invertida [72]. La presente tesis se enfoca
en la inversión, la cuál produce una rotación de 180 grados en una región




































































































Figura 3.9: Ejemplo del reordenamiento de inver-
sión en un segmento de ADN.
Sean ı y ‚ un par de cromosomas con el mismo número de genes en
los genomas Π y Γ. La secuencia de reordenamientos cromosómicos que
transforma a ı en ‚ se conoce como escenario evolutivo. Un escenario





1 -7 6 -10 9 -8 2 -1 1 -3 5 4
1 -7 6 -10 9 -8 2 3 1 1 5 4
1 -7 6 -3 -2 8 -9 10 1 1 5 4
1 2 3 -6 7 8 -9 10 1 1 5 4
1 2 3 -6 -5 -1 1 -10 9 -8 -7 4
1 2 3 -6 -5 -4 7 8 -9 10 1 1
1 2 3 4 5 6 7 8 -9 10 1 1
1 2 3 4 5 6 7 8 9 10 1 1
Figura 3.10: Escenario evolutivo entre el cromosoma X en
ratones y en humanos.
La figura 3.10 muestra la secuencia de inversiones (marcadas en
verde) que transforman el cromosoma X de ratones en el
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Figura 3.11: Escenario evolutivo con una
inversión y una transposición.
La longitud de un escenario evolutivo se correlaciona con la distancia evo-
lutiva entre dos especies. El problema general del reordenamiento cromo-
sómico consiste en la determinación de escenarios evolutivos de longitud
mínima (parsimonia máxima).
Una permutación signada es una permutación donde cada elemento tiene
asociado un signo (+,`). Las permutaciones signadas modelan el orden
relativo en los bloques de sintenia, ya que reflejan la estructura de doble
hélice del ADN [80]. Sean ı = (ı1, ...,ın) y ‚ = (‚1, ...,‚n) las permutaciones
signadas que representan el orden y la orientación de los genes en los
cromosomas ı y ‚. Al reasignar la etiqueta de cada gen i 2 ı podemos
asumir que ‚ = « = (1, 2, ...,n), donde « denota a la permutación identidad.
Así el problema general del reordenamiento cromosómico es equivalente a
ordenar ı con el número mínimo de reordenamientos permitidos.
3.1.3. Ensamblamiento genético en ciliados
Los ciliados (ciliophora) son organismos eucariotas unicelulares que or-
denan su material genético mediante reordenamientos genómicos a gran
escala [41,46], lo que los convierte en organismos modelo para el análisis
de la evolución molecular [61,63]. Los ciliados se caracterizan por la pre-
sencia de dos núcleos, un macronúcleo (MAC) y un micronúcleo (MIC). El
MAC contiene al genoma transcripcionalmente activo y el genoma trans-
cripcionalmente silente está contenido en el MIC.
Figura 3.12: Oxytricha trifallax, Paramecium tetraurelia, Tetrahymena
thermophila.Imagen tomada de [103].
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El micronúcleo está fragmentado en alrededor de 200,0001 segmentos co-
dificadores conocidos como secuencias destinadas al macronúcleo (macro-
molecular destined sequences, MDSs). Las secuencias internamente elimi-
nadas (internally eliminated sequences, IESs) son regiones no codificadoras
que interrumpen a los MDSs. El macronúcleo se constituye de nanocromo-
somas del tamaño de un gen. El ensamblamiento genético consiste en el
ordenamiento de los segmentos codificadores mediante cortes y empalmes
lo que produce genes transcripcionalmente competentes que se expresan















Figura 3.13: Ensamblamiento genético.
Las secuencias destinadas al macronúcleo pueden ser elementales o com-
puestas. Un MDS elemental es un segmento codificador presente en la
forma MIC. Los MDSs compuestos se producen durante el ensamblamien-
to genético como resultado de cortes y empalmes de la molécula de ADN.
Este proceso de rupturas y pegados se lleva a cabo por recombinación
homóloga entre pares de secuencias repetidas llamadas punteros. Los pun-
teros son secuencias cortas de nucleótidos localizadas en los extremos de
los MDSs elementales (exceptuando a los que se ubican en los extremos
del gen). La secuencia en el borde izquierdo se conoce como puntero de
entrada y la secuencia en el borde derecho es llamada puntero de salida
(ejemplo 11).
1Dependiendo de la especie [41].
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Figura 3.14: Ejemplo de ensamblamiento genético en el gen actina I del
ciliado Sterkiella nova.
La figura 3.14 muestra los punteros en los MDSs 4, 6, 5 y 7 del
gen actina I. Notar los emparejamientos entre el puntero de
salida del MDS4 y el puntero de entrada del MDS5, entre el
puntero de salida del MDS5 y el puntero de entrada del MDS6 y
entre el puntero de salida del MDS6 y el puntero de entrada del
MDS7.
3.1.4. Operaciones de ADN en ciliados
De acuerdo con el modelo intramolecular de ensamblamiento genético
postulado en [46, 82, 83], los ciliados ordenan su ADN mediante tres ope-
raciones irreversibles conocidas como: escisión de lazo (loop excision), re-
combinación de doble lazo (double loop recombination) y recombinación
de horquilla (haipin recombination).
Escisión de lazo
La escisión de lazo, elimina un segmento no codificador ubicado entre un

































































Figura 3.15: Segmento del gen ˛TP en el ciliado Sterkie-
lla histriomuscorum.
La figura 3.15 muestra una región del gen ˛TP con el puntero
de salida del MDS2 y el puntero de entrada del MDS3 en el
28
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Sterkiella histriomuscorum. La molécula de ADN se pliega
alineando el par de punteros (figura 3.16) y se lleva a cabo la
recombinación homóloga (figura 3.17). Como resultado el IES
es eliminado como una molécula circular y los fragmentos













Figura 3.18: Eliminación de ADN no gené-
tico.





















Figura 3.19: Recombinación de doble lazo.
La recombinación de doble la-
zo, (double loop recombina-
tion), es aplicable a una mo-
lécula de ADN con dos pa-
res de punteros que delimi-
tan regiones superpuestas. La
molécula se pliega en dos la-
zos alineando los dos pares de
punteros y este doble plegla-
miento intercambia las posi-
ciones de las regiones trasla-
padas (figura 3.19).
Recombinación de horquilla
La recombinación de horquilla (hairpin recombination) invierte el orden y
la orientación de una región del gen y ocurre entre pares de repeticiones
con orientación opuesta (ejemplo 13).
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La molécula se pliega en forma de hor-















Los MDSs quedan ordenados.
Figura 3.20: Ejemplo de recombinación de horquilla en el
gen Actina I del ciliado Sterkiella Nova.
La recombinación de horquilla y el reordenamiento de inversión se pueden
ver como operaciones análogas que actúan en distintos niveles molecula-
res [61, 63]. Sin embargo es importante recordar que la recombinación de
horquilla es un evento irreversible.
3.1.5. Secuencias MDS
Un gen compuesto por k– 1 segmentos codificadores es representable como
una palabra sobre el alfabeto de MDSs —k = fMi,j : 1 » i » j » kg. Donde
el símbolo Mi,i (o simplemente Mi) abstrae a un MDS elemental y los
símbolos Mi,j para j > i abstraen MDSs compuestos. Las palabras sobre —k
son llamadas secuencias MDS y se denotarán con la letra #. Toda # 2 —˜k
puede ser modelada por una permutación signada $.
Ejemplo 14
Consideremos la secuencia # =M3M4M6M5M7M9M2M1M8
correspondiente al gen Actina I del ciliado Sterkiella
Nova. La inversión del segmento MDS2 se indica con M2.
# es representada por la permutación $ = (3, 4, 6, 5, 7, 9,`2, 1, 8).
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Sea ı = (ı1, ...,ın) un cromosoma con n genes y sea $ = ($(i)1, ...,$(i)ki ). ki el
número de segmentos codificadores en el iésimo gen de ı. El ensamblamiento
genético definido en la subsección 3.1.3 es la transformación $! «.
3.2. Permutaciones. Inversiones orientadas y
no orientadas
3.2.1. Distancia de inversión
Sea ı = (ı1, ...,ın) un cromosoma 1» i» j » n. Una inversión (i,j) reordena
los genes dentro del cromosoma ı = (ı1, ...,ıi`1,ıi, ...,ıj,ıj+1, ...,ın) y trans-
forma a ı en el cromosoma (ı1, ...,ıi`1,`ıj, ...,`ıi,ıj+1, ...,ın). El problema
de la distancia de inversión consiste en determinar la secuencia de inversio-
nes 1, ...,dr de longitud mínima que que convierta a ı en «. El valor óptimo
de la solución dr se conoce como la de la distancia de inversión de ı y se
denota como dr(ı,«) [40, 59].
3.2.2. Representación de un cromosoma lineal
En teoría de inversiones, los telómeros de un cromosoma lineal son repre-
sentados por los elementos 0 y n+ 1, tal que ı = (0,ı1, ...,ın,n+ 1). Se dice
que ı es una permutación signada y enmarcada.
3.2.3. Inversiones orientadas
Un par orientado (ıi,ıj), i < j es un par de enteros consecutivos, con signos
opuestos que cumplen jıij` jıjj = ˚1. Los pares orientados representan pa-
res de bases púricas y pirimidínicas complementarias. Un par (ıi,ıj) puede
inducir dos tipos de inversión:
Si ıi+ıj = +1 entonces (i,j`1) (10)
Si ıi+ıj =`1 entonces (i+1,j) (11)
Los pares orientados indican inversiones que producen elementos consecu-
tivos que a su vez son enteros consecutivos. Una inversión orientada es una
inversión inducida por un par orientado [5, 80].
Ejemplo 15
Sea ıratón = (0, 1,`7, 6,`10, 9,`8, 2,`11,`3, 5, 4, 12) la
permutación que describe el orden relativo de los genes en el
cromosoma X del ratón. Inicialmente, los pares orientados en
ıratón son (`7, 6), (`10, 9), (9,`8), (2,`3) y (`3, 4). El par (2,`3)
induce una inversión del tipo (11).
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no orientadas
ıratón(2,`3) = (0, 1,`7, 6,`10, 9,`8, 2, 3, 11, 5, 4, 12)
La cuál produce un nuevo par orientado (`10, 11), las inversiones
orientadas no necesariamente crean nuevos pares orientados
como se verificará más adelante.
3.2.4. Obstáculos
Supongamos que ı es una permutación signada y enmarcada cuyos elemen-
tos son todos positivos y no consecutivos. Consideremos un orden circular
(inducido al fijar 0 como el sucesor de n+1) en ı. Un intervalo enmarcado
en ı, es un intervalo de la forma i,ıj+1,ıj+2, ...,ıj+k`1, i+ k. Tal que todos
los enteros entre i e i+k pertenecen al intervalo [i, ..., i+k]. Un obstáculo
en ı es un intervalo enmarcado que no contiene un intervalo enmarcado
más corto [5, 96].
3.2.5. Inversiones no orientadas
Los obstáculos en ı se eliminan con dos tipos de inversión no orientada: la
inversión de corte (cut reversal) y la inversión de fusión (merge reversal).
Ambas operaciones son inducidas por pares no orientados en ı. La inversión
de corte invierte el segmento entre i e i+1 de un obstáculo i,ıj+1,ıj+2, ..., i+
1, ...,ıj+k`1, i+k.
Ejemplo 16
Sea ı = (0, 3, 4, 6, 5, 7,9,`2, 1, 8, 10) la representación como
cromosoma lineal del gen MIC en el ejemplo (14). El único
obstáculo de ı se marca con azul en (12).
ı =(0, 3, 4, 6, 5, 7, 9,`2, 1, 8, 10) (12)
Al invertir el segmento entre i = 4 e i+1 = 5 se obtiene la
secuencia en (13) ,
ı = (0, 3, 4,`6, 5, 7, 9,`2, 1, 8, 10) (13)
La inversión de fusión invierte el intervalo cuyos extremos i+k e i0, son los
puntos finales de dos obstáculos diferentes i, ..., i+k, ..., i0, ..., i0+k0.
Ejemplo 17
Consideremos la permutación ı1 = (0, 2, 4, 6, 5, 7,9, 8, 10, 3, 11, 1, 12).
La fusión de los obstáculos 7, 9, 8, 10 y 11, 1, 12, 0, 2 se muestra en
(14).
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ı1(10,11) =(0, 2, 4, 6, 5, 7, 9, 8,`11,`3,`10, 1, 12) (14)
ı1 contiene además el obstáculo 4, 6, 5, 7 el cuál se elimina con
la inversión de corte ilustrada en el ejemplo 16.
3.3. Gráfica de punto de rompimiento
Los puntos de rompimiento descritos en la subsección 3.1.2 permiten com-
parar la posición de los bloques de sintenia (genes) entre pares de cromo-
somas. El primer paso para identificar tales puntos es aplicar la transfor-
mación T1 : ı 7! ı0, la cuál convierte a la permutación signada ı de orden







Cada gen i2 ı es representado en ı0 por sus extremos 50 y 30 (ver subsección
3.1.1) de acuerdo a las asignaciones en (16) y (17):
i! (2i`1, 2i) si i > 0 (16)
i! (2i, 2i`1) si i < 0 (17)
La permutación no signada ı0 modela la estructura de doble hélice de
la molécula de ADN ya que los elementos 2i y 2i` 1 corresponden a los
extremos 50 y 30 del gen. Los elementos 0 y n+ 1 en ı asociados con los
telómeros del cromosoma lineal (ver subsección 3.2.2) son representados

































































Imagen de la permutación signada ı del ejemplo 16.
La gráfica de punto de rompimiento de ı0 es una gráfica bicoloreada,
BG(ı0) = (V ,ER,EA), donde el conjunto V está compuesto por los elementos
de ı0. El conjunto de aristas rojas, ER, representa las adyacencias en ı y el
conjunto de aristas azules, EA, codifica las adyacencias en en «. Cada arista
en ER es de la forma (ı02i,ı
0
2i+1), mientras que las aristas en EA conectan
a los pares (2i, 2i+ 1) 8i 2 f0, ...,ng. Todos los vértices de BG(ı0) tienen el
mismo número de aristas incidentes de ER y de EA, por lo tanto jERj = jEAj.
Un ciclo alternante en BG(ı0) es una secuencia de aristas r1,a1,r2,a2, ...,rm,am
donde ri 2 ER y ai 2 EA para i 2 f1, ...,mg; ri y aj inciden en un vértice común
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para i = j 2 f1, ...,mg y para i = j + 1 2 f1, ...,mg [40]. Una partición de BG(ı)
en ciclos alternantes, es una partición tal que cada arista de BG(ı0) está
contenida en exactamente un ciclo de la partición. La cardinalidad de una
partición es el número de ciclos que aparecen en BG(ı0), se denotará con
c(ı). Una partición de máxima cardinalidad es óptima. Los ciclos triviales
contienen exactamente una arista roja y una arista azul, mientras que los
ciclos largos se componen de al menos cuatro aristas alternantes. Se dice






























































Figura 3.21: Gráfica de punto de rompimiento de la permutación no
signada del del ejemplo 18.
Las figuras en 18 ilustran la gráfica BG(ı0). La figura de la
derecha está coloreada de manera que los ciclos se distingan
más claramente. La partición de BG(ı0) está compuesta por un
ciclo trivial C1 = (6, 7), (7, 6) y dos ciclos largos:
C2 =(8, 11), (11, 10), (10, 13), (13, 12), (12, 9), (9, 8) y
C3 =(14, 17), (17, 16), (16, 19), (19, 18), (18, 4), (4, 5), (5, 0), (0, 1), (1, 3), (3, 2),
(2, 15), (15, 14)
3.3.1. Inversiones en BG(ı0)
Toda inversión en la permutación signada ı tiene una correspondencia única
con una inversión en la permutación imagen ı0 [4,56]. Las inversiones (i,j)
en ı se simulan con inversiones no signadas (2i` 1, 2j) en ı0. Se dice que







j+1). Si las dos aristas rojas pertenecen al mismo ciclo
C se dice que  actúa sobre C. Es importante notar que si una inversión
(i,j) actúa sobre una arista azul a = (ı0k,ı
0







l) está contenido en el intervalo [i,j], si y sólo si
está contenido en el intervalo [k, l]. Una inversión propia  en ı0 se define
como una inversión que incrementa en 1 el parámetro c(ı) [25,56–59]. Las
inversiones propias en ı0 corresponden a las inversiones orientadas sobre ı
definidas en la subsección 3.2.3.
34
3. Modelo genético 35
Una arista azul es orientada si la inversión que actúa sobre ella es una
inversión propia y no orientada en otro caso. Dos aristas azules (ı0a,ı0b) y
(ı0c,ı0d) se intersecan si a < c < b < d. Dos ciclos se intersecan si contienen
aristas azules intersecantes. Un ciclo es orientado si contiene al menos una
arista orientada y no orientado en otro caso. Una componente conexa de
BG(ı0) se define como un conjunto de ciclos intersecantes. Una componente















































































































































































Las componentes A y B de BG(ı0ratón) son componentes orientadas
ya que contienen a los ciclos C2, C4 y C5. La gráfica en 3.24
muestra el efecto de la inversión sobre la arista orientada f4, 5g.
Teorema 3.1 (Bafna y Pevzner 1996, [3]). Sea ı una permutación signada
con n elementos:
dr(ı,«)– jERj` c(ı)
La cota inferior jERj` c(ı) proporciona el número de inversiones orientadas
que ordenan una permutación ı. Las permutaciones que alcanzan la cota
inferior definida en 3.1 son permutaciones sin obstáculos.
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Ejemplo 21
Retomando la permutación signada ıratón del ejemplo 15 y la
permutación no signada ı0ratón en el ejemplo 20, se tiene que
drratón (ıratón,«) = 12`5 = 7.
3.3.2. Modelo de programación lineal entera
En la modelación que se describe a continuación ni la permutación ni
la secuencia de inversiones de la solución al problema de la distancia
de inversion son vistas de forma directa como variables y/o restricciones
del modelo. La programación lineal entera es usada para determinar la
solución del problema consistente en determinar el número de ciclos en una
partición de máxima cardinalidad de BG(ı0). La solución de este problema
produce una cota ajustada sobre dr(ı,«) [40,73]. Sea C el conjunto de ciclos








xC » 1, e 2 ER[EA (19)
xC 2 f0, 1g, C 2 C (20)
La restricción (19) asegura que cada arista e 2 ER[EA este contenida como
máximo un en un ciclo C tal que xC = 1. En una solución óptima x˜ de (18)-
(20), el conjunto de ciclos C tal que x˜C = 1 forma una descomposición de
cardinalidad máxima.
Se puede obtener una cota inferior válida c˜(ı) sobre c(ı) resolviendo la
relajación del problema de programación lineal (18)-(20), obtenida reem-
plazando la restricción (20) con:
xC – 0, C 2 C (21)
En el modelo definido por (18), (19) y (21), xC » 1 se implica trivialmente.








ye – 1, C 2 C (23)
Donde cada variable ye, e 2 ER [EA no tiene restricción de signo. Resolver
la relajación del problema de programación lineal (18),(19) y (21) implica
la resolución de un problema de programación lineal con jER [EAj = O(n)
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restricciones y jCj = O(2n) variables. En [73] Lancia et. al., resuelven el
problema en tiempo polinomial mediante el uso de un algoritmo de rami-
ficación y acotamiento.
3.3.3. Obstáculos en la gráfica de punto de rompimiento
Sea L una componente conexa de BG(ı0), las posiciones en los extremos










Una componente L separa a las componentes L0 y L00 si existe una arista
(ıi,ıj) 2 L tal que el intervalo [L0mín,L
0
máx] esté contenido en el intervalo [i,j]
pero el intervalo [L00mín,L
00
máx] no esté contenido en el intervalo [i,j]. Un obs-
táculo es una componente no orientada que no separa a otras componentes
no orientadas.
Ejemplo 22
La figura 3.25 ilustra la gráfica de punto de rompimiento
asociada a la permutación signada del ejemplo 17.
Consideremos la arista fı02,ı017g = (4, 5) en la componente A,







15), tal que Bmín = 20, Bmáx = 1 y Dmín = 10,
Dmáx = 15. La componente A separa a las componentes B y






















































































Figura 3.25: Obstáculos en la gráfica de punto de rompimiento.
En la subsección 3.2.4 un obstáculo se definió como un intervalo enmarcado
que no contiene un intervalo enmarcado más pequeño.
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Lema 3.1 (Bergeron 2005, [5]). Los intervalos enmarcados de la forma
[i, i+k] en una permutación signada ı tienen una correspondencia uno a
uno con los intervalos enmarcados de la forma [2i, 2(i+k)`1] en la
permutación imagen ı0.
Los extremos de un intervalo enmarcado [i, i+ k] corresponden respectiva-
mente a los pares 2i`1, 2i y 2(i+k)`1, 2(i+k). Todos los elementos entre i
e i+k ocurren en el intervalo [i, i+k] si y sólo si todos los elementos entre
2i y 2(i+k)`1 aparecen en el intervalo [2i, 2(i+k)`1]. Si [2i, 2(i+k)`1] es un
obstáculo entonces contiene exactamente los enteros entre 2i y 2(i+k)`1,
tal que las únicas aristas azules en este intervalo son: (2i, 2i+1), (2i+2, 2i+3),
..., (2(i+k)`2, 2(i+k)`1 y ninguna otra arista azul interseca este conjunto.
3.3.4. Eliminación de obstáculos en BG(ı0)
La inversión de corte definida en la sección 3.2.5 invierte el segmento entre
2iy 2i+ 1 contenido en el intervalo [2i, 2(i+k)`1], esto es, actúa dentro de

























Figura 3.26: Inversión de corte en la
gráfica de punto de rompimiento.
La inversión de corte sobre
BG(ı0) mostrada en la figura
3.26 corresponde al corte de
obstáculo en del ejemplo 16.
La inversión de fusión, (i+k, i0) une los extremos de dos obstáculos separa-
dos por una componente no orientada produciendo una nueva componente
orientada y disminuyendo en 1 el parámetro c(ı) (ejemplo 24).
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Figura 3.27: Inversión de fusión.
La inversión (19, 22) fusiona
las componentes no
orientadas B, D y A de la
gráfica en el ejemplo 22.
Un súper obstáculo es un obstáculo cuya eliminación crea nuevos obs-
táculos. Sea ı una permutación signada. Se dice que ı es una fortaleza
(fortress), si tiene un número impar de obstáculos y todos ellos son súper
obstáculos. Así podemos definir la variable booleana f(ı):
f(ı) =
8<:1 Si ı es una fortaleza0 En otro caso
Sea h(ı) el número de obstáculos en la permutación signada ı. El teorema
3.2 proporciona una ecuación exacta para la distancia de inversión.
Teorema 3.2 (Hannenhalli y Pevzner, 1999 [56]). Para cualquier
permutación signada ı:
dr(ı,«) = jERj` c(ı) +h(ı) + f(ı)
Ejemplo 25
De acuerdo con el teorema 3.2, la distancia de inversión para las
permutaciones signadas ı y ı1 de los ejemplos 16 y 17 es:
dr(ı,«) =10`3+1 = 8
dr(ı1,«) =12`4+3 = 11
3.4. Gráfica Hb(ı0)
Sea ı0 la imagen de una permutación signada ı bajo T1. La gráfica Hb(ı0)
se define como la gráfica donde cada arista de BG(ı0) es representada con
un vértice y dos vértices son adyacentes si las cuerdas correspondientes se
intersecan en la gráfica de punto de rompimiento. Los vértices orientados de
Hb(ı0), corresponden a las aristas orientadas de BG(ı0). En esta tesis se define
Hb(ı0) como una gráfica simple (V ,E) con lazos permitidos, cuya matriz de
adyacencia es una matriz simétrica con entradas en GF (2). En [5,43,56,57],
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Hb(ı0), se define como una gráfica simple bicoloreada H = (V ,E,c), donde el









Figura 3.28: Gráfica Hb(ı0).
Gráfica de intersección
asociada a la permutación
no signada ı0 del ejemplo
18.
3.4.1. Complementación local e inversiones
La inversión correspondiente a un vértice orientado v de Hb(ı0) se define
como la complementación local no simple sobre la vecindad cerrada de
v [5,26]. Esta operación, denotada como Hinvb (ı0)˜v en la subsección 2.5.5,
convierte a v en un vértice aislado, ya que los pares orientados indican










Figura 3.29: Inversión en Hb(ı0).
Inversión sobre el vértice
(4, 5) en la gráfica Hb(ı0) en
el ejemplo (26).
Una componente conexa de Hb(ı0) es orientada si al menos uno de sus
vértices es un vértice con lazo y no orientada en otro caso. Una inversión
segura es una inversión que no crea nuevas componentes no orientadas, con
excepción de los vértices aislados.
40
3. Modelo genético 41
3.4.2. Diagrama cordal
La gráfica BG(ı0) puede representarse de manera lineal o circular [1] (ejem-
plo 28).
Ejemplo 28
0 5 6 7 8 11 12 9 10 13 14 17 18 4 3 1 2 15 16 19
Figura 3.30: Representación lineal de la gráfica en el ejemplo (19).
La representación circular de BG(ı0) es un diagrama cordal, donde las cuer-
das son las aristas azules y las aristas rojas se encuentran sobre la circun-
ferencia del diagrama. BG(ı0) tiene asociada su gráfica de intersección (ver
subsección 2.5.2), que en este contexto se denotará como Hb(ı0).
Sea ı0 la imagen de una permutación signada y enmarcada ı. Se considera
la inversa de la transformación T1 definida en la sección 3.3, sea esta T`11 .
Las cuerdas unen enteros consecutivos empezando por el (0, 1) y T`11 se







La aplicación de la transformación en (25) permite recobrar ı de ı0 y
así etiquetar las cuerdas de la gráfica BG(ı0) con las etiquetas de ı. De
la misma manera se recobra la palabra de doble ocurrencia relativa al
diagrama de cuerdas, como se ilustra en el ejemplo 29.
41
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Ejemplo 29




(0, 1) (0, 0)
(2, 3) (1, 1)
(4, 5) (2, 2)
(6, 7) (3, 3)
(8, 9) (4, 4)
(10, 11) (5, 5)
(12, 13) (6, 6)
(14, 15) (7, 7)
(16, 17) (8, 8)



























Figura 3.31: Ejemplo de aplicación de la transformación en (25).
Sea (v1, ....,vk) una secuencia de vértices distintos de Hb(ı0) y sea ’= (˜invv1, ....,
invvk) una secuencia de inversiones aplicables sobre (v1, ....,vk) (la asocia-
tividad de ˜invv es de izquierda a derecha). ’ es una secuencia óptima si











La figura en 3.32 muestra
la gráfica de intersección
asociada a la permutación
del ejemplo 20. Las gráfi-
cas en la figura 3.33 pre-
sentan la aplicación de la
























































0 1 2 3 4 6 8 111095 7
Inversión sobre v1.
Figura 3.33: Ejemplo de secuencia óptima.
3.4.3. Matriz de intersección
Sea A(Hb(ı0)) la matriz de adyacencia de Hb(ı0) y sea r(A(Hb(ı0))) el rango
de A(Hb(ı0)). El resultado en 3.1 aparece en [43], (Corolario 4) y en [26],
(Corolario 12).
Corolario 3.1. El número de vértices en cualquier secuencia orientada
óptima para una gráfica Hb depende únicamente de Hb y es igual a r(A(Hb)).
Tal que en términos de matrices simétricas (antisimétricas), la cota inferior
del teorema 3.1 se define en el teorema 3.3.
Teorema 3.3 (Brijder 2017, [26]). Para toda permutación signada ı:
dr(ı,«)– r(A(Hb))
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Figura 3.34: Gráfica de intersección asociada a la permutación ı1 del
ejemplo 17.
Sea A(Hb(ı0)) en (27) la matriz de adyacencia de la gráfica
en el extremo derecho de la figura 3.31 en el ejemplo 29 y
sea A(Hb(ı01)) en (28) la matriz de adyacencia de la gráfica
Hb(ı
0
1) en 3.34. Se tiene que la matriz A(Hb(ı0)) es simétrica
y r(A(Hb(ı0))) = 7 mientras que A(Hb(ı01)) es antisimétrica y
r(A(Hb(ı
0




0 1 2 3 4 5 6 7 8 9
0 0 1 0 0 0 0 0 1 1 1
1 1 1 0 0 0 0 0 0 0 0
2 0 0 1 0 0 0 0 1 1 1
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 1 1 0 0 0
5 0 0 0 0 1 0 1 0 0 0
6 0 0 0 0 1 1 0 0 0 0
7 1 0 1 0 0 0 0 0 1 1
8 1 0 1 0 0 0 0 1 0 1







0 1 2 3 4 5 6 7 8 9 10 11
0 0 1 0 0 0 0 0 0 0 0 0 1
1 1 0 0 0 0 0 0 0 0 0 0 1
2 0 0 0 1 0 0 0 0 0 0 1 0
3 0 0 1 0 0 0 0 0 0 0 1 0
4 0 0 0 0 0 1 1 0 0 0 0 0
5 0 0 0 0 1 0 1 0 0 0 0 0
6 0 0 0 0 1 1 0 0 0 0 0 0
7 0 0 0 0 0 0 0 0 1 1 0 0
8 0 0 0 0 0 0 0 1 0 1 0 0
9 0 0 0 0 0 0 0 1 1 0 0 0
10 0 0 1 1 0 0 0 0 0 0 0 0
11 1 1 0 0 0 0 0 0 0 0 0 0
377777777777777777777777777777775
(28)
Las submatrices principales correspondientes a obstáculos en la gráfica de
intersección son matrices antisimétricas de tamaño impar y por consecuen-
cia no son invertibles.
3.4.4. Complemento local modificado de M
Sean Hb una gráfica y M una V ˆ V -matriz cuyas filas y columnas están
etiquetadas por V (Hb). Sea v un vértice de Hb, la matriz M queda expresada
en (29).
M =
264dvv 1 2»1 M11 M12
»2 M21 M22
375 (29)
La primer fila y la primer columna de M corresponden a v, las filas y co-
lumnas de M11 corresponden a los vértices en n(v) mientras que las filas y
44
3. Modelo genético 45
columnas de M22 se asignan a los vértices en V (Hb)`n(v)`fvg. El comple-
mento local modificado de M con respecto a v, es la matriz Mvmod en (30)
obtenida de M al sumar la fila de v a toda fila correspondiente a un vecino
de v [94].
Mvmod =
264dvv 1 2»10 M 011 M 012
»2 M21 M22
375 (30)
Sea X „ V el subconjunto X = fi, .., i+1g que induce una matriz antisimétrica
y singular A(Hıb )[X ]. La inversión de corte descrita en las subsecciones 3.2.5
y 3.3.3 corresponde al complemento local modificado de la subgráfica
inducida por X, donde el vértice vi corresponde al elemento i 2 X.
Ejemplo 32
Consideremos la matriz A(Hb(ı0)) en (27) del ejemplo 31 y el






4 0 1 1
5 1 1 0






0 1 2 3 4 5 6 7 8 9
0 0 1 0 0 0 0 0 1 1 1
1 1 1 0 0 0 0 0 0 0 0
2 0 0 1 0 0 0 0 1 1 1
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 1 1 0 0 0
5 0 0 0 0 1 1 0 0 0 0
6 0 0 0 0 1 0 1 0 0 0
7 1 0 1 0 0 0 0 0 1 1
8 1 0 1 0 0 0 0 1 0 1
9 1 0 1 0 0 0 0 1 1 0
37777777777777777777777775
(32)
Observemos que las matrices en (27) y en (32) tienen el
mismo rango. Esto se debe a que el complemento local
modificado no altera el parámetro c(ı) lo que es congruente




3.5. Paseos Eulerianos en multigráficas
4-regulares
3.5. Paseos Eulerianos en multigráficas
4-regulares
3.5.1. Multigráfica 4-regular asociada a una permutación
signada
Hasta ahora, la permutación signada y enmarcada ı ha representado, in-
distintamente, el orden de los genes en un cromosoma lineal y el orden de
los fragmentos MDS en un gen micronuclear. Se ha establecido una corres-
pondencia directa entre los punteros (también llamados puntos de recom-
binación), descritos en la subsección 3.1.3, con los elementos (ı02i,ı
0
2i+1) de
la transformación T1 (sección 3.3). Para continuar con está línea y como
primer paso en la construcción de la multigráfica 4-regular Gı asociada
a una permutación signada ı, se hará la modificación mostrada en (33)
y (34) a la notación de (16) y (17). Sea ı una permutación signada y
enmarcada,
i! ((i`1)b, ia) si i > 0 (33)
i! (ia, (i`1)b) si i < 0 (34)
Ejemplo 33
Sea ı la permutación signada del ejemplo 16.
ı0 =(0a, (2b, 3a), (3b, 4a), (5b, 6a), (4b, 5a), (6b, 7a), (8b, 9a), (2a, 1b), (0b, 1a),
(7b, 8a), 9b) (35)
Aunado a lo anterior, seguiremos las siguientes convenciones:
(1) Los genes en el cromosoma se representarán como
(1) fragmentos MDS.
(2) La transformación definida en (33) y (34) se expan-
(1) dirá por medio de la inserción de un elemento inter-
(1) medio Ii entre dos MDSs adyacentes en ı.
Ejemplo 34
Consideremos la permutación ı0 en (35) del ejemplo 33 cuya
permutación expandida se muestra en (35) (los punteros se
marcan en rojo).
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ı0 =M00aI02bM33aI13bM44aI25bM66aI34bM55aI46bM77aI58bM99aI62a
M21bI70bM11aI87bM88aI99bM10 (36)
La gráfica Dı se define como una gráfica dirigida donde cada vértice se
asocia con un único punto de recombinación y cada arco representa un




































Figura 3.35: Gráfica dirigida correspondiente a la
permutación expandida ı0 del ejemplo 34.
La multigráfica 4-regular Gı asociada a un cromosoma ı se obtiene a partir
de Dı modificando la transformación inversa T`11 en (25) (ver subsección
3.4.2) como se expresa en (37):
(ib, ia)) 7! i) (37)
Cada vértice v de Gı se relaciona con un elemento de la transformación
en (37) y cada arco de Dı se convierte en una arista no dirigida de Gı. La


























Figura 3.36: Multigráfica 4-regular obtenida de la
gráfica dirigida del ejemplo 35.
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4-regulares
3.5.2. Bitransiciones
Consideraremos que cada arista e de una multigráfica 4-regular G está
compuesta por un par de medias aristas fh0,h00g con un vértice final cada
una con solo un vértice de G tal que cada media arista incide en un extremo
de e [8, 11, 16, 64]. Sea v un vértice de G, el conjunto de medias aristas
incidentes en v, se denota con hv. Ya que G es 4-regular jhvj = 4, 8v 2 V .
Una transición en v es un subconjunto de tamaño dos de hv. Una bitransición
en v es un par ! = ft0, t00g de transiciones disjuntas incidentes en un mismo
vértice v (ver figura 3.39). Un conjunto de bitransiciones Ω = !1,!2, ...,!k es
disjunto si no contiene bitransiciones incidentes en un mismo vértice. Se
define:
Ωˆ(G) =fΩ : Ω es un conjunto disjunto de bitransiciones en Gg
Todo conjunto Ω 2 Ωˆ induce una partición Euleriana de G. Cortar una bi-
transición incidente en v consiste en eliminar v de G y reemplazarlo con un
vértice v0 incidente a las medias aristas de t0 y con un vértice v00 incidente
a las medias aristas de t00, obteniéndose una nueva gráfica denotada con
Gj! [11, 64].
Sea TE un paseo Euleriano de G y sea Ω(TE) el conjunto de bitransiciones
definido por TE. Si ! 2 Ω(TE), entonces TE sigue siendo un paseo Euleriano
de Gj!. El número de componentes conexas en G se denotará con l(G).
l(Gj!) = l(G) = 1 si ! 2 Ω(TE) (38)
Cortar un conjunto Ω 2 Ωˆ consiste en la construcción de la gráfica GjΩ =
Gj!1j!2j...j!k (la cuál se denotará con GjΩ ya que el orden !1,!2...!k es
irrelevante [11,20]).
Ejemplo 37
El orden de las secuencias de bases en el cromosoma
representado por la permutación expandida ı0 en (36)
del ejemplo 34 induce un paseo Euleriano en la mul-
tigráfica 4-regular conexa Gı de la figura 3.36. Este
paseo, que denotaremos como TE(Φ), se muestra en (39)2.















































































2El uso de esta notación se justifica en la sección 3.8 (proposición 2).
48
3. Modelo genético 49
TE(Φ) define al conjunto de bitransiciones Ω(TE(Φ)):
˙(TE(˘))
v0 ffI007 ,M 01g,fM10M 000 , I00gg
v1 ffM 001 , I08g,fM 002 , I07gg
v2 ffI006 ,M 02g,fI000 ,M 03gg
v3 ffM 003 , I01g,ffI001 ,M 04gg
v4 ffM 004 , I02g,fI003 ,M 05gg
v5 ffI002 ,M 06g,fM 005 , I04gg
v6 ffM 006 , I03g,fI004 ,M 07gg
v7 ffI008 ,M 08g,fM 007 , I05gg
v8 ffM 008 , I09g,fI005 ,M 09gg
v9 ffI009 ,M10M 00g,fM 009 , I06gg






































Consideremos un segundo conjunto de bitrasiciones Ω 2 Ωˆ(Gı)
denotado con Ω(Ψ). Ω(Ψ) induce la partición Euleriana P (Ω(Ψ))
en (40) ilustrada en la gráfica de la figura 3.38.
Ω(Ψ)
v0 ffM10M 000 ,M 01g,fI00, I007gg v5 ffM 005 ,M 06g,fI002 , I04gg
v1 ffM 001 ,M 002g,fI07, I08gg v6 ffM 006 ,M 07g,fI004 , I03gg
v2 ffM 02,M 03g,fI006 , I000gg v7 ffM 007 ,M 08g,fI008 , I05gg
v3 fM 003 ,M 04g,ffI001 , I01gg v8 ffM 008 ,M 09g,fI005 , I09gg
v4 ffM 004 ,M 05g,fI003 , I02gg v9 ffM 009 ,M10M 00g,fI009 , I06gg



































































P (Ω(Ψ)) contiene el circuito con la permutación identidad «.
Los conjuntos Ω(TE(Φ)) y Ω(Ψ) no tienen bitransiciones en común,
en este caso se dice que los conjuntos son suplementarios.
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3.5. Paseos Eulerianos en multigráficas
4-regulares
En la subsección 3.5.3 se describe la asociación de un sistema de isotropía
(ver apéndice A) con una multigráfica 4-regular. Los sistemas de isotropía
asociados a multigráficas 4-regulares se conocen como sistemas gráficos.
Es importante mencionar que no todos los sistemas de isotropía son gráficos
[16].
3.5.3. Multigráfica codificada











un paseo Euleriano de G, expresado mediante las medias aristas que lo
forman. Consideremos un vértice v de G tal que v = vi = vj, (i 6= j). Exis-
ten exactamente tres pares de bitransiciones en v: ffh00j`1,h0jg,fh00i`1,h0igg,




















La bitransición ffh00j`1,h0jg,fh00i`1,h0igg está contenida en Ω(TE). Asociamos
un elemento fiv(!) 2 K 0V , a cada una de las tres posibles bitransiciones !
incidentes en v. Entonces existe una correspondencia biyectiva entre las
tres bitransiciones en v y los elementos en K 0V . Sea K 0V = fffi,ffl, g [8,11,15].
fiv(ffh00j`1,h0jg,fh00i`1,h0igg) = ffi
fiv(ffh00j`1,h0ig,fh00i`1,h0jgg) = ffl
fiv(ffh00j`1,h00i`1g,fh0i,h0jgg) =  
Cuadro 3.1: Codificación de bitransiciones.
Una codificación de bitransiciones es una familia fi = (fiv : v 2 V ) [8, 16].
Ejemplo 38
Asignación de etiquetas para los conjuntos disjuntos de
bitransiciones Ω(TE(Φ)) y Ω( ) del ejemplo 37.
v0 v1 v2 v3 v4 v5 v6 v7 v8 v9
fi (Ω(TE(Φ))) ffi ffi ffi ffi ffi ffi ffi ffi ffi ffi
fi (Ω(Ψ)) ffl   ffl ffl ffl ffl ffl ffl ffl
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Una multigráfica codificada es un par (G,fi ), donde G es una multigráfica
4-regular y fi una codificación de bitransiciones [11,15]. Para todo conjunto
Ω 2 Ωˆ(G) se define un vector T (Ω) 2KV tal que T (Ω)v es la codificación de la
bitransición de Ω incidente en v, 8v 2 V [8]. Si no existe una bitransición de
Ω incidente en v entonces T (Ω)v = 0. En otro caso T (Ω)v es la etiqueta de la
bitransición de Ω incidente en v.
Sea S = (L,V ) el sistema de isotropía asociado a una multigráfica codificada
(G,fi ). Una bitransición inducida por un vector A 2 K0V en un vértice v de G
es una bitransición tal que fiv(!) = Av. Denotamos con Ω(A) al conjunto de
todas las bitransiciones inducidas por A. Todo conjunto de bitransiciones
(partición Euleriana) es determinado por un único vector de K0V [16]. Un
vector completo A puede dar origen a un paseo Euleriano o a una partición
de G en circuitos. La ecuación (41) determina la cardinalidad de cualquier
partición Euleriana P de la multigráfica 4-regular conexa G [14]. Sea jP j el
número de circuitos en P .
jP j` l(G) = r(A) si A = T (P ) (41)
Donde r(A) es el rango de A con respecto a S (ver apéndice A).
Ejemplo 39
Sea Ω(Ψ) el conjunto de bitransiciones en el ejemplo 37 que
induce la partición Euleriana P (Ω(Ψ)) en (40), de la multigrá-
fica 4-regular Gı en la figura 3.36. La codificación de Ω(Φ)
se muestra en el ejemplo 38. Sea Ψ un vector en K0V tal que
para cada v 2 V , fi (Ω(Ψ))v = Ψv. Además de contener el circuito
con el orden en la permutación identidad, P (Ω(Ψ)) contiene
(en el ejemplo) otros tres circuitos compuestos por ADN no
genético (IESs) denotados por CIES. Sea l(Gı) el número de
componentes conexas de Gı (ecuación (38)).
jP (Ω(Ψ))j` l(Gı) = jCIESj = 3 (42)
De acuerdo con (42), el número de circuitos conformados
por segmentos no codificadores en la partición inducida por
el vector que representa al cromosoma identidad es igual al
rango de dicho vector con respecto a S. Sea c(ı) el número
de ciclos en una decomposición de BG(ı0) (ver sección 3.3).
c(ı) = jCIESj, por lo que el número de circuitos en BG(ı0) es
igual a r(Ψ) (ejemplo 19).
Si S es un sistema de isotropía, entonces un vector A 2 K0v es un vector
51
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Euleriano de S, si r(A) = 0. Sea TE un paseo Euleriano de G, Bouchet [16]
demostró que para toda multigráfica codificada (G,fi ), existe exactamente
un sistema de isotropía S definido de manera que:
jΩ(TE)j` l(G) = r(A) = 0 si A = T (Ω(TE)) (43)
Ejemplo 40
Ahora consideremos el conjunto de bitrasiciones Ω(TE(Φ)) que
induce el paseo Euleriano TE(Φ) en (39) del ejemplo 37 cuya
codificación se muestra en el ejemplo 38. Sea Φ un vector en
K0V tal que para cada v 2 V , fi (Ω(TE(Φ)))v = Φv y sea P (Ω(TE(Φ)))
la partición Euleriana de Gı inducida por Φ (en la figura 3.37).
P (Ω(TE(Φ))) satisface la igualdad en (44):
jP (Ω(TE(Φ)))j` l(Gı) = r(Φ) = 0 (44)
Un sistema de isotropía S que se puede asociar de la manera descrita con
una multigŕafica codificada es un sistema gráfico [15, 19].
3.6. Transformaciones en paseos Eulerianos
En esta sección se describen dos transformaciones aplicables sobre un paseo
Euleriano en un gráfica 4-regular. Estas tranformaciones fueron descritas
por primera vez por Kotzig [71] y extendidas posteriormente a sistemas de
isotropía por Bouchet [19].
Consideremos una multigráfica codificada (G,fi ), su sistema gráfico asociado











sucesión de medias aristas que forman un paseo Euleriano en G inducido
por A. La secuencia de vértices de TE(A) es V (A) = v0,v1, ...,vn`1 donde vi es el
vértice incidente a TE(A) = h00i`1,h
0
i para i2 f0, ..,n`1g. V (A) es una palabra de
doble ocurrencia sobre V (G) [7]. Sea v 2 V (G) y supongamos v = vi = vj, (i 6= 0).
Se definen dos tipos de transformaciones, la separación y la conmutación.
3.6.1. Separación
Si sustituimos la bitransición codificada por el vector Euleriano A en v con
la bitransición etiquetada con ffl en v se obtiene el conjunto de bitransiciones
de una nueva partición Euleriana fU 0,U 00g.
U 0 =fh0ih00i ,h0i+1h00i+1, ...,h0j`1h00j`1g
U 00 =fh0jh00j ,h0j+1h00j+1, ...,h0n`1h00n`1,h00h000, ..., ,h0i`1h00i`1g
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Se dice que la bitransición con la etiqueta ffl, separa al paseo Euleriano
TE(A) en v.
3.6.2. Conmutación
El resultado de reemplazar la bitransición codificada por A en v por la
bitransición con la etiqueta  en v, es el conjunto de bitransiciones de
un nuevo paseo Euleriano denotado con TE(A)˜v. Se dice que TE(A)˜v es
obtenido por la conmutación de TE(A) en v [15, 19].
Ejemplo 41
La bitransiciones inducidas por el vector completo Ψ del
ejemplo 39 y el vector Euleriano Φ del ejemplo 40 en el
vértice v4 de la multigráfica 3.36 son respectivamente:
fM 004 , I02gfI003 ,M 05g y fM 004 , I003gfI02,M 05g. La conmutacion de TE(Φ)
en v4 se muestra en (45).















































































Proposición 1 (Bouchet 1988, [19]). Si TE(A0) y TE(A00) son paseos
Eulerianos de una multigráfica codificada (G,fi ) entonces existe una
palabra m sobre V tal que TE(A00) = TE(A0)˜m.
3.7. Gráficas fundamentales
Sea S = (L,V ) el sistema de isotropía asociado a una multigráfica codificada
(G,fi ), y sea A la codificación de un paseo Euleriano TE de G. Si H es la
gráfica de alternancia de TE, vista como una palabra de doble ocurrencia,
se dice que H es la gráfica fundamental de S. Existe exactamente un vector
Euleriano A0 de S que satisface A0 (v) 6= A(v) y A0 (w) = A(w), 8w 2 V nfvg [11].
La gráfica fundamental de S derivada de TE(A0) se obtiene por la comple-
mentación local de H en un vértice v.
Sea A(H) la matriz de adyacencia de la gráfica fundamental H de un sistema
de isotropía S asociado a (G,fi ). Se dice que A(H) es la matriz de alternancia
de G con respecto a A.
Ejemplo 42
La figura 3.40 muestra la gráfica de alternancia del paseo
Euleriano TE(Φ) del ejemplo 37 inducido por el vector Eu-
leriano Φ del ejemplo 40. La matriz en (46) es la matriz
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Figura 3.40: Gráfica de alternancia del




0 1 2 3 4 5 6 7 8 9
0 0 1 0 0 0 0 0 1 1 1
1 1 0 0 0 0 0 0 0 0 0
2 0 0 0 0 0 0 0 1 1 1
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 1 1 0 0 0
5 0 0 0 0 1 0 1 0 0 0
6 0 0 0 0 1 1 0 0 0 0
7 1 0 1 0 0 0 0 0 1 1
8 1 0 1 0 0 0 0 1 0 1
9 1 0 1 0 0 0 0 1 1 0
37777777777777777777777775
(46)
3.7.1. Gráfica de alternancia relativa
En la teoría de alternancia de multigráficas 4-regulares, la gráfica funda-
mental H de un sistema de isotropía S asociada a una multigráfica codifica-
da (G,fi ) no se maneja como una gráfica con lazos permitidos. Sin embargo
el modelado de la estructura de doble hélice de la molécula de ADN re-
quiere la codificación de la orientación de los vértices por lo cuál a partir
de ahora nos referiremos a la gráfica de alternancia de un paseo Euleriano
en G como una gráfica simple con lazos permitidos Hb.
Sea ˝ = (Hb,A,B) la presentación gráfica de un sistema de isotropía S asocia-
do a una multigráfica codificada (G,fi ) y sea P (Ω(B)) la partición Euleriana
inducida por el vector completo B. Para simplificar la notación desde este
momento P (Ω(B)) se denotará como PB. La gráfica de alternancia relati-
va [32, 90, 91, 93] de PB con respecto a TE(A) es la gráfica Hb(A,B) que se
obtiene de Hb modificando cada vértice v 2 V (G) tal que Bv 6= ffl, como sigue:
(i) Eliminando v si Bv = ffi.
(ii) Añadiendo un lazo a v si Bv =  .
La operación (ii) corresponde a la complementación de lazo descrita en la
subsección 2.5.4.
Ejemplo 43
Sea PΨ la partición Euleriana inducida por el vector completo Ψ
del ejemplo 39. La gráfica de alternancia relativa de PΨ con
respecto al paseo Euleriano TE(Φ) del ejemplo 37 corresponde a
la gráfica en el extremo derecho de la figura 3.31 en el ejemplo
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29.
En adelante Hb(ı0) será referida como la gráfica de alternancia relativa
Hb(Φ,Ψ). Sea (G,fi ) una multigráfica codificada y sea P una partición Eule-
riana en G. Se dice que un circuito ‰ 2 P es incidente de forma única en un
vértice v si contiene exactamente dos de las cuatro medias aristas incidentes
en v [93].
Si ˝ = (Hb,Φ,Ψ) es la presentación gráfica de un sistema de isotropía S aso-
ciado a (G,fi ) y A(Φ,Ψ) es la matriz de adyacencia de Hb(Φ,Ψ). Entonces el
vector relativo principal (relative core vector) de un circuito ‰ 2 PΨ con res-
pecto a Φ se define como el vector Ξ(‰,Φ)2GF (2)V (G) cuyas entradas distintas
de cero corresponden a los vértices de G en los cuáles ‰ es incidente de
forma única y se cumple que Ψv = ffl o Ψv =  , 8 ‰ 2 PΨ.
Teorema 3.4 (Traldi 2012, [93]). Sea A(Φ,Ψ) la matriz de adyacencia de
la gráfica Hb(Φ,Ψ).
(i) El espacio nulo de A(Φ,Ψ) es generado por los vectores
(i) relativos principales de los circuitos de PΨ.
(ii) Para cada componente conexa de G, los vectores relativos
(i) principales de los circuitos incidentes de PΨ suman 0.
(iii)Si Q PΨ y no existe una componente conexa de G para la
(i) cuál Q contenga a cada circuito incidente de PΨ, en-
(i) tonces los vectores relativos de los circuitos de Q son lineal-
(i) mente independientes.
Sea (A(Φ,Ψ))) la nulidad de A(Φ,Ψ). De acuerdo con el teorema 3.4 y los
resultados de la subsección 3.5.3 se tiene,
jCIESj =(A(Φ,Ψ)) (47)
Ejemplo 44
Consideremos la matriz de adyacencia de la gráfica Hb(Φ,Ψ)
referenciada en el ejemplo 43. A((Φ,Ψ)) se muestra en (27)
del ejemplo 31. Tenemos que (A(Φ,Ψ)) = 3 lo que coincide
con los resultados obtenidos anteriormente.
3.8. 4-matroides y sistemas de isotropía
Definición 3.8.1 ( [23]). Si Hb es una gráfica simple con lazos
permitidos, entonces el 4-matroide asociado a Hb es,
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DHb = fX „ V : A[X ] es no singular sobre GF (2)g
Definición 3.8.2. Sea Hb una gráfica simple con lazos permitidos, y sea
W (Hb) el conjunto finito del matroide binario asociado a Hb. Los
transversales (resp. subtransversales) de W (Hb) son los elementos de:
T (W (Hb)) =fT „W (Hb) : jT \fvffi,vffl,v gj = 1 8v 2 V (Hb)g
S(W (Hb)) =fS „W (Hb) : jS\fvffi,vffl,v gj » 1 8v 2 V (Hb)g
El conjunto potencia P(W (Hb)) se considera un espacio vectorial sobre GF (2)
con la suma, la multiplicación usual por los escalares del campo GF (2) y
una forma bilineal definidas en el apéndice A. Sea Q el subespacio de
P(W (Hb)) generado por tripletas de vértices. Entonces cada vértice del es-
pacio cociente P(W (Hb))/Q incluye un elemento de S(W (Hb)). De manera
que podemos identificar a S(W (Hb)) con P(W (Hb))/Q. La suma resultante en
S(W (Hb)) se denota con  y se define en el cuadro 3.2, para cada compo-
nente correspondiente al par de transversales que se consideran.
 0 ffi ffl  
0 0 ffi  ffl
ffi ffi 0 ffl  
ffl ffl  0 ffi
  ffl ffi 0
Cuadro 3.2: Suma .
El espacio ciclo Z(M(IAS(Hb))) es el subespacio de P(W (Hb)) en GF (2) com-
puesto por los subconjuntos de W (Hb) correspondientes a los conjuntos de
columnas de IAS(Hb) que suman 0.
Definición 3.8.3 ( [91]). Un ciclo transverso de Hb es un elemento de:
L(Hb) =S(W (Hb))\Z(M(IAS(Hb)))
Si X „ Hb y S 2 S(W (Hb)), entonces X ´S denota a S\fvffi,vffl,v : v 2 Xg.
Proposición 2 (Traldi 2015, [91]). Sea Φ(Hb)fvffi : v 2 V (Hb)g, y sea Ψ(Hb) =
fv : v 2 V (Hb) v es un vértice con lazog[fvffl : v 2 V (Hb) v es un vértice sin lazog.
Entonces
L(Hb) = f(X ´Ψ(Hb)) (n(X) ´Φ(Hb)) : X „ V (Hb)g
Φ(Hb) y Ψ(Hb) son elementos disjuntos de S(W (Hb)) de tamaño jV (Hb)j, de
manera que satisfacen la definición de vectores suplementarios dada en el
apéndice A. De acuerdo con la proposición 2, L(Hb(Φ,Ψ)) es un sistema de
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isotropía con gráfica fundamental Hb(Φ,Ψ). Por sencillez en la notación los
vectores Φ(Hb(Φ,Ψ)) y Ψ(Hb(Φ,Ψ)) se denotarán con Φ y Ψ. El 4-matroide DHb
también se puede definir como (48):
DHb =fS „ V (Hb) : fsffl : s 2 Sg[fvffi : v 62 Sg es una base de M(IAS(Hb))g (48)
El índice  no aparece en la descripción (48), ya que el matroide binario
restringido M(IA(Hb)) contiene información suficiente para determinar a DHb
[27,91]. Si Hb es una gráfica simple con lazos permitidos, entonces Hb está
completamente determinada por el 4-matroide DHb: un vértice v es un
vértice con lazo si y sólo si fvg 2 DHb. Dos vértices con lazo v y w 2 DHb,
son adyacentes si y sólo si fv,wg 62 DHb. Dos vértices v y w sin lazo son
adyacentes si y sólo si fv,wg 2 DHb [91]. Como consecuencia DHb determina







4.1. Inversiones orientadas y 4-matroides
Sea ˝ = (Hb,Φ,Ψ) la presentación gráfica del sistema de isotropía L(Hb) aso-
ciado a una multigráfica codificada (Gı,fi ) y determinado por el 4-matroide
DHb(Φ,Ψ) donde el vector Euleriano Φ induce el paseo Euleriano TE(Φ) con el
orden de los pares de bases en el cromosoma representado por la permuta-
ción expandida ı0 (ver subsección 3.5.2) y Ψ induce la partición Euleriana
PΨ que contiene el circuito correspondiente a la permutación identidad y
los circuitos formados por ADN no genético. Sea X „ V , en la sección 2.4
el torcimiento D˜X se definió como el 4-matroide (V ,fF 4X : F 2 Fg).
Teorema 4.1 (Brijder 2017, [26]). Sea una gráfica Hb y sea v 2 V (Hb) un
vértice con lazo. Entonces DHb˜nsv=DHb ˜ns v.
El teorema 4.1 y la propiedad 1 permiten definir la inversión orientada
como la operación de contracción descrita en la subsección 2.4.4.
DHb˜invv = (DHb4F )nv si v 2 F (49)
Ejemplo 45
Sea FHb(Φ,Ψ) en (50) la familia de conjuntos factibles del
4-matroide DHb(Φ,Ψ) que determina a la gráfica simple con
lazos permitidos de la figura 3.31.
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FHb(Φ,Ψ) =f;,f1g,f2g,f0, 1g,f0, 7g,f0, 8g,f0, 9g,f1, 2g,f2, 7g,f2, 8g,f2, 9g
f4, 5g,f4, 6g,f5, 6g,f7, 8g,f7, 9g,f8, 9g,f0, 1, 2gf0, 1, 7g,f0, 1, 8g,
f0, 1, 9g,f0, 2, 7g,f0, 2, 8g, ...,f0, 1, 2, 4, 5, 7,8g,f0, 1, 2, 5, 6, 7,8g,
f0, 1, 2, 4, 5, 7,9g,f0, 1, 2, 4, 5, 8,9gg,f0, 1, 4, 5, 7, 8,9g,f0, 1, 4, 6, 7, 8,9g
f0, 1, 5, 6, 7, 8,9g,f0, 2, 4, 5, 7, 8,9g,f0, 2, 4, 6, 7, 8, 9g,f0, 2, 5, 6, 7, 8,9g,
f1, 2, 4, 5, 7, 8,9g,f1, 2, 4, 6, 7, 8,9g,f1, 2, 4, 5, 6, 8, 9gg
(50)
La operación (DHb(Φ,Ψ)4f2g)n2 en (51) corresponde a la inversión
sobre el vértice v2 de Hb(Φ,Ψ) (vértice (4, 5) en el ejemplo 27).
(FHb(Φ,Ψ)4f2g)n2 =f;,f1g,f7g,f8g,f9g,f0, 1g,f0, 7g,f0, 8g, ...,f0, 1, 4, 5, 7, 8g,
f0, 1, 5, 6, 7, 8g,f0, 1, 4, 5, 7, 9g,f0, 1, 4, 5, 8, 9gg,
f0, 4, 5, 7, 8, 9g,f0, 4, 6, 7, 8, 9g,f0, 5, 6, 7, 8, 9g,
f1, 4, 5, 7, 8, 9g,f1, 4, 6, 7, 8, 9g,f1, 4, 5, 6, 8, 9gg
(51)
Una secuencia (v1,v2, ....,vk) de elementos distintos de V es una secuencia
óptima para DHb(Φ,Ψ) si para todo i 2 f0, ...,kg, fv1, ...,vig 2 FHb(Φ,Ψ). En par-
ticular ;,fv1, ...,vkg 2 FHb(Φ,Ψ) [26]. Sea max(FHb(Φ,Ψ)) la familia de conjuntos
maximales de FHb(Φ,Ψ) con respecto a inclusión. Una secuencia (v1,v2, ....,vk)
es óptima si fv1, ...,vkg 2max(FHb(Φ,Ψ)) [26]. El teorema 4.2 aplica el con-
cepto de conexidad de 4-matroides definido en la subsección 2.4.5, en la
determinación de secuencias óptimas.
Teorema 4.2 (Brijder 2017, [26]). Sea D un 4-matroide binario normal.
Entonces existe una secuencia óptima para D si y sólo si cada sumando
conexo par de D con conjunto base no vacío es de la forma (fvg,;) para
algún elemento v en el conjunto base de D.
Sea ı una permutación signada sin obstáculos y sea DHb(Φ,Ψ) el 4-matroide
que determina la gráfica de intersección de ı. Entonces el DHb(Φ,Ψ) cumple
con lo postulado en el teorema 4.2 y la distancia de inversión para ı en
términos de 4-matroides queda expresada en (52).
dr(ı,«) = fjF j : F 2max(FHb(Φ,Ψ))g (52)
4.2. Inversión de corte
El teorema 4.3 relaciona el complemento modificado (ver subsección 3.4.4)
con la conmutación definida en la sección 3.6).
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Teorema 4.3 (Traldi 2012, [94]). (Modificado) Sea A(Φ,Ψ) la matriz de




Si Hb(Φ,Ψ) es la matriz de alternancia relativa de PΨ con respecto a TE(Φ) y
X „ V es un subconjunto X tal que A(Hb(Φ,Ψ))[X ] es un obstáculo, entonces
de acuerdo al teorema 4.3 es posible definir la inversión de corte descrita
en las subsecciones 3.2.5 y 3.3.4 como la conmutación del paseo Euleriano









Figura 4.1: Gráfica de alternancia del paseo
Euleriano TE(Φ)˜v4 del ejemplo 41.
A(H) =
26666666666666666666666664
0 1 2 3 4 5 6 7 8 9
0 0 1 0 0 0 0 0 1 1 1
1 1 1 0 0 0 0 0 0 0 0
2 0 0 1 0 0 0 0 1 1 1
3 0 0 0 0 0 0 0 0 0 0
4 0 0 0 0 0 1 1 0 0 0
5 0 0 0 0 1 1 0 0 0 0
6 0 0 0 0 1 0 1 0 0 0
7 1 0 1 0 0 0 0 0 1 1
8 1 0 1 0 0 0 0 1 0 1
9 1 0 1 0 0 0 0 1 1 0
37777777777777777777777775
La matriz de adyacencia de gráfica ilustrada en la figura 4.1
corresponde a la matriz (32) del ejemplo 32.
4.3. Ecuación exacta para la distancia de inversión
Sea DHb(Φ,Ψ) un 4-matroide que no cumple con la condición del teorema
4.2. Entonces la fórmula exacta para la distancia de inversión del teorema
3.2 queda expresada en (53).
dr(ı,«) = jF j+h(ı) + f(ı) 8F 2max(FHb(Φ,Ψ)) (53)
Ejemplo 47
Sea DHb(Φ,Ψ) el 4-matroide del ejemplo 45. La cardinalidad de
los miembros de max(FHb(Φ,Ψ)) es 7. De acuerdo con la ecuación
(53) la distancia de inversión para la permutación signada del




En la subsección 3.1.3 se mencionó que las operaciones de ensamblamiento
genético en ciliados ordenan los fragmentos del gen micronuclear para ob-
tener la forma macronuclear del gen. Los genes no presentan las cubiertas
protectoras del cromosoma lineal por lo cuál no es necesario añadir los
extremos 0 y n+1. Está representación sin telómeros corresponde también a
los cromosomas circulares presentes en las bacterias [54], de modo que el
modelo que exponemos en este trabajo se puede emplear en cromosomas
lineales, en cromosomas circulares y en genes.
La multigráfica 4-regular asociada a la permutación que representa el orden
de los segmentos MDS en el gen micronuclear, es muy similar a la descrita
en la subsección 3.5.1 en este caso se eliminan los punteros en los extremos
de los MDSs M0 y M10 y se fusionan sus segmentos adyacentes. Dicha fusión
produce aristas mixtas (ejemplo 48).
Ejemplo 48
Sea $0 en (54) la permutación extendida correspondiente al gen
Actina I en el Sterkiella Nova del ejemplo 14. La multigráfica




















Figura 4.2: Multigráfica 4-regular G$ de la per-
mutación expandida
$0 en (54).
El resto del modelo funciona de forma análoga a lo ya descrito.
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Conclusiones y trabajo futuro
5.1. Conclusiones
Este trabajo presenta un enfoque combinatorio al problema biológico co-
nocido como problema de la distancia de inversión el cuál estudia las
relaciones evolutivas entre genomas mediante la comparación del orden
cromosómico. Se demostró, que dos cromosomas sobre el mismo número
de genes se pueden representar como los vectores suplementarios Φ y Ψ del
sistema de isotropía L(Hb(Φ,Ψ)) con gráfica fundamental Hb(Φ,Ψ).
Sea ı una permutación con obstáculos y sea vi el vértice asociado al ele-
mento i dentro de un obstáculo i,ıj+1,ıj+2, ..., i+ 1, ...,ıj+k`1, i+ k en ı. Sea
˝ la presentación gráfica de L(Hb(Φ,Ψ)) y sea ˝0 la presentación gráfica
asociada al vector Euleriano Φ˜vi. En esta tesis se concluye que la ma-
triz de adyacencia de Hb(Φ,Ψ)˜vi corresponde a la inversión de corte en la
permutación signada ı.
El sistema de isotropía L(Hb(Φ,Ψ)) queda determinado por el 4-matroide
DHb(Φ,Ψ) cuyo rango equivale a la distancia de inversión del cromosoma abs-
traído por el vector Euleriano Φ.
5.2. Trabajo futuro
Enriquecer el modelo que se maneja en este trabajo, introduciendo el reor-
denamiento de transposición que es equivalente a la complementación de
aristas en la gráfica Hb(Φ,Ψ).
Dado que el problema de programación entera planteado en la tesis es
polinomial, éste puede relajarse a un problema de programación lineal,
mostrando que los vértices son enteros y que corresponden a las solucio-
nes de programación entera. Será deseable, en un trabajo posterior, hacer
la relajación mencionada y desarrollar un algoritmo para implementar la
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Sea K un espacio vectorial de dimensión 2 sobre GF (2) con la forma bili-
neal, antisimétrica, no degenerada (a^ b), tal que (a^ b = 1() 0 6= a 6= b 6= 0).
Para cada conjunto finito V consideramos a KV como un espacio vectorial
de dimensión 2jV j sobre GF (2) con la forma bilineal, antisimétrica, no de-
generada (A,B)! A^B =P(Av ^Bv : v 2 V ). Si L es un subespacio totalmente
isotrópico (esto es, A,B 2 L =) A^B = 0) de KV entonces dim(L)» jV j.
Un sistema de isotropía es un par S = (L,V ), donde V es un conjunto finito
y L es un subespacio L 2 KV tal que dim(L) = jV j.
Para A 2 KV y un subconjunto X „ V , el vector Y 2 KV definido por Yv = Av
si v 2 X y Yv = 0 si v 62 X, se denotará con AX. Sea Aˆ = fAX : X „ V g, Aˆ es un
subespacio de KV y la dimensión de Aˆ es igual al número de elementos v
tales que Av 6= 0.
Sea K0 = K nf0g, se dice que A es completo si A 2 K0V , tal que dim(Aˆ) = jV j.
Dos vectores completos A y B son suplementarios si Av 6= Bv 8v 2 V , esto
es si Aˆ y Bˆ son subespacios suplementarios de KV . El rango de un vector
A 2 KV con respecto a un sistema de isotropía S = (L,V ) se define como
r(A) =dim(Aˆ\L). Un vector Euleriano de S es un vector A 2 K0V tal que
r(A) = 0 [11, 19].
.0.1. Presentaciones gráficas de sistemas de isotropía
Sea H una gráfica simple sobre el conjunto de vértices V (G) y el conjunto
de aristas E. El conjunto potencia P(V ) se considera un espacio vectorial
sobre GF(2) con la suma (P ,Q)! P +Q= P4Q. Además se considera la forma
bilineal (P ,Q)! P ^Q = P \Q sobre P(V ) [19].
Teorema .1 (Bouchet 1988, [19]). Sean A y B vectores suplementarios
de K0V y sea L = fAX +Bn(X) : X „ V g. Entonces S = (L,V ) es un sistema de




Se dice que la gráfica H es una gráfica fundamental de S.
Propiedad 2 (Bouchet 1990, [15]). Para todo vector Euleriano A de un
sistema de isotropía S = (L,V ) existe exactamente una presentación gráfica
˝ = (H,A,B) de S. Si v 2 V , A0 = A˜v y ˝0 = (H0,A0,B0) es la presentación
gráfica asociada al vector Euleriano A0, entonces H0 = H ˜v.
La propiedad 2 implica que cualquier clase de equivalencia local es el
conjunto de gráficas fundamentales de algún sistema de isotropía. La pro-
piedad 3, enuncia la relación entre las gráficas de alternancia y las gráficas
fundamentales de un sistema de isotropía
Propiedad 3 (Bouchet 1990, [15]). Sea S = (L,V ) el sistema gráfico
asociado a una multigráfica codificada (G,fi ), y sea A la codificación de un
paseo Euleriano TE de G. Si ˝ = (H,A,B) es la presentación gráfica de S
asociada a A, entonces H es la gráfica de alternancia de TE.
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