Introduction {#Sec1}
============

Jastrow correlated trial wave functions, i.e., a wave function which additionally to a Slater determinant includes two-particle correlations, are widely used in quantum Monte Carlo (MC) techniques \[[@CR1], [@CR2]\]. Less well known are the analytic methods to calculate expectation values with this wave function \[[@CR3]--[@CR6]\]. The Fermi hypernetted chain method (FHNC) is an effective scheme to calculate a large class of cluster diagrams. The optimal correlation function is obtained by minimization of the energy expectation value. A drawback of the method, compared to MC techniques, is that certain diagrams, i.e., the elementary diagrams, are not covered by the scheme. Therefore, the obtained quantities and matrix elements are only approximations. However, the advantage of the method is that it is generally numerically less demanding than MC methods. The analytic representation of the wave functions further allows to deal with excited states \[[@CR7], [@CR8]\].

An additional advantage of the used formulation of the FHNC method is that the functional form of the method allows a parameter-free optimization of the two-particle correlation function.

The FHNC method has been first developed for homogeneous systems, but has been generalized to inhomogeneous systems by Krotscheck et al. \[[@CR9]--[@CR12]\]. In order to keep the numerical demand low, one has to utilize the symmetries of the system. This has been done for slab \[[@CR13]\] and for spherical geometries.

In this paper a possible discretization for periodic systems is presented which reduces the numerical demand considerably and leads to a simple form of the Euler equation. A different discretization and coordinates are proposed by Krotscheck \[[@CR14]\]. Although it allows a further reduction in numerical demand by reducing the resolution of the center of mass coordinate, it sacrifices the simplicity of the relevant equations and reduces the resolution and consequently the accuracy of the result.

This work is related to an implementation of Fantoni and Schmidt \[[@CR15]\], which formulates and solves the FHNC equations in a periodic box, but with a uniform density. The presented method extends this approach by explicitly including a non-constant density.

The Inhomogeneous HNC Equations {#Sec2}
===============================

Here the generalization to the general inhomogeneous case of the FHNC equations in the formulation of Kallio and Piilo \[[@CR16]\] is given. The reason for this is that results are shown for a 1D model system and the simplified FHNC of Krotscheck doesn't work in 1D.

The inhomogeneous theory yields coupled equations for the one-particle and two-particle correlations. The one-particle equation is a generalized Hartree--Fock equation (gHF) as given in \[[@CR12]\], and the two-particle equation is actually a set of equations given below. These two equations are coupled and need to be solved self-consistently. However, it seems to be a reasonable approximation for certain systems to omit the coupling \[[@CR13]\]. This is the justification for using a model for the single-particle states in the next section and not solving the gHF.
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With these ingredients and by using the pair distribution function $\documentclass[12pt]{minimal}
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In order to obtain the boson version of the equations $\documentclass[12pt]{minimal}
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**Solution of the Euler equation:** Equation ([1](#Equ1){ref-type=""}) is solved by considering the eigenvalue problem$$\documentclass[12pt]{minimal}
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The Equations for the Periodic System and Results for a 1D Model {#Sec3}
================================================================

Definition of the Fourier Transform {#Sec4}
-----------------------------------

In order to describe a periodic system a unit cell, spanned by the lattice vectors $\documentclass[12pt]{minimal}
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By utilizing the periodicity of the system the Fourier transform is defined as$$\documentclass[12pt]{minimal}
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The most time-consuming part is the solution of the Euler equation. The Fourier transform reduces the eigenvalue problem Eq. ([9](#Equ9){ref-type=""}) considerably since $\documentclass[12pt]{minimal}
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Results for a 1D Model System {#Sec5}
-----------------------------

The described method is applied to a 1D model system similar to that described by Asgari \[[@CR17]\]. The interaction potential is derived from the electron gas in a homogeneous trap $\documentclass[12pt]{minimal}
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Results of this model are plotted in Fig. [1](#Fig1){ref-type="fig"} with the parameters $\documentclass[12pt]{minimal}
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Conclusions {#Sec6}
===========

The FHNC equations for periodic systems have been derived by simple Fourier transform of the general inhomogeneous equations. This considerably reduces the numerical demand so that realistic systems become numerically feasible. Further reduction in the numerical demand is possible, but only at the cost of simplicity of the theory.

First results for a 1D system have been shown. There is increasing interest in the theoretical description of 1D systems, e.g., \[[@CR18]--[@CR20]\]. The presented method could extend existing methods by applying it to more realistic systems. Also more fundamental questions could be addressed, like the extension of the local density approximation to pair quantities could be investigated. That is how to combine results of the homogeneous system for different densities to obtain an estimation of the inhomogeneous result. Work in that direction is in progress.

For simplicity the same *N* is used for every direction, and a generalization to different *N* for each direction is easily possible. The same is done for $\documentclass[12pt]{minimal}
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