This paper demonstrates actuarial applications of modern statistical methods that are applied to detailed, micro-level automobile insurance records. We consider 1993-2001 data consisting of policy and claims files from a major Singaporean insurance company. A hierarchical statistical model, developed in prior work (Frees and Valdez (2008) ), is fit using the micro-level data. This model allows us to study the accident frequency, loss type and severity jointly and to incorporate individual characteristics such as age, gender and driving history that explain heterogeneity among policyholders.
INTRODUCTION
Actuaries and other financial analysts that work with short term coverages such as automobile insurance and healthcare expenditures typically have massive amounts of in-company data. With modern computing equipment, analysts can readily access data at the individual policyholder level that we term "micro-level". Actuaries use statistical models to summarize micro-level data that subsequently need to be interpreted properly for financial decisionmaking. For example, automobile insurers typically differentiate premium rates based on policyholder characteristics such as age, gender and driving history. Gourieroux and Jasiak (2007) have dubbed this emerging field the "microeconometrics of individual risk". Developing a statistical model to substantiate rate differentials may not be straightforward because policyholder characteristics can affect the frequency (number of accidents) and the severity (amount or intensity of the accident) in different ways. Moreover, policies differ based on the type of coverage offered as well as payment modifications (such as deductibles, upper limits and coinsurance). Actuaries are also interested in other financial measures in addition to those used for pricing. For example, actuaries use measures that summarize portfolio risks for capital allocation and solvency purposes. As another example, actuaries involved in managing risk through reinsurance use statistical models to calibrate reinsurance treaties.
This paper demonstrates analyses that can be used for pricing, economic capital allocation, solvency and reinsurance based on a statistical model of a specific database. The structure of the database encompasses policyholder and claim files and is widely used. To illustrate, all property and casualty (general) insurers domiciled in Singapore use this structure to report their data to a quasi-governmental organization, the General Insurance Association (G.I.A.) of Singapore.
Our data are from a Singaporean insurance company. From the policyholder file, we have available several policyholder characteristics that can be used to anticipate automobile insurance claims. Additional data characteristics are in Section 2.2. For each policy i, we are interested in predicting:
• N i -the number of losses and • y ijk -the loss amount, available for each loss, j = 1, …, N i , and the type of loss k = 1, 2, 3.
When a claim is made, it is possible to have one or a combination of three types of losses. We consider: (1) losses for injury to a party other than the insured y ij1 , (2) losses for damages to the insured, including injury, property damage, fire and theft y ij2 , and (3) losses for property damage to a party other than the insured y ij3 . Occasionally, we shall simply refer to them as "injury", "own damage" and "third party property". It is not uncommon to have more than one type of loss incurred with each accident. The hierarchical model was developed in our prior work (Frees and Valdez (2008) ). This model allows for:
• risk rating factors to be used as explanatory variables that predict both the frequency and multivariate severity, • the long-tail nature of the distribution of insurance claims through the GB2 (generalized beta of the second kind) distribution and • the "two-part" distribution of losses. When a claim occurs, we do not necessarily realize all three types of losses. Each type of loss may equal zero or may be continuous and hence be comprised of "two parts". Further, we allow for • losses to be related through a t-copula specification.
To keep this paper self-contained, this statistical model is described in the Section 2.3. To give readers a feel for the historical precedents of this model, Section 2.1 provides a review of the literature.
We fit this model to 1993-2000 company data. The statistical model allows us to provide predictions for a 2001 portfolio of n = 13,739 policies. Several risk rating factors known at the beginning of the year are used to develop predictions. The focus of this paper is to show how predictions from this statistical model can be used for rating and portfolio risk management. Due to the hierarchical nature (multiple layers) of our model, we use a simulation-based approach to calculate the predictions. The simulation procedures are described in Appendix A.3.
Section 3 discusses individual risk rating by the predictive mean, a measure that actuaries base prices upon. To begin, the model allows us to quantify differences by risk rating factors. Moreover, although our data are based on a comprehensive coverage that offers protection for "injury", "own damage" and "third party property", we can compute predictive means for each type of coverage. This allows the analyst to assess the effects of "unbundling" the comprehensive coverage.
We also quantify the effect of other policy modifications, such as if the policy paid only for one claim during the year or the effect of policy limits such as deductibles, upper coverage limit (by type of coverage) and coinsurance. This type of flexibility allows the actuary to design a coherent pricing structure that is appealing to consumers.
Section 4 examines predictive distributions for a portfolio or group of policies. Here, we seek to gain insights into the effects of "micro-level" changes, such as the introduction of a policy deductible or upper limit, on the "macrolevel" group basis. In principle, the group could be selected by geographic region, sales agent type or some other method of clustering. For illustrative purposes, we simply take random subsets of our portfolio of n = 13,739 policies. Because of our concern of macro-level effects, Section 4 goes beyond simply the predictive mean and examines other summary measures of the distribution. We do this by Monte Carlo methods, where we simulate the loss frequency, type and severity for each policy in the group.
The portfolio summary measures include well-known tail summary measures such as the Value-at-risk (VaR) and the conditional tail expectation (CTE ).
Thus, the tools that we propose can be used to determine economic capital for insurers as well as for solvency testing. For example, we are able to quantify the effect of imposing an upper limit on injury protection on the VaR for the portfolio. Although we allow for long-tail severity for individual policies, we can give practical guidance as to when approximate normality (via a central limit theorem) holds for a portfolio of policies.
Section 5 retains the focus on portfolio of policies but now with an eye towards quantifying the impact of reinsurance treaties. Essentially, we are interested in "macro-level" changes from our micro-level (individual policy) model. We discuss proportional reinsurance as well as non-proportional reinsurance, and examine the effect of reinsurance agreements on the losses distribution. An example of portfolio reinsurance is given, and the combined effects of reinsurance agreements are investigated by showing the tail summary measures of losses for both insurer and reinsurer.
Section 6 provides a summary and closing remarks.
HIERARCHICAL INSURANCE CLAIMS

Literature Review
There is a rich literature on modeling the joint frequency and severity distribution of automobile insurance claims. To distinguish this modeling from classical risk theory applications (see, for example, Klugman, Panjer and Willmot, 2004) , we focus on cases where explanatory variables, such as policyholder characteristics, are available. There has been substantial interest in statistical modeling of claims frequency, see Boucher and Denuit (2006) for a recent example. However, the literature on modeling claims severity, especially in conjunction with claims frequency, is less extensive. One possible explanation, noted by Coutts (1984) , is that most of the variation in overall claims experience may be attributed to claim frequency (at least when inflation was small). Coutts (1984) also remarks that the first paper to analyze claim frequency and severity separately seems to be Kahane and Levy (1975) . Brockman and Wright (1992) provide an earlier overview of how statistical modeling of claims and severity can be helpful for pricing automobile coverage. For computational convenience, they focused on categorical pricing variables to form cells that could be used with traditional insurance underwriting forms. Renshaw (1994) shows how generalized linear models can be used to analyze both the frequency and severity portions based on individual policyholder level data. Hsiao et al. (1990) note the "excess" number of zeros in policyholder claims data (due to no claims) and compare and contrast Tobit, two-part and simultaneous equation models, building on the work of Weisberg and Tomberlin (1982) and Weisberg et al. (1984) . However, all of these papers use grouped data, not individual policyholder level data as in this paper. Pinquet (1997 Pinquet ( , 1998 ) provides a more modern statistical approach, fitting not only cross-sectional data but also following policyholders over time. Pinquet was interested in two lines of business, claims at fault and not at fault with respect to a third party. For each line, Pinquet hypothesized a frequency and severity component that were allowed to be correlated to one another. In particular, the claims frequency distribution was assumed to be bivariate Poisson. Severities were modeled using lognormal and gamma distributions. Also at the individual policyholder level, Frangos and Vrontos (2001) examined a claim frequency and severity model, using negative binomial and Pareto distributions, respectively. They used their statistical model to develop experience rated (bonus-malus) premiums.
Data
Our statistical model of insurance claims is based on detailed, micro-level automobile insurance records. Specifically, we analyzed information from two databases: the policy and claims files. The policy file consists of all policyholders with vehicle insurance coverage purchased from a general insurer during the observation period. Each vehicle is identified with a unique code. This file provides characteristics of the policyholder and the vehicle insured, such as age and gender, and type and age of vehicle insured. The claims file provides a record of each accident claim that has been filed with the insurer during the observation period and is linked to the policyholder file. For this analysis, we ignored claims where no payments are made. Unfortunately, there was no information in the files as to whether the claim was open or settled.
Some insurers also use a payment file that consists of information on each payment that has been made during the observation period and is linked to the claims file. Although it is common to see that a claim will have multiple payments made, we do not use that information for this paper and consider the aggregate of all payments that arise from each accident event. See Antonio et al. (2006) for a recent description of the claims "run-off " problem.
The policyholder file provides several characteristics to help explain and predict automobile accident frequency, type and severity. These characteristics include information about the vehicle, such as type and age, as well as person level characteristics, such as age, gender and prior driving experience. Table 1 summarizes these characteristics. These characteristics are denoted by the vector x it and will serve as explanatory variables in our analysis. Person level characteristics are largely unavailable for commercial use vehicles, so the explanatory variables of personal characteristics are only used for observations having non-commercial purposes. We also have the exposure e it , measured in (a fraction of) years, which provides the length of time throughout the calendar year for which the vehicle had insurance coverage.
With the information in the claims file, we potentially observe a trivariate claim amount, one claim for each type. For each accident, it is possible to have more than a single type of claim incurred; for example, an automobile accident can result in damages to a driver's own property as well as damages to a third party who might be involved in the accident.
To provide focus, we restrict our considerations to "non-fleet" policies; these comprise about 90% of the policies for this company. These are policies issued to customers whose insurance covers a single vehicle. In contrast, fleet policies are issued to companies that insured several vehicles, for example, coverage provided to a taxicab company, where several taxicabs are insured. See Angers et al. (2006) and Desjardins et al. (2001) for discussions of fleet policies. The unit of observation in our analysis is therefore a registered vehicle insured, broken down according to their exposure in each calendar year 1993 to 2001. In order to investigate the full multivariate nature of claims, we further restrict our consideration to policies that offer comprehensive coverage, not merely for only third party injury or property damage.
In summary, the hierarchical insurance claims model is based on observable data consisting of
Here, e represents exposure, x are for explanatory variables, N is the number of claims, M is the type of claim and y represents the claim amount. Appendix A.1 provides descriptive statistics of accident frequency, type of losses and claim amount.
Statistical Model
The statistical model, from Frees and Valdez (2008) , consists of three components -each component uses explanatory variables to account for heterogeneity among policyholders. The first component uses a negative binomial regression model to predict accident probability. The second component uses a multinomial logit model to predict type of losses, either third party injury, own damage, third 170 E.W. FREES, P. SHI AND E.A. VALDEZ The cubic capacity of the vehicle. Gender
The gender of the policyholder, either male or female. Age
The age of the policyholder, in years, grouped in to seven categories. NCD No Claim Discount. This is based on the previous accident record of the policyholder. The higher the discount, the better is the prior accident record.
party property or some combination. The third component is for severity; here, a GB2 distribution is used to fit the marginal distributions and a t-copula is used to model the dependence of the three types of claims. It is customary in the actuarial literature to condition on the frequency component when analyzing the joint frequency and severity distributions. See, for example, Klugman, Panjer and Willmot (2004) . Frees and Valdez (2008) incorporate an additional claims type layer to handle the many zeros in each distribution (known as "two-part" data) as well as accounting for the possibility of multivariate claims. Specifically, conditional on having observed at least one type of claim, the random variable M describes which of the seven combinations is observed. Table 2 provides potential values of M. We are now in a position to describe the full predictive model. Suppressing the {i} subscripts, the joint distribution of the dependent variables is:
where f (N, M, y) denotes the joint distribution of (N, M, y).
We now discuss each of the three components. The parameter estimates corresponding to each components are provided in Appendix A.2.
Frequency Component
For our purposes, we use standard count models. For these models, one uses l it = e it exp(xЈ l,it b l ) to be the conditional mean parameter for the it th observational unit. Here, the vector x l,it is a subset of x it , representing the variables needed for frequency modeling. The amount of exposure, e it , is used as an offset variable because a driver may have insurance coverage for only part of the year. We use the negative binomial distribution with parameters p and r, so that
Here, s = r -1 is the dispersion parameter and p = p it is related to the mean through (1 -p it ) /p it = l it s = e it exp(xЈ it b l )s.
Claims Type Component
The multinomial logit regression model allows us to incorporate explanatory variables into our explanations of the claim type. This model is of the form
Note that for our application, the covariates in x M,it do not depend on the accident number j nor on the claim type m although we allow parameters ( b M, m ) to depend on m. This portion of the model was proposed by Terza and Wilson (1990 h h g h 6 @
( 1) where z = (ln y -m) / s and B(a 1 , a 2 ) = G(a 1 ) G(a 2 ) / G(a 1 + a 2 ), the usual beta function. Here, m is a location parameter, s is a scale parameter and a 1 and a 2 are shape parameters. This distribution is well known in actuarial modeling of univariate loss distributions (see for example, Klugman, Panjer and Willmot, 2004) . With four parameters, the distribution has great flexibility for fitting heavy tailed data. Many distributions useful for fitting long-tailed distributions can be written as special or limiting cases of the GB2 distribution; see, for example, McDonald and Xu (1995) . We use this distribution but allow scale and shape parameters to vary by type and thus consider a 1k , a 2k and s k for k = 1, 2, 3. Despite the prominence of the GB2 in fitting distributions to univariate data, there are relatively few applications that use the GB2 in a regression context. Recently, Sun et al. (2008) used the GB2 in a longitudinal data context to forecast nursing home utilization.
To accommodate dependencies among claim types, we use a parametric copula. See Frees and Valdez (1998) for an introduction to copulas. Suppressing the {i} subscripts, we may write the joint distribution of claims ( y 1 , y 2 , y 3 ) as
Here, the marginal distribution of y k is given by F k (·) and H(·) is the copula linking the marginals to the joint distribution. We use a trivariate t-copula with an unstructured correlation matrix. See Frees and Valdez (2008) for a further motivation of the use of the t-copula.
PREDICTIVE MEANS FOR INDIVIDUAL RISK RATING
Given a set of risk rating factors such as in Table 1 , one basic task is to arrive at a fair price for a contract. In setting prices, often the actuary is called upon to quantify the effects of certain policy modifications. As a basis of fair pricing is the predictive mean, this section calculates predictive means for several alternative policy designs that may be of interest. For alternative designs, we consider four random variables:
• individuals losses, y ijk • the sum of losses from a type,
• the sum of losses from a specific accident, S ACC, i, j = y i, j,1 + y i, j,2 + y i, j,3 , and • an overall loss per policy,
Our database is from comprehensive policies with premiums based on the fourth random variable. The other random variables represent different ways of "unbundling" this coverage, similar to decomposing a financial contract into primitive components for risk analysis. The first random variable can be thought of as claims arising from a policy that covers losses from a single accident of a certain type. The second represents claims from a policy that covers all losses within a year of a certain type. The third variable corresponds to a policy that covers all types of losses from a single accident.
We also examine the effect of standard coverage modifications that consist of (1) deductibles d, (2) coverage limits u and (3) coinsurance percentages a. As in Klugman et al. (2004) , we define the function ; , ,
From the conditional severity model, we define m ik = E(y ijk |N i , K i = k). The random variable K i indicates the type, for K i = 1, 2, 3. Then, basic probability calculations show that:
Thus, to compute means, we only need to calculate the probability of number and type of loss, as well as the expected loss given the type of loss in case of accident. Appendix A.2 provides the necessary coefficients and probabilities estimates.
To provide baseline comparisons, we emphasize the simplest situation, a policy without deductible, coverage limits and coinsurance modifications. In this case, from the severity distribution, we have an analytic expression for the conditional mean of the form
where b k , a jk , s k are parameters of the GB2 severity distribution (see Section 2.3.3). With policy modifications, we approximate m ik via simulation (see Section A.3).
The predictive means in equations (2)- (5), by level of no claims discount (NCD) and insured's age, are shown in Tables 3 and 4 , respectively. The calculation is based on a randomly selected observation from the 2001 portfolio. The policyholder is a 50-year old female driver who owns a Toyota Corolla manufactured in year 2000 with a 1332 cubic inch capacity. For losses based on a coverage type, we chose own damage because the risk factors NCD and age turned out to be statistically significant for this coverage type. (Appendix A.2 shows that both NCD and age are statistically significant variables in at least one component of the predictive model, either frequency, type or severity.) The point of this section is to understand their economic significance.
Using equation (6), Table 3 shows that the insured who enjoys a higher no claim discount has a lower expected loss; this result holds for all four random 174 E.W. FREES, P. SHI AND E.A. VALDEZ variables. This is consistent with our intuition and, as shown in the Appendix, with the statistical model fitting results. Table 4 presents a more complex nonlinear pattern for insured's age. For each random variable, predictive means are at their highest at the youngest age group, decrease as age increases and remain relatively stable thereafter. Figure 1 presents a graphical display in the lower left-hand corner.
When different coverage modifications are incorporated, we need to simulate the amount of losses to calculate predictive means. Tables 5 and 6 show the effects of different policy designs under various combinations of NCD and insured's age. The first row under each of the four random variables corresponds to the predictive mean for the policy without any coverage modification; here, readers will notice a slight difference between these entries and the corresponding entries in Tables 3 and 4 . This is due to simulation error. We used 5,000 simulated values.
To understand the simulation error, Figure 1 compares the analytic and simulated predictive means. Here, we consider the case of no deductible, policy limits and coinsurance, so that the analytic result in equation (6) is available. The upper two panels shows the relationship between predictive mean and NCD, whereas the lower two panels are for insured's age. The two panels on the left are for the analytic result, whereas the two panels on the right are for the simulation results. For the simulated results, the lines provide the 95% confidence intervals. The width of these lines show that the simulation error is negligible for our purposes -for other purposes, one can always reduce the simulation error by increasing the simulation size. Table 5 shows the simulated predictive mean at different levels of NCD under various coverage modifications. As expected, any of a greater deductible, lower policy limit or smaller coinsurance results in a lower predictive mean. Deductibles and policy limits change the predictive mean nonlinearly, whereas coinsurance changes the predictive mean linearly. For example, the predictive mean decreases less when the deductible increases from 250 to 500, compared to the decrease when deductible increases from 0 to 250. This pattern applies to all the four loss variables at all NCD levels. The effect of policy limit depends on the expected loss. For random variables with a small expected loss (e.g. individual loss and sum of losses from a type), there is little difference in predictive means between policies with a 50,000 limit and no limit. In contrast, for random variables with large expected losses (e.g. sum of losses from a specific event and overall losses), the difference in predictive means can be greater when limit increases from 25,000 to 50,000 than an increase from 50,000 to no limit. Table 6 shows the effect of coverage modifications on the predictive mean for the insured at different age categories. As with Table 5 , any of a higher deductible, lower coverage limit or lower coinsurance percentage results in a lower predictive mean. The combined effect of three kinds of coverage modifications can be derived from the three marginal effects. For example, when the insured's age is in the 26-35 category, the predictive mean of individual loss with deductible 250, coverage limit 25,000 and coinsurance 0.75 can be calculated Comparing Tables 5 and 6 , the effect of NCD has a greater effect on the predictive mean than that of insured's age, in the sense that the range of predictive means is greater under alternative NCD levels compared to age levels. For 
PREDICTIVE DISTRIBUTIONS FOR PORTFOLIOS
Predictive Distribution
Actuaries are trained to look beyond the mean -to manage risk, one should understand a risk's entire distribution. This section examines the predictive distribution for a portfolio of risks. In contrast, Section 3 dealt with a single illustrative contract. For a single contract, there is a large mass at zero (about 92% for many combinations of risk rating factors) and thus each of the random variables introduced in Section 3 had a large discrete component as well as continuous severity component. For a Bernoulli random variable, it is known that the mean determines the distribution. Because of the analogy between Bernoulli random variables and the Section 3 random variables, analysts have historically tended to focus on the mean as the first step in understanding the distribution.
One cannot make that case for a portfolio of risks. As noted in Section 1, the portfolio could be selected by geographic region, sales agent type or some other method of clustering. For illustrative purposes, we have randomly selected 1,000 policies from our 2001 sample. If the concern is with overall losses, we wish to predict the distribution of S = S 1 + … + S 1000 . Clearly the predictive mean provides only one summary measure.
Studying the distribution of S is a well-known problem in probability that receives substantial attention in actuarial science, see for example, Klugman et al. (Chapter 6, 2004) . The problem is to analyze the convolution of distribution functions. Unlike textbook treatments, for our application the distribution functions for S 1 , …, S 1000 are nonidentical, each having a discrete and highly non-normal continuous component. Thus, although analytic methods are feasible, we prefer to use simulation methods to compute the predictive distribution of S. For each policy, using known risk rating factors and estimated parameters, we simulated the event of an accident and type of loss, as well as the severity of losses. These components are then used to develop simulated values of each of the four types of random variables introduced in Section 3. As in Section 3, we report results based on 5,000 replications. Further details of the simulation procedure are in Appendix A.3. Figure 2 summarizes the results for the overall loss, S. This figure shows that by summing over 1,000 policies, the discrete component is no longer evident. It is also interesting to see that the portfolio distribution is still long-tail. Elementary statistics texts, citing the central limit theorem, typically state that Figure 2 is not approximately normal; this is because (1) the policies are not identical, (2) have discrete and continuous components and (3) have long-tailed continuous components. As described in Section 3, there may be situations in which the analyst is interested in the claims from each type of coverage instead of the total claims in a comprehensive policy. In this case, one should consider the random variables
1000 S i, k , where k = 1, 2, 3 corresponds to third party injury, own damage and third party property claims.
As shown in Figure 3 , the distributions for the three types of losses are quite different in terms of their skewness and kurtosis as well as other properties. The density for third party injury and own damage have higher peaks and are more positively skewed than third party property. The density of third party injury has a heavier tail. This type of analysis can provide useful information about the risk profile of different coverages within a comprehensive policy, as well as the risk profile of different lines of business. For example, the analyst may consider which type of coverage should be incorporated and which type should be eliminated, so that the product can be tuned to meet the company's risk management requirement, regulatory policy or other strategic goals.
Risk Measures
Graphical displays of distributions help analysts understand patterns, linear and nonlinear; numerical summary measures complement these displays by providing precise information of selected aspects of the distribution. This section examines the Value-at-Risk (VaR) and Conditional Tail Expectation (CTE), two numerical risk measures focusing on the tail of the distribution that have been widely used in both actuarial and financial work. The VaR is simply a quantile or percentile; Var(a) gives the 100(1 -a) percentile of the distribution. The CTE(a) is the expected value conditional on exceeding the Var(a). See, for example, Hardy (2003) for further background on these and related risk measures.
In addition to the effects of coverage modifications on predictive mean investigated in Section 3, we are also interested in their effects on the distribution of losses, S. In this section we focus on VaR and CTE, shown in Tables 7  and 8 , respectively. The calculations are based on the randomly selected portfolio of policies as investigated above. The results in first row of two tables are corresponding to a policy without deductibles and limits. Table 7 shows the VaRs at different quantiles and coverage modifications, with a corresponding 95% confidence interval. The results are consistent with expectations. First, larger deductibles and smaller policy limits decrease the VaR in a nonlinear way. The marginal effect of the deductible on VaR decreases as the deductible increases; for example, the VaR difference between deductibles 0 and 250 is larger than the VaR difference between deductibles 250 and 500. Similarly, the marginal effect of policy limits also decreases as the policy limit increases.
Second, under each combination of deductible and policy limit, the confidence interval becomes wider as the VaR percentile increases. This result is in part because of the heavy tailed nature of the losses. Third, policy limits exert a greater effect than deductibles on the tail of the distribution. This can be seen by comparing the VaRs in the last three rows in Table 7 . The three policy designs consist of an increasing deductible (which decreases VaR) and an increasing policy limit (which increases VaR); the overall results show an increasing effect on VaR. Fourth, the policy limit exerts a greater effect than a deductible on the confidence interval capturing the VaR. Table 8 shows CTEs by percentile and coverage modification with a corresponding standard deviation. The results are consistent with Table 7 . Either a larger deductible or a smaller policy limit results in a lower CTE and the effect is nonlinear. The range of policy limits explored has a greater influence on CTE than the range of deductibles. The sparsity of data combined with the heavy tailed nature of the distribution result in the greater standard deviations at higher percentiles. Finally, the decrease in the policy limits reduces the standard deviation of the CTE substantially whereas changes in the deductible have little influence.
Dependence
One way to examine the role of dependence is to decompose the comprehensive coverage into more "primitive" coverages for the three types of claims (third party injury, own damage and third party property). As in derivative securities, we call this "unbundling" of coverages. We are able to calculate risk measures for each unbundled coverage, as if separate financial institutions owned each coverage, and compare them to risk measures for the bundled coverage that the insurance company is responsible for. The results are shown in Table 9 . For the bundled (comprehensive) coverage, the VaR and CTE are from the first row of Tables 7 and 8 , respectively, for policies without coverage modifications.
In general, risk measures such as VaR need not be subadditive and so there is no guarantee that bundling diversifies risk. However, for our application, our results show that the risk measures for bundled coverages are smaller than the sum of unbundled coverages, for both risk measures and all percentiles. One of the important purposes of risk measures is to determine economic capital which is the amount of capital that banks and insurance companies set aside as a buffer against potential losses from extreme risk event. The implication of this example is that by bundling different types of coverage into one comprehensive policy, the insurers can reduce the economic capital for risk management or regulatory purpose. Another perspective is that this example simply demonstrates the effectiveness of economies of scales; three small financially independent institutions (one for each coverage) require in total more capital than a single combined institution (one for the bundled coverage). The interesting thing is that this is true even though the dependencies among the three coverages are positive, as shown in Appendix A.2.
The statistical model described in Section 2.3 with parameter estimates in Appendix A.2 show strong significance evidence of positive relations among the three coverage types, third party injury, own damage and third party property. However, the model is complex, using copulas to assess this nonlinear dependence. How important is the dependence for the financial risk measures? To quantify this issue, Table 10 shows the VaR and CTE for different copula models. The independence copula comes from treating the three lines as unrelated, the normal copula captures the correlation among different coverages within a comprehensive policy compared with independence copula, whereas the t-copula captures the heavy-tail features of the risk compared to the normal copula.
As a sensitivity analysis, we incorporated the copulas in two ways. In the top portion of the table, we assumed that the specified copula was consistently used for the estimation and prediction portions. For the bottom portion, we assumed that the (correct but more complex) t-copula was used for estimation with the specified copula used for prediction. The idea behind the bottom portion was that a statistical analysis unit of a company may perform a more rigorous analysis using a t-copula and another unit within a company may wish to use this output for quicker calculations about their financial impact. Table 10 shows that the copula effect is large and increases with the percentile. Of course, the upper percentiles are the most important to the actuary for many financial implications. Table 10 demonstrates a large difference between assuming independence among coverages and using a t-copula to quantify the dependence. We found, when re-estimating the full model under alternative copulas, that the marginal parameters changed to produce significant differences in the risk measures. Intuitively, one can think of estimation and prediction under the independence copula to be similar to "unbundled" coverages in Table 9 , where we imagine separate financial institutions accepting responsibility for each coverage. In one sense, the results for the independence copula are somewhat counterintuitive. For most portfolios, with positive correlations among claims, one typically needs to go out further in the tail to achieve a desired percentile, suggesting that the VaR should be larger for the t-copula than the independence copula.
To reinforce these findings, the bottom half of the table reports results when the marginal distributions are unchanged, yet the copula differs. Table 10 shows that the VaR is not affected by the choice of copula; the differences in Table 10 are due to simulation error. In contrast, for the CTEs, the normal and t-copula give higher values than the independence copula. This result is due to the higher losses in the tail under the normal and t-copula models. Although not displayed here, we re-ran this portion of the analysis with 50,000 simulation replications (in lieu of 5,000) and verified these patterns.
When applied to economic capital, these results indicate that the independence copula leads to more conservative risk measures while the t-copula leads to more aggressive risk measures. To determine which model to be used to calculate the economic capital may depend on the purpose of the capital, either for interval estimation, risk management or regulatory use. It may also depend on the tradeoff among model simplicity, estimation accuracy and computational complexity.
PREDICTIVE DISTRIBUTIONS FOR REINSURANCE
Reinsurance, an important risk management tool for property and casualty insurers, is another area of application where predictive distributions can be utilized. We examine two types of reinsurance agreements: quota share reinsurance and excess-of-loss reinsurance. In addition, we investigate a simple portfolio reinsurance. We simulate the number of accident, type of losses and severity of losses, and then allocate the losses between insurer and reinsurer according to different reinsurance agreements.
Quota share reinsurance is a form of proportional reinsurance which specifies that a fixed percentage of each policy written will be transferred to the reinsurer. The effect of different quota shares on the retained claims for the ceding company is examined and presented in Figure 4 . The distributions of retained claims are derived assuming the insurer retains 25%, 50%, 75% and 100% of its business. In Figure 4 a quota of 0.25 means the insurer retains 25% of losses and cedes 75% to the reinsurer. The curve corresponding to quota of 1 represent the losses of insurer without a reinsurance agreement, as in Figure 2 . As we can see, the quota share reinsurance does not change the shape of the retained losses, only the location and scale. For example, if the insurer ceded 75% of losses, the retained losses will shift left and the variance of retained losses will be 1/16 times the variance of original losses. We did not present the distribution of losses for reinsurer, because under quota share reinsurance, the insurer and reinsurer share the losses proportionally. Excess-of-loss is a nonproportional reinsurance under which the reinsurer will pay the ceding company for all the losses above a specified dollar amount, the retention limit. The retention limit is similar to the deductible in a primary policy, the reinsurer will assume all the losses above it. Figure 5 shows the effect of different retention limits on the losses of insurer and reinsurer. Losses are simulated and limits of 5,000, 10,000 and 20,000 per policy are imposed. Unlike quota share arrangements, the retention limit changes the shape of the distribution for both the insurer and reinsurer. The lower the retention limit, the more business the insurer cedes so that losses for insurer become less skewed with thinner tails because the losses in the tail of distribution become the responsibility of reinsurer. Correspondingly, as the retention limit decreases, the distribution of losses for the reinsurer exhibits fatter tails. This is because the reinsurer retains a larger portion of the claim.
Figures 4 and 5 provide insights on how the various types of reinsurance agreement will affect their risk profile of the insurer and reinsurer. Through such analyses, the insurer can choose proper forms of reinsurance to manage its risk portfolio, and the reinsurer can decide upon the amount of risk to be underwritten. In practice, there are many other types of reinsurance contracts.
The above analysis focused on the reinsurance agreements where reimbursements are based on losses for each policy. As another example, we Retention=20,000
Retention=10,000
Retention=5,000 We now assume that there is a limit for the entire portfolio of business, the reinsurer will assume all the losses exceeding the portfolio limit. In addition, both quota share and policy limit have been applied to the individual policy in the portfolio. The combined effect of these coverage modifications on the risk profile for insurer and reinsurer are investigated and the results are presented in Table 11 . Table 11 presents percentiles of losses for the insurer and reinsurer under various reinsurance arrangements. As before, we see the long tail nature in the total losses of the portfolio and the interactive effect of coverage modifications on the claim distribution. In the first three rows where there is no policy retention limit, the insurer and reinsurer share the losses proportionally before the total losses reach the portfolio limit; that is why the 25th percentile for the insurer is equal to the 75th percentile for the reinsurer. When the total losses reach portfolio limit, the amount above it should be ceded to reinsurer. The second three rows for insurer and reinsurer shows the interactive effect of policy and portfolio retention limits. Both limits reduce the heavy tailed nature of losses for the insurer. Under a policy retention limit of 10,000, a greater portfolio retention limit has less effect on changing the tail behavior of losses for insurer. However the effect of portfolio retention limit (say 200,000) depends on the policy limit in the sense that the effect will be bigger under a greater policy limit (20,000). The last four rows of percentiles for both insurer and reinsurer shows the combined effect of coinsurance, policy limit and portfolio limit. Table 11 provides useful information about the distribution of potential losses for insurer and reinsurer. This can help the ceding company understand the risk characteristics of retained business. The insurer can choose appropriate reinsurance agreements including setting proper policy retention limit, selecting the right quota and deciding the aggregate stop loss, to manage the risk more efficiently. The results also can be helpful in determine the reinsurance premium and to help reinsurer to assess the risk of the business they assumed from ceding company.
SUMMARY AND CONCLUSIONS
This paper follows our prior work (Frees and Valdez (2008) ) where a statistical hierarchical model was introduced using detailed, micro-level automobile insurance records. In this paper, we demonstrate the financial implications of the statistical modeling.
We examined three types of applications that commonly concern actuaries. The first was individual risk rating. We examined the effect of coverage modifications including deductibles, coverage limits and coinsurance. We showed how to apply our techniques to rating "unbundled" coverages, very much akin to financial derivatives. We examined both analytic and simulated means.
Our second type of application dealt with estimating financial risk measures for portfolios of policies. In this paper we focused on the value at risk, VaR, and conditional tail expectation, CTE, although our approach could be easily extended to other risk measures. We assessed the effects of some of statistical assumptions, such as the copula, on these measures.
The third type of application was to provide predictive distributions for reinsurance. We examined the combined effect of coverage modifications for policies and portfolios on the claim distributions of the insurer and reinsurer, by examining the tail summary for the losses of portfolio generated using Monte Carlo simulation.
This paper demonstrates some of the interesting financial analyses of concern to actuaries that can be accomplished with detailed micro-level data and advanced statistical models. With simulation, we can easily calculate predictive distributions for several financial risk measures. A limitation of this paper is that we did not explicitly incorporate estimation error into our predictive distributions (see, for example, Cairns (2000)). On one hand, one might argue that we had many observations available for estimation and that the resulting standard errors for the statistical model were inherently small. On the other hand, one could say that that the statistical model incorporates many parameters whose joint uncertainty should be accounted for. We view this as an interesting area for future research.
A. APPENDIX -THE PREDICTIVE MODEL
The summary statistics and parameter estimates corresponding to each component of the hierarchical model are provided in Appendix A.1 and A.2, respectively. These results are not directly comparable with Frees and Valdez (2008) because we selected a different Singaporean company. By examining data from a different company, we provide further validity of the model's robustness. Appendix A.3 describes the simulation procedure, on which the simulations throughout this work are based.
A.1. SUMMARY STATISTICS
To provide readers with a feel for the data, Table A .5 means that the insured's vehicle is 3, 4 or 5 years old, while the "vehicle age % 5" in Table A .8 means that the age is less than or equal to 5. A "*" signifies the interaction between the two risk factors. For example, "automobile * NCD 10" in Table A .5 indicates an insured who owns a private car with NCD equal to 10, and "automobile * NCD 0-10" in Table A .8 refers to a policyholder who has a private car with NCD equal to 0 or 10.
In Table A .6 we did not provide the standard errors to show the statistical significance of each parameter. Instead, we provide chi-square tests in Table A .7. In the multilogit model, one is concerned whether a covariate significantly differentiates the claim type probability across each category of M, not the significance of parameters within each category. In Table A .7, "vehicle age" is divided into two categories, less than 5 and equal or greater than 6. "automobile*age" represents three categories, non private car, private car with insured's age less than 45, private car with insured's age equal or greater than 46. Table A The simulation procedure used in this paper can be described in terms the three component hierarchical model. We start the simulation for the frequency component of the hierarchical predictive model. The number of accidents N i for policyholder i follows negative binomial distribution described in Section 2.3.1. We generate N i using the probabilities Pr(N i = k) = Finally, we simulate the trivariate GB2 distribution, as follows:
• Generate (t 1 , t 2 , t 3 ) from a trivariate t-distribution using t = s / , W where s has a multivariate normal distribution with variance-covariance matrix S and W, independent of s, follows a chi-square distribution with n degrees of freedom.
• Generate (u 1 , u 2 , u 3 ) from the t-copula using u k = G n (t k ), k = 1, 2, 3 where G n is the distribution function for a t-distribution with n degrees of freedom.
• Calculate q k , the u k th percentile of a beta distribution with parameters a 1k and a 2k , k = 1, 2, 3. Here, a 1k and a 2k represent the shape parameters for a type k loss.
• Generate a realization of the trivariate GB2 distribution using
where m k is the location parameter for a type k loss, defined by equation (6), and s k represents the scale parameter for a type k loss.
After generating the three components of the predictive model, we can calculate the simulated losses of the three type from j th accident for policy holder i: 
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