Abstract. Minimization of the number of cluster heads in a wireless sensor network is a very important problem to reduce channel contention and to improve the efficiency of the algorithm when executed at the level of cluster-heads. This paper proposes a Self Organizing Sensor (SOS) network based on an intelligent clustering algorithm which does not require many user defined parameters and random selection to form clusters like in Algorithm for Cluster Establishment (ACE) [2] . The proposed SOS algorithm is compared with ACE and the empirical results clearly illustrate that the SOS algorithm can reduce the number of cluster heads.
Introduction and Related Research
Research in wireless sensor networks has been growing rapidly along with the development of low-cost micro devices and wireless communication technologies [1] . Some of the research related to scientific, medical, military and commercial usage has gone to the background [4] .
Sensor networks are composed of hundreds to myriads of sensor nodes, which appear to be sprinkled randomly by a car or airplane. Each node has strict limitation in the usage of electric power, computation and memory resources. They typically utilize intermittent wireless communication. Therefore, sensor networks should be wellformed to achieve its purposes. Clustering is a fundamental mechanism to design scalable sensor network protocols. The purpose of clustering is to divide the network by some disjoint clusters. Through clustering, we can reduce routing table sizes, redundancy of exchanged messages, energy consumption and extend a network's lifetime. By introducing the conventional clustering approach to the sensor networks provides a unique challenge due to the fact that cluster-heads, which are communication centers by default, tend to be heavily utilized and thus drained of their battery power rapidly. Algorithm for Cluster Establishment (ACE) [2] clusters the sensor network within a constant number of iterations using the node degree as the main parameter. Some of the weaknesses of ACE are: First, ACE randomly selects candi-date node in each iteration which creates different results each time on the same sensor network. Second, spawning threshold function is used in ACE to control the formation of new cluster by using two manually adjusted parameters. ACE performance relies on these parameters which are usually manually adjusted according to the size and shape of a sensor network.
In the literature, besides ACE, there are some related works on forming and managing clusters for sensor networks. For example, LEACH [5] rotates the role of a cluster head randomly and periodically over all the nodes to prevent early dying of cluster heads. Guru et al. [6] consider energy minimization of the network as a cost function to form clusters. Mhatre and Rosenberg [7] take into account not only the battery of the nodes but also the manufacturing cost of hardware.
In this paper, we propose a new clustering algorithm that does not require manually adjusted parameters which could also provide identical results in each test on the same sensor network to overcome the weakness of ACE. Rest of the paper is organized as follows. In Section 2, we present the clustering problem followed by Section 3 wherein the new algorithm is illustrated. Experiment results are presented in Section 4 and some conclusions are also provided towards the end
The Clustering Problem
Clustering problem can be defined as following. Assume that nodes are randomly dispersed in a field. At the end of clustering process, each node belongs to one cluster exactly and be able to communicate with the cluster head directly via a single hop [3] . Each cluster consists of a single cluster head and a bunch of followers as illustrated in Figure 1 . The purpose of the clustering algorithm is to form the smallest number of clusters that makes all nodes of network to belong to one cluster. Minimizing the number of cluster heads would not only provide an efficient cover of the whole network but also minimizes the cluster overlaps. This reduces the amount of channel contention between clusters, and also improves the efficiency of algorithms that executes at the level of the cluster-heads. 
Global level of clustering algorithm
This Section presents the proposed clustering algorithm in a global scale, and the following section describes the algorithm at a node level. The following steps illustrate an overview of the suggested algorithm. At first, it makes a cluster with the center node which has the maximum number of followers. We assume that there is a coordinator which controls globally in the entire network (for easy understanding). So it does not matter to locate the center node during step 1. In step 2, it includes the selected cluster head node and its followers to the clustered node set G. And in step 3, it selects the node, which can communicate with a node in G and has the maximum number of followers, and makes a cluster with it as a cluster head and include it and its follower to set G. Figure 2 illustrates step 3. A node 'a' is 'No' node and node 'b' is the node which can communicate with the next head node (that is, node 'c'), which has the maximum number of followers. Then it elects node 'c' as a next cluster head node and makes a cluster with it. The process is then repeated until all the nodes are clustered.
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Fig. 2. Clustering example
Node level of Clustering Algorithm
Node level algorithm is mainly divided into two parts, first part for finding out a node which has the most number of followers and makes it as the first cluster head, and the second one for the actual clustering process.
Table 1. Message and methods
Message Structure: (command, data, node_id) Methods description : broadcast(message) : send a message to everyone which it can communicate with send(message, destination) : send a message to a destination
To implement the algorithm, we introduce 'message' which has three parts, (command, data, node_id) and two methods which are used frequently, broadcast (message), which sends a message to everyone, to which it can communicate with and send (message, destination) which sends a message to a destination. The concept of message and methods is illustrated in Table 1 .
We also define two concepts: Super-node: The node which is selected as a head of first cluster, to decide which node will be the new cluster head (for example, node 'a' in Figure 2 ).
Linker node: The node which communicate between two cluster heads. This node is included in two clusters which it connects (for example, node 'b' in Figure 2 ). 
Discovery of nodes which has the most followers
To find the node which has the maximum number of followers, we suggest a method as illustrated in Table 2 . In the first stage, state of every node is considered as a super-head. Each node counts the number of its neighbors and it sets variable c as its unique identification number (ID) to execute the algorithm one by one without collisions. This unique ID for the individual sensors is decided when the sensors are spread.
Fig. 3. Illustration for finding the super-node
For the sensor network illustrated in Figure 3 (the number in each circle is a unique ID for each sensor), we present how the proposed algorithm could set up node 4 as a super-node. It is important to remember that each node performs its own algorithm operation independently to setup the super-nodes. At first, node 1 sends message to its neighbors and nodes 5, 4 and 9 will receive the message which node 1 sent. Message queue of nodes 5, 4 and 9 are shown in Figure 4 and node 1 will get into the state of waiting for a message. After that, node 2 broadcasts its number of neighbors to its neighbor node 10, and node 3 to nodes 7, 9 and 10. Node 2 and 3 will also get into the state of waiting for a message as shown in Figure 5 . By turn, node 4 performs its operation and its message queue is not empty. So, node 4 finds the message, which has the biggest data value, in its message queue and compares it with its number of neighbors. In this case, node 4's number of neighbors is 4 and the biggest one in message queue is 3, so node 4 broadcasts its number of neighbors as shown in Figure 6 . Node 1 will now receive the message, which node 4 sent, and it changes its status as unclustered since arrived 'message.data' is bigger than its number of neighbors and broadcast arrived 'message.data' again. The procedure is illustrated in Figure 7 .
Node 5 executes its algorithm and the number of its neighbors is 3 and the biggest one in message queue is 4, so it changes its status as unclustered and broadcasts 'message.data', which is 4. Node 6 executes its algorithm and its number of followers is smaller than the biggest one in queue, and it changes its status as unclustered and broadcasts the biggest 'message.data'. After doing all of procedures, node 4 will remain as super-node and all of rest will be unclustered status. And finally, node 4 broadcasts a recruit message to its neighbors to make a cluster with node 4 as cluster head. Table 3 illustrates the pseudo code of the SOS clustering algorithm and it consists of 5 parts. 
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