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We propose a simple method to estimate the central charge of the conformal field theory corre-
sponding to a critical point of a two-dimensional lattice model from Monte Carlo simulations. The
main idea is to use the Wang-Landau flat-histogram algorithm, which allows us to obtain the free
energy of a lattice model on a torus as a function of torus radii. The central charge is calculated with
a good precision from a free energy scaling at the critical point. We apply the method to the Ising,
tricritical Ising (Blume-Capel), Potts and site-diluted Ising models, and also discuss estimation of
conformal weights.
INTRODUCTION
A key aspect of the modern theory of critical phenom-
ena is the similarity hypothesis formulated a half cen-
tury ago (see [1] for a historical review). The similarity
is manifested as a ”scaling law”, determining exponents
of singular behavior for some important thermodynamic
quantities such as the specific heat and susceptibility.
Kadanoff’s generalization of the similarity hypothesis [2]
inspired Wilson to apply the renormalization group ap-
proach [3]. These ideas made a breakthrough in the the-
ory of critical phenomena [4, 5].
Another efficient approach is based on the conformal
field theory (CFT). The scale invariance together with
the homogeneity of the ground state indicates an ex-
istence of an additional symmetry at the critical point
— the conformal invariance [6]. In two dimensions,
this symmetry is especially powerful since it manifests
the infinite-dimensional Virasoro algebra [7]. The two-
dimensional CFT provides a wealth of information about
critical behavior, in particular, it makes possible to com-
pute analytically or numerically a lot of observables such
as multi-point correlation functions [8].
Conformal field theories are classified by the central
charge c, that characterizes representations of the Vira-
soro algebra
[Ln, Lm] = (n−m)Ln+m + c
12
(n3 − n)δn+m,0,
where Ln,m are generators of the algebra, δn+m,0 is the
Kronecker delta. Generally, CFT models have a small
number of parameters, namely the central charge and
conformal weights of the primary fields, hi, which are
the eigenvalues of the operator L0. Conformal weights di-
rectly determine anomalous dimensions and other critical
exponents, defining the universality class of the critical
point.
In contrast to higher dimensions, in two dimensions
critical exponents are less significant, and the central
charge is the most important quantity defining the uni-
versality class. This can be seen by the example of the
Ashkin-Teller model [9], where critical exponents depend
continuously on the parameter of the model within the
same symmetry class and the same value of the central
charge c = 1 [10]. Such a behavior is typical for models
with c ≥ 1 [11, 12].
Generally speaking, it is not easy to establish a corre-
spondence between CFT with a particular value of the
central charge and a symmetry class. On the one hand,
internal symmetries are not fully explored even for so-
called minimal models (with a finite number of Virasoro
algebra modules). On the other hand, it is a priori un-
known what CFT describes a critical behavior of a given
lattice model, even if a symmetry class of the model is
known. Such a situation is well represented, e.g., in frus-
trated spin systems. Critical behavior of such systems is
often a subject of debate and controversy, for example,
the controversy in Z2 ⊗ SO(2) symmetry class discussed
for three decades (see [13, 14] for a review).
Another non-trivial example considered in this paper
is the site-diluted Ising model. Using the symmetry argu-
ments, one expects that the critical behavior is the same
as in the pure Ising model with c = 1/2. But previous
investigations have given contradictory results [15–19].
In the non-trivial cases, a determination of the central
charge is a complicated and important problem. Several
approaches have been proposed earlier by different au-
thors [20–22]. The first of these methods [20] is based
upon the deformation of the CFT minimal model by the
magnetic field, so there are a lot of cases where it is not
applicable. The second approach [21] requires careful
simulations and precise multi-parametric numerical fit-
ting of the conformal weights. The third method is only
applicable to the one-dimensional integrable models [22].
In this paper, we propose a more straightforward ap-
proach which does not have mentioned shortcomings.
The main idea is to use the Wang-Landau flat-histogram
algorithm [23], which allows to obtain the free energy of
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2a lattice model on a torus as a function of torus radii.
The central charge is calculated with a good precision
from a free energy scaling at the critical point. To test
our method, we apply it to several models with the well-
known values of the central charge. We consider the
Ising, tricritical Ising, three- and four-state Potts mod-
els. As a non-trivial case, we report our results on the
site-diluted Ising model, that are presented in detail in a
separate paper [24].
THEORY AND METHOD
Wang-Landau algorithm
We consider lattice models formulated on regular lat-
tices with lattice variables (usually spins) at the lattice
vertices. The Wang-Landau algorithm [23, 25] simulates
the energy distribution ρ(E) = eg(E) of the lattice model.
The energy range is split in some number of intervals
(which can coincide with the number of discrete ener-
gies). The algorithm starts with a random lattice con-
figuration, an empty array of logarithms of energy den-
sities g(E1), . . . , g(En), an empty visitation histogram
h(E1), . . . , h(En) and some initial value (usually 1) of
constant a. Then, one lattice site and a new value of the
lattice variable at this site are chosen randomly. New
state with the changed energy value is accepted with the
probability eg(Enew)−g(Eold), at the same time the visita-
tion number h(E) is increased by 1 and g(E) is increased
by a. This procedure is repeated until the visitation his-
togram is relatively flat. Then the value of a is divided
by 2, the histogram is emptied and next step of the al-
gorithm begins. Usually about 25-30 such steps are done
in simulations. Having the energy distribution ρ(E), the
partition function is given by
Z =
∑
Ei
ρ(Ei)e
−EiT . (1)
Availability of the partition function in simulations
is the crucial difference between the Wang-Landau and
other Monte-Carlo methods, such as Metropolis [25, 26]
or Wolff algorithms [27]. Having the partition function,
we can consider the free energy density
f(T ) = −T
V
logZ(T ), (2)
where V is a volume of a system. Typical thermal de-
pendence of the free energy density is shown in Fig. 1 by
the example of the Ising model on a square lattice. For
comparison with the Monte Carlo results, we also show
in Fig. 1 the exact result, obtained from the Onsager’s
solution [28].
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FIG. 1. Free energy density in the Ising model.
Central charge
In the conformal field theory there is the well-known
relation connecting the free energy f(N) on an infinite
cylinder of circumference N with the free energy f0 on a
plane (see, for example [8], Chapter 5):
f(N) = f0 − pic
6N2
. (3)
Since the central charge appears in equation (3), it can
be used to extract the central charge value from the sim-
ulation data. In order to do this, we simulate a model on
a torus of circumferences N and M to obtain the free en-
ergy density f(N,M). Then we need to extrapolate the
free energy value as M →∞ to calculate the free energy
on a cylinder f(N) = limM→∞ f(N,M), which is used
to obtain the central charge by fitting the equation (3).
To do this extrapolation, we need to know the detailed
behavior of f(N,M) on M .
Let us consider the CFT partition function on a torus
of circumferences M and N . In contrast to Bastiaansen
and Knops [21] who had to study a behavior on a “skew”
torus, we consider straight rectangular torus. The mod-
ular parameter of this torus is given by the ratio of two
periods:
τ = i
M
N
. (4)
In the usual CFT quantization, one needs to choose time
direction. We take it to be along the period M of a torus.
The Hamiltonian is the generator of time translations and
is given by a sum of Virasoro generators L0, L¯0 [8]:
H =
2pi
N
(L0 + L¯0)− pic
6N
, (5)
the additional term with the central charge c appears
from the conformal mapping from a plane.
We can consider the exponent of the Hamiltonian as a
row-to-row transfer matrix. Translating from row to row
3along the time direction M times we get the partition
function on the torus
Z =
∑
j
〈j| e−MH |j〉 . (6)
The sum here runs over states in the Hilbert space, which
is in turn a direct sum of Virasoro algebra modules Vi
generated by the primary fields ϕi and parametrised
by the conformal weights hi, h¯i. A conformal field the-
ory always contains the identity operator with the con-
formal weight h0 = 0. The conformal weights of the
other primary fields are greater then zero. We con-
sider the minimal non-trivial conformal weight hmin that
usually lies between zero and one: 0 < hmin, h¯m¯in <
1. We can choose the basis of Virasoro eigenstates∣∣hi +mi, h¯i + m¯i〉 in the Hilbert space, where mi, m¯i are
positive integers:
L0
∣∣hi +mi, h¯i + m¯i〉 = (hi +mi) ∣∣hi +mi, h¯i + m¯i〉
L¯0
∣∣hi +mi, h¯i + m¯i〉 = (h¯i + m¯i) ∣∣hi +mi, h¯i + m¯i〉
(7)
It is customary to use the parameter q = exp(2piiτ). In
our case of the straight rectangular torus the parameter
q is real, q = q¯ = exp (−2piM/N). Then for the partition
function we obtain
Z(q)
Z0
= q−
c
24 q¯−
c
24
∑
j
njq
hj+mj q¯h¯j+m¯j =
=
∑
i,¯i
Mi,¯iχi(q)χ¯i¯(q¯), (8)
where j runs over all states,, nj the multiplicity of the
secondary state, i, i¯ run over the primary states, χi(q) =
qhi−
c
24
∑
n≥0 di(n)q
n is the character of the Virasoro al-
gebra module and Mi,¯i is the multiplicity of the repre-
sentation Vi⊗ V¯i¯. The partition function is defined up to
normalization Z0 that is interpreted as a partition func-
tion on a plane. The multiplicitiesMi,¯i are non-negative
integers that are constrained by the modular invariance
of the partition function. It is important to note that
M0,0 = 1 since, as we have already mentioned, the CFT
always contains the identity field with h0 = h¯0 = 0.
The partition function in the conformal field theory
does not depend explicitly on temperature since CFT is
applicable only in thermodynamic limit at critical point.
Substituting equation (8) to the equation (2) at the crit-
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FIG. 2. A thermal dependence of the free energy for different
values of N near the critical point.
ical point we obtain
f(N,M) = f0 − Tcpic
6N2
− Tc
MN
log
1 +
∑
i 6=0,¯i 6=0
Mi,¯iqhi+h¯i¯
∑
n≥0
di(n)q
n
∑
m≥0
di¯(m)q
m

+
∑
n≥1
d0,0(n)q
n
 . (9)
The unit in the logarithm appears due to the identity
field, and we have moved the contributions from the sec-
ondary states of the identity field
∑
n≥1 d0,0(n)q
n to the
right. Note that if M ≥ N the parameter q = e− 2piMN is
small, so we can expand the logarithm holding only lead-
ing contributions with qhi , for i, such that 0 < hi < 1:
f(N,M) = f0 − Tcpic
6N2
− Tc
MN
 ∑
i6=0,¯i6=0
Mi,¯iqhi+h¯i¯
 .
(10)
This formula is the main one for our estimation of the
central charge and the conformal weights.
Inaccuracies
There are several sources of inaccuracies. The first of
them has the origin from the algorithm dependence on
the conditions of the visitation histogram flatness and
number of iterations (steps). Using 30 steps and 20%
difference between a visitation number of each energy
states and the average one, we estimate the free energy
density with no more than 0.5% inaccuracy [23, 25].
4The second one follows from the estimation error of
the critical temperature. But as one can see in Fig. 2,
finite-size scaling corrections to the free energy depend on
temperature very weakly and remain actually the same
in a rather wide range of temperatures near the criti-
cal point. In practice, the critical temperature can be
estimated quite precisely, so the second source of inaccu-
racies is insignificant compared to the rest sources.
The procedure of data fit by formula (10) may be per-
formed in several ways depending on the accuracy of
data:
1. The multiple fit procedure with the estimation of
a value f(N) and a few (two or more) exponents
q∆i,¯i , with ∆i,¯i = hi + h¯i¯. Note that a multiplicity
Mi,¯i is small non-negative integer.
2. The multiple fit procedure with estimation of a
value f(N) and single exponent q∆min , where ∆min
is the minimal anomalous dimension. Such a pro-
cedure becomes correct if M > N when other ex-
ponents q∆ become negligible. We use this variant
of the fit procedure in the current study.
3. The simple fit procedure with estimation of a value
f(N) using an arbitrary exponent q∆r , with ∆r ∈
[0, 1]. Such a procedure is only accurate if M  N
(say, e.g., M ≈ 10N), where the dependence on ∆r
is very weak.
4. The simplest and fastest procedure of the cen-
tral charge estimation is a guess that f(N) ≈
f(N,AN), where A is a large integer (A ≥ 10).
This procedure is valid if M  N due to the expo-
nential smallness of corrections.
In the table placed below, we show the estimations of
the free energy value f(N) withN = 10. The exponent ∆
and the central charge obtained by the last three methods
for the Ising model. The uncertainty of the last decimal
digit is given in brackets.
method 2 method 3 method 4
∆ 0.14(3) 1 not used
f(10) −2.1158(6) −2.115(1) −2.1157(6)
c 0.50(2) 0.46(6) 0.51(3)
(11)
Conformal weights
The second fitting procedure described above allows
us to obtain the estimation for the minimal conformal
weight hmin (or anomalous dimension ∆min). But it
turns out that the obtained result is very sensitive to
the estimated value of f(N). This is especially percepti-
ble for large torus size ratio MN  1, when the difference
between f(N) and f(N,M) is less than the inaccuracy
of the free energy value estimation. So one should ex-
clude such lattices from a consideration. On the other
hand, non-minimal exponents become perceptible for the
small ratio MN ≈ 1. So we expect that a result of confor-
mal weights estimation is far less accurate than the usual
precision of a critical exponents estimation.
With our precision, we obtain an acceptable result only
for the Ising model. Fig. 3 shows the results for the
quantity
Λ ≡ − 1
2pi
ln
(
N2(f(N)− f(N,M))
Tc
M
N
)
≈ M
N
∆min,
(12)
with a few values of lattice size N . ∆min can be easily
obtained by a linear fit. Then we should average over
different values of N .
If we wanted to obtain other conformal weights we
would have to do multi-parametric fit with the formula
(10). However such a fit would require very precise data
that could be obtained by increasing the number of al-
gorithm iterations and enhancing the histogram flatness.
This makes simulations with the Wang-Landau algorithm
very time-consuming. It may be more efficient to use dif-
ferent approaches such as in the paper [21].
RESULTS
Ising model
The Hamiltonian of the Ising model [29, 30] is:
H = −J
∑
〈i,j〉
sisj , si = ±1 (13)
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FIG. 3. Estimation of the minimal conformal weight in the
Ising model.
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FIG. 4. A finite-size scaling of the free energy f(M,N) as a
function of qh = e−2pihM/N and f(N) as a function of N−2 in
the Ising model.
where 〈i, j〉 denotes the sum over neighbouring sites of
a square lattice. The quantity J is the exchange energy,
and we set J = 1 to fix the energy unit.
We use two values of the critical temperature that,
in fact, give the same results for the estimation of the
central charge and the conformal weights. The first
value is exact, obtained by Kramers-Wannier duality [31],
whereas the second one is obtained by Monte Carlo sim-
ulation with the cluster algorithm:
Tc(Exact) =
2
ln(
√
2 + 1)
, Tc(MC) = 2.2689(3). (14)
The critical point of the Ising model is described by
the minimal modelM(4, 3) of the conformal field theory
[8, 32] with the central charge c = 12 . This model contains
three primary fields with conformal dimensions hr,s
h1,1 = 0, h2,1 =
1
16
, h1,2 =
1
2
. (15)
So, the minimal non-zero dimension is ∆min = hmin +
h¯min =
1
8 . Fitting by the method discussed we obtain
the value of ∆min = 0.14 ± 0.03 (See Fig.3), which is in
agreement with CFT.
Our results on the finite-size scaling of the free en-
ergy are presented in Fig. 4. From the extrapolation of
f(N,M) to M →∞ we have obtained the free energy on
the infinite cylinder and fitted the central charge. Our re-
sults are summarized in table I. They are in a good agree-
ment with the well-known values of the central charge
and conformal weights obtained in CFT approach.
Exact This work
c 1
2
0.50± 0.02
∆min
1
8
0.14± 0.03
TABLE I. Summary of the results for the Ising model.
Site-diluted Ising model
Similar to the pure 2D Ising model, site-diluted Ising
model is formulated on a lattice with magnetic sites at
the lattice vertices. We performed simulations on a trian-
gular lattice, though the critical behavior is independent
of the lattice type. Each site has a spin s = ±1 or can
be non-magnetic (s = 0). Sites are magnetic with the
probability p, so the case of p = 1 corresponds to the
Ising model. The Hamiltonian of the site-diluted model
is the same as in the Ising model:
H = −J
∑
〈i,j〉
sisj , si = ±1, or 0 (16)
where 〈i, j〉 denotes the sum over neighbouring sites of
the lattice. The site-diluted Ising model has a critical
point for any given value of p. The critical temperature
changes continuously with respect to p.
There is a claim that the central charge should also
depend on p [19]. In our study we found it not to be true.
Our results and discussion are presented in the separate
publication [24], here we present a brief summary.
We studied the model with the probabilities p =
0.8, 0.9, 0.95 and performed extensive simulations.
The results for the central charge are shown in Fig. 5
and in Table II. In contrast to Ref. [19], we see that c
remains close to 12 as p decreases, although the inaccuracy
becomes larger.
p Tc c
1 3.64095 . . . 0.50± 0.02
0.95 3.368± 0.002 0.47± 0.06
0.9 3.084± 0.003 0.48± 0.12
0.8 2.499± 0.005 0.54± 0.19
TABLE II. Summary of the results for the critical tempera-
ture and the central charge.
This result is confirmed indirectly by results of the
Wolff cluster algorithm [25, 27]. The values of the critical
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FIG. 5. Results for the central charge values in the site-diluted
Ising model.
indices for the site-diluted Ising model agree with those
for the pure Ising model as it is shown in Ref.[24]. So, one
can expect that for 0.65 < p < 1 the site-diluted Ising
model has the Ising-like critical behavior with c = 12 .
Tricritical Ising model
The tricritical Ising model is a short name for the tri-
critical point of the Blume-Capel model. The Blume-
Capel model was proposed to describe the behavior of
Helium [33–35]. It has a phase diagram with the first
and second order phase transition lines and the tricriti-
cal point. We study the model on the square lattice in
the tricritical point only.
The Hamilton of the model is similar to the Ising
model:
H = −J
∑
<i,j>
sisj +D
∑
i
s2i , (17)
where < i, j > indicates nearest neighbours and spin si
takes values −1, 0, 1. This model is different from the
site-diluted Ising model. The distribution of the non-
magnetic sites is not fixed but is governed by the coupling
constant D.
The tricritical point is at [36]
D
J
= 1.9655, Tc = 0.610 (18)
It is described by the minimal modelM(5, 4) of the con-
formal field theory [8, 32] with the central charge c = 710 .
Our results are presented in fig. 6. The estimation of
the central charge by our method gives the value
c = 0.73± 0.05, (19)
that agrees with the exact result.
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FIG. 6. A finite-size scaling of the free energy f(M,N) as a
function of qh = e−2pihM/N and f(N) as a function of N−2 in
the tricritical Ising model.
Three-state Potts model
The Hamilton of the (non-planar) q-state Potts model
[37, 38] is
H = −J
∑
<i,j>
δ(si, sj), s = 1, 2, . . . , q, (20)
where δ(si, sj) is the Kronecker delta.
As in the case of the Ising model (q = 2), we consider
two values of the critical temperature: the exact [37, 38]
(q = 3) and the numerical one
Tc(Exact) =
2
ln(
√
q + 1)
, Tc(MC) = 1.9897(3). (21)
The critical point of the three-state Potts model is de-
scribed by the minimal modelM(6, 5) of the CFT [8, 39]
with the central charge c = 45 . Our simulations (see fig.
7) give the value for the central charge
c = 0.82± 0.03, (22)
that is also in agreement with the exact value.
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FIG. 7. A finite-size scaling of the free energy f(M,N) as
a function of qh = e−2pihM/N and f(∞, N) as a function of
N−2 in the 3-state Potts model.
Four-state Potts model
Finally, we have also considered the 4-state Potts
model. The critical point of it is not described by a
minimal model, but this model is a particular case of the
Ashkin-Teller model [9] with c = 1. The Hamiltonian is
given by equation (20) with q = 4. The numerical value
of the critical temperature is
Tc(MC) = 1.8204(3). (23)
Using MC simulations, we obtained the following value
of the central charge
c = 1.03± 0.04, (24)
as it is shown in Fig. 8, that is close to 1.
CONCLUSION
We have presented the simple method for estimation
of the central charge in the CFT corresponding to a
two-dimensional lattice model at the critical point. The
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FIG. 8. A finite-size scaling of the free energy f(M,N) as a
function of qh = e−2pihM/N and f(N) as a function of N−2 in
the 4-state Potts model.
method is universal and can be generalized also to non-
discrete spin models. We have applied the method to
the Ising, site-diluted Ising, tricritical Ising, 3- and 4-
state Potts models. Our numerical results on the cen-
tral charge are in a perfect agreement with the analyti-
cal results for the minimal models of the CFT. We have
also discussed a possibility of estimation of the conformal
weights. It becomes possible if one increases the number
of algorithm iterations and enhances the histogram flat-
ness.
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