We discuss the implications of Bayes' postulate in the setting of exchangeable Bernoulli random variables. Bayes' postulate, here, stipulates a uniform distribution on the total number of successes in any number of trials. For an infinite sequence of exchangeable Bernoulli variables the conditions of Bayes' postulate are equivalent to a uniform (prior) distribution on the underlying mixing variable arising from the De Finnetti representation theorem. We show that in the presence of exchangeability, the conditions of Bayes' postulate are implied by a considerably weaker assumption (denoted henceforth as 'the weak assumption') which only specifies the distribution of the total number of successes at a point. The equivalence of the Bayes' postulate and the weak assumption holds for both finite and infinite sequences. We also explore characterizations of the joint distribution of finitely many exchangeable Bernoulli variables in terms of probability statements similar to the weak assumption.
Introduction
Bayes' postulate, ascribed to the reverend Thomas Bayes, dates back to middle-to-late 18th century when his work on eliciting posterior probabilities for the chance of a success in a single Bernoulli trial in the wake of observed evidence based on a finite number of identical trials was published posthumously by Richard Price in the Philosophical Transactions of the Royal Society of London, under the name 'Towards solving a problem in the doctrine of chances'. It fundamentally concerns the assignment of probabilites to events about which no prior stance can be taken and prescribes equi-distribution of ignorance among the various possibilities. An excellent discussion is available in the work of Stigler (1986) , Chapter 3 and more recently Coolen (1998) has written about a "repostulated' version of the postulate.
Without delving into historical details, let us formulate Bayes' postulate following the discussion on Bayes' scholium in Chapter 3 of Stigler (1986) . Consider a game between two rivals to be played n times where we 'absolutely know nothing' of the probability that player 1 will win any single match. If the outcomes of the matches are considered as random, we can define random variables X 1 , X 2 , . . . , X n where X i equals 1 if the i'th match is won by player 1, and 0 otherwise. Let S n = X 1 + X 2 + . . . + X n denote the total number of matches won by player 1. It is not assumed that the outcomes of these matches are independent. Ruling out temporal trends, the random variables may however be assumed to be identically distributed. A natural assumption then, which as will be seen shortly has a standard Bayesian interpretation, is to take the joint distribution of the X i 's to be exchangeable: i.e. if π is any permutation of the integers 1 through n, the joint distribution of (X π(1) , X π(2) , . . . , X π(n) ) is the same as the joint distribution of (X 1 , X 2 , . . . , X n ).
As explained by Stigler, what Bayes postulates in this scenario is that the distribution of S n should be taken to follow a discrete uniform distribution: i.e. P (S n = m) = 1/(n + 1) for m = 0, 1, . . . n. A standard situation in which the outcomes are exchangeable is the classical Bayesian situation -indeed, this is essentially the situation considered in Bayes' Billiard Table Problem (Stigler (1986) , Pages 124-125) -where the unknown chance Θ that player 1 will win any match is considered to be a random variable, and the vector of outcomes X 1 , X 2 , . . . , X n considered to be i.i.d. Bernoulli(θ), conditional on a realized value θ of Θ. It is important to note that Bayes' postulate which assigns a uniform distribution to the outcome variable S n does not correspond to a unique specification of the distribution of Θ. It is interesting to observe that several commentators on the Bayes postulate have misinterpreted the postulate as specifying a uniform (prior) distribution on Θ as a way of summarizing perfect ignorance, with an associated criticism that this notion of perfect ignorance about Θ is not invariant to reparametrizations: in other words, perfect ignorance of Θ is equivalent to perfect ignorance of any monotonic transformation of Θ but such transformations are no longer necessarily uniformly distributed. Note however, that Bayes postulate (correctly interpreted) does have the desirable invariance property owing to the discreteness of the random variable S n .
Bayes' Postulate and the Uniform Prior
Consider the classical Bayesian situation as considered in the last paragraph of the previous section. In this situation, we have:
where G is the (prior) distribution on Θ. If G is the uniform (0, 1) distribution, it is easy to check using properties of beta integrals that P (S n = m) = 1/(n + 1) for all 0 ≤ m ≤ n, so that the conditions of Bayes' postulate are satisfied. However, the converse is not true. Indeed, take any integer N > 0 and assume that
For any finite N , the above set of conditions is not sufficient to guarantee that G is the
This proposition is established in the appendix where for every fixed N we show that there exists a non-uniform G N that satisfies all of the above conditions. Note in this connection that Bayes' postulate therefore does not imply uniformity of the underlying Θ, a point raised in the previous section. However, if N is allowed to go to infinity, the conditions of Bayes' postulate do imply that Θ has a Uniform (0, 1) distribution.
Theorem 2.1 Consider an infinite sequence of Bernoulli random variables
θ n dG(θ) = 1/(n + 1) equals the n'th moment of G for each n ≥ 1 and since a compactly supported distribution is uniquely determined by its moments, it must follow that G is the Uniform (0, 1) distribution (as E U n = (n + 1)
The Weak Assumption: For an exchangeable Bernoulli sequence X 1 , X 2 , . . . , X n , Bayes' postulate would stipulate a uniform distribution on S n . Suppose we now make the considerably weaker assumption that P (S n = n) = 1/(n + 1). Thus, we only specify the distribution of S n at a single point, as opposed to the entire distribution.
The following then holds.
Theorem 2.2
Consider an infinite sequence of exchangeable Bernoulli random variables X 1 , X 2 , . . .. Then there exists a random variable Θ such that the X i 's are conditionally i.i.d. given Θ = θ and provided that the weak assumption is satisfied for every n, Θ has a Uniform (0, 1) distribution.
Remarks: We avoid a formal proof of the theorem but outline the main ideas involved. The first part of the theorem about the existence of Θ is De-Finnetti's representation theorem. See, for example, Aldous (1985) . Letting S denote the symmetric sigma-field, Θ can be taken to be E(X 1 | S) which is also the almost sure limit of X n . We elaborate on this a bit further. Letting 1 , 2 , . . . , n be a sequence of 0's and 1's, the crux of the argument lies in the fact that:
1− i and by exchangeability E(X 1 | S) = E(X i | S) for each i. Using these facts,
showing that Θ can be taken to be E(X 1 | S).
That the weak assumption (for every n) implies a uniform prior on Θ follows easily, since only the corresponding conditions were used in the proof of Theorem 2.1. Thus, the weak assumption implies Bayes' postulate for an infinite exchangeable sequence. This implication also holds true for a finite exchangeable sequence as shown next.
3 Bayes' Postulate, the Weak Assumption and Finitely Many Exchangeable Bernoulli Variables
Our goal in this section is to explore the connection between the Bayes' postulate and the weak assumption when we have a finite sequence of exchangeable Bernoullis X 1 , X 2 , . . . , X n .
With a finite sequence, it may no longer be assumed that there is a 'mixing' random variable Θ assuming values in [0, 1], conditional on which, the X i 's are conditionally independent Bernoulli(Θ) random variables. In other words, exchangeability can no longer be viewed in the classical Bayesian set-up. Indeed, for every n, it is possible to construct an exchangeable sequence of Bernoulli random variables, such that no random Θ assuming values in [0, 1] can act as a mixing variable. For example, consider simple random sampling without replacement from a population of n individuals where np are of Type A and the remaining are of Type B, 0 < p < 1. Let the size of the sample be n as well (we exhaust the population) and let X 1 , X 2 , . . . , X n be the random sample obtained, with X i = 1 if the i'th draw yields an individual of Type A and 0 otherwise. It is not difficult to show that the Bernoulli random variables X 1 , X 2 , . . . , X n are exchangeable, i.e. any permutation of the X i 's has the same distribution as the original sequence. However, a mixing variable Θ cannot exist in this situation. For if it did, given Θ, the X i 's would be conditionally independent and identically distributed Bernoulli(Θ) and it would follow that Cov(X i , X j ) = Var(Θ) ≥ 0 for all i = j. It is easy to check that in the given situation Cov(X i , X j ) < 0 for i = j.
However, as the following Theorem shows, the weak assumption does imply Bayes postulate in this setting as well. The equivalence of the weak assumption and Bayes' postulate is purely a consequence of exchangeability and not of a De Finnetti type representation. For finite forms of De Finnetti's theorem, see Diaconis (1997) ; for work on finite exchangeable sequences, see Diaconis and Freedman (1980) ; and for finite exchangeability in the context of binomial mixtures, see Wood (1992) .
Theorem 3.1 Let X 1 , X 2 , . . . , X N be a sequence of exchangeable Bernoulli random variables. Assume that P (S n = n) = 1/(n + 1) for n = 1, 2, . . . , N , where S n = n i=1 X i is the number of successes in n trials. Then S n has a discrete uniform distribution for each n ≤ N .
Proof:
We proceed by induction. For n = 1, it is trivially seen that S n ≡ X 1 assumes the values 0 and 1 with equal probability 1/2. So we assume that the results holds for n and establish it for n + 1. By exchangeability and the induction hypothesis:
Now the left side of the above display is simply:
and by exchangeability this equals
k+1 denote the probability of k and k + 1 successes out of n + 1 trials respectively, then again by exchangeability, the above display equals:
It follows that for each k with 0 ≤ k ≤ n,
From the above identities, it is easily verified that if p
= 1/(n + 2) as well. But, by the weak Bayes' postulate, p
Remark: The weak assumption could also be formulated as: P (S n = 0) = 1/(n + 1) for 1 ≤ n ≤ N . This would imply that P (S n = n) = 1/(n + 1) for all n,
Since the X i 's are exchangeable Bernoullis, so are the Y i 's. Theorem 3.1 then leads to the conclusion that eachS n is uniformly distributed on {0, 1, . . . , n}. Hence each S n = n −S n also has a discrete uniform distribution.
Some Characterizations
The considerations of the previous section raise a natural question: for which sequences 1 ≥ p 1 ≥ p 2 ≥ . . . ≥ p N ≥ 0 do there exist bona-fide probability distributions for a sequence X 1 , X 2 , . . . , X N of exchangeable Bernoulli random variables such that P (S n = n) = p n for all 1, 2, . . . N ?
We show below that such sequences are well-characterized and that, in fact, there is a one-to-one correspondence between such sequences and the class of all exchangeable probability distributions on {0, 1} N . So, consider the set {(q 0 , q 1 , . . . , q N ), q i ≥ 0, q i = 1}. Each vector in this set corresponds to a unique exchangeable distribution on {0, 1} N which is completely determined by the requirement that P (S N = n) = q n , for 0 ≤ n ≤ N , the probability mass being assigned to a generic sequence ( 1 , 2 , . . . , N ) ∈ {0, 1} N by this distribution being q n / N n where n = i . We now compute P (S n = n) for this distribution. This is simply the sum, over 0 ≤ k ≤ N − n, of the probability that X 1 = X 2 = . . . = X n = 1, k of the remaining X i 's are 1 and the remaining N − (n + k) are all 0. For a fixed k, there are {N −n k} such points in {0, 1} N and the probability of each such sequence is simply q n+k / N n+k
. It follows that
where
Letting q = (q 1 , q 2 , . . . , q N ) and p = (p 1 , p 2 , . . . , p N ) (where p n denotes P (S n = n)), we see that the two vectors are connected by the equation
where A N is an N × N super diagonal matrix with the n'th row given by (0 1×(n−1) , C n,1 , C n,2 , . . . , C n,N −n ). Since A N is (clearly) non-singular, it follows that the family of exchangeable probability distributions on {0, 1} N can equally well be characterized by (p 1 , p 2 , . . . , p N ). The equation in the above display therefore provides a complete characterization of all sequences 1 ≥ p 1 ≥ . . . ≥ p N > 0 that correspond to (and determine) valid exchangeable distributions on {0, 1} N . Given a sequence, 1 ≥p 1 ≥p 2 . . . >p N > 0, it is easily checked whether this corresponds to a bonafide exchangeable distribution on {0, 1} N by computingq = A N −1p (wherep = (p 1 , . . . ,p N ) T ) and checking that the entries ofq are non-negative and sum up to a number no greater than 1.
It is also interesting to study the recursions by which one can start from p and work one's way towards q, recovering the distributions of each S n in the process. So, let p be given, and let {p
n } be the pmf of S n , for n = 1, 2, . . . , N . Given n < N , for each 0 ≤ k ≤ n,
By exactly the same arguments used in the proof of Theorem 3.1, conclude that:
.
By straightforward algebra,
The above equation allows us to express the distribution of S n in terms of S n+1 , by varying k. It can be written equivalently as:
where M n is the (n + 1) × (n + 1) non-singular super-diagonal matrix whose k'th diagonal entry is n − k + 1/(n + 1) for 0 ≤ k ≤ n and whose (k, k + 1)'th element is k + 1/(n + 1) for 0 ≤ k < n, with all other entries being 0. Thus,
Note that the quantities p (n) n and p (n+1) n are pre-determined by p. We now have a way to recursively compute the joint distribution of S n+1 based on S n . Since the distribution of S 1 is completely determined by p, all the successive distributions are determined as well, and q is simply the vector (p
T , all S n 's are distributed uniformly (a fact we have already come across in Section 3) and this is the only p that makes all S n 's uniform. Conversely, when S N is uniformly distributed (and q = (1/N, 1/N, . . . 1/N ) T ), all preceding S n 's are uniform as well and p is the vector (1/2, 1/3 , . . . , 1/(N + 1)) T .
Appendix
We establish a slightly stronger version of the Proposition stated in Section 2. Proposition: Let X 1 , X 2 , . . . , X N be (exchangeable Bernoulli) random variables that are conditionally i.i.d. Bernoulli (Θ), given some random variable Θ taking values in [0, 1]. Let S n = X 1 + X 2 + . . . X n . Then, there exist infinitely many (prior) distributions for Θ, for which S n is uniformly distributed for each 1 ≤ n ≤ N .
Proof: For a positive integer P , let g denote a density on
. . respectively and such that S n is uniformly distributed for each 1 ≤ n ≤ N under g. The constraints that P (S n = m) = (n + 1). Now, P can be chosen to be larger than c(N ) + 1 in which case the columns of M are linearly dependent and there must exist a non-zero vector x such that M x = 0 (c(N )+1)×1 . We know that there is at least one piecewise constant density on the grid [0, 1/P, 2/P, . . .] such that l satisfies the matrix equation of the previous paragraph: the uniform density, for which L 1 = L 2 = . . . = L P = 1. But then the vector 1 P ×1 + λ x for all λ sufficiently small has strictly positive co-ordinates, not all equal, and also satisfies the matrix equation and corresponds to a (piecewise constant) non-uniform density on the grid [0, 1/P, 2/P, . . .] that makes the distribution of each S n uniform. 2
