A new QM/MM molecular dynamics approach that can deal with the dynamics of large real systems involving several simultaneous active zones is presented. Multiple, unconnected but interacting quantum regions are treated independently in an ordinary QM/MM approach but in a manner which converges to a unique simulation. The multiple active zones in the hybrid QM/MM molecular dynamics methodology (maz-QM/MM MD) involves molecular dynamics that is driving the whole simulation with several parallel executions of energy gradients within the QM/MM approach that merge into each MD step. The Ewald-summation method is used to incorporate long-range electrostatic interactions among the active zones in conjunction with periodic boundary conditions. To illustrate and ascertain capabilities and limitations, we present several benchmark calculations using this approach. Our results show that maz-QM/MM MD method is able to provide simultaneous treatment of several active zones of very large proteins such as the Cu-4His-ΔC* cage, a self-assembly of a 24-mer cage-like protein ferritin.
Introduction
In the last decade, interest in simulating real systems, in which the environment plays an important role, has led to ab initio molecular dynamics (MD) and quantum mechanical/molecular mechanics (QM/MM) calculations on large molecular systems such as globular proteins, molecular aggregates, and large surface-molecule adducts of special interest to catalysis. Unfortunately, computing time and resources required for the electronic structure component grow very quickly with the size of the molecules. Therefore, the ability to simulate by means of ab initio calculations with approximately linear scaling with respect to system has become an important goal to be achieved in theoretical chemistry. With recent advances in theory and computational techniques, several levels of theoretical methods have been extensively used. Thus, depending on system size, QM, MM, and coarsegrain modeling are widely used for the electronic structure, atomistic simulations, and mesoscopic systems, respectively. As each of these methodologies has its own time-scale, the existence of multiple time-scales in large systems led to the development of new hybrid methodologies such as QM/MM. 1 The hybrid QM/MM approach 2, 3 is based on the general idea that large systems may be partitioned into a chemically active zone where a high level treatment (QM) is required, whereas the remainder of the system only acts perturbatively so that a classical description (MM) is adequate. However, both the size of the QM region and the accuracy of the QM method used in it are constrained by the computational cost scaling, which is nonlinear in the number of electrons. Thus, the description of largesized QM regions requires an efficient low-cost approach for QM calculations. To deal with the scaling problems in ab initio methods, several molecular fragmentation approaches for electronic structure calculations have been developed over many years. 4 The basic idea is to divide the system into distinct fragments and obtain the total properties of the system through their fragments. The combination of QM/MM and molecular fragmentation methods has allowed study of larger systems by use of background point charges in the fragmentation quantum chemical method to treat the long-range electrostatics interactions. The combined strategy of fragmentation quantum chemistry and MM, named fragmentation QM/MM, in the electrostatics embedding model was implemented with some variants by several authors, e.g., D&C-QM/MM, 5 FMO-QM/MM, 6 MoD-QM/MM, 7 and FMO-QM/MM MD 8 methodologies. These methods yield not only conformation energies and geometry optimizations, but also enable BornOppenheimer molecular dynamics (BOMD). The logic of partitions may be extended. Most of real systems are so large that the overall system behavior is due to the evolution of several nearly independent active regions, e.g., the study of complex allosteric effects in the protein-ligand field such as cooperative binding, 9 and the study of complex active sites in catalysis. 10 Concurrent treatment of the electronic structure in each one of these active zones (hereafter AZ) in combination with a lowlevel treatment of the environment following a QM/MM approach seems likely to be useful to deal with these problems.
In this process, distinct electron tunneling pathways between neighboring Fe/S clusters were identified and therefore are candidates for dynamical treatment as independent AZs. The proposed methodology might be also especially useful to study the synergies among different active sites of metalloenzymes such as Laccase. This enzyme presents multiCu sites that can catalyze the oxidation of a range of reducing substances with the concomitant reduction of O2. They contain three Cu centers, two of them form a trinuclear Cu cluster onto which O2 is reduced whereas the last Cu active site oxidizes the reducing substrate and transfers electrons to the former two Cu active sites. 24, 25 To our knowledge, however, little progress has been made on the multicenter QM/MM MD simulation oriented to largesystem applications. Indeed, in real systems several AZs can coexist that may contribute to the overall system behavior. This paper presents a new methodology able to deal with those large systems. The descriptive name is Multiple Active Zones Quantum Mechanics/Molecular Mechanics Molecular Dynamics, hereafter maz-QM/MM MD. This new methodology is based on the QM/MM partition wherein the main interest zones of the simulated system are treated at the QM level. Each of the divided AZs is a distinct QM region of an independent QM/MM MD simulation (in the environment of the rest of the systems). This methodology also allows exploring reaction paths, free energy changes and transition states, similarly to the methods already used in usual hybrid QM/MM MD approach. e.g., the steered molecular dynamics (SMD) of several replicas along the reaction coordinate with a posterior Jarzynski average to obtain the potential of mean force (PMF), 26 or using the umbrella sampling approach with a posterior data treatment to obtain the PMF. 27 However, using maz-QM/MM MD approach, the influence of different active sites might be included to explore the reaction path. Each one of these AZ is managed on the fly by a domain identifier module, with the resulting energy gradients of each QM/MM calculation combined into the whole system at every ab initio MD step. That opens the possibility of modifying the quantum regions on the fly during the simulation trajectory. Moreover, fragmentation-based methods might be applied within each AZ depending on its size and the QM program used. The remainder of this paper is organized as follows; the theory of maz-QM/MM MD approach and the treatment of long-range electrostatics issues are outlined first. Next, the results obtained on three test systems using the maz-QM/MM MD are presented and discussed. Those systems are, the water-acetone solvation, Ace-Ala16-NMe peptide in explicit water, and a fragment of Cu-Ferritin cage protein with several active zones. Finally, the paper concludes with a summary of the key results to figure out availabilities and limitations of this approach.
Theory
The overall theoretical treatment of multiple AZs which follows is in the context of QM/MM approach. 1 Thus, the solitary QM zone involved in the original partitioning scheme is extended to be a set of disjoint AZs, each treated at the QM level. 
QM/MM Partition of the Potential Energy
The entire system (S) is partitioned into the inner region (I) that is treated by means of quantum mechanics and the outer region (O) that is described by a force field, also referred to as QM and MM regions, respectively. A general scheme of system division into QM and MM parts is shown in Fig. 1 . The energetics of the two main regions are modeled according to the basic energy expression for an additive QM/MM scheme, namely
MM (region treated classically using force-field-based MM methods). The last term, EQM-MM, collects the interaction terms between the QM and MM regions, which typically includes van der Waals, electrostatic, and bonded interactions across the region boundaries. The electrostatic QM/MM interactions are implemented according to the electrostatic-embedding scheme 28 ( , ) ( , ) ( , ) ( , )
In the present approach, the QM region is defined as the sum of several disjoint QM subregions. Following the general QM/MM approach, the energy and gradients of any particle within a QM subregion are treated by QM but the interactions with the other QM subregions are treated the same as the other MM region. In the present implementation, QM particles from the other QM subregions are incorporated in the MM region as Mulliken charges. Note that the use of Mulliken charges is a technical choice, not an essential feature. This approach is similar to the one previously proposed by Kiyota et al. 14 However, in this work the sequential QM/MM optimization previously proposed in the bibliography is extended to a more general approach in a parallel execution of multiple QM/MM MD simulations of distinct AZs. Thus, the energy partition of the QM region is formulated as follows,
Since we are dealing with unconnected QM subregions, the coupling term between quantum zones will contribute only the van der Waals and electrostatic interactions between QM atoms of different subregions.
Here, each one of the QM subregions will be treated identically to the ordinary QM/MM method. However, the electrostatic interactions between the different QM subregions are handled by the electrostatic-embedding scheme. Tus, several QM/MM calculations are performed concurrently, one for each QM subregion. It is polarized not only by the conventional MM region, but also by sets of point charges, each of which represent one of the other QM subregions. Thus, the electrostatic interaction between different subregions of eqn (4), E el (Ia,Ib) , is approximated by the interaction between the electron density of one QM region with a grid of charges of the other (Qb), e.g., Electro-Static Potential (ESP), RESP, and Mulliken charges, to simulate the charge polarization of the quantum subregion instead of using the electronic density itself. As long as two quantum regions have non-overlapping charge distributions, their classical interaction energy can be described exactly by an infinite expansion in terms of multipoles. That energy leaves out the anti-symmetrization of the electrons in the two regions but the assumption is that the regions are wellenough separated to make that quantum mechanical contribution negligible. However, the interaction energy of region Ib upon region Ia, involving an infinite expansion in terms of multipoles of Ib(Qb ∞ ) interacting with the quantum system in Ia(ρa), can be expressed by the eqn (5a). 29, 30 and DFT QM methods. 31 More recently, some modern software based on a modular approach to wrap several QM and MM packages have relied on a spherical truncation scheme, in which the electrostatic coupling term is neglected beyond a certain cutoff distance Rc. 20, 32 or through a solvent boundary potential to capture longrange electrostatics. 33 On the other hand, long-range electrostatics based on the QM/MM-Ewald summation methodology were efficiently described by Nam et al. 29 by means of adding periodic 4 | J. Name., 2015, 00, [1] [2] [3] This journal is © The Royal Society of Chemistry 2015 correction term for both QM and QM/MM interactions to the usual real-space electrostatic interaction between QM and MM partitioning. Laino et al. have implemented similar methodology based on the multigrid approach using DFTB on the QM region. 31 Similarly, Walker et al. 30 have used the partition proposed by Nam et al. for a broad set of semiempirical methods to treat long range electrostatics in a QM/MM MD approach within the Amber package. 34 The charge distribution in a QM/MM calculation, under PBC, is partitioned between the charge distributions of the QM and MM regions, i.e., the electron density (ρ) of the QM atoms (plus the core nuclear charges) on the former, and the classical MM point charges from the MM environment (q) on the latter charge distribution. Thus the long-range electrostatic interaction energy involving all charge distributions, E PC (ρ+q, ρ+q), is expressed as
where E PC (ρ,ρ) and E PC (ρ,q) terms are the most difficult to be treated (hereafter in the text superscript PC refers to the terms with periodic boundary conditions). However, ab initio programs may obtain these terms in a straightforward way in real-space (by means of using a cutoff to select environment point charges around active zone). Therefore, Nam et al. proposed an approximation where the periodic energy was obtained as a sum of the nonperiodic energy (as determined by conventional cutoff techniques), E RS , plus a periodic boundary correction term, ΔE
The next key step was the approximation of electron density as a set of auxiliary point charges, Q, such as the Mulliken charges (eqn (8) and (9)). However, other charge partitions may be used in order to emulate the electrostatic potential that represents the full QM charge distribution at the distances between periodic images.
where,
The foregoing equation will leave the periodic boundary correction only for the point charges distributions, Q and q, whereas the exact quantum mechanical charge distribution is evaluated in the real space only. (Q,q) , which can be derived using Ewald summation. 35 Thus, the periodic energy of a set of point charges distribution such as the Mulliken charges (Q) from a quantum zone is given by,
where rij = ri − rj are the difference between charge positions in the periodic unit cell, and the summation over n is over all integer translations of the real space lattice vectors n = n1 a1 + n2 a2 + n3 a3. The prime indicates omission of terms with i = j when n = 0. Ewald summation is a well-known technique to sum the longrange interactions between their infinite periodic images efficiently. In fact, the sum of the conditionally convergent series in eqn (10) is transformed into the sum of two rapidly convergent series plus a constant term. The three parts, namely, the direct (real) space sum ( E direct (Q,Q) ), the reciprocal (imaginary) sum ( E recip (Q,Q) ), and the constant term, known as the self-term ( E self (Q,Q) ), are expressed in three convergent sums: { } a the set of reciprocal base vectors. Three parameters, namely nmax, kmax, and κ control the convergence of the sums in eqn (11) . The integer, nmax, defines the range of the real-space sum, the integer kmax, does the same for reciprocal-space, and κ is the Ewald convergence parameter which determines the relative rate of convergence between the real and reciprocal sums. Usually, κ is chosen such that only the (n = 0) term is required in eqn (11) to obtain the desired level of accuracy, namely the minimum image convention within a spherical cutoff (Rc). 
where erf(x) is the error function. Notice; that because an atom cannot be both a QM and a MM atom, there is no self-term in ΔE PC (Q,q) of eqn (12) . Also, the presence of pairs of disjoint sets of point charges (such as Q and q) makes it difficult to directly apply the simplification proposed by Sangster and Dixon for an uniform set of charges, e.g. Q, 37 which made the reciprocal space calculation considerably more efficient by reordering the terms of E recip (Q,Q) in eqn (11) 
However, similar expression may be obtained by trigonometric manipulation of the E recip (Q,q) term, where the disjoint point charge sets Q and q (from QM and MM regions, respectively) can be easily transformed from a double sum over i and j of order o(n 2 ), into two single sums of order o(n) at each one of the set of point charges, by eliminating all the non-crossed trigonometric terms between the two sets of point charges. 
where (Q+q) is referring to a full set containing all QM and MM point charges. Thus, all the reciprocal terms involved in eqn (14) can be obtained by applying eqn (13) at each uniform set of point charges.
The Ewald summation algorithm has a final complexity of about o(kmax 3 n)≈o(n 1, 5 ). Usually, hybrid QM/MM MD methodology uses ab initio codes that consume roughly 99% of the time used for each ab initio MD step, depending on the quantum region. There are faster implementations of long-range electrostatics, for instance, the particle-mesh Ewald (PME) 38 or cartesian treecode Ewald (CTE), 39 both with o(n log n) complexity. The use of these algorithms may become crucial in classical MD or even in semiempirical QM/MM MD, though less important due to the difference in computation time involving MM and QM codes. However, the use of standard Ewald summation to compute the QM/MM electrostatic interactions is justified when high-level ab initio QM methods are used, since the latter spends several orders of magnitude more of computing time than the former. Using eqn (11) (12) (13) (14) , the long-range electrostatic energy in eqn (8) can be rewritten as,
where the first two terms of eqn (15) come from the QM part of the calculation, i.e., the interactions among QM atoms in the direct space and the interaction of QM atoms with MM atoms that are within the cutoff distance of any QM atom. Also, from the third up to seventh terms are the interactions of QM atoms, represented by a Mulliken charge approximation, with their periodic QM and MM images. The last term is the periodic interaction energy among MM particles that comes from the MD part of the calculation.
QM/MM Long Range Electrostatics: Multiple Active Zones
The charge distribution in a QM/MM calculation, involving several AZ and with PBC, can be partitioned following a framework similar to that in eqn (7) for a single AZ. Thus, the long-range electrostatic interaction energy, with all charge distributions from N active zones, is expressed as
where ρ is the electronic density of the whole quantum region which in turn is partitioned in N disjoint AZs, each with its own specific electronic density (ρi). The first summation is the longrange electrostatic energy extended to each active zone, the second is the coupling term among AZs, and the last term is the interaction energy of all the point charges in the MM region. The periodic energy may be obtained following the same scheme proposed by Nam et. al. for a single AZ (eqn (8) and (9)) but extended to each one of these disjoints AZs. Similarly, the electron density in each AZ can be approximated by a set of auxiliary point charges, Qi, e.g. the Mulliken charges. The longrange electrostatic energy then can be rewritten as ( , ) 
where ρ is the electronic density of the whole quantum region, Q is the whole set of charges on the QM region representing electron density (e.g. Mulliken charges), and q is the whole set of point charges on the MM region. The indices a and b denote the electron density and the set of point charges for each one of the defined AZs.
Technical Details
The maz-QM/MM MD methodology summarized above has been implemented in the PUPIL program. [18] [19] [20] It is a generic interface for building a QM/MM MD simulation framework which fully supports the linking of any MD and QM programs in a systematic way. Thus, the main tasks handled in PUPIL are to build the coupling between two external programs through three basic steps; first defining the system partition, second, building the calculations of QM and QM/MM coupling terms 6 | J. Name., 2015, 00, [1] [2] [3] This journal is © The Royal Society of Chemistry 2015 by using either mechanical or electrostatic embedding, and finally, recovering the coupling energy and gradients for combination with their classical counterparts in the MD program. All these tasks are performed automatically and independently of those MD and QM programs involved in the QM/MM MD simulation.
Fig. 2.
Flow chart of the maz-QM/MM MD simulation for the distributed processes at a given ab initio MD step. Fig. 2 shows the flow chart for an ab initio MD step which uses the maz-QM/MM MD methodology. Initially, when the PUPIL manager receives the classical system coordinate from the MD program the system partition is started. Then, the classical coordinates and the particle-type identifiers are redirected to an external program (Domain Identifier, DI). It is responsible for describing the special extent of each quantum zone as well as how many AZs will be used. (The DI module could be upgraded to a more sophisticated determination of the quantum zone, involving either merger or splitting of AZs on the fly. This feature is not yet implemented.) One of the main advantages of maz-QM/MM MD methodology is easy parallelization. In fact, all QM calculations in the AZs are executed in parallel. Thus, after initial AZ determination, the PUPIL manager starts a set of parallel threads in which the system preparation and the coupling terms calculations (eqn (2-3), (6a), and (18)) determination are conducted independently for each AZ. The ΔE (18) is calculated by the PUPIL manager after completion of the calculations in all the AZs, whereas the E PC (q,q) term is calculated by the MD engine. To provide good performance, most of the terms involved in the Ewald summation are calculated through a parallel execution using Java Native Interface (JNI) 40 combined with native C code.
PC (Q,Q) term in eqn
The Mulliken charges of QM particles are recalculated in each AZ at each QM/MM MD step. These are stored to be reused in the next iteration for calculating the coupling term of eqn (6a) and the long-range electrostatics terms of eqn (18) . Following this approach, the electrostatic embedding between different AZs is synchronized because all of the Mulliken charges of QM particles at all times polarize the electron density of the other AZs. This enables the process to be self-consistent along the simulation trajectory. At each step in each AZ, energy gradients are obtained from the QM engine for both the QM particles and the point charges involved in the electrostatic embedding. Finally, all energy gradients derived for the AZs (QM engine) and for the MM region (MD engine) are combined and returned to the MD program in order to generate new atomic coordinates of the system, whereupon there occurs the next set of QM calculations.
Computational Details
To test and verify the maz-QM/MM MD methodology, three different test cases were considered. They provide variety in the size and total charge of each AZ. First, two different systems were used to test the energy stability of maz-QM/MM MD simulations; the Cu-Ferritin monomer in a droplet of water and the Ace-Ala16-NMe peptide (hereafter A16) in a droplet of water and in a simulation box of explicit water under PBC. Second, a QM/MM MD simulation of four neutral molecules of acetone in explicit water (four AZ's) was conducted. The final test was involving several active zones of a large fragment of the CuFerritin cage protein in a box of explicit waters.
System Preparation.
Classical MD simulations were performed to equilibrate all the test systems, i.e. acetone, A16, and Cu-Ferritin monomer in explicit water. In all cases, the solvent was described using the TIP3P model 41 whereas, all force field parameters for the solute molecules and protein residues were extrapolated from the Generalized AMBER Force Field (GAFF) 42 and the ff03 43, 44 force field, respectively. All MD trajectories were obtained using the AMBER 12 software package. 34 Initially, all systems in a box of solvent were minimized, heated to 298 K, and equilibrated using the NPT ensemble for 0.5 ns at 1 atm and 298 K (2 fs time steps). Finally, a production run using the same parameters as for the previous equilibration were conducted during 10 ns on the two first tests. All of these steps were performed using the SHAKE algorithm 45 to keep the bond lengths involving hydrogen atoms at their equilibrium distance. The atom pair distance cutoffs were applied at 14 Å to compute van der Waals interactions. Electrostatic interactions were computed using the nontruncated electrostatic potential by means of Ewald summations. The A16 and Cu-Ferritin systems solvated in a droplet of water were prepared similarly to those within a box of solvent. Specifically, a time step of 1.0 fs was used for all simulations and the nonbonded interactions were not truncated. The system energies first were minimized, then the systems were heated, and equilibrated for 1 ns at MM level with Langevin dynamics at 298 K using a collision frequency of 3 ps Coupling Terms The basis set were 6-31G, 6-31+G* and an effective core potential LANL2DZ (Los Alamos National Laboratory 2 Double-Zeta). 50 The last-named basis was used on the metal ions, whereas the Pople type basis set was used on all other atoms. On the classical side, all simulation parameters and force fields used for the maz-QM/MM MD simulations were the same as those used for system preparation.
Acetone in water. The acetone in water tests used four acetone molecules solvated by a simulation box of 2048 molecules of TIP3P 41 rigid three-site point-charge water molecules. Each acetone molecule was considered as an independent AZ (four AZ's), while all the water molecules remained within the MM framework. The systems were allowed to relax, using the NWChem-PUPIL-Amber 51 interface for 2 ps, followed by a production run of 8 ps (16000 steps, 0.5 fs time step) in an NVT ensemble at 298 K using Langevin dynamics. PBC were applied in the preparation of the NWChem input so as to wrap neighboring point charges around all AZs. Long-range electrostatics of the quantum regions (AZs) were handled as discussed above and with a spherical cutoff scheme to evaluate the van der Waals interactions, whereas the full simulation box was considered for the real-space of electrostatic interactions within the QM/MM coupling methodology. The reciprocalspace cutoff value was set to 16 (maximum integer translation of the reciprocal lattice). Ace-Ala16-NMe peptide. Ace-Ala16-NMe model peptide (A16) was built by imposing an initial secondary structure of 310-helix. The final system was obtained by solvating A16 peptide in two different ways: using a rectangular box with 2113 water molecules and a water droplet with a soft half-harmonic potential beyond 30 Å of radius (3450 water molecules). Two different AZ's were tested: one side chain alone of alanine residue in the QM region, and two alanine side chains separated by a distance of ~16 Å as two independent QM regions. The NWChem-PUPIL-Amber 51 interface with a time step of 0.5 fs was used for all QM/MM MD simulations with bond distances to hydrogen atoms constrained using the SHAKE algorithm. 45 Nonbonded interactions were not truncated for the water droplet simulations. Simulations using PBCs were performed with a cutoff of 14 Å for the real-space, whereas nonbonded interactions and the PME algorithm 38 were considered to account for long-range electrostatics beyond the cutoff (MM only). Long-range electrostatics of the AZs were treated with Ewald summations considering the full simulation box for the real-space of electrostatic interactions (QM/MM only). are made from a small number of protein building blocks, which by means of their self-interacting surfaces produce highly cooperative, symmetrical structures. Fig. 3a illustrates the Cu4His-ΔC* cage structure that was obtained by Huard et al., water molecules) and within a simulation box of explicit waters (12541 water molecules). The Cu-Ferritin monomer contains a total of four Cu 2+ and three Ca 2+ metallic ions bonded to several residues of the protein located in five separated regions (Fig.  3b) . Thus, five AZs were considered with a total of 92 quantum atoms, as listed in Table 1 . Only the side chain of each amino acid residue bonded to a metal ion was turned on as a quantum atom in the AZ. The periodically bounded systems were allowed to relax within the maz-QM/MM MD methodology, using the Gaussian-PUPIL-Amber interface, 20 for 5 ps (10000 steps, 0.5 fs time step) in an NVT ensemble at 298 K with the same parameters used in the classical MD simulations discussed above. The coordinates along the trajectories in the last 3 ps were saved for subsequent analysis. PBC were applied in the preparation of the Gaussian 09 input so as to wrap neighboring point charges around all the quantum regions. The Cu-Ferritin system solvated in a droplet of water was allowed to relax using the NWChem-PUPIL-Amber interface, 51 for 5 ps in a microcanonical (NVE) ensemble with a time step of 0.5 fs. Non-bonded interactions were not truncated. Energy drifts were obtained from a linear regression of total energies along the trajectory. Fig. 4 . Energy conservation during constant energy maz-QM/MM MD simulations using (a) two active zones of Cu-Ferritin monomer in a droplet of 6154 TIP3P water molecules and (b) Ace-Ala16-NMe peptide in a periodic box of 2113 TIP3P water molecules. The QM regions are highlighted and consist of (a) the previously defined QM3 and QM4 active zones in Table 1 , and (b) the side chain of the Ala3 residue.
Results and Discussion

Hybrid QM/MM MD Energy Conservation
The energy stability of the maz-QM/MM MD method was tested by microcanonical (NVE) ensemble MD simulations for two different systems: a monomer of Cu-Ferritin in a droplet of water, and the Ace-Ala16-NMe peptide (hereafter A16) under a droplet of water and in a water box with PBC. All simulations were initiated after an initial equilibration with classical MD at 298 K with trajectories of 5.0 ps and a time step of 0.5 fs. The AZ's that were switched to quantum regions in the Cu-Ferritin are defined on Table 1 . Thus, the NVE simulations involving one and two active zones within the Cu-Ferritin monomer correspond to the QM4 and QM3,4 regions, respectively. On the other hand, the QM region of A16 involves the side chains of alanine residues. Hydrogen link atoms are used to saturate the dangling bonds in the QM region. All calculations were performed with the NWChem-PUPIL-Amber interface.
Compared to standard practice, in the QM/MM calculations, tightened SCF convergence criteria (energy, density and gradient < 10 -10 ) and an increased accuracy of the numerical quadrature grid for the XC potential were used. The NWChem program was modified to get the energy and forces from the output files with higher than customary precision (error introduced by parsing low precision real numbers in the output text files). Thus, the summation of all the forces on the QM particles and point charges were kept to an acceptably low value (∑Fi < 10 -9 ). Also, the initial guess Fock matrix was obtained from scratch using atomic densities at each MD step in order to avoid systematic bias that could lead to an additional energy drift. Fig. 4 typifies the energy fluctuations observed for the microcanonical ensemble MD simulations. The total energy drift is assumed linear with time, so it was quantified by fitting the total energy to a linear function, the slopes of which are reported as a stability measure in Table 2 . We also tabulate the root mean square fluctuations in the energy after removal of the linear drift term. This RMS term, namely, energy noise, provides a measure of the energy fluctuations that arise solely from the finite time step. The energy drift should be interpreted as zero unless the product of the drift rate and the total simulation time is significantly larger than the energy noise. 52 The results show that total energy drift of Cu-Ferritin simulation on a droplet using two AZs remains close to the energy obtained with a single AZ during the simulated time. Also, notice that the energy drifts obtained using standard MD simulations with the same test system and under the same conditions as maz-QM/MM MD simulation were -0.076 and -0.053 kcal mol -1 for the Cu-Ferritin and A16 on a droplet of water, respectively. Those values are very close to the hybrid simulations values listed in Table 2 . Moreover, the energy drifts obtained here are in agreement with those reported with similar QM/MM MD interfaces. 32, 53 Consequently, the inclusion of an additional active zone does not effect to the usual stability of QM/MM MD simulations without PBC. However, the inclusion of infinite images under PBC causes an increase in the total energy drift, such as is observed in the A16 system simulation. Nevertheless, the energy noise also increases, thereby making the noise-drift ratios similar to those for simulations without PBC. Observe that inclusion of long-range electrostatic interactions makes the drift increase modestly. The differences of the observed energy drift can be attributed to the unbalanced forces between MM and QM particles when PBC are used. However, for many MD applications using a thermostat an observed small energy drift on the NVE dynamics can be tolerated. The acetone-water test is a conventional MD calculation wherein each of the acetone molecules defines an independent QM subregion within the maz-QM/MM MD approach. Fig. 5 shows the temperature and total energy evolution during the last 6 ps of maz-QM/MM MD (hereafter quantum simulation) and MD (hereafter classical simulation) trajectories in a NVT ensemble after an equilibration period of 4 ps. No significant differences between the two simulations were observed. Fig. 5b shows that the maz-QM/MM MD method provides total energy conservation during the simulation with a standard deviation of 77.8 kcal mol -1 , whereas classical MD has a standard deviation of 77.0 kcal mol -1 . Similar behavior is observed for the temperature with averaged values of 297.9±4.0 K and 297.2±3.7 K for the quantum and classical simulations, respectively. Nevertheless, the quantum simulation shows a close and more pronounced maximum at 10 Å when compared with classical simulation, thus presents a bit more distributed location of acetone molecules. The RDF of water-hydrogen atoms around the carbonyl oxygen (gC=O...H(r)) is given in Fig. 6b . The RDF shows a large environment polarization in the maz-QM/MM MD simulation with two clear solvation layers around the carbonyl moiety. The first maximum is located at 1.85 Å, with two secondary and less pronounced maxima at 3.13 and 5.53 Å, respectively. Different behavior is observed in the classical simulation. It gives one clear solvation layer (dOH = 1.90 Å) but much less pronounced secondary solvation layers. The coordination numbers to the carbonyl moiety for both trajectories are 2.5 and 2.0 hydrogen atoms for the quantum and classical simulations, respectively. Those figures indicate a larger number of hydrogen bonding interactions in the quantum simulation. Similarly, the hydrogen bonding analysis (not shown), gives a larger occupancy percentage for the quantum simulation. In fact, the averages of distances of hydrogen bonds, which corresponds to the highest occupancy (>95%) during simulations, are 1.94 and 2.07 Å for the quantum and classical simulations, respectively. Observe that the former value is in agreement with the 1.961 Å reported for high level ab initio calculation on acetone-water clusters. This simple test, beside being a basic proof of principle, allowed us to determine the processes that become computational bottlenecks in the maz-QM/MM MD approach. Fig. 7 presents the time-consumption partition for each of the subprocesses in one step of QM/MM MD. One sees that on average 93.7% of the time consumption is consumed in the QM calculation, as expected, while the rest is used mainly building the quantum zone embedding. A more detailed analysis of percentages used in the different subprocesses, regardless of the QM calculation time, shows that the main bottleneck lies directly in the construction of the system environment (83.2%) while the electrostatic calculation consumes only about 2.8 % of the time. Thus, an increase of performance at each cycle should focus upon greater efficiency in building the quantum zone model. For the last simulation a metalloprotein with several welllocated AZs was tested. In this system, the metal ions help to stabilize the Cu-Ferritin cage structure. Thus, a simple relaxation that involves up to five active zones with metal ions of Cu-Ferritin was conducted as a proof of principle of the maz-QM/MM MD methodology. Table 3 lists the averaged distances between the metal ions and the atoms from the coordination group. Results are compared with the X-ray crystallographic data of the Cu-Ferritin cage. 22 Upon relaxation in explicit water, a little reorganization of some of the metal-coordination centers was observed. Indeed, the QM2, QM3, and QM4 AZs did not change much when are compared with experimental coordinates. However, the QM1 and QM5 AZs show some reorganization. Specifically, Cu204 in the QM1 region reduces the number of ligands (see Table 3 ) by means of an increase in the averaged distance to Glu107@OE2 atom (d = 3.30 Å). Also, the two calcium ions in the QM5 region are reorganized by exchanging ligands, so that ultimately the Ca206 is bonded with the Asp131 residue and Ca207 is bonded with Glu134 and Asp131 residues. Generally speaking, solvation effects on the active sites lead to stronger bonds with the main copper ligands and to weaker interactions with calcium ligands. This is evidenced by shortening and elongation of metal-ligand distances on the copper and calcium ions, respectively. The aqueous environment is playing an important role in the stability of the ions and metal-ligand distances. In fact, the solvation effect allows a larger number of coordination waters, in comparison with the crystallographic data, that stabilize the metal ions in addition to the amino acids side chains acting as ligands. Table 4 lists the coordination number (CN) and the number of water molecules that are situated within a cut-off of 3 Å to a given metal ion during the whole production simulation. The water molecules in the neighborhood of copper ions show distances of ~2 Å and lower. Also, a different coordination is observed, mainly due to steric hindrance, between the tetracoordinated copper ions on the QM1 AZ and the hexacoordinated copper ions on the QM2 and QM3 AZ's. Observed dM-O distances are close to the solvation structure of the free copper ion in water, which have a reported CN value of 6 with a distorted octahedral structure (req = 1.94 -2.1 Å, and rax = 2.27 -2.60 Å). 55 Different behavior is observed for the calcium ions, which present a higher coordination with the neighbor waters than copper ions. In fact, the total coordination number of the calcium ions with only one protein ligand, i.e. Ca205 and Ca206, is 8. However, steric hindrance on the Ca207 with two protein ligands leads a reduction to its CN. The CN values and distances from calcium ion to water oxygen atom are in agreement with the experimental data that show a high CN (6 -10) with reported distances of 2.39 -2.46 Å. 56 In addition to examining the coordination of copper ions in the central QM1 active zone we have further investigated the reduced electron density gradient (Fig. 8) using the NCIPlot program. 57, 58 This methodology is able to explain and identify easily the regions with strong and weak electron pairing. What it is shown is a large interaction between the Cu203 and the Glu27, Glu62 and His65 residues, whereas Cu204 exhibits two strong interactions with the Glu62 and Glu107 residues. These interactions are in agreement and further illustrate the results of averaged coordination distances list in Table 3 . In future studies, additional research around the coordination's stability and the role that different metal ions might play in the stability of the whole Cu-Ferritin cage structure, would be of interest. 
Conclusions
In this study, a feasible approach to run hybrid QM/MM molecular dynamics of very large molecular systems involving several interdependent active zones has been proposed and tested. The new maz-QM/MM MD scheme is based on the QM/MM MD method but instead of a large QM region, the system is partitioned into several unconnected QM active zones. A general molecular dynamics approach drives the simulation but parallel execution of multiple QM/MM techniques, one for each of the AZs are performed at each molecular dynamic step.
The maz-QM/MM MD scheme also incorporates the treatment of long-range electrostatic interactions among the AZs in conjunction with PBC by means of the Ewald summations methodology. These interactions have been shown to be necessary to predict the properties of condensed systems, especially those involving electrically charged AZs. Observe that the additional long-range interactions treatment does not introduce an excessive computational cost (2.8% of total ab initio step without the QM calculation).
As proofs of principle, we have tested our approach on three different systems. Energy stability was obtained in a NVE dynamics without PBC, whereas a little drift was observed for those systems when periodic boundary condition is considered. However, in many simulations a small drift on the hybrid simulations can be tolerated by means of using thermostats.
A single building block of the Cu-4His-ΔC* cage structure, a self-assembly of a 24-mer cage-like protein ferritin, has been successfully relaxed in explicit water by means of maz-QM/MM MD methodology. This method thus becomes a good candidate for addressing the dynamics of real systems in which there is an interrelationship among different AZs. The synergies among different active zones can be more easily explored using this approach. Concretely, it could facilitate the investigation of the steric effects and long-range effects on the protein environment, revealing the influence of conformational flexibility of proteins on the reaction mechanism, and helping to understand the effects of mutations on the enzymes structure, mechanisms and flexibility. The present study might be used for analyzing the stability of the Cu-4His-ΔC* cage, which holds about 120 AZs with about 50 of them involved on the self-assembly of protein.
