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Abstract 
Regression tree is more robust than linear regression method, primarily due to its capability 
of approximating complex non-linear relationships using a set of linear equations. The 
coarse resolution MODIS data were used as a predictor variable and as a training data, 22 
scenes of very-high resolution QuickBird satellite were employed. Stepwise Linear 
Regression (SLR)-selected variables produced good result with prediction error of 5.70 
percent and high correlation coefficient of 0.97. The zero percent tree covers wide areas in 
south-western parts of Asia, while 100 % tree distributed in south-eastern of Asia. This 
study also shows that regression tree method is more robust to overcome cloud problem 
existing in raw MODIS data, e.g. in the Equator areas.  
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1. Introduction 
 
Carbon dioxide (CO2) in the atmosphere is a greenhouse gas that contributes significantly to 
global warming [1]. One possible strategy to reduce the green house gases with great 
potential is to use trees to sequester CO2 [2]. The growing trees remove CO2  from the 
atmosphere through the process of  photosynthesis and store the carbon in plant structures 
[3]. Proportions of tree coverage are intended to be used within carbon models to improve 
our understanding of carbon dynamics at regional or global scales [4]. Different percent 
tree covers store different amounts of carbon and the changes in tree cover are used in the 
model to calculate annual changes of carbon [5][6]. Tree cover is the percentage of the 
ground surface area covered by a vertical projection of the outermost perimeter of the 
natural spread in the plants’ folliage; small openings in the crown are included [7].  
 
Previous studies to estimate tree cover percentage have utilized spectral mixture analysis 
(SMA) [8] and conventional linear regression techniques [9]. The SMA and linear 
regression techniques use linear model to approximate the relationship between spectral 
signal and canopy cover. However, such relationships are often very complex and highly 
variable, especially over large areas. A separate study of percent tree cover mapping was 
performed by the scientists from the University of Maryland (UM) using 500 m MODIS 
data [10]. This study applied regression tree method, which was subsequently modified by a 
stepwise procedure and bias adjustment. However, for training data, they used Landsat MSS 
(60 m) and TM (30 m) data where discrimination of tree and non-tree is relatively difficult. 
For each training data, each pixel was assigned one of four tree cover strata (0, 25, 50 or 
80 %). Therefore, high resolution images, such as IKONOS or QuickBird, are required for 
better discrimination between tree, herbaceous, grass, urban and bare in the mix-land cover 
areas e.g. in [11][12]. 
 
This study describes an effort to develop a method to map percent tree cover of Asia with 
very-high resolution of QuickBird images as the training data or predicted variable. The 
explanatory or predictor variables were extracted from MODIS data. The percent tree cover 
information in annual basis is an important parameter in order to implement the Kyoto 
Protocol as committed by the United Nations Framework Convention on Climate Change 
(UNFCC) [9]. The percent tree cover estimation was accomplished using regression tree 
method. The regression-tree method estimates a case’s target value in terms of its attribute 
values by constructing a model containing one or more rules, where each rule is a 
conjunction of conditions associated with a linear expression [13][14]. One advantage of the 
regression tree is the ability to effectively use proportion or continuous predictor data sets 
with different measurement scales [13].  
2. Study Site and Data Acquisition 
 
Fig. 1 Location of QuickBird scenes as training data 
 
The study site is Asia, ranges from 700 U to 120 S and 250 E to 1800 E and covering about 30 
percent of the global land area (Fig. 1). To cover large area with daily acquisition, the coarse 
resolution of MODIS/TERRA nadir BRDF-adjusted reflectance 16 day L3 global 1 km SIN 
grid product (MOD43B4NBAR) data (MODIS) with seven bands (band 1 - 7) starting from 
January 1 to December 31, 2003 were used as input. The MODIS data were acquired from 
USGS in 10°x10° of Latitude/Longitude format. This data were then mosaicked and 
reprojected into Geographic Latitude/Longitude to have the same projection as QuickBird 
data. The 16-day MODIS bands data were composite to 32-day (monthly) data using 
maximum value (MVC) formula [15].  In addition to these monthly data, NDVI, Enhanced 
Vegetation Index (EVI) [16] and Normalized Difference Soil Index (NDSI) [17] were also 
extracted from MODIS data. Land Surface Temperature (LST) 8-day composite 1-km with 
same period as MODIS 16-day was also included in the explanatory or predictor variables 
for estimating percent tree cover [18].  The LST data are required to stratify geographically 
between dry woodland and moist forest in Asia [19]. This LST data contains two time 
observations: day and night data. 
 
Table 1. QuickBird scenes employed in this study (22 scenes)  
Acquisition 
Date 
Center 
Coordinate 
Off-Nadir 
Angle Scene 
(Y/M/D) (Lat/Long) (degrees) 
GLC2000`s Land Cover Classes 
1 2003/06/05 35.17/139.86 27 Tree cover, needle-leaved, evergreen 
2 2003/06/05 35.66/140.03 27 Artificial surfaces and associated areas 
3 2003/06/14 33.93/107.28 14 Tree cover, broadleaved, deciduous, closed
4 2003/09/25 25.09/106.25 9 Shrub cover, closed-open, evergreen 
5 2004/01/28 25.60/95.75 8 Tree cover, broadleaved, evergreen 
6 2004/01/07 22.52/91.85 2 Shrub cover, closed-open, evergreen 
7 2002/12/04 22.14/89.16 5 Tree cover, regularly flooded, saline water
8 2002/12/01 19.10/84.20 11 Tree cover, broadleaved, evergreen 
9 2002/11/30 14.97/74.43 9 Tree cover, broadleaved, evergreen 
10 2004/02/02 21.12/70.92 4 Tree cover, broadleaved, deciduous, open
11 2003/10/14 18.64/42.08 13 Sparse herbaceous or sparse shrub cover
12 2002/07/10 48.56/46.38 4 Sparse herbaceous or sparse shrub cover
13 2004/08/03 62.68/40.90 10 Tree cover, broadleaved, deciduous, closed
14 2004/06/27 64.54/55.67 7 Tree cover, needle-leaved, evergreen 
15 2002/06/12 64.94/57.21 5 Tree cover, needle-leaved, evergreen 
16 2003/09/10 61.76/52.30 5 Tree cover, needle-leaved, evergreen 
17 2004/07/13 54.85/57.30 8 Tree cover, broadleaved, deciduous, closed
18 2002/07/19 56.57/85.71 10 Tree cover, broadleaved, deciduous, closed
19 2002/08/07 55.85/92.83 6 Tree cover, needle-leaved, evergreen 
20 2004/06/27 62.02/102.65 5 Tree cover, needle-leaved, deciduous 
21 2003/08/15 67.36/101.70 9 Bare areas 
22 2002/08/29 66.33/111.60 8 Tree cover, needle-leaved, deciduous 
 
For the training data, 22 scenes of QuickBird data were chosen to represent different land 
cover types according to Global Land Cover (GLC) 2000 map of Asia (Fig. 1 and Table 1) 
with each scene of QuickBird data covers an area of about 5 x 5 km in length and wide. 
QuickBird data is satellite imagery, which records high-resolution data in the visible and 
near-infrared range. The QuickBird data contains: multispectral data with 2.44 m resolution 
and panchromatic data with 0.60 m resolution. The multispectral bands are blue (450 – 520 
nm), green (520 – 600 nm), red (630 – 690 nm), and near infrared (760 – 900 nm). For this 
study, the QuickBird pan sharpened 0.61 cm resolution data were used. The list of 
QuickBird scenes employed in this study is described in Table 1. 
3. Methodology 
 
Modeling an empirical relationship between percent tree cover as a predicted variable and 
MODIS 1 km data as a predictor or explanatory variables was accomplished using 
regression tree methods. The models were then applied to all pixels in a mapping area to 
produce a per-pixel estimation of a percent tree cover over Asia. This method quantifies the 
spatial distribution of tree cover as a continuous variable from 0 to 100%, and offers a 
repeatable technique to characterize percent tree cover for global area.  
 
The main approach in this study consists of four steps:  
1. Deriving percent tree data from very-high resolution QuickBird images using 
unsupervised clustering or supervised classification and visual interpretation,  
2. Constructing predictor variables such as surface reflectance, NDVI, EVI, NDSI, and 
LST derived from MODIS data,  
3. Selecting the potentially most useful predictor variables based on Cp statistics, and 
finally 
4.  Extrapolating spatially the developed models from Cubist to the entire 1-km MODIS data 
of Asia using National Land Cover Database (NLCD) mapping tool [20]. Fig. 2 
illustrates the regression tree method applied in this study. 
 
Percent tree covers, which then will be used as the ground truth data, from QuickBird scenes 
were obtained firstly, by clustering or supervised classification method. Then, this result will 
be refined by on-screen digitizing method in the areas where tree and non-tree were difficult 
to be separated each other. The predictor variables were extracted from monthly-composited 
MODIS data that consists of surface reflectances of band 1 to band 7, NDVI, EVI, NDSI 
and LST starting from January 1 to December 31, 2003. The selection of possible predictor 
variables is often a difficult process and expert knowledge is required. For this purpose, 
Stepwise Linear Regression (SLR) method [21] from S-PLUS [22], which is one of the 
classification and regression tree software, was accomplished and Cp statistic for each 
variable was examined. The SLR method selects the best subset of predictor variables to be 
employed in regression tree model using a stepwise procedure, which repeatedly altering the 
model at the previous step by adding or removing a predictor variables [21]. Cp statistic 
provides a convenient criterion for determining whether a model is improved by adding and 
dropping the predictor variables [22]. The Cp statistic specifies which predictor variables are 
significantly relevant to percent tree cover prediction. The Cp statistics is expressed in [21] 
as: 
                                                     Cp = p + 2
22 ))((
σ
σ−− pspn                                               (3) 
where n is the number of observations (number of training data), p is the number of 
coefficients (number of predictor variables plus one), 2ps  is the mean square error (MSE) of 
the prediction model, and 2σ  is the minimum MSE among the possible models which is the 
best estimate of the true error [21][22]. The best-selected predictor variables were then used 
for constructing model in Cubist by analyzing the relationships within the data and created 
an appropriate regression tree and rule set.  
 
For evaluating the developed model, a total of 125 cells were separated from the total 
ground truth data (526 cells) in order to validate the model. The rules created from the 
developed model in Cubist were then extrapolated spatially to the entire 1-km MODIS data 
to produce a final percent tree cover map of Asia using NLCD mapping tool (see Fig. 2). 
The rules were applied according to the pixel values within the corresponding input imagery 
of predictor variables.  
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Fig. 2 Cloud contamination reduction and regression tree methods applied in 
this study. 
4. Results and Analysis 
The preliminary result of this study using only surface reflectances variables as predictor. 
With SLR-selected variables, the predictor variables were ordered in term of the months 
relevance to the percent tree cover estimation based on its Cp statistics. The higher Cp 
values compared to their initial Cp models means the more relevant variables for prediction 
(Table 2). The predictor variables with the Cp values greater than the Cp initial model were 
then included in developing model using Cubist. The Cp statistic for all significant 
variables are shown in Table 2 and it reveals that the Cp statistics varies depending on the 
variables selected for tree cover prediction. 
 
Table 2. Selected predictor variables using SLR method for surface reflectances 
Predictor Variable        Months 
Surface reflectances Jan (b3, b5,  b7), Feb (b5, b6), Mar (b3, b5, b6, b7), 
Apr (b1, b2, b7), May(b1, b2, b4, b5, b6, b7), Jun(b5, 
b6), Jul(b2, b4, b7), Aug(b2, b4, b5, b6, b7), Sep(b1), 
Oct(b1, b3), Nov(b6, b7), Dec (b1, b3, b4, b5, b6, b7) 
 
The percent tree cover map resulted from SLR-selected variables method is shown in Fig. 3. 
The values range from 0 to 100 %. The zero percent tree covers wide areas in south-
western parts of Asia, while 100 % tree distributed in south-eastern of Asia. Low 
percentage of tree cover distributed also in the northern part of Asia and the central parts of 
Asia with the percentage ranges from 0 to 30 %. This figure shows also the percentage of 
tree covers in areas with frequently covered by cloud in raw MODIS data, e.g. in the 
 
Fig. 3  Final percent tree cover map for Asia using SLR-selected variables.  
Equator areas. With regression tree method such areas were resolved based on surface 
reflectance values from other cloud-free months. This advantage is important for frequent 
global forest/tree cover change study. 
 
Validation of the regression tree result was made through validation cells (a total 125 cells) 
The validation cells were selected from the ground truth data based on a stratified random 
sampling method and also contain percent tree cover values ranging from 0 to 100 % (Table 
3). The prediction model derived from SLR-selected variables produced a low prediction 
error (5.70%) and contributes significantly to depict percent tree cover mapping. Table 3 
also demonstrates a high correlation coefficient for this result (0.97). The future of this study 
will use all predictor variables as described in the previous parts. 
 
Table 3. Prediction error and correlation coefficient for SLR-selected variables 
Predictor Variables Prediction 
Errors (%)
Correlation 
Coefficients (R2) 
SLR-selected variables 5.70 0.97 
 
5. Conclusions 
The very-high resolution QuickBird data is an improvement for depicting a continuous 
percent tree cover of training data. From accuracy measurement demonstrated that SLR-
selected variables produced good result with prediction error of 5.70 % and high correlation 
coefficient of 0.97. The zero percent tree covers wide areas in south-western parts of Asia, 
while 100 % tree distributed in south-eastern of Asia. Low percentage of tree cover 
distributed also in the northern part of Asia and the central parts of Asia with the percentage 
ranges from 0 to 30 %. The result shows also the percentage of tree covers in areas with 
frequently covered by cloud in raw MODIS data, e.g. in the Equator areas. The regression 
tree is an advance as well, in that it can handle the non-linear relationships in the training 
data. 
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