Akaike's information criterion (AIC) is a measure of the quality of a statistical model for a given set of data. We can determine the best statistical model for a particular data set by the minimization of the AIC. Since we need to evaluate exponentially many candidates of the model by the minimization of the AIC, the minimization is unreasonable. Instead, stepwise methods, which are local search algorithms, are commonly used to find a better statistical model though it may not be the best.
Introduction
Selecting the best statistical model from a number of candidate statistical models for a given set of data is one of the most important problems solved in statistical applications, e.g. regression analysis. This is called variable selection. The purposes of variable selection are to provide the simplest statistical model for a given data set and to improve the prediction performance while keeping the goodness-of-fit for a given data set. See [8] for more details on variable selection.
In variable selection based on an information criterion, all the candidates are evaluated by the information criterion and select a statistical model by using those evaluations. Akaike's information criterion (AIC) is one of the information criteria and proposed in [3] . An AIC value is computed for each candidate, and the model whose AIC value is the smallest is selected as the best statistical model. Since we often need to handle too many candidates of statistical models in practical applications, the global minimization based on AIC is not practical. Instead of the global minimization, stepwise methods, which are local search algorithms, are commonly used to find a statistical model which has as small AIC as possible, but it may not be the smallest.
The contribution of our study is to propose a branch and bound search algorithm for a mixed integer nonlinear programming (MINLP) formulation of the minimization of AIC in linear regression by Miyashiro and Takano [12] . Miyashiro and Takano [12] propose a mixed integer second-order cone programming (MISOCP) formulation from the MINLP formulation and solve the resulting problems by CPLEX [9] , while we propose procedures to find lower and upper bounds of the MINLP problems and define branching rules for efficient computation. In addition, we provide an implementation to solve it efficiently via SCIP. SCIP is a mathematical optimization software and a branch-and-bound framework. SCIP has high flexibility of user plugin and control on various parameters in the branch-and-bound framework for efficient computation. We also propose an efficient computation for a set of data which has linear dependency. By applying our proposed method to benchmark data sets in [16] , we can obtain the best statistical models for some of them. Our implementation is available at [18] .
We introduce some related work. Miyashiro and Takano [12] propose a MISOCP formulation for variable selection based on some information criteria in linear regression. Bertsimas and Shioda [6] and Bertsimas, King and Mazumder [5] provide a mixed integer quadratic programming (MIQP) formulation for linear regression with a cardinality constraint. Their formulation is available to our problems by fixing the number of explanatory variables. We compare our proposed method with MIQP and MISOCP formulations, and observe that our proposed method outperforms MIQP and MISOCP formulations.
The organization of this manuscript is as follows: We give a brief introduction of linear regression based on AIC in Section 2. We introduce the MINLP formulation of the AIC minimization and ways to find lower and upper bounds used in the branch-and-bound framework in Section 3. Section 4 introduces techniques for more efficient computation, e.g. branching rules and treatment on data which has linear dependency. We present numerical results in Section 5. In particular, we show the numerical comparison with MISOCP and MIQP formulations. In addition, we present numerical performances of branching rules proposed in subsection 4.4. We discuss future work of our proposed method in Section 6. This manuscript is a full paper version of [10] .
Preliminary on Akaike's information criterion in linear regression
We explain how to select the best statistical model via AIC in linear regression analysis. Linear regression is a fundamental statistical tool which determines coefficients β 0 , . . . , β p ∈ R for the following equation from a given set of data:
Here x 1 , . . . , x p and y are called the explanatory variables and the response variable respectively. In fact, we adopt coefficients β 0 , . . . , β p which minimize n i=1 ǫ 2 i for a given set of data (x i1 , . . . , x ip , y i ) ∈ R p × R (i = 1, . . . , n), where ǫ i is the ith residual and defined by
Variable selection in linear regression is the problem to select the best subset of explanatory variables based on a given criterion. In statistical applications, a preferred model keeps the goodness-of-fit for a given data set, and contains as a few unnecessary explanatory variable as possible. In fact, unnecessary explanatory variables may add the noise to the prediction based on the statistical model. As a result, the prediction performance of the model may get worse. In addition, we need to observe and/or monitor more data for unnecessary explanatory variables, and thus will spend more cost due to the unnecessary explanatory variables.
Akaike's information criterion (AIC) is one of criteria for variable selection and proposed in [3] . AIC is used as a measure to select the preferred statistical model in all candidates. The statistical model whose AIC value is the smallest is expected as the preferred statistical mode. In linear regression analysis, this selection corresponds to the selection of a subset of the set of explanatory variables in (1) via AIC. More precisely, for a set S ⊆ {1, . . . , p} of candidates of explanatory variables in the statistical model (1), AIC is defined in [3] as follows:
where β = (β 0 , . . . , β p ) ∈ R p+1 , #(S) stands for the number of elements in the set S and ℓ(β, σ 2 ) is the log-likelihood function.
Computing AIC values for all subsets S of the explanatory variables in (1), we can obtain the best AIC-based subset. However, since the number of subsets is 2 p , the computation of all subsets is not practical. Under assumption that all the residual ǫ i are independent and normally distributed with the zero mean and variance σ 2 , the log-likelihood function can be formulated as
We focus on the first term in (2) to simplify (2) . Let S be a set of candidates of explanatory variables in (1) . By substituting β j = 0 (j ∈ {1, . . . , p} \ S) to the objective function, the first term can be regarded as the unconstrained minimization. Thus minimum solutions satisfy the following equation
From this equation, we obtain σ 2 = 1 n n i=1 ǫ 2 i . Substituting this equation to (2), we simplify (2) as follows:
+ 2(#(S) + 2) + n (log(2π/n) + 1) .
We use (3) to provide our MINLP formulation of the minimization of AIC in the next section.
The following lemma ensures that the minimization in the first term of (3) has an optimal solution with a finite value.
Lemma 2.1. For any subset S ⊆ {1, . . . , p}, the minimization in the first term of (3) has an optimal solution with a finite value.
Proof. Since the logarithm function has the monotonicity, the optimal solution of the minimization in the first term of (3) is also optimal for the following unconstrained quadratic problem:
Since the objective function of (4) is bounded below, it follows from [7, Section 9.1.1] that (4) has an optimal solution.
MINLP formulation for the minimization of AIC
We provide the minimization of AIC(S) over S ⊆ {1, . . . , p} by the following MINLP formulation:
+ 2k :
Here the last constraints represent the logical relationships, i.e. β j has to be zero if z j = 0. This formulation is provided in [12, eq. (22) -(25)]. Next we provide a procedure to find a lower bound of the subproblem of (5) at each node in the branch-and-bound tree. Some variables z j in (5) are fixed to zero or one at each node of the tree. We define the sets Z 0 , Z 1 and Z for a given node as follows:
. . , p} : z j is fixed to 1}, Z 0 = {j ∈ {1, . . . , p} : z j is fixed to 0}, Z = {j ∈ {1, . . . , p} : z j is not fixed}.
We remark that Z 1 ∪ Z 0 ∪ Z = {1, . . . , p} and that each set is disjoint with one another. In other words, we can uniquely specify a node in the branch-and-bound search tree by Z 1 , Z 0 and Z. We denote the node by V (Z 1 , Z 0 , Z). Then the subproblem at the node V (Z 1 , Z 0 , Z) is formulated as follows:
By relaxing the integrality of variables z j in (6), we obtain the following relaxation problem:
Moreover we consider the following problem by eliminating all the logical relationships and all the z j :
It should be noted that the optimal value of (8) is the same as the optimal value of (7). Hence we deal with (8) as the relaxation problem of (6) . In fact, for the optimal solution β * of (8), we construct a sequence {(β N , z N )} ∞ N =1 as follows:
is feasible for (7) for all N ≥ 1. It is sufficient to prove that the objective value θ N of (7) at (β N , z N ) converges the optimal value θ * of (8) as N goes to ∞. Since we have
the right-hand side converges to θ * as N goes to ∞. This implies that the optimal value of (8) is the same as the optimal value of (7). Although the objective function of (8) contains the logarithm function, we can freely remove the constant 2#(Z 1 ) and the logarithm by the monotonicity of the logarithm function in (8) , and thus obtain the following problem from (8):
Since (9) is the unconstrained minimization of a quadratic function, we can obtain an optimal solution of (9) by solving a linear system. In our implementation, we call dposv, which is a built-in function of LAPACK [4] for solving the linear system. We denote the optimal value of (9) by ξ * . The optimal value of (8) is n log(ξ * ) + 2#(Z 1 ), which is used as a lower bound of the optimal value of (6). We provide a procedure that constructs a feasible solution of (5) and computes an upper bound of the optimal value of (5). For this we use an optimal solutionβ ∈ R p+1 obtained after solving (9) . We definẽ
It is easy to see that (β j ,z j ,ǫ i ,k) is feasible for (5) and the objective value is n log(ξ * ) + 2#(Z ∪ Z 1 ). If the objective value is smaller than the current best upper bound, then we update the current best upper bound. Finally, we give another understanding for our proposed formulation and propose an efficient computation based on this understanding.
• Since we can regard (9) as linear regression whose explanatory variables are in Z 1 ∪ Z, the computation of the lower bound from (9) corresponds to the computation of the value AIC(Z 1 ∪ Z) − 2#(Z), while the upper bound corresponds to the AIC value of the statistical model whose explanatory variables are in Z 1 ∪ Z, i.e. AIC(Z 1 ∪ Z). Therefore, our proposed method computes the AIC value of the the statistical model with Z 1 ∪ Z at each node V (Z 1 , Z 0 , Z), up to constant term 4 + n(log(2nπ) + 1) of (3). In summary, we consider that our proposed method branches and prunes the branch-and-bound search tree efficiently by using this understanding.
• The statistical package leaps [11] in R [14] adopts the branch-and-bound scheme in a similar manner. A QR decomposition is exploited at each node in the branch-andbound search tree. In particular, leaps solve a linear system effectively by using the QR decomposition obtained at its parent node.
leaps finds the best statistical model much faster than our proposed method for data sets whose p is less than or equal to 32 and which do not have linear dependency introduced in subsection 4.2. If the data set has linear dependency, leaps does not work effectively, while our proposed method works more efficiently by using the linear dependency in data sets. This technique will be discussed in Section 4.2.
• We provide an efficient computation of lower and upper bounds based on this understanding. We assume that we obtain the lower and upper bounds at a node V (Z 1 , Z 0 , Z). Then we do not need to solve (9) at its child node V (Z 1 ∪ {j}, Z 0 , Z \ {j}), where j ∈ Z. This node is generated by branching z j = 1 at the node V (Z 1 , Z 0 , Z). In fact, since we have (Z 1 ∪ {j}) ∪ (Z \ {j}) = Z 1 ∪ Z, the relaxation problem (9) at the child node V (Z 1 ∪ {j}, Z 0 , Z \ {j}) is equivalent to one at the node V (Z 1 , Z 0 , Z). Thus the upper bound at the child node is the same as one at the node V (Z 1 , Z 0 , Z), and the lower bound is the lower bound computed at the node V (Z 1 , Z 0 , Z) plus two because of 2#(Z 1 ∪ {j}) = 2#(Z 1 ) + 2.
Some techniques to improve the numerical performance
We describe some techniques to improve numerical performance to solve (5).
SCIP
In order to implement our proposed method, we use SCIP [2, 13, 17] , which is a mathematical optimization software and a branch-and-bound framework. In fact, it has high user plugin flexibility which helps to solve (5) efficiently. We implement a procedure, which is called relaxator or relaxation handler, to obtain lower bounds as in Section 3. In addition, we also implement procedures to compute upper bounds via a method based on stepwise methods discussed in subsection 4.3 and to define branching rules described in subection 4.4.
Handling the linear dependency in data
We illustrate that we can efficiently compute the optimal value of (5) by using the linear dependency in data. Although linearly independent data is often the assumption in standard statistical textbooks, practical data has often linear dependency, e.g. servo and auto-mpg in UCI Machine Learning Repository [16] . For a set of given data (x i1 , . . . , x ip , y i ) ∈ R p × R (i = 1, . . . , n), we denote
We say that data has linear dependent variables if the vectors x 0 , x 1 , . . . , x p ∈ R n are linearly dependent.
From the definition of the linear dependency in data, we can reduce the computational cost for solving (9) when the data has linearly dependency. At a node V (Z 1 , Z 0 , Z), if there exists a subset S ⊆ Z 1 ∪ Z such that the vectors {x k : k ∈ S ∪ {0}}, we can fix one of variables z j in j ∈ S ∩ Z to zero. In fact, since we have j∈S∪{0} α j x j = 0 for some (α j ) j∈S∪{0} = 0, we can removes one variable z j by substituting this equation to (9) . This implies that the number of variables in (9) decrease, and thus we solve the linear equation with a fewer variables.
Moreover we can prune some nodes efficiently by using the linear dependency. The following lemma ensures that we do not need to branch z q = 1 for some q ∈ Z if the data has the linear dependency. Thus we need to handle only z q = 0 in this case.
Lemma 4.1. Assume that in (6) , there exists q ∈ Z such that the vector x q and vectors {x j : j ∈ Z 1 ∪ {0}} are linearly dependent. Then an optimal solution of (6) satisfies z q = 0.
Proof. Let (β j ,z j ) be an optimal solution of (6), and θ * be the optimal value of (6). Suppose thatz q = 1. It follows from the assumption that there exists α j ∈ R (j ∈ Z 1 ∪ {0}) such that (α j ) j∈Z 1 ∪{0} = 0 and
Then the following solution (β j ,ẑ j ) is also feasible for (6):
The objective value of (6) at (β j ,ẑ j ) is θ * − 2, which contradicts the optimal value θ * .
A given set of data which has linear dependency satisfies the assumption of Lemma 4.1. In fact, there exists a subset S ⊆ {1, . . . , p} such that the vectors {x k : k ∈ S ∪ {0}} are linearly dependent. Hence Lemma 4.1 ensures that we do not need to generate a child node by branching z q = 1 at a node V (Z 1 , Z 0 , Z) when q ∈ S ∩ Z and S \ {q} ⊆ Z 1 .
In addition, if there exists a subset S ⊆ {1, . . . , p} such that for every j ∈ S, the vectors {x k : k ∈ {0}∪(S \{j})} are linearly dependent, then we can prune some nodes before applying our proposed method to (5) . In fact, it follows from the assumption on S that for every j ∈ S we do not need to branch z j = 1 at the node V (Z 1 , Z 0 , Z). This implies that optimal solutions of (5) satisfy the following linear inequality:
By adding this inequality in (5), we do not generate any nodes in which S ⊆ Z 1 hold. We execute a greedy algorithm in Algorithm 1 to find a collection C of such sets S.
Algorithm 1:
We remark that the linear equation (10) has a unique solution because the matrix (x k ) k∈S∪{0} is of full column rank.
Computation of upper bounds based on stepwise methods
Although we mainly use the procedure described in Section 3 to compute upper bounds, we also use the stepwise methods with forward selection (SW + ) and backward elimination (SW − ). SW + starts with no explanatory variables and adds one explanatory variable at a time until the AIC value does not decrease. More precisely, for the current set S of explanatory variables, we choose an explanatory variable whose the AIC value AIC(S ∪ {j}) is minimized over j ∈ {1, . . . , p}\S. SW − is just the reverse of SW + . It starts with all explanatory variables and remove one explanatory variable at a time until the AIC value does not decrease. Note that since these methods add or remove one explanatory variable at a time, they may miss the best statistical model. In this sense, we can say that they are local search algorithms for variable selection.
We describe our heuristics to computer an upper bound in more details in Algorithm 2. To this end, we define S ⊆ Z 1 ∪ Z for subproblem (6) and consider the following problem:
We denote the optimal value and an optimal solution of (11) byθ S and (β S ,z S ), respectively.
Algorithm 2:
Stepwise methods to compute an upper bound Input: Z 1 , Z 0 and Z Output: A feasible solution (β, z) of (6) /* Stepwise method with forward selection
Find j ∈ Z \ S such thatθ S∪{j} is minimized over all j ∈ Z \ S; S ←− S ∪ {j}; end /* Stepwise method with backward elimination
We remark that an optimal solution of (11) is feasible for the subproblem (6) if Z 1 ⊆ S. Since S always contains Z 1 in Algorithm 2, the returned solution (β, z) is feasible for (6) . In addition, we set Z 1 as the initial set of SW + instead of the empty set because we execute Algorithm 2 at the node V (Z 1 , Z 0 , Z). Similarly, we set Z 1 ∪ Z as the initial set of SW − . These are different from the original stepwise methods.
In statistical applications, instead of finding the global minimum of (5), stepwise methods, which are local search algorithms, are commonly used in practice. In fact, they often find a better statistical model and work effectively in our implementation. However since stepwise methods spend more computational costs than the procedure described in Section 3, we apply Algorithm 2 to only subproblem (6) at the node whose depth from the root node is less than or equal to 10 in our implementation.
Most frequent branching and Strong branching
We define two branching rules for variables z j to improve the performance of our implementation. The first one is called most frequent branching and uses all stored feasible solutions in the procedure to compute upper bounds. The second one is called strong branching. This is based on the strong branching rule in [1, Section 5.4 ]. We propose a more efficient computation for the strong branching rule than [1] . We will show the numerical comparison with branching rules implemented in SCIP in subsection 5.2. We will observe from the numerical results that most frequent branching is effective for a set data which has linear dependency, while strong branching is effective for a set data which does not have linear dependency.
The most frequent branching is based on the tendency that some explanatory variables adopted for the best statistical model are also used in statistical models whose AIC value is close to the smallest AIC value. By branching variables z j in (6) which correspond to such explanatory variables, we can expect that (6) at the node generated by z j = 0 is pruned as early as possible. To find such explanatory variables, we use feasible solution stored in our procedure to compute upper bounds. We describe the most frequent branching rule at the current node in Algorithm 3.
Algorithm 3: Most frequent branching rule
Input: A positive integer N , a set Z of unfixed variables in the node and all feasible solutions of (5) found from the root node through the current node Output: J ∈ Z Choose N feasible solutions (β 1 , z 1 ), . . . , (β N , z N ) out of all stored feasible solutions; /* Here (β i , z i ) is a feasible solution of (5) whose objective value is the ith smallest in all the stored solutions */ for j ∈ Z do Compute score value s j defined by s j = #(T j ), where T j = {ℓ ∈ {1, . . . , N } : z ℓ j = 1}; end return J ∈ Z with s J = max j∈Z {s j };
We observe in our preliminary numerical experiment that the obtained lower bound at the child node generated by z J = 0 tends to be relatively bigger and that the pruning process tends to work earlier in comparison to branching rules of SCIP. As a result, our proposed method with the most frequent branching rule often visits a fewer nodes in the branch-and-bound tree.
In the strong branching rule, we compute lower bounds for all possible branching z k = 1 and z k = 0, and choose index k ∈ Z so that the lower bound is maximized in all computed lower bounds. More precisely, for the subproblem (6) at a node V (Z 1 , Z 0 , Z) and k ∈ Z, the relaxation problem of the subproblem branched by z k = 1 and z k = 0 can be formulated as (12) and (13) as follows, respectively.
Since we have (Z \ {k}) ∪ (Z 1 ∪ {k}) = Z ∪ Z 1 , the optimal value of (12) for all k ∈ Z is θ * + 2, where θ * is the optimal value of (8) at a node V (Z 1 , Z 0 , Z). Hence we select an index k ∈ Z only from all optimal values θ * k of (13) . We describe the strong branching rule at the current node in Algorithm 4.
Algorithm 4: Strong branching rule
Input: Subproblem (6) in the node V (Z 1 , Z 0 , Z) Output: J ∈ Z for k ∈ Z do Solve (13) with k and obtain optimal value θ * k ; end return J ∈ Z with θ * J = max k∈Z {θ * k };
Numerical experiments
We implement our approach and procedures discussed in Sections 3 and 4, and apply our implementation 1 to benchmark data sets in [16] . We apply our implementation to standardized data sets, i.e. the data is transformed to have the zero mean and unit variance. Note that the standardized data has also linear dependency even if we apply the standardization to the original data which has linear dependency. The specification of the computer is CPU : 3.5 GHz Intel Core i7, Memory : 16GB and OS : OS X 10.9.5. In subsections 5.1 and 5.3, we adopt the most frequent branching rule for data which has linear dependency, while we adopt the strong branching for data which does not have linear dependency. In subsection 5.2, we discuss the reason why we use the different branching rules.
Comparison with stepwise methods and MISOCP approach
We compare our proposed method with stepwise methods (SW + and SW − ) and the MISOCP approach proposed in [12] via CPLEX [9] . This approach is also obtained from (5) . Although the objective function of (5) is non-convex, the difficulty due to the non-convexity is overcome by using the identity exp(log(x)) = x and the monotonicity of the exponential function exp(x). See [12, Section 3.2] for the detail. The resulting problem is formulated as MISOCP and is tractable by CPLEX. Table 1 shows the summary of numerical comparisons. The mark • in the first column indicates that the data has linear dependency. The second, third, and sixth columns indicate the numbers of data, the explanatory variables in the statistical model (1) , and the ones in the models found by using each method. The fifth column indicates the obtained AIC values by each method. The values with the bold font are the best among four values. The seventh column indicates the cpu time in seconds to compute the optimal value. ">5000" means that the corresponded method cannot find the optimal value within 5000 seconds. The last column indicates the gap in the percent as follows: gap = upper bound − lower bound max{1, |upper bound|} × 100.
It should be noted that if the gap is sufficiently close to zero, then the obtained value is optimal. MINLP, MISOCP, SW + and SW − indicate the results obtained by our proposed method, MISOCP approach and the stepwise method with forward selection and backward elimination, respectively. We observe the following from Table 1 .
• MINLP computes the optimal value much faster than MISOCP. MINLP finds smaller AIC values than MISOCP even when MINLP cannot find them within 5000 seconds.
• The AIC value obtained by SW + or SW − is equal to one by MINLP, i.e. crime and forestfires. In fact, as we mentioned in subsection 4.3, we use stepwise methods in some nodes in our implementation. This implies that our procedure to compute an upper bound discussed in Section 3 cannot find better feasible solutions than ones by the stepwise methods.
Comparison of branching rules
We compare the numerical performance of the most frequent branching and strong branching with branching rules implemented in SCIP. In Table 2 , Std, MFB and SB stand for numerical results by the branching rules in SCIP, the most frequent branching rule and the strong branching rule. The sixth column indicates the number of visited nodes by our proposed method with the applied branching rule. The values with the bold font are the best among three values. We observe from Table 2 :
• The most frequent branching rule works more effectively than other ones for sets of data which have linear dependency. In fact, the gap by the most frequent branching rule is the smallest and the computation time is the shortest. In addition, The number of the visited nodes by the most frequent branching is also smaller than other branching rules. In contrast, the strong branch is more efficient than other branching rules for data which do not have linear dependency.
• For p ≤ 32, the gap obtained by the best branching rule is the smallest in three branching rules, though it visits fewest nodes in the branch-and-bound tree. This means that the best branching computes tighter lower bounds than other branching rules.
• These are the reasons why we use different branching rules in Tables 1 and 3 .
Comparison with MIQP formulation
Bertsimas and Shioda [6] and Bertsimas et al [5] provide a mixed integer quadratic programming (MIQP) formulation with a cardinality constraint for linear regression. Their formulation is available to the minimization of AIC by fixing the number of explanatory numbers from 0 to p. In fact, the minimization can be equivalently reformulated as follows:
Since each inner optimization problem in (14) can be formulated as a MIQP problem, we can obtain the best statistical model by solving all (p + 1) optimization problems. In this subsection, we introduce a MIQP formulation by Bertsimas and Shioda [6] and Bertsimas et al [5] for the inner optimization problems in (14) . In addition, we provide a more efficient algorithm than this naive algorithm and compare the algorithm with our proposed method. Each inner optimization problem in (14) can be reformulated as follows:
For any fixed k, since the logarithm function in (15) has the monotonicity, we can find an optimal solution (15) by solving the following quadratic programming problem:
(16) is a MIQP formulation. We denote the optimal value of (16) by η * k . If (16) is infeasible, we set η * k = +∞. Then the optimal value of inner problem (15) with k is n log(η * k ) + 2k. Therefore we obtain the optimal value and solution of (14) by computing all optimal values of (15) for k = 0, . . . , p. We describe the naive algorithm in Algorithm 5. (5) Output: An optimal solution of (5) for k → 0 to p do Find the optimal value η * k and an optimal solution (β * k , z * k ) of (16) with k; end Find an index K with θ * K = min k=0,...,p {n log(η * k ) + 2k}; return (β * K , z * K ); The following lemma ensures that we can find an upper bound of k if we have a feasible solution of (3).
Lemma 5.1. Letθ ∈ R p+1 be the optimal value of the following optimization problem:
In addition,θ is the objective value of (5) at a feasible solution of (5) . Then any optimal solution (β * , z * ) of (5) satisfies
Proof. Let θ * be the optimal value of (5) and (β * , z * ) be an optimal solution of (5). Then we haveθ
and thus we have p j=1 z * j ≤ (θ −θ)/2. Since z * j is integer, we obtain the desired result.
We describe an algorithm based on Lemma 5.1 in Algorithm 6. 
We give details on our numerical experiment.
We solve (15) by CPLEX. In particular, since the last constraints in (15) represent the logical relationship between z j and β j , we use indicator implemented in CPLEX to represent these constraints.
We add linear inequalities in (15) by applying Lemma 4.1 to (15) when a given set of data has linear dependency. See subsection 4.2 for the detail.
We also solve optimization problems obtained by replacing the constraint (15) . In Table 3 , "Fast≤" indicates that we solve those problems in Algorithm 6, while "Fast=" indicates that we solve (15) in Algorithm 6. By this replacement, we can use an optimal solution (β * k , z * k ) of the optimization problem with k to compute an upper bound of the optimization problem with k + 1.
We terminate if the corresponded method cannot find the best AIC value within 5000 seconds. In addition, the values with the bold font are the best among four values except for ">5000" in the last column.
We provide numerical results on our proposed method, Algorithms 5 and 6 in Table 3 . We observe the following from Table 3: • MINLP outperforms MIQP approaches. In particular, for larger p, MINLP obtains much better AIC values than MIQP approaches although all approaches cannot solve within 5000 seconds.
• The performance of Fast≤ is similar to Fast=, though Fast≤ uses an initial upper bound.
Conclusion
We propose the MINLP formulation (5) of AIC minimization for linear regression, and implement it by using SCIP. We formulate an unconstrained optimization problem (8) relaxation problem of the subproblem (6) . As a result, a lower bound can be computed by solving a linear equation at each node. In addition, an upper bound is the lower bound plus a constant, and a feasible solution is generated from a solution after solving the relaxation problem (8) .
We implement this procedure with SCIP because it has the high flexibility in the user plugin. In fact, we implement a relaxator to compute lower and upper bounds, and two branching rules to prune subproblems efficiently. In addition, our implementation efficiently prunes and branches subproblems by using linear dependency in data set and two branching rules. As a result, we can obtain the best statistical models (1) for p ≤ 32. In addition, we observe that our implementation outperforms MISOCP approach [12] and MIQP approaches [6, 5] in our numerical experiments.
Future work involves to apply our implementation to data sets with larger p and/or n. A possible choice to accomplish this involves the use of parallel computation via ParaSCIP and FiberSCIP [15] . Secondly, various non-AIC information criterion, e.g. BIC and HannanQuinn information criteria are already proposed. By changing the objective function in (5), our proposed method can be applied to these information criteria as well.
