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ABSTRACT
We present complete solutions of K-matrix for the quantum Mikhailov-Shabat
model. It has been known that there are three diagonal solutions with no free pa-
rameters, one being trivial identity solution, the others non-trivial. The most general
solutions which we found consist of three families corresponding to each diagonal so-
lutions. One family of solutions depends on two arbitrary parameters. If one of the
parameters vanishes, the other must also vanish so that the solutions reduces to triv-
ial identity solution. The other two families for each non-trivial diagonal solutions
have only one arbitrary parameter.
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I. Introduction
The Yang-Baxter equation whose solution is called R-matrix appears frequently in
physics, eg., factorizable scattering theory on a line and solvable lattice models.
The actual adaptation of R-matrix to each of these theories requires some more
ingredients.
In the factorizable scattering theory, the solutions of the Yang-Baxter equation
can be used to compute the S-matrix, which is given by R-matrix multiplied by
overall factor chosen to satisfy crossing relation and unitarity, etc. Here the spectral
parameter is related with coupling constant as well as the rapidity parameter of the
particles and the deformation parameter is related with coupling constant. In the
solvable lattice theory, the L-operator is given by R-matrix and the bulk Hamiltonian
can be computed from transfer matrix which is given by the trace of products of L-
operators.
Generalization of factorizable scattering theory to a half-line lead to the discov-
ery of the reflection equation whose solution is called K-matrix[1]. This equation
describes interactions related with boundary. By similar way as in the bulk theory,
boundary S-matrix can be computed from K-matrix[2, 3]. This idea was also used
to prove the quantum integrability of open spin chains in the framework of quan-
tum inverse scattering theory[4]. This gives us the Hamiltonian including boundary
terms.
At the early stage of development, the solutions of the Yang-Baxter equation were
computed in a rather direct way, ie., by solving the functional equations component-
wise. The substantial number of solutions were compiled in Ref.[5] before the general
algebraic solutions were incidentally obtained[6, 7, 8].
The most general non-diagonal solutions of reflection equation for XXX, XXZ
and XYZ type R-matrix which are 4 × 4 matrices were solved in Ref.[1, 4, 9, 10].
The diagonal solutions for bigger size R-matrices were found in Ref.[11] for the
Zamolodchikov-Fateev model[12], in Ref.[13] for the Mikhailov-Shabat model and in
Ref.[9] for A(1)n model. Spectral parameter independent solutions for various models
are considered in Ref.[14].
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We consider the most general non-diagonal solutions of reflection equation for
the 9 × 9 R-matrix, especially corresponding to the quantum Mikhailov-Shabat
model[15]. This model is interesting because it is one of the relativistic quantum field
theory with single scalar field having non-trivial families of boundary interaction[16].
This model was known to have two non-trivial diagonal solutions of K-matrix
as well as trivial identity solution[13]. These solutions have no free parameters. The
most general solutions which we found consist of three families corresponding to each
diagonal solutions. One family of solutions depends on two arbitrary parameters.
If one of the parameters vanishes, the other must also vanish so that the solutions
reduces to trivial identity solution. The other two families for each non-trivial di-
agonal solutions have only one arbitrary parameter and have upper-lower triangular
structures.
The plan of this paper is as follows. This introduction is the section I. In section
II, we consider the whole 9 × 9 equations resulting from matrix reflection equation
and describe their general features. In section III, we solve the equations to obtain
solutions. Finally, we make some discussions in section IV.
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II. Reflection Equation
The bulk S-matrix of integrable quantum field theories can be described by the R-
matrix which is the solution of the Yang-Baxter equation. The R-matrix acts on
V ⊗ V , where V is C3 for the Mikhailov-Shabat model, since this model has 3 × 3
Lax-pair representation even though it involves only single scalar field.
R12(u)R13(u+ v)R23(v) = R23(v)R13(u+ v)R12(u), (1)
where R12(u), R13(u) and R23(u) act on V ⊗ V ⊗ V , with R12(u) = R(u) ⊗ 1,
R23(u) = 1⊗ R(u) etc.
The R-matrix for the Mikhailov-Shabat or A
(2)
2 model was obtained in Ref.[15]
and it was used to compute S-matrix in Ref.[17].
R(u) =


c
b e
d g f
e¯ b
g¯ a g
b e
f¯ g¯ d
e¯ b
c


, (2)
where
a(u) = −eu−3η + e−u+3η + e−η − eη + e−3η − e3η − e−5η + e5η,
b(u) = −eu−3η + e−u+3η + e−3η − e3η,
c(u) = −eu−5η + e−u+5η + e−η − eη,
d(u) = −eu−η + e−u+η + e−η − eη, (3)
e(u) = e−η − e−u+η − e−5η + e−u+5η,
e¯(u) = eu−η − eη − eu−5η + e5η,
f(u) = −e−u+η + e−u−η − e−u+3η + e3η + e−u+5η − e−5η,
4
f¯(u) = eu−η − eu+η + eu−3η − e−3η − eu−5η + e5η,
g(u) = −e−u + 1 + e−u+4η − e4η,
g¯(u) = −1 + eu + e−4η − eu−4η.
This R-matrix is a meromorphic function of eu. It has only combined PT symmetry.
P12R12(u)P12 = R12(u)
t1t2 , (4)
where Pij is the permutation operator on Vi⊗ Vj defined by P(x⊗ y) = (y⊗ x) and
ti denotes transposition in the i-th space.
The boundary versions of the Yang-Baxter equation so-called reflection equations
for PT symmetric R-matrix are given by [13]
R12(u− v)
1
K− (u)R
t1t2
12 (u+ v)
2
K− (v) (5)
=
2
K− (v)R12(u+ v)
1
K− (u)R
t1t2
12 (u− v),
R12(−u + v)(
1
K+)
t1(u)
1
M−1 Rt1t212 (−u− v − 2ρ)
1
M (
2
K+)
t2(v) (6)
= (
2
K+)
t2(v)
1
M R12(−u− v − 2ρ)
1
M−1 (
1
K+)
t1(u)Rt1t212 (−u + v),
where
1
K− (u) = K−(u)⊗ 1,
2
K− (u) = 1⊗K−(u), etc. and M is given by V matrix
defined by the crossing unitarity relation.
R12(u) =
1
V R
t2
12(−u− ρ)
1
V −1, M = V tV =M t. (7)
For A
(2)
2 model, ρ = −6η − ipi and the matrix V is given by
V =


−e−η
1
−eη

 . (8)
In practice, if K−(u) is a solution of (5) then
K+(u) = K
t
−(−u− ρ)M (9)
is a solution of (6).
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Now we write down the 9×9 component equations in the following parametriza-
tion of K-matrix.
K(u, η) =


β x z
x¯ α y
z¯ y¯ γ

 . (10)
2 Unknowns
1133 : zzcd = zzcd
1232 : xxbg¯ + yxed = yybg + xye¯d
3212 : y¯y¯bg + x¯y¯e¯d = x¯x¯bg¯ + y¯x¯ed
3311 : z¯z¯cd = z¯z¯cd
3 Unknowns
1123 : xzcb+ zycg = yzeg + zxeb+ xzbd
1132 : zxcd = yzbg + zxbb+ xze¯d
1233 : xzbg¯ + zybb+ yzed = zycd
2133 : xze¯g¯ + zye¯b+ yzbd = yzcb+ zxcg¯
2311 : x¯z¯cb+ z¯y¯cg = y¯z¯eg + z¯x¯eb+ x¯z¯bd
3211 : z¯x¯cd = y¯z¯bg + z¯x¯bb+ x¯z¯e¯d
3312 : x¯z¯bg¯ + z¯y¯bb+ y¯z¯ed = z¯y¯cd
3321 : y¯z¯cb+ z¯x¯cg¯ = x¯z¯e¯g¯ + z¯y¯e¯b+ y¯z¯bd
4 Unknowns
1111 : xx¯ce+ zz¯cf = x¯xce+ z¯zcf
1212 : xy¯bg + x¯xec+ yy¯ef = x¯ybg + xx¯ec+ y¯yef
2222 : y¯xgb+ xy¯g¯b+ x¯xae¯+ yy¯ae = yx¯gb+ x¯yg¯b+ xx¯ae¯+ y¯yae
3232 : y¯xbg¯ + x¯xe¯f¯ + yy¯e¯c = yx¯bg¯ + xx¯e¯f¯ + y¯ye¯c
3333 : y¯yce¯+ z¯zcf¯ = yy¯ce¯+ zz¯cf¯
5 Unknowns
2123 : xye¯a+ βze¯e¯+ zγe¯e+ yybg = yxea+ zβee¯+ xxbg¯ + γzee
2321 : x¯y¯e¯a+ βz¯e¯e¯+ z¯γe¯e+ y¯y¯bg = y¯x¯ea+ z¯βee¯+ x¯x¯bg¯ + γz¯ee
6 Unknowns
1112 : x¯zbg + αxee+ βxbb+ xβec+ y¯zef = xαce+ βxcc+ zy¯cf
1113 : αzgg + yxfe+ xxgb+ zβfc+ βzdd+ γzff = xyce+ βzcc+ zγcf
1121 : x¯ze¯g + αxbe+ βxe¯b+ xβbc+ y¯zbf = xβcb+ zx¯cg
6
1122 : αzag + yxge+ xxab+ zβgc+ βzg¯d+ γzgf = xxcb+ zαcg
1131 : αzg¯g + yxde+ xxg¯b+ zβdc + βzf¯d+ γzdf = zβcd
1211 : xz¯bg + αx¯ee+ βx¯bb+ x¯βec+ yz¯ef = x¯αce+ βx¯cc+ z¯ycf
1223 : xyba+ αzeb+ βzbe¯+ zγbe = zαeb + xybd
1311 : αz¯gg + y¯x¯fe+ x¯x¯gb+ z¯βfc+ βz¯dd+ γz¯ff = x¯y¯ce+ βz¯cc+ z¯γcf
1313 : y¯yfe+ x¯ygb+ z¯zfc = yy¯fe+ xy¯gb+ zz¯fc
1333 : αzgg¯ + xyde¯+ βzdf¯ + yygb+ γzfd+ zγdc = zγcd
2111 : xz¯e¯g + αx¯be+ βx¯e¯b+ x¯βbc+ yz¯bf = x¯βcb+ z¯xcg
2121 : xx¯e¯a+ zz¯e¯e+ yx¯bg = x¯xe¯a+ z¯ze¯e+ y¯xbg
2132 : yxba+ αze¯b+ zβbe¯+ γzbe = zαe¯b+ yxbd
2211 : αz¯ag + y¯x¯ge+ x¯x¯ab+ z¯βgc+ βz¯g¯d+ γz¯gf = x¯x¯cb+ z¯αcg
2233 : αzag¯ + xyg¯e¯+ yyab+ βzg¯f¯ + γzgd+ zγg¯c = yycb+ zαcg¯
2312 : x¯y¯ba+ αz¯eb+ βz¯be¯+ z¯γbe = z¯αeb+ x¯y¯bd
2323 : y¯yea+ z¯zee¯+ x¯ybg¯ = yy¯ea+ zz¯ee¯+ xy¯bg¯
2333 : y¯zeg¯ + αybe¯+ x¯zbf¯ + γyeb+ yγbc = yγcb+ zy¯cg¯
3111 : αz¯g¯g + y¯x¯de+ x¯x¯g¯b+ z¯βdc+ βz¯f¯d+ γz¯df = z¯βcd
3131 : xx¯f¯ e¯+ yx¯g¯b+ zz¯f¯c = x¯xf¯ e¯+ y¯xg¯b+ z¯zf¯ c
3133 : αzg¯g¯ + xyf¯ e¯+ βzf¯ f¯ + yyg¯b+ γzdd + zγf¯c = yxce¯+ zβcf¯ + γzcc
3221 : y¯x¯ba+ αz¯e¯b+ z¯βbe¯+ γz¯be = z¯αe¯b+ y¯x¯bd
3233 : y¯zbg¯ + αye¯e¯+ x¯ze¯f¯ + γybb+ yγe¯c = yαce¯+ zx¯cf¯ + γycc
3313 : αz¯gg¯ + x¯y¯de¯+ y¯y¯gb+ βz¯df¯ + γz¯fd+ z¯γdc = z¯γcd
3322 : αz¯ag¯ + x¯y¯g¯e¯+ y¯y¯ab+ βz¯g¯f¯ + γz¯gd+ z¯γg¯c = y¯y¯cb+ z¯αcg¯
3323 : yz¯eg¯ + αy¯be¯+ xz¯bf¯ + γy¯eb+ y¯γbc = y¯γcb+ z¯ycg¯
3331 : αz¯g¯g¯ + x¯y¯f¯ e¯+ βz¯f¯ f¯ + y¯y¯g¯b+ γz¯dd+ z¯γf¯c = y¯x¯ce¯+ z¯βcf¯ + γz¯cc
3332 : yz¯bg¯ + αy¯e¯e¯+ xz¯e¯f¯ + γy¯bb+ y¯γe¯c = y¯αce¯+ z¯xcf¯ + γy¯cc
7 Unknowns
1213 : αygg + yαfe+ xαgb+ zx¯fc+ βydd+ γyff
= xγbg + αyee+ βybb+ x¯zec+ yγef
1231 : αyg¯g + yαde+ xαg¯b+ zx¯dc+ βyf¯d+ γydf
= xβbg¯ + zx¯bb+ yβed
1312 : αy¯gg + y¯αfe+ x¯αgb+ z¯xfc+ βy¯dd+ γy¯ff
= x¯γbg + αy¯ee+ βy¯bb+ xz¯ec+ y¯γef
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1332 : αxgg¯ + xαde¯ + βxdf¯ + yαgb + γxfd+ zy¯dc
= yγbg + zy¯bb+ xγe¯d
2212 : αy¯ag + y¯αge+ x¯αab+ z¯xgc+ βy¯g¯d+ γy¯gf
= x¯αba+ αx¯eb+ βx¯be¯+ z¯ybe+ y¯αeg
3112 : αy¯g¯g + y¯αde+ x¯αg¯b+ z¯xdc+ βy¯f¯d+ γy¯df
= x¯βbg¯ + z¯xbb+ y¯βed
3132 : αxg¯g¯ + xαf¯ e¯+ βxf¯ f¯ + yαg¯b+ γxdd+ zy¯f¯ c
= yβbg¯ + αxe¯e¯+ xβe¯f¯ + γxbb+ y¯ze¯c
3213 : αx¯gg¯ + x¯αde¯ + βx¯df¯ + y¯αgb + γx¯fd+ z¯ydc
= y¯γbg + z¯ybb+ x¯γe¯d
3231 : αx¯g¯g¯ + x¯αf¯ e¯+ βx¯f¯ f¯ + y¯αg¯b+ γx¯dd+ z¯yf¯c
= y¯βbg¯ + αx¯e¯e¯+ x¯βe¯f¯ + γx¯bb+ yz¯e¯c
8 Unknowns
1221 : x¯ye¯g + ααbe + βαe¯b+ xx¯bc+ y¯ybf
= xx¯ba+ αβeb+ ββbe¯+ zz¯be+ yx¯eg
1222 : αyag + yαge+ xαab+ zx¯gc+ βyg¯d+ γygf
= xαba+ αxeb+ βxbe¯+ zy¯be+ yαeg
1321 : αx¯ga+ y¯βfb+ xz¯db+ x¯βge¯+ βx¯dg¯ + yz¯ge+ γx¯fg
= x¯γe¯g + αy¯be+ βy¯e¯b+ xz¯bc+ y¯γbf
1323 : αyga+ y¯zfb+ xγdb+ x¯zge¯+ βydg¯ + yγge+ γyfg
= yγeg + zy¯eb+ xγbd
2112 : xy¯e¯g + ααbe + βαe¯b+ x¯xbc+ yy¯bf
= x¯xba+ αβeb+ ββbe¯+ z¯zbe+ y¯xeg
2113 : αxga+ yβfb+ x¯zdb+ xβge¯+ βxdg¯ + y¯zge + γxfg
= xγe¯g + αybe+ βye¯b+ x¯zbc+ yγbf
2122 : αxaa+ yβgb+ x¯zg¯b+ xβae¯+ βxg¯g¯ + y¯zae+ γxgg
= xαe¯a+ αxbb+ βxe¯e¯+ zy¯e¯e+ yαbg
2131 : αxg¯a+ yβdb+ x¯zf¯ b+ xβg¯e¯+ βxf¯ g¯ + y¯zg¯e+ γxdg
= xβe¯g¯ + zx¯e¯b+ yβbd
2221 : αx¯aa+ y¯βgb+ xz¯g¯b+ x¯βae¯+ βx¯g¯g¯ + yz¯ae+ γx¯gg
= x¯αe¯a+ αx¯bb+ βx¯e¯e¯+ z¯ye¯e+ y¯αbg
2223 : αyaa+ y¯zgb+ xγg¯b+ x¯zae¯+ βyg¯g¯ + yγae+ γygg
= yαea+ αybb+ zx¯ee¯+ xαbg¯ + γyee
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2231 : ααg¯a+ yx¯db+ x¯yf¯ b+ xx¯g¯e¯+ βαf¯ g¯ + y¯yg¯e+ γαdg
= αβag¯ + ββg¯f¯ + yx¯ab+ γβgd + zz¯g¯c
2232 : αxag¯ + xαg¯e¯+ βxg¯f¯ + yαab+ γxgd+ zy¯g¯c
= yαba+ αye¯b+ zx¯be¯+ xαe¯g¯ + γybe
2313 : αy¯ga+ yz¯fb+ x¯γdb+ xz¯ge¯+ βy¯dg¯ + y¯γge+ γy¯fg
= y¯γeg + z¯yeb+ x¯γbd
2322 : αy¯aa+ yz¯gb+ x¯γg¯b+ xz¯ae¯+ βy¯g¯g¯ + y¯γae+ γy¯gg
= y¯αea+ αy¯bb+ z¯xee¯+ x¯αbg¯ + γy¯ee
2331 : αy¯g¯a+ yz¯db+ x¯γf¯ b+ xz¯g¯e¯+ βy¯f¯ g¯ + y¯γg¯e+ γy¯dg
= y¯βeg¯ + αx¯be¯+ x¯βbf¯ + γx¯eb+ yz¯bc
2332 : y¯xeg¯ + ααbe¯ + x¯xbf¯ + γαeb+ yy¯bc
= yy¯ba+ αγe¯b+ zz¯be¯+ xy¯e¯g¯ + γγbe
3121 : αx¯g¯a+ y¯βdb+ xz¯f¯ b+ x¯βg¯e¯+ βx¯f¯ g¯ + yz¯g¯e+ γx¯dg
= x¯βe¯g¯ + z¯xe¯b+ y¯βbd
3122 : ααg¯a+ y¯xdb+ xy¯f¯ b+ βαf¯ g¯ + yy¯g¯e+ γαdg
= αβag¯ + ββg¯f¯ + y¯xab+ γβgd + z¯zg¯c
3123 : αyg¯a+ y¯zdb+ xγf¯b+ x¯zg¯e¯+ βyf¯ g¯ + yγg¯e+ γydg
= yβeg¯ + αxbe¯+ xβbf¯ + γxeb+ y¯zbc
3222 : αx¯ag¯ + x¯αg¯e¯+ βx¯g¯f¯ + y¯αab+ γx¯gd+ z¯yg¯c
= y¯αba+ αy¯e¯b+ z¯xbe¯+ x¯αe¯g¯ + γy¯be
3223 : yx¯eg¯ + ααbe¯ + xx¯bf¯ + γαeb+ y¯ybc
= y¯yba+ αγe¯b+ z¯zbe¯+ x¯ye¯g¯ + γγbe
9 Unknowns
1322 : ααga + y¯xfb+ xy¯db+ x¯xge¯+ βαdg¯ + yy¯ge+ γαfg
= αγag + yy¯ge+ xy¯ab+ zz¯gc+ βγg¯d+ γγgf
1331 : αβgg¯ + xx¯de¯+ ββdf¯ + yx¯gb+ γβfd+ zz¯dc
= αγg¯g + yy¯de+ xy¯g¯b+ zz¯dc+ βγf¯d+ γγdf
2213 : ααga + yx¯fb+ x¯ydb+ xx¯ge¯+ βαdg¯ + y¯yge+ γαfg
= αγag + y¯yge+ x¯yab+ z¯zgc+ βγg¯d+ γγgf
3113 : αβgg¯ + x¯xde¯+ ββdf¯ + y¯xgb+ γβfd+ z¯zdc
= αγg¯g + y¯yde+ x¯yg¯b+ z¯zdc+ βγf¯d+ γγdf
It is understood that the first, second, third and fourth factors in each terms have
respectively the arguements u, v, u−v and u+v. Eqs.(1133, 3311) are automatically
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satisfied. We numbered equations by (ijkl), where ij denotes the rows and kl rep-
resents the columns of the matrix reflection equation in tensor notation. Equations
are sorted out according to the number of α, β, γ, x, y, z, x¯, y¯, and z¯ variables.
Diagonal solutions for K−(u) have been obtained in [13]. In this case, it is suffi-
cient to solve Eqs.(1221,1331,1132) only. It turns out that there are three solutions,
being K−(u) = 1, K−(u) = Γ
+(u) and K−(u) = Γ
−(u), with
Γ±(u) =


B±(u)
1
G±(u)

 , (11)
where
B± =
2 + b±1 (1− e
−u)
2 + b±1 (1− e
u)
, b±1 =
2 (−1 ± ie−3η)
1 + e−6η
, (12)
G± =
2− g±1 (1− e
u)
2− g±1 (1− e
−u)
, g±1 =
2 (1± ie3η)
1 + e6η
.
These solutions have no free parameters. By the automorphism (9), three solutions
for K+(u) follow.
10
III. Solutions
Now we solve the 9 × 9 equations listed in the previous section. The basic method
of solving which we will use is the same as that used when solving the Yang-Baxter
equation in a direct way[5]. The known solutions of K-matrix up to now are all
obtained by this method. The way is, first divide equations by α(u), then take
the derivative with respect to the variable v and finally set v to zero. This gives
functional equations involving the variable u only among the elements of K-matrix,
which we need to solve.
We suppose that the solutions to be proportional to identity when the spectral
parameter u is zero.
X(0) = X¯(0) = Y (0) = Y¯ (0) = Z(0) = Z¯(0) = 0, B(0) = G(0) = 1. (13)
We introduce the following functions normalized by α(u)
X(u) =
x(u)
α(u)
, Y (u) =
y(u)
α(u)
, Z(u) =
z(u)
α(u)
, B(u) =
β(u)
α(u)
, (14)
X¯(u) =
x¯(u)
α(u)
, Y¯ (u) =
y¯(u)
α(u)
, Z¯(u) =
z¯(u)
α(u)
, G(u) =
γ(u)
α(u)
,
and define their first derivatives at u = 0 as follows.
x1 = X
′
(u)|u=0, y1 = Y
′
(u)|u=0, z1 = Z
′
(u)|u=0, (15)
x¯1 = X¯
′
(u)|u=0, y¯1 = Y¯
′
(u)|u=0, z¯1 = Z¯
′
(u)|u=0,
b1 = B
′
(u)|u=0, g1 = G
′
(u)|u=0.
To begin with, let us suppose that all the elements of K-matrix in Eq.(10) are
non-zero and see what happens. Following the procedure described above, we get
relations between Y (u), X(u) from Eq.(1232) and Y¯ (u), X¯(u) from Eq.(3212) for the
2 unknowns.
Y (u) =
−x1bg¯ + y1e¯d
x1ed− y1bg
X(u), (16)
=
e−η+u(x1 − e
ux1 + e
3ηy1 + e
η+uy1)
e2ηx1 + eux1 − e3ηy1 + e3η+uy1
X(u),
11
Y¯ (u) =
−x¯1bg¯ + y¯1e¯d
x¯1ed− y¯1bg
X¯(u), (17)
=
e−η+u(x¯1 − e
ux¯1 + e
3η y¯1 + e
η+uy¯1)
e2ηx¯1 + eux¯1 − e3ηy¯1 + e3η+uy¯1
X¯(u).
Next we go to the equations involving three unknowns. These equations can be used
to express Z(u) and Z¯(u) in terms of X(u) and X¯(u) respectively. Eqs.(1123, 1132,
1233, 2133) give the same Z(u) and Eqs.(2311, 3211, 3312, 3321) give the same Z¯(u).
Z(u) =
(e2η + e2u) z1
e2ηx1 + eux1 − e3ηy1 + e3η+uy1
X(u), (18)
Z¯(u) =
(e2η + e2u) z¯1
e2ηx¯1 + eux¯1 − e3ηy¯1 + e3η+uy¯1
X¯(u). (19)
Until now, the equations involved X, Y, Z and their barred partners seperately.
However, the equations for 4 unknowns begin to connect the unbarred and barred
variables. We use these equations to determine X¯(u) from X(u). It turns out that
five equations give the same simple relations between X¯(u) and X(u)
X¯(u) =
x¯1
x1
X(u), (20)
if the following relations holds.
y¯1x1 = x¯1y1. (21)
Eq.(21) also give some simplifications to already obtained relations.
Now we have relations among off-diagonal elements of K-matrix which can be
completely determined once we know X(u). To determine X(u) we turn to equations
involving 6 unknowns, skipping equations involving 5 unknowns. There are sufficient
number of equations for 6 unknowns to determine X¯(u). However, the answer is
rather unexpected in the sense that there is no solutions with every elements of
K-matrix non-vanishing. Let us see how this happens.
First we notice that from the paired equations like (1121, 2111) we get the
following relations.
z¯1 =
x¯1x¯1
x1x1
z1. (22)
Among 28 equations, we use Eqs.(1211, 2111) to express B(u) in terms of X(u).
Two equations give two different expressions for the same B(u) function.
B1(u) =
1
x¯1e¯b
(
−Xz¯1e¯g − x¯1be− Y z¯1bf + Z¯x1cg + 2X¯((b, c))
)
, (23)
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B2(u) =
1
x¯1(bb− cc)
(
−Xz¯1bg − x¯1ee− X¯b1ec− Y z¯1ef + Z¯y1cf + 2X¯((e, c))
)
,
(24)
where we introduced Wronskian of two functions as follows.
((f, g)) = f
′
g − fg
′
. (25)
Equating these two different expressions, we can get an expression for X(u). Simi-
larly we use the equations (2333,3233) to get another expression for X(u) through
G(u) function.
G1(u) =
1
y1eb
(
−Y¯ z1eg¯ − y1be¯− X¯z1bf¯ + Zy1cg¯ + 2Y ((b, c))
)
, (26)
G2(u) =
1
y1(bb− cc)
(
−Y¯ z1bg¯ − y1e¯e¯− Y g1e¯c− X¯z1e¯f¯ + Zx¯1cf¯ + 2Y ((e¯, c))
)
.
(27)
So we have two different expressions for the same X(u) function. Requiring these
to be identical, we get important information about the solutions. There are two
possibilities.
x¯1 z1 = 0, y1 = e
−ηx1, b1 x1 = 0, g1 x1 = 0. (28)
x¯1 z1 = 0, y1 = −e
−ηx1, b1 = −
4
e2η + 1
, g1 =
4e2η
e2η + 1
. (29)
It should be noted that the first derivatives of each elements of K-matrix were
assumed as non-zeros. So the conclusion is, no solution of K-matrix with every
components non-vanishing.
Now we consider the cases when some of the elements of K-matrix vanish. When
x¯1 is non-zero, above two conditions are still valid so z1 must be zero. When z1 = 0,
the four equations(1131, 1223, 1333, 2132) imply X(u) = Y (u) = 0. So in this case,
only X¯(u), Y¯ (u) and Z¯(u) can be non-zero. The remaining possibility is only the
case when x¯1 itself vanishes. Eq.(3212) for 2 unknowns means Y¯ must also vanish.
Moreover, we can easily see that Eqs.(2212,1312,3213,3231,3112) for 7 unknowns
imply either Z¯ = 0 or that X(u) = Y (x) = 0. So in this case, there are two
possibilities, non-zero X(u), Y (u), Z(u) or non-zero Z¯, Z(u).
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In summary, there are three possibilities. Case (I): non-zero Z(u), Z¯(u), Case
(II): non-zero X(u), Y (u), Z(u), Case (III): non-zero X¯(u), Y¯ (u), Z¯(u). For any
cases, B(u), G(u) are non-zero. Let me first consider the case (I).
Case(I): It is easy to see that Z¯(u) should be proportional to Z(u) eg., from
Eq.(1111).
Z¯(u) =
z¯1
z1
Z(u). (30)
It is useful to start from the Eqs.(2112,2332) to express the B(u) and G(u) in terms
of Z(u). They give
B(u) =
2((e, b))− z¯1Z(u)be− b1eb
2((e¯, b)) + b1be¯
(31)
=
2− (b1 + z¯1Z(u)) (−1 + e
−u)
2 + b1 (1− eu)
,
G(u) =
2((e¯, b))− z¯1Z(u)be¯− g1e¯b
2((e, b)) + g1be
(32)
=
2− (g1 + z¯1Z(u)) (1− e
u)
2 + g1 (e−u − 1)
.
From Eq.(2123) for 5 unknowns, we get the following relation.
B(u)z1e¯e¯−G(u)z1ee = Z(u)(b1 − g1)ee¯+ 2Z(u)((e¯, e)). (33)
Inserting the expressions for B(u) and G(u) in Eqs.(31,32) into Eq.(33), we can get
an expression for Z(u).
Z(u) =
2 (−1 + eu) (1 + eu) z1
ZF
, (34)
where
ZF = 4eu+2b1(e
u−2e2u)+2g1(1− e
u)+ b1g1(1−2e
u+ e2u)+ z¯1z1(−1+2e
u− e2u). (35)
Inserting back this into Eqs.(31,32), we obtain B(u) and G(u) free of Z(u). We
determined the essential form of the solutions.
Now we have to see what constraints must be made on the parameters. Only
one equation is sufficient to determine it. Let us use Eq.(2211) for 6 unknowns.
z¯1ag + Z¯b1gc− 2Z¯((g, c)) +Bz¯1g¯d+Gz¯1gf = 0. (36)
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From above equation, we can get
g1 = e
2ηb1, z¯1 = e
2η b
2
1
z1
. (37)
In all, the solutions for the case (I) is the following.
Z(u) =
(−1 + e2u) z1
2eu + b1(e2η + eu − e2u − e2η+u)
, (38)
Z¯(u) =
e2η(−1 + e2u)b1
2
(2eu + b1(e2η + eu − e2u − e2η+u))z1
,
B(u) =
2eu + b1(−1 + e
2η + eu − e2η+u)
2eu + b1(e2η + eu − e2u − e2η+u)
,
G(u) =
eu(2 + b1(1− e
2η − eu + e2η+u))
2eu + b1(e2η + eu − e2u − e2η+u)
.
b1 and z1 are the two free parameters. If b1 is zero, g1, z1, z¯1 also vanish so that
the solution reduces to identity. On the other hand, if z1 is zero, so is z¯1. Then this
becomes diagonal situation.
Case(II): In this case, it is quite useful to notice that the Eqs.(1221-2112, 2332-
3223, 2231-3122, 1322-2213,1331-3113) which are relevant for the diagonal solutions
remain intact. So the diagonal part for this case is the same as the diagonal solutions.
Now it is sufficient to find out the X(u), Y (u) and Z(u). We use Eqs.(1112, 1121)
for 6 unknowns to determine X(u). Eq.(1121) leads to
X(u) =
x1
2((b, c))
(be +B(u)e¯b). (39)
Eq.(1112) leads to
X(u) =
x1
b1ec+ 2((c, e))
(B(u)(cc− bb)− ee). (40)
To determine Y (u), Eqs.(2333 or 3233) can be used. Eq.(2333) leads to
Y (u) =
y1
2((b, c))
(be¯ +G(u)eb). (41)
Eq.(3233) leads to
Y (u) =
y1
g1e¯c+ 2((c, e¯))
(G(u)(cc− bb)− e¯e¯). (42)
15
Above two different expressions for X(u), Y (u) give the same result.
For b1 = g1 = 0, X(u), Y (u) reduce to the following.
X(u) =
(−1 + eu) (1 + eu) x1
2 eu
, (43)
Y (u) =
(−1 + eu) (1 + eu) y1
2 eu
. (44)
For non-trivial diagonal solutions, X(u), Y (u) become
X(u) =
(±i+ e3η) (−1 + eu) (1 + eu)x1
2eu (±i+ e3η+u)
, (45)
where ± corresponds to two non-trivial diagonal solutions in Eq.(11).
Y (u) =
(±i+ e3η) (−1 + eu) (1 + eu) y1
2 (±i+ e3η+u)
. (46)
To determine the possible conditions on x1 and y1, we use Eq.(1232) for the 2
unknowns. It gives the following constraints.
y1 = e
−ηx1, (47)
for Eqs.(43,44) and
y1 = ±ie
−2ηx1, (48)
for Eqs.(45,46) irrespective of the chosen b1, g1 in Eq.(12). So there are four combi-
nations to consider, which we denote (++), (+−), (−+), (−−), where the first sign
refers to b1, g1 and the second sign refers to y1.
Let us turn to Z(u). Eqs.(1123, 1132, 1233, 2133) give the same result for each
different choices of y1 and b1, g1. For the trivial diagonal solutions, Z(u) becomes
Z(u) =
(−1 + eu) (1 + eu) (e2 η + e2 u) z1
2 e2u (1 + e2 η)
, (49)
for the y1 in Eq.(47). For the non-trivial diagonal solutions, Z(u) becomes
Z(u) =
(−1± ieη + e2η) (eη ∓ ieu) (−1 + eu) (1 + eu) z1
2eu (±i+ e3η+u)
, (50)
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for the (++), (−−) choices and
Z(u) =
(∓i+ eη) (−1± ieη + e2η) (eη ± i eu) (−1 + eu) (1 + eu) z1
2eu (±i+ eη) (±i+ e3η+u)
(51)
for the (+−), (−+) choices.
We need to determine the possible conditions on z1. We use Eqs.(1223 or 2132).
For Z(u) in Eq.(49), there does not exist consistent solution for z1, ie. z1, x1 must
be zero. For the (++), (−−) choices,
z1 =
(∓i+ eη) (1∓ ieη − e2η) x1
2
2e3η (±i+ eη)
. (52)
For the (+−), (−+) choices, it turns out there is no non-trivial solution for z1, ie.
z1, x1 must vanish. This is the end of the Case(II). The result is the following for
the sign choices (++), (−−).
X(u) =
(∓i+ eη)(−1± ieη + e2η)(−1 + eu)(1 + eu)x1
2eu(±i+ e3η+u)
,
Y (u) =
(1± ieη)(−1± ieη + e2η)(−1 + eu)(1 + eu)x1
2e2η(±i+ e3η+u)
,
Z(u) =
e−3η−u (∓i+ eη) (−1± ieη + e2η)
2
(1− eu)(eη ∓ ieu)(1 + eu)x21
4(±i+ eη)(±i+ e3η+u)
, (53)
B(u) =
(e3η ± ieu)
eu(±i+ e3η+u)
,
G(u) =
eu(e3η ± ieu)
(±i+ e3η+u)
.
The solutions which we found satisfies all 9× 9 equations.
Case(III): This case can be solved in the same way as in the case (II) since the
equations for this case is exactly the same. We have only to replace every unbarred
variables with barred ones.
X¯(u) =
(∓i+ eη)(−1± ieη + e2η)(−1 + eu)(1 + eu)x¯1
2eu(±i+ e3η+u)
,
Y¯ (u) =
(1± ieη)(−1± ieη + e2η)(−1 + eu)(1 + eu)x¯1
2e2η(±i+ e3η+u)
,
Z¯(u) =
e−3η−u (∓i+ eη) (−1 ± ieη + e2η)
2
(1− eu)(eη ∓ ieu)(1 + eu)x¯1
2
4(±i+ eη)(±i+ e3η+u)
, (54)
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B(u) =
(e3η ± ieu)
eu(±i+ e3η+u)
,
G(u) =
eu(e3η ± ieu)
(±i+ e3η+u)
.
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IV. Discussions
The most general solutions of K-matrix to be determined from reflection equation
for known R-matrix are highly desired. Obviously it would be best to obtain them
in algebraic way. But until now, only small number of solutions are known for small
size R-matrices in a direct way as in the present paper.
We solved the reflection equation for the quantum Mikhailov-Shabat model. This
model is known to have two non-trivial diagonal solutions as well as trivial diago-
nal solution. The most general solutions which we found consist of three families
corresponding to each diagonal solutions. One family of solutions depends on two
arbitrary parameters. If one of the parameters vanishes, the other must also vanish
so that the solutions reduces to trivial identity solution. The other two families for
each non-trivial diagonal solutions have only one arbitrary parameter.
This solution can be used to compute the Hamiltonian including the boundary
terms for the corresponding open spin chains along the lines in Ref.[4]. It can also
be used to calculate the boundary S-matrix of the model along the lines in Ref.[2]
using the K-matrix and the bulk S-matrix. The bulk S-matrix for this model was
obtained in Ref.[17] from the R-matrix.
On the other hand, the quantum Mikhailov-Shabat model has Lagrangian de-
scription in terms of single scalar field. The classical boundary S-matrix can also
be computed in the way pursued in Ref.[18]. It would be nice if we can see whether
they give the consistent result.
Acknowledgement
I would like to thank Ed Corrigan. I am also grateful to Roberto Tateo and Alistair
Macintyre for discussions. This work was supported by Korea Science and Engineer-
ing Foundation through foreign post-doctoral program and in part by University of
Durham.
19
References
[1] I. V. Cherednik, Theor. Math. Phys. 61 (1984) 977.
[2] S. Ghoshal and A. B. Zamolodchikov, Int. J. Mod. Phys. A 9 (1994) 3841; Int.
J. Mod. Phys. A. 9 (1994) 4353.
[3] S. Ghoshal, Int. J. Mod. Phys. A 9 (1994) 4801.
[4] E. K. Sklyanin, J. Phys. A 21 (1988) 2375; Funct. Anal. Appl. 21 (1987) 164.
[5] P. P. Kulish and E. K. Sklyanin, J. Sov. Math. 19 (1982) 1596.
[6] M. Jimbo, Commun. Math. Phys. 102 (1986) 537.
[7] V. V. Bazhanov, Phys. Lett. B 159 (1985) 321; Commun. Math. Phys. 113
(1987) 471.
[8] A. N. Kirillov and N. Yu. Reshetikhin, Commun. Math. Phys. 134 (1990) 421.
[9] H. J. de Vega and A. Gonzalez-Ruiz, J. Phys. A 26 (1993) L519; J. Phys. A 27
(1994) 6129.
[10] T. Inami and H. Konno, YITP/K-1084 (1994).
[11] L. Mezincescu, R. I. Nepomechie and V. Rittenberg, Phys. Lett. B 147 (1990)
70.
[12] A. B. Zamolodchikov and V. A. Fateev, Sov. J. Nucl. Phys. 32 (1980) 298.
[13] L. Mezincescu and R. I. Nepomechie, J. Phys. A 24 (1991) L17; Int. J. Mod.
Phys. A 7 (1991) 5231.
[14] P. P. Kulish, R. Sasaki and C. Schwiebert, J. Math. Phys. 34 (1993) 286.
[15] A. G. Izergin and V. E. Korepin, Commun. Math. Phys. 79 (1981) 303.
[16] E. Corrigan, unpublished.
20
[17] F. A. Smirov, Int. J. Mod. Phys. A 6 (1991) 1407.
[18] E. Corrigan, P. Dorey, R. H. Rietdijk and R. Sasaki, Phys. Lett. B 333 (1994)
83; DTP-94-29, (1994).
21
