1.~ummary. In this paper we offer nonparametric competitors of some classical tests of multidimensional independence considered by Wilks (1935) , Daly (1940) and, Wa1d and Brookner (1941) . In this context, the problems of testing (i) the mutual independence of q subsets of the totality of p variates (p~q~2), and F(x) ..
In the particular case of F(x) being a multinorma1 cdf, pair wise independence .., implies total independence and vice-versa. Moreover in this case uncorrelation implies independence and vice-versa. Also, the multinormal cdf is completely specified by its mean vector and the covariance matrix. Thus, all the three and for all ifj=l, ... ,p. (It may be noted that (2.3) implies (2.4) but not the matrix. If the covariance matrix is partitioned into q2 submatrices of orders i j x i.e; j,.e=l, ... , q, then the first hypothesis H~q) is equivalent to the Thus H~P) is a particular case of H~q) when q=p, that is when, i{' .
•. , ipal. hypothesis that all the off-diagonal partitioned matrices are the null matrices, while the hypotheses H(P) and H* are both equivalent to the hypothesis that the o 0 covariance matrix itself is a diagonal matrix. Tests for these hypotheses are considered in Anderson (1957, Chapter 9) , and the reader is referred to it for details of background and motivation.
The object of the present investigation is to explore the possibility of generalizing the above problems in a completely nonparametric set up. Now, for arbitrary (continuous) multivariate distributions the covariance matrix may not exist, and even if it exists, it may not play the fundamental role as in the case of the mu1tinorma1 distributions. For this reason, we shall formulate a class of association parameters which are regular functiona1s of the cdf F(~) and which are defined for a much wider class of cdf's. This will provide us with a suitable nonparametric competitors of the classical covariance (or correlation) matrix and also increase the scope of the methods. Secondly, for mu1tinorma1 cdf's uncorre1ation and independence are equivalent, but the same is not true for arbitrary cdf's. Thus, to be precise about the class of alternatives, we will also define some dependence function with some emphasis on association alternatives.
The proposed tests will be shown to be consistent and reasonably efficient for such alternatives. Finally, for arbitrary cdf's, since pairwise independence does not inp1y total independence (cf. Geisser and Mantel (1962», we shall also consider the problem of testing H*, defined by (2.4), in some detail. In this o context, we shall extend a theorem by Bhuchongkul (1964) on the asymptotic distribution of (association) rank order statistics to the multivariate case, and subsequently use it to study the asymptotic properties of the proposed tests.
3.~ormu~a~c1~~0t-associatjon~~~m~t~rs. Apart from the necessity of the existence of the second order moments, the estimator of the usual covariance matrix are quite sensitive to outlying observations. Here we shall consider some alternative measures of association which are really functiona1s of the parent Thus for the sake of more generality in presentation, we may consider the by Von Mises (1947), and following his line of approach we shall frame suitable viz. {In(i)(u)} which converges to J(i)(u) for all 0 < u < 1 as n~, and i=l, ... ,p. = (number of (X. , X. ) < (x,y), aPl, ... ,n)/n; i1j=1, ... ,p. In(i)~n+ n2-l 2 (3. 10) (3. 11) In the sequel, T and ® will be termed respectively the s.ample and popu- Now for the simplicity of presentation, we shall consider in detail the tests for H(q) when q=2, and then we shall indicate briefly how the theory can o verify that n.. is greater than or less than one, depending upon the coefficients J of the stochastic factors, and hence such an alternative may be quite suitable.
Incidentally, we are not restricting ourselves to the particular type of the shown to be contained in the class of alternatives considered in this paper.
(Here J' denotes the first derivative of J).
be extended to the case of more than two subsets. 
OFl R = (Rl,R_, .
•. ,R ) be any permutation of (1,2, ... ,n) and we denote
We denote the sample point E by n where 1 :::;£, m=p-£ < p, and OFl, ... ,n. (4.17)
E*€S(E )
note that
Let us now denote by~, the permutational probability law generated by the 
2) 1.nce we are 1.n eres e 1n a compre enS1ve or 0 1.e., w en q= ,
following some simple steps we may consider the test statistic
.e
The proof of this theorem follows precisely as that of Theorem 4.2 of Puri and Sen (1966) , and is therefore omitted.
S is analogous to the usual where T~~~)iS the (i,i')th term in «T~:~~»)-l and T~~~)iS the (j,j')th term in «T(2~~»)-1. However, we shall find it more convenient to work with the n,lJ test-statistic Sn(2) defined as
The same result also holds under the permutational law~. IV n (2) + n log Sn(2)' -0p(n ), provided2 -.
To prove the asymptotic normality of U, let us n That the mean is zero and variance is finite follows
Hence the theorem. We shall make the following assumptions:
Assumption 5.1. n~In(i)(u) = J(i)(u) exists for 0 < u < 1 and is not constant for i=l, ... , p.
Asymptotic Normality of T for arbitrary F(x). In this section we shall
, . , . n~N L. i k i.e degrees of freedom. k4 (4.37) with the only difference that the degrees of freedom will (which is
In(i)(l) = o(n 4 ); i=l, ... ,p. Let the population dispersion matrix @ defined in (3.4) and (3.5) be
'"
Note that ®11 is of order £ x £, @12 is of order £ x m. Then, for the prob- T~® in probability as n~for all F E~.
We shall now study the asymptotic distribution of s~t~) assuming a sequence of alternative hypotheses (H(2), n=1,2, ••. } which specifies that (ii) (7.5) then, (7.6) (7. and, the fact that r is a consistent estimator of r-. l.CL competitors based on the likelihood ratio test. First we consider the interesting particular cases of the S~~~) and~~J) tests.
(a) Special cases of the S~~~) tests. Now it is well known [cf. Puri and Sen (1966) 
