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Resumen: En este artculo se describe un procedimiento para asignar de forma
automatica etiquetas de dominio a las glosas de WordNet. Una de las motivaciones
principales del trabajo es enriquecer fuentes lexicas con informacion de WordNet.
Para ello, se utilizan los WordNet Domains. Finalmente, se proponen y corrigen
etiquetas de dominios para la parte nominal y verbal de WordNet.
Palabras clave: WordNet, WordNet Domains, Etiquetaje Automatico.
Abstract: This paper describes a process to automatically assign wordnet domain
labels to WordNet glosses. One of the main goals of this work is to enrich lexical
sources with WordNet information. WorNet domains are used as knowledge source.
Finally, Domain labels for nouns and verbs are suggested and veried.
Keywords: WordNet, WordNet Domains, Automatic Labeling.
1 Introduccion
Aunque la importancia de WordNet ha trans-
cendido ampliamente los propositos para los
que fue creado (Miller et al., 1990), y es ahora
un recurso imprescindible para muchas apro-
ximaciones al procesamiento semantico (Mc-
Carthy, 2001; Agirre y Martinez, 2002), en
su estado actual, sigue sin ser un recurso su-
cientemente rico como para, directamente,
dar soporte a muchas aplicaciones conceptua-
les avanzadas (Harabagiu, Pasca, y Maiora-
no, 2000).
Sin embargo, incluso ahora, desarro-
llar Bases de Conocimiento sucientemen-
te grandes y ricas como para procesar
semanticamente texto no restringido, sigue
siendo una tarea titanica que solo pueden
abordar grandes grupos de trabajo a lo lar-
go de largos periodos de tiempo (Fellbaum,
1998; Atserias et al., 1997; Bentivogli, Pian-
ta, y Girardi, 2002).
Una de las motivaciones principales de es-
te trabajo es enriquecer WordNet (o cual-
quier otro recurso lexico, como diccionarios,
etc.) de forma sistematica con las etiquetas
de dominio semantico de WordNet Domains
(Magnini y Strapparava, 2002). Este recur-
so ha provado su ecacia en la desambigua-
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cion de los dominios de las palabras (en ingles
Word Domain Disambiguation) (Magnini y
Cavaglia, 2000),
En este trabajo exploramos el etiquetaje
semantico de recursos lexicos, asignando de
forma automatica y sistematica etiquetas de
dominio a glosas y deniciones de dicciona-
rios.
Como veremos, el metodo propuesto tam-
bien puede servir para corregir y vericar el
etiquetaje propuesto y dar algunas recomen-
daciones para asignar etiquetas de dominio
en una denicion de un diccionario o un tex-
to libre.
El artculo se organiza de la siguiente ma-
nera. En la seccion 2 se describe WN. A con-
tinuacion se describen los WorNet Domains
y sus posibles aplicaciones. En la seccion 4
se detalla la experimentacion realizada. Lue-
go, en la seccion 5 se detallan la evaluacion
y resultados. En la seccion 6 se presenta la
discusion y analisis de los resultados. Final-
mente se presentan las conclusiones y trabajo
futuro.
2 WordNet
WordNet es una base de datos lexica para el
ingles que fue desarrollado en la Universidad
de Princeton. Es una base de datos concep-
tual estructurada en forma de red semantica,
que contiene nombres, verbos, adjetivos y ad-
verbios. El synset (synonym sets o conjuntos
de sinonimos) es la unidad basica de WN que
representa un concepto lexicalizado. Las re-
laciones semanticas entre synsets son: sino-
nimia, antonimia, hiponimia/holonimia, me-
ronimia/holonimia, implicacion y causa. La
version actual de WN es la 1.7.1. A efectos
de este trabajo se considera la WN1.6 debido
a la disponibilidad de los WorNet Domains.
La version de WN1.6 contiene 99.638 synsets
y 121.962 palabras diferentes. En WN se de-
ne uno o mas sentidos por cada palabra. Una
palabra puede ser monosemica cuando solo
posee un unico sentido y polisemica cuando
tiene dos o mas sentidos.
3 WordNet Domains
WordNet Domains es un recurso lexico desa-
rrollado en ITC-IRST por (Magnini y Cava-
glia, 2000) donde los synsets han sido anota-
dos de forma semiautomatica con una o va-
rias etiquetas de dominio de un conjunto de
165 etiquetas organizadas jerarquicamente.
La tabla 1 muestra la distribucion del numero
de etiquetas que posee cada synset. En ella se
puede apreciar como la gran mayora de los
synset solo poseen una etiqueta de dominio.
# nom ver adj adv %
1 56458 11287 16681 3460 88.202
2 8104 743 1113 109 10.105
3 1251 88 113 6 1.4632
4 210 8 8 0 0.2268
5 2 1 0 0 0.0030
Tabla 1: Distribucion del numero de etique-
tas de dominios por synset en WordNet
Las etiquetas de dominios se complemen-
tan con la informacion contenida en Word-
Net. Un dominio puede incluir synsets de
diferentes categoras sintacticas: por ejemplo
MEDICINE puede contener sentidos a partir
de nombres y verbos.
Un dominio puede incluir sentidos a par-
tir de diferentes subjerarquas de WN: por
ejemplo SPORT contiene diferentes senti-
dos derivados desde lifeform#n#1, physical-
object#n#1, act#n#2, location#n#1 entre
otros.
Ademas los dominios pueden agrupar sen-
tidos de una palabra en clases homogeneas,
con la nalidad de reducir la polisemia de las
palabras contenidas en WN. Para ilustrar tal
idea veamos un ejemplo extrado de (B. Mag-
nini, 2001), para la palabra \bank" que posee
10 sentidos en WN.
Nro SF Dominio
#1 group Economy
#2 object Geography Geology
#3 possession Economy
#4 artifact Architecture Economy
#5 group Factotum
#6 artifact Economy
#7 object Geography Geology
#8 possession Economy Play
#9 object Architecture
#10 act Transport
Tabla 2: Sentidos de \bank" en WN con Se-
mantic File (SF) y etiquetas de Dominios
La tabla 2 muestra los 10 sentidos de la
palabra \bank" como nombre, los cuales se
pueden reducir a 7 sentidos si se agrupa por
dominios. Ademas si consideramos el Seman-
tic File de cada synset claramente podemos
disminuir la polisemia.
Por otro lado en aquellos synset que pose-
en mas de una etiqueta de dominio, no pare-
cen seguir ninguna patron regular, por ejem-
plo:
1. sultana#n#1 (pale yellow seedless
grape used for raisins and wine)
Botany Gastronomy
2. morocco#n#2 (a soft pebblegrained
leather made from goatskin; used for
shoes and book bindings etc.)
Anatomy Zoology
3. canicola fever#n#1 (an acute feve-
rish disease in people and in dogs marked
by gastroenteritis and mild jaundice)
Medicine Physiology Zoology
4. blue#n#1 blueness#n#1 (the color
of the clear sky in the daytime; "he had
eyes of bright blue")
Color Quality
El ejemplo 1 y 3 dependen de subjera-
quas de dominios diferentes. En cambio en
el ejemplo 2 las etiquetas dependen de Bio-
logy. En el ejemplo 4 las etiquetas dependen
de Factotum.
Este hecho, seguramente depende en gran
medida del proceso que semiautomatico que
se siguio para su construccion. Muchas de
las etiquetas fueron asignadas en niveles al-
tos de las jerarquas de WN y fueron propaga-
das automaticamente a traves de la jerarqua
de hiponimos y troponimos. Debemos desta-
car, que hasta el momento no se ha realizado
una vericacion completa, ya sea manual o
automatica de todas las asignaciones de do-
minios a synsets.
3.1 Factotum
Se considera la etiqueta de dominio Factotum
para aquellos synsets que no pertenecen a un
dominio especco, pero pueden aparecer en
muchos de ellos. Esta etiqueta de dominio
incluye dos tipos de synsets :
Synsets genericos: Se utiliza para marcar
los sentidos de WN que no pertenecen a
un dominio especco. Como por ejem-
plo: persona, da de un mes, etc.
Stop Senses: Aquellos synsets que apare-
cen con frecuencia en diversos contextos,
como por ejemplo: numeros, das de la
semana, colores, etc.
3.2 Jerarqua de dominios
Existen 165 etiquetas de dominios organiza-
das en cuatro niveles en forma jerarquica,
donde cada nivel es de acuerdo al grado de
especicacion (ver gura 1).
pure_science
biology
botany
zoology
anatomy
entomology
..... ..... .....
TOP
Figura 1: Parte de la Jerarqua de Dominios
de WordNet
En el nivel uno de la jerarqua de dominios
econtramos ses categoras:
 Doctrines: fart, archaeology, astro-
logy, literature, linguistics...g
 Free time: fplay, sportg
 Applied Science: fagriculture, ali-
mentation, architecture, medicine, ...g
 Pure Science: fastronomy, mathema-
tics, biology, earth, chemistry, ...g
 Social Science: fanthoropology, law,
military, pedagogy, sociology, ...g
 Factotum: fnumber, color, person, ...g
3.3 Aplicaciones de WordNet
Domains
La importancia de las etiquetas de dominios
de WN ha sido tratada en varios trabajos en
los ultimos a~nos. En tareas de Word Sen-
se Disambiguation (WSD), (Gonzalo et al.,
1998) enfatiza el rol de los dominios en WSD.
(Magnini y Strapparava, 2000) introducen
Word Domain Disambiguation (WDD) como
una variante de WSD donde para cada pala-
bra en un texto se elige la etiqueta de dominio
en vez de la etiqueta de sentido. Ademas en
tareas como \Text Categorization" (TC) se
ha utilizado WordNet Domains (Magnini et
al., 2002), entre otras.
4 Experimentacion
A pesar de ser un recurso muy valioso,
WordNet Domains al haberse construi-
do de forma semiautomatica, requiere de
un proceso de vericacion, ya sea manual o
automatico, que nos permita validar las asig-
naciones realizadas de etiquetas de dominio a
synsets de WordNet1.6. Mas aun, nos plante-
amos adquirir los modelos implcitos de asig-
nacion de dominios a glosas, para poder eti-
quetar de forma automatica otros recursos,
diccionarios y versiones de WordNet que no
se hayan actualmente enriquecidas con eti-
quetas de dominio. Por tanto, los primeros
experimentos realizados se han centrado en:
 La asignacion automatica de dominios
a glosas de WordNet1.6 (u otras ver-
siones anteriores o posteriores de Word-
Net), u otras deniciones de diccionarios
genericos.
 La validacion de la consistencia de las
asignaciones de dominios a WordNet1.6
y en particular vericar que las etiquetas
Factotum han sido asignadas de forma
sistematica.
La tabla 3 muestra el porcentaje de etique-
tas factotum para nombres, verbos, adjetivos
POS con Fac sin Fac %Fac
noun 66025 58252 11.77
verb 12127 4425 63.51
adj 17915 6910 61.42
adv 3575 1039 70.93
Tabla 3: Distribucion de Synsets con y sin
etiquetas de dominios Factotum en WN1.6
y adverbios en WN1.6. Existe un porcentaje
elevado de synsets etiquetados como facto-
tum, excepto en el caso de los nombres.
Para nuestros experimentos se selecciono
aleatoriamente el 1% de los synsets de cada
POS para realizar el test y el resto para el
entrenamiento (ver tabla 4).
POS SF CF %Fac
noun 572 647 11.90
verb 43 121 60.33
Tabla 4: Corpus de test para nombres y ver-
bos sin factotum (SF) y con factotum (CF)
4.1 Metodo de etiquetado
El metodo de etiquetado automatico, que se
detalla a continuacion, esta basado en (Ri-
gau, Atserias, y Agirre, 1997):
 Calculo de la matriz de pesos: se toma
en consideracion las palabras que con-
forman el synset del corpus de entrena-
miento, es decir, los variant o sinonimos
y la glosa. Se determina la frecuencia de
cada palabra con respecto a la o las eti-
quetas de dominio que posee el synset.
Luego se genera un vector de pesos para
cada palabra, utilizando las medidas des-
critas en 4.2. Como ejemplo (ver tabla 5)
se presenta parte del vector de pesos pa-
ra los nombres soccer (monosemico) y
orange (polisemico).
 Ajuste de parametros: Los parametros
que se tomaron en consideracion fueron
entre otros, el porcentaje de los variant
(70%) y palabras de la glosa (30%). Se
normalizo los vectores obtenidos para ca-
da synset y se considero como etiquetas
propuestas aquellas que estuvieran en el
15% superior (rango de umbral [1..0,85]).
soccer orange
peso etiqueta peso etiqueta
2.826 soccer 8.181 botany
2.183 play 5.129 gastronomy
1.987 football 3.019 color
1.917 sport 1.594 entomology
0.998 rugby 1.205 jewellery
... ... ... ...
Tabla 5: Vector de pesos para nombres con
factotum (CF)
4.2 Medidas
Para calcular los pesos de las palabras asig-
nadas a un dominio hemos probado tres fun-
ciones distintas:
M1: Formula de la raz cuadrada
f(x; y) 
1
Nf(x)f(y)
p
f(x; y)
M2: Association Ratio
Pr(w=SC)log
2
(
Pr(w=SC)
Pr(w)
)
M3: Formula del logaritmo
log
2
(
Nf(x; y)
f(x)f(y)
)
5 Evaluacion y resultados
Las medidas de evaluacion utilizadas en los
distintos experimentos se detallan a continua-
cion:
MiA Medida i-esima al considerar los acier-
tos entre la etiqueta propuesta y la eti-
queta correcta
MiD Medida i-esima al considerar los acier-
tos derivados de la jerarqua de domi-
nios. Por ejemplo si la etiqueta propues-
ta es Zoology y la correcta es Biologogy,
se considera como un acierto.
AP Accuracy para la primera etiqueta pro-
puesta
AP =
aciertos de la primera etiqueta
total de synset
AT Accuracy para todas las etiquetas pro-
puestas
AT =
aciertos de todas las etiquetas
total de synset
Precision
P =
(etiquetas propuestas y correctas)
(total etiquetas propuestas)
Recall
R =
(etiquetas propuestas y correctas)
total etiquetas correctas
F1
F1 =
2PR
(P + R)
N AP AT P R F1
M1A 70.94 79.75 64.74 68.25 66.45
M1D 74.50 84.85 68.88 72.62 70.70
M2A 45.75 50.39 42.73 43.12 42.92
M2D 52.09 57.50 48.75 49.21 48.98
M3A 66.77 74.50 60.86 63.76 62.27
M3D 71.56 81.45 66.54 69.71 68.09
Tabla 6: Resultados para nombres conside-
rando factotum (CF)
N AP AT P R F1
M1A 73.95 81.82 66.81 68.68 67.73
M1D 78.50 87.24 71.24 73.24 72.23
M2A 52.45 57.52 49.32 48.24 48.77
M2D 59.44 65.21 55.94 54.71 55.32
M3A 74.48 82.69 68.41 69.41 68.91
M3D 78.85 88.64 73.33 74.41 73.87
Tabla 7: Resultados para nombres sin consi-
derar factotum (SF)
Para los nombres se realizaron experimen-
tos que entrenaban con factotum y testea-
ban con factotum, los resultados obtenidos
se muestran en la tabla 6. En la tabla 7
se muestran los resultados al realizar un en-
trenamiento y test de nombres sin factotum.
Los mejores resultados en promedio obteni-
dos en ambos experimentos se obtuvieron con
V AP AT P R F1
M1A 51.24 57.02 47.26 50.74 48.94
M1D 51.24 57.02 47.26 50.74 48.94
M2A 13.22 14.88 12.68 13.24 12.95
M2D 16.53 19.83 16.90 17.65 17.27
M3A 23.14 28.10 21.94 25.00 23.37
M3D 24.79 29.75 23.23 26.47 24.74
Tabla 8: Resultados para verbos consideran-
do factotum (CF)
V AP AT P R F1
M1A 69.77 76.74 64.71 55.93 60.00
M1D 74.72 83.72 69.23 61.02 64.86
M2A 20.93 25.58 19.64 18.64 19.13
M2D 41.86 51.16 38.60 37.29 37.93
M3A 41.86 55.81 39.34 40.68 40.00
M3D 53.49 67.44 46.77 49.15 47.93
Tabla 9: Resultados para verbos sin conside-
rar factotum (SF)
la medida M1. Destacando que mas del 70%
de las primeras etiquetas propuestas coinci-
den con los WorNet Domains.
En la tabla 8 se muestran los resultados
al realizar un entrenamiento y test de verbos
con factotum. Mientras que la tabla 9 mues-
tra los resultados de entrenamiento y test de
verbos sin factotum. En ambos casos se ob-
tienen peores resultados que para los expe-
rimentos con nombres. Una de las razones
puede ser el alto numero de synsets de ver-
bos etiquetados con factotum (ver tabla 4).
Pero en el caso de los verbos sin factotum
se aprecia una mejora de cerca del 70% de
etiquetas correctas como primera propuesta.
Train CF
Test CF Test SF
P R P R
M1A 64.74 68.25 86.15 82.35
M1D 68.88 72.62 89.23 85.29
Tabla 10: Entrenamiento con factotum para
nombres usando medida M1
En la tabla 10 se hace una comparacion
para los nombres al realizar un entrenamien-
to con factotum y un test con diferentes cor-
Train SF
Test CF Test SF
P R P R
M1A 76.37 75.66 66.81 68.68
M1D 79.04 78.31 71.24 73.24
Tabla 11: Entrenamiento sin factotum para
nombres usando medida M1
pus (CF y SF). Se puede apreciar una mejora
considerable al entrenar con factotum y ha-
cer un test sin factotum, llegando al 86.15%
de precision en la primera asignacion, lo cual
puede deberse a que las etiquetas distintas de
factotum estan correctamente asignadas.
En cambio al hacer el experimento de en-
trenar sin factotum y hacer test variados (CF
y SF), como se muestra en la tabla 11, pode-
mos darnos cuenta que sucede lo contrario
al caso anterior. La razon puede deberse a
que nuevamente la etiquetas diferentes a fac-
totum estan bien etiquetadas.
Pero al comparar los resultados de las ta-
blas 10 y 11 podemos decir que se alcanza
en promedio una precision cercana al 80% en
las etiquetas propuestas en primer lugar.
6 Discusion
Aunque los resultados obtenidos son alenta-
dores, si realizamos un analisis mas detalla-
do de las asignaciones erroneas realizadas por
el metodo automatico, comprobamos ademas
que en la mayora de los casos, las etiquetas
propuestas resultan ser bastante parecidas.
Esto sugiere cierta falta de sistematicidad en
la asignacion de etiquetas. Ademas, en aque-
llos casos donde se considera la jerarqua de
dominios en la asignacion (MiD), se obtiene
tambien, en la mayora de los casos, unos me-
jores resultados.
A modo de ilustracion, se muestran
a continuacion algunos synset donde la
etiqueta propuesta fue considerada como
erronea en la evaluacion, pero al analizar
la glosa respectiva, podemos intuir que en
muchos casos podra ser considerada como
una etiqueta corregida.
1. Palabras monosemicas. Aquellas pa-
labras de la glosa que sean monosemicas
pueden ayudar a encontrar el dominio
mas adecuado.
credit application#n#1 (an appli-
cation for a line of credit)
Etiquetado con SCHOOL
Propuesta 1: Banking
Propuesta 2: Economy
OBS: line of credit#n#1 es mo-
nosemico y esta etiquetado como
Banking.
plague spot#n#1 (a spot on the skin
characteristic of the plague)
Etiquetado con ARCHITECTURE
Propuesta 1: Physiology
Propuesta 2: Medicine
OBS: plague#n#1 es monose-
mico y esta etiquetado como
Physiology-Medicine. Y skin#n
posee 6 sentidos como nombre eti-
quetados como Anatomy, Transport
y Factotum.
2. Relacion entre Etiquetas. Existe una
relacion directa en la jerarqua de domi-
nios entre las etiquetas propuestas y las
correctas.
academic program#n#1 (a pro-
gram of education in liberal arts
and sciences (usually in preparation
for higher education))
Etiquetado con PEDAGOGY
Propuesta 1: School
Propuesta 2: University
OBS: Pedagogy es padre de
School y de University.
shopping#n#1 (searching for or
buying goods or services)
Etiquetado con ECONOMY
Propuesta 1: Commerce
OBS: En la jerarqua de dominios,
Commerce y Economy dependen
directamente de Social science.
authorisation#n#1 (the act of aut-
horizing)
Etiquetado con POLITICS
Propuesta 1: Law
OBS: En este caso Law y Poli-
tics dependen en forma directa de
Social science.
re control radar#n#1 (radar that
controls the delivery of re on a
military target)
Etiquetado con MER-
CHANT NAVY
Propuesta 1: Military
OBS: Merchant navy depende
de Transport. Mientras que Mi-
litary y Transport dependen de
Social science.
3. Relaciones en WN. En algunos casos
los synset estan relacionados con pala-
bras contenidas en la glosa.
bowling#n#2 (a game in which balls
are rolled at an object or group of
objects with the aim of knocking
them over play)
Etiquetado con BOWLING
Propuesta 1: Play
OBS: game#n#2 es hiperoni-
mo y esta etiquetado como Play.
Ademas play#n#16 etiquetado
como Play-Sport, esta relacionado
por holonimia con game#n#2.
Ademas en la jerarqua de domi-
nios, Play y Sport son hermanos; y
Bowling depende de Sport.
cost analysis#n#1 (breaking down
the costs of som e operation and
reporting on each factor separately)
Etiquetado con FACTOTUM
Propuesta 1: Economy
OBS: La palabra \cost" perte-
neciente a la glosa posee 3 sentidos,
etiquetados Economy, Money y
Quality respectivamente.
4. Casos inciertos y dudosos. Existen
casos en donde la etiqueta propuesta no
responde a ningun patron, pero que pue-
de ser considerada como la etiqueta co-
rrecta.
birthmark#n#1 (a blemish on the
skin formed before birth)
Etiquetado con QUALITY
Propuesta 1: Medicine
bardolatry#n#1 (idolization of Wi-
lliam Shakespeare)
Etiquetado con RELIGION
Propuesta 1: history
Propuesta 2: literature
7 Conclusiones y trabajo futuro
Como se ha visto en los resultados, el proce-
dimiento para asignar etiquetas de dominio a
glosas de WordNet es bastante alentador, so-
bre todo si consideramos que es un problema
difcil, al tener en consideracion la polisemia
existente en WN y la forma en que fueron ge-
neradas las etiquetas de dominios, generadas
a traves de un proceso de propagacion semi-
automatico a traves de las relaciones existen-
tes en WN.
El procedimiento es bastante able en las
etiquetas que propone como primera priori-
dad, alcanzando mas del 70% de coincidencia
con las etiquetas de dominio propuestas por
(Magnini y Cavaglia, 2000).
Tambien hemos realizado un primer es-
tudio sobre la tipologa de los errores del
metodo que sugiere que en ciertos casos po-
dramos a~nadir nuevas etiquetas correctas
al synset en cuestion o corregirlas, substi-
tuyendolas.
Tambien hemos visto que los synsets ac-
tualmente etiquetados como factotum, pue-
den ser, etiquetados con una etiqueta de do-
minio.
Como trabajo futuro, planeamos realizar
ciertas mejoras y adaptaciones al algoritmo
para etiquetar otras versiones de WordNet
y para lograr etiquetar un texto libre (p.e.
SemCor) con las etiquetas de dominios de
WN.
Hemos planicado tambien realizar un ex-
tension del metodo considerando las glosas de
synsets relacionadas con el synset etiquetado
(mediante relaciones de hiponimia o meroni-
mia).
Por ultimo, tambien queremos realizar un
estudio sobre la bondad de cada asignacion
automatica, proporcionando credibilidad solo
a aquellas que superen un cierto umbral, o
cumplan determinadas propiedades.
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