In the present work a new set of differential equations for the Hopfield Neural Network (HNN) method were established by means of the Linear Extended Gateaux Derivative (LEGD). This new approach will be referred to as Gâteaux-Hopfiel Neural Network (GHNN). A first order Fredholm integral problem was used to test this new method and it was found to converge 22 times faster to the exact solutions for α > 1 if compared with the HNN integer order differential equations. Also a limit to the learning time is observed by analysing the results for different values of α. The robustness and advantages of this new method will be pointed out.
Introduction
Retrieving physical and chemical information from experimental data represents an important class of problem in science, known as inverse problems [1, 2] . Due to the its inherent ill posed nature, inverse problems have to be regularized and solved by special numerical techniques, such as the singular value decomposition [3] , the Tikhonov regularization [4] or Hopfield Neural Network (HNN) [5, 6] . Examples of inverse problems solved by Hopfield Neural Network (HNN) can be, for example, the recovery of molecular force field from experimental frequencies [7] , the probability density function from experimental positron annihilation lifetime spectra [8] and applications on scattering theory [9, 10] . Although the applications of HNN to inverse problem has proved to be very robust, considerable time can be saved if the concept of a more general derivative is introduced in the neural network framework.
Fractional derivative can be defined in a variety of ways. For a theoretical and historical review one may refer to references [11] [12] [13] . However, a large number of these definitions does not follow the usual properties of calculus, such as the derivative of constant not equal to zero or the properties of the chain rule. This will impose serious difficult to conciliate the definitions of fractional calculus with the analysis of physical and chemical problems, such as the learning time in the HNN.
Among the several fractional derivative definitions, the Caputo fractional derivative has been largely used in the literature [14] [15] [16] , although this definition also does not satisfy the usual calculus chain rule.
Even with this serious shortcoming Caputo fractional derivative has been applied to inverse problems in the literature [17] [18] [19] [20] . Dissipation of energy is not guaranteed in this framework.
One definition that satisfies the properties of calculus was proposed by Khalil et. al. and named as Conformable Fractional Derivative (CFD) [21] . Since this definition is a Linear Extended Gâteaux Derivative (LEGD) particular case [22] , the Hopfield set of differential equations can be rigorous established in a more general sense. In this case dissipation of energy comes out in a natural way and the basic neural network equations are also simple modified. This more general result will be referred here as the Gâteaux-Hopfield Neural Network (GHNN).
A theoretical background is presented in the next section of the paper. This will introduce concepts usefull to prove relations along the work. Afterwards,the LEGD will be used to derive the Hopfield Neural Network equations, based on a previous integer order HNN [23] algorithm. A first order Fredholm integral equation will be used to test the new method. In the LEGD one must define a parameter ψ, which is the generalization of the derivation path in the directional derivative. It will be set as in CFD, ψ = t 1−α , but with α ∈ R instead of α < 1, allowing greater freedom for α values. It was also possible to write a variation of the Euler method which will be used along the work. The present framework proves to be an improvement of the usual HNN method since the computational time is reduced significantly for large values of α.
Mathematical background
The Linear Extended Gâteaux derivative is defined as [22] 
If f (t) and g(t) are Linear Extended Gâteaux differentiable functions and λ a constant, this derivative obeys the rules:
Along this work it will be considered only functions in Euclidian space. Let f :
Thus, the LEGD is given by [22] df leg (t; ψ) = ( ∇f 1 , ψ(t, α) , ∇f 2 , ψ(t, α) , . . . , ∇f m , ψ(t, α) ) (
in which ∇f j = ∂ ∂t 1 , ∂ ∂t 2 , . . . , ∂ ∂tn f j . Further will be considered functions f such that f j = f j (t) for t ∈ R, thus n = 1. For this particular case one obtains from equation (2) d
If ψ is defined as t 1−α with α ≤ 1 one obtains the conformable fractional derivative as proposed by Khalil et. al. [21] . Given a function f : R ≥0 → R, its conformable fractional derivative of order α ∈ (0 , 1] is given by
Application of equation (3) is usefull in Gâteaux-Hopfield Neural Network. Considering two func-
This result can be further generalized and this property will be used further in this work.
Gâteaux-Hopfield Neural Network
The Gâteaux-Hopfield equations will be obtained in this section. The present work will consider only linear problems, i.e. that can be represented as a transformation
However, the extension to non-linear problems can be performed, as in reference [24] . The linear
Hopfield Neural Network method consists to define a cost function as the norm of the diference between the calculated and exact results taking the derivative with respect to the learning time [23] as,
with f = f(t). It is important to observe that Φ(t) can be represented as a composite function. Let
Under the Linear Extended Gâteaux Derivative definition one obtains for a problem with two neurons
in which equation (5) was applied, with n = 1, p = 2 and m = 1. For a decreasing error with time one must impose d(Φ(t)) leg (t; ψ) < 0. To satisfy this condition it is necessary to define
Generaly the activation function, f , is defined as a monotonically increasing function of the neuron state, u(t). Therefore one has f 1 = f (u 1 (t)) and
Since df du > 0, one is left with the condition
Using equation (7), one obtains
and therefore
The set of equations (13) can be rearranged and written in a matricial form, which is the same for any dimension,
or
For ψ = 1 the classical set of differential equations for Hopfield Neural Network is recovered. In this work it will be chosen ψ = t 1−α as in Khalil et al definition, but here α is a parameter and can be any real number.
Considering equation (15) and this particular for ψ it is possible to propagate the fractional Hopfield equations by solving
To avoid singularity, the initial condition must be given at t 0 > 0. The problem was well described by R n and R m with m = n = 22. The condition number, κ(K), that indicates how a small variation in g can amplify the error in f and is given by
The prototype system
with σ max (K) and σ min (K) the maximum and minimum singular values of K, respectively. For this case the condition number is equals to 8.1167 × 10 18 , which defines an ill-posed problem.
The numerical solution
Considering equation (16) the fixed point for this set of differential equations, i.e. du dt = 0, is u such that Kf(u(t)) = g
This result is independent of α, but this parameter has influence on the convergence to fixed points.
Since the conformable fractional derivative is a particular case of LEGD one may maintain ψ(t, α) = t 1−α , but without the restriction of α < 1. To help understanding the influence of α on the convergence one may consider the numerical solution of the GHNN by the Euler method,
Defining h t 1−α = ǫ one has
which is analogous to the usual Euler method with a time dependent step. For α < 1 one has ǫ decrescent with time and therefore the next point is increasingly closer to the previous point, which explains the need to define a larger time of integration. For α > 1 one has ǫ crescent and hence the next point obtained in the integration is farther from the previous point, which explains the lower learning time. More generally, one may write
which may be called LEGD-Euler method.
Since the time-step in the LEGD-Euler method is constant and defined by h, the analogy with a time dependent step method must be carefully interpreted. As Zhao and Luo stated in their work [22] , the LEGD is a modification of the classical velocity both in direction (for higher dimensions) and magnitude. From this point of view, the conformable Hopfield set of differential equations can be interpreted as a modification of the classical learning rate magnitude.
6 Convergence dependence on α and ψ From this arguments, the learning rate dependence on α and ψ will be possible to be predicted. For ψ = t 1−α and α < 1 the classical learning rate will decrease over time and the neural network will have a fast learning only in the beginning of the process. If the initial condition is not near to the exact solution, the neural network will need a larger time to learn about the process and for even larger time it will can not learn anymore since ψ = 0. For α > 1 the classical learning time will be modified to zero on the beginning, however after a short time it will monotonically increase with time until the neural network has learnt completely about the process, which will demand a lesser time if compared with the usual HNN method.
Since the conformable Hopfield differential equations can be interpreted as a modification of the classical Hopfield equations, it will change the learning and computational time for the calculation.
The effect of α ≥ 1 on the computational time will be carried out.
Learning time evolution
The results obtained, for a fixed norm of about 10 −11 , are presented in Table 1 whereas in Figure 1 the norm times evolution is presented. From these results one can observe a smaller computational time to obtain the norm of the same magnitude as α increases. To further validate the discussion it is presented in Figure 2 the solution as a function of learning time evolution for α = 1, 5 and 10. As predicted, for α > 1 the network will not learn in the begining of the process. However after the learning process starts, the convergency to the exact solution is faster for larger values of α. The final results were the same in all calculations, but with the advantage of getting the results about 22 times faster for α = 10. From Figure 1 it is also possible to see a limit for learning time as α increases. 
Conclusions
A modified Hopfield neural network was discussed in the present work from the conformable derivative point of view. Properties of this derivative were enunciated and applied to establish a new set of Hopfield differential equations. The method was implemented to solve a first order Fredholm integral problem and the results were compared with the usual Hopfield Neural Network.
The numerical solution can be related to the usual Euler method with a time-dependent step, though this must be done carefully, since time step, h, used in the numerical procedure is constant. Another interpretation can be obtained considering the LEGD as a modification of the classical learning rate.
The advantage and robustness of this new method is evident since for the present problem it was found better results for larger values of α, which gives the exact solution up to 22 times faster than the usual HNN method.
