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Abstract. We consider the Kuramoto model on sparse random networks such as
the Erdo˝s-Re´nyi graph or its combination with a regular two-dimensional lattice
and study the dynamical scaling behavior of the model at the synchronization
transition by large-scale, massively parallel numerical integration. By this method,
we obtain an estimate of critical coupling strength more accurate than obtained
earlier by finite-size scaling of the stationary order parameter. Our results confirm
the compatibility of the correlation-size and the temporal correlation-length exponent
with the mean-field universality class. However, the scaling of the order parameter
exhibits corrections much stronger than those of the Kuramoto model with all-to-
all coupling, making thereby an accurate estimate of the order-parameter exponent
hard. We find furthermore that, as a qualitative difference to the model with all-to-all
coupling, the effective critical exponents involving the order-parameter exponent, such
as the effective decay exponent characterizing the critical desynchronization dynamics
show a non-monotonic approach toward the asymptotic value. In the light of these
results, the technique of finite-size scaling of limited size data for the Kuramoto model
on sparse graphs has to be treated cautiously.
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1. Introduction
Synchronization of parts of interacting systems is a ubiquitous phenomenon in nature.
It is observed in biological, chemical, physical, and sociological systems and much effort
has been devoted to the theoretical understanding of its general features [1, 2, 3]. A
paradigmatic model of N globally coupled oscillators was introduced and solved in the
stationary state in the limit N → ∞ by Kuramoto [4], and later the macroscopic
evolution of the system was shown to be governed by a finite set of nonlinear ordinary
differential equations [5]. An interesting property of the Kuramoto model is that it shows
a continuous phase transition with a diverging correlation size, separating a synchronized
phase from an unsynchronized one. Owing to its chaotic time evolution, it obeys a
scaling theory analogous to critical points of stochastic systems. Here, the whole set of
critical exponents are known [4, 5, 6], and the corresponding universality class is termed
as mean field since, due to the all-to-all coupling, the individual oscillators interact with
a mean field of the rest of the oscillators.
A challenging line of research aims at studying the possibility and nature of phase
synchronization transition in extended systems, where oscillators sit on a regular lattice
of finite dimension d and the interaction, in the extreme case, is restricted to nearest-
neighbors [6, 7, 8], or, as an interpolation, its strength decays with the distance between
oscillators [9, 10, 11, 12]. Another intermediate case between finite-dimensional systems
and all-to-all coupling are sparse random networks whose diameter scales with the size
slower than a power law [13, 14]. In these systems, exact tractability is, in general,
lost and one resorts to approximations or numerical integration. Using linearization of
the dynamical equations of the Kuramoto oscillators, which is justified by the system
being in the synchronized phase, consistency, i.e. the existence of synchronization, has
been found in regular lattices for dimensions d > 4 [8], while, for general networks, for
ds > 4, where ds is the spectral dimension of the network [15]. Another question is the
nature of the synchronization transition, provided it exists, for which numerical results
are available, mainly on the scaling of the order parameter in the stationary state. For
regular lattices of dimensions d = 5, 6, which are above the lower critical dimension
dl = 4 [6], as well as for random graphs with an infinite spectral dimension such as
Erdo˝s-Re´nyi (ER) graphs [14] or Watts-Strogatz networks [16], compatibility with the
mean-field universality class was found. Besides the pure theoretical interest, studying
this problem is greatly motivated by neuroscience, since brain is expected to work near
a synchronization transition [17].
In this work, we revisit the Kuramoto model on Erdo˝s-Re´nyi graphs, but instead
of restricting ourselves to the static scaling, we also study numerically the dynamical
scaling, first time in this model, as it has been done for the Kuramoto model with
all-to-all coupling in Ref. [18]. Furthermore, we also consider the Kuramoto model on
random networks which are combinations of ER graphs and a regular, two-dimensional
(2d) lattice. A motivation for studying such structures is that certain applications of
the model contain random, long-range connections embedded in Euclidean space where
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they compete with the effect of short-range interactions. Such a situation is typical, for
example, in brain networks [19].
The numerical integration of the dynamical equtions has been performed on
graphics processing units, allowing us to reach size and time scales much larger than
those applied so far. In earlier works, the mean-field behavior of systems with ds > 4
was usually demonstrated by finite-size scaling of the stationary order parameter using
the mean-field critical exponents and tuning the critical coupling strength to achieve
an optimal collapse. But this method, at least for the limited system sizes that are
numerically available, is rather uncertain and gives a satisfactory scaling collapse for a
whole range of combinations of parameters. Therefore we used instead the dynamical
scaling of the time-dependent order parameter to estimate the critical coupling strength.
According to our numerical results, the correlation size and the temporal correlation-
length exponent are compatible with the mean-field universality class, however, the
sparse interaction network leads to strong corrections to the scaling of the time-
dependent order parameter. The effective, time-dependent decay exponent δeff(t)
characterizing the critical desynchronization dynamics shows a qualitatively different
dependence on time compared to the model with all-to-all coupling: Rather than a
monotonically increasing behavior, it exhibits an initial increase followed by a decreasing
approach to the asymptotical value. Accordingly, the asymptotical scaling region is
shifted to time and size scales much larger than those of the model with all-to-all
coupling, thereby making an accurate estimate of the decay exponent hard. Using
size and time scales in the strong-correction-region the estimates of critical exponents
involving the order-parameter exponent can significantly differ from the asymptotical
values. Conversely, setting the critical exponents to their mean-field values and
estimating the critical coupling strength by finite-size scaling can give a considerable
error.
The rest of the paper is organized as follows. In sec. 2, the model is defined and
the scaling theory of the synchronization transition is recapitulated. Numerical results
for ER graphs and their union with a regular 2d lattice are presented in sec. 3 and
discussed in sec. 4.
2. The model
We consider the Kuramoto model of interacting oscillators sitting at the nodes of a
network, whose phases φj(t), j = 1, 2 . . . , N , evolve according to the following set of
dynamical equations
dφj(t)
dt
= ωj +K
∑
k
sin[φk(t)− φj(t)]. (1)
Here, ωj is the intrinsic frequency of the jth oscillator, which is drawn from a Gaussian
distribution with zero mean and unit variance, and the summation is performed
over adjacent nodes of node j. We are interested in the properties of the phase
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synchronization transition through studying the phase order parameter defined by
R(t) =
1
N
∣∣∣∣∣
N∑
j=1
eiφj(t)
∣∣∣∣∣ , (2)
which is non-zero above a critical coupling strength, K > Kc, and zero for K < Kc in
the limit N → ∞ and t → ∞. In a finite system of size N and close to the critical
point, i.e. for |∆| ≪ 1, where ∆ ≡ K −Kc, the order parameter averaged over different
realizations of the intrinsic frequencies and random networks is expected to have the
following scaling property
R(t,∆, N) = b−β/νR˜(tb−z ,∆b−1/ν , Nb−1), (3)
where b is a scale factor, β is the order parameter exponent, and the dynamical exponent
z is related to the correlation-size exponent ν and temporal correlation length exponent
ν‖ through z = ν‖/ν. Here, the scaling function R˜ is different for different initial states
of the system. If the system starts from a fully synchronized state [R(t = 0) = 1], then
at the critical point (∆ = 0) we obtain by setting b = t1/z in Eq. (3) an algebraic decay
R(t) ∼ t−δ, (4)
with δ = β/ν‖, for times 1 ≪ t ≪ N
z . In the case of a random initial state, in which
R(t = 0) = O(N−1/2), we have an algebraic increase of the order parameter in the
critical point according to
R(t, N) ∼ N−1/2tΘ, (5)
where Θ = (1/2− β/ν)/z, for times 1≪ t≪ N z [18].
The mean-field universality class is characterized by the critical exponents β = 1/2
[4], ν‖ = 1 [5, 18], and ν = 5/2 [6], so the dynamical critical exponents take the values
z = 2/5, δ = 1/2, and Θ = 3/4.
3. Numerical results
We numerically integrated the dynamical equations (1) on different networks, starting
with either equal, or uniformly distributed random phases. We calculated the order
parameter given in Eq. (2) as a function of time and performed an average over
typically a few hundreds of realizations of random networks and intrinsic frequencies.
For the numerical integration, we applied the fourth-order Runge-Kutta method with
a step length ∆t = 0.1, and convinced ourselves that a further reduction of the step
length would not noticeably alter the average order parameter. In order to achieve
the large system sizes required to study the time-dependence of the order parameter
in the transient regime, we performed part of the simulations on graphics processing
units (GPUs), increasing simulation throughput by up to a factor of 80 for ER graphs
with N = 227 nodes. The details of our GPU implementation will be published elsewhere
[20].
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For the studying of the time-dependence at the critical point we found it useful to
calculate effective time-dependent exponents from R(t) such as δeff(t) in the case of a
synchronized initial state:
δeff(t) = −
ln[R(t′)/R(t)]
ln(t′/t)
, (6)
where we used typically ln(t′/t) = 0.23.
First, we considered random graphs with a constant number of links, E = k
2
N , in
each sample of size N , which connect equiprobably chosen pairs of nodes. The numerical
calculations were performed on random graphs with a mean degree k = 4.
The dependence of the average order parameter on time and that of the
corresponding effective decay exponent, when the system is started from a fully
synchronized state, are shown in Fig. 1. As a comparison it is worth invoking the
behavior of δeff(t) in the Kuramoto model with all-to-all coupling, presented in Fig. 1
of Ref. [18], in which model Kc is exactly known. In that case, at the critical point,
δeff(t) increases monotonically with t and saturates to 1/2. For K > Kc, it increases
initially, then, after reaching a maximum (with a maximum value below 1/2), it starts
to decrease to zero, while for K < Kc, it increases all the way up to its finite-size cutoff,
having an inflection point around the saturation value of the critical curve, where they
change from concave to convex.
As can be seen in Fig. 1b, δeff(t) shows a qualitatively different behavior on ER
graphs. For values of K close to the transition, δeff(t) is an increasing function for short
times until t ∼ 102, where it reaches a maximal value above 0.7 and decreases afterwards,
so that the asymptotic value of δ is approached from above. Note that the rapid drop
of the near-critical curves for long times is due to the finite-size of the system. The
curve δeff(t) for K = 0.4817 shows a steep increase (up to the cutoff) meaning that this
point is in the unsynchronized phase, i.e. Kc > 0.4817. On the other hand, the curve
for K = 0.483 has a concave shape with a rapid decrease at long times, meaning that
it belongs to the synchronized phase, i.e. Kc < 0.483. Whithin this relatively narrow
range, the curves δeff(t) vary sensitively with K, allowing us only for a rather inaccurate
estimate on the asymptotic value, δ, leaving room for a possible tendency toward the
mean-field value, 1/2, see the guide-to-the-eye at K = 0.4821 in Fig. 1b, or a tendency
toward some higher limiting value for smaller values of K.
Having an estimate of the critical coupling strength, one usually determines the
critical exponents by using the scaling relation in Eq. (3). Setting ∆ = 0 and b = N , we
obtain that, having the time-dependent order parameter for different sizes and plotting
R(t, N)Nβ/ν vs. tN−z a data collapse is achieved provided the correct exponents are
used. Regarding the dynamical decay exponent δeff(t) shown in Fig. 1, the numerically
available time scales are far from the asymptotic regime. Nevertheless, the effective
exponent δeff(t) varies slowly in time, and in a limited range of time, which corresponds
to a size range through N ∼ t1/z , it can be regarded as roughly constant. Here, an
approximate scaling collapse is still expected to hold provided effective values of the
critical exponents are used. This is illustrated in Figs. 2 and 3, for synchronized
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Figure 1. a) Time-dependence of the average order parameter obtained numerically
for the Kuramoto model on ER graphs for different values of the coupling strength K.
b) Effective decay exponents δeff(t) as a function of time, for different values of K. For
data in the range K = 0.4817− 0.4823 the size was N = 227 (thick lines) and N = 225
(thin lines), whereas for other values of K, N = 222. The dashed red line has the form
δeff(t) = 28/t+ 0.5. c) Effective decay exponents plotted against 1/t.
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and random initial conditions, respectively, where the time scale corresponding to the
applied sizes is near the time where δeff(t) is maximal. Here, satisfying data collapses
are obtained with the values z = 0.4, which agrees with the mean-field value and
[β/ν]eff = 0.29, which is higher than the mean-field value 1/5.
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Figure 2. Scaling plot of the time-dependence of the average order parameter obtained
numerically for the Kuramoto model on ER graphs using a fully synchronized initial
state for different sizes at K = 0.482. The parameters [β/ν]eff = 0.29 and z = 0.4 are
used. The inset shows the unscaled data.
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Figure 3. The same as in Fig. 2 but with random initial states.
The above methods provided estimates on the ratios of the (effective) static
exponents β, ν, and ν‖. In order to determine their absolute values, we calculated the
time-dependent order parameter for different coupling strengths in the unsynchronized
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phase. According to Eq. (3), for system sizes well beyond the correlation size, plotting
R(t,∆)∆−β against t∆ν‖ results in a data collapse for long times. As can be seen in
Fig. 4, this is indeed the case, and an approximate collapse is achieved by an effective
order-parameter exponent βeff = 0.68(3) and a correlation-length exponent ν‖ = 1.00(2)
compatible with the mean-field value.
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ln
[R
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ln t
Figure 4. Scaling plot of the time-dependent order parameter of the Kuramoto model
on ER graphs obtained numerically with a fully synchronized initial state, for different
coupling strengths in the unsynchronized phase. The system size was N = 222 and
the parameters Kc = 0.4821, β = 0.68, and ν‖ = 1 were used. The inset shows the
unscaled data.
To estimate the exponents, we also applied the finite-size scaling of the order
parameter in the stationary state. In order to do this, we produced stationary data
for different sizes and, for each N , for a series of different values of K, with a resolution
∆K = 0.01. To reduce the relaxation time, for each sample, the end state of the
simulation at a given value of K was used as the initial state for K + ∆K. For the
largest system size N17, the simulation time was 215 · 0.1 for each K, and measurement
of the order parameter was performed in the last quarter of the simulation period.
A scaling plot of the stationary order parameter according to Eq. (3) with b = N
and t → ∞ around the critical point is shown in Fig. 5. We find that the optimal
collapse can be achieved with an effective order-parameter exponent higher than the
mean-field value, βeff = 0.72, and ν = 2.5 which is compatible with the mean-field
universality class.
According to Eq. (3), the stationary order parameter vanishes in the synchronized
phase close to the critical point as
R(∆) ∼ ∆β, (7)
which is valid for an infinite system. This is tested in Fig. 6, where the estimate of
the critical coupling strength Kc = 0.4821 has been used. As can be seen, the effective
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Figure 5. Scaling plot of the stationary order parameter of the Kuramoto model
on ER graphs obtained numerically for different sizes and coupling strengths. The
parameters Kc = 0.4821, βeff = 0.72, and ν = 2.5 were used. The inset shows the
unscaled data.
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Figure 6. The logarithm of the average stationary order parameter plotted against
the logarithmic distance from the estimated critical point Kc = 0.4821 for different
system sizes. The straight line has the slope 0.66.
order-parameter exponent βeff(∆) = d ln[R(∆)]/d ln∆ slowly changes with ∆. For the
data points close to the critical point, where a saturation of the dependence on N is
reached we have βeff = 0.66, which is again well above the corresponding mean-field
value 1/2.
Besides the ER graph we also studied the Kuramoto model on a union of ER
graphs with a regular two dimensional lattice. The results are qualitatively similar
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to those obtained on ER graphs. The effective decay exponents δeff(t) obtained for
combinations of k = 1 graphs with a 2d lattice are shown in Fig. 7. The critical
100 101 102 103
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0.9
δ ef
f(t)
0.4762
0.4765
0.4768
0.4769
0.477
0.4772
SYNCHRONIZED
UNSYNCHRONIZED
Figure 7. Effective decay exponents δeff(t) as a function of time obtained numerically
in the ER graph (k = 1) combined with a 2d lattice, for different values of K and
sizes N = 6000 (thin lines) and N = 10000 (thick lines). The dashed horizontal line
indicates the asymptotic value δ = 1/2 of the mean-field universality class, while the
vertical line shows the estimated cutoff time for the larger size.
coupling strength is estimated to be in the range 0.4765 < Kc < 0.4772. But within this
range, the effective exponents change significantly even up to the cutoff time, allowing
for a possible approach to the mean-field value 1/2 at later times, as well as a saturation
to a limit higher than 1/2.
4. Discussion and outlook
We have seen in the previous section that the estimates of the correlation-size exponent
ν, the temporal correlation-length exponent ν‖ and their ratio z are compatible with
the mean-field universality class. The order-parameter exponent β as well as the critical
exponents involving it are, however, loaded with strong corrections, which, inspite of
the extremely large sizes attained by an enormous GPU resource usage, do not allow
for a clear conclusion on the asymptotic value.
A more general form of critical scaling contains a power-law correction to the leading
term [21], such as
R(t) ∼ t−δ(1 + bt−δ
′
) (8)
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in case of the time-dependence of the order parameter. This provides an algebraic
correction to the effective exponent δeff(t) = −d lnR(t)/d ln t as:
δeff(t) = δ + bδ
′t−δ
′
. (9)
A first guess for the correction exponent is δ′ = 1, which we found numerically also in
the Kuramoto model with all-to-all coupling (not shown), and it is worth mentioning
that this form of the correction has been observed also in the contact process [21]. A
test of this type of corrections can be seen in Fig. 1c, where δeff(t) is plotted against
1/t and the near-critical curves are compatible with a linear dependence.
In accordance with the numerical results presented in Fig. 2, due to the correction
in δ, corrections also appear in the exponent β/ν describing the finite-size scaling of the
stationary order parameter in the transition point through R(N) ∼ N−β/ν . Its effective
value is related to that of exponent δ according to
[β/ν]eff(N) ≈ δeff [τ(N)]z, (10)
where τ(N) ∼ N z is the relaxation time needed to reach the stationary state in finite
systems of size N . Using Eq. (9), this leads to
[β/ν]eff(N) ≈ β/ν + const ·N
−δ′z. (11)
The effective order-parameter exponent, βeff(∆) = d ln[R(∆)]/d ln∆, is related to
the effective decay exponent through
βeff(∆) ≈ δeff [τ(∆)]ν‖, (12)
where
τ ≃ A∆−ν‖ (13)
is the correlation time at a distance ∆ from the transition point. Using Eq. (9), this
yields
βeff(∆) ≈ β + const ·∆
δ′ν‖ (14)
close to the transition point. We have calculated βeff(∆) from the discrete data points
presented in Fig. 6 for which size-dependence is negligible, and compared it to δeff(t) by
using an equivalent time corresponding to the control parameter through Eq. (13). As
shown in Fig. 8, the approximate relationship in Eq. (12) is satisfactorily fulfilled with
an appropriate choice of the constant A. We can also see that βeff(∆) for the studied
range of ∆ has not even reached its maximum and it is therefore well out of the range
of validity of Eq. (14).
We have demonstrated in this work that, in the Kuramoto model on sparse random
graphs, the scaling of the order parameter is loaded with strong corrections, due to which
the estimates of critical exponents involving the order-parameter exponent obtained by
numerical studies of finite systems may significantly differ from their asymptotic values.
A usual way of checking the compatibility of the Kuramoto model on graphs with the
mean-field universality class is to judge whether a good scaling collapse of finite-size
stationary order parameter data can be achieved by using mean-field critical exponents
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Figure 8. The effective decay exponent δeff(t) at K = 0.4821 compared to the
effective order-parameter exponent βeff [∆(t)]/ν‖ as a function of the equivalent time
corresponding to the control parameter ∆ through t = A∆−ν‖ with A = 3.5.
and an appropriate choice of the critical coupling strength Kc. This has been done in
the case of the ER graph with k = 4, the same model studied here, in Ref. [14], where a
scaling collapse was obtained up to the size N ≈ 216 by using Kc = 0.49. As can be read
off from Fig. 1b, the effective exponents δeff(t) for K = 0.49 are, for times corresponding
to the applied sizes, indeed close to the mean-field value 0.5. Nevertheless forcing the
asymptotic value of the critical exponents to finite-size data, for which the corrections
are still significant, leads to a considerable shift in the estimation of Kc.
We have seen in this work that the finite-size corrections for the critical scaling of
the Kuramoto model are stronger for sparse random graphs than for the variant with all-
to-all coupling. This may be generally valid for other models as it is related to the sparse
interaction structure, but it is particularly important for the Kuramoto model as the size
scales available by numerical integration of the dynamical equations are well below those
available by simulations of stochastic reaction-diffusion systems. We have seen that also
the form of corrections is qualitatively different for sparse graphs and the case of all-
to-all coupling, the effective exponents tending to the asymptotic value from above and
from below, respectively. An interesting question is how the effective exponents behave
for random graphs having less edges than the all-to-all coupling case [N(N − 1)/2] but
more than sparse graphs with a constant mean degree [O(N)] have. Similarly, one
can ask whether such an anomalous, non-monotonic behavior of the effective exponents
appears for the Kuramoto model on finite dimensional lattices. These problems are left
for future research.
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