Abstract. We present a measure of cognitive complexity for subclasses of the regular languages that is based on model-theoretic complexity rather than on description length of particular classes of grammars or automata. Unlike description length approaches, this complexity measure is independent of the implementation details of the cognitive mechanism. Hence, it provides a basis for making inferences about cognitive mechanisms that are valid regardless of how those mechanisms are actually realized.
Introduction
Identifying the nature of the cognitive mechanisms employed by various species, and the evidence which helps determine this nature, are fundamental goals of cognitive science. The question of the relative degree of difficulty of distinguishing (proto-) linguistic patterns has received a considerable amount of attention in recent Artificial Grammar Learning (AGL) research [1, 2] , as well as in current research in phonology [3, 4] . In the AGL research, as in the phonological research, the complexity of the learning task has been central. This in no small part depends on the complexity of the patterns being learned. This paper studies the pattern complexity of subclasses of the class of regular stringsets 3 from a model-theoretic perspective, which has its roots in the seminal work of McNaughton and Papert [5] (and, ultimately, Büchi [6] and Elgot [7] ). An important aspect of this analysis is that it is independent of any particular representation. We argue that descriptive complexity of this model-theoretic sort provides a more consistent measure of complexity than typical complexity measures based on minimum description length. More importantly, we show how this notion of cognitive complexity can provide concrete evidence about the capabilities of the recognition mechanism that is valid for all mechanisms, regardless of their implementation.
This complexity analysis is exemplified with stress patterns in the world's languages. Stress patterns are rules that govern which syllables are emphasized, or stressed, in words. The reason we use stress patterns to illustrate the complexity hierarchy is because the cross-linguistic typology of stress patterns has been well-studied [8, 9] and because finite-state representations of these patterns already exist [10, 11] .
In the next section, we explain why approaches based on minimum description length fail to provide an adequate notion of cognitive complexity in these domains. We then (Section 3) develop a model-theoretic foundation for building hierarchies of descriptive complexity that do provide a consistent and useful notion of cognitive complexity. In Section 4 we develop such a hierarchy based on adjacency. This is the Local hierarchy of McNaughton and Papert, although our presentation is more abstract and provides a basis for the generalizations that follow. Section 4.1 treats the Strictly-Local sets. We do this in greater detail than we do in the subsequent sections, providing the general framework and allowing us to focus on specific variations at the higher levels of the hierarchy. In Section 5 we repeat this structure for a hierarchy based on precedence rather than adjacency. The Piecewise Testable level (Section 5.2) of this hierarchy is well known, but the Strictly Piecewise level (Section 5.1) has only been studied relatively recently. The two hierarchies converge at the level of the Star-Free sets.
We conclude with a brief description of our current work applying these results to the phonology of stress patterns.
While the most of the language-theoretic details we present are not new here, we present them within a more general framework that provides better insight into the common characteristics of and parameters of variation between the classes. Our main contribution, however, is the use of these descriptive hierarchies as the basis of a measure of cognitive complexity capable of providing clear and reliable insights about obscure cognitive mechanisms.
Cognitive Complexity of Simple Patterns
The formal foundation for comparisons of the complexity of patterns has primarily been the information theoretic notion of minimum description length. This compares the total number of bits needed to encode a model of computation-for our purposes, a general recognition algorithm-plus the number of bits required to specify the pattern with respect to that model. Our focus, here, is on patterns that can be described as regular stringsets. While there are many computational models that we might choose, we will focus on a few standard ones: Regular Grammars, Deterministic Finite State Automata (DFAs) and Regular Expressions [12] . All of these computational models are equivalent in their formal power and there is no significant difference in the size of the encodings of the computational models themselves 4 (the recognition algorithms), so there is no a priori reason to prefer one over another. The question is how well the relative size of the descriptions of patterns with respect to a given computational model reflects pre-theoretic notions of the relative complexity of processing the patterns. So we will concentrate on comparing complexity within a given computational model. This allows us to ignore the encoding of the computational model itself. One does not have to look far to find examples of pairs of stringsets in which these three computational models disagree with each other about the relative complexity of the stringsets. Moreover each get the apparent relative complexity wrong on one or another of these examples. Figure 1 compares minimal descriptions, with respect to each of these computational models, of the set of strings of 'A's and 'B's that end with 'B', which we will refer to as EndB, and minimal descriptions of the set of strings of 'A's and 'B's in which there is an odd number of occurrences of 'B', which we will refer to as OddB. 5 Thinking simply in terms of what a mechanism has to distinguish about a string to determine whether it meets the pattern or not, what properties of strings distinguish those that fit the pattern from those that do not, EndB is clearly less complex than OddB. In the first case, the mechanism can ignore everything about the string except the last (or most recent) symbol; the pattern is 1-Definite, i.e., fully determined by the last symbol in the string. In the second, it needs to make its decision based on the number of occurrences of a particular symbol modulo two; it is properly regular in the sense that it is regular but not star-free (see Section 4.4).
The Regular Grammars get this intuition right, as do the regular expressions. The DFAs, on the other hand, differ only in the label of two transitions. There is no obvious attribute of the DFAs, themselves, that distinguishes the two. Figure 2 compares minimal descriptions of the set of strings of 'A's and 'B's in which there is at least one occurrence of 'B's (SomeB) with minimal descriptions of strings in which there is exactly one occurrence of 'B' (OneB). Here, there can be no question of the relative complexity of the two stringsets: in order to recognize that exactly one 'B' occurs, one must be able to recognize that at least one 'B' occurs; in order to generate a string in which exactly on 'B' occurs, one must be able to generate a string with at least one 'B'. But for both the Regular Grammars and the Regular Expressions the size of the description of SomeB is greater than that of OneB. If we insist that DFAs be total, in the sense of having a total transition function-an out edge from each state for each symbol of the alphabet-then the minimal DFA for OneB is larger than that for SomeB. But if we trim the DFAs, deleting states that cannot fall on paths from the start state to an accepting states, the DFAs are identical except that OneB actually requires one fewer transition.
The point of these comparisons is that, even with just these four extremely simple patterns, all of these computational models disagree with each other about relative complexity and each of them get some of the relative complexities wrong. Relative information theoretic complexity, at this level, depends on the choice of computational model and none of these computational models consistently reflects the actual pre-theoretic relative complexity of distinguishing the patterns.
There are many ways to describe regular stringsets beyond the ones considered here [13] so the above is not a deductive proof that no such computational model exists. While searching for an appropriate computational model is one line of research, this program faces a fundamental limitation. Encoding complexity with respect to a particular computational model severely limits the validity of conclusions we might draw about actual cognitive mechanisms from relative complexity results. In the domain of language, the structure of the cognitive mechanisms that an organism uses to recognize a pattern is hotly debated. If a complexity measure is going to provide useful insights into the characteristics of the cognitive mechanisms that can distinguish a pattern, it is an advantage if it is agnostic about the operational details of the mechanisms themselves.
The alternative to searching for a computational model is to develop an abstract measure of complexity. This measure should be invariant across all possible cognitive mechanisms and depend only on properties that are necessarily common to all computational models that can distinguish a pattern. Such a measure has to be based on intrinsic properties of the (generally infinite) set of stimuli that match a pattern. We will take as the basis of the measure the properties of the stimuli that distinguish those that satisfy a pattern from those that do not. These are the things to which a cognitive mechanism needs to be sensitive-the properties of strings it must be able to detect-to in order to correctly classify a stimulus with respect to a pattern.
Cognitive Complexity from First Principles
At the most fundamental level, we need to decide what kind of objects (entities, things) we are reasoning about and what relationships between them are we reasoning with. Since we are focusing on linguistic-like behaviors, we will assume that the cognitive mechanisms of interest perceive (process, generate) linear sequences of events.
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These we can model as strings, linear sequences of abstract symbols, which we will take to consist of a finite discrete linear order (isomorphic to an initial segment of the natural numbers) that is labeled with an alphabet of events. The labeling partitions the domain of the linear order into subsets, each the set of positions at which some event occurs. Representing these as ordinary relational structures [14] , we get word models of Figure 3 , in which we use the symbol '⊳' to denote successor (adjacency) and '⊳ + ' to denote less-than (precedence). Concatenation with respect to these models is just the ordered sum of the linear orders. 7 We take these models simply to be strings; we use no other formalization. We will distinguish three classes of models: (+1)-models which include only successor (restricted to be successor with respect to some linear order), (<)-models which include only less-than, and models which include both (word models in general).
Adjacency-Substrings
The first hierarchy of complexity classes we will consider is based on reasoning about adjacency, in general about substrings, i.e., blocks of consecutive symbols within a string. This gives us a well known sequence of stringset classes, based on generalizations of the Strictly Local Languages [5] . We formalize these classes here in a way that will support generalization to stringset classes that are based on other ways of reasoning about strings. All stringsets within these classes are defined in terms of their constituent substrings with the variation between the classes corresponding to how descriptions can be built from those substrings. Traditionally, the substrings that occur within a string are referred to as its factors (with respect to concatenation).
v is a factor of w if w = uvx for some u, v ∈ Σ * . v is a k-factor of w if it is a factor of w and |v| = k. The set of k-factors of a string w is:
This lifts to sets in the standard way
k-factors are essentially k-grams without probabilities. Note that the set of kfactors of a word w which is shorter than k includes just w, itself. The set of all k-factors over an alphabet Σ is F k (Σ * ) = {w ∈ Σ * | |w| ≤ k}, where |w| denotes the length of w. F k (Σ * ) properly includes F k−i (Σ * ) for all i < k.
Strictly Local Sets Definition 2 (Strictly Local Sets).
A strictly k-Local definition G, over some alphabet Σ, is a set of k-factors over Σ ∪ {⋊, ⋉}, where '⋊' and '⋉' are new symbols: initial and final markers, respectively.
The stringset licensed by a description G is the set of words that satisfy it.
The expression ⋊ · w · ⋉ denotes w augmented with explicit initial and final markers. A strictly k-local description is the set of k-factors that are licensed to occur in the augmented string. Again, F k ({⋊} · Σ * · {⋉}) contains factors of length less than k, but in this case they all begin with '⋊' and end with '⋉'. Hence, they license only words of length less than k − 1.
The characteristic property of Strictly k-local sets is that they are closed under substitution of suffixes that start with the same (k − 1)-factor.
Theorem 1 (Suffix Substitution Closure).
A stringset L is strictly k-local iff whenever there is a string x of length k − 1 and strings w, y, v, and z, such that
x ·z ∈ L (Sketch of proof:) Closure of SL k stringsets under substitution of suffixes in this way is nearly immediate. If w · x · y and v · x · z ∈ L(G) for some SL k definition G, and |x| = k − 1 then
For the other direction, suppose that a stringset L is closed under substitution of suffixes that start with the same (k
stages from strings in L that share successively long prefixes of w, extending the prefix, at each stage, by substitution of suffixes.
Note that this is a characterization, every SL k stringset is closed under substitution of suffixes in this way and every stringset that is SSC-closed for some k can be defined by a SL k definition.
SL k and SL, as a whole, are closed under intersection but not union, complement, concatenation or Kleene- * [5] . Example 1. Stress in the language Alawa is governed by two (actually three) phonological rules [11] :
-In words of all sizes, primary stress falls on the penultimate syllable.
-In words of all sizes, there is no secondary stress.
The third rule is implicit in all stress patterns -Every word has exactly one syllable that receives primary stress.
This pattern is not SL 2 as witnessed by:
On the other hand, we can capture L Alawa with the constraints:
1. Don't permit 3-factors with multiple primary stress. 2. Don't permit unstressed penultimate syllables. 3. Don't permit primary stress to be followed by more than one syllable. 4. Don't permit unstressed monosyllables. 5. Don't permit empty words.
The strictly local classes form a proper hierarchy in k.
Theorem 2 (SL-Hierarchy).
(Sketch of proof) The inclusions follow nearly immediately from the definition of an SL k definition. The separations are easy to obtain using generalizations of the proof that the Alawa stress pattern is not SL 2 .
The proper inclusions reflect the intuition that distinguishing a pattern that requires attending to a larger block of symbols is likely to be cognitively more difficult than distinguishing one that can be recognized by attending to smaller blocks.
While every finite stringset is SL k for some k, there is no k for which SL k includes all Finite stringsets. Note, also, that given fixed k and Σ, there are only finitely many SL k stringsets. SL k is learnable in the limit from positive data in the sense of Gold [15] ; SL as a whole is not [16] . Asheninca, Bhojpuri, Hindi (Fairbanks) 1 is SL 6 Icua Tupi 28 are not SL Amele, Bhojpuri (Shukla Tiwari), Arabic Classical, Hindi (Keldar), Yidin,. . .
72% are SL, all k ≤ 6. 49% are SL 3 . This suggests that the majority of stress patterns in natural languages are cognitively very simple and, perhaps even learnable in the limit.
Cognitive interpretation of SL It is important to note that the definition of the class SL and its characterization by suffix substition closure make no reference to any computational model of any sort. They are stated purely in terms of the structure of the stringset itself. Members of an SL k stringset are distinguished from non-members purely on the basis of their k-factors. This assumes nothing about how those distinctions might be made by a particular computational mechanism. Any mechanism that can distinguish members of an SL k stringset from non-members must be able, at least, to distinguish strings in this way. Any capabilities they may have beyond that are, in a sense, wasted, at least with respect to that stringset.
This gives us a general characterization of cognitive mechanisms that are capable of recognizing SL k stringsets.
-Any cognitive mechanism that can distinguish member strings from nonmembers of a (properly) SL k stringset must be sensitive, at least, to the length k blocks of consecutive events that occur in the presentation of the string.
-If the strings are presented as sequences of events in time, then this corresponds to being sensitive, at each point in the string, to the immediately prior sequence of k − 1 events.
Note, again, that the cognitive mechanism is not required to analyze strings in terms of blocks of consecutive events, even if they are presented as sequences of events in time. It just needs to be able to make judgements, at each point in the presentation of the string, that depend on the sequences of k − 1 events which occur prior to that point. Every regular stringset can be generated by a context-free grammar that is not a regular grammar, that does not analyze the string in terms of contiguous blocks of symbols. Nevertheless, if the stringset is strictly local, it will still need to get the judgements right; the set of all strings that it generates will be closed under substitution of suffixes; it will differ from the set it does not generate only in the blocks of consecutive symbols that occur in the strings.
Locally Testable Languages
The standard phonological assumption that in every word there is some syllable that receives primary stress [20] is problematic for SL. Letting Σ = {σ,σ,σ} (representing unstressed syllables, those with primary stress and those with secondary stress, respectively), this assumption can be described with the following regular expression: Σ * σ Σ * . Note that we are not (yet) ruling out the possiblity that more than one syllable receives primary stress. To see that this is not SL, suppose, for contradiction, that it was. Then it would necessarily be SL k for some particular k. But then
SL patterns cannot, in general, require a factor to occur; they can, at most, forbid factors from occurring. Hence, they cannot enforce the requirement that primary stress occurs unless either the stress is required to fall within a fixed radius of one end of the word (as in the case of Alawa) or the factors preceding the stress can be distinguished in some other way from those following it.
The next level of the Local Hierarchy, the class of Locally Testable (LT) languages is the closure of SL under Boolean operations. Since this includes complement, it allows one to require the occurrence of specific factors. Rather than taking LT descriptions to be Boolean combinations of SL descriptions, we use a simple propositional calculus to describe LT sets. This provides a foundation for extending the descriptions to First Order descriptions.
Definition 3 (Local k-expressions).
The logic of Local k-expressions is based on the smallest set including the following forms, with the intended semantics as indicated.
The k-factors serve as our atomic propositions. While these are not devoid of internal structure, they are either a factor of a string or not. Hence, strings can be seen as valuations of the factors in the ordinary propositional sense. The calculus of k-expressions is just a idiosyncratic propositional calculus.
Definition 4 (Locally Testable Sets). A stringset L over Σ is k-Locally
Testable iff (by definition) there is some local k-expression ϕ over Σ (for some k) such that L is the set of all strings that satisfy ϕ:
A stringset is LT iff it is LT k for some k.
Note that SL k descriptions can be interpreted by local k-expressions:
Thus SL k LT k . In particular, SL stringsets are exactly those LT stringsets that can be expressed as conjunctions of negative constraints.
Since strings are, in effect, propositional valuations, the Locally Testable stringsets can be characterized by the fact that they must be the union of finitely many classes of strings that are equivalent with respect to the k-factors they comprise.
Theorem 3 (Local Test Invariance).
A stringset L is Locally Testable iff there is some k such that, for all strings x and y, if ⋊ · x · ⋉ and ⋊ · y · ⋉ have exactly the same set of k-factors then either both x and y are members of L or neither is.
In other words, if
the LT k stringsets cannot break the equivalence classes of Σ * with respect to ≡ L k . (The superscript L here refers to the fact that this is an equivalence with respect to Local criteria.)
LT k and LT as a whole are closed under Boolean operations, by definition, but are not closed under concatenation or Kleene- * [5] .
Since there are finitely many ≡ L k equivalence classes, for fixed k, there are finitely many LT k stringsets over a given alphabet. LT k is learnable in the limit, although LT is not [21] .
Example 3. Stress in the Mongolic language Buriat is governed by two explicit constraints:
-Primary stress falls on the right-most non-final heavy syllable, else on the final syllable if it is heavy, else on the initial syllable. -Secondary stress falls on the initial syllable and on heavy syllables.
The second constraint forbids any unstressed H. One of the consequences of these constraints is that if a word ends withH then there is no non-finalH. This is LT 2 as witnessed by the 2-expression:
¬(H⋉ ∧Hσ)
It is not, on the other hand, SL since
Furthermore, it is not LT 1 , either:
Theorem 4 (LT-Hierarchy).
Again, the hierarchy reflects the intuition that attention to larger blocks is likely to be cognitively more difficult than attention to smaller blocks (because, for one thing, it requires more memory).
Local Test Invariance implies that, in order to distinguish strings that satisfy an LT k pattern from those that do not, a mechanism has to be sensitive to the set of k-factors that occur in a string, not just whether specific k-factors occur or not.
Cognitive interpretation of LT
-Any cognitive mechanism that can distinguish member strings from nonmembers of a (properly) LT k stringset must be sensitive, at least, to the set of length k contiguous blocks of events that occur in the presentation of the string-both those that do occur and those that do not. -If the strings are presented as sequences of events in time, then this corresponds to being sensitive, at each point in the string, to the set of length k blocks of events that occurred at any prior point.
Here again, this interpretation is fully independent of way that the mechanism actually parses the strings. However it may do that, it must be able to distinguish strings purely on the basis of their sets of k-factors.
FO(+1)-Locally Threshold Testable Languages
LT constraints can require primary stress, but they cannot rule out multiple occurrences of primary stress. To see this, let L Oneσ be the set of strings over {σ,σ,σ} in which exactly oneσ occurs. Suppose, for contradiction, that it is LT, hence LT k for some k. Then
but the former is in L Oneσ while the latter is not. The problem is that LT automata can't count. Or, more precisely, they can count only to 1. In order to distinguish strings in which someσ occurs from those in which more than one occurs, we will need to be able to distinguish one instance of σ from another. We need to state our constraints in terms of specific positions within a string. We do this with a standard First Order language for our (+1) word models, strings with successor but not less-than.
Definition 5. FO(+1) is the standard First Order logical system over the models D, ⊳, P σ σ∈Σ with equality on the domain:
for some i ∈ D where w, s[x → i] |= ϕ(x) says that the string w satisfies the formula ϕ(x), in which the variable x possibly occurs, with the position i taken to be the value of x. (So i witnesses that there is some position which satisfies the formula.)
We take F O(+1) to denote the class of F O(+1)-definable stringsets, as well.
Note that local k-expressions can be captured in FO(+1) by Boolean combinations of existential formulae with k variables. (The same k variables can be reused in each existential subformula.) Hence LT FO(+1).
Consequently, L Oneσ is also FO(+1).
Thomas [22] characterizes FO(+1) in terms of Local Threshold Testability, equivalence in terms of the multiplicity of k-factors up to some fixed finite threshold t.
Definition 6 (Locally Threshold Testable).
A set L is Locally Threshold Testable (LTT) iff there is some k and t such that, for all w, v ∈ Σ * :
So a stringset is LTT k,t iff it does not distinguish between strings that, for any k-factor w, either have the same number of occurrences of w or have at least t occurrences; a stringset is LTT iff it is LTT k,t for some k and t.
Theorem 5 ([22]).
A set of strings is First-order definable over D, ⊳, P σ σ∈Σ iff it is Locally Threshold Testable.
Once again, there are only finitely many stringsets over a given alphabet if k and t are fixed. So LTT k,t is learnable in the limit, although LTT, and FO(+1), is not.
Cognitive interpretation of FO(+1)
-Any cognitive mechanism that can distinguish member strings from nonmembers of a (properly) FO(+1) stringset must be sensitive, at least, to the multiplicity of the length k blocks of events, for some fixed k, that occur in the presentation of the string, distinguishing multiplicities only up to some fixed threshold t. -If the strings are presented as sequences of events in time, then this corresponds to being able count up to some fixed threshold.
FO(<)-Star Free Languages
While FO(+1) formulae can distinguish strings on the multiplicity of their kfactors, they cannot distinguish the order in which those factors occur.
Example 5. A second primitive constraint on stress in Buriat is that no syllable with primary stress can properly precede a non-final heavy syllable (which, necessarily would have secondary stress). But this is not a constraint that is FO(+1) definable since
have the same number of each k-factor. This is a constraint that can be enforced in terms of less-than:
Note that less-than is not FO definable from successor (as witnessed by the example) although successor is FO definable from less-than. Hence FO(+1) FO(<). The characterization of FO(<) is the primary result of McNaughton and Papert [5] . Note that threshold testability is not required, since it can be reduced to concatenation. Any fixed number of occurrences of a factor can be captured as the concatenation of a fixed number of single occurrences [5] .
Definition 8 (Star-Free Languages). The class of star-free stringsets is the closure of the class of finite stringsets under union, concatenation and complement with respect to Σ * .
This is the class of stringsets that are the denotation of regular expressions extended with a complement operator but without Kleene star.
Theorem 6 ([5]
). For any stringset L, the following are equivalent
This class of languages is not learnable in the limit because it contains every finite language and at least one infinite language [15] .
Cognitive interpretation of SF (FO(<))
-Any cognitive mechanism that can distinguish member strings from nonmembers of a (properly) SF stringset must be sensitive, at least, to both the order and the multiplicity of the length k blocks of events, for some fixed k, that occur in the presentation of the string, distinguishing multiplicities only up to some fixed threshold t. -If the strings are presented as sequences of events in time, then this corresponds to being able not only to count events up to some threshold but also to track the sequence in which those events occur.
Precedence-Subsequences
The Buriat constraint of Example 5 is a simple negative constraint on the order of syllables. If we specify our constraints in terms of precedence rather than adjacency this can be captured at the level corresponding to SL. We can do this simply by interpreting our atomic formulae as subsequences rather than factors. Let:
The logic of Piecewise k-expressions is identical in form and meaning to that of local k-expressions except that the atomic formulae are now strings of length less than or equal to k over Σ (with no end markers) which are interpreted as subsequences.
To emphasize that we are working with subsequences rather than substrings, we will generally write the subsequence σ 1 σ 1 as σ 1 . . σ 2 .
Strictly Piecewise Testable Sets
Strictly k-Piecewise Testable sets are those sets that are definable as conjunctions of negative atomic piecewise k-expressions. As with SL these are closed under intersection but not union, complement, concatenation or Kleene- * . And they form a proper hierarchy in k. The class of SP constraints was characterized by Rogers, et al. [23] . Strikingly these are exactly the sets of strings that are closed under subsequence. The parameter k is the length of the longest string that is not included although all of its subsequences are. One immediate consequence of this is that no set of SP constraints will suffice to define the stress pattern of a human language since SP constraints cannot require some primary stress to occur. Example 6. While SP constraints cannot require primary stress to occur, they can prohibit more than one primary stress, as witnessed by the piecewise 2-expression ¬σ . .σ.
The Buriat constraint of Example 5 is SP 3 , as witnessed by ¬σ . .H . . σ. Since the sequenceσHσ must be excluded but none of its subsequences may be (on the basis of this constraint) it is not an SP 2 definable constraint.
Note that while SP constraints can neither require strings to start or end with a particular symbol nor require them to not start or end with a particular symbol, they can forbid particular symbols from occurring anywhere except at the beginning or end of a string.
As with SL k , SP k is learnable in the limit if k is fixed. SP in general is not.
Cognitive interpretation of SP -Any cognitive mechanism that can distinguish member strings from nonmembers of a (properly) SP k stringset must be sensitive, at least, to the length k (not necessarily consecutive) sequences of events that occur in the presentation of the string. -If the strings are presented as sequences of events in time, then this corresponds to being sensitive, at each point in the string, to up to k − 1 events distributed arbitrarily among the prior events.
Piecewise Testable Sets
Continuing to follow the pattern of the local hierarchy, the Piecewise Testable sets are those which are definable by arbitrary piecewise k-expressions. These are well studied, having been introduced in Simon [24] . As with the LT sets, they can be characterized as the union of finitely many equivalence classes, but with strings being equivalent if they share the same set of subsequences, rather than the same set of factors.
Theorem 7 (k-Subsequence Invariance). A stringset L is Piecewise Testable iff there is some k such that, for all strings x and y, if x and y have exactly the same set of subsequences of length less than or equal to k then either both x and y are members of L or neither is.
Example 7. PT constraints can require primary stress to occur on exactly one syllable:σ ∧ ¬σ . .σ. In general, they cannot require syllables to occur initially or finally unless that syllable cannot occur more than once. Hence the Buriat constraint of Example 3 can be captured in PT 2 with the expression (H ∧ ¬H . . σ) → ¬H. This asserts that if there is someH but no non-finalH (thus there is a finalH) then there are noH.
In parallel with LT k , PT k for fixed k is learnable in the limit, but PT in general is not [21] .
Cognitive interpretation of PT -Any cognitive mechanism that can distinguish member strings from nonmembers of a (properly) PT k stringset must be sensitive, at least, to the set of length k subsequences of events that occur in the presentation of the string-both those that do occur and those that do not. -If the strings are presented as sequences of events in time, then this corresponds to being sensitive, at each point in the string, to the set of all length k subsequences of the sequence of prior events.
First Order
Still following the pattern of the local hierarchy, the next step is to move to a First Order language over (<) models. But successor is FO definable from lessthan, so at the FO level (<) models are equivalent to models with both successor and less-than. It is at this point, the Star-Free sets, that the local and piecewise hierarchies meet.
Further Work
From a practical point of view, one of the most important characteristics of these hierarchies is that all of the classes are closed under intersection. This means that complicated patterns can be factored into the co-occurrence of primitive patterns of one type or the other (local or piecewise), as we have done here with Alawa and (partially) Buriat, with the overall complexity being the supremum of the complexities of the primitive constraints.
We are currently factoring all of the stress patterns in Heinz's database into primitive constraints for which we have determined the complexities with respect to the local and piecewise hierarchy. The results, though preliminary, are exciting. With the possible (controversial) exception of Cairene Arabic, all of the patterns are at worst Star-Free. Moreover, while there are patterns that are properly Star-Free from either the local or piecewise perspective (Buriat is an example), all of the patterns we have factored (nearly all of the patterns in the database) are co-occurrences of either LT and SP constraints or SL and PT constraints. This suggests that stress in every human language can be factored into co-occurrence of simple constraints, all of which are potentially learnable in the limit at least in principle if an upper bound on the length of the (sub)sequence is established. These preliminary results are made possible by the abstract complexity measures introduced here. It is unclear how an approach based on the minimal description length of a particular model could have obtained this result. Furthermore, this complexity analysis, while introduced with examples from phonology, is much more far-reaching than that. They can be, and are being, applied to syntactic structures [25] . One reason this is possible is because these measures are sufficiently and appropriately abstract. They are agnostic about the operational details of models themselves, and therefore they provide a basis for making inferences about cognitive mechanisms that are valid, regardless of how those mechanisms are actually realized.
