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We demonstrate how arbitrarily sharp asymptotic expansions for the Landau constants can
be derived, and we prove some related inequalities. The main tool used is Brouncker’s
continued fraction formula. We also show that the implied series expansion of the Landau
constants is in fact divergent.
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1. Statement of results
The constants Gn of Landau are deﬁned by
Gn =
n∑
k=0
1
16k
(
2k
k
)2
for n = 0,1,2, . . . . In recent years, the asymptotic behavior of the constants Gn have been studied by many authors, see
e.g. [1] and [6] and the references therein for the history of the subject. For example, in [6] Zhao proves the following
inequalities for the Landau constants:
log(16n) + γ − 1
4n
+ 5
192n2
< πGn−1 < log(16n) + γ − 1
4n
+ 5
192n2
+ 3
192n3
(1)
for all positive integers n. (Here γ = 0.5772156649 . . . denotes the Euler constant.) Our ﬁrst result states that there exist
arbitrarily precise asymptotic expansions:
Theorem 1. There exists an effectively computable sequence of rational numbers a1,a2,a3, . . . such that for all natural numbers N we
have
πGn−1 = log(16n) + γ +
N∑
k=1
ak
(16n)k
+ O
(
1
nN+1
)
,
when n → ∞. Furthermore, the ﬁrst few values of ak are given by
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a3 = 96, a4 = −2728/15,
a5 = −9600, a6 = 974720/63,
a7 = 2128896, a8 = −43513664/15,
a9 = −839424000, a10 = 33198417920/33,
a11 = 519527940096, a12 = −2329627737960448/4095,
a13 = −465306476544000, a14 = 1433918262149120/3,
a15 = 569690774866231296, a16 = −142307691883601567744/255,
a17 = −914311519630039449600, a18 = 3098884342783893965373440/3591,
a19 = 1862788453237115370602496, a20 = −1406952284029532461526417408/825.
It turns out that one can in fact prove more precise inequalities of the type (1). For N a positive integer, let
AN(n) = log(16n) + γ +
N∑
k=1
ak
(16n)k
.
We note that (1) states that A2(n) < πGn−1 < A3(n). We choose to in detail prove a particular pair of inequalities which is
a few orders of magnitude sharper than (1).
Theorem 2. For any positive integer n, we have
A5(n) < πGn−1 < A7(n).
It is a straightforward to establish many more inequalities of these types using the same method of proof, e.g. A9(n) <
πGn−1 < A11(n). However due to space considerations, we leave these for the reader to verify.
It is natural to ask what happens when the number of terms in the approximations of πGn−1 is increased indeﬁnitely.
The result is:
Theorem 3. The series
∑∞
k=1
ak
(16n)k
is divergent for all positive integers n.
One could say that in some sense Theorem 3 establishes an “uncertainty principle” of how precisely one can ap-
proximate the Landau constants using this type of expansion. For example, we get the best approximations AN(20) of
πG19 = 6.33310467 . . . when N is about 120, and A120(20) is correct to 54 decimal places.
2. Background
The constants Gn are important in complex analysis. In 1913, Landau [4] proved that if F (z) =∑∞k=0 bkzk is an analytic
function in the unit disc which satisﬁes |F (z)| < 1 for all |z| < 1 then |∑nk=0 bk| Gn , and that this bound is optimal.
Consider the sequence of numbers pn for n = 0,1,2,3, . . . given by
pn = 1
4n
(
2n
n
)
= 1
2
· 3
4
· · · · · 2n − 1
2n
= Γ (n + 1/2)√
πΓ (n + 1) .
Clearly
Gn =
n∑
k=0
p2k .
In 1654 Lord William Brouncker found the remarkable continued fraction formula
π p2n =
4
1+ 4n + 1
2
2+ 8n + 3
2
2+ 8n + 5
2
, (2)2+ 8n + · · ·
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π p2n =
4
1+ 4n+
12
2+ 8n+
32
2+ 8n+
52
2+ 8n+ · · · =
4
1+ 4n+
∞
K
k=0
(
(2k + 1)2
2+ 8n
)
,
when Brouncker and Wallis collaborated on the problem of squaring the circle. The formula for general n seems to largely
be forgotten by the afterworld. Often the special case n = 0, written as
4
π
= 1+ 1
2+
9
2+
25
2+
49
2+ · · · = 1+
∞
K
k=0
(
(2k + 1)2
2
)
, (3)
is referred to as Brouncker’s continued fraction formula. Formula (2) was not published by Brouncker himself, but ﬁrst
appeared in [5].
A proof of (3) was ﬁrst published by Euler [3] in 1748, where he derived it from Leibniz’s formula for π
π
4
= 1− 1
3
+ 1
5
− 1
7
+ · · · =
∞∑
k=0
(−1)k
2k + 1 .
Formula (2) for general n follows for example from Entry 25 in Chapter 12 in Ramanujan’s notebook [2], which gives a more
general continued fraction formula for quotients of gamma functions, and which have several proofs published by different
authors.
The point of this paper is that using (2) one can get arbitrarily precise asymptotic estimates of the constants pn , and
consequently arbitrarily precise inequalities for the Landau constants.
3. Proofs of theorems
Proof of Theorem 1. Entry 25 in Chapter 12 in Ramanujan’s notebook [2] implies that
Γ ( x+14 )
2
Γ ( x+34 )2
= 4
x+
12
2x+
32
2x+
52
2x+ · · · =
4
x+
∞
K
k=0
(
(2k + 1)2
2x
)
,
when Re(x) > 0. Putting y = 12x , we get
Γ (
1+2y
8y )
2
Γ (
1+6y
8y )
2
= 8y
1+
2y2
1+
(3y)2
1+
(5y)2
1+
(7y)2
1+ · · · =
8y
1+
2y2
1+
∞
K
k=1
(
(2k + 1)2 y2
1
)
, (4)
when Re(y) > 0. Note also that the continued fraction of in the right-hand side of (4) is convergent in the power series ring
Qy. Substituting y = 2z4z+1 into (4) yields a formal power series expansion
F (z) =
∞∑
k=1
bkz
k = 16z − 64z2 + 128z3 + 512z4 − 2560z5 − · · · ∈Qz,
having the property that if we for positive integers N deﬁne polynomials
FN(z) =
N∑
k=1
bkz
k,
then we have
Γ ( 12 + 116z )2
Γ (1+ 116z )2
= FN(z) + O
(
zN+1
)
as z → 0+ (i.e., for small real z). In particular
π p2n = FN
(
1
16n
)
+ O
(
1
nN+1
)
, (5)
as n → ∞.
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H(z) =
∞∑
k=1
akz
k ∈Qz,
by the functional equation
H
(
z
1+ 16z
)
− H(z) = F (z) − log(1+ 16z). (6)
In fact (6) deﬁnes the coeﬃcients ak recursively, so H(z) is uniquely determined and one gets
H(z) = −4z + 20
3
z2 + 96z3 − 2728
15
z4 − 9600z5 + · · · .
For positive integers N , deﬁne
HN(z) =
N∑
k=1
akz
k.
Let
AN(n) = log(16n) + γ + HN
(
1
16n
)
.
We need to show that
πGn−1 = AN(n) + O
(
1
nN+1
)
(7)
as n → ∞. Consider the functions B(n) = AN+2(n) − n−N−1 and C(n) = AN+2(n) + n−N−1. Let
xn = πGn−1 − B(n).
We get, using (5) and (6),
xn+1 − xn = π p2n − log
(
1+ 1
n
)
− HN+2
(
1
16n + 16
)
+ HN+2
(
1
16n
)
+ 1
(n + 1)N+1 −
1
nN+1
= π p2n − FN+2
(
1
16n
)
+ 1
(n + 1)N+1 −
1
nN+1
+ O
(
1
nN+3
)
= −N + 1
nN+2
+ O
(
1
nN+3
)
.
We conclude that the sequence xn is ultimately decreasing to 0, so xn > 0 for large n. Hence B(n) < πGn−1 for large n.
Similarly one shows that πGn−1 < C(n) for large n. Hence we have shown that πGn = AN+2(n) + O (n−N−1). In particu-
lar (7) follows, which proves the theorem. 
Proof of Theorem 2. We ﬁrst note, using (2), that for any positive integer n we have inequalities
4
1+ 4n + 1
2+ 8n
< π p2n <
4
1+ 4n + 1
2+ 8n + 9
2+ 8n
,
i.e.,
8(4n + 1)
32n2 + 16n + 3 < π p
2
n <
4(64n2 + 32n + 13)
(4n + 1)(64n2 + 32n + 15) . (8)
To prove the inequality πGn−1 > A5(n), let
xn = πGn−1 − A5(n).
It follows from (1) that xn → 0 as n → ∞. By (8) we get that
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>
8(4n + 1)
32n2 + 16n + 3 − A5(n + 1) + A5(n)
=: g(n).
By a computation, we get
g′(x) = R(x)
122880x6(x+ 1)6(32x2 + 16x+ 3)2 ,
where
R(x) = 2764800x10 + 15206400x9 + 36444160x8 + 97374720x7 + 163203396x6
+ 153737842x5 + 86254943x4 + 30219776x3 + 6646215x2 + 856026x+ 50625.
We see that g′(x) > 0 for x > 0 so g(x) is increasing, hence g(x) ↑ 0 as x → ∞. In particular g(x) < 0 for x > 0. We conclude
that xn ↓ 0 as n → ∞, from which we get that πGn−1 > A5(n).
Now we want to show that πGn−1 < A7(n). Let
yn = πGn−1 − A7(n).
It follows from (1) that yn → 0 as n → ∞ and from (8) we get
yn+1 − yn = π p2n − A7(n + 1) + A7(n)
<
4(64n2 + 32n + 13)
(4n + 1)(64n2 + 32n + 15) − A7(n + 1) + A7(n)
=: f (n).
Now one readily computes
f ′(x) = −Q (x)
27525120x8(x+ 1)8(4x+ 1)2(64x2 + 32x+ 15)2
where
Q (x) = 21676032000x14 + 162570240000x13 + 577659930624x12 + 3078979319808x11
+ 9202234983872x10 + 16176151274080x9 + 18839981464404x8 + 15607442446776x7
+ 9551713965660x6 + 4385560986096x5 + 1505821507750x4 + 377617317800x3
+ 65512669260x2 + 7002243900x+ 343814625.
We see that f ′(x) < 0 for x > 0, so arguing as above we get that πGn−1 < A7(n). 
We remark that to prove the inequalities A9(n) < πGn−1 < A11(n) one proceeds in the same way, using instead the
estimates
4
1+ 4n + 1
2+ 8n + 9
2+ 8n + 25
2+ 8n
< π p2n <
4
1+ 4n + 1
2+ 8n + 9
2+ 8n + 25
2+ 8n + 49
2+ 8n
.
Proof of Theorem 3. Assume that the sequence is convergent for some n. Then the power series
H(z) =
∞∑
k=1
akz
k
deﬁnes a holomorphic function in a neighborhood of 0. Hence the series
F (z) =
∞∑
bkz
k = H
(
z
1+ 16z
)
− H(z) + log(1+ 16z)
k=1
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F (z) = Γ (
1
2 + 116z )2
Γ (1+ 116z )2
. (9)
However, the right-hand side of (9) has poles in every neighborhood of 0, more precisely in the points z = −1/(16 + 32m)
for m = 0,1,2, . . . , while the left-hand of (9) side is holomorphic, so we have a contradiction. 
4. Remarks
It would be interesting to ﬁnd an explicit description of the numbers a1,a2,a3, . . . . However, in the absence of such a
description it is curious to note that the from the tabulated values of Theorem 1 it seems that subsequence a1,a3,a5, . . . is
an alternating sequence of integers, and furthermore the subsequence a2,a4,a6, . . . alternates and (22k − 1)a2k is integral.
These properties have been veriﬁed by the author to in fact hold for the ﬁrst 1000 coeﬃcients ak .
We also have strong evidence that inequalities of the type of Theorem 2 should exist for every N , more precisely we
conjecture that
(−1) N(N+1)2 (πGn−1 − AN(n))> 0, (10)
for all pairs (n,N) where n = 1,2,3, . . . and N = 0,1,2, . . . . Indeed, for ﬁxed N it follows from Theorem 1 that, for large n,
(10) is equivalent to the conjectured sign pattern of the sequence a1,a2,a3, . . . . Any counterexample would thus have to
occur for some “small” value of n. However, extensive computer searches have not revealed any such counterexample.
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