Abstract: The computation of good, balanced graph colorings is an essential part of many algorithms required in scienti c and engineering applications. Motivated by an e ective sequential heuristic, we introduce a new parallel heuristic, PLF, and show that this heuristic has the same expected runtime under the PRAM computational model as the scalable coloring heuristic introduced by Jones and Plassmann (JP). We present experimental results performed on the Intel DELTA that demonstrate that this new heuristic consistently generates better colorings and requires only slightly more time than the JP heuristic.
Determining an optimal coloring for a general graph is known to be an NP-hard problem 8].
Fortunately, e ective sequential heuristics 4] 21] have been developed and implemented for graph coloring problems of practical importance where good, but not necessarily optimal, colorings are required.
On serial computers these heuristics are inexpensive relative to the other required computational tasks in most applications. However, if these other tasks are executed on a massively parallel computer, the sequential coloring heuristics may dominate the execution time. In addition, it may not be practical to use a serial implementation of these heuristics because the problems may be too large to t into the memory available to a single processor. To address this problem, Jones and Plassmann (JP) developed a scalable graph coloring heuristic 12] . By scalable we mean that if the size of the subproblem assigned to each processor is kept constant, the running time of the heuristic remains constant (or increases very slowly) as the number of processors is increased.
Although it is e ective in many contexts, the JP parallel coloring heuristic has two de ciencies. First, the colorings produced by this heuristic often use slightly more colors than colorings computed by the best sequential heuristics. Second, for graphs that have highly variable local structure, the JP heuristic can generate colorings where the number of vertices assigned a particular color varies signi cantly among processors. This color imbalance can result in a signi cant load imbalance in subsequent parallel computation based on this coloring. In this paper we introduce new heuristics that address both of these problems while maintaining the scalable performance of the original heuristic.
To solve the rst problem, we exploit the fact that the JP heuristic achieves a fast parallel running time by coloring a sequence of independent sets based on random numbers assigned to the vertices 12] . In this paper, we combine this approach with a more sophisticated strategy based on ideas from a successful sequential coloring heuristic. Our new heuristic (PLF) has the same expected runtime as the JP heuristic under the PRAM parallel computation model, and we show experimentally that it generates better colorings.
To address the second problem, we introduce two new parallel heuristics, PDR(k) and PLF(k), that dramatically improve the color balance of the JP and PLF heuristics on highly irregular graphs. An important feature of these new heuristics is that they use an existing coloring (such as that produced by JP or PLF) and balance that coloring without increasing the total number of colors used. In addition, we show that these heuristics empirically exhibit scalable performance.
We organize the remainder of this paper as follows. We specify the graph coloring problem and review e ective sequential heuristics in x2. In x3 the JP heuristic is reviewed, and we introduce the PLF heuristic. The balanced coloring problem is described in more detail in x4; prior work is discussed; and the new heuristics, PDR(k) and PLF(k), are introduced. Computational experiments performed on the Intel DELTA are described in x3 and x4 to support the claims of improved quality and scalability of the new methods. Finally, we summarize this work in x5.
2. The Graph Coloring Problem and Sequential Heuristics. We begin by rst reviewing the necessary graph terminology. Let G = (V; E) be an undirected graph with vertex set V and edge set E = f(u; v) j u; v 2 V g. The set of vertices adjacent to v 2 V is denoted as adj (v) , and the degree of a vertex v, de ned by deg(v) = jadj(v)j, is the number of vertices adjacent to v. We write the maximum degree of the graph G as (G) = maxfdeg(v) j v 2 V g.
We say that a set of graphs is of bounded degree if for each G in this set, (G) is bounded and independent of jV j. : V ! K that maps each vertex v 2 V to a color K = f1; 2; : : : ; kg such that (v) 6 = (u) for each (u; v) 2 E. Note that the set of vertices assigned a color in K is an independent set in G. We denote the number of colors used in the mapping by j j.
The objective of the graph coloring problem is to nd a coloring of G such that j j j j for all colorings . The smallest number of colors required for coloring G is known as the chromatic number of G and is denoted by (G). As previously mentioned, the graph coloring problem is NP-hard for graphs that require three or more colors 8]. There are some well-known bounds on (G) including (G) (G) + 1 and (G) jC max j, where C max is the largest clique in G.
Numerous fast greedy coloring heuristics appear in the literature; all color a graph by using some criterion to order the vertices. The general procedure followed by these methods is outlined in Figure 1 . All the greedy methods choose a vertex color in the same way; they di er in how the 3. An Improved Parallel Graph Coloring Heuristic. We begin by reviewing the context of a practical, distributed-memory heuristic for coloring a graph G. We assume that we 2 have a good graph partitioning (an assignment of vertices to partitions) and a good assignment of partitions to processors. We combine these two aspects by assuming that the number of partitions equals the number of processors. Let the set of processors be P , and let the mapping ? : V ! P represent the assignment of the vertex set V to the set of processors P .
We note that good heuristics exist for determining such partitionings 10] 22] 24]. By \good" we mean that the heuristics are able to assign nearly equal numbers of vertices (or vertex weights) to each processor while minimizing the edges that cross partitions (edges whose vertices are assigned to di erent processors). Of course, these heuristics are not able to determine an optimal partitioning because this problem is NP-hard; however, they perform well in practice.
Assuming that we possess a good graph partitioning and assignment mapping ?, we initially focus on a high-level procedure for coloring the graph G = (V; E) in parallel. We use the original approach of Jones The advantage of the method is that once the global separator vertices are colored, the processors can work independently to color their local vertices. This two-level approach is used for all the methods described in this paper. With this approach, one must determine how to color the separator vertices in the global phase and how to color the local vertices in the second phase. For the local phase, a good sequential coloring heuristic such as IDO or SDO can be used by each processor; the SDO method generates a better coloring but is more time consuming. The problematic issue of coloring the global vertices is considered next.
3.1. Previous Parallel Coloring Heuristics. The JP heuristic 12] colors the global vertices by nding independent sets of vertices, coloring them, and updating neighboring vertices on other processors asynchronously. The heuristic is inspired by a parallel algorithm introduced by Luby to determine a maximal independent set in a graph 17]. The Luby heuristic has a fast expected runtime (logarithmic in the number of vertices) under the PRAM computational model. However, the Luby algorithm has the practical disadvantage that it is an inherently synchronous algorithm, requiring many global synchronizations (for each color, the algorithm requires the same number of global synchronizations as its PRAM runtime complexity). The JP heuristic has a slightly faster expected PRAM runtime, but its major advantage is that it is an asynchronous algorithm. This feature of the heuristic allows for very e cient, scalable implementations on distributed-memory machines.
We rst formulate the JP heuristic under the CREW PRAM model 11] with each processor assigned a single vertex from the graph. Later we will study the heuristic modi ed for a parallel, distributed-memory MIMD machine. Recall that the PRAM computational model assumes that processors communicate through a common shared memory. The CREW variant assumes that di erent processors are able to read data from same location at the same time, but that only one processor at a time can write data to a memory location. The essential aspect of the PRAM model used in our analysis is that a processor can access data computed on another processor and stored in shared memory in constant time.
We assign each vertex v a unique number (v), which we use to generate a partial ordering of the vertices. We call the function (v) the ordering function. Let u(v) be an independent random number, uniformly distributed between 0 and 1. The JP heuristic chooses ordering function (v) = u(v). Consider, at some point in the heuristic, the subset of uncolored vertices I, where v 2 I if and only if (v) > (w) for all uncolored vertices w 2 adj(v). Note that I is an independent set of vertices and, therefore, can be colored in parallel. However, we do not have to explicitly construct these independent sets. Instead, for each vertex v we divide adj(v) into two sets, those vertices w 2 adj(v) with (w) > (v) and the remaining vertices. We wait for messages (i.e., communicate through shared memory) from the former set that give the colors these vertices have been assigned; color v the smallest unused color; and send this color to the latter, uncolored set.
This asynchronous heuristic is outlined in Figure 2 . By enforcing the coloring invariant The parallel distributed-memory MIMD version of this heuristic, given in Figure 3 , maintains a group of vertices on each processor. In Figure 3 Seq-color () colors a queue of vertices given a partial coloring . The procedure Pack-and-send () packs these new colors into messages for the appropriate processors and sends the information to the designated processors. The Pack-andsend () routine is designed to overcome the high communication start-up cost, a characteristic of most message-passing architectures. The JP coloring technique is fast and produces good 3.2. An Improved Coloring Heuristic. To improve the resulting colorings, we modify the above method by using the degree of a vertex v in a manner analogous to the sequential LFO heuristic. The heuristic is essentially the same as the JP heuristic except that a vertex v is colored rst if its degree is larger than that of its uncolored adjacent vertices. If adjacent vertices have the same degree, the random numbers are used to determine the coloring order. Because this heuristic is related to the LFO sequential heuristic, we call the new method the parallel largest rst (PLF) heuristic. We note that Allwright et al. 1] have independently determined that this heuristic is e ective in numerical calculations involving dynamically triangulated random surfaces.
The PLF heuristic can be implemented by a straightforward modi cation of the JP heuristic. Let (v) = u(v) + deg(v), and recall that u(v) is between 0 and 1. Thus, replacing the ordering function () in Figure 3 yields an implementation of the PLF heuristic.
The motivation for PLF, as with LFO, is to color the most di cult vertices (those of largest degree) rst, where we might be constrained to use the largest colors. Unlike the JP heuristic, PLF considers the local structure of the graph when forming independent sets, producing an improved coloring. However, this strategy may make the execution time of the heuristic more problem dependent.
The following theorem states that PLF has the same CREW PRAM expected runtime bound as the JP heuristic for graphs whose maximum degree is bounded by some constant . Proof: Random numbers are used to break ties for inclusion in the independent set among vertices of the same degree. This is equivalent to using the JP heuristic to determine a sequence of independent sets among vertices with the same degree and hence requires at most EO(log(n)= loglog(n)) time. By assumption, the maximum degree of the graph is bounded by some constant ; thus the number of distinct vertex degrees is also bounded by . Hence, the total expected runtime is EO(log(n)= log log(n)). 2 Although the JP and PLF heuristics have the same expected runtimes, one would expect the actual runtime for PLF to be at least that of the JP heuristic. If there are many distinct vertex degrees, one might expect that the runtime could be much higher. However, the following experimental results show that the PLF heuristic takes only slightly more time than the original heuristic and produces better colorings. We use a test suite of fteen problems. For all problems, the graph characteristics and more detailed experimental results for several values of p can be found in Tables 5 and 6 . We give descriptions of the origins of the problems below. The rst four problems are scaled problems; for each of these problems we are able to generate a speci c instance for a given number of processors such that the problem size scales nearly linearly with the number of processors.
CRYSTAL { A nite-element model of a piezoelectric crystal 3]. The domain is a rectangular solid that is regularly discretized by using second-order, hexahedral elements. ELASTIC2D { The linear elasticity equations for the plane stress problem on a rectangular region with a central hole discretized by linear triangular elements 15]. PREFINE { A square domain discretized by quadrilateral nite elements such that ninthorder elements are used in one corner, linear elements in the other three corners, and a progression of orders in between.
SHELL { A spherical domain with holes discretized by fourth-order triangular shell elements 13]. The next eleven problems are static problems. For these problems, the same instance of the problem is solved on di erent numbers of processors.
BCSSTK16, BCSSTK17, BCSSTK18, BCSSTK29, BCSSTK33 { Graphs associated with matrices arising from problems in structural engineering, all from the HarwellBoeing sparse matrix collection 5]. DT { A graph arising from the Delaunay triangulation of a random point set in two dimensions with three coupled unknowns associated with each vertex. ELASTIC3D { The linear elasticity equations on a six-sided solid domain discretized by quadratic nite elements. FDGRID3D { A nite-di erence discretization of a cube for which a 27-point stencil is used in the middle \slice" and a 7-point stencil is used elsewhere. KALL { A three-dimensional nite-element mesh from a structural mechanics application using tetrahedral, beam, and plate elements. RAND1 { An undirected random graph where the density is chosen such that each vertex has an expected degree of 25. Speci cally, the graph is constructed by considering each possible edge e between any two vertices, and including the edge with probability 25=jV j.
RAND2 { A larger version of RAND1. For both the JP and PLF coloring heuristics, the SDO method was used for the Seq-color () routine for the global phase, and the SDO method was used for the local phase. This combination performs at least as well as any other combination of the heuristics tested in 9]. We ran each of the problems on 2 i processors, where i = 0; : : : ; 6 processors; in a few cases the problems could not t on a single processor, and for the CRYSTAL problem we were able to run it on 128 and 256 processors as well. In Table 1 , we present a summary showing that, overall, the PLF heuristic yields fewer colors than the JP heuristic. Table 1 Number of times the JP or PLF heuristics yields the fewest colors, j j, for coloring the entire graph and the fewest number of colors, j G j, for the global edge separator graph. For example, the BCSSTK16 problem was run on 2 i processors for i = 1;: : : ; 6 and 5 times PLF gave fewer colors than JP for the entire graph and 1 time PLF and JP gave the same number of colors.
PLF Best PLF Best Tie Tie JP Best JP Best Problem j j j G j j j j G j j j j G j 0  1  1  FDGRID3D  1  2  2  1  3  3  KALL  6  6  0  0  0  0  RAND1  6  6  0  0  0  0  RAND2  6  6  0  0  0  0  Total  57  64 27  19  19  20 In Figure 4 , we plot the runtimes for each of the fteen problems as a function of the number of processors used. For the scaled problems, the runtime of the heuristics should remain constant as the number of processors is increased, with the exception of small growth in runtime because (1) for small jPj, the ratio of global to local vertices is increasing, resulting in more communication and (2) the running time bound for the heuristic suggests a slight increase in runtime with increasing jPj. The runtimes for both heuristics are similar and appear to be scalable for all four problems. Two anomalies are (1) the runtime for one processor on the CRYSTAL problem which we believe is due to cache e ects, and (2) the sawtooth graph associated with the PREFINE problem which arises because the problem is slightly di erent for jPj = 2 i when i is odd than when i is even. Because the problems sizes do not exactly scale linearly with jPj, we have adjusted the runtimes according to the problem sizes to accurately show the scaling (e.g., if the problem size assigned to each processor increases by a factor of 1.1 when we go from 2 to 4 processors, the runtime for 4 processors is divided by 1.1). More information on runtimes can be found in Table 6 . These results also show that the number of colors required tends to increase with the number of processors used.
For the static problems, the runtime of the heuristics should decrease proportionally to 1=jPj; that is, the lines representing the runtimes in the log-log plots shown in Figure 4 ideally should have a slope of ?1. This goal is not, of course, realistic because the ratio of communication to computation is increasing as jPj increases. However, for all but the two random graphs, both heuristics do well, although they do better on larger problems than on smaller problems. The performance on random graphs is poor primarily because of the large separator size; for random graphs the expected size of these separators is O(jV j) 16] . We see in Table 5 that all vertices are global in the partitioning of these random graphs, even for small jPj.
Finally, given the randomized nature of the heuristics, one should examine the variation of the quality of the colorings and the runtimes over di erent runs with di erent sequences of pseudorandom numbers. Using independent sequences of pseudorandom numbers, in Table 2 we show that for ve of the problems the variation in the number of colors and the runtime is small for ten runs of each problem on 32 processors. Similar results were obtained, but are not presented in this paper, for the balanced coloring heuristics given in the next section. Table 2 Mean and variance of the number of colors and runtimes (in seconds) for the two heuristics on 32 processors for ten runs using di erent pseudorandom number sequences mean std. dev. mean std. dev. mean std. dev. mean std. dev. 
Balanced Graph Colorings for Irregular Problems. A graph coloring is often used
to represent how work is scheduled for execution on a parallel computer. The graph vertices indicate the tasks to be performed, vertices of the same color represent independent work that can be performed concurrently, and the graph edges represent dependencies between the tasks. Processors can simultaneously work on the vertices (tasks) of color i and proceed to vertices colored i + 1 when all adjacent vertices of color i are completed. The problem can be generalized to include a weight, w(v), associated with each vertex v, representing the amount of work required by that task. Load-balancing problems occur when some processors have a signi cantly larger number of vertices (or total weight) of the current color Fig. 4 . Execution times for the JP algorithm (denoted by the solid line with a circle at each data point) and the PLF algorithm (denoted by the dot-dash line with a plus at each data point). The times for the four scaled problems are weighted to take into account any nonexact scaling of the problems sizes. The x-axis gives the number of processors (on a log scale), and the y-axis gives the execution times in seconds (on a log scale for the static problems). i than other processors have. This color imbalance can cause a processor workload imbalance even if the total weight assigned to each processor is equal.
Such imbalances are more likely to occur when the underlying graph is not homogeneous, or regular, in structure. A nite-di erence discretization using a single stencil or a uniform order nite-element model is homogeneous, and the coloring imbalance for such graphs is generally not signi cant. However, an irregular, or nonhomogeneous, graph can arise when di erent niteelement types or nite-di erence stencils are used to model di erent portions of a physical domain. The resulting graph contains subgraphs that may have very di erent edge connection patterns and vertex degrees. If these subgraphs are assigned to di erent processors, one may expect that the assignment of tasks to colors would not be balanced on di erent processors. Such situations often occur in complex engineering applications.
On a homogeneous parallel computer, a graph coloring is ideally balanced when the processors each have the same total vertex weight per color. It is assumed throughout this section that the vertices have been partitioned among the processors such that each processor is assigned a nearly equal weighted sum of vertices. Without such an assignment, a balanced coloring is not possible. In the discussions that follow, we assume the parallel computer is homogeneous; however, the de nitions and methods can be extended to a heterogeneous system.
In 21] the imbalance of a coloring is quanti ed by using the following de nitions. The average weight of color c with the processor set P is given by The balancing heuristics that we consider in this paper do not move vertices between processors. Therefore, if the vertex partition ? does not assign nearly equal weights of vertices to each processor, these heuristics cannot be e ective. We can obtain a lower bound on I based on the inherent weight imbalance, I (G;?) , for the graph G with partitioning ?, which we de ne as Pommerell et al. 21] give algorithms for producing balanced colorings; a parallel variant of their most e ective algorithm is summarized in Figure 5 . This heuristic colors only the global vertices, ignoring edge dependencies between vertices on the same processor. The algorithm clearly limits I(c) to I max , a user-chosen tolerance, and I j jI max . A potential shortcoming of the method is that, in general, the number of colors required to color the graph will increase for small I max . Note that in the parallel execution of this algorithm at most jPj vertices are colored per step, and a global synchronization is required after each step. These synchronization steps result in a poor communication-to-computation ratio. We begin by introducing a measure of the deviation of a coloring from a perfectly balanced coloring; our heuristics will perform local optimizations with respect to this measure. Suppose that the coloring we have already computed is and that it uses j j colors. Given the sum of the weights of all the vertices, ideally we could require that this total weight be equally distributed among all the colors. Thus, we de ne our goal on processor p, (p), to be We choose to attempt to minimize positive balance deviations on each processor, (c; p), instead of the total imbalance, I , for two reasons. First, balancing the weight assigned each color is important to ensure load balancing for many problems. For example, when using the coloring to solve sparse triangular systems 14], we would like the work associated with each color to be equal. The condition I = 0 by itself does not imply this equality. Second, optimizations that minimize balance deviations can be performed locally on a processor; this process does not require vertices to be moved between processors. We note that if the total weight assigned to each processor is equal, then nding a coloring with zero balance deviations implies that I = 0.
The deviance reduction (DR) heuristic works by moving vertices from one color j with positive deviation to another legal color k with a lower deviation when this exchange will reduce a positive deviation on a processor. This greedy strategy considers vertices from the color with current largest positive deviance rst. If one imagines a bin associated with each color, the colorbalancing problem is similar to the bin-packing problem, with the added constraint that a vertex cannot be placed in the same bin as an adjacent vertex. One of the best theoretical bounds for the bin-packing problem is obtained by the \ rst t decreasing" heuristic 8], which works by rst sorting the items by size and trying to pack the largest items rst. Motivated by the bin-packing heuristic, the DR heuristic chooses the vertex with the largest weight from the set of vertices of the color under consideration. This vertex is moved to the least-lled bin consistent with colors of its neighbors. In Figure 6 , we give a sequential version of a balancing heuristic based on deviance reduction. Note that one can make multiple passes of the DR heuristic to further improve the balance.
Perform Choose j such that (j) = maxf (l) j V (l) 6 = ;; l = 1; 2; : : :; j jg; endwhile Fig. 6 . Sequential version of the deviance reduction (DR) balanced coloring heuristic A major advantage of the DR heuristic is that it improves the balancing of an existing coloring without increasing the number of required colors. Thus, the best available coloring heuristic can be used to obtain the initial coloring|using as few colors as possible|and a better balanced coloring can be obtained using that number of colors. The following theorem shows that the number of colors is not increased by the DR heuristic. It is also important that the DR heuristic have a fast runtime. Consider a graph with n vertices, maximum degree , and assume that the vertex weights are the degrees of the vertices. Under these assumptions, the following theorem shows that the sequential heuristic has a linear runtime for bounded . Theorem 4.2. Consider the DR heuristic given in Figure 6 . Assume that the graph on which the heuristic is used has maximum degree . Let n be the number of vertices in the graph, and assume that we use vertex weights de ned by w(v) = deg(v). Then the running time of the sequential DR heuristic is bounded by O(n ).
Proof: The computation of the ideal bin weight and the current bin weights (j) requires time proportional to the number of vertices, or O(n) time.
Recall that any greedy coloring requires no more than + 1 colors. Hence we can assume that j j + 1. The number of bins is equal to the number of colors; thus, the vertices can be sorted by color in O(n) time. In addition, because we use the vertex degrees as weights, vertices of each color can be sorted by weight in O(n) time.
Using these sorted arrays, we can select the vertex v i in constant time at each iteration through the while loop. To compute the set S, we need to look at the color of each adjacent vertex. By de nition, there can be no more than adjacent vertices. To choose the smallest bin requires no more time than the maximum number of colors, or O( ) time. Finally, selecting the bin with maximum (j) requires at most O( ) time. All the other steps in the while loop require constant time.
The number of times through the while loop is the number of vertices, n. Hence, the entire heuristic requires O(n ) time. 2 We now introduce two parallel heuristics, PLF(k) and PDR(k). An initial coloring is required for both of these methods; we assume that the PLF heuristic is used. These heuristics can make any number of recoloring passes through the vertex set while attempting to balance the coloring. For PLF(k) and PDR(k) we perform k recolorings for balancing; thus, for example, PLF(2) and PDR(2) use two sweeps though the vertex set. These heuristics use the sequential DR heuristic given in Figure 6 to obtain balanced colorings. The framework for the two heuristics is the same as the JP MIMD heuristic given in Figure 3 except that rather than using the routine Seq-color() we use the sequential DR heuristic.
The di erence between the two heuristics, PLF(k) and PDR(k), is how the global vertices are ordered; this di erence is obtained by using di erent choices for the ordering function (v). For PLF(k) we use the same choice for (v) as we use for the original PLF heuristic, that is, (v) = u(v) + deg(v). Thus, the only di erence between one pass through the PLF(k) heuristic and PLF is that instead of coloring vertices for the rst time with the routine Seq-color (), we recolor the same sets of vertices by calling the sequential DR heuristic.
To construct the PDR(k) heuristic, we also use the the sequential DR heuristic for Seqcolor (). However, rather than using the vertex degree in (v), we use the local color deviations of each vertex at the start of each pass through the recoloring heuristic. Thus, we use the vertex ordering function (v) = ( (v); p) + u(v), where ( (v); p) is the color deviation before any vertices have been recolored on a sweep. 1 By using the local deviation of the color (v) as the basis for independent sets, vertices assigned colors having the greatest imbalance are given priority over other vertices.
Note that a PRAM analysis that assumes only one vertex per processor does not make sense for these balancing heuristics. Instead, we experimentally show that the algorithms have a scalable runtime similar to that of JP and PLF.
Experimental Results for the Balanced Coloring Heuristics. In this section we
present experimental results that demonstrate the e ectiveness of the two heuristics at minimizing the color imbalance. We use the same test suite described in the preceding section and again perform the experiments on the Intel DELTA. For all of the balancing experiments the vertex degrees are used as the vertex weights, namely, w(v) = deg(v). We examine two issues in these experiments: (1) the quality of the balancing achieved by the two algorithms, and (2) the runtimes of the algorithms.
The results in Table 7 , and additional experiments not reported here, indicate that at most two passes of either the PDR or PLF heuristic are su cient to rebalance the colorings; additional passes do not signi cantly improve the balancing. In Table 3 we examine the relative performance of the heuristics after two passes on problems from the test suite. We use the total imbalance, I , to compare the heuristics. Note that the performance of the methods is nearly indistinguishable. More detailed results can be found in Table 7 . Table 3 Number of times PLF or PDR yields the smallest total imbalance, I . For example, the BCSSTK16 problem was run on 2 i processors for i = 1; : : : ; 6 and 5 times two passes of PLF rebalancing gave a better imbalance and 1 time two passes of PDR gave a better imbalance. Next we examine the quality of the balancings achieved on 16 processors for the PDR algorithm. Since the performance of the algorithms is similar, we chose to examine just one of them in detail. We consider two measures of the balance of a coloring and present bounds of how good those measures can be for a particular problem. If the balancing were optimal, the weight although this bound is conservative.
To obtain the second measure, imagine that we were to solve a problem where we considered the graph vertices of each color in sequence, and the time the algorithm took for each vertex were equal to the weight of the vertex. Before vertices of the next color could be considered, all processors would have to be nished with their same-colored vertices. The optimal time for this algorithm would be t opt = w(V )=jPj + I(G; ?), where we assume that we cannot correct the imbalance resulting from the partitioning (this amount is small for the problems we consider, as shown in Figure 5 ). Given a particular coloring, the time required to solve the problem would be t = w(V )=jPj + I . Thus, the second imbalance measure we consider is de ned by The best that one could obtain would be 1.0 for this measure.
In Table 4 , we give the initial values for each of these measures prior to balancing on 16 processors. We also show the measures after two passes of the PDR heuristic. For every problem except PREFINE, one of the two measures is quite close to the lower bounds. While we achieved signi cant reductions for both measures on PREFINE, we note that this problem is inherently di cult and coming close to either of the lower bounds may not be possible. The reason is that the \granularity" of this problem is large; that is, the maximum weight per vertex (maximum degree here) is quite large compared with the average weight in each color. Table 4 Two measures, M 1 and M 2 , of the quality of the balancing achieved in the balanced coloring algorithms on sixteen processors. The initial measures are the balance measures prior to balancing and the nal measures are after two passes of the PDR balancing algorithm. \Best M 1 " gives an approximation for the lower bound on the M 1 measure; the lower bound for M 2 is 1.0. Finally, we contrast the maximum vertex degree with the average weight per color as another measure of the balancing di culty of a problem.
Name
Init Finally, we look at the runtimes of each of the PLF and PDR balanced coloring heuristics in the previously used graph format. The runtimes for one and two passes of both balanced coloring heuristics are given in Figure 7 . Note that the times are, in general, signi cantly faster 15 than for the original coloring of the graphs by either the JP or PLF algorithms. The result is a much poorer communication-to-computation ratio than for the other heuristics. Nevertheless, for the scaled problems, the heuristics scale well after jPj = 8, when the ratio of global to local vertices has somewhat stabilized. The performance on the static problems does not appear quite as good because of the poor communication to computation ratio. However, for all but the random graphs, we still see signi cant reductions in runtime as jPj increases. We note that the balancing results and the number of colors for the random graphs are still quite good; it is simply the runtimes that su er. 5 . Conclusions. The two objectives of our study were to devise new scalable, parallel coloring heuristics that (1) require fewer colors than existing methods, and (2) minimize coloring imbalance while using no more colors than the best parallel coloring method.
The rst objective has been achieved by introducing a new heuristic, PLF, that relies on using vertex degrees for independent sets instead of solely random numbers as employed by the original Jones/Plassmann (JP) heuristic. PLF was shown to have the same expected runtime as the JP heuristic under the CREW PRAM execution model. For our suite of test problems, PLF consistently required fewer colors than JP, and required only slightly more execution time.
To achieve the second objective, balanced colorings, we introduced the PLF(k) and PDR(k) heuristics. Given an initial coloring, these heuristics perform one or more recolorings that strive to reduce the color deviance by using heuristics based on those successfully used in bin-packing problems. The PLF(k) and PDR(k) heuristics guarantee that the number of colors used by the initial coloring does not increase in the recoloring, while signi cantly reducing the color imbalance among the processors. Both the PLF(k) and PDR(k) heuristics were empirically shown to be scalable. Execution times for the PLF balanced coloring algorithm (denoted by the solid lines with a denoting one pass and a denoting two passes) and the PDR balanced coloring algorithm (denoted by the dot-dash lines with a + denoting one pass and an denoting two passes). The x-axis represents the number of processors (on a log scale), and the y-axis represents the execution times in seconds. The times for the static problems are on a log scale; the times for scaled problems are weighted to take into account slight di erences in the problem size scaling.
18 Table 6 Runtime and coloring statistics (the number of colors required for the global separator is given in parentheses) JP PLF JP PLF(0) PLF (1) Table 7 Total imbalance, I , results PLF(0) PLF(1) PLF(2) PDR(0) PDR(1) PDR(2) Problem jPj
