Abstract. General principles related to high speed CCD photometry are discussed. A specific system is described and results from the system are compared with photomultiplier tube data. Although CCD photometry is generally superior to the photomultiplier tube data, there are still noise sources in the system which are not understood.
Introduction
Charge-Coupled Devices (CCDs) have been the detector of choice in most spheres of optical astronomical photometry and spectroscopy for more than a decade. This preference over their predecessors (photomultiplier and image tubes) has arisen primarily because of their high quantum efficiency and simultaneous measurement of the sky background. However, for applications requiring rapid sampling, in particular fast astronomical photometry with an integration time of a few seconds or less, the older technologies have still had a role to play. There are three main reasons for this: (i) rapid sampling with CCDs degrades the data due to readout noise which photomultiplier tubes, for example, do not suffer from; (ii) standard CCD cameras typically take 10 s or longer to read out during which data collection is stopped. In order to avoid an unacceptably low observing efficiency, sampling times with such CCDs axe usually 1 min or longer, too slow for many applications; (iii) observing programs in which rapid sampling is required usually involve blue stars (e.g. interacting binaries or white dwarfs). High quantum efficiency in CCDs is much harder to achieve in the blue (λ < 400 nm) than at red wavelengths.
With the exception of reducing readout noise (which has been steadily declining over the last decade), little can be done to obviate (i). In regard to (iii), UV coating and/or thinning with back illumination has now reached the stage where CCD quantum efficiency at 400 nm is routinely as good, if not better, than photomultiplier tubes. The difficulties of (ii) can be circumvented by the frame transfer operation, a procedure to be discussed below.
A vast literature on the astronomical use of CCDs exists; useful introductions include Howell (1991a) and Jacoby (1990) . However, there have been a small number of high speed CCD photometers described in the literature, e.g. Stover & Allen (1987) , Abbott & Opal (1988) . The former used a thick, and therefore blue insensitive, CCD while the time resolution of the latter appears to be limited to ~30 s. In this paper we describe a high speed CCD photometer not suffering from these drawbacks. We concentrate on the potential of CCDs for time series photometry with the Whole Earth Telescope (WET) and a comparison with photomultiplier-based aperture photometers, the current standard instrument.
Description of the equipment
The equipment comprises a modification to the SAAO CCD camera. This camera is fully described in the SAAO Facilities Manual (Spencer-Jones 1987) and comprises an acquisition module on which is mounted an autoguider, a filter wheel module and a liquid nitrogen cryostat containing a CCD. The modification involves removing the liquid nitrogen cryostat and substituting a commercially available Wright Instruments Peltier-cooled CCD camera head.
An efficient Peltier cooler is adequate for high speed CCD photometry: with a sampling time of, say, 10 s, shot noise from dark current will be insignificant compared to the readout noise (> 5 e~/pix) if the dark current rate is smaller than 0.2 e~/pix/s. This is achievable with Peltier cooling, and avoids the need for liquid nitrogen cooling which is significantly more difficult to manage. The dark current in the Wright Instruments camera is 0.03 e~/pix/s.
The CCD chip is a thinned, back-illuminated EEV P86321/T with a format of 576 x 388 x 22 μτα pixels. The particular thinning technique used leaves an unthinned border of ~ 20 pixels around the perimeter of the chip which are insensitive to light. Peak quantum efficiency is ~ 70 % at λ ~ 600 nm but with 25 % at Λ ~ 350 nm. This is sufficient, even for blue stars, to yield an increase in the number of photons detected in unfiltered light of a factor of 6 (or more), compared to S-ll response photomultipliers. Of course, some of the additional signal arises from red photons (Λ > 650 nm), to which such blue-sensitive photomultipliers are insensitive.
The readout noise is 10 e -/pix, twice that of CCD cameras currently available at many of the world's leading observatories, but acceptably low nonetheless.
As mentioned above, in traditional CCD photometry, with integration times of a few minutes or longer, the readout time is a small fraction of the integration time and therefore not a major problem. In high speed CCD photometry, however, the readout time is comparable to the integration time. The CCD chip must thus be capable of being operated in "frame transfer" mode. This requires independent control, via two sets of "clock" lines, of each half of the chip. If an image of the sky is projected by the telescope on to one half of the CCD, the "image" section, it can be transferred in a few millisec at the end of the exposure to the other half, the "store" section. From there the image is read out slowly (with low readout noise) over a few sec, while the next exposure is accumulating in the image section. Thus, at a cost of sacrificing half the area of the chip, frame transfer operation eliminates the dead time associated with CCD readout and maintains an acceptable level of observing efficiency.
Of course the store section of the chip must be masked off from light. As supplied, the Wright Instruments camera does not have a mask over the store section. It is possible in principle to install one but, in practice, this would mean disassembling the evacuated CCD cryostat chamber. Rather than undertake such a complex and delicate procedure, the CCD is used in the present application with the mask placed as close to the window of the CCD cryostat chamber as possible. A partially illuminated strip of ~ 50 pixels along the image/store boundary is the consequence of not being able to place the mask next to the CCD chip.
An electronics module to control the readout and other functions of the CCD is mounted on the telescope within a short distance of the CCD camera head. This module is connected by up to 50 m of coaxial cable to a PC interface card supplied with the Wright camera. A "low-level" library of Intel assembler subroutines are called by the data acquisition program (written in C) to control the camera from a PC.
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In addition to camera control, the PC data acquisition program displays the data upon readout. The present system uses a "frame grabber" for display: the image is written to the frame grabber memory which is automatically displayed on the associated TV monitor. However, a VGA display is probably a better solution (although approximately one third of the data acquisition source code pertains to the frame grabber so a rewrite of this is not a trivial task).
A crucial feature of the computer configuration is the connection of the PC via an Ethernet running the Unix "nfs" file system to a SUN workstation. Experience gained from 25 yr of photomultiplierbased high speed photometry has shown that a display of the accumulating light curve is an essential facility. Apart from enabling quality control (so that equipment problems or poor sky conditions can be detected immediately), display of the light curve allows decisions to be made on the scientific usefulness of continuing with observations of a particular star. In order to provide a similar capability in high speed CCD photometry, on-line reduction of the CCD frames is needed. So as to avoid the potential conflict between realtime instrument control and computation intensive data reduction, the frames are stored on a large disk (2 Gbyte) shared with a separate computer. The PC thus writes the data over the Ethernet to the SUN's disk where the frames are then reduced, the magnitudes of the stars on the frame are extracted and light curves displayed.
Data reduction
CCD data reduction has not traditionally been an automated task. In the context of high speed CCD photometry, it should, ideally, require the minimum intervention at the telescope in order to enable the observer to remain alert to possible problems with sky conditions or equipment.
The first task performed on the raw frames is bad pixel interpolation, bias subtraction and flat fielding. These procedures are not different from those used in conventional CCD photometry and need not be described here. In the present application, the DoPHOT program (Schechter, Mateo & Saha 1993) was chosen as it is capable of finding stars on a frame and measuring their brightnesses with almost no user intervention. In order to improve the speed of the program, changes were made so that stars are only sought in a number of user defined windows.
DoPHOT provides an aperture magnitude and profile fitting magnitude for each star it finds on the frame. The profile fitting uses a truncated power series for a two-dimensional elliptical Gaussian. Full details of its operation may be found in Schechter et al. (1993) . These magnitudes are displayed on a common horizontal and vertical scale (with appropriate vertical offsets) for each star. The aperture magnitudes are in general less precise than the profile fitting magnitudes but provide a monitor of whether conditions are photometric. The profile fitting magnitudes of a selection of comparison stars on the frame can be used to correct differentially the program star for changes in atmospheric transparency by forcing their mean magnitude to be constant.
Provided flat fields are available, all the above tasks can be performed while the observations are in progress; the cleaning, fiatfielding and magnitude extraction of the frames is done with no user intervention once the procedure is initiated. Although readout of half a frame takes ~ 4 s, writing over the Ethernet line adds a few sec of overhead so that the shortest practicable sampling time is currently 10 s. The data reduction procedure can usually keep up with this rate of acquisition.
Results
As mentioned above, for blue stars typically a factor of 6 more photons are detected with the CCD compared to a photomultiplier. The key question is, of course, whether this increase in signal leads to a corresponding increase in photometric precision? In order to assess this, sequences (or "runs") of high speed CCD photometry were analysed to measure the photometric precision. Almost all available stars on the frames were used, including those low amplitude variables whose variability contributes negligibly to the variance in the data, or variables whose periodic signals can be accurately characterized and removed from the data. Only stars with erratic variability were omitted.
For each star, variations on a time scale longer than 20 min were removed by subtracting a smoothed version of the light curve from itself. The smoothing length was chosen to be 20 min so that only high frequency noise remained. This procedure is justified on the basis that low frequency variability is mainly due to sky transparency or atmospheric extinction variations and does not originate in the instrument itself. Consequently, low frequency variability should not be considered when assessing the precision of the photometry. The standard deviation about the mean of the detrended data was used as the measure of the photometric precision and is plotted in Fig. 1 for 8 runs of high speed CCD photometry. A point is plotted for each stax and the same symbol is plotted for stars in the same run or CCD field (as indicated by the key at the bottom). Fig. 1 are plotted theoretieal noise curves for various detector systems. The leftmost two curves are for photomultiplier tubes (one twenty years old, the other a modern device). These noise curves are derived from Poissonian photon statistics alone, with the number of detected photons in a 10 s integration, and the corresponding "white light" magnitude, indicated on the top and bottom abscissa axes respectively. In order to check these "theoretical" noise curves, standard deviations of light curves of constant stars obtained with a photomultiplier were measured. For relatively bright stars (< 16 mag), the standard deviation of the real data is close to that of the curves of Fig. 1. For fainter stars, (>16 mag) where Ν is the number of photons detected, the readout noise, R, is 10 e~/pix (both appropriate to the Wright Instruments camera), the sky is set to zero as the system is readout noise limited (in the case of short integrations on stars of this brightness), and np¡ x is the number of CCD pixels used to detect the star image. The three curves correspond to n p ; x = 5, 20 and 80. Fig. 1 shows that: (a) with the exception of a few points, the CCD data are at least equal in quality, and in most cases better than obtainable with the photomultipler tubes. (b) the standard deviation of the CCD data are larger than the theoretical CCD noise curves by a factor of ~ 2 or more (even for n p ix = 80); the reason for the excess noise is currently not understood.
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Conclusion
A high speed CCD photometry system has been constructed which achieves equal or better performance than photomultiplierbased aperture photometers. Ten second time resolution with no dead time and on-line data reduction has been achieved but sources of noise exist in the system which are not currently understood. The equipment is still under development and the next step is to investigate the cause of the excess noise and optimise the performance of the system.
