The objective of this paper is to provide a review of the recent developments in HEVC standardization, particularly focusing on the key features of hybrid coding tools and gives theoretical analysis, summaries of the technological advancements, and compares its performance with the H.264/ MPEG-4 AVC high-profile standard. High Efficiency Video Coding (HEVC) is a proposed and under development new generation of video compression standard, which enables substantially higher compression capability than the existing state-of-the-art video coding standard and exhibit superior coding performance improvements over its predecessors.
INTRODUCTION & BACKDROUND
With the advent of the multimedia and information era, the past two decades have seen the major developments of video coding standards and video compression technologies in significant compression gains and impressive deployment of services and applications. The research on the basic coding tools involved in video compression actually started as early as in the 1950s and 1960s with spatial differential pulse code modulation (DPCM) coding of images. In the 1970s, transform coding techniques and Motion compensated prediction error coding were investigated, and the well-known block-based discrete cosine transform (DCT) was introduced by Ahmed et al. (1974) and (Jain and Jain, 1981; Girod, 1987) [1] .
Meanwhile, the introduction of video content has continued to become an increasing presence in our lives, with increasing diversification of usage models along with ever-increasing demands for higher quality. Consumers now expect higher resolution for their entertainment video, as standard-definition analog broadcast TV and VCR movies have given way to HDTV, DVD, and Bluray, and UHD video has emerged on the prospect.
To meet the industry requirement of standardizing existing video techniques and reassured these issues, standards were developed and running to announce new video compression projects by the two premier international standardization organizations, ISO/IEC and ITU-T. To face the new challenges, the limitations of current technologies prompted the two main video coding standardization players to establish the Joint Collaborative Team on Video Coding (JCT-VC) in January 2010, with the objective to develop and launch new high-efficiency video coding (HEVC) standard, which was pretended to be the natural evolution of H.264/AVC. Then, they issued a joint formal Call for Proposals (CfP) in April 2010. In the necessity document, the main goals of HEVC were stated as coding performance on high resolution pictures, picture size up to 8Kx4K, low delay, and low complexity [2] .
In February, totally 27 proposals were submitted to JCT-VC and the subjective image quality evaluation was done in March. The evaluation results discussed in the April JCT-VC meeting at Dresden, Germany [2] showed that some proposals could reach the same visual quality as AVC at only half the bit rate in many of the test cases, at the cost of 2x to 10x increase in computational complexity; and some proposals achieved good subjective quality and bit rate results with lower computational complexity than the reference AVC High profile encodings. At present, this new standard is currently under its final standardization stage and the Final Draft International Standard is expected to be delivered in 2013. Its name will be High Efficiency Video Coding (HEVC), but it is also known as H.265 and MPEG-H Part 2 [3] [4] [5] . It is expected to satisfy the ever increasing requirements for cost effective video encoding process by optimizing the video quality, the compression efficiency, the spatial and temporal resolution, and finally the computational complexity.
Finally, the goal of this review paper is to present and highlight the latest developments and analysis of HEVC related technologies and coding tools, and to provide and/or lead readers with a deep understanding of this emerging video coding standard and the related state-of-the-art technologies. Upon this introductory section, the rest of the paper is organized as follows: Section 2-the main body of this paper, introduces the main novel features of HEVC and related work on the development of HEVC coding tools and dedicated to the six basic building blocks. Section 3-presents the performance evaluations through CfP, which have been carried out to be able to appreciate the computational cost of the coder and we show some comparisons with respect to the coding efficiency and complexity between HEVC and the H.264/AVC standards. Section 4-gives the potential applications and future services of HEVC. At the end, Section 5 concludes the paper.
FEATURES/HEVC CODING TOOLS
This paper will focus on the block-based MC/DCT hybrid coding of the residual schemes and give a review of the current design of HEVC and discuss the features that differentiate it from its predecessor. Although HEVC has not yet been finalized, the key elements of this new standard have been identified and it is still being slightly fine-tuned, and will include other features by the time it reaches its final form. It is important to note that this paper serves as a snapshot of the current condition of HEVC as it gets close to its completion status. In that respect, the final version will differ somewhat from what is described.
HEVC is actually based on the same hybrid spatial-temporal prediction system as its predecessor H.264/AVC [7] . Figure1 shows the block diagram of the basic HEVC encoder design-as it is implemented in the HM 5.0 software codec [7] . As can be observed, the main structure of the HEVC encoder looks like that of the H.264/AVC. The new tool features are summarized in tabular form in [2] as a comparison with AVC and the main key features of the latest version of HEVC can be reviewed as follows:
-Wide-range variable block-size prediction, with block sizes ranging from 64x64 down to 8x8 pixels and the size of prediction blocks can be adaptively chosen by using recursive quad-tree partitioning [8] . -The block sizes used for DCT based residual coding is adapted to the characteristics of the residual signal by using a nested, so-called residual quadtree (RQT) for partitioning of a given prediction block [9] . It support for several integer transforms, ranging from 32x32 down to 4x4 pixels, as well as nonsquare transforms [7] . -Neighboring blocks can be merged into one region, such that motion information has to be transmitted only once for a whole region [10] . -Interpolation of fractional-sample positions for motioncompensated prediction is based on a fixed-point implementation of the Maximal-Order-Minimum-Support (MOMS) algorithm using an IIR/FIR filter [11] . -Improved mechanisms to support parallel encoding and decoding, including tiles and wavefront parallel processing (WPP) [7] . -Extensive in-loop processing on reconstructed pictures: In addition to the deblocking filter, sample adaptive offset (SAO) and adaptive loop filtering (ALF), a separable Wiener filter is applied within the coding loop [12] .
-More intraprediction modes (most of which are directional), which can be done at several block sizes [7] . -The novel probability interval partitioning entropy (PIPE) coding scheme provides the coding efficiency and probability modeling capability of context based adaptive binary arithmetic coding (CABAC) [7] . In addition to the novel algorithms mentioned above, the HEVC proposals also includes the following features [13] ; Simple quad-tree structure supporting large macroblock sizes of 32x32 and 64x64, Low complexity B pictures that only use integer motion vectors for SKIP and DIRECT modes, and Spatially Varying Transform (SVT) that allows the position of the transform change arbitrarily within the macroblock.
The main aspects of the proposed coding tools could be described in detail in the subsequent sections.
Quadtree-Based block Partitioning
An important difference of HEVC compared to H.264/AVC is the frame coding structure. In HEVC each frame is divided into the basic processing unit scheme called Largest Coding Units (LCUs) [8] . LCUs can be recursively split into smaller Coding tree Units (CUs) using a generic quadtree segmentation structure (a nested quadtree structure) that indicates the subdivision of the CU for the purpose of prediction and residual coding. CUs can be further split into Prediction Units (PUs) used for intra-and inter-prediction and Transform Units (TUs) defined for transform and quantization (see figure 2) .
However, in H.264/AVC, each picture is partitioned into 16x16 macroblocks, and each macroblock can be further split into smaller blocks (as small as 4x4) for prediction [7] . As the picture resolution of videos increases from standard definition to HD and beyond, the chances are that the picture will contain larger smooth regions, which can be encoded more effectively when large block sizes are used. This is the reason that HEVC supports larger encoding blocks than H.264/AVC, while it also has a more flexible partitioning structure to allow smaller blocks to be used for more textured and in general uneven regions. Hence, it has been designed to target ultra high resolution with higher frame rates compared to H.264/AVC. Taking this into consideration, HEVC has introduced a new partitioning image scheme concept based on a quadtree structure with larger block size -a 64x64 Coding Unit (CU) and can be recursively further split into 4 CUs (Quadtree), which are used as the basic unit for intra-and inter-coding. The size of CUs can be as large as that of LCUs or and become as small as 8 x 8, depending on the picture content. Because of recursive quarter-size splitting, a contentadaptive coding tree structure comprised of CUs is created in HEVC [14] .
Each CU may contain one or more PUs, and each PU can be as large as their root CU or as small as 4x4 in luma block sizes [10] . While an LCU can recursively split into smaller and smaller CUs, the splitting of a CU into PUs is nonrecursive (it can be done only once). PUs can be symmetric or asymmetric. Symmetric PUs can be square or rectangular (nonsquare) and are used in both intraprediction (uses only square PUs) and interprediction. In particular, a CU of size 2Nx2N can be split into two symmetric PUs of size Nx2N or 2NxN or four PUs of size NxN as shown in figure  2b . Asymmetric PUs is used only for interprediction. This allows partitioning, which matches the boundaries of the objects in the picture [14] .
Finally, since HEVC applies a DCT-like transformation to the residuals to decorrelated data, TU is the basic unit for transform and quantization, which may exceed the size of PU, but not that of the CU. Only two TU modes are considered [6] , signaled by transform unit size flag: i) If the Transform unit size flag = 0 → 2Nx2N (i.e., the same as the CU size), ii) Else if the Transform unit size flag = 1→ Square units of smaller size are considered: NxN if PU splitting is symmetric or N/2xN/2 if PU splitting is asymmetric. So, the size and the shape of the TU depend on the size of the PU. The size of square-shape TUs can be as small as 4x4 or as large as 32x32. Nonsquare TUs can have sizes of 32x8, 8x32, 16x4, or 4x16 luma samples. Each CU may contain one or more TUs and each square CU may split into smaller TUs in a quad-tree segmentation structure. Figure 2 (a-c) shows some examples of partitioning in HEVC.
Figure 2: Block partitioning in HEVC
For transform sizes larger than 8x8, the proposal [15] utilizes truncated transforms where only the 8x8 low frequency coefficients are calculated. This results in a significant computational complexity saving, and implies that only 4x4 and 8x8 quantization kernels are used. The encoder selects the best transform size and position by searching several candidates using rate-distortion optimization [15] . The main idea for supporting variable block-size transforms is to adapt the transform to the varying space-frequency characteristics of the residual signal. Other Features like a novel technique called Spatially Varying Transform (SVT), where the position of the transform block within the macroblock is not fixed but can be varied [15] [16] .
HEVC introduced tiles as a means to support parallel processing, with more flexibility than normal slices in H.264/AVC but considerably lower complexity than flexible macroblock ordering (FMO). Tiles are specified by vertical and horizontal boundaries with intersections that partition a picture into rectangular regions [7] . To support parallel processing, each slice in HEVC can be subdivided into smaller slices called entropy slices. Each entropy slice can be independently entropy decoded without reference to other entropy slices. Therefore, each core of a CPU can handle an entropy-decoding process in parallel. However, they both come with a performance penalty since prediction dependencies are broken across boundaries and the statistics used in entropy coding have to be initialized for every slice/tile. To avoid these problems, Wavefront Parallel Processing (WPP) is supported in HEVC [8] [14] . Wavefront processing is a way to achieve parallel encoding and decoding without breaking prediction dependencies and using as much context as possible in entropy encoding.
Further, the detail of Quadtree-Based Block Partitioning of HEVC is given in [7] [8].
Inter and Intra-Prediction Coding
Predictive coding is the primary tool employed in current video compression technologies, and it is very efficient for removing the correlation between pixels in both spatial and temporal domain. Pixel values to be coded are predicted from already coded and reconstructed adjacent pixel values, and only small prediction errors are coded and the bit rate reduction depends on the correlation coefficient. In HEVC, for generating the prediction signal at subsample positions, one of the proposals [8] is used an interpolation method based on families of so-called maximal-order-minimal-support (MOMS) basis functions. This requires, however, an additional pre-filtering step on the reference picture before the actual interpolation. More details on the subsample interpolation scheme can be found in [8] [11].
Inter-Prediction Coding
Inter-prediction explores temporal redundancy between frames to save coding bits. By using motion compensated prediction, the best matching position of current block is found within the reference picture so that only prediction difference needs to be coded.
The enhancements of inter-prediction introduced in HEVC, compared with H.264/AVC, are described as variable PU size motion compensation, improved subpixel interpolation, and motion parameter encoding and improved skip mode [7] .
Each PU coded using interprediction, has a set of motion parameters, which consists of a motion vector, a reference picture index, and a reference list flag. Intercoded CUs can use symmetric and asymmetric motion partitions (AMPs). AMPs allow for asymmetrical splitting of a CU into smaller PUs. AMP can be used on CUs of size 64x64 down to 16x16 and improves the coding efficiency since it allows PUs to more accurately conform to the shape of objects in the picture without requiring further splitting [17] .
The existing sub-pel interpolation method has been improved by replacing the fixed filters by the adaptive ones or by redesigning the filter coefficients [2] . Several proposals adaptively update interpolation filters by the least squares method in order to minimize the prediction errors of each video frame. In [2] [18] [19] [20] , multiple sets of filters are transmitted for an adaptive selection at slice or partition level. The extra overheads are reduced by making use of the symmetry properties of these filters. In addition to adjusting filters on the fly, some redesigned filters are proposed. The schemes in [18] [21] increase the precision for filtering operations.
The accuracy of motion compensation in HECV is 1/4 pel for luma samples. To obtain the noninteger luma samples, separable one-dimensional eight-tap and seven-tap interpolation filters are applied horizontally and vertically to generate luma half-pel and quarter-pel samples, respectively [22] . Moreover, [23] suggests extending the macroblock size up to 64x64 so that new partition sizes 64x64, 64x32, 32x64, 32x32, 32x16, and 16x32 can be used. Instead of using the fixed interpolation filter from H.264/AVC, Adaptive Interpolation Filters (AIF) is proposed [23] , such as 2D AIF, Separable AIF, Directional AIF, Enhanced AIF, and Enhanced Directional AIF.
To further improve inter prediction efficiency, finer fractional motion prediction and better motion vector prediction were proposed. Increasing the resolution of the displacement vector from 1/4-pel to 1/8-pel to obtain higher efficiency of the motion compensated prediction is also suggested in [8] . In HEVC, MVs can be predicted either spatially or temporally [24] . Furthermore, HEVC introduces a technique called motion merge. For every inter-coded PU, the encoder can
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Volume 59-No. 15, December 2012 choose between using explicit encoding of motion parameters, motion merge mode, or the improved SKIP mode [8] . In [2] , introduces a parametric overlapped block motion compensation (POBMC) technique to improve inter-frame prediction. For more details on the block merging concept, the reader is referred to [10] .
Intra-Prediction Coding
The H.264/AVC intra prediction tool provides DC and several directional modes for predicting variable-size blocks. The predictor is linearly generated from target block's neighboring L-shaped coded pixels. However, this prediction scheme has several inherent weaknesses as: Poor performance inevitably invites when the distances between the reference and the predicted pixels increase, the straightforward design of extrapolation filters is incapable of synthesizing periodical and complex textures, and artificial edges appear along the directions of intra prediction. Figure 3 shows the luma intraprediction modes of HEVC and H.264. HEVC also includes a planar intraprediction mode, which is useful for predicting smooth picture regions. In planar mode, the prediction is generated from the average of two linear interpolations (horizontal and vertical) [21] . In general, the current intra prediction technique in HEVC unifies two simplified directional intra prediction methods [6] : the Arbitrary Direction Intra and the Angular Intra Prediction.
To improve the performance of intra-prediction, mode dependent intra smoothing (MDIS) is used for some intramodes which involves applying a simple low-pass FIR filter with coefficients (1, 2, 1)/4 to the samples being used for prediction. See Figure 9 of [7] for detail and an example of an MDIS application.
The proposal [15] introduces two techniques (angular prediction and planar coding) in more detail to improve the visual quality of decoded video, both of which are included in the HEVC TMuC.
Transform Coding
In H.264/AVC and MPEG-4 standards, the DCT basis is not optimal for various directional patterns in residual signals [2] . The transform basis should be made adaptable to the statistical variation of realizations. Therefore, anticipation of a need for better transform coding tools leads to redesigning the existing DCT-based coding for further optimizing the energy compaction of residual signals.
HEVC applies a DCT-like integer transform on the prediction residual. HEVC includes transforms that can be applied to blocks of sizes ranging from 4x4 to 32x32 pixels and also supports transforms on rectangular (non-square) blocks particularly in case of Asymmetric Motion Partitioning (AMP), Non-Square Transform (NSQT) is used [13] . The integer transforms used in HEVC are better approximations of the DCT than the transforms used in H.264/AVC. The basis vectors of the HEVC transforms have equal energy and there is no need to compensate for the different norms, as in H.264/AVC. In HEVC, the splitting of CU into smaller square TUs is signaled using a second quadtree, the residual quadtree (RQT) [9] , which allows adapting the transform to the frequency characteristics of the residual signal.
In many proposals [2] [13], mode dependent directional transform (MDDT) and rotational transform (ROT) are widely used since they have been proven to be effective for decorrelating the redundancies along the directions of intra prediction. In MDDT [2] , each intra prediction mode is coupled with a unique pair of transform matrices, which is derived from the off-line training processes of Karhunen Loéve transform (KLT), for the strongly mode-dependent residual signals. ROT chooses to change the DCT basis rather than to train a new KLT basis. The energy of residual signals is generally concentrated on low-frequency bands after the DCT.
HEVC also incorporates a 4x4 discrete sine transform (DST), which is used for blocks coded with some directional intraprediction modes. When using intra-prediction, the pixels close to the ones used for prediction (i.e., near the top or left boundaries) will usually be predicted more accurately than the pixels further away. Therefore, the residuals tend to be larger for pixels away from the boundaries. The DST will usually be better at encoding these kinds of residuals, because the DST basis functions start low and increase, compared with the DCT basis functions that start high and decrease [7] .
Quantization
In the MC/DCT hybrid video coding schemes, uniform scalar quantization schemes are usually utilized to quantize the transform coefficients, and the quantization step size, which determines the quantization strength, is transmitted to the receiver. To achieve better quantization, optimized quantization decision at the macroblock level and at different coefficient positions are proposed. More recently, for HEVC [23] gives an improved, more efficient Rate Distortion Optimized Quantization (RDOQ) implementation. In [23] , Adaptive Quantization Matrix Selection (AQMS), a method deciding the best quantization matrix index, where different coefficient positions can have different quantization steps, is proposed to optimize the quantization matrix at a macroblock level. The quantization weighting matrix, which is controlling 
Coding
After transformation and quantization, entropy coding is applied to code all the syntax elements and quantized transform coefficients in video coding techniques. Even though context-adaptive binary arithmetic coding (CABAC) is proven to be efficient in H.264/AVC [2] , it is designed for serial processing and its context adaptive feature is based on the statistics of previously coded data. A low data throughput is unavoidable and becomes a bottleneck on handling high resolution videos. Therefore, a new design for entropy encoder should consider parallelism, load-balance and complexity/performance transactions.
So-far, the parallel processing capabilities of CABAC are improved in entropy-slice-level, syntax-level and bin-level parallelism aspects [24] [28].
[21] Proposes a contextadaptive variable length coding (CAVLC) design for both residual and non-residual information with two major features. One is to improve the coding efficiency by providing more VLC tables. The other is to improve the context adaptively by maintaining a sorting table.
The HEVC defines two context-adaptive entropy coding patterns [6] , one for the higher complexity mode and one for the lower-complexity mode. The lower-complexity mode is based on a variable length code (VLC) table selection for all the syntax elements, while the selection of a particular code table is done in a context-based scheme, depending mainly on the previous decoded values. To improve the worst-case throughput, the codec uses a higher-throughput alternative mode for coding transform coefficient data. Figure 12 in [7] illustrates the block diagram of HEVC entropy coding. Using this harmonized design, HEVC entropy coding uses the best features of both CABAC and CAVLC coding (i.e., high efficiency and low complexity, respectively).
Some techniques currently under consideration for the HEVC standard also include: Probability Interval Partitioning (PIPE) and Syntax Element Partitioning (SEP) [30] [31] . PIPE uses an entropy coding algorithm similar to CABAC in H.264/AVC. The main difference is in the binary arithmetic coder in which instead of coding the bins using a single arithmetic coding engine a set of encoders are used each one associated to a partition of the probability interval. SEP consists of grouping bins in a slice by the type of syntax element rather than by macroblock (or LCU) as is in H.264/AVC.
For reducing the rounding errors in intra prediction (transform and in-loop filtering processes), the internal bit-depth increasing (IBDI) proposals [29] [19] increases the calculation precision during the coding process. Furthermore, [23] proposed to use Decoder Side Motion Estimation (DSME) for B-picture motion vector decision, which improves coding efficiency by saving bits on B-picture motion vector coding.
In-loop Processing/Filtering
In HEVC internal scheme, two types of filtering processes have been obtained. The first one is Interpolation Filtering (IF), which is used to obtain the samples at fractional pixels for motion vectors pixel accuracy and the second one is InLoop Filtering (LF), in order to restore the degraded frame caused by compression.
Interpolation Filtering (IF)
Similar to H.264/AVC, the proposals for HEVC utilizes a translational motion model with motion vectors having quarter pixel accuracy. Here to obtain the samples at fractional pixels, two sets of interpolation filters are utilized. The first set of interpolation filters is referred to as the Directional Interpolation Filter (DIF) and is used for all the quarter-pixel positions. Directional filters use either 6-tap or 12-tap filter for each sub-pixel, and has significantly less complexity compared to H.264/AVC interpolation, where 6x6 separable filters are utilized [23] . The second set of interpolation filters consists of Separable Filters (SF) where interpolated samples are calculated by first applying a 6-tap filter horizontally and then vertically. More detail related to interpolation filtering is given in [15] .
In-Loop Filtering (LF)
The name loop filtering reflects the fact that filtering is done as part of the prediction loop rather than post-processing. HEVC expands an in-loop processing by introducing two new tools: Sample Adaptive Offset (SAO) and Adaptive Loop Filter (ALF), mainly aims at reducing additional quantization noise in the output of the deblocking filter. Both types of filter are highly adaptive, and they are both applied within the coding loop with the output of the final filtering stage being stored in the reference picture buffer.
Deblocking Filter
To improve the subjective and objective quality of the video by reducing blocking artifacts, H.264/AVC uses low-pass filters which are adaptively applied to each decoded picture, before it goes into the decoded picture buffer at block boundaries. The filter strength is adaptively adjusted according to the boundary strength.
In HEVC, there are several kinds of block boundaries, such as CUs, PUs, and TUs). Filtering is potentially performed on all block edges down to the 8x8 block level. Transform block edges on the 4x4 level are not filtered. This reduces filter complexity without compromising the subjective quality for higher resolutions [7] [15]. For each boundary, a decision is made to turn the deblocking on/off and whether to apply strong or weak filtering. Since only half the number of block edges are filtered, and due to less complex logic for enabling/disabling the filter, it has a lower computational complexity than the H.264/AVC deblocking filter. The proposals in [18] [26] [32] simplify the deblocking filter complexity.
Another beneficial feature as a new approach called "parallel deblocking filter" is introduced in [33] . In this scheme the deblocking filter is divided in two separated frame stages: horizontal and vertical filtering.
Sample Adaptive Offset filter (SAO)
The sample adaptive offset (SAO) filter is applied in between the deblocking filter and the ALF. It is a new coding tool introduced in HEVC, which involves classifying pixels into different categories based on either intensity or edge properties and adding a simple offset value either band offset (BO) or edge offset (EO), to the pixels in each category in a region to reduce distortion.
Band offset (BO) classifies all pixels of a region into multiple bands, with each band containing pixels in the same intensity interval [15] . The intensity range is divided into 32 equal intervals from zero to the maximum intensity. The 32 bands are divided into two groups and only offsets in one group are transmitted. The encoder decides which group of bands to apply SAO, so 16 offsets will be encoded in the bit stream [34] .
Edge offset (EO) uses four 1-D 3-pixel patterns for pixel classification with consideration of edge directional information, as illustrated in Figure 4 . Each region of a picture can select one pattern to classify pixels into multiple categories by comparing each pixel with its two neighboring pixels. Each pixel can be classified as a peak (if it is greater than two neighbors), valley (if it is less than the two neighbors), edge (if it is equal to one neighbor, categories 2 and 3), or none of these. Four offset values will be calculated for these four categories [7] . The encoder can choose to apply either BO or EO to different regions of a picture and also signal that neither BO nor EO is used for a region. 
Adaptive Loop Filter (ALF)
ALF is a quadtree-based separable 2D Wiener filter which allows minimizing the MSE between the reconstructed and source frames. It classifies the pixels into multiple categories based on the local directional characteristics. A Wiener filter is estimated and transmitted for each category by minimizing the average mean square error between the original and reconstructed pixels in that category [13] . The filter is adaptive in the sense that the coefficients are signaled in the bit stream and can therefore be designed based on image content and distortion of the reconstructed picture.
Two different ALF techniques are adopted so far: Quadtreebased Adaptive Loop Filter (QALF) and Block-based Adaptive Loop Filter (BALF) [23] . The main idea of Quadtree ALF (QALF) is to signal the on/off decision of filtering through a quad-tree partition process. QALF is adopted, and improved by providing multiple filters for adaptation, as suggested by many HEVC proposals [18] [19] [20] [26] .
The ALF is LCU independent and can be executed for each block in parallel. In proposal [30] , to reduce cache line conflicts and synchronization overhead, eight consecutive LCUs are grouped in a work unit and processed by a single core. The current HEVC draft [14] uses a single filter shape, a cross overlaid on a 3x3 square with nine coefficients to be encoded in the bit stream shown in [35] . Note that the number of taps in the filter is greater than nine due to symmetry.
There are two modes that can be used for applying different filters to different pixels within each picture: region based adaptation (RA) and block-based adaptation (BA) [7] . The filter coefficients for each region can be calculated based on the autocorrelation and cross-correlation of the original pixels and the reconstruction pixels in the region (using WienerHopf equations) [36] . The ALF can be enabled or disabled for different picture areas based on the partitioning of LCUs into CUs (in a quad-tree segmentation structure 
PERFORMANCE ANALYSIS AND COMPARISONS
In this section the review of the compression and encoding efficiencies of the HEVC algorithms in comparison to the H.264/AVC for the test signals under test used in some papers, when same encoding parameters have been selected. The section also considers and presents the experimental results of different proposals for the comparison.
From the previous sections, the summary of the main factors of HEVC for coding gain over H.264/AVC and factors that leading to reduced complexity in tabular form as follows: was performed in several JCT-VC meetings, revealed that all proposed algorithms were based on the traditional hybrid coding approach, combining motion compensated prediction between video frames with intra-picture prediction, closedloop operation with in-loop filtering, 2D transformation of the spatial residual signals, and advanced adaptive entropy coding. Many specific candidate technology improvements were identified from the proposal responses, as was summarized in technology survey documents [37] .
process of "Tool Experiments" as planned at the first JCT-VC meeting.
In order to evaluate the performance of HEVC, and to compare it with the performance of H.264/AVC, a set of simulations have been launched, whose conditions have been chosen according to JCT-VC documents. As basic test conditions used for the CfP and refined in subsequent work, they considered five classes of source video test sequences as specified in [5] and tabulated in [3] . Similarly, three basic use cases have been established as representative of relevant applications for HEVC CfP testing as: Random Access (RA), in which intra refresh is relatively frequent and delay is not especially critical, Low Delay (LD), for real-time communication with minimal delay and without randomaccess intra refresh, and All-Intra (AI), in which no interpicture temporal prediction is applied.
For testing HEVC, the random access high efficiency (RA-HE) configuration was used [5] , to ensure achieving the highest compression performance. The RA-HE configuration is as follows: hierarchical B pictures, GOP length 8, ALF, SAO, and RDOQ were enabled (see [14] and [39] for more details). Figure 16 in [7] shows the rate-distortion (RD) curves for all the test sequences, and Table 4 in [7] lists the average PSNR improvement and average PSNR savings achieved by HEVC over the H.264/AVC standard. As it can be observed, the current HEVC design outperforms H.264/AVC by 29.14-45.54% in terms of bit rate or 1.4-1.87 dB in terms of PSNR. Subjective comparison of the quality of compressed videosfor the same (linearly interpolated) mean opinion score points-shows that HEVC outperforms H.264/AVC, yielding average bit-rate savings of 58%.
Similarly, [39] presents the results of objective (PSNR-based) compression comparison tests between the current state of the HEVC draft standard and the AVC High Profile as an anchor reference. The performance is measured with all HEVC tools activated except 10-bit encoding for the all-intra, the randomaccess, and the Main Profile low-delay configurations. As a result the HM-6.0 (HEVC reference software) can save about 24%, 36%, and 37% in bit rates respectively.
In the CfP [40] , two sets of application-specific coding conditions were specified: so-called constraint set 1 (CS 1) as a random access configuration (e.g., for broadcast applications) and constraint set 2 (CS 2) as a low-delay configuration (e.g., reflecting real-time applications).
In [8] for both constraint sets, they configured the encoder to use a maximum prediction block edge length of N max = 64 luma samples and a maximum prediction quadtree depth of 4, corresponding to N min = 4. Table I in [11] shows the average bit rate savings of the bit streams as submitted to the CfP with the average for each of the test sequences. Overall, significant objective gains in terms of average 29.6% BD rate savings relative to the H.264/AVC HP anchor have been achieved for the random access scenario, and 22.68% BD rate savings for the low delay scenario.
In order to test the encoding and decoding complexity of the proposed algorithm, extensive simulations have been conducted. The simulation results show that the encoding of the proposed algorithm is around 25 times faster than JM17.0 encoding, and decoding is two to three times faster than that of JM17.0 [15] . As it can be observed from the results of Table 2 of [6] , the HEVC encoded signals appear to have approx. 50% better encoding efficiency in comparison to H.264/AVC. The results of this table verify the objective of the HEVC that aims to double the compression ratio in comparison to the AVC has been achieved.
APPLICATIONS
Regarding the compression gain already demonstrated, one cannot deny that HEVC will offer technical and commercial benefits to existing applications and usage scenarios. Hence, potential applications lie on IPTV (SD or HD) over DSL, where HEVC would increase service reach, or on point-topoint contribution on premium or light links. Moreover, multiscreen applications or over-the-top (OTT) services can also benefit from HEVC by improving the overall quality of video to mobile devices. On the other hand, HEVC enables future services not possible with today's state-of-the-art compression standards. Hence, potential applicable uses would be delivering 1080p60/50 at bitrates comparable to today's 1080i data rates, full resolution HD 3DTV at today's HD delivery rates. HEVC enabling better picture quality at lower bitrates, it will offer sports fans, for instance, a better viewing experience on mobile devices.
Last but not least, a 4K application for which HEVC was originally designed. Indeed, the broadcast industry is completing the transition to HD all around the world, and demand for an even enhanced end-user experience especially for home theater and premium events like sports is rising. 4KTV would be the answer and HEVC the straightforward video compression technology involved for 4K delivery to the home.
CONCLUSIONS
In this paper different topical papers have surveyed and presented as a review of the recent proposals for the High Efficiency Video Coding (HEVC) standardization project. It follows the same basic design principles as already established by the state-of-the-art video coding standard H.264/AVC high profile, with generalizations for more flexibility in terms of prediction and transform block partitioning. The new features of the proposals for HEVC design included the merging of prediction blocks, the MOMS based interpolation scheme, 1-D directional interpolation filters, angular prediction, planar coding, truncated transform techniques, low complexity deblocking filter, the adaptive inloop filtering, and the Probability Interval Partitioning Entropy (PIPE) coding. We have seen that many compression improvements were made by increasing adaptability.
Most of objective and subjective results from the reviewed CfPs confirm that the goal of developing a high-efficiency video coding standard, which delivers significantly improved compression performance relative to that of the H.264/AVC, and will soon lead to the definition of a new video compression standard developed by JCT-VC with only half of the bit rate.
