is not contained in a Levi subgroup of a proper parabolic subgroup of G. We study properties of quasi-isolated semisimple elements and give a classification in terms of the affine Dynkin diagram of G. Tables are provided for adjoint simple groups.
1. Preliminaries and notation 1.A. Notation. Let F be an algebraically closed field. Let p denote its characteristic. By a variety (respectively an algebraic group), we mean an algebraic variety (respectively an algebraic group) over F. We denote by Z (p) the localization of Z at the prime ideal pZ (in particular, if p = 0, then Z (p) = Q).
We fix a connected reductive group G. We denote by Z(G) its center and D(G) its derived subgroup. If g ∈ G, we denote by g s (respectively g u ) its semisimple (respectively unipotent) part, C G (g) its centralizer and C • G (g) the neutral component of C G (g). We denote by o(g) ∈ {1, 2, 3, . . . } ∪ {∞} the order of g.
1.B. Isolated and quasi-isolated elements.
The element g ∈ G is said quasi-isolated (respectively isolated) if C G (g s ) (respectively C • G (g s )) is not contained in a Levi subgroup of a proper parabolic subgroup of G. If there is some ambiguity, we will speak about G-isolated or G-quasi-isolated elements to refer to the ambient group. Of course, an isolated element is quasi-isolated.
The isolated elements are present in many different papers while the quasi-isolated ones are not often mentionned (see [Bon, §4.5] ). One reason might be the following : if the derived group of G is simply connected, then centralizers of semisimple elements are connected (by a theorem of Steinberg [S, Theorem 8 .1], see also [Bou, Chapter VI, §2, Exercise 1]) so the notions of isolated and quasi-isolated elements coincide. Another possible reason is that the notion of isolated element depends only on the Dynkin diagram of G, by opposition to the notion of quasi-isolated element (see Proposition 2.3 and Example 2.4).
Whenever the derived group of G is not simply connected, a quasi-isolated element might not be isolated. The following extreme case can even happen : there exist quasi-isolated semisimple elements s which are regular (that is, such that C • G (s) is a maximal torus), as it is shown by the following example.
Example 1.1 -Let n 2 be a natural number invertible in F. Let us assume in this example that G = PGL n (F). Let ζ be a primitive n-th root of unity in F and let s be the image of diag(1, ζ, ζ 2 , . . . , ζ n−1 ) ∈ GL n (F) in G. Then C • G (s) is the maximal torus consisting of the image of diagonal matrices in G (in particular, s is regular, so it is not isolated) but C G (s)/C • G (s) is cyclic of order n : it is generated by a Coxeter element of the Weyl group of G relatively to C • G (s). Therefore, s is quasi-isolated.
1.C. Root system. The notions of isolated and quasi-isolated elements involve only the semisimple part, so we will focus on semisimple elements. For this reason, we fix once and for all a maximal torus of Date: February 1, 2008 . 1991 Mathematics Subject Classification. 20.
G : determining if an element of this torus is quasi-isolated or not can be done thanks to the root system or the Weyl group relatively to this torus.
Let B be a Borel subgroup of G and let T be a maximal torus of B. Let W be the Weyl group and let Φ be the root system of G relatively to T. Let Φ + (respectively ∆) denote the positive root system (respectively the basis) of Φ associated to B.
We fix once and for all an element s ∈ T. We denote by Φ(s) and by W • (s) respectively the root system and the Weyl group of C • G (s) relatively to T. We set :
W (s) = {w ∈ W | w s = s}.
Let B(s) be a Borel subgroup of C • G (s) containing T and let Φ + (s) (respectively ∆(s)) denote the positive root system (respectively the basis) of Φ(s) associated to B(s). We set :
A(s) = {w ∈ W (s) | w(Φ + (s)) = Φ + (s)}.
We gather some elementary facts :
Proof -Let S denote the Zarisky closure of the group generated by s. Then S/S • is generated by the image of s, so it is cyclic. Moreover, C G (s) = C G (S). Therefore, Proposition 1.5 follows immediately from the following easy lemma : Lemma 1.6. Let D be a diagonalizable group acting on an affine variety X. We assume that D/D
• is cyclic. Then there exists an element t ∈ D of finite order such that
Proof of Lemma 1.6 -We first prove the following statement :
Proof of ( * ) -By [Bor, Proposition 1.12] , there exists a finite dimensional rational repre-
be the distinct non-zero weights of D • in its action on V . Then :
This shows ( * ).
Let ℓ be a prime number greater than |D|. Then, by ( * ), there exists t ∈ D
• of ℓ-power order such that X D • = X t . Then, since t and d have coprime order, we have
Remark -Lemma 1.6 and statement ( * ) are slight refinements of a well-known lemma on the action of tori on affine varieties (see for instance [DM, Proposition 0.7] 
2. Isotypic morphisms 2.A. Definition. A morphism π :G → G is said isotypic ifG is a connected reductive group, if Ker π is central inG and if Im π contains the derived group of G.
Example and notation -Let π sc : G sc → G be a simply connected covering of the derived group of G. Let G ad denote the adjoint group of G and let π ad : G → G ad be the canonical surjective morphism. Then π sc and π ad are isotypic morphisms. We set B ad = π ad (B) and T ad = π(T). Then B ad is a Borel subgroup of G ad and T ad is a maximal torus of B ad . Moreover, if t ∈ T, we sett = π ad (t) ∈ T ad .
We fix in this section an isotypic morphism π :
It must be noticed that Ker ′ π is a finite abelian group of order prime to p. LetB = π −1 (B) andT = π −1 (T). ThenB is a Borel subgroup ofG andT is a maximal torus ofB. We will identify the Weyl group of G relatively toT with W through the morphism π. LetΦ denote the root system ofG relatively toT. Then the morphism π * : X(T) → X(T) induced by π provides a bijection Φ ∼ ←→Φ.
Since Im π contains D(G), we have π(G).Z(G) • = G. We fix once and for all in this section an elements ∈T such that π(s) ∈ sZ(G). Then
Moreover, by Proposition 1.3 (a), we have The following example shows that the converse to statement (a) of Proposition 2.3 is not true in general.
Example 2.4 -Keep here the hypothesis and notation of Example 1.1. Assume thatG = GL n (F) and that π :G → G is the canonical morphism. Lets = diag(1, ζ, ζ 2 , . . . , ζ n−1 ). Thens is not quasi-isolated inG since CG(s) is a maximal torus. But s = π(s) is quasi-isolated in G as it is shown in Example 1.1.
Remark 2.5 -If π is injective, then the inclusion 2.1 is an equality. So s is quasi-isolated in G if and only ifs is quasi-isolated inG.
2.B. The groups A(s) et A(s).
We will compare here the groups A(s) and A(s) in order to obtain general properties of the group A(s). Most of the results of this subsection are well-known, particularly the Corollary 2.9 (see [S, lemme 9 .2] and [BM, lemme 2.1]) but they are rarely stated in the whole generality of this subsection.
Let Com(G) denote the set of couples (x, y) ∈ G × G such that xy = yx. This is a closed subvariety of G × G. If (x, y) ∈ Com(G), we denote by ω(x, y) the element [x,ỹ] =xỹx −1ỹ−1 ∈G wherex ∈G andỹ are two elements ofG such that π(x) ∈ xZ(G) and π(ỹ) ∈ yZ(G). It is easily checked that ω(x, y) depends only on x and y and does not depend on the choice ofx andỹ. Moreover, π([x,ỹ] 
Lemma 2.6. Let x, x ′ , y and y ′ be four elements of G such that xy = yx, x ′ y = yx ′ and xy
Proof -Let us show the first equality (the second can be shown similarly and the third one is obvious). Letx,ỹ andỹ ′ be three elements ofG such that π(x) ∈ xZ(G), π(ỹ) ∈ yZ(G) and π(ỹ
where the last equality follows from the fact that ω(x, y ′ ) is central inG.
The Lemma 2.6 shows that ω s is a morphism of groups.
Lemma 2.7. Ker ω s = π(CG(s)).Z(G)
• .
Proof -Let g ∈ Ker ω s . There existsg ∈G such that π(g) ∈ gZ(G)
• . Since ω s (g) = [g,s] = 1, we havẽ g ∈ CG(s). 
, we get the first assertion. The second follows again from Lemma 2.7. Let us show the last one. Let A = {z ∈ Ker π |s andsz are conjugated inG}. Let g ∈ C G (s). Letg be an element ofG such that π(g) ∈ gZ(G). Set z = ω s (g). Thensz =gsg −1 , which shows that z ∈ A. So Im ω s ⊂ A. Conversely, let z ∈ A. Then there existsg ∈G such thatsz =gsg −1 . Set g = π(g). Then z = [g,s] , which shows that g ∈ C G (s) and that z = ω s (g). So A ⊂ Im ω s .
(b) follows immediately from (a).
Corollary 2.9. The group A(s) is isomorphic to a subgroup of the p ′ -part of the fundamental group of D(G). The exponent of A(s) divides the order ofs in G ad , whenever this one is finite.
Proof -This statement does not involve the groupG. So we can choose for π the most convenient morphism for this question. We thus assume that π :G → G is the morphism π sc : [S, théorème 8 .1] tells us that CG(s) is connected, so A(s) = 1. So the first assertion follows immediately from Corollary 2.8 (b). Let us show now the second assertion. Let n denote the order ofs in G ad and let g ∈ C G (s). We must show that
2.C. Isotypic morphisms and quasi-isolated elements. The Proposition 2.3 shows that the notion of isolated element depends only on the isogeny class G. On the other hand, the Example 2.4 shows that the notion of quasi-isolated element does not behave so nicely. We will use the morphism ω s to study a weak converse to the statement (a) of Proposition 2.3. This weak converse will also be used to obtain some classification result for quasi-isolated elements. Let e π s denote the exponent of the group A(s)/A(s) (recall that e π s divides the exponent of Ker ′ π and the order ofs in G ad ). A result analogous to the following has been shown in [Bon, preuve du corollaire 4.5.3] .
• (see Lemma 2.7).
Corollary 2.12. Let e be the exponent of Ker π sc . If s is quasi-isolated in G, then s e is isolated in G.
Proof -Once again, the groupG is not involved in this statement, so we can assume here that π = π sc . Then e π s divides e so, by Corollary 2.11,s e is quasi-isolated inG = G sc . But, sinceG is simply connected, s e is isolated inG. Therefore, by Proposition 1.4 (a), s e is isolated in G.
Corollary 2.13. If s is quasi-isolated, thens has finite order.
Proof -By Corollary 2.12, we may assume that s is isolated in G.
. Then µ is a morphism of groups and Φ(s) = Φ ∩ Ker µ (here, we identify X(T ad ) to a subgroup of X(T) via the morphism π ad ). Since s is isolated, it follows from Corollary 1.4 (b) that < Φ(s) > has finite index in X(T ad ). So Ker µ has finite index in X(T ad ). Let d denote this index (that is the order of the image of µ). Thens has order d in T ad .
Semisimple elements of finite order
We will describe in this subsection the possible structure of the centralizer of a semisimple element in G. By Proposition 1.5, we can focus on semisimple elements of finite order. For this, we fix an injective morphism ı : (Q/Z) p ′ ֒→ F × and we denote byĩ : Q → F × the composition of the morphisms
The image ofĩ T is the torsion subgroup of T.
To understand the structure of C G (s), then, by Proposition 1.5 and by Remark 2.5, it is sufficient to work under the following hypothesis :
Hypothesis -From now on, and until the end of this paper, we assume that G is semisimple and that s has finite order.
Remarque -It must be noticed that, in view of classifying quasi-isolated semisimple elements, this hypothesis is not restrictive (see Remark 2.5 and Corollary 2.13).
3.A. Preliminaries. Let V be the Q-vector space Q ⊗ Z Y (T) and let V * be its dual, identified with Q ⊗ Z X(T). We denote by <, >: V * × V → Q the canonical perfect pairing between V and V * . Then Y (T sc ) may be identified with < Φ ∨ > and X(T ad ) may be identified with
Let us recall the following elementary fact :
The next lemma shows that, in order to understand the structure of C G (s), it is necessary and sufficient to understand the structure of W (λ), W • (λ) and A G (λ).
By analogy, we say that
For the proof of the next proposition, see [DM, Lemme 13.14 and Remark 13.15 (i) ] and [Bou, Chapter VI, §2, Exercise 1].
Remark -By Proposition 1.5, by Lemma 3.2 and by Proposition 3.3 we get that the centralizer of a semisimple element in a simply connected group is connected (Steinberg's Theorem).
3.B. Affine Dynkin diagram.
We recall here some results from [Bou, Chapter VI, §2] concerning the affine Dynkin diagram associated to a root system. We denote by Φ 1 , Φ 2 ,. . . , Φ r the distinct irreducible components of Φ.
Let us fix i ∈ {1, 2, . . . , r}.
We denote byα i the highest root of Φ i (with respect to the height defined by ∆ i ). We writẽ
where the n α are non-zero natural numbers (α ∈ ∆ i ). By convention, we set ̟ ∨ −αi = 0, n −αi = 1.
If α ∈∆ i,min , we denote by Φ α the parabolic subsystem of Φ i with basis ∆ i − {α} (for instance, Φ −αi = Φ i ) and we set Φ
Let W α denote the Weyl group of the root system Φ α and w α its unique element such that w α (Φ
By [Bou, chapter VI, §2, Proposition 6], we have
If α ∈ ∆ i , we set m α = 0. We also set m −αi = −1. Now, let C i denote the alcove
Then C i is a fundamental domain for the action of the affine Weyl group
With the above notation, we have :
We set∆ =∆ 1 ∪∆ 2 ∪ · · · ∪∆ r . Now, let
In other words, A is the automorphism group of the affine Dynkin diagram of G induced by an element of W . We have
If z = (z α1 , z α2 , . . . , z αr ) ∈ A, with α i ∈∆ i,min , we set
Then C is a fundamental domain for the action of W aff in V . Then, by [Bou, Chapter VI, §2] , we have, for every z ∈ A,
and the map
is an isomorphism of groups. If z = (z α1 , z α2 , . . . , z αr ) ∈ A, with α i ∈∆ i,min , and if α ∈∆ i , then
Since we will be working with the affine Weyl group of W aff , it will be convenient to work with "affine coordinates". More precisely, if λ ∈ V , we will denote by (λ α ) α∈∆ the unique family of rational numbers such that (1) ∀ i ∈ {1, 2, . . . , r},
Note that λ ∈ C if and only if λ α 0 for every α ∈∆. Then, we have, for every α ∈∆,
Proof of 3.9 -Recall that m α has been defined in §3.A. If α ∈ ∆, then m α = 0 and, by (3), < α, λ >= λ α /n α . On the other hand, if α ∈∆ − ∆, then m α = −1 and there exists a unique i ∈ {1, 2, . . . , r} such that α = −α i . Therefore, by (2) and (3), < α, λ >= − β∈∆i λ β = λ α − 1.
Moreover, it follows from 3.8 that, for every z ∈ A,
In other words, (z(λ) + ̟ ∨ (z)) α = λ z −1 (α) .
3.C. Orbits under the action of W ⋉ Y (T).
Let A G be the subgroup of A defined to be the inverse image of Y (T)/Y (T sc ) under the isomorphism ̟ ∨ . Since C is a fundamental domain for the action of W aff , it will be interesting to understand whenever two elements of C are in the same orbit under W ⋉ Y (T). The answer is given by the following proposition. Proof -Assume that µ − w(λ) ∈ Y (T). Then there exists z ∈ A G and u ∈ Y (T sc ) such that w(λ)
Since C is a fundamental domain for the action of W aff on V and since z −1 τ −u w ∈ W aff , we deduce that z −1 τ −u w(λ) = λ. So, by Proposition 3.3 (a), z −1 w ∈ W • (λ), as expected. For the last assertion, note that the hypothesis implies that d(w(λ)−µ) ∈ Y (T sc ). Therefore, d̟ ∨ (z) ∈ Y (T sc ). Since the map 3.6 is an isomorphism, we get that z d = 1.
Corollary 3.12. Let λ and µ be two elements of C. Then the following assertions are equivalent :
(1) λ and µ are in the same
Proof -Clear.
3.D. The group W G (λ).
Let us now come back to the aim of this section, namely the description of the group W G (λ). Since C is a fundamental domain for the action of W aff in V , it is sufficient to understand the structure of W G (λ) whenever λ ∈ C.
Proposition 3.13. Let λ ∈ C. We set
is the poitive root system of Φ(λ) associated to the basis I λ , then
Proof -(a) For α ∈∆, let H α = {v ∈ V | < α, v >= m α }. Then (H α ) α∈∆ is the family of walls of the alcôve C. Moreover, W aff is generated by the affine reflections with respect to the walls of C which contains λ (see [Bou, ??] ). Therefore, W • (λ) is generated by the reflections (s α ) α∈I λ . Since < α, β ∨ > 0 for every α, β ∈∆, this implies that I λ is a basis of Φ(λ).
(b) Let A = {z ∈ A G | ∀ α ∈∆, λ z(α) = λ α }. Then A stabilizes I λ by construction and, for every z ∈ A, z(λ) − λ = ̟ ∨ (z)Y (T) by 3.10. So A ⊂ A G (λ). Let us prove now the reverse inclusion. First, let us prove that A G (λ) ⊂ A G . Let z ∈ A G (λ). By Proposition 3.11, there exists a ∈ A G and w
, which implies that w • = 1, that is z = a. This shows that z ∈ A G . Now, by 3.10, we have
Since z stabilizes I λ , we have, for every α ∈ ∆,
Moreover, 0 λ a 1. Therefore,
. So λ z −1 (α) = λ α for every α ∈ ∆. Then, by condition (1), λ z −1 (α) = λ α for every α ∈∆.
Remark 3.14 -Keep the notation of Proposition 3.13. Then it may happen that A G (λ) is strictly contained in the stabilizer of I λ in A G . Take for instance G = PGL 2 (F) and λ = ̟ ∨ α /3 where α is the unique simple root of G.
Remark 3.15 -If λ ∈ C, note that I λ ∩∆ i =∆ i for every i ∈ {1, 2, . . . , r}.
If λ ∈ C, we will choose for Φ + (λ) the positive root subsystem of Φ(λ) associated to the basis I λ .
Classification of quasi-isolated elements 4.A. A characterization of quasi-isolated elements.
If I is a subset of∆ such that I ∩∆ i =∆ i for every i ∈ {1, 2, . . . , r}, we denote by Φ I the root subsystem of Φ with basis I and by W I the Weyl group of Φ I . It must be noticed that W I is not necessarily a parabolic subgroup of W . The Proposition 3.13 shows that, whenever λ ∈ C, W G (λ) = A ⋉ W I λ for some subgroup A of A stabilizing I λ . To determine if such a subgroup is contained or not in a proper parabolic subgroup of W , we need to determine the dimension of its fixed-points space. This is done in general in the next lemma.
Lemma 4.1. Let I be a subset of∆ such that I ∩∆ i =∆ i for every i ∈ {1, 2, . . . , r} and let A be a subgroup of A stabilizing I. Let r ′ denote the number of orbits of
Proof -By taking direct products, we may assume that Φ is irreducible or, in other words, that r = 1. Let V I = Q⊗ Z < Φ I > and let E I be the orthogonal of I in V . Then V = V I ⊕ E I and AW
• I stabilizes V I and E I . Moreover,
and W I acts trivially on E I . Consequently,
Let Q[∆ − I] denote the Q-vector space with basis (e α ) α∈∆−I . This is a permutation A-module. Let f : Q[∆ − I] → E I the Q-linear map sending e α on the projection of α in E I (for every α ∈∆ − I). Then f is a morphism of QA-modules, whose kernel has dimension 1 (because |∆| = dim V + 1).
Since dim Q M = r ′ , we only need to show that A acts trivially on Ker f . But α∈∆ n α α = 0. So, by projection on E I , we get that Ker f is generated by α∈∆−I n α e α . By equality 3.7, this element is invariant under the action of A. This completes the proof of Lemma 4.1. 4.B. Classification of quasi-isolated elements in V . We are now ready to complete the classification of conjugacy classes of G-quasi-isolated elements in V . Let Q(G) denote the set of subsets Ω of∆, such that, for every i ∈ {1, 2, . . . , r}, Ω ∩∆ i = ∅ and the stabilizer of Ω i in A G acts transitively on∆ i . If Ω is such a subset, we set
where n i (Ω) is equal to n α for every α ∈ Ω∩∆ i (see equality 3.7). Note that A G acts on Q(G). Moreover, by 3.8, we have, for every z ∈ A G ,
Finally, we denote by o
Note that this number is constant on Ω ∩∆ i . All the work done in this section shows that :
Theorem 4.5. With the above notation, we have : 
bijection between the set of orbits of A G in Q(G) and the set of W ⋉ Y (T)-orbits of quasi-isolated elements in
V . (b) Let Ω ∈ Q(G). Then : (α) W • (λ Ω ) = W∆ −Ω ; (β) A G (λ Ω ) = {z ∈ A G | z(Ω) = Ω ; (γ) o G (λ) is the lowest common multiple of (n i (Ω)o G i (Ω)|Ω ∩∆ i |) 1 i r ; (δ) λ Ω is G-isolated
4.C. Classification of quasi-isolated semisimple elements. Let∆ p ′ denote the subset of elements
Theorem 4.6. With the above notation, we have :
the set of conjugacy classes of quasi-isolated semisimple elements in
Proof -By Theorem 4.5 and Lemma 3.2, it is enough to show that the map Q(G) p ′ → C, Ω → λ Ω induces a bijection between the set of orbits of (A G ) p ′ in Q(G) p ′ to the set of W ⋉ Y (T)-orbits of quasiisolated elements λ in V such that p does not divide o sc (λ). But this follows from Theorem 4.5 (b) (γ) and the last assertion of Proposition 3.11.
Remark 4.7 -We recall that the prime number p is said to be very good for G if it does not divide the numbers n α (α ∈ ∆) and |A| = |Y (T sc )|/|Y (T ad )|. We say here that p is almost very good for G is it does not divide the numbers n α (α ∈∆) and |A G | = |Y (T)|/|Y (T ad )|. If p is very good, then it is almost very good.
If p is almost very good, then∆ p ′ =∆ and (A G ) p ′ = A G so the set of W ⋉ Y (T)-orbits of G-quasiisolated elements in V is in natural bijection with the set of conjugacy classes of quasi-isolated semisimple elements in G (through the mapĩ T ). 
/nα i induces a bijection between∆ 1,p ′ × · · · ×∆ r,p ′ and the set of conjugacy classes of (quasi-)isolated elements in G.
Example 4.10 -Assume here that p = 2 and that G = Sp(V ) where V is an even-dimensional vector space endowed with a non-degenerate alternating form. Let dim V = 2n. Then G is simply connected, so A G = {1}. Moreover,∆ p ′ =∆. Let us write α 0 = −α 1 and let us number the affine Dynkin diagram ∆ of G as follows
The natural numbers written inside the node α i is the number n αi . For 0 i n, let Ω i = {α i } and let
. Then {t i | 0 i n} is a set of representatives of conjugacy classes of isolated (i.e. quasi-isolated) elements in G. Note that t i is characterized by the following two properties :
This shows that an element s is isolated in G if and only if s 2 = 1. Finally, note that
4.E. Special orthogonal groups. The case of special orthogonal groups in characteristic 2 has been treated in Example 4.8. In this subsection, we study the case of special orthogonal groups in good characteristic. We first adopt a naive point-of-view, using the natural representation of special orthogonal groups. At the end of this subsection, we will explain the link between this point-of-view and Theorem 4.6.
Hypothesis : Let us assume in this subsection, and only in this subsection, that p = 2 and that G = SO(V, , ) = SO(V ) where V is a finite dimensional vector space over F and , is a non degenerate symmetric bilinear form on V .
We denote by n the rank of G. Then n = dim V 2 , except whenever dim V = 2 (in this case, n = 0). Proof -Assume first that there exists an eigenvalue ζ of s such that ζ 2 = 1. Let V ζ denote the ζ-eigenspace of s in V . Let E be the orthogonal subspace to V ζ ⊕ V ζ −1 . We have
and this is an orthogonal decomposition. Therefore, the centralizer of s in G is contained in G ∩ (GL(V ζ ) × GL(V ζ −1 ) × GL(E)), which is a Levi subgroup of a proper parabolic subgroup of G. So s is not quasi-isolated. Assume now that s 2 = 1. Then V = V 1 ⊕ V −1 and this decomposition is orthogonal. So
. So s is quasi-isolated and it is isolated if and only if dim V 1 = 1 and dim V −1 = 1. Let us now compare the description given by Corollary 4.14 and the one given by Theorem 4.6. Since p = 2, we have∆ p ′ =∆ and A p ′ = A (indeed, p is very good for G). For getting a uniform description, we assume that dim V ∈ {1, 2, 3, 4, 6} (whenever dim V ∈ {1, 2, 3, 4, 6}, then the reader can also check that Corollary 4.14 and Theorem 4.6 are still compatible !).
4.E.1. Type B. We assume here that dim V = 2n + 1 and that n 2. We set α 0 = −α 1 . Then A G = A is of order 2. We denote by σ its unique non-trivial element. We number the affine Dynkin diagram of G as follows :
The natural number written inside the node α i is equal to n αi . We have σ = sα 1 sα 2 ...sα n−1 s αn .
The action of σ on∆ is given by the above diagram : σ(α 0 ) = α 1 , σ(α 1 ) = α 0 , σ(α i ) = α i for every i ∈ {2, 3, . . . , n}.
Let Ω 0 = {α 0 }, Ω 1 = {α 0 , α 1 } and, for 2 i n, let Ω i = {α i }. Then Ω i ∈ Q(G). Moreover, one can check that {Ω 0 , Ω 1 , . . . , Ω n } is a set of representatives of A G -orbits in Q(G). Then t 2 Ωi = 1 and dim Ker(t Ωi + Id V ) = i. This shows that t Ωi = t i : we retrieve Corollary 4.14.
4.E.2. Type D.
We assume here that dim V = 2n and that n 4. We set α 0 = −α 1 . Then A G is of order 2. We denote by σ its unique non-trivial element. Note that A G = A. We number the affine Dynkin diagram of G as follows :
The natural number written inside the node α i is equal to n αi . We have σ = sα 1 sα 2 ...sα n−2 (s αn−1 s αn ).
The action of σ on∆ is given in the above diagram : σ(α 0 ) = α 1 , that σ(α 1 ) = α 0 and that σ(α i ) = α i for every i ∈ {2, 3, . . . , n − 2}, σ(α n−1 ) = α n and σ(α n ) = α n−1 .
Let Ω 0 = {α 0 }, Ω 1 = {α 0 , α 1 }, Ω i = {α i } (for 2 i n − 2), Ω n−1 = {α n−1 , α n } and Ω n = {α n }. Then Ω i ∈ Q(G). Moreover, one can check that {Ω 0 , Ω 1 , . . . , Ω n } is a set of representatives of A G -orbits in Q(G). Then t 2 Ωi = 1 and dim Ker(t Ωi + Id V ) = i.
This shows that t Ωi = t i : we retrieve Corollary 4.14.
Adjoint simple groups
The aim of this section is to provide complete tables for isolated and quasi-isolated semisimple conjugacy classes in adjoint simple groups. For classical groups, we also give a description in terms of their natural representation.
Hypothesis : In this section, and only in this section, we assume that G is adjoint and simple.
The root system Φ is then irreducible. We denote by α 0 the root −α 1 . Note also that A G = A. Moreover, for every α ∈∆, we have o G (̟ ∨ α ) = 1. Therefore, the Theorem 4.6 can be stated as follows :
Theorem 5.1. Assume that G is adjoint and simple. Then Q(G) p ′ is the set of subsets Ω in∆ p ′ which are acted on transitively by their stabilizer in A. If Ω ∈ Q(G) p ′ , let n Ω denote the number n α (for some α ∈ Ω). Then :
We have :
and the set of conjugacy classes of quasi-isolated semisimple elements in G.
This implies that the set of conjugacy classes of isolated semisimple elements in G is in bijection with the set of orbits of A in∆ p ′ .
5.
A. Classification by use of the affine Dynkin diagram. We first set some notation. We denote by α 0 the rootα 1 (recall that r = 1). Let n denote the rank of G (i.e. n = |∆|). We write ∆ = {α 1 , α 2 , . . . , α n }. If 0 i n, we set n αi = n i , z αi = z i and ̟ Table I gives the list of all the affine Dynkin diagrams together with the structure of A (see [Bou, Planches I-IX] ).
We give in Table II the classification of conjugacy classes of quasi-isolated elements in adjoint classical groups. In Table III , we deal with the adjoint groups of exceptional type E 6 and E 7 . We have not included adjoint groups of type E 8 , F 4 and G 2 since they are also simply connected. Therefore, Proposition 4.9, Theorem 5.1 and Table I gives easily all informations concerning the (quasi-)isolated elements for these groups.
5.B. Explicit descriptions for adjoint classical groups. The case of special orthogonal groups was done in subsection 4.E. Therefore, we only have to investigate adjoint classical groups of type A, C and D.
5.B.1. Type A. Assume here thatG = GL n+1 (F), that G = PGL n+1 (F) and that π :G → G is the canonical morphism (here, n is a non-zero natural number). Let I n+1 denote the identity matrix of GL n+1 (F). If d is a non-zero natural number invertible in F, we denote by ζ d a primitive d-th root of unity in F × and we set
Now, let Div p ′ (n + 1) denote the set of divisors of n + 1 which are invertible in
Note that A p ′ is cyclic of order n p ′ = |∆ p ′ | and that it acts transitively on∆ p ′ . If d ∈ Div p ′ (n + 1), we denote by Ω n+1,d the orbit of α 0 under the unique subgroup of order d of A : 
5.B.2. Type C.
We assume here that p = 2. Let V be a 2n-dimensional vector space over F, with n 2. Let β : V × V → F be a non-degenerate skew-symmetric bilinear form. We assume here that G = Sp(V, β), that G =G/{Id V , − Id V } and that π :G → G is the canonical morphism. If 0 i n/2, lett i be an element ofG such thatt 2 i = 1 and dim Ker(t i + Id V ) = 2i. If 0 i < n/2, lets i be an element ofG of order 4 such that dim Ker(s i − Id V ) = dim Ker(s i + Id V ) = i. We set t i = π(t i ) and s i = π(s i ).
Corollary 5.4. The set {t i | 0 i n/2} ∪ {s i | 0 i < n/2} is a set of representatives of quasi-isolated elements of G. The subset of∆ associated to t i (respectively s i ) through the parametrization of Theorem 5.1 is {α i } (respectively {α i , α n−i }).
5.B.3. Type D.
We assume here that p = 2. Let V be a 2n-dimensional vector space over F, with n 3. Let β : V × V → F be a non-degenerate symmetric bilinear form. We assume here thatG = SO(V, β), that G =G/{Id V , − Id V } and that π :G → G is the canonical morphism. If 0 i n/2, lett i be an element ofG such thatt 2 i = 1 and dim Ker(t i + Id V ) = 2i. If 1 i < n/2, lets i be an element ofG of order 4 such that dim Ker(s i − Id V ) = dim Ker(s i + Id V ) = i. We set t i = π(t i ) and s i = π(s i ). Finally, there are two conjugacy classes of elementss of order 4 such that dim Ker(s − Id V ) = dim Ker(s + Id V ) = 0 (these two conjugacy classes are in correspondence through the non trivial automorphism of the Dynkin diagram of G) : we denote bys 0 ands ′ 0 some representatives of these two classes. We set s 0 = π(s 0 ) and s ′ 0 = π(s ′ 0 ). We set E n = ∅ if n is odd and E n = {s 0 , s ′ 0 } if n is even.
Corollary 5.6. The set {t 0 } ∪ {t i | 2 i n/2} is a set of representatives of isolated elements of G. The subset of∆ associated to t i through the parametrization of Theorem 5.1 is {α i }.
The set {t 1 } ∪ {s i | 1 i < n/2} ∪ E n is a set of representatives of quasi-isolated but non-isolated elements of G. Through the parametrization of Theorem 5.1, t 1 is associated to {α 0 , α 1 }, s 1 is associated to {α 0 , α 1 , α n−1 , α n } and s i is associated to {α i , α n−i }. If n is even, s 0 and s ′ 0 correspond to {α 0 , α n−1 } and {α 0 , α n } (or conversely).
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