Multi-object tracking in video using labeled random finite sets by Rathnayake, T
Multi-Object Tracking in Video Using
Labeled Random Finite Sets
A thesis submitted in fulfilment of the requirements for the degree of
Doctor of Philosophy
Tharindu Rathnayake B.Sc. (Hons.),
University of Peradeniya
School of Engineering,
College of Science, Engineering and Health,
RMIT University,
Melbourne, Victoria, Australia.
May, 2018
Declaration
I acknowledge the support I have received for my research through the provision
of an Australian Government Research Training Program Scholarship. This work
was supported by Australian Research Council (ARC) Discovery Projects grant
DP130104404 and ARC Linkage Projects grant LP130100521.
I certify that except where due acknowledgment has been made, the work is
that of the author alone; the work has not been submitted previously, in whole or
in part, to qualify for any other academic award; the content of the thesis is the
result of work which has been carried out since the official commencement date of
the approved research program; and, any editorial work, paid or unpaid, carried out
by a third party is acknowledged.
Tharindu Rathnayake
School of Engineering,
Department of Manufacturing, Materials and Mechatronics,
RMIT University
May, 2018
i
Citation
Dr Rathnayake has laid the mathematical foundation to employ visual multi-object
tracking, using Random Finite Set theory, to improve industrial mobile platform
safety. The formulated multi-object tracking algorithms were successfully employed
to track human targets under challenging conditions in real time. These algorithms
will help to save human lives.
ii
Acknowledgments
You are not a drop in the ocean,
you are the entire ocean in a drop.
Rumi
During the past three and half years, many individuals have offered me in-
sightful guidance to complete the work presented in this thesis. Among them are
my supervisors; Professor Alireza Bab-Hadiashar, Professor Reza Hoseinnezhad and
Dr. Amirali Khodadadian Gostar. I am fortunate and honoured to be a part of this
great research team.
Professor Bab-Hadiashar provided enlightening views and useful critiques through-
out my candidature. His motivation and guidance helped me to concentrate and
deliver to the best of my ability. Professor Hoseinnezhad helped me to grasp complex
mathematical concepts and was always there to offer guidance whenever I needed
it. He offered valuable comments not only on academic aspects, but also on my
career. Dr. Gostar was always helpful and bombarded me with novel ideas and
interesting discussions. Dr. Alex McKnight assisted by proofreading the final draft
for grammatical and stylistic errors.
Words can not explain what my parents have done for me to be in this place.
They have always motivated and loved me unconditionally and wholeheartedly. I
owe my deepest gratitude to them and to my brother.
Finally, yet importantly, I offer my deepest gratitude to my wife Suharshani,
for her constant support and inestimable love. She has been my companion and
anchor, and always reminded me that ”a stitch in time saves nine”.
iii
Credits
Portions of the material in this thesis have previously appeared in or have been
submitted to the following publications:
• Rathnayake, T., Gostar, A.K., Hoseinnezhad, R. and Bab-Hadiashar, A. La-
beled multi-Bernoulli track-before-detect for multi-target tracking in video. In
IEEE International Conference on Information Fusion, 2015 (pp. 1353-1358).
• Rathnayake, T., Hoseinnezhad, R., Tennakoon, R. and Bab-Hadiashar, A. La-
beled multi-Bernoulli tracking for industrial mobile platform safety. In IEEE
International Conference on Mechatronics, 2017 (pp. 393-398).
• Rathnayake, T., Gostar, A.K., Hoseinnezhad, R. and Bab-Hadiashar, A. Oc-
clusion Handling for Online Visual Tracking Using Labeled Random Set Fil-
ters. In IEEE International Conference on Control, Automation and Informa-
tion Sciences, 2017 (pp. 151-156).
• Rathnayake, T., Gostar, A.K., Hoseinnezhad, R. and Bab-Hadiashar, A. Oc-
clusion Handling for On-Line Visual Tracking Using Labeled Random Set
Filters. Submitted to Elsevier Signal Processing.
• Rathnayake, T., Hoseinnezhad, R., Tennakoon, R. and Bab-Hadiashar, A.
Visual Tracking for Industrial Mobile Platform Safety. Submitted to Elsevier
Journal of Safety Science.
• Rathnayake, T., Gostar, A.K., Hoseinnezhad, R., and Bab-Hadiashar, A.
Multi-View Tracking Using Labeled Random Finite Sets. Submitted to IEEE
Transactions on Signal Processing.
• Wang, X., Hoseinnezhad, R., Gostar, A.K., Rathnayake, T., Xu, B. and Bab-
Hadiashar, A.,. Multi-Sensor Control for Multi-Object Bayes Filters. In Else-
vier Signal Processing, Volume 142, January 2018, pp 260-270.
iv
• Gostar, A.K., Hoseinnezhad, R., Rathnayake, T., Wang, X. and Bab-Hadiashar,
A. Constrained Sensor Control for Labeled Multi-Bernoulli Filter Using Cauchy-
Schwarz Divergence. IEEE Signal Processing Letters, 24(9), pp.1313-1317.
• Wang, X., Gostar, A.K., Rathnayake, T., Xu, B., Bab-Hadiashar, A. and Ho-
seinnezhad, R. Centralized Multiple-View Sensor Fusion Using Labeled Multi-
Bernoulli Filter. In Elsevier Signal Processing, Volume 150, September 2018,
pp 75-84.
• Gostar, A.K., R., Rathnayake, R., Tennakoon, Bab-Hadiashar, A., Giorgio
Battistelli, Chisci, L., and Hoseinnezhad, R. Multiple-View Sensor Fusion in
Centralized Sensor Networks: An Information-Theoretic Approach. Submit-
ted to IEEE Transactions on Signal Processing.
• Gostar, A.K., R., Rathnayake, R., Tennakoon, Bab-Hadiashar, A. and Hosein-
nezhad, R. Non-Bayesian Track-Before-Detect Using Cauchy-Schwarz Divergence-
Based Information Fusion. Accepted for publication in IEEE International
Conference on Information Fusion, 2018.
v
Contents
Abstract 1
1 Introduction 3
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Tracking Environment and Challenges in Multi-Object Tracking . . . 5
1.3 Random Finite Sets . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 Thesis organisation and Contributions . . . . . . . . . . . . . 8
2 Background 11
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Types of RFSs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Poisson RFS . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.2 Bernoulli RFS . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.3 Multi-Bernoulli RFS . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.4 IID Cluster RFS . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2.5 Labeled Multi-Bernoulli RFS . . . . . . . . . . . . . . . . . . 15
2.2.6 Generalized Labeled Multi-Bernoulli . . . . . . . . . . . . . . 16
2.2.7 δ-Generalized Multi-Bernoulli (δ-GLMB) . . . . . . . . . . . . 18
2.3 Multi-Object Tracking . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.3.2 Multi-Object Models . . . . . . . . . . . . . . . . . . . . . . . 19
vi
2.3.3 Multi-Object Bayes recursion . . . . . . . . . . . . . . . . . . 21
2.4 Multi-Object Tracking from Image Observations . . . . . . . . . . . . 22
2.4.1 Track Before Detect Methods - General Strategy . . . . . . . . 23
2.4.2 Multi-Object Separable Likelihood Function . . . . . . . . . . 24
2.4.3 Closed Form Data Updates . . . . . . . . . . . . . . . . . . . 25
2.4.4 Multiple Sensor Data Update: for Separable Likelihood Func-
tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.4.5 Multi-Bernoulli Implementation . . . . . . . . . . . . . . . . . 27
2.4.6 SMC Implementation . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.7 Implementational Issues . . . . . . . . . . . . . . . . . . . . . 33
2.4.8 Tracking-by-Detection Methods - General Strategy . . . . . . 34
3 Labeled Multi-Bernoulli Filter for Image Observations 41
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.2 LMB Update with Image Observations . . . . . . . . . . . . . . . . . 43
3.2.1 Separable Likelihood Function . . . . . . . . . . . . . . . . . . 43
3.2.2 LMB Conjugacy Under a Separable Likelihood Function . . . 46
3.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.3.1 Techniques to Handle Computational Requirements . . . . . . 49
3.3.2 State Extraction . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Information Fusion for Labeled Multi-Bernoulli Track-Before-
Detect 57
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2 TBD-LMB Filter for Human Tracking . . . . . . . . . . . . . . . . . 60
4.2.1 Appearance Model . . . . . . . . . . . . . . . . . . . . . . . . 60
4.2.2 Measurement Likelihood - Shape . . . . . . . . . . . . . . . . 62
vii
4.2.3 Measurement Likelihood - Colour . . . . . . . . . . . . . . . . 64
4.2.4 Sequential Update . . . . . . . . . . . . . . . . . . . . . . . . 65
4.2.5 Weighted KLA Based LMB Fusion . . . . . . . . . . . . . . . 66
4.3 Sequential Monte Carlo (SMC) Implementation . . . . . . . . . . . . 67
4.3.1 SMC Prediction . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3.2 SMC Update . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.3 Computational Tractability . . . . . . . . . . . . . . . . . . . 70
4.3.4 Inference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5 Occlusion Handling for Generalized Labeled Multi-Bernoulli Fil-
ters 83
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.2 Problem Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.3.1 False alarm removal & detection . . . . . . . . . . . . . . . . . 89
5.3.2 Label recovery . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.4.1 Computation Speed . . . . . . . . . . . . . . . . . . . . . . . . 100
5.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6 Multi-View Multi-Object Tracking 105
6.1 The Proposed Framework . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1.2 Multi-Camera Fusion: The Dilemma . . . . . . . . . . . . . . 112
6.1.3 Multi-Camera Fusion: The Proposed Solution . . . . . . . . . 115
6.2 Multi-Camera Tracking: Solution Design and Implementation . . . . 119
6.2.1 Processing Steps in Each Camera Node . . . . . . . . . . . . . 119
viii
6.2.2 Processing Steps in the Central Node . . . . . . . . . . . . . . 121
6.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.3.1 Tracking Results . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.3.2 Quantitative Performance Comparison . . . . . . . . . . . . . 125
6.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7 Conclusion 135
7.1 Future Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
Bibliography 141
ix
List of Figures
3.1 Screen shots of CAVIAR dataset tracking at t = 100, 150, 200, 250 and
300 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.1 Model used for single human targets in visual tracking for industrial
mobile platform safety. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.2 Sorted distances from all points to ellipse . . . . . . . . . . . . . . . . . . 63
4.3 Overall diagram of proposed algorithm . . . . . . . . . . . . . . . . . . . 67
4.4 Sequential and LA based information fusion methods in Bayesian update
step . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5 Screen shots of tracking results. Each row is from one sequence. Note:
We have omitted the labels of the tracked targets for clarity. . . . . . . . 80
4.6 Instances where our methods failed . . . . . . . . . . . . . . . . . . . . . 81
5.1 Tracking results for PETS2009S2L1V1, TUD-Stadtmitte, ETH BAHN-
HOF and SUNNYDAY sequences. . . . . . . . . . . . . . . . . . . . . . . 101
6.1 A general block diagram of the proposed multi-camera multi-object track-
ing framework, formed as a centralised sensor network. . . . . . . . . . . 112
6.2 Centralised multi-camera tracking in 3D with LMB filters running locally
in each camera node, and CSD fusion and post-processing running in the
central processor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
x
6.3 Snapshots of results for PETS2009 S2L1 sequence. The rows show the
screenshots taken in frames 3, 200 and 594 respectively. The first columns
represent camera view 1, 5, 7 and Google map view. . . . . . . . . . . . . 126
6.4 A snapshot of the original tracking results in the 3D space. Blue and
green represent the ground-truth and estimated object locations, respec-
tively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
xi

List of Algorithms
1 Multi-Bernoulli Track-Before-Detect Algorithm . . . . . . . . . . . . 31
2 Pseudocode for the proposed false alarm removal and detection algo-
rithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
3 Pseudocode for the proposed label recovery algorithm. . . . . . . . . 102
xiii
List of Tables
3.1 Tracking performance comparison for CAVIAR dataset . . . . . . . . . . 53
4.1 Comparative results for our dataset with metrics proposed in [Yang and
Nevatia 2012b] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.2 Detection performance for our dataset . . . . . . . . . . . . . . . . . . . 78
4.3 Tracking performance for our dataset . . . . . . . . . . . . . . . . . . . . 79
5.1 Comparative results for PETS2009-S2L1V1, TUD-Stadtmitte and ETH
BAHNHOF and SUNNYDAY . . . . . . . . . . . . . . . . . . . . . . . . 103
6.1 Summary of metrics used for evaluation and comparison . . . . . . . . . 130
6.2 Comparative results for S2L1 sequence in PETS2009 . . . . . . . . . . . 131
6.3 Comparative results for S2L2 sequence in PETS2009 . . . . . . . . . . . 132
6.4 Comparative results for S2L3 sequence in PETS2009 . . . . . . . . . . . 133
6.5 Recall and precision metric values for our method for PETS2009 dataset 134
xiv
Nomenclature
EAP Expected a Posteriori
M Index space of current measurements
C Index space
L Label space of existing objects
B Label space of new born targets
Z Measurement Space
Z1:k+1 Set of all measurements up to time k + 1
X Set of labeled state vectors
Z Set of measurements at time k + 1
X Set of state vectors
L Set of track labels
N Space of natural numbers
R Space of real numbers
X State space
xv

Abstract
The safety of industrial mobile platforms (such as fork lifts and boom lifts) is of ma-
jor concern in the world today as industry embraces the concepts of Industry 4.0.
The existing safety methods are predominantly based on Radio Frequency Identifi-
cation (RFID) technology and therefore can only determine the distance at which a
pedestrian who is wearing an RFID tag is standing. Other methods use expensive
laser scanners to map the surrounding and warn the driver accordingly. The aim
of this research project is to improve the safety of industrial mobile platforms, by
detecting and tracking pedestrians in the path of the mobile platform, using readily
available cheap camera modules.
In order to achieve this aim, this research focuses on multi-object tracking which
is one of the most ubiquitously addressed problems in the field of Computer Vision.
Algorithms that can track targets under severe conditions, such as varying number
of objects, occlusion, illumination changes and abrupt movements of the objects are
investigated in this research project. Furthermore, a substantial focus is given to
improving the accuracy and, performance and to handling misdetections and false
alarms. In order to formulate these algorithms, the recently introduced concept of
Random Finite Sets (RFS) is used as the underlying mathematical framework.
The algorithms formulated to meet the above criteria were tested on standard
visual tracking datasets as well as on a dataset which was created by our research
group, for performance and accuracy using standard performance and accuracy met-
rics that are widely used in the computer vision literature. These results were
CHAPTER 0:
compared with numerous state-of-the-art methods and are shown to outperform or
perform favourably in terms of the metrics mentioned above.
2
CHAPTER 1
Introduction
1.1 Motivation
Multi-object tracking is increasingly applied in many fields such as self-driving
cars [Urmson et al. 2008, Levinson et al. 2011, Cho et al. 2014], aerial drones [Boud-
jit and Larbes 2015, Li and Yeung 2017], biomedical engineering [Paganetti 2016,
Tˇupa et al. 2015] and human tracking for various applications such as surveillance
and health related applications [He et al. 2014, Milan et al. 2014, Hoseinnezhad
et al. 2010b; 2012; 2013, Hofmann et al. 2013]. The main reasons driving this in-
crement include the fact that camera sensor modules becoming cheaper and high
computational resources and their mobile packaging are becoming available at a low
cost.
Safety is of paramount importance in any field and is a critical element to be
considered and catered for. One such safety critical application is the operation
of industrial mobile platforms, which have been in use since the start of the 20th
century. Counterbalanced rider lift trucks, more commonly known as forklifts, are
one such mobile platform and are used extensively in industry. In the state of
Victoria, Australia, approximately 2500 forklift related accidents were reported in
the period 1997-2013 [Saric et al. 2013]. In Victoria alone, a staggering amount
3
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of $130 million was paid as compensation for forklift-related injuries during the
period of 1985 to 2003. Although various procedural changes have been introduced
to improve mobile platform safety (which are discussed later in this thesis), they
come at the expense of maintaining a productive work environment. Although,
modern smart camera systems and RAdio Detection And Ranging (radar) or LIght
Detection and Ranging (LIDAR) are available to solve this problem, they are not
commercially viable due to the high cost associated with them. Therefore, a solution
which is commercially viable to implement, yet is highly reliable, accurate and has
real-time running capability is needed.
One solution that has been proposed is a system with Radio Frequency Iden-
tification (RFID) tags [Larsson et al. 2003]. In these systems a human worker is
required to wear a vest which is tagged with an RFID tag, and a tag reader is placed
on the mobile platform. Using these components, a collision detection algorithm is
able to calculate the distance between the human worker and the mobile platform,
and sound an alarm if that worker is within a previously set distance. In order to
discuss the drawbacks of this system, consider the following simple scenario. Con-
sider a human worker who is in the path of the mobile platform and is within the ”in
danger” distance threshold from the mobile platform. Assume that the worker saw
the platform and he moved out of the path of the mobile platform. In this case, the
worker is not in danger and the alarm of the mobile platform should therefore not
sound. Consider another scenario where there is a human worker behind the mobile
platform which is moving away from that worker. RFID based systems will sound
an alarm even in this situation. Therefore, it is evident that in order to reliably
warn the driver of the mobile platform about a possible collision, the location of the
object around the mobile platform is not adequate. We need to know the trajectory
of those objects in order to reliably warn the driver of a possible collision.
During the recent decade, Finite Set Statistics (FISST) framework based Ran-
dom Finite Sets (RFSs) methods have attracted substantial research interest. These
4
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TRACKING
Bayesian multi-object tracking algorithms have gained popularity due to their prin-
cipled mathematical approach in modelling the object motion, measurements and
clutter. However, the main application of RFS-based algorithms has been in radar
tracking [Vo et al. 2009, Vo and Vo 2013, Mahler 2007a, Vo et al. 2014, Beard et al.
2015b, Reuter et al. 2014, Reuter 2014]. Only a handful of algorithms have been
formulated to solve the visual tracking problem in an RFS context.
Motivated by the above facts, we propose to use visual multi-object Bayesian
tracking algorithms formulated using RFSs to improve industrial mobile platform
safety. These algorithms operate on videos obtained through cheap cameras mounted
on the mobile platforms.
The main aim of this thesis is to build the mathematical foundation required
to develop an intelligent safety warning system that prevents mobile industrial plat-
forms from striking/crushing pedestrians.
1.2 Tracking Environment and Challenges in
Multi-Object Tracking
We focus on an industrial environment where mobile platforms and pedestrians are
allocated specific paths. However, a driver of a fully-loaded mobile platform has
a restricted visual range, as the load in the front may obstruct the view. These
mobile platforms are slow-moving platforms. They typically have a speed less than
20kmh−1. Moreover, these platforms have a specific stopping distance, i.e. if an
object is located closer than a certain distance, the platform should come to a
complete stop. For example, the stopping distance of a typical forklift can be up to
10 meters. It is mandatory for human workers to wear a luminous yellow vest at all
times in most jurisdictions.
The floor of an industrial environment is partitioned using on-road lane mark-
5
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ings. These lane markings are implemented to minimise interactions between work-
ers and forklifts. However, in practice, workers tend to ignore the marked pathways
and interact with mobile platforms.
In regard to visual tracking, the challenges associated with this type of environ-
ment include illumination differences, human workers may be occluded by poles or
other objects in the surrounding environment, the deformable and non-rigid body
shape of humans, varying numbers of human targets, loss of information caused by
projection of the 3-D world on to a 2-D image, noise, complex object motion and
orientation changes. The underlying mathematical framework should be able to ad-
dress these challenges in a mathematically rigorous yet computationally inexpensive
manner, in order for it to be applicable to real-world multi-object visual tracking
problems. A video taken from a camera should be processed in real time to obtain
up-to-date information on the current state of the objects (in this study, objects refer
to human workers) in the path of the mobile platform. Further, the system should
be commercially viable which impose the constraint that the processing power is
limited.
It should be noted that the applications of multi-object tracking are not limited
to the tracking humans. They also extend from surveillance using web-cams to
surveillance using sophisticated airborne drones. They also play a major role in
other applications such as video indexing, where automatic annotation and retrieval
of videos in multimedia databases is carried out, human-computer interaction (such
as gesture recognition and eye-gaze tracking), traffic monitoring to dynamically
direct the traffic flow to ease traffic congestion, and automated vehicle navigation
in which video-based path planning and obstacle avoidance is performed, etc.
6
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1.3 Random Finite Sets
In this section, we introduce the concept of Random Finite Sets (RFSs) and briefly
discuss how this mathematical tool is used in the context of the present research
work.
In any tracking algorithm, the two fundamental requirements are to:
• estimate the time-varying number of the objects,
• estimate the time-varying state of the objects.
Intuitively, an RFS can be described as a spatial point pattern in some space.
It is essentially a set with random but finite cardinality. The elements of this set
can also take random but finite values. Therefore, one can use the values of the
elements of an RFS to denote the state of the target (such as location, velocity
and acceleration) while using the cardinality of the set to represent the number of
targets. Eventually, an RFS can natively handle the two fundamental requirements
of a tracking algorithm.
This RFS formulation is then used in a Bayesian paradigm. The posterior multi-
object distribution of the previous time step is used as the prior multi-object dis-
tribution at the current time step and is predicted using the Chapman-Kolmogorov
equation. In the prediction step, the multi-object transition is modelled as a first or-
der Markov chain. The predicted multi-object distribution is then updated using the
Bayesian update to produce the multi-object posterior distribution. The updated
multi-object distribution is then used to infer the state of the object. The prediction
and update operations are performed recursively. Due to the non-tractable nature of
the Bayesian update, Sequential Monte Carlo (SMC) and Gaussian Mixture (GM)
methods have been proposed to implement these algorithms.
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1.3.1 Thesis organisation and Contributions
In Chapter 2, we discuss various mathematical tools that we use in our formulations.
These include RFS theory, fundamentals of multi-object filters and mathematical
formulations of various multi-object filters. The main contributions of this thesis
and the chapters dedicated to them are as follows:
• We mathematically prove that the Labeled Multi-Bernoulli (LMB) distribu-
tions are conjugate (the prior and posterior multi-object distributions are of
the same family) with respect to a separable likelihood function. We also
propose a novel real time Track-Before-Detect (TBD) algorithm based on this
formulation. The simulation results show that the proposed algorithm is well
suited for human target tracking. This idea is explained in chapter 3.
• A novel geometric shape-based likelihood function is proposed, and we use
a Kullback-Leibler Average (KLA)-based information fusion method to fuse
geometric shape information on human targets with their colour information.
Based on these formulations, we propose a novel LMB TBD algorithm which
performs well in comparison with the state-of-the-art in terms of various visual
tracking evaluation metrics. This method is outlined in chapter 4.
• An intuitive, yet effective and efficient, occlusion handling method is proposed
which operates on the set of estimates returned by the Generalized Labelled
Multi-Bernoulli (GLMB) filter. The proposed solution has minimal compu-
tational requirements and as such, can work in real time. The simulation
results evaluated on public datasets show that the proposed method can per-
form favourably in terms of various visual tracking metrics. This solution is
detailed in chapter 5.
• We propose an LMB filter which can track objects in overlapping camera
view. Due to the nature of its mathematical formulation, occlusion and target
8
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misdetection are handled natively without requiring specific modelling. The
simulation results shows that the performance of the proposed algorithm can
challenge that of state-of-the-art multi-view multi-object tracking algorithms.
The details of this study is provided in chapter 6.
Chapter 7 concludes the thesis. Further challenges and other possible applica-
tions of the proposed methods are also discussed in this chapter.
9

CHAPTER 2
Background
2.1 Introduction
In this chapter, we discuss the background material essential for the development of
the proposed mathematical formulations and algorithms. Please note that we use
the term object and target interchangeably.
Intuitively, a RFS is simply a spatial point pattern in the space of interest with
a random cardinality. Each element of this RFS can take random values. In a
multi-object tracking context, since objects may enter the scene or disappear from
the scene, the number of objects is also random. This behaviour can be natively
represented using the cardinality of the RFS. Further, the state of the object, such as
its location, velocity, size, etc. can take different values. This property of objects can
be represented using the randomness of the elements of the RFS. Therefore, the two
fundamental requirements of multi-object tracking, which are the number of objects
and their states, can be easily captured if the multi-object state is represented using
an RFS.
In [Mahler 2007b], Mahler developed the notion of Finite Set Statistics (FISST)
to work with RFS in a Bayesian paradigm. In a Bayesian context, the posterior
multi-object distribution from the previous time instance is recursively predicted
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and updated to the next time instance. The intractable integrations are handled
using either a sequential Monte Carlo (SMC) particle approximation first introduced
in [Vo et al. 2009] or a Gaussian Mixture (GM) approximation.
Random finite sets, which are augmented with a unique label to distinguish the
track they represent, are known as Labeled Random Finite Sets (LRFSs). LRFSs
incorporate all the other characteristics that are possessed by RFSs. This extends
the notion of filtering to the notion of tracking in a Bayesian paradigm with RFS
representations.
Following equations are useful in formulating RFS-based algorithms.
Multi-object exponential function:
hX ,
∏
x∈X h(x) where h is real valued function and h
∅ = 1 by convention.
Generalized Kronecker delta:
δY (X) ,

1 if X = Y,
0 otherwise.
This function takes arbitrary arguments such as sets, vectors and etc.
The fundamental descriptor of an RFS (or an LRFS) is its probability distri-
bution or the probability density. The Probability Generating Functional (PGFL)
also serves as a primary descriptor of an RFS [Daley and Vere-Jones 2007, Stoyan
1987, Mahler 2007b].
Let F(X) denote the space of finite subsets of X ⊆ Rn. If X is an RFS on X,
the PGFL G[·] of X is given by [Daley and Vere-Jones 2007, Stoyan 1987, Mahler
2007b]
G[h] = E[hX ], (2.1)
where E is the expectation operator and h is any real-valued function on X such that
0 ≤ h(x) ≤ 1 and hX = ∏x∈X h(x) with hΦ = 1. The cardinality of X, denoted as
|X|, is a discrete random variable the probability generating function G(·) of which
can be obtained by substituting the constant function h(x) = y into the PGFL.
12
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2.2 Types of RFSs
2.2.1 Poisson RFS
An RFS X on X is defined as a Poisson RFS if it has an intensity function ν
defined on X with a Poisson distribution with a mean N¯ =
∫
ν(x)dx, and for
any finite cardinality, the elements s of X are i.i.d. according to the probability
density v(·)/N¯ [Daley and Vere-Jones 2007, Stoyan 1987]. A Poisson RFS can be
completely characterised by its intensity function, which is also known as Probability
Hypothesis Density (PHD). A Poisson RFS with intensity function v has a PGFL
given by [Mahler 2007b]:
G[h] = e〈v,h−1〉, (2.2)
where 〈v, h〉 is the standard inner product given by 〈v, h〉 = ∫ ν(x)h(x)dx. The
probability density of Poisson RFS is given by:
pi(X) = e−N¯vX . (2.3)
2.2.2 Bernoulli RFS
A RFS X on X is defined as a Bernoulli RFS, if it has a probability 1 − r of
being empty and probability r of being a singleton with its only element distributed
according to a probability density p defined on X. The PGFL of a Bernoulli RFS is
defined in (see [Mahler 2007b] p.375):
G[h] = 1− r + r〈p, h〉, (2.4)
while its probability density is given by (see [Mahler 2007b] p.368):
pi(X) =
 1− r X = ∅,r · p(x) X = {x} . (2.5)
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2.2.3 Multi-Bernoulli RFS
A multi-Bernoulli RFS X on X is defined as the union of a fixed number of inde-
pendent Bernoulli RFSs X i with existence probability ri ∈ (0, 1) and probability
density p(i) defined on X for i = 1, ...,M , which can be denoted as X =
⋃M
i=1 X
(i).
The PGFL of a multi-Bernoulli RFS is given by (see [Mahler 2007b] pp.375):
G[h] =
M∏
i=1
(1− r(i) + r(i)〈p(i), h〉). (2.6)
Therefore a multi-Bernoulli RFS is completely described by the multi-Bernoulli
parameter set given by
{
(r(i), p(i))
}M
i=1
. The mean of a multi-Bernoulli RFS is given
by
∑M
i=1 r
(i) while the probability density is given by (see [Mahler 2007b] pp.368):
pi(φ) =
M∏
j=1
(1− r(i)) (2.7)
and
pi({x1, ...xn}) = pi(∅)
∑
1≤i1 6=...in 6=≤M
n∏
j=1
r(ij)p(ij)(xj)
1− r(ij) . (2.8)
2.2.4 IID Cluster RFS
If p(n) is the cardinality distribution of independent identically distributed (i.i.d.)
cluster RFS X on X, its the probability density function φ and intensity function
v(·) are given by [Mahler 2003]:
φ(X) = |X|! · p(|X|)
∏
x∈X
p(x), (2.9)
v(x) = p(x)
∞∑
n=1
n× p(n). (2.10)
Labeled Random Finite Sets
A labeled RFS with state space X and discrete label space L is an RFS on X × L
such that each realisation has distinct labels. The object identity is incorporated to
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each state x ∈ X, by augmenting it with a unique label ` ∈ L = {αi : i ∈ N}. Let
L : X× L→ L be the projection L((x, `)) = `, then a finite subset X of X× L has
distinct labels if and only if X and its labels L(X) = {L(x) : x ∈ X} have the same
cardinality, which can be mathematically denoted as δ|X|L(x) = 1 or 4(X) = 1 or
|L(X)| = |X| [Vo and Vo 2013].
The labeled RFS can be converted to its unlabeled version by simply discard-
ing the labels. The unlabeled version has the same cardinality distribution as its
labeled RFS. The unlabeled version of the labeled RFS distributed according to pi,
is distributed according to the marginal [Vo and Vo 2013]
pi({x1, · · · , xn}) =
∑
(`1,··· ,`n)∈Ln
pi({(x1, `1), · · · , (xn, `n)}). (2.11)
If the collection of finite subsets of X with exactly n elements is denoted by
fn(X), the set integral of a function f : f(X× L)→ R is given by [Vo and Vo 2013]:∫
f(X)δX =
∞∑
i=0
1
i!
∑
(`1,··· ,`n)∈Ln
∫
Xi
f({x1, · · · , xi})d(x1, · · · , xi). (2.12)
Further, in evaluating the set integrals, the following equation is widely used.
For h : f(L) → R and g : X × L → R which is integrable on R, the function∫ 4(X)h(L(X))gXδX can be evaluated as [Vo and Vo 2013]:∫
4(X)h(L(X))gXδX =
∑
L⊆L
h(L)
[ ∫
g(x, ·)dx
]L
(2.13)
2.2.5 Labeled Multi-Bernoulli RFS
A labeled multi-Bernoulli RFS X with state space X, label space L and finite pa-
rameter set {(r(ς), p(ς))} : ς ∈ Ψ, is a multi-Bernoulli RFS X augmented with labels
corresponding to the successful non-empty Bernoulli components [Vo and Vo 2013].
If the Bernoulli component (r(ς), p(ς)) yields a non-empty set, then the label of the
corresponding state is given by α(ς), where α : Ψ→ L is a 1-1 mapping. The set of
unlabeled states is a multi-Bernoulli RFS on X. However, the set of labeled states
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is not a multi-Bernoulli RFS on X × L. The density of a labeled multi-Bernoulli
RFS on X × L is given by [Vo and Vo 2013]:
pi({(x1, `1), · · · , (xn, `n)}) = δn(|{`1, · · · , `n}|)×
∏
ς∈Ψ
(
1− r(ς))
n∏
j=1
1α(Ψ)(`j)r
α−1(`j)pα
−1(`j)(xj)
1− rα−1(`j) . (2.14)
Further, the following alternative form can also be used to represent the labeled
multi-Bernoulli RFS [Vo et al. 2014]:
pi(X) = 4(X)1α(Ψ)(L(X))[Φ(X; ·)]Ψ, (2.15)
where
Φ(X; ·) =

1− r(ς) if α(ς) /∈ L(X),
r(ς)p(ς)(x) if (x, α(ς)) ∈ L(X)
=
∑
(x,`)∈X
δα(ς)(`)r
(ς)p(ς)(x) + (1− 1L(X)(α(ς)))(1− r(ς)).
2.2.6 Generalized Labeled Multi-Bernoulli
In LMB RFS the weight of each realisation X depends on the existence probabilities
r(ς) of each individual track l ∈ L(X). Therefore, the cardinality distribution of an
LMB RFS has the form of a multi-Bernoulli distribution. In a generalized labeled
multi-Bernoulli (GLMB) RFS, the weights and cardinality distributions of different
multi-Bernoulli components can take arbitrary distributions. For a state space X and
a label space L, a GLMB RFS is distributed according to [Vo and Vo 2013]:
pi(X) = 4(X)
∑
c∈C
w(c)(L(X))[p(c)]X , (2.16)
where C is the discrete index set, w(c)(L) are the weights and p(c) are the spatial
distributions which obey the following two rules:
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∑
L⊆L
∑
c∈C
w(c)(L) = 1,∫
p(c)(x, `)dx = 1.
The cardinality of a GLMB RFS is given by [Vo and Vo 2013]:
ρ(n) =
∑
L∈fn
(L)
∑
c∈C
w(c)(L). (2.17)
Further, the intensity function of the unlabeled version of an GLMB is given
by [Vo and Vo 2013]:
v(x) =
∑
c∈C
∑
`∈L
p(c)(x, `)
∑
`∈L
1L(`)w
(c)(L). (2.18)
It can be seen that the LMB RFS is a special case of GLMB RFS, where only one
realisation for a set of track labels is supported (i.e. in LMB, a given label is assigned
to only a single track with a probability of 1, where-as in GLMB a given label can be
assigned to multiple tracks with different or equal probabilities). Further, in LMB
RFSs, the tracks are assumed to be independent, which is reasonable for point-sized
objects, but an erroneous assumption, especially in cases where objects are blobs,
since the existence of one track affects the association probabilities of other tracks.
However, in GLMB, multiple associations of a single label to multiple tracks are
supported and hence the uncertainty of label-to-track association is represented.
Hence, the GLMB RFS facilitates exact representation of statistically-dependent
tracks.
Although this approach increases the accuracy of the representation of the
multi-object posterior, it becomes computationally intense as the number of associ-
ations increases exponentially as new measurements are received. Furthermore, it is
not clear how the GLMB RFS can be implemented practically. To over come these
problems, a δ-Generalized Multi-Bernoulli (δ-GLMB) is proposed [Vo and Vo 2013].
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2.2.7 δ-Generalized Multi-Bernoulli (δ-GLMB)
A δ-GLMB RFS with state space X and discrete label space L is a special case of
GLMB [Vo and Vo 2013] with:
C = f(L)× Ξ
w(c)(L) = w(I,ξ)(L) = w(I,ξ)δI(L)
p(c) = p(I,ξ) = p(ξ)
where Ξ is a discrete index space. The δ-GLMB is distributed according to [Vo and
Vo 2013]
pi(X)) = 4(X)
∑
(I,ξ)∈f(L)×Ξ
w(I,ξ)δI(L(X))[p(ξ)]X . (2.19)
The δ-GLMB RFS is a special case of GLMB RFS, where the discrete space
Ξ represents the history of the track label to measurement associations. This also
reduces the computational complexity of the Bayes update. In object tracking, a
δ-generalized labeled multi-Bernoulli can be used to represent the multi-object pre-
diction density to time k and multi-object filtering density at time k. Each I ∈ f(L)
represents a set of track labels at time k. In the prediction density, each ξ ∈ Ξ
represents a history of association maps up to time k − 1, i.e., ξ = (θ1, · · · , θk−1),
where an association map at time j is a function θj which maps track labels at
time j to measurement indices at time j. In the filtering density, each ξ represents
a history of association maps up to time k, i.e., ξ = (θ1, · · · , θk). The pair (I, ξ)
represents the hypothesis that the set of tracks I has a history ξ of association maps.
The weight w(I,ξ) represents the probability of hypothesis (I, ξ) and p(ξ)(·, `) is the
probability density of the kinematic state of track ` for the association map history
ξ. Note that not all hypotheses are feasible, i.e., not all pairs (I, ξ) are consistent
with each other, and infeasible hypotheses have zero weights.
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The cardinality distribution of δ-GLMB RFS is given by:[Vo and Vo 2013]:
ρ(n) =
∑
(I,ξ)∈f(L)×Ξ
∑
L∈fn(L)
w(I,ξ)δI(L)
=
∑
(I,ξ)∈fn(L)×Ξ
w(I,ξ).
The intensity function of the unlabeled version of an δ-GLMB is given by [Vo
and Vo 2013]:
v(n) =
∑
(I,ξ)∈f(L)×Ξ
∑
`∈L
p(ξ)(x, `)
∑
`⊆L
1L(`)w
(I,ξ)δI(L)
=
∑
`∈L
∑
(I,ξ)∈f(L)×Ξ
w(I,ξ)δI(L)1I(`)p
(ξ)(x, `)
=
∑
(I,ξ)∈fn(L)×Ξ
w(I,ξ)
∑
`∈I‘
p(ξ)(x, `).
Note that for simplicity, from this point onwards, we use the term GLMB to
refer to δ-GLMB .
2.3 Multi-Object Tracking
2.3.1 Introduction
The aim of multi-object tracking is to estimate the number of objects and their
states, which are stochastic in nature. In this section we review the mathematical
background of multi-object tracking, in a Bayesian context using FISST theories.
2.3.2 Multi-Object Models
In this section we introduce the different kinds of multi-object models that used in
this thesis. These include;
• the multi-object system model which mathematically denotes the set theoret-
ical representation of the object states and the set of measurements
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• the multi-object state evolution model, which describes how the object states
are evolved over time
• the multi-object observation model, which describes how each object generates
a measurement with the assumption that one object can generate at most one
measurement.
Multi-Object System Model
Assume that at any given time k , there are N(k) number of object states denoted
by xk,1, ..., xk,N(k) which take on the values of a state space X ⊆ Rnx and M(k) is
the number of measurements denoted by zk,1, ..., zk,M(k) which take on the values
of an observation space Z ⊆ Rnz . Then following [Mahler 2007b; 2003], in RFS
terminology, they can be denoted as follows:
Xk = {xk,1, ..., xk,N(k)} ∈ F(X) (2.20)
and
Zk = {zk,1, ..., zk,M(k)} ∈ F(Z).
Multi-Object State Evolution
The objects are assumed to follow a first-order Markov chain in their time evolu-
tion. Suppose at time k − 1, the multi-object state is given by Xk−1. Then each
state xk−1 ∈ Xk−1 either continues to survive to the next time step k with a sur-
vival probability pS,k(xk−1) and takes on a new state xk with probability density
fk|k−1(xk|xk−1) or vanishes with a probability 1− pS,k(xk−1). Given the prior object
state at time k − 1 as specified above, at time k, a single object state is modelled
by an RFS Sk|k−1(xk−1) with survival probability r = pS,k(xk−1) and probability
distribution p(·) = fk|k−1(·|xk−1). Consequently, the multi-object state Xk at time
k is given by [Mahler 2007b; 2003]:
Xk = [∪xk−1∈Xk−1Sk|k−1(xk−1)] ∪ Γk, (2.21)
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where Γk is the multi-Bernoulli RFS of spontaneous births. It should be noted
that the above equation holds under the assumption that each Bernoulli RFS is
independent from each other.
Multi-Object Observation Model
Given a single object xk ∈ Xk at time k, it is either detected with a probability
pD,k(xk) and generates an observation zk with a likelihood gk(xk|xk) or missed with
a probability 1 − pD,k(xk). To be exact, each single object xk ∈ Xk generates a
Bernoulli RFS Θk(xk) with r = pD,k(xk) and p(·) = gk(·|xk) as its parameters. The
additional extraneous measurements and the clutter are modelled using a Poisson
RFS Kk with an intensity function κk(·). Therefore, assuming that each measure-
ment is independent from each other, the multi-object measurement Zk generated
by a multi-object state Xk at time k is given by [Mahler 2007b; 2003]:
Zk = [∪x∈XΘk(x)] ∪ κk. (2.22)
2.3.3 Multi-Object Bayes recursion
With the previously described multi-object models, the multi-object tracking prob-
lem can be posed as a Bayesian filtering problem. This formulation is ni the form of
a first-order Markov chain in that all the information about the multi-object state
at the current time step k is embedded in the multi-object distribution at time k.
Given the state space and observation space denoted by F(X) and F(Z) respectively,
the multi-object posterior density at time k denoted by pik(·|Z1:k) can be obtained
by Bayes filter as follows with FISST set integrals [Mahler 2003; 2007b].
pik|k−1(Xk|Z1:k−1) =
∫
fk|k−1(Xk|X)pik−1(X|Z1:k−1)δX, (2.23)
pik(Xk|Z1:k) = gk(Zk|Xk)pik|k−1(Xk|Z1:k−1)∫
gk(Zk|Xk)pik|k−1(Xk|Z1:k−1)δX . (2.24)
Here, fk|k−1 and gk(·|·) are used to denote multi-object transition density and
multi-object likelihood, respectively.
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2.4 Multi-Object Tracking from Image Observations
Multi-object tracking algorithms which operate on image observations can be broadly
categorised in to three approaches.
• Tracking by Detection -TD
• Track-Before-Detect - TBD
• Object detection and their associations
The tracking by detection methods employ an object detector at each video
frame and these detections are fed in to a tracking/filtering algorithm which outputs
the number of objects and their respective states. This ensures that the temporal
information about the objects embedded in the image is effectively used to solve the
multi-object tracking problem. Maggio et al. used the PHD filter for multi-object
visual tracking in this manner [Maggio et al. 2008].
In track-before-detect methods the entire image is used in an algorithm which
outputs the number of objects and their respective states. Due to the fact that the
absence of an object detection module, the majority of object-related information is
used in the tracking algorithm. As such, TBD algorithms can effectively be used in
low signal-to-noise scenarios. Previous TBD methods formulated for visual tracking
in an RFS context include [Vo et al. 2010, Hoseinnezhad et al. 2012; 2013].
In the third category, an object detector is applied for each frame as in TD
methods. The main difference between TD methods and the methods in this cate-
gory is that they do not use any tracking/filtering algorithms. These handle data
association and labelling of objects using various methods, including MCMC data
association [Oh et al. 2004, Yu and Medioni 2007] and track linking [Stauffer 2003,
Kaucic et al. 2005, Perera et al. 2006].
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It should be noted that in some of the computer vision literature, tracking by
detection methods are placed under the third category, without categorising it as a
main multi-object tracking category.
In this thesis, the first two main chapters (i.e. chapters 3 and 4) are dedicated to
TBD methods and the next two main chapters (i.e. chapters 5 and 6) are dedicated
to TD methods.
2.4.1 Track Before Detect Methods - General Strategy
In this section we review the TBD multi-Bernoulli algorithm. In Section 2.4.2 we
discuss the first separable multi-object likelihood function, on which all the other
separable likelihood functions employed in an RFS context have been formulated.
In Section 2.4.3 we briefly describe how to calculate the multi-object posterior dis-
tribution for different types of RFSs. Then, in Section 2.4.5 onwards we discuss the
implementation of the TBD multi-Bernoulli filter.
Let x1, ..., xn ∈ X ⊆ R and y = [y1, .., ym] denote the state vectors and the
image observation composed of an array of m pixel values. The value yi for the i
th
pixel is either a real number or a 3-dimensional vector, depending on whether it is a
grayscale or colour image. The multi-object Bayes update for posterior probability
density for point measurements can be modified to suit image observations using
FISST theory as follows [Vo et al. 2010].
pi(X|y) = g(y|X)pi(X)∫
g(y|X)pi(X)δX , (2.25)
where g(y|X) is the likelihood of the image observation y given the multi-object
state X. It is important to note that there is no explicit detection procedure in this
algorithm and hence, it is well suited for low signal-to-noise ratio applications. These
type of filters/trackers are known as Track-Before-Detect (TBD) algorithms.
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2.4.2 Multi-Object Separable Likelihood Function
In the literature it is assumed that the objects of interest are independent of each
other [Vo et al. 2010, Hoseinnezhad et al. 2010b; 2013; 2012] (i.e. the motion of
one object is independent of the motions of the other objects). However, this is not
always true, although it is a reasonable assumption in most applications.
In this subsection, the first likelihood function with a separable form used in an
RFS context [Vo et al. 2010] is described. A substantial number of other separable
likelihood functions used in visual tracking utilising RFS theory, such as [Hosein-
nezhad et al. 2012; 2013, Yuthika Punchihewa and Hoseinnezhad 2014, Wong et al.
2012], are based on this formulation. An object in state x illuminates a set of pixels
T (x) and a pixel i ∈ T (x) has a value (either a real value or a vector, depending
on the image format) distributed according to ϕ(·, x). A pixel i /∈ T (x) has a value
distributed according to φ(·). The probability density of the value yi of pixel i ,
given a state x is given by
p(yi|x)) =
 ϕi(yi, x), i ∈ T (x)φi(yi), i /∈ T (x). (2.26)
The above equation holds for additive models, such as Gaussian mixtures, and
holds for non-additive models. Under the following assumptions,
• conditioned on the multi-object state, the values of the pixels are indepen-
dently distributed,
• the regions of influence of the objects on the image do not overlap. i.e. x 6=
x′ ⇒ T (x) ∩ T (x′) = ∅,
the probability density of the image observation conditioned on the multi-object
state X is given by
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g(y|X) =
(∏
x∈X
∏
i∈T (x)
ϕ(yi, x)
)( ∏
i/∈∪x∈XT (x)
φi(yi))
)
= f(y)
∏
x∈X
gy(x) (2.27)
where
gy(x) =
∏
i∈T (x)
ϕi(yi, x)
φi(yi)
f(y) =
m∏
i=1
φi(yi).
The equation of the form 2.27 is referred to as a separable function. Moreover,
the terms f(y) and gy(x) cannot be scaled [Vo et al. 2010].
2.4.3 Closed Form Data Updates
The posterior PGFLs of common types of RFS (i.e. Poisson, i.i.d cluster and multi-
Bernoulli) formulated in Sections 2.2.1 to 2.2.4 generated using the above described
form of separable likelihood functions, can be calculated as follows [Vo et al. 2010].
Let the RFS X on X has a posterior PGFL G and y be a vector observation of
X with a separable likelihood function:
g(y|X) = f(y)gXy ,
then the posterior PGFL G[·|Y ] of X given y is [Vo et al. 2010]
g[h|y] = G[hgy]
G[gy]
. (2.28)
Based on this formulation, the posterior multi-object distributions for common
types of RFS families can be calculated as follows.
For Poisson RFS
If the prior multi-object distribution of X is Poisson with PHD v, then the posterior
multi-object distribution is also Poisson with PHD v(·|y) given by [Vo et al. 2010]:
v(x|y) = v(x)gy(x). (2.29)
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For i.i.d. cluster RFS
If the prior multi-object distribution of X is i.i.d. cluster with PHD v and cardinality
distribution ρ, then the posterior multi-object distribution is also i.i.d with PHD
v(·|y) given by [Vo et al. 2010]:
v(x|y) = v(x)gy(x)
∞∑
i=0
(i+ 1)ρ(i+ 1)
〈v, 1〉i+1 〈v, gy〉
i
∞∑
j=0
ρ(j)
(〈v, gy〉
〈v, 1〉
)j , (2.30)
ρ(n|y) =
ρ(n)
(
〈v,gy〉
〈v,1〉
)n
∞∑
j=0
ρ(j)
(〈v, gy〉
〈v, 1〉
)j . (2.31)
For Multi-Bernoulli RFS
If the prior multi-object distribution of X is multi-Bernoulli with parameter set{
(r(i), p(i))
}N
i=1
, then the posterior multi-object distribution is also multi-Bernoulli
with the parameter set [Vo et al. 2010]:{( r(i)〈p(i), gy〉
1− r(i) + r(i)〈p(i), gy〉 ,
p(i)gy
〈p(i), gy〉
)}N
i=1
. (2.32)
2.4.4 Multiple Sensor Data Update: for Separable
Likelihood Functions
If there are multiple sensors given by y(1), ..., y(n) n ∈ N+ and they are conditionally
independent given the multi-object state, the multi-object posterior distribution
does not depend on the order of the Bayesian updates of each sensor. The final
multi-object for n number of sensors is given by [Vo et al. 2010]:
pi(X|y(1), ..., y(n)) ∝ g1(y(1))...gn(y(n))pi(X). (2.33)
The above results for all three RFSs and the multiple sensor data are not
approximations of the respective multi-object posterior densities. Therefore, they
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do not result in any information loss. However, for point measurements, the data
update step incorporates an approximation, which results in information loss.
2.4.5 Multi-Bernoulli Implementation
Since the observation model is highly non-linear in nature, Sequential Monte Carlo
(SMC) methods are used to approximate the posterior multi-object distribution. In
a Poisson or i.i.d. cluster implementation, an additional clustering step needs to
be performed for state extraction [Vo et al. 2005], which is computationally cum-
bersome. Since a Bernoulli RFS can represent at most one target, an additional
clustering step is not needed to estimate the target states. As such, the state esti-
mation is straight-forward using either Maximum A Posteriori (MAP estimate) or
Expected A Posteriori (EAP estimate) methods. Therefore, multi-Bernoulli imple-
mentation is preferred over Poisson and i.i.d. cluster implementations.
Multi-Bernoulli Prediction
If at time k − 1, the posterior multi-object density is a multi-Bernoulli of the form
pik|k−1 =
{
(r
(i)
k−1, p
(i)
k−1)
}Mk−1
i=1
, then the predicted multi-object density is also a multi-
Bernoulli and is given by [Vo et al. 2010]:
pik|k−1 =
{
(r
(i)
P,k|k−1, p
(i)
P,k|k−1)
}Mk−1
i=1
∪
{
(r
(i)
Γ,k, p
(i)
Γ,k)
}MΓ,k
i=1
, (2.34)
where
r
(i)
P,k|k−1 = r
(i)
k−1〈p(i)k−1, pS,k〉,
p
(i)
P,k|k−1(x) =
〈fk|k−1(x|·), p(i)k−1pS,k〉
〈p(i)k−1, pS,k〉
, (2.35)
fk|k−1(·|ζ) = single object transition density at time k given the
previous state ζ, (2.36)
pS,k(ζ) = probability of object existence at time k given the
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previous state ζ, (2.37){
(r
(i)
Γ,k, p
(i)
Γ,k)
}MΓ,k
i=1
= parameters of the multi-Bernoulli RFS of births at
time k. (2.38)
Multi-Bernoulli Update
The multi-Bernoulli Bayesian update step is different to that of PHD, CPHD, MeM-
Ber and CBMeMBer filters [Vo et al. 2010]. This is due to the fact that it is an exact
update rather than an approximation, like those found in the above-mentioned fil-
ters. Given the predicted multi-Bernoulli parameters pik|k−1 =
{
(r
(i)
k|k−1, p
(i)
k|k−1)
}Mk|k−1
i=1
the updated multi-Bernoulli parameters are given by [Vo et al. 2010]
pik = {(r(i)k , p(i)k )}
Mk|k−1
i=1 (2.39)
where
r
(i)
k =
r
(i)
k|k−1〈p(i)k|k−1, gy〉
1− r(i)k|k−1 + r(i)k|k−1〈p(i)k|k−1, gy〉
(2.40)
p
(i)
k =
p
(i)
k|k−1gy
〈p(i)k|k−1, gy〉
(2.41)
2.4.6 SMC Implementation
The highly non-linear multi-Bernoulli filter can be implemented using Gaussian
mixtures or the SMC method. In this work, we use the SMC method to implement
all the proposed algorithms.
SMC Prediction
Assuming that at time step k−1, the multi-Bernoulli posterior multi-object density
pik−1 =
{
(r
(i)
k−1, p
(i)
k−1)
}Mk−1
i=1
is given and each p
(i)
k−1, i = 1, ...,Mk−1 is represented by
a set of weighted particles
{
(w
(i,j)
k−1 , x
(i,j)
k−1)
}L(i)k−1
j=1
, [Vo et al. 2010],
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p
(i)
k−1 =
L
(i)
k−1∑
j=1
w
(i,j)
k−1 , δx(i,j)k−1
(x). (2.42)
Then, if the given proposal densities q
(i)
k (·|Zk) such that support(p(i)k ) ⊆ support(q(i)k )
and b
(i)
k (·|Zk) such that support(p(i)Γ,k) ⊆ support(b(i)k ), the predicted multi-Bernoulli
multi-object density pik|k−1 =
{
(r
(i)
P,k|k−1, p
(i)
P,k|k−1)
}Mk−1
i=1
∪
{
(r
(i)
Γ,k, p
(i)
Γ,k)
}MΓ,k
i=1
can be
computed as [Vo et al. 2010]:
r
(i)
P,k|k−1 = r
(i)
k−1
L
(i)
k−1∑
j=1
w
(i,j)
k−1pS,k(x
(i,j)
k−1), (2.43)
p
(i)
P,k|k−1(x) =
L
(i)
k−1∑
j=1
w¯
(i,j)
P,k|k−1δx(i,j)
P,k|k−1
(x), (2.44)
r
(i)
Γ,k = parameter given by the birth model, (2.45)
p
(i)
Γ,k(x) =
L
(i)
Γ,k∑
j=1
w¯
(i,j)
Γ,k δx(i,j)Γ,k
(x), (2.46)
where
w
(i,j)
P,k|k−1 ∼ q(i)k (·|x(i,j)Γ,k , Zk), j = 1, ..., L(i)k−1, (2.47)
w
(i,j)
P,k|k−1 =
w
(i,j)
k−1fk|k−1(x
(i,j)
P,k|k−1|x(i,j)k−1)pS,k(x(i,j)k−1)
q
(i)
k (x
(i,j)
P,k|k−1|x(i,j)k−1, Zk)
, (2.48)
w¯
(i,j)
P,k|k−1 = w
(i,j)
P,k|k−1/
L
(i)
k−1∑
j=1
w
(i,j)
P,k|k−1, (2.49)
x
(i,j)
Γ,k ∼ b(i)k (·|Zk) j = 1, ..., L(i)Γ,k, (2.50)
w
(i,j)
Γ,k =
pΓ,k(x
(i,j)
Γ,k )
b
(i)
k (x
(i,j)
Γ,k |Zk)
, (2.51)
w¯
(i,j)
Γ,k = w
(i,j)
Γ,k /
L
(i)
k−1∑
j=1
w
(i,j)
Γ,k . (2.52)
SMC Update
Suppose that at time k, the predicted multi-Bernoulli multi-object density pik|k−1 ={
(r
(i)
k|k−1, p
(i)
k|k−1)
}Mk|k−1
i=1
is given, while each component , p
(i)
k|k−1 i = 1, ...,Mk|k−1 is
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represented by a set of weighted particles
{
(w
(i,j)
k|k−1, x
(i,j)
k|k−1)
}L(i)
k|k−1
j=1
[Vo et al. 2010]:
p
(i)
k|k−1 =
L
(i)
k|k−1∑
j=1
w
(i,j)
k|k−1, δx(i,j)
k|k−1
(x). (2.53)
Then the updated multi-Bernoulli multi-object density is given by [Vo et al. 2010]:
r
(i)
k =
r
(i)
k|k−1%
(i)
k
1− r(i)k|k−1 + r(i)k|k−1%(i)k
, (2.54)
p
(i)
k =
1
%
(i)
k
L
(i)
k|k−1∑
j=1
w
(i,j)
k|k−1gy(x
(i,j)
k|k−1)δx(i,j)
k|k−1
(x), (2.55)
where
%
(i)
k =
L
(i)
k|k−1∑
j=1
w
(i,j)
k|k−1gy(x
(i,j)
k|k−1). (2.56)
Pseudo Code for SMC Implementation
The complete pseudo code for SMC implementation is given below.
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Algorithm 1 Multi-Bernoulli Track-Before-Detect Algorithm
Inputs: Previous multi-Bernoulli parameters from time k-1:
{r(i)k−1, {w(i,j)k−1 , x(i,j)k−1}
L
(i)
k−1
j=1 }Mk−1i=1 , a measurement vector or matrix yk, the
single-object state-dependent part of multi-object likelihood function gy(·) ,
single-object transition density fk|k−1(·|xk−1), probability of survival pS,k(·),
Birth multi-Bernoulli parameters {r(i)Γ,k, {w(i,j)Γ,k , x(i,j)Γ,k }
L
(i)
Γ,k
j=1 }MΓ,ki=1 , probability of
detection pD(·) and pruning threshold rth, and maximum and minimum number
of particles per Bernoulli component Lmax and Lmin.
Prediction:
1: for i = 1 to Mk−1 do
2: r
(i)
k|k−1 ← r(i)k−1
∑L(i)k−1
j=1 w
(i,j)
k−1pS,k(x
(i,j)
k−1) . Predict the probability of existence.
3: for j = 1 to L
(i)
k−1 do
4: x
(i,j)
k|k−1 ∼ fk|k−1(·|x(i,j)k−1) . Propagate the particles.
5: w
(i,j)
P,k|k−1 ← w(i,j)k−1pS,k(x(i,j)k−1) . Propagate the particle weights.
6: end for
7: for j = 1 to L
(i)
k−1 do
8: w
(i,j)
k|k−1 ← w(i,j)P,k|k−1/
∑L(i)k−1
j=1 w
(i,j)
P,k|k−1 . Normalise the predicted weights.
9: end for
10: end for
11: for i = 1 to MΓ,k do . Append birth process parameters to predicted
components.
12: r
(i+Mk−1,j)
k|k−1 ← r(i)Γ,k
13: for j = 1 to L
(i)
Γ,k do
14: x
(i+Mk−1,j)
k|k−1 ← x(i)Γ,k
15: w
(i+Mk−1,j)
k|k−1 ← w(i)Γ,k
16: end for
17: end for
18: Mk|k−1 ←Mk−1 +MΓ,k
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Update:
19: for i = 1 to Mk|k−1 do
20: %
(i)
k ←
∑L(i)
k|k−1
j=1 w
(i,j)
k|k−1gyk(x
(i,j)
k|k−1)
21: end for
22: for i = 1 to Mk|k−1 do
23: r
(i)
k ←
r
(i)
k|k−1%
(i)
k
1−r(i)
k|k−1+r
(i)
k|k−1%
(i)
k
24: for j = 1 to L
(i)
k|k−1 do
25: w
(i,j)
k ←
w
(i,j)
k|k−1gyk (x
(i,j)
k|k−1)
%
(i)
k
26: end for
27: end for
Pruning:
28: Mk ← 0
29: for i = 0 to Mk|k−1 do
30: if r
(i)
k > rth then
31: Mk ←Mk + 1
32: r
(Mk)
k ← r(i)k
33: for j = 1 to L
(i)
k|k−1 do
34: w
(Mk,j)
k ← w¯(i,j)k|k−1
35: x
(Mk,j)
k ← x(i,j)k|k−1
36: end for
37: L
(Mk)
k ← L(i)k|k−1
38: end if
39: end for
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Resampling
40: for i = 0 to Mk do
41: L
(i)
k ← r(i)k Lmax . Set the number of particles per each track
42: b← 1
43: for j = 0 to L
(i)
k do
44: N (i,j) ← xL(i)k w(i,j)k y . Calculate the number of replicas per each particle
45: if N (i,j) > 0 then
46: for a = 0 to N (i,j) do . Assign weights and values for replicated
particles
47: w¯
(i,b)
k ← w(i,j)k
48: x¯(i,b) ← x(i,j)k
49: b← b+ 1
50: end for
51: end if
52: end for
53: end for
Outputs: {r(i)k , {w¯(i,j)k , x¯(i,j)k }L
(i)
k
j=1}Mki=1
2.4.7 Implementational Issues
The SMC implementation is equivalent to running multiple particle filters in parallel.
The track merging and removal is quadratic in the number of objects, but the com-
plexity of track merging can be reduced to O(nlog(n)) with better implematational
strategies. The extraction of object states is straight-forward in an SMC imple-
mentation. First the number of objects present is calculated using the cardinality
estimation and then each object state is estimated by selecting the corresponding
number of means or modes from the track densities with highest existence proba-
bilities. Further, to maintain computational tractability the particles are resampled
after each update step and the number of particles is kept within a given range.
This is performed to avoid particle degeneracy.
A performance comparison with Histogram Probabilistic Multi-Hypothesis Tracker
(H-PMHT), which assumes a known number of objects, and the Multi-Bernoulli
Track-Before-Detect (MB-TBD) which was supplied with the number of objects
33
CHAPTER 2: BACKGROUND
initially, shows that the H-PMHT filter loses the tracks quickly due to its high pre-
diction error while MB-TBD maintains the cardinality and the location of the ob-
jects when evaluated using Optimal Sub-Pattern Assignment(OSPA) metric [Schuh-
macher et al. 2008]. However, in a scenario where the objects are located very close
to each other, the MB-TBD performs poorly, since it assumes that the objects are
separable at all times and therefore cannot successfully track partially occluded
objects.
2.4.8 Tracking-by-Detection Methods - General Strategy
In tracking-by-detection methods, an object detector is applied to each image frame
of the video and the resultant set of detections is then fed to a filtering/tracking
algorithm to calculate the number of targets and their locations at each frame (time
step). Since we only use LMB and GLMB filters in this thesis, we only detail
those two filters in the following. Further, it should be noted that the multi-object
system 2.3.2, multi object observation 2.3.2 and multi-object state evolution 2.3.2
models are also the same for this section. We first detail the standard multi-object
likelihood function and then detail the LMB filter prediction and update step and
lastly that of the GLMB filter. The standard multi-object likelihood is used in both
the LMB and the GLMB filters.
Standard Multi-Object Likelihood Function
The multi-object likelihood function determines which measurement is associated
with which target or whether it is generated entirely due to the clutter process.
In this thesis, the derivation of standard multi-object is not required and we use
an existing multi-object likelihood function with a Poisson clutter process in chap-
ters 5 and 6. In practice, the derivation of multi-object likelihoods involves complex
mathematical formulations.
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Given a predicted multi-object distribution pik|k−1 and the clutter density piK ,
the multi-object likelihood function gk(Zk|Xk) is given by [Mahler 2007b]:
gk(Zk|Xk) =
∑
W⊆Zk
pik|k−1(W |Xk)piK(Zk −W ), (2.57)
where W is a given subset of the set of observations and the difference is the set
difference. For a Poisson clutter process Kk with intensity κk = e
〈κk,1〉K |0|0 κ
Z
k , the
multi-object likelihood function is given by [Mahler 2007b]:
gk(Zk|Xk) = (1− PD,k)Xk (K0κk)
Zk
e〈κk,1〉
∑
W⊆Zk
∑
τ∈T (W,Xk)
(
qD,k,τ
κk
)W
. (2.58)
Here K0 is the unit volume on Z, qD,k = 1 − pD,k where pD,k is the probability of
detection and T (V, U) denotes all the one-to-one functions which take a finite set
V to a finite set U . By convention,
∑ T (U, V ) = 0 holds when |U | > |V |, and∑ T (U, V ) = 1 when U = ∅.
LMB Filter
The LMB distribution given in 2.14 can be parametrised by pi = {(r(ζ), p(ζ)) : ζ ∈ Ψ}
and its density is given by [Reuter et al. 2014]
pi(X) = ∆(X)w(L(X)) [p]X , (2.59)
where
p(x, `) = p(`)(x) (2.60)
w(L) =
∏
i∈L
(
1− r(i))∏
`∈L
1L(`)r
(`)
(1− r(`)) . (2.61)
In the LMB filter, which is Bayesian, this multi-object distribution is recursively
propagated and updated using the Chapman-Kolmogorov prediction step and the
Bayes rule-based update step, respectively.
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LMB Prediction
In [Reuter et al. 2014], Reuter et al. proved that the LMB RFS is closed under the
Chapman-Kolmogorov prediction (i.e. if the prior multi-object density is LMB, then
the predicted distribution is also LMB). Assuming that the prior object distribution
and birth process are multi-Bernoulli RFSs as follows:
pi(X) = ∆(X)w(L(X)) [p]X (2.62)
piB(X) = ∆(X)wB(L(X)) [pB]X (2.63)
where
w(L) =
∏
i∈L
(
1− r(i))∏
`∈L
1L(`)r
(`)
1− r(`) , (2.64)
wB(L) =
∏
i∈B
(
1− r(i)B
)∏
`∈L
1B(`)r
(`)
B
1− r(`)B
, (2.65)
p(x, `) = p(`)(x) (2.66)
pB(x, `) = p
(`)
B (x). (2.67)
with state space X and label space L+ = B ∪ L and with the condition B ∩ L = ∅.
Then the predicted multi-object distribution is also an LMB RFS and is given by:
pi+(X) = ∆(X)w+(L(X)) [p+]X (2.68)
where
w+(I+) = wS(I+ ∩ L)wB(I+ ∩ B) (2.69)
wS(L) =
(
1− r(·)ηS(·)
)L( r(·)ηS(·)
1− r(·)ηS(·)
)L
, (2.70)
ηS(`) = 〈pS(·, `), p(·, `)〉 (2.71)
p+(x, `) = 1L(`)p+,S(x, `) + 1B(`)pB(x, `) (2.72)
p+,S(x, `) =
〈pS(·, `)f(x|·, `), p(·, `)〉
ηS(`)
(2.73)
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where pS(·|`) is the object survival probability and f(x|·, `) is the single-object
transition model.
In parametric form, assume that the multi-object prior density is given by
pi = {(r(`), p(`)) : ` ∈ L} with state space X and label space L and with a birth
model which is also an LMB given by parameter set piB = {(r(`)B , p(`)B ) : ` ∈ B} with
state space X and label space B. Then the predicted multi-object distribution is
also an LMB RFS with state space X and label space L+ = B ∪ L(B ∩ L = ∅). This
can be mathematically denoted as follows [Reuter et al. 2014]:
pi+ = {(r(`)+,S, p(`)+,S) : ` ∈ L} ∩ {(r(`)B , p(`)B ) : ` ∈ B} (2.74)
where
r
(`)
+,S = ηS(`)r
(`), (2.75)
p
(`)
+,S =
〈pS(·, `)f(x|·, `), p(·, `)〉
ηS(`)
. (2.76)
LMB Update
Under the standard multi-object likelihood described in Subsection 2.4.8, the LMB
RFS is not a conjugate prior in the Bayes update step [Reuter et al. 2014]. In
order to solve this issue, Reuter et al. proposed in [Reuter et al. 2014] to convert
the LMB distribution in-to GLMB and then perform the update step, since the
GLMB distribution is conjugate in the Bayesian update. After the update step, the
resultant GLMB posterior is converted back to its equivalent LMB form. In the
light of this finding, assuming that the predicted multi-object density is an LMB
RFS with parameter set pi+ = {(r(`)+ , p(`)+ ) : ` ∈ L+}, the multi-object posterior is
then given by [Reuter et al. 2014]:
pi(·|Z) = {(r(`), p(`)(·) : ` ∈ L+}, (2.77)
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where
r(`) =
∑
(I+,θ)∈F(L+)×ΘI+
w(I+,θ)(Z)1I+(`), (2.78)
p(`)(x) =
1
r(`)
∑
(I+,θ)∈F(L+)×ΘI+
w(I+,θ)(Z)1I+(`)p
(θ)(x, `), (2.79)
where ΘI+ denotes the space of mapping θ : I+ → {0, 1, . . . , |Z|} and,
w(I+,θ)(Z) ∝ w+(I+)
[
η
(θ)
Z
]I+
(2.80)
p(θ)(x, `|Z) = p+(x, `)ψZ(x, `; θ)
η
(θ)
Z (`)
, (2.81)
η
(θ)
Z (`) = 〈p+(·, l), ψZ(·, `; θ)〉, (2.82)
ψZ(x, `; θ) = δ0(θ(`))qD(x, `)
+ (1− δ0(θ(`)))pD(x, `)g(zθ(`)|x, `)
κ(zθ(`))
. (2.83)
where, g(z|x) is the single-sensor measurement likelihood, pD(·, `) denotes probabil-
ity of detection, qD(·, `) = 1− pD(·, `) is the probability of a missed detection, and
κ(·) is the intensity function of the Poisson distributed clutter process.
We formulate and implement a novel multi-camera multi-object tracking algo-
rithm in chapter 6 and to the best of our knowledge, the LMB filter has not been
used previously to solve multi-view multi-object tracking.
GLMB Prediction
The GLMB distribution described in Subsection 2.2.7 is closed under the Chapman-
Kolmogorov prediction [Vo et al. 2014]. Therefore the prediction of an GLMB
distribution leads to the following δ-GLMB density: [Vo et al. 2014]:
pi(X) = ∆(X)
∑
(I,ξ)∈F(L+)×Ξ
w
(I,ξ)
+ δI(L(X))[p(ξ)+ ]X (2.84)
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where
w
(I,ξ)
+ = w
(ξ)
S (I ∩ L) wB(I ∩ B) (2.85)
p
(ξ)
+ (x, `) = 1L(`)p
(ξ)
S (x, `) + 1B(`)pB(x, `) (2.86)
w
()
S (L) = [η
(ξ)
S ]
L
∑
I⊇L
[1− η(ξ)S ]I−Lw(I,ξ) (2.87)
η
(ξ)
S (`) =
〈
pS(·, `), p(ξ)(·, `)
〉
(2.88)
p
(ξ)
S (x, `) =
〈
pS(·, `)f(x|·, `), p(ξ)(·, `)
〉
η
(ξ)
S (`)
(2.89)
and pS(x, `) denotes the probability of survival for a labeled object with state x =
(x, `), f(x|·, `) denotes the single-object state transition density, and wB(I) and
pB(x, `) are the parameters of the following labeled birth density defined as a special
case of GLMB density on the birth space B as follows: [Vo et al. 2014]
piB(X) = ∆(X)wB(X)[pB]
X. (2.90)
The label space is also extended to include the newly-born objects, L+ = L ∪ B.
GLMB Update
Vo et al. also showed that the GLMB densities are a conjugate prior in the Bayesian
update step [Vo et al. 2014]. With the standard multi-object likelihood described
in Subsection 2.4.8, the Bayes update of an GLMB distribution over the extended
label space L+ = L∪B that now includes the possible new-born targets is given by:
pi(X|Z) = ∆(X)∑I∈F(L+)∑ξ∈Ξ∑θ∈Θ(I)
w(I,ξ,θ)(Z)δI(L(X))
[
p(ξ,θ)(·|Z)]X (2.91)
where Θ(I) is the subset of current association maps from the label set I to the
measurement set Z in the sense that the object labeled ` ∈ I is associated with
measurement zθ(`). For the objects that are missed, by convention θ(`) = 0. Ac-
cording to [Vo et al. 2014] the weights and densities of the updated components of
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the GLMB density are given by:
w(I,ξ,θ)(Z) ∝ w(I,ξ)+ [η(ξ,θ)Z ]I (2.92)
p(ξ,θ)(·|Z) = p
(ξ)
+ (x, `)ψZ(x, `; θ)
η
(ξ,θ)
Z (`)
(2.93)
where:
η
(ξ,θ)
Z (`) =
〈
p
(ξ)
+ (·, `), ψZ(·, `; θ)
〉
(2.94)
ψZ(x, `; θ) =
 1− pD(x, `) if θ(`) = 0pD(x,`)g(zθ(`)|x,`)
κ(zθ(`))
otherwise
(2.95)
where g(z|x, `), pD(x, `) and κ(z) are the single-object likelihood, detection proba-
bility and clutter intensity function, respectively.
Having the above described posterior GLMB density, the discrete distribution
of number of targets (cardinality) is given by: [Vo et al. 2014]
ρ(n) =
∑
I ∈ F(L+)
|I| = n
∑
ξ∈Ξ
∑
θ∈Θ(I)
w(I,ξ,θ)(Z) (2.96)
and a maximum a posteriori (MAP) estimate for the number of targets is:
nˆ = arg max
n
ρ(n). (2.97)
Defining:
(I∗, ξ∗, θ∗) = arg max
I ∈ F(L+), |I| = nˆ
ξ ∈ Ξ, θ ∈ Θ(I)
w(I,ξ,θ)(Z), (2.98)
The estimates for object states and their labels are obtained as follows:
Xˆ = {(xˆ(`), `)}`∈I∗ (2.99)
where, xˆ(`) =
∫
x p(ξ
∗,θ∗)(x, `|Z) dx.
To the best of our knowledge, the GLMB filter has not been used previously
in visual multi-object tracking apart from [Kim et al. 2016]. This paper details an
occlusion handling scheme, which is entirely different to that which we propose in
Chapter 5.
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CHAPTER 3
Labeled Multi-Bernoulli Filter for
Image Observations
3.1 Introduction
In multi-object tracking, the data are often pre-processed into point measurements
which are commonly known as detections, by employing an object detector. While
this reduces the computational and memory requirements, some valuable informa-
tion may be lost during the detection process, particularly at low signal-to-noise
ratios (SNRs). This may drastically reduce tracker accuracy. A potential remedy is
to formulate Bayesian filters that directly use all the information embedded in the
image observations to update the prior. This approach has led to a relatively large
family of multi-object filtering solutions called track-before-detect (TBD). In these
solutions, the key point is to formulate a likelihood function for image observations
for which a particular multi-object distribution is a conjugate prior.
Many particle filter-based TBD solutions have been developed for typical multi-
object tracking in highly noisy images [Salmond and Birch 2001, Boers and Driessen
2005], and an excellent survey of such solutions can be found in [Davey et al. 2008].
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The track-before-detect approach has been also taken by many researchers to devise
solutions for specific applications such as tracking with airborne radar [Buzzi et al.
2005] and Doppler-Bearing response of a 2-dimensional beam-former Space-Time
Adaptive Processing (STAP) radars [Orlando et al. 2010], acoustic source localisa-
tion [Fallon and Godsill 2010], distributed sensor networks [Wettergren 2008] and
visual tracking [Wong et al. 2012, Zhou et al. 2013].
Based on finite set statistics (FISST), various track-before-detect solutions have
been formulated for tracking in noisy radar images [Vo et al. 2010] and visual track-
ing with training datasets [Hoseinnezhad et al. 2010b; 2012], without training using
background subtraction [Hoseinnezhad et al. 2011; 2013, Wong et al. 2012]. These
techniques can successfully track multiple objects, without explicitly solving the
data association problem. Hence, fast computation is possible due to release from
the burden of exponential explosion caused by data association in the presence of
numerous objects. However, the object labels are not managed by the filters and a
label management strategy is usually employed after each iteration of the filter to
propagate the object labels. Later, a track-before-detect solution for visual track-
ing was devised for LMB filters, showing that for image likelihood functions with a
particular separable form, the GLMB prior is conjugate [Yuthika Punchihewa and
Hoseinnezhad 2014].
In this chapter we present a track-before-detect LMB filter with particular
application for visual tracking. We prove that for a specific family of likelihood
functions for image observations, the LMB prior is conjugate, and show how this
can be exploited for implementation as a multi-object visual tracking technique in
which the labels are automatically managed and propagated within the TBD-LMB
filter. Simulation results demonstrate that the proposed algorithm can successfully
track multiple objects in a public visual tracking dataset.
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3.2 LMB Update with Image Observations
Let us assume that the multi-object likelihood function for a given image observation
y has the following separable form:
g(y|X) = f(y)
∏
(x,`)∈X
gy(x, `). (3.1)
In a visual tracking application, the colour image sequence can be processed via
background subtraction method formulated in [Hoseinnezhad et al. 2011], and the
resulting grayscale image can be used as the image observation for which a separable
likelihood function in the form of (3.1) can be formulated following [Hoseinnezhad
et al. 2012] as follows. Interested readers are directed to [Yuthika Punchihewa and
Hoseinnezhad 2014, Hoseinnezhad et al. 2012]) for more details on this formulation.
3.2.1 Separable Likelihood Function
Following the background subtracted-based separable likelihood function formulated
in [Hoseinnezhad et al. 2011], we assume that an area of T (x) on the greyscale image
is illuminated by a target x with intensity t, distributed according to a probability
density gf = ζfexp(−t/δf ), that is strictly decreasing on the range [0, 1]. Parameter
δf is used to control the sensitivity to pixel intensities with high average values,
whereas ζf is the normalizing constant. The intuition behind using such a function
is that, the probability density of the foreground intensity should be large only for
values that are close to 0. Let |T (x)| denote the number of pixels in the area T (x).
Then average pixel value y¯x of that area can be written as [Hoseinnezhad et al.
2011]:
y¯x =
1
|T (x)|
∑
i∈T (x)
yi. (3.2)
Then the likelihood that the target x illuminate the region T (x) can be denoted
by gf (y¯(x)). Under the assumption that given a set of targetsX the pixel values are
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statistically independent, the likelihood that the target set X illuminate the region
∪x∈XT (x) in the background subtracted greyscale image is given by
∏
x∈X gf (y¯(x)).
We assume that the average background intensity t is distributed according
to a probability density gb which is defined as a strictly increasing function on the
range [0, 1] as gb(t) = ζbexp(t/δb). The selection of such a function is due to the fact
that the probability density of the background intensity should be large only for
values that are close to 1. Again, the parameter δb is used to control the sensitivity
to deviations of the average intensity values of the pixel and ζb is the normalizing
constant.
It is important to note that the parameter δb is chosen to be much smaller than
the parameter δf . This is because of the assumption that the area of the background
is relatively much larger than the area occupied by the set of targets. The rationale
behind the aforementioned assumption is that, when there are multiple targets (up-
to around 10), we found that the area covered by the targets are relatively very
small compared to the entire background image region. This is evident in the image
sequences in CAVIAR benchmark dataset, which we used in our experiments. These
control parameters are manually chosen to be small and in the range [0, 1]. For
CAVIAR benchmark data set, the parameter values are set as δf = 0.1 and δb = 0.02.
Although we changed the above parameter values around the aforementioned values,
there was no significant improvement of the quantitative metrics that were used to
evaluate the performance of our tracker. These quantitative metrics are described
in the results section.
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Foreground likelihood model 
𝑔𝑓(−?̅?𝑓) = 𝜍𝑓𝑒𝑥𝑝 (
?̅?𝑓
𝛿𝑓
⁄ ) 
Background likelihood model 
𝑔𝑏(−?̅?𝑓) = 𝜍𝑏𝑒𝑥𝑝 (
?̅?𝑏
𝛿𝑏
⁄ ) 
 
Given the target state X of image y, let y¯b denote the average of the pixel
intensities of the image constructed by filling up all the target regions of the image
with background pixel value of 1. Then y¯b is given by:
y¯b =
1
m
( m∑
i=1
yi +
∑
x∈X
∑
i∈T (x)
(1− yi)
)
.
Now, when the target state X is given, the likelihood that it generates the
background region is given by gb(y¯b):
gb(y¯b) = ςbexp
(∑m
i=1 yi +
∑
x∈X
∑
i∈T (x)(1− yi)
mδb
)
= ζbexp
(∑m
i=1 yi
mδb
) ∏
x∈X
exp
( |T (x)| −∑i∈T (x) yi
mδb
)
= ζbexp
(∑m
i=1 yi
mδb
) ∏
x∈X
exp
( |T (x)|(1− y¯(x))
mδb
)
.
One drawback of the above approach is that when the noise is present in the
background subtracted image, it will decrease the true value of yb. To overcome
this we use morphological operations to remove the noise from the background
subtracted image. In our tests using the benchmark datasets, morphological close
operation (erosion followed by dilation) with a small square structuring element is
used. Further when some targets are not included in the given set of targets X,
the true value of the intensity of the background pixel yb decreases, since the pixels
which belong to those targets are of lower intensity values (close to 0). The amount
of this reduction is proportional to the size of the targets, (i.e. when the target size
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is small, the reduction is small and vice versa).
Finally, the separable likelihood of the background subtracted image y given
the multi-target state X is by:
g(y|X) = gb(y¯(X))
∏
x∈X
gf (y¯(x))
= ζbexp
(∑m
i=1 yi
mδb
)
︸ ︷︷ ︸
f(y)∏
x∈X
[
exp
|T (x)|(1− y¯(x))
mδb
gf (y¯(x))
]
︸ ︷︷ ︸
gy(x)
3.2.2 LMB Conjugacy Under a Separable Likelihood
Function
The update formula for a generalised labeled multi-Bernoulli (GLMB) density with
the above separable likelihood has been derived in [Yuthika Punchihewa and Ho-
seinnezhad 2014][–see equations (21)-(24)]. Treating the LMB density as a GLMB
with only one term, we can use those results to derive the posterior density for an
LMB prior with the likelihood function in the form of (3.1). Suppose that the LMB
prior is given by Equations (2.59)-(2.61). The posterior density will then be given
by:
pi(X|y) ∝ ∆(X)wy(L(X)) [p(·|y)]X , (3.3)
where
wy(L) = [ηy]
L w(L), (3.4)
p(x, `|y) = p
(`)(x)gy(x, `)
ηy(`)
, (3.5)
ηy(`) = 〈p(`)(·), gy(·, `)〉., (3.6)
Definition: The posterior density introduced by Equations (3.3)-(3.6) represents
an LMB density.
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Proof. Substituting w(L) from (2.61) in (3.4) and replacing the resulting wy(L(X))
term in the update equation (3.3) leads to:
pi(X|y) ∝ ∆(X)[ηy]L(X) w(L(X)) [p(·|y)]X (3.7)
∝ ∆(X)
∏
i∈L
(1− r(i))
∏
`∈L(X)
1L(`)r
(`)ηy(`)
1− r(`) [p(·|y)]
X (3.8)
∝ ∆(X)
∏
i∈L
(1− r(i))
∏
`∈L(X)
1L(`)
r(`)ηy(`)
1−r(`)+r(`)ηy(`)
1−r(`)
1−r(`)+r(`)ηy(`)
(3.9)
[p(·|y)]X (3.10)
∝ ∆(X)
∏
i∈L
(1− r(i))
∏
`∈L(X)
1L(`)
r(`)ηy(`)
1−r(`)+r(`)ηy(`)
1− r(`)ηy(`)
1−r(`)+r(`)ηy(`)
(3.11)
[p(·|y)]X (3.12)
= ∆(X)
∏
i∈L
(
1− r
(i)ηy(i)
1− r(i) + r(i)ηy(i)
)
(3.13)
∏
`∈L(X)
1L(`)
r(`)ηy(`)
1−r(`)+r(`)ηy(`)
1− r(`)ηy(`)
1−r(`)+r(`)ηy(`)
[p(·|y)]X .
We note that in the last step, the proportionality turns into equality as we find
the normalising term to be
∏
i∈L
(
1− r(i) + r(i)ηy(i)
)−1
. The validity of this deriva-
tion stems from the fact that the resulting density has the same form of the LMB
density (2.59) and integrates to 11. Thus, the posterior density is LMB.
Remark
The posterior LMB can be parametrised by piupdated = {r(`)updated, p(`)updated}`∈L where
r
(`)
updated =
r(`) 〈p(`)(·), gy(·, `)〉
1− r(`) + r(`) 〈p(`)(·), gy(·, `)〉 (3.14)
p
(`)
updated(x) =
p(`)(x) gy(x, `)
〈p(`)(·), gy(·, `)〉 . (3.15)
1Note that besides finding the arrangement of probabilities of existence in the product terms
being similar to (2.59), the p(·|y) terms each integrate to 1.
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3.3 Implementation
Assume that at time step k the multi-Bernoulli posterior multi-object density pik =
{r(`), p(`)}`∈L is given. In a sequential Monte Carlo (SMC) implementation, each
density p(`) is represented by a set of weighted particles
{
(w(`,j), x(`,j))
}
, and its
particle approximation is given by:
p(`) u
∑
j
w(`,j)δx(`,j)(x). (3.16)
If the proposal densities q
(`)
+ and b
(`)
+ are given, then the predicted labeled multi-
Bernoulli multi-object density pik+1|k =
{(
r
(`)
+,S, p
(`)
+,S
)}
`∈L
∪
{(
r
(`)
B , p
(`)
B
)}
`∈B
can be
computed as
r
(`)
+,S = r
(`)
∑
j
w(`,j)pS,k(x
(`,j)), (3.17)
p
(`)
+,S =
∑
j
w¯
(`,j)
P,+ δx(`,j)+
(x), (3.18)
r
(`)
B = parameter given by the birth model (3.19)
p
(`)
B =
∑
j
w¯
(`,j)
B δx(`,j)B
(x), (3.20)
where
x
(`,j)
+ ∼ q(`)+ (·|x(`,j)B , y) (3.21)
w
(`,j)
P,+ =
w(`,j)f(x
(`,j)
+ |x(`,j))pS,k(x(`,j))
q(`)(x
(`,j)
+ |x(`,j), y)
, (3.22)
w¯
(`,j)
P,+ = w
(`,j)
P,+ \
∑
j
w
(`,j)
P,+ , (3.23)
x
(`,j)
B ∼ b(`)+ (·|y), (3.24)
w
(`,j)
B =
pB(x
(`,j)
B )
b
(`)
+ (x
(`,j)
B |y)
, (3.25)
w¯
(`,j)
B = w
(`,j)
B \
∑
j
w
(`,j)
B . (3.26)
48
SECTION 3.3: IMPLEMENTATION
Suppose that the predicted labeled multi-Bernoulli multi-object density pi+ ={
(r
(`)
+ , p
(`)
+ )
}
`∈L+
is given with its density components , p
(`)
+ being represented by a
set of weighted particles,
p
(i)
+ u
∑
j
w
(`,j)
+ δx(`,j)+
(x). (3.27)
Then the updated labeled multi-Bernoulli multi-object parameters pi(·|y) = {(r(`), p(`))}
`∈L+
are given by
r(`) =
r
(`)
+ %
(`)
+
1− r(`)+ + r(`)+ %(`)+
, (3.28)
p(`) =
1
%
(`)
+
∑
j
w
(`,j)
+ gy(x
(`,j)
+ )δx(`,j)+
(x), (3.29)
where (3.30)
%
(`)
+ =
∑
j
w
(`,j)
+ gy(x
(`,j)
+ ). (3.31)
3.3.1 Techniques to Handle Computational Requirements
The updated particles are re-sampled so that each labeled Bernoulli component re-
tains a certain number of particles which is proportional to its existence probability
r(`). Further, the number of particles is constrained between a minimum of Lmin
and a maximum of Lmax, following [Ristic et al. 2013, Vo et al. 2010, Hoseinnezhad
et al. 2012; 2013]. During the pruning step, we discard all the labeled Bernoulli
components which have a probability of existence r(`) less than a threshold denoted
by rth. This enables us to keep track of the growing number of labeled Bernoulli
components which has an exponential growth with the number of objects, ensur-
ing that only the Bernoulli components with a high probability of representing an
existing object are retained and all the other components are discarded.
At the merging step, labeled Bernoulli components with an overlapping ratio of
more than a threshold are merged. In our visual tracking experiments, rectangular
object blobs were used to represent objects. We calculate the overlapping ratio as the
ratio of the area of intersection between two components to the area of the smaller
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rectangular object. In our experiments, objects with an overlapping ratio of more
than 60% were merged. During the merging procedure, the existence probability
of the merged labeled Bernoulli component is set at the minimum between 0.999
and the addition of the existence probabilities of the two merged labeled Bernoulli
components. All the particles used to represent the two merged labeled Bernoulli
components are present in the resultant labeled Bernoulli component. The particle
weights are scaled according to the probabilities of existence, and they sum up to 1.
When selecting a threshold for the overlapping ratio, we must consider the
objects which evolve very close to each other. If a low overlapping ratio is used, the
objects which are very close to each other may be tracked as a single object, and
this will reduce the accuracy of our tracker. On the other hand, if we use a very
high overlapping ratio, two labeled Bernoulli components which represent the same
object may not be merged and hence, the particular single object will be tracked as
two different objects, resulting in a degradation of accuracy.
3.3.2 State Extraction
The most widely used state extraction methodology, which is extracting objects
with an existence probability higher than a certain threshold is used in our work.
The threshold is application-specific and a object X¯ is extracted:
X¯ =
{
(x¯, `) : r(`) > ε
}
, (3.32)
where, ε is the threshold and x¯ = argx maxp
(`)(x). Using a high ε will prune the
clutter tracks while delaying the inclusion of new tracks, whereas a low ε will include
new tracks immediately at the expense of including more clutter tracks.
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3.4 Simulation Results
We elaborate the results of our tracker using video sequences available in the CAVIAR
benchmark dataset. In our MATLAB implementation, objects are assumed to be
rectangular blobs with a variable width and height, although they are constrained.
The variability of the width and the height enables us to represent the objects mov-
ing towards and away from the camera:–see Figure 3.1. The object state is a 4-D
vector comprising of the location of the top left corner of the blob (x,y), the width
w and the height h of the blob.
We use a random walk model x(k+1) = x(k)+e(k) where e(k) is the Gaussian
noise with zero mean and a covariance of Σ = diag(σ2x, σ
2
y, σ
2
w, σ
2
H). All the objects
are assumed to follow the system model and mentioned previously and the rationale
for using this model is that it is sufficiently general to be compatible with almost
all human objects. Human objects are free to move in any direction and are mainly
constrained by the amount of distance they can travel in a single time step. Other
common motion models, such as constant velocity models, are designed for objects
like airplanes and cars that are limited in their manoeuvres. However with much
higher computational requirements we can use social behavioural models such as
that suggested in [Pellegrini et al. 2009].
To detect objects which enter the camera field of view and to re-detect objects
which have been missed, we use a birth model. We assume that one object may
appear in each of the four quarters of the image in each time step with a constant
existence probability of 0.02 throughout the simulation. The location of the object is
assumed to be uniformly distributed within the particular quarter. When additional
information is available, such as the positions of the gate entrances and elevator
access points, we can use other complex birth models with different probability
densities, such as that described in [Sa¨rkka¨ et al. 2007], in which the birth process
is modelled as a non-uniform probability distribution.
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In our implementation, we do not use any information on the appearance of the
object (such as the colour), but size constraints on the objects are imposed. Upon
applying background subtraction, we a utilise morphological closing operation (See
[Bovik 2010][p. 136]) with a square structuring element 3 pixels in size to remove
all the small objects that appear due to noise after the thresholding step. The
maximum and minimum number of particles per object are set to Lmax = 1000 and
Lmin = 100, and probability of survival is assumed to be constant at P S = 0.99.
To evaluate the accuracy of our tracker, we use CLEAR MOT metrics, which
were first introduced in [Keni and Rainer 2008], Multiple Object Tracking Accuracy
and Precision (MOTA and MOTP). The MOTP metric is a measure of the error in
consistency of tracked trajectories with the ground truth and MOTA is a measure
of the number of false positives, detections, and identity switches throughout the
tracking period. The MOTP metric is defined by:
MOTP =
∑
i,k d
i
k∑
k ck
, (3.33)
where, ck is the number of matches found for time k and di is the distance between
the object xi and its corresponding hypothesis hi. The MOTA metric is defined by:
MOTA = 1−
∑
k(mk + fpk +mmek)∑
k gk
, (3.34)
where mk, fpk,mmek and gk are the numbers of misses, false positives, mismatches
and number of ground truth objects at time k, respectively. These metrics have been
widely utilised by the visual tracking community [Keni and Rainer 2008, Stiefelhagen
et al. 2007] and to enable fair comparisons, we have computed them in our studies.
The test sequence is from the CAVIAR dataset2. It shows four persons entering
a lobby from the far left corner and walking as a group to an exit near the camera.
The persons are entering from a far corner and hence the size of the objects is
initially very small. Moreover, they exit from the scene from a point near the
2http://homepages.inf.ed.ac.uk/rbf/CAVIARDATA1/
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Table 3.1: Tracking performance comparison for CAVIAR dataset
Method MOTA % MOTP %
GM-PHD-STS 33.93 65.78
GM-PHD-DD 67.91 66.96
TBD-LMB (Ours) 76.63 85.37
camera and the object sizes are much larger. It is important to note that there is
a small occlusion in this scenario. Although our tracker is not natively designed to
handle occlusions, it generally performs better than other random set-based visual
tracking methods, namely the standard GM-PHD filter based Tracking System (GM-
PHD-STS) [Zhou et al. 2013], and the GM-PHD visual tracker with Data driven
importance sampling function (GM-PHD-DD) [Wang et al. 2008]. In a number
of other visual tracking methods, the same dataset has been used for comparison
purposes. These two methods were chosen since they share the same approach as
our proposed method; that is, they all use random set-based multi-object filters as
the underlying mathematical framework. The tracking results are given in Table 3.1.
They demonstrate that our tracker outperforms both trackers in terms of MOTA
and MOTP values.
3.5 Conclusion
A track-before-detect solution is proposed with labeled multi-Bernoulli assumption
for the multi-object distribution. For a family of multi-object likelihood functions
for image observations, which have a particular separable form, the LMB prior is
proven to be conjugate, and the multi-Bernoulli parameters of the posterior are
formulated. The resulting method was implemented using the Sequential Monte
Carlo technique and applied to track a number of people in a public visual tracking
dataset (CAVIAR). The results are promising, showing that our proposed TBD-
LMB filter outperforms the competing random set-based tracking methods in terms
53
CHAPTER 3: LABELED MULTI-BERNOULLI FILTER FOR IMAGE OBSERVATIONS
of the MOTP and MOTA metrics.
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Figure 3.1: Screen shots of CAVIAR dataset tracking at t = 100, 150, 200, 250 and
300
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CHAPTER 4
Information Fusion for Labeled
Multi-Bernoulli
Track-Before-Detect
This chapter describes the construction of a likelihood function using colour his-
tograms and edge-detected images for use in an TBD LMB filter. Human targets
are modelled using two ellipses and used in the calculation of geometric shape likeli-
hood. Every person in an industrial environment in Australia is expected to wear a
luminous yellow vest. As such, the appearance of a person is modelled using colour
histograms in HSV colour space to calculate the colour likelihood. The posterior
distributions produced by these likelihoods are fused in two approaches. In one
approach, assuming that these likelihoods are mutually independent, at each time
step, the predicted multi-object distribution is sequentially updated, first using the
colour likelihood and then the geometric shape likelihood. In the other approach,
the parameters of the fused multi-object posterior are calculated as the parameters
of the distribution which minimises the weighted Kullback-Leibler average between
the multi-object distribution due to the colour and geometric shape likelihoods.
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TRACK-BEFORE-DETECT
4.1 Introduction
In Chapter 3, we proved that LMB multi-target distribution is a conjugate prior for a
separable likelihood function. Conjugacy means that with the particular likelihood
function, if the prior multi-target distribution is LMB, then the updated multi-
target distribution is also LMB. In light of this finding, we formulate and compare
two LMB filtering algorithms in the form of TBD solutions, that utilise both the
colour and the edge information embedded in an image sequence. In the application
which is the focus of the present study, we have the prior knowledge that (i) the
targets are humans and normally in upright walking position, and (ii) they wear
a mandatory safety vest. The human-shaped contour of the targets constrains the
edges and the vest colour constrains the colour contents of the target areas in the
image.
The multi-target visual tracking algorithms presented in this chapter, effectively
use both the colour and the geometric information embedded in the image sequence.
A novel model to exploit the geometric shape-related information using a double-
ellipse structure is proposed. The single-target state comprises the location and size
parameters of the two ellipses and the target velocity. We formulate a novel sepa-
rable geometric shape likelihood function to be used in the Bayesian update step.
With the aid of the above geometric shape likelihood and a well-established separa-
ble colour likelihood, the prior multi-target LMB density is recursively propagated
and updated in a Bayesian filtering framework.
We fuse the colour-related and shape-related information using two different
methods. In the first method, a two-step update is proposed, in which the pre-
dicted multi-target distribution is sequentially updated using the colour likelihood
followed by the newly formulated shape likelihood. This common approach is based
on assuming conditional independence of the shape and colour measurements. Due
to post-processing operations on the multi-Bernoulli distribution, such as pruning
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and merging, this assumption is not entirely accurate. Hence, in an alternative
information-theoretic approach for the update step of the multi-target filter, we
propose to separately update the multi-target density twice; once using the geo-
metric shape and once with the colour measurements. The two posteriors are then
fused in such a way that the resulting posterior density has the shortest combined
distance (measured using weighted Kullback-Leibler average (KLA)) from the initial
densities, and thus, incorporates the information contents of the updated posteriors
based on their consensus.
The key contributions this chapter are:
• Formulation of a separable likelihood function that exploits shape information
based on a double-ellipse model for single target appearance, which can be
used within a TBD filtering solution.
• Development of an information-theoretic method (based on minimising the
weighted KLA) for fusion of colour and shape measurements in a multi-
Bernoulli visual tracking framework, and comparison of it with the common
fusion method based on subsequent updates.
• A comprehensive overall labeled multi-Bernoulli visual tracking solution that
is particularly tailored for people-tracking in industrial environments.
Experimental results involving visual tracking of industry workers show that
our proposed methods outperform the state-of-the-art in terms of false negatives
and tracking performance in the presence of occlusions. At the same time our
methods perform similarly to the compared techniques in terms of false positives.
It is important to note that in safety-critical applications, the rate of false negatives
is significantly more important than that of false positives, as overlooking a human
target can lead to catastrophic outcomes.
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The outline of this chapter is as follows. Section 4.2 describes how an LMB
filter can be devised for accurate visual tracking of workers, detailing the derivation
of the separable likelihood functions that capture the colour and shape information
contents of image data, separately. Then the two-step sequential update for fusing
colour and shape information is presented, followed by the minimum KLA distance-
based fusion of colour and shape information. In section 4.3, sequential Monte Carlo
(SMC) implementation of the proposed visual tracking algorithms is presented. In
Section 4.4, the performance of the proposed algorithms is compared with the state-
of-the-art in challenging scenarios involving the detection and tracking of multiple
moving, mixing and overlapping industry workers in a video dataset created by the
authors. Section 4.5 is dedicated to concluding remarks.
4.2 TBD-LMB Filter for Human Tracking
This section outlines the target appearance model used to exploit the geometric
shape information embedded in the image measurements. We then derive the geo-
metric shape and colour likelihood functions based on the new appearance model,
to be utilised in the LMB update step of our multi-target tracking solutions.
4.2.1 Appearance Model
In this study, we are interested in tracking human targets who are wearing a “high
visible” safety vest in an industrial environment. In such environments, it is rea-
sonable to assume that the workers almost always move in an upright position. In
order to capture the geometry of a human’s upright body, we model a single human
target as a combination of two adjacent ellipses that share the same vertical axis, as
shown in Fig. 4.1. The target state space X is eight-dimensional, and each unlabeled
single-target state is denoted by x = [x y x˙ y˙ a b c d]>.
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(x, y)
b
a
c
d
Figure 4.1: Model used for single human targets in visual tracking for industrial
mobile platform safety.
Generally, in other target tracking approaches such as [Rathnayake et al. 2015,
Breitenstein et al. 2011], the target state is modelled as a rectangular blob in 2-D
cases and in 3-D generally as a cube. Our formulation of the double-ellipse structure
for single target state permits the formulation of separable likelihood functions for
our image measurements, as described in the next section. It is important to note
that as long as the likelihood function is of the separable form (3.1), there is no
need to formulate the term f(y), as it does not appear in the update equations. We
only need to formulate the single-target-dependent term gy(·).
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4.2.2 Measurement Likelihood - Shape
The intuition behind our formulation of the shape likelihood is that, if the tar-
get state is accurately hypothesised during the prediction step, there should be
a substantial number of edges in the corresponding edge-detected image measure-
ment around the boundary of the hypothesised target state. These edges can be
approximated using described double-ellipse structure described above. Our geo-
metric shape likelihood is based on this intuition and it is described in the following
section.
The well-known Canny edge detector is used on each image measurement y.
After the prediction step at each time instance, a set of predicted targets is pro-
duced. Each target state is eight-dimensional, as stated previously, and for each
hypothesised predicted target, we compute the shortest distance from every edge
pixel to the particular hypothesised double-ellipse structure. Based on our intu-
ition, for a valid hypothesis (the hypothesised target is close to the actual target),
we expect some of the edge pixels (inlier pixels) to be very close to the boundary
of the double-ellipse structure. These pixels can be separated from the rest (outlier
pixels) using the Modified Selective Statistical Estimator (MSSE) [Bab-Hadiashar
and Suter 1999] algorithm as described below.
Consider the i-th hypothesised target with unlabeled state xi. Let us denote the
shortest distance from the j-th edge pixel in the image to the double-ellipse boundary
that represents xi, by dij. Assuming that xi is a valid hypothesis corresponding to
the correct state of an existing target, we expect that for some edge pixels (the
inliers), the distances dij are small and for the rest of the edge pixels (the outliers)
they are large. MSSE is an effective algorithm that addresses the questions of “how
small” and “how large” the distances need to be for a pixel to be labeled an inlier
or outlier.
In MSSE, all the distances for the same hypothesis are first sorted in ascending
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order. Let us denote the sorted distance from edge pixel j to the boundary of
hypothesis i by d
(j)
i . Naturally, the smaller distances are expected to correspond to
inliers and the larger ones to outliers. Assuming that the first κ sorted distances
correspond to inliers, the standard deviation of those pixels from the target boundary
is given by:
σ2κ =
∑κ
j=1 d
(j)
i
κ
. (4.1)
The next distance, which is the smallest outlier distance, is expected to be larger
than Tσκ where T is a user-defined parameter in the order of a single figure (we
chose T = 1.90 in our experiments). Therefore, in the algorithm, the above standard
deviations are iteratively computed for increasing values of κ, and in each iteration
it checks whether
d
(κ+1)
i > Tσκ
is correct. If so, the algorithm stops and outputs the standard deviation of inlier
distances denoted by σ2y(xi).
Figure 4.2: Sorted distances from all points to ellipse
s When all the standard deviations of inlier distances for all hypotheses are
small, the likelihood of image measurement y for the given multi-target state X =
{(xi, `i)}ni=1 is large. We can use exponential functions to denote this mathematically
as follows:
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gsh(y|{(xi, `i)}ni=1) ∝
n∏
i=1
exp
[−β σ2y(xi)] , (4.2)
where, β is a user-defined application-dependent constant. It is important to note
that the proportionality factor is independent of the target states, and the shape
likelihood function formulated above therefore follows the separable form of interest
presented in Equation (3.1) with gysh(xi, `) = exp
[−β σ2y(xi)].
4.2.3 Measurement Likelihood - Colour
Kernel density estimation over a set of histograms is one of the well known techniques
to formulate colour likelihoods. Following [Pe´rez et al. 2002, Hoseinnezhad et al.
2012, Elgammal et al. 2003, Banerjee and Burlina 2010], we use kernel density
estimation over a set of nT training HSV histograms denoted by {h∗j}nTj=1. In our
experiments, nT = 500 training histograms proved to be sufficiently comprehensive.
It was shown in [Hoseinnezhad et al. 2012] that this approach leads to the desired
separable likelihood of the form (3.1). Indeed, the multi-target likelihood function
for colour contents of the image measurement, for a hypothesised multi-target state
X = {(xi, `i)}ni=1 is given by:
gcol(y|{(xi, `i)}ni=1) ∝
n∏
i=1

nT × bnb
nT∑
j=1
k˚
(d(hi, h∗j)
b
)
, (4.3)
where  is the normalisation factor, hi is the HSV histogram of colour contents of
the image within the area of the hypothesised target xi, k˚ is the kernel function, b
is the kernel bandwidth, nb is the number of bins in each histogram and d(hi, h
∗
j) is
the Bhattacharyya distance between the histograms [Pe´rez et al. 2002, Nummiaro
et al. 2002, Okuma et al. 2004].
Again, we note that the proportionality factor is independent of the target
states and thus, the above formulated colour likelihood function follows the separable
form of interest presented in Equation (3.1) of previous chapter, with gycol(xi, `) =

nT×bnb
∑nT
j=1 k˚
(
d(hi,h
∗
j )
b
)
. Gaussian kernels are used in our experiments. Since most of
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the prominent colour features of an image measurement are present in the luminous
high visible vest, we only use the colour histograms of the contents of the upper half
of the lower ellipse associated with each target state.
4.2.4 Sequential Update
Instead of using a combined colour-shape likelihood function in a single update
step, we compute the LMB update in two steps. In this way, we not only exploit
both the colour and shape information but also reduce the computation required,
as explained in the following. We note that according to Vo et al. [Vo et al. 2010], if
the measurement contents are conditionally independent, such a two-step update is
theoretically equivalent to a single update step with combined likelihood function.
The two-step LMB update is as follows: we compute the colour likelihood for
each target using Equation (4.3) and the weights of particles of each hypothesised
target are updated accordingly.1 Then, in a particle pruning step, we discard the
particles with weights less than a small threshold that is adaptively determined as
one and half times the smallest particle weight. The remaining particles are then
normalised and used in the second update step using edge likelihood given in (4.2).
Note that computing the edge likelihood is computationally expensive. This
is because for each target hypothesis (particle), the distances from all the numer-
ous edge pixels to the hypothesised double-ellipse outline of the target need to be
computed then sorted, and then processed with the MSSE algorithm, and these
present a much higher level of computation compared to direct calculation of colour
histograms and Bhattacharyya distances in the colour likelihood formula. The in-
clusion of the pruning operation between the two update steps heavily reduces the
number of particles for which the edge likelihood needs to be computed, and hence
substantially reduces the computation required. Indeed, our experiments showed
1The process of generation, prediction and update of particles is detailed as part of SMC
implementation explained in Section 4.3.
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that direct calculation of the combined likelihood is intractable in real-time appli-
cations.
4.2.5 Weighted KLA Based LMB Fusion
Both the double-ellipse appearance model and the formulation of the two likeli-
hood functions are approximated. Hence, conditional independence of colour and
edge measurements may be inaccurate. Furthermore, in the sequential update ap-
proach, the particle pruning step contributes to the estimation error. An alternative
information-theoretic approach is to separately update the predicted LMB density,
once using the shape and once using the colour measurements, then combine the
two posteriors into a fused distribution that has minimum divergence from them
and therefore encapsulates the best of information content, in terms of the shape
and colour relevance of the hypothesised targets.
Let us denote the two LMB posteriors by
pish = {(r(`)sh , p(`)sh (·))}`∈L
and
picol = {(r(`)col, p(`)col(·))}`∈L
respectively. The fused LMB density, denoted by
pi = {(r(`), p(`)(·))}`∈L
should have the smallest divergence from the above two posteriors, which is defined
as the following weighted average of its Kullback-Leibler divergence from the two
posteriors:
DKLA(pi||pish,picol) , ω DKL(pi||pish)
+ (1− ω) DKL(pi||picol)
(4.4)
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Figure 4.3: Overall diagram of proposed algorithm
where, ω ∈ [0, 1] is the weight of emphasis on shape versus colour information, and
the Kullback-Leibler divergence between two labeled RFS densities is given by:
DKL(pi||pi′) ,
∫
pi(X) log pi(X)
pi′(X)δX. (4.5)
Based on the derivations presented in [Fantacci et al. 2015][eq. 51, 52], it is
straightforward to show that the LMB density which minimises the KLA distance
given by Equation (4.4) is parametrised as follows:
r(`) =
∫
[p
(`)
sh (x)]
ω [p
(`)
col(x)]
1−ωdx
[
1−r(`)
sh
r
(`)
sh
]ω[
1−r(`)
col
r
(`)
col
]1−ω +
∫
[p
(`)
sh (x)]
ω[p
(`)
col(x)]
1−ωdx
p(`)(x) =
[p
(`)
sh (x)]
ω [p
(`)
col(x)]
1−ω∫
[p
(`)
sh (x)]
ω [p
(`)
col(x)]
1−ωdx
.
(4.6)
The overall structure of the proposed algorithm is depicted in Figure 4.3 and
the two information fusion methods are depicted in Figure 4.4.
4.3 Sequential Monte Carlo (SMC) Implementation
4.3.1 SMC Prediction
Assume that at time step k, the multi-target prior is parametrised as pik−1 =
{r(`), p(`)}`∈L0:k−1 , and the density of `-th hypothesised target, p(`), is approximated
by weighted particles, i.e. p(`)(x) u
∑
j w
(`,j)δx(`,j)(x). In the SMC prediction step,
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Figure 4.4: Sequential and LA based information fusion methods in Bayesian update
step
each particle evolves according the state transition model. In the present work, we
use a nearly constant velocity model for the movement of the human targets from
one time step to another.
With the particle approximation referred to previously, the predicted LMB is
given by [Reuter et al. 2014]:
pi+ = {r(`)+,S, p(`)+,S}`∈L0:k−1 ∪ {r(`)B , p(`)B }`∈Lk (4.7)
where
r
(`)
+,S = r
(`)
∑
j
w(`,j)pS,k(x
(`,j)), (4.8)
p
(`)
+,S =
∑
j
w¯
(`,j)
P,+ δx(`,j)+
(x), (4.9)
r
(`)
B = parameter given by the birth model, (4.10)
p
(`)
B =
∑
j
w¯
(`,j)
B δx(`,j)B
(x), (4.11)
and the evolved particles and their weights are given by [Reuter et al. 2014]:
x
(`,j)
+ ∼ q(`)+ (·|x(`,j)B , y) (4.12)
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w
(`,j)
P,+ =
w(`,j)f(x
(`,j)
+ |x(`,j))pS,k(x(`,j))
q(`)(x
(`,j)
+ |x(`,j), y)
, (4.13)
w¯
(`,j)
P,+ = w
(`,j)
P,+ \
∑
j
w
(`,j)
P,+ , (4.14)
x
(`,j)
B ∼ b(`)+ (·|y), (4.15)
w
(`,j)
B =
pB(x
(`,j)
B )
b
(`)
+ (x
(`,j)
B |y)
, (4.16)
w¯
(`,j)
B = w
(`,j)
B \
∑
j
w
(`,j)
B (4.17)
and q
(`)
+ (·) and b(`)+ (·) denote the given proposal and birth densities.
4.3.2 SMC Update
Suppose that a predicted labeled multi-Bernoulli multi-object density pi+ =
{
(r
(`)
+ , p
(`)
+ )
}
`∈L+
is given with its density components p
(`)
+ being represented by a set of weighted par-
ticles,:
p
(i)
+ u
∑
j
w
(`,j)
+ δx(`,j)+
(x), (4.18)
remembering that
L+ = L0:k = L0:k−1 ∪ Lk.
With the separable likelihood of the form (3.1), the updated labeled multi-
Bernoulli multi-object parameters pi(·|y) = {(r(`), p(`))}
`∈L+ are given in the previ-
ous chapter. With particle approximation, those become the following equations:
r(`) =
r
(`)
+ %
(`)
+
1− r(`)+ + r(`)+ %(`)+
, (4.19)
p(`) =
1
%
(`)
+
∑
j
w
(`,j)
+ gy(x
(`,j)
+ )δx(`,j)+
(x), (4.20)
where
%
(`)
+ =
∑
j
w
(`,j)
+ gy(x
(`,j)
+ ). (4.21)
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A simple interpretation of Equations (4.20) and (4.21) is that the updated densities
retain their particles but the weights are updated each in proportion to the gy(·)
value at the particle state, then they are renormalised to sum to 1.
In the sequential update approach, the particle weights are first updated using
the colour information, i.e. they are rescaled in proportion to gycol(·) values. This
causes the weights of numerous particles that correspond to wrong target hypotheses
to reduce. Such particles are then removed in a pruning step, and the weights of
the remaining particles are updated by rescaling in proportion to the gysh(·) values.
In the weighted KLA-based approach, the probabilities of existence and particle
weights are once updated using gycol(·), and once using gysh(·). In this way, each
probability of existence r
(`)
+ becomes into two updated values denoted by r
(`)
col and
r
(`)
sh , and each particle weight w
(`,j)
+ becomes into two updated weights denoted by
w
(`,j)
col and w
(`,j)
sh . Based on the fundamental property of the delta function, with
particles, the integrals in KLA-based fusion equations (4.6) become into sums, and
the fused probability of existence and particle weights are given by:
r(`) =
∑
j [w
(`,j)
sh ]
ω [w
(`,j)
col ]
1−ω
[
1−r(`)
sh
r
(`)
sh
]ω[
1−r(`)
col
r
(`)
col
]1−ω +
∑
j [w
(`,j)
sh ]
ω[w
(`,j)
col ]
1−ω
w(`,j) =
[w
(`,j)
sh ]
ω [w
(`,j)
col ]
1−ω∑
j′ [w
(`,j′)
sh ]
ω [w
(`,j′)
col ]
1−ω .
(4.22)
4.3.3 Computational Tractability
For the sake of computational tractability, we use a number of intuitive post-
processing operations, such as truncating the labeled Bernoulli components with
low probabilities of existence, resampling, pruning and merging. The layout of
such operations does not depend on the update method, whether it is sequential or
KLA-based.
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Resampling
The particles of each Bernoulli component in the LMB posterior target distribution
are resampled after the update step. The number of particles for each labeled
Bernoulli component after resampling is proportional to its existence probability.
Pruning
In the pruning step, each labeled Bernoulli component with a probability of exis-
tence less than a very small user-defined threshold, rth is discarded. These labeled
Bernoulli components have almost zero probability of representing a true target
state.2 Note that this is pruning of entire Bernoulli components, and differs from
the pruning of low-weight particles in each Bernoulli component that is suggested
as part of the sequential update approach. Without this pruning operation, due
to the birth process, the number of labeled Bernoulli components would constantly
increase in each filtering iteration.
Merging
If two labeled Bernoulli components are found to overlap by more than a user-defined
threshold, we merge the corresponding Bernoulli components. This is because, if
they are very close to each other, there is a high probability that both the compo-
nents represent the same target. In our experiments, we calculate the overlapping
ratio as the ratio of the area of intersection between the two double-ellipse shapes to
the area of the smaller double-ellipse shape. If the calculated overlap ratio is greater
than a user-defined threshold, we merge those two Bernoulli components. The ex-
istence probability of the resultant Bernoulli component is the sum of the existence
probabilities of the two merged components, capped at 0.999. All the particles of
the two merged labeled Bernoulli components are present in the resultant labeled
2In our experiments, rth = 0.001.
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Bernoulli component. The particle weights are scaled according to the respective
probabilities of existence, then normalised. If the resultant labeled Bernoulli com-
ponent has more particles than Lmax, we select the first Lmax number of particles
with the highest weights. The label of the resultant labeled Bernoulli component is
selected as the label of the labeled Bernoulli component with the lower time stamp
(the component which was generated first of the two).
When selecting a merging threshold, one should note that a high value will
result in false positives. For example, one target may be represented by multiple
labeled components and since the threshold is large, these components will not
merge. Similarly, a low value will result in false negatives. For example, when two
targets are moving very close to each other, a low merging threshold will merge
the labeled Bernoulli component representing one target with the labeled Bernoulli
component of the near by target. The application which is the focus of this chapter is
safety-critical, and false negatives may lead to catastrophic consequences and must
be avoided. Hence, the merging threshold cannot be small. In our experiments we
examined a number of choices and found a threshold of 60% to be a suitable value,
returning almost no false negatives with a reasonably low rate of false positives.
4.3.4 Inference
The labeled multi-Bernoulli filter introduced in this chapter is a stochastic filter in
which instead of the actual set of targets, its distribution is sequentially computed.
The process of obtaining estimates for the number of targets and their states from
the multi-object distribution, which is sequentially predicted and updated in the
filtering process is called inference. We follow the common inference method used
in [Vo et al. 2010, Hoseinnezhad et al. 2010b; 2012; 2013, Rathnayake et al. 2015].
We select the labeled Bernoulli components the probabilities of existence of which
are larger than a user-defined threshold. Each selected component represents a
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hypothesised target. The state estimate is given by the mean of its density, which
can be directly computed as the weighted sum of the updated particles. Indeed, the
labeled set estimate is given by:
Xˆ =
{
(x¯`, `) : r
(`) > ε
}
, (4.23)
where, ε is the threshold and x¯` =
∑
j w
(`,j)x
(`,j)
+ in which w
(`,j) is the updated
weight of the j-th particle of the `-th component after the resampling, merging and
pruning steps.
When selecting the threshold, ε, it should be noted that a high value will prune
the false tracks while delaying the inclusion of new tracks, whereas a low value
will include new tracks immediately, but may also include some false tracks. As
stated previously, in safety-critical applications, false positives are more tolerable
than false negatives. Therefore, we chose a relatively low threshold of ε = 0.60 in
our experiments.
4.4 Experimental Results
We implemented our tracking algorithm in MATLAB using the target state models
described in Section 4.2.1. The targets have variable major and minor axis lengths
to represent their movements towards and away from the camera. Further, upper
and lower bounds are defined for the axes lengths. The upper bound ensures that
multiple targets are not represented by a single double-ellipse structure, and the
lower bound is to ensure that the double-ellipse structure is sufficiently large to
represent a single target.
The targets are set to have a constant survival probability of pS,k(·) = 0.99.
We use a nearly constant velocity model for the evolution of the target state. The
rationale for this selection is that in an indoor industrial environment, workers
can only walk along designated paths and their direction of movement and speed
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are therefore likely to remain constant throughout the motion. Furthermore, the
randomness in the nearly constant model permits the hypothesised targets to change
their velocities. This allows us to track targets when there are changes in the
velocities of the mobile platform and/or workers.
The single target motion model used in this chapter can be mathematically
denoted as follows. Following the nearly constant velocity model, the density of
the object state at time k + 1 is the multi-variate Gaussian fk+1|k(xx+1|xk) =
N (xk+1;F xk, Q) where:
F = diag(A,A, I4) Q = diag(B,B, σ
2
a, σ
2
b , σ
2
c , σ
2
d)
A =
1 T
0 1
 B = σ2motion
T 3/3 T 2/2
T 2/2 T

with T = 1 (1 frame) and I4 is a 4x4 identity matrix.
In RFS approaches, the birth process in a tracking algorithm should be designed
in such a way that it captures the newly entering targets as well as those missed.
Therefore, our birth process comprises five labeled Bernoulli components, which
cover the entire image. Four labeled Bernoulli components are initiated in four
sides of the image to detect the newly-born targets, since most of the newly-born
targets appear in the four sides of an image. Another labeled Bernoulli component
is initiated in the middle of the image in order to detect the missed targets. This
component enables the detection of targets after occlusion or after reappearing from
behind non-target objects such as walls.
All the birth labeled Bernoulli components have a constant probability of ex-
istence of 0.02, and are uniformly distributed within an image. Using additional
information, if available, such as the positions of the gate entrances and elevator ac-
cess points, we can incorporate other complex birth models with different probability
densities, at the expense of higher computational load. To strike the appropriate
balance between accuracy of particle approximation and computation, the number
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of particles per target is constrained between Lmin = 100 and Lmax = 500.
In KLA-based LMB fusion, the weight ω is set to 0.3. That is, we rely more on
the colour than the shape features. This enables us to track the targets in partial
occlusion. See the results presented in Tables 4.1, 4.2 and 4.3.
At the RMIT University manufacturing workshops, we created a dataset of
three video sequences with 346, 835 and 451 frames, respectively. This environment
was chosen because it closely resembles an indoor industrial environment; it is rich
in visual features such as edges and corners and includes large areas of yellow colour
close to the colour of the safety vests worn by industry workers. Each sequence was
recorded with a camera attached to a mobile platform which was moved at varying
speeds. There are four human targets in each of the sequences and three of them are
wearing safety vests. One person wearing a vest moves randomly across the camera
field of view. The other two wearing safety vests move very close to each other as a
group. In two of the sequences, these two persons split up after some time and in the
other, they stay together until the end. The person who is not wearing a safety vest
also moves randomly. These scenarios are designed to depict real-world scenarios
and to test the ability of the proposed trackers to track targets with varying speeds,
varying camera ego motion, partial and full occlusions, size variations and different
motions within the same sequence.
The main reason for evaluating the performance of the proposed method on our
own dataset is that there are no publicly available datasets which include human
targets wearing high visible vests.
We use various standard tracking and detection metrics to quantify the perfor-
mance of our proposed methods. We use the set of metrics proposed by Li et al. [Li
et al. 2009], which has been widely used in the visual tracking literature [Yang and
Nevatia 2012b, Yoon et al. 2015, Kuo and Nevatia 2011, Yang and Nevatia 2012a,
Poiesi et al. 2013]. The metrics include:
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– recall (REC - ↑): correctly tracked objects over total ground truth;
– precision (PRE - ↑): correctly tracked objects over total tracking results;
– false alarms per frame (FAF - ↓)
– percentage of objects tracked for more than 80% of their life-time (MT - ↑);
– percentage of objects tracked for less than 20% of their life-time (ML - ↓);
– percentage of partially tracked objects (PT ↓ = 1 - MT - ML);
– identity switches (IDS - ↓); and
– number of fragmentations (Frag - ↓) of ground truth trajectories.
Here, the arrow symbol ↑ shows that higher scores indicate better results, and ↓
represents the reverse.
To evaluate the detection performance of our trackers, we use two widely-used
measures, false negative rate (FNR) and false alarm (positive) rate (FAR). These
measures have been widely used in the visual tracking literature [Hoseinnezhad
et al. 2012; 2013]. They are defined as follows: the total number of targets that are
missed, and the total number of non-existing but detected targets, divided by the
total number of true targets, over all frames. Furthermore, to quantify the tracking
performance of our method, following Hoseinnezhad et al. [Hoseinnezhad et al. 2012;
2013], we use another two measures, label switching rate (LSR) and lost tracks ratio
(LTR). The label switching rate is defined as the number of label switching events
which occur during the tracking period normalised by the number of total ground
truth tracks. Label switching between two targets can take place when they are
moving close to each other and/or after they are separated. If the tracker can-not
distinguish between close targets, they may be tracked as a single target and hence
will have single label. The lost tracks ratio is defined as the number of tracks which
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are not detected (misdetected) for more than 50% of their lifetimes, normalised over
the total number of ground truth tracks.
In terms of the above error measures, we compare our results with the re-
sults of the method based on Dynamic Programming and Non-Maxima Suppression
(the DPNMS method). This is a well-cited state-of-the-art visual tracking tech-
nique [Pirsiavash et al. 2011]. The DPNMS method treats multi-target tracking as
an optimisation problem which is solved using greedy algorithms in which dynamic
programming and non-maxima suppression are used to omit tracklets representing
the same target. Henceforward, the sequential two-step update method is called
TSU, and the KLA-based LMB fusion method is dubbed KLAF.
To examine the performance of the DPNMS method on our datasets, we used
the MATLAB code published by the authors of [Pirsiavash et al. 2011]. It is impor-
tant to note that the target states calculated by DPNMS are rectangular bounding
boxes and when calculating the accuracy measures we therefore had to convert our
tracking results for compatibility. That is, we calculated the parameters of the
bounding boxes which enclosed the tracked double-ellipse structures. Further, to
enable a fair comparison, we manually removed the tracks generated by DPNMS
that represented the human target not wearing a safety vest.
The results for recall and precision metrics are listed in Table 4.1. It can be
seen that in terms of the metrics proposed in [Yang and Nevatia 2012b], both of our
proposed methods perform better than the state-of-the-art method. In particular,
our Kullback-Leibler method outperforms the other two methods in most of the
metric values. It consistently records higher values for recall and precision metrics,
which means that the proposed KLAF method tracks the targets with high accu-
racy. Further, neither of our approaches record any identity switches for any of the
sequences. Most importantly, in a safety-critical application such as the application
that is the focus on this chapter, the KLAF method did not register any mostly
lost targets in any of the sequences. This fact makes the proposed KLAF method
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suitable for this application.
Table 4.1: Comparative results for our dataset with metrics proposed in [Yang and
Nevatia 2012b]
Method Recall% Precision% MT% PT% ML% Frag IDS
KLAF 94.84% 98.49% 100.00% 0.00% 0.00% 1 0
TSU 95.77% 99.45% 100.00% 0.00% 0.00% 1 0
DPNMS 88.76% 99.85% 100.00% 0.00% 0.00% 4 1
KLAF 92.98% 98.68% 100.00% 0.00% 0.00% 2 0
TSU 84.61% 93.39% 67.00% 67.00% 0.00% 2 0
DPNMS 77.38% 83.87% 33.00% 67.00% 0.00% 4 0
KLAF 91.30% 96.78% 100.00% 0.00% 0.00% 3 0
TSU 89.23% 93.22% 100.00% 0.00% 0.00% 2 0
DPNMS 48.48% 87.10% 0.00% 67.00% 33.00% 3 0
The detection results and their comparisons are given in Table 4.2. The table
shows that the KLAF method outperforms the other methods in terms of detection
results. It should also be noted that our simple approach to sequentially update
the predicted multi-target distribution also yields comparative results with respect
to state-of-the-art approaches. In a safety critical algorithm, the FNR is of great
interest and it can be seen that our method has the lowest FNR of the three, which
means that it performs better in detecting targets. With the exception of one
particular instance, the KLAF method also outperformed the state-of-the-art and
the TSU in terms of the false alarm rate.
The tracking results of our methods and DPNMS methods, in terms of another
Table 4.2: Detection performance for our dataset
Method Sequence 01 Sequence 02 Sequence 03
FAR% FNR% FAR% FNR% FAR% FNR%
DPNMS 0.46 2.45 8.48 9.58 10.86 22.47
TSU 1.25 2.10 9.43 14.39 10.80 12.30
KLAF 0.63 1.54 1.54 4.63 7.13 8.97
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Table 4.3: Tracking performance for our dataset
Method Sequence 01 Sequence 02 Sequence 03
LSR% LTR% LSR% LTR% LSR% LTR%
DPNMS 0.86 0.00 0.88 33.33 0.88 0.00
TSU 0.57 0.00 0.44 0.00 1.56 0.00
KLAF 0.46 0.00 0.44 0.00 0.81 0.00
set of performance metrics, are given in Table 4.3. In the case of LSR, the proposed
KLAF tracker mostly outperformed the other methods (i.e. it distinguished better
between targets, even in scenarios where targets were moving very close to each
other). Our simple approach, the TSU method, is shown to have better performance
than the DPNMS method. Further, in one scenario (sequence 02), the DPNMS
tracker was not able to track a target for more than 50% of its lifetime, while our
methods did not miss any target for more than 50% of its lifetime. Videos of all
three cases with tracking results are provided as supplemental materials
It can be seen in Fig. 4.5, that our trackers perform accurately in cases where
the targets are moving close to each other. This demonstrates the efficiency of
the merging step of our trackers. Furthermore, all the three sequences depicted in
Fig. 4.5 include a target with a different motion to the other targets, which was
successfully captured by our tracking algorithms.
Figure 4.6 shows some instances where our methods failed. The left and right
snapshots show two instances where our method missed a target. This is due to
the fact that no birth particle was generated in those regions of the images, and the
initialisation of these target tracks was therefore delayed. The centre snapshot shows
an instance where our sequential update-based method reported a false alarm. This
is due to the fact that the particles generated in that region of the image overlapped
with a yellow pole in the background, resulting in higher colour likelihood and edge
likelihood (due to the shape of the pole) values for those particles. Therefore, their
probability of existence was higher and the corresponding hypothesised target track
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Tracking - Frame 36 out of 346 Tracking - Frame 65 out of 346 Tracking - Frame 222 out of 346
Tracking - Frame 70 out of 835 Tracking - Frame 130 out of 835 Tracking - Frame 680 out of 835
Tracking - Frame 70 out of 451 Tracking - Frame 150 out of 451 Tracking - Frame 300 out of 451
KLAF TSU DPNMS
Figure 4.5: Screen shots of tracking results. Each row is from one sequence. Note:
We have omitted the labels of the tracked targets for clarity.
was detected as a valid target in the estimation phase of the filter.
4.5 Conclusion
In this chapter we have presented a TBD-LMB algorithm with two approaches to
fuse information from different measurements, to track industrial workers who are
wearing safety vests. The single target appearance model is designed to capture
the geometric shape information of the targets (in the form of a geometric-shape
likelihood) along with a kernel density estimation-based colour likelihood. In one
approach, the predicted multi-target distribution is sequentially updated using the
specified colour likelihood and then by a novel shape likelihood. In the other method,
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Case - 2, Tracking - Frame 10 out of 835 Case - 2, Tracking - Frame 806 out of 835 Case - 3, Tracking - Frame 132 out of 451
KLAF TSU DPNMS
Figure 4.6: Instances where our methods failed
the posterior LMB densities are calculated separately using these likelihoods, then
fused together using a KLA-based fusion method. A comparison of the results,
evaluated on three different video sequences, show that our trackers mostly outper-
form state-of-the-art trackers in terms of false alarm rate, false negative rate, label
switching errors, and losing track.
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CHAPTER 5
Occlusion Handling for
Generalized Labeled
Multi-Bernoulli Filters
The GLMB filter introduced in [Vo and Vo 2013, Vo et al. 2014], is based on the
GLMB RFSs described in Section 2.2.7 and propagates the exact multi-object dis-
tribution in time. It is a computationally-tractable solution of the single-sensor,
multi-object Bayes filter, given that the sensor and the objects are described by
multi-object tracking models. It can be implemented using particle methods or
fast Gaussian-sum methods. The GLMB filter has been used in point object track-
ing [Beard et al. 2015a]. The simulation results show that the -GLMB filter is very
successful in tracking multiple objects with low OSPA [Vo and Vo 2013, Vo et al.
2014] metric values and negligible variance of cardinality (the number of objects).
Although the GLMB filter has high computational requirements since the number of
components grows super-exponentially with time, mathematical manipulations have
been introduced, such as k-shortest path algorithm and rank assignment algorithm,
to reduce the computational requirements.
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In this chapter we propose to use a GLMB filter to track multiple human tar-
gets. In this thesis, while the targets are intended to be human workers in an
industrial environment, the applications of the proposed method are not limited to
that scenario. The proposed method can also be applied in applications such as
surveillance. In our intended application, safety and real-time performance are of
paramount importance, and we thus propose an intuitive, yet effective and com-
putationally feasible occlusion handling module which can be integrated with the
GLMB filter.
5.1 Introduction
Tracking-by-detection is an important approach in visual multi-object tracking. It
makes use of temporal information for object detection and state estimation to
acquire trajectories. In this approach, the outputs of an object detection module
are used, usually in conjunction with a data association method, to acquire the
trajectories of the objects. Two common methods for trajectory extraction are
on-line and batch methods.
On-line techniques use the detections in the current and previous frames to es-
timate the state of the objects at each time epoch [Breitenstein et al. 2011, Okuma
et al. 2004, Song et al. 2008, Takala and Pietikainen 2007]. In the case of miss-
detections, these methods may rely on predictive models to continue tracking until
a matching detection is found [Possegger et al. 2014]. Batch methods utilise the
extracted information in the entire sequence of frames and iteratively optimise the
detection assignment of the current frame using past and future information [An-
driyenko et al. 2012, Milan et al. 2014, Pirsiavash et al. 2011, Yang and Nevatia
2012a;b]. The utilisation of both past and future information allows batch methods
to manage misdetections better than on-line methods [Shu et al. 2012]. However,
such methods cannot be effectively used in applications where multiple objects need
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to be tracked in real-time.
In order to increase the accuracy of on-line methods, a proposed solution is to
model the object’s as a Markovian process and estimate the object states recursively
using a Bayesian filter [Rathnayake et al. 2015, Vo et al. 2005, Hoseinnezhad et al.
2010b]. In a Bayesian filtering context, tracking by detection is achieved by associ-
ating the detections in consecutive frames using temporal information to estimate
the object trajectories. The central focus is on estimating the number of objects
and assigning each object a unique identity and maintaining it throughout the life
of the object.
Many algorithms in the Bayesian context have been presented to deal with
the tracking-by-detection visual multi-target tracking problem, such as particle fil-
ters [Isard and MacCormick 2001, Okuma et al. 2004], joint probabilistic data as-
sociation filter (JPDAF) [Bar-Shalom 1987], MCMC data association [Oh et al.
2004, Yu and Medioni 2007], track linking [Stauffer 2003, Kaucic et al. 2005, Perera
et al. 2006], multiple hypothesis tracking (MHT) [Cox and Hingorani 1996] multi-
Bernoulli filter [Hoseinnezhad et al. 2010b; 2012; 2013, Wong et al. 2012], labeled
multi-Bernoulli filter [Rathnayake et al. 2015], kernel based Bayesian filter [Han
et al. 2005], and Bayesian filter with Relative Motion Network (RMN) [Yoon et al.
2015].
RFS multi-target filtering techniques such as Gaussian mixture and particle
probability hypothesis density filters [Vo et al. 2005, Vo and Ma 2006, Vo et al.
2007] have been applied to tracking from video data via detection in [Wang et al.
2008, Maggio et al. 2008, Pham et al. 2007]. More recent RFS-based tracking
algorithms such as the multi-Bernoulli filter [Vo et al. 2009, Mahler 2007b], the
labeled multi-Bernoulli (LMB) filter [Reuter et al. 2014] and the generalized labeled
multi-Bernoulli (GLMB) filter [Vo and Vo 2013, Vo et al. 2014] have been applied
extensively in multi-object tracking with promising results [Rathnayake et al. 2015,
Hoseinnezhad et al. 2010b; 2012; 2013, Yuthika Punchihewa and Hoseinnezhad 2014,
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Beard et al. 2015b]. The GLMB filter [Vo and Vo 2013, Vo et al. 2014] has been
applied extensively in multi-target tracking with promising results, although it has
not been applied for solving the visual multi-target tracking problem.
In this chapter, we present a novel filtering solution that is designed based on
the GLMB filter but particularly tailored for on-line visual tracking of multiple tar-
gets that can occlude each other. In the standard formulation of multi-object radar
tracking solutions, objects are treated like points and, the issue of occlusion is there-
fore not adequately treated. In visual multi-object tracking applications, objects
have finite sizes and are commonly represented by rectangular blobs. This chap-
ter proposes an intuitive solution for the incorporation of occlusions into stochastic
multi-object filters in general, and the GLMB filter in particular.
In order to handle long-term occlusion events, we introduce a novel track man-
agement which is henceforth referred to as the label recovery procedure. In formulat-
ing the label recovery procedure, aspects such as the number of time steps between
the disappearance and the re-detection of the object, the features of the disappeared
and the re-detected object and the spatial distance between the disappeared and
the re-detected object were considered.
We validated our tracking method using publicly available datasets such as
PETS [Bashir and Porikli 2006] and ETH [Ess et al. 2008] and compared our method
with state-of-the-art methods. The results of the comparison show that our method
generally performs better than state-of-the-art methods in terms of the common
metrics used in the visual tracking literature.
The rest of the chapter is organised as follows. Section 5.2 formulates the
occlusion-handling problem in a multi-object filtering context, detailing what the
standard filters lack to resolve the issue. We then present our proposed multi-target
visual tracking method with occlusion recovery embedded within it, in Section 5.3.
Section 5.4 compare the results of the evaluation of the proposed method and state-
of-art visual tracking methods on publicly available datasets, followed by concluding
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remarks in in Section 5.5.
5.2 Problem Statement
Consider an object with label `m that is accidentally missed (does not appear in the
set of point measurements Z) at time k. The correct hypothesis, (I, ξ, θ), should
include `m in its hypothesised labels I, and its association map should also be
correct, i.e. θ(`m) = 0.
For ease of discussion, let us assume a constant probability of detection pD(x, `) =
pD. From Equations (2.94) and (2.95), we simply deduce that η
(ξ,θ)
Z (`m) = 1 − pD.
Therefore, based on equation (2.92), through the update step, the weights of all the
(correct) hypotheses that actually include the misdetected object label would be re-
duced by a factor of 1− pD. A similar phenomenon will happen in the more general
case where the detection probability varies with the object state and label. With
an acceptably large detection probability, this can lead to a significant reduction of
the weights of those hypotheses.
If an object is missed multiple consecutive times, all the hypotheses that include
the object will have significantly small weights, and probably small enough for them
to be pruned. This leads to the permanent disappearance of the label of the object.
In radar applications, a target can be misdetected. However, in practice, most
targets rarely remain hidden from the radar for a long time. Therefore, before the
hypotheses including such targets are pruned, the targets are re-detected and the
weights of those hypotheses increase. However, in visual object tracking, this is not
the case.
In visual object tracking, the objects are not point-sized. One can occlude the
other. Depending on the frame rate of the imaging device, the occlusion period may
take numerous frames, during which the object detection module may return only
one measurement for the occluded objects. The GLMB filter in its standard form
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loses track of the target that is missed during the occlusion period, even after it
separates from other targets and is re-detected (appears in the measurement set Z).
A remedy to allow post-occlusion detections to be included in the filter outputs
is to extend the birth process such that it includes all possible locations where
missing objects may be re-detected. However, this can lead to the hypothesised
newly-born objects that are close to existing (and not occluded, hence detected)
objects being falsely accepted by the filter as existing (newly born) objects because
they may match some detections. Such false alarms must be detected and removed
from the filter outputs.
On the other hand, when an occluded then re-detected object is recovered, it
will be given the label of a newly-born object. Therefore, a label recovery mechanism
is also needed to match the recovered object labels with one of the pre-occlusion
objects. In the following sections, we present two intuitive solutions that handle
the false alarm and label recovery issues within a GLMB filter used for multi-object
tracking in video. The solutions are not only tailored for visual tracking scenarios
(by effectively using colour and displacement information), but are also economic in
terms of computational and memory requirements.
5.3 Proposed Method
To handle occlusions in multi-object visual tracking, we suggest a combination of
false alarm detection and removal then label recovery algorithms that operate on
the labeled set estimate returned by the GLMB filter at the conclusion of every fil-
tering iteration. We note that in principle, the two operations would be formulated
for implementation within the update step of the filter. However, such implemen-
tations would involve the computation of a huge number of mutual distances and
memorising a substantial number of colour histograms, making them too compu-
tationally expensive for on-line visual tracking. In contrast, our proposed method
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needs to compute only a limited number of mutual distances and memorise a few
colour histograms, because it operates only on estimates and not the entire ensemble
of labeled multi-object hypotheses in the GLMB posterior. The following sections
present false alarm detection and removal and label recovery methods.
5.3.1 False alarm removal & detection
Algorithm 2 shows a step-by-step pseudocode for our proposed approach to han-
dle false alarms. Consider the multi-object estimate Xˆ returned by the filter (see
Eq. (2.99)). The algorithm compares each object with all the other objects in the
labeled set. For a labeled object y′ = (x(`
′), `′) ∈ Xˆ to be detected as a false alarm
and be removed from the estimate, it should satisfy the following three conditions
in terms of its similarities with another detected object y = (x(`), `) ∈ Xˆ:
1. The two objects must have substantial overlap.
2. y must be older than y′.
3. The two objects must be similar in size.
The rationale for the first two conditions is that we are looking for false alarms
that are caused by birth objects that match measurements, and existing objects also
match them well. Hence, each false alarm is expected to significantly overlap an
existing object. Furthermore, being the result of the expansion of the birth process,
the false alarms are expected to have been born after the real objects with which
they have substantial overlap.
The algorithm searches for all pairs of objects in the estimate Xˆ that substan-
tially overlap, and removes those with newer labels as false alarms. There may be
two real objects, one far from and the other close to the camera, and the closer
object (larger in the image) may cover a substantial portion of the farther one. In
this case, the algorithm should treat both objects as real, no false alarm should be
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Algorithm 2 Pseudocode for the proposed false alarm removal and detection al-
gorithm.
1
INPUTS:
– Labeled multi-object state estimate Xˆ = {(x(`), `)}
`∈L(Xˆ)
– Overlap ratio threshold Oth
OUTPUTS: Clean labeled multi-object state estimate Y
. ... with false alarms detected and removed.
1: Y ← ∅
2: for ` ∈ L(Xˆ) do
3: y ← (x(`), `)
4: X ← Xˆ − {y}
5: for `′ ∈ L(Xˆ) do
6: y′ ← (x(`′), `′)
7: if SIMILAR SIZE(y,y′) then
8: if OVERLAP RATIO(y,y′)> Oth then
9: y ← OLDER(y,y′)
10: Xˆ ← Xˆ − {y′}
11: end if
12: end if
13: end for
14: Y ← Y ∪ {y}
15: end for
detected and they should not be removed. This is the main rationale for the third
condition.
The functions Similar Size(·, ·), Overlap Ratio(·, ·), and Older(·, ·) de-
pend on the template used for representing the single objects and the construct of
the single-object states in the filter. For instance, consider a scenario where each
single object is presented by a rectangular blob template and its unlabeled state is
constructed as
x =
[
px py p˙x p˙y w h
]>
,
where, px and py denote the image coordinates of the centre of the blob (object
location), and w and h denote the width and height of the blob, respectively.
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The function Similar Size(·, ·) returns a true if the differences between the
width and height of the two objects are each, less than a small portion (20% in our
experiments) of the width and height of the smaller object. The function Over-
lap Ratio(·, ·) computes the overlapping area between the two rectangular blobs
and returns its ratio to the smaller blob area. The threshold parameter Oth was
chosen as 80% in our experiments.
Having the time of birth recorded as part of the object’s label makes it straight-
forward to distinguish which of two objects is older. If L(y) = (`t, `b) and L(y′) =
(`′t, `
′
b), then we have:
Older(y,y′) =

y if `t < `
′
t
y′. otherwise
(5.1)
After identifying the false alarms, the corresponding hypotheses should be re-
moved from the track table of the filter. This guarantees that those false alarms
will not be propagated to the next time step. This can be simply achieved with
the help of the unique identities of the targets in the following manner. For each
false alarm detected by Algorithm 2, its label is recorded then the matching track
(hypothesis) in the track table of the filter is found and removed from the track
table. The weights of the GLMB components are then re-normalised.
5.3.2 Label recovery
As stated earlier, in many visual tracking applications, either due to the shortcom-
ings of the detector employed or due to occlusion, object(s) may not be tracked and
temporarily disappear from the trajectories returned by the GLMB filter. When
an object is re-detected (e.g. after occlusion), the filter can include the object in
its estimate but as a new trajectory (with an incorrect label). In some tracking
applications such as surveillance, it is of paramount importance that the objects
have consistent labels before and after such temporary disappearances. Inspired by
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the decay functions in distance-dependent Chinese restaurant processes [Blei and
Frazier 2011], we propose a novel label recovery module to consistently maintain
the labels of the objects in occlusion and misdetection events.
Our proposed label recovery solution is based on constructing a recent disap-
pearance look-up table that holds all the objects that have disappeared during the
past kmax times and have not reappeared yet. The parameter kmax is practically the
maximum duration of occlusion that is expected to be handled by our method. The
look-up table is constructed as follows.
Let us denote the multi-object estimate returned by the GLMB filter at time
k by Xˆk. For every single-object state x ∈ Xˆk−1, it is considered as disappeared
at time k if its label does not appear in the set of estimated labels at time k, i.e.
L(x) /∈ L(Xˆk). In that case, the time of disappearance, k, the label of the object
L(x) = (`t, `b), its location (px, py) and the colour histogram of the contents of the
object represented by x in the image, denoted by H, are all stored in the lookup
table. This means appending a new row to the bottom of the look-up table, with
the following content:
[
k `t `b px py H
]
. To constrain its size, at any time k,
all the recorded rows with birth time labels `t < k − kmax are removed.
For label recovery, at any time k, we first find the set of all the newly born
objects at time k among the estimates returned in Xˆk,
XˆB,k =
{
x ∈ Xˆk | ∃`b ∈ N;L(x) = (k, `b)
}
. (5.2)
For each newly-born object estimate x, we then evaluate its similarity to each of
the previously-disappeared objects recorded in the recent disappearance look-up
table. Let us assume that (px, py) is the location of x, and H is its colour content
histogram. Consider a previously disappeared object that is recorded in the i-th
row of the look-up table as
[
ki `i,t `i,b pxi pyi Hi
]
. We are interested in an
intuitive and effective technique to quantify the likelihood of x representing the
reappearance of the above recorded object. Hereafter, we denote this likelihood by
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li(x).
In visual tracking applications, one would intuitively expect a disappearing
object to maintain its visual appearance (hence its colour content histogram) when
it re-appears. The similarity in visual appearance can be quantified in terms of the
distance between the two colour histograms. A common choice for formulating such
a distance is the Bhattacharyya distance [Pe´rez et al. 2002, Nummiaro et al. 2002,
Okuma et al. 2004].
In addition to similarities in colour contents, depending on the period of dis-
appearance, there is a constrained area in which the object can possibly reappear.
Considering the most general model, the random walk, such an area is a disk around
(pxi , pyi), with a diameter that is proportional to the hypothesised period of disap-
pearance, (k − ki). Here, we expect the missed object to reappear within a disk
(assuming the random walk motion model) having a radius (k − ki)σv, where σv
is the velocity of the missed target (i.e. number of missed frames times the ve-
locity). It should be noted that we have used a Gaussian function of the form
exp(−(x− b)2σ2 ) to formulate the likelihood. As such, (k− ki)σv in the denomina-
tor represents the standard deviation of the distance that the target may travelled
during its disappearance.
Based on the above constraints, we suggest quantifying the likelihood of x
representing the i-th recorded disappearance in the look-up table, as follows:
li(x) ∝ β exp
(
−
√
(px−pxi )2+(py−pyi )2
2[(k−ki)σv ]2
)
+ (1− β) exp
(
−d(H,Hi)2
2σ2H
) (5.3)
where, d(H,H ′) denotes the Bhattacharyya distance between the two histograms,
β ∈ [0, 1] is the weight given to the spatial component of the likelihood function,
σv is the scale of noise in the random walk motion model in pixels, and σH is the
standard deviation of possible random changes in an object’s appearance (its colour
content histogram) from one frame to another. Note that the weighted sum in the
93
CHAPTER 5: OCCLUSION HANDLING FOR GENERALIZED LABELED
MULTI-BERNOULLI FILTERS
right-hand side of Equation (5.3) is normalised.
The optimal choice of β parameter depends on the application. For exam-
ple, if there is no appearance information or all the objects of interest have similar
appearances, less emphasis on the appearance component and more on the spatial
component (larger β) is appropriate. In cases where the objects can be easily distin-
guished from their colour features, one can assign a larger weight for the appearance
component (smaller β).
The proposed label recovery algorithm appears in Algorithm 3. For each ele-
ment x in the newly-born estimates, its likelihood to be a re-appearance of all the
previously disappeared objects is computed, and the best candidate (that with the
maximum likelihood) is chosen. If its likelihood is larger than a user-defined thresh-
old lth, it is accepted as a reappearance, and its label is recovered. Note that the
likelihood values in Eq. (5.3) are all normalised to fall within [0, 1], and the same is
true for the threshold lth, which was set to 0.70 in our experiments.
Remark
Both in Algorithm 2 and in Algorithm 3, in addition to the labels, the track table
of the filter is updated. In Algorithm 2, once a false alarm is detected, its label is
saved (see line 10) then all the hypotheses containing that label are removed from the
track table (see line 11). Similarly, in Algorithm 3, when a reappearance is detected
(by finding a newly-born target well matched with one of the recently disappeared
target: see lines 10-19), then not only the label of the corresponding estimate is
updated (line 22), but also all the hypotheses in the track table which contain that
newly-born label are updated by substituting that label with the recovered label
(lines 23-30).
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5.4 Experimental Results
In extensive experiments using publicly-available datasets, we examined the per-
formance of our comprehensive visual tracking solution and compared it with the
following state-of-art methods in the computer vision literature: RMOT [Yoon
et al. 2015], StruckMOT [Kim et al. 2012], GeodesicTracker [Possegger et al. 2014],
PRIMPT [Kuo and Nevatia 2011], Non-linear motion [Yang and Nevatia 2012a],
CemTracker [Milan et al. 2014], and KSP [Berclaz et al. 2011]. Our solution in-
cluded the false alarm removal and label recovery algorithms integrated into the
SMC implementation of the GLMB filter.
All the datasets included detection results, and for a fair comparison, we used
the same detections used in the other methods. The detections were based on
rectangular object templates. Hence, the unlabeled single-object state is formulated
as x =
[
px py p˙x p˙y w h
]>
where w and h are the width and height of the
blob containing the object in the image.
Due to the perspective effect, the object sizes vary when they move towards
or away from the camera. Therefore, the width and height of the objects are set
to have variable, but constrained, values. The upper bound ensures that multiple
objects are not represented by a single rectangular blob, and the lower bound is to
ensure that the rectangular blob is large enough to represent a single object. The
objects are set to have a constant survival probability of pSk(·) = 0.99.
All the case studies examined in our experiments involved pedestrian tracking.
When walking, people tend to have a nearly constant velocity, unless their motion
is intermittently interfered with due to various reasons such as suddenly stopping
to talk to another person and going around an obstacle. Hence, we use a nearly
constant velocity model for the evolution of object state. The randomness in the
nearly constant model permits the hypothesised objects to change their velocities.
This allows us to track objects when there are changes in the velocities and direction
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of movement.
Nearly constant velocity model used in this work can be mathematically de-
noted as follows. The density of the object state at time k + 1 is the multi-variate
Gaussian fk+1|k(xx+1|xk) = N (xk+1;F xk, Q) where:
F = diag(A,A, I2) Q = diag(B,B, σ
2
w, σ
2
h)
A =
1 T
0 1
 B = σ2motion
T 3/3 T 2/2
T 2/2 T

with T = 1 (1 frame) and I2 is a 2x2 identity matrix.
In all case studies, the birth processes were labeled multi-Bernoulli with con-
stant probabilities of existence of 0.03. In order to strike the appropriate balance
between accuracy of particle approximation and computation, the number of parti-
cles per object was constrained between Lmin = 100 and Lmax = 500.
It is well known that different performance metrics can lead to different assess-
ments for the same tracking results [Milan et al. 2016]. In order to permit a fair
comparison we used the same set of metrics proposed by Li et al. [Li et al. 2009],
as they have been widely used in the visual tracking literature [Yang and Nevatia
2012b, Yoon et al. 2015, Kuo and Nevatia 2011, Yang and Nevatia 2012a, Poiesi
et al. 2013]. The metrics include: recall ( REC - ↑) - correctly tracked objects
over total ground truth, precision (PRE - ↑) - correctly tracked objects over total
tracking results, false positives per frame (FPF - ↓), number of ground truth tracks
(GT), percentage of objects tracked for more than 80% of their life time (MT - ↑),
percentage of objects tracked for less than 20% of their life time (PT - ↓), percent-
age of partially tracked objects (PT ↓ = 1 - MT - ML), identity switches (IDS - ↓)
and the number of fragmentations (Frag - ↓) of ground truth trajectories. Here, the
arrow symbol ↑ means that higher scores indicate better results, and ↓ means that
lower scores indicate better tracking results.
Further it should also be noted that most of the methods used in the comparison
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used the same detection results and ground truth available on the website1 of one
of the authors of [Yang and Nevatia 2012b;a], along with the evaluation software.
We selected three publicly-available datasets which are widely used in the lit-
erature [Yang and Nevatia 2012b, Yoon et al. 2015, Kuo and Nevatia 2011, Yang
and Nevatia 2012a, Poiesi et al. 2013, Breitenstein et al. 2011, Kim et al. 2012, Bae
and Yoon 2014] to benchmark the performance of visual tracking algorithms. These
datasets were specifically selected to include video sequences recorded using both
stationary and mobile cameras, to demonstrate that the proposed tracking method
can be effectively applied in both scenarios. Furthermore, since these sequences in-
clude periodically overlapping objects, the effectiveness of occlusion handling plays
a key role in tracking performance.
The specific sequences used in the experiments are
– view 1 of S2L1 sequence from the PETS2009 dataset;
– TUD-Stadtmitte sequence from the ETH dataset; and
– BAHNHOF and SUNNYDAY sequences from the ETH dataset.
The ability of occlusion recovery in our online algorithm is demonstrated using
these sequences. Furthermore, automatic track management (i.e. initialisation,
maintenance and deletion of object trajectories) and tracking through clutter are
also demonstrated.
It should be noted that although StructMOT [Kim et al. 2012] is labeled as an
online method, a cost function should be trained oﬄine which uses multiple features
such as histograms of optical flow (HOF) and 2-D motion information. Moreover,
PRIMPT [Kuo and Nevatia 2011] also needs to be trained for its appearance model.
In contrast, our method uses only the detections and does not involve any train-
ing procedure. Furthermore, the Non-linear motion [Yang and Nevatia 2012a] and
1http://iris.usc.edu/people/yangbo/downloads.html
97
CHAPTER 5: OCCLUSION HANDLING FOR GENERALIZED LABELED
MULTI-BERNOULLI FILTERS
GeodesicTracker [Possegger et al. 2014] methods are only formulated for station-
ary cameras, whereas our method can be applied for both stationary and mobile
cameras.
PETS2009 S2L1 View1
This sequence is arguably the most widely used video sequence in evaluating visual
tracking algorithms, and is recorded in an outdoor environment with a camera
mounted at an elevated viewpoint. Tracking is required for objects with non-linear
motion and closely moving objects. In addition, due to the perspective effect, object
sizes can vary substantially. A light pole in the middle of the scene causes objects
to temporarily disappear from detections. The birth process used for this sequence
is composed of five labeled Bernoulli components. Since this sequence is recorded
using a stationary camera, we assumed that the entrance points are known prior to
applying the algorithm and we generated three labeled Bernoulli components at the
three road entry points to the scene. The other two labeled Bernoulli components
are generated uniformly throughout the image to re-detect disappearing objects.
From the comparison of the results presented in Table 5.1, it can be seen that
our online method returns generally better values for precision, MT, ML, Frag and
IDS metrics compared with online methods. As previously mentioned, although
StructMOT reports better results for REC and Frag metrics, it should be trained
oﬄine but our method only uses the detections.
TUD-Stadtmitte
This outdoor video sequence is recorded in a busy street with a very low view-
point and with many occluded pedestrians. Although this sequence is also recorded
with a stationary camera, we modelled the birth process by considering four labeled
Bernoulli components with their locations uniformly distributed throughout the
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image. The rationale for this birth process is that it permits tracking in the presence
of a large number of occlusions due to the low camera viewpoint.
Most of the pedestrians have similar colour features, resulting in similar colour
histograms. Therefore, motion information is more important than colour informa-
tion in tracking. We assigned a large value for the weight of motion information,
the β parameter, in our occlusion label recovery algorithm. Here, all the methods
reported a lower recall value and higher partially tracked value due to the fact that
one of the objects remains occluded for almost its entire life in the video and two
objects that appear towards the end of the sequence are not included in the ground
truth reported in the dataset.
It is evident that on this dataset, our methods performance is better than or
similar to the state-of-the-art methods in all the metrics. In particular, there were
no ID switches, which demonstrates excellent label management performance. In
addition, the detections for this sequence occasionally included multiple detections
for the same objects. The ability to handle clutter in the GLMB filter mitigates the
affects of these multiple detections.
ETH BAHNHOF and SUNNYDAY
The ETH dataset was obtained by a camera mounted on a mobile platform with a
very low viewpoint. Both sequences used in this study include a number of occluded
pedestrians and detector failures. The birth process in both sequences is modelled
by four labeled Bernoulli components with their locations distributed throughout
the image. Since the birth model is multi-Bernoulli, having four birth components
allowed us to detect up to four new objects at each frame.
Based on the results reported in Table 5.1, it can be seen that our method per-
forms better than or comparable to the state-of-the-art methods in all metrics. The
metric values for these sequences are lower than those of the other two sequences,
as there are a large number of occluded objects and misdetections (specially in the
99
CHAPTER 5: OCCLUSION HANDLING FOR GENERALIZED LABELED
MULTI-BERNOULLI FILTERS
SUNNYDAY sequence). In both sequences, when the reflection of a pedestrian ap-
pears on the glass, it is detected by the detector and thus tracked by our method,
resulting in lower metric values. Furthermore, frequent miss-detections make the
fragmentation metric higher.
5.4.1 Computation Speed
The algorithm is implemented in MATLAB R2015a running on a core i7 laptop
with 8GB of memory and the implementation is not optimised. With the particle
count mentioned in Section 5.4 and the LMB birth processes mentioned in separate
sections for each dataset, the algorithm is capable of achieving a speed of 4 frames
per second for all the evaluated datasets, permitting it to be used in real-time
applications.
5.5 Conclusion
A novel method for multi-target tracking in video is proposed. The method is
designed based on the GLMB filter with modifications to the track-table of the
filter integrated in such a way that the number of targets and their states and
labels can be estimated and propagated in each frame in real time. The resulting
method enables the GLMB filtering core of the tracker to deal with targets that are
of finite and time-varying sizes, and can occlude each other intermittently during
the tracking period. One of the main ideas is to extend the birth process model
so that it covers all the regions within the state space where targets can occlude
each other. This leads to the filter being capable of re-detecting the targets which
have disappeared during an occlusion period and including them within its tracks,
after occlusion. The above-mentioned extension of the birth process leads to false
alarms. The second main idea is an intuitive method to detect and remove such
false alarms, and update the filters track-table accordingly. The third significant
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Figure 5.1: Tracking results for PETS2009S2L1V1, TUD-Stadtmitte, ETH BAHN-
HOF and SUNNYDAY sequences.
Note: Videos with tracking results can be downloaded from http://reza.hoseinnezhad.com/
Videos/.
contribution is an intuitive algorithm to recover the label of an occluded target after
it reappears, via the introduction of a recent disappearance track history. Step-by-
step pseudocodes of the proposed algorithms were presented in detail. Comparative
experiments involving several challenging (and commonly used for benchmarking)
visual tracking datasets demonstrated that our method outperforms, or performs
similar to, the state-of-the-art in terms of various common tracking metrics.
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Algorithm 3 Pseudocode for the proposed label recovery algorithm.
1
INPUTS:
– Labeled multi-object state estimate Xˆ = {(x(`), `)}
`∈L(Xˆ)
– Overlap ratio threshold Oth
OUTPUTS: Clean labeled multi-object state estimate Y
. ... with false alarms detected and removed.
1: Y ← ∅
2: for ` ∈ L(Xˆ) do
3: y ← (x(`), `)
4: X ← Xˆ − {y}
5: for `′ ∈ L(Xˆ) do
6: y′ ← (x(`′), `′)
7: if SIMILAR SIZE(y,y′) then
8: if OVERLAP RATIO(y,y′)> Oth then
9: y ← OLDER(y,y′)
10: Xˆ ← Xˆ − {y′}
11: end if
12: end if
13: end for
14: Y ← Y ∪ {y}
15: end for
INPUTS:
– Labeled multi-object state estimate at time k, Xˆk
. ... returned after false alarm detection and removal.
– Labeled multi-object state estimate at time k − 1, Xˆk−1
. ... with false alarms removed and labels recovered.
– A lookup table Q containing recently disappeared objects.
– Maximum period of occlusion kmax
– User-defined parameters β, σv, σH
– Likelihood threshold lth
OUTPUTS:
– Labeled multi-object state estimate Y
. ... with labels of reappearing objects recovered.
– Updated lookup table of disappearance history, T
. ... including new disappearances appended
. and excluding the recovered objects.
1: Y ← Xˆk; T← Q
. Detecting and appending new disappearances to T
2: for x ∈ Xˆk−1 do
3: if L(x) /∈ L(Xˆk) then
4: (`t, `b)← L(x); (px, py)← location of x
5: H ← colour histogram of x
6: T← [T; k `t `b px py H]
. Appending to the bottom of T
7: end if
8: end for
. Detecting new reappearances...
9: XˆB,k ←
{
x ∈ Xˆk | ∃`b ∈ N;L(x) = (k, `b)
}
10: for x ∈ XˆB,k do
11: (px, py)← location of x
12: H ← colour histogram of x
13: for i = 1 : no. of rows in T do
14:
[
ki `i,t `i,b pxi pyi Hi
]← i-th row of T
15: li(x)← β exp
(
−
√
(px−pxi )2+(py−pyi )2
2[(k−ki)σv ]2
)
16: + (1− β) exp
(
− d(H,Hi)2
2σ2
H
)
17: end for
18: lmax ← maxi li(x)
19: if lmax > lth then
. Recovering the label of a reappearing object ...
20: i∗ ← argmaxi li(x)
21: Y ← Y −{x} ; L(x)← (li∗,t, li∗,b) ; Y ← Y ∪{x}
. Removing the i∗-th row of T
22: T← T[1:(i∗−1) (i∗+1):end]
23: end if
24: end for
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CHAPTER 6
Multi-View Multi-Object Tracking
Real-time tracking of an unknown and time-varying number of moving targets in
video, using a synchronised multi-camera system has recently attracted substantial
attention from the image processing research community. This is mainly due to three
factors: (1) the abundance of inexpensive camera systems and on-chip processing
modules equipped with descent memory and processing power; (2) the increasing
interest of various industry and government sectors in automated visual surveillance
applications; and (3) the promising improvements in robustness and accuracy of
multi-camera systems in such applications.
The main advantages of multi-camera over single-camera tracking is the re-
sulting improvement in handling target occlusions. This is because if a target is
occluded in one camera and absent from its set of detections, there is a probabil-
ity that it will appear in the set of detections of another camera. Besides, using
multiple cameras enables target tracking in the 3D space where occlusion does not
happen. Another advantage of multi-camera tracking is the core improvement in
accuracy due to information fusion, in terms of both detecting false alarms, and
tracking intermittently missed targets in one camera view (as part of legacy tracks),
and accurate estimation of target trajectories.
In a multi-camera system either the camera fields of view (FoVs) overlap, or
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there are disjoint fields of view in such a way that some sections of the 3D en-
vironment do not fall in any camera’s FoV. Multi-target tracking using these two
categories of multi-camera systems poses different challenges. For example, with
the second category systems, we would normally require an additional object re-
identification module to be integrated into each camera view as target tracks can
be completely lost in non-overlapping areas. Importantly, regardless of the category
of the multi-camera system used, the information acquired from different camera
views need to be fused. In this chapter, we consider the problem of tracking multiple
moving targets in video using multi-camera systems with overlapping FoVs, with a
special focus on the “tracking” and “information fusion” tasks within the complete
solution framework.
Most of the solutions for multi-camera multi-target tracking with overlapping
FoVs, as reported in the image processing and machine vision literature, solve the
problem in two steps [Wang 2013]:
– intra-camera tracking, i.e. tracking targets within each single-camera view;
then
– inter-camera association, i.e. combining the target trajectories computed in
each individual camera view into a single global view.
A large number of algorithms have been proposed to solve the intra-camera
tracking (i.e. single camera multi-target tracking) problem [Rathnayake et al.
2017b;a, Kim et al. 2016, Hoseinnezhad et al. 2013, Jiang et al. 2015, Bae and
Yoon 2014, Beard et al. 2015b, Vo et al. 2010]. In the inter-camera tracking step,
the common approach is to first project the target trajectories generated in each
single-camera view to a global 3D view, then match them with each other using
spatial distances that are computed via homography estimation or other features
associated with the targets or trajectories. A number of approaches have been
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proposed to solve the problem of integrating the target trajectories from multiple
cameras into a global coordinate system.
Berclaz et al. [Berclaz et al. 2011] formulated the multi-camera tracking prob-
lem as a constrained flow optimisation to obtain a convex problem, and solved
it using the K-shortest path algorithm. Xu et al. [Xu et al. 2016] approached
this problem as a compositional structure optimisation and presented a hierarchical
composition model for which the composition criteria can be learned by maximum
likelihood estimation. Yoo et al. [Yoo et al. 2017] proposed a multiple hypothe-
sis tracking algorithm to estimate the 3D trajectories of the targets by solving the
maximum weighted clique problem at each frame.
In various trajectory integration methods, occlusion is handled using different
approaches. For example, Cai et al. [Cai and Aggarwal 1999] proposed the use
of a score-based method to switch between cameras for occlusion handling. They
proposed to compute a tracking confidence that is low for a certain camera view if
the target is occluded. When the tracking confidence is lower than a user-defined
threshold, tracking is switched to a camera with optimal tracking confidence. Ot-
suka et al. [Otsuka and Mukawa 2004] modelled occlusion as the tangency combi-
nation of the targets and the edges of visual angle of the corresponding camera view.
This was then used in a Bayesian paradigm to solve the multi-target tracking prob-
lem using an extended version of Multiple Hypothesis Tracking-(MHT) [Blackman
2004].
In another approach, the tracking and track linking problems were jointly
solved. Wen et al. [Wen et al. 2017] formulated the multi-camera multi-target
tracking problem as a Space-Time-View (STV) hyper-graph search problem. Their
method looks for dense sub-hyper-graphs on STV using a sampling-based approxi-
mation technique. In their method, multiple graphs are constructed for detections
in each view to capture their affinities, and the associations of those detections
are encoded with another type of graph constructed for each pair of camera views.
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Leal-Taix et al. [Leal-Taixe´ et al. 2012] constructed multiple graphs for the detector
outputs of each view. The affinities calculated using those graphs and the pairwise
associations of the detections were used to formulate another graph constructed for
each camera view. This method was further improved by Hofmann et al. [Hofmann
et al. 2013].
In a dichotomy, the existing methods are generally categorised as either an
oﬄine (batch) method or an online (real-time) method. Oﬄine methods use the
detector outputs for the entire video sequence and process them as a batch to
obtain the target trajectories. While batch processing is generally expected to return
more accurate results, oﬄine methods cannot be used in real-time applications, but
are effectively employed in many other visual tracking applications (e.g. tracking
from live cell microscopy). A large number of the algorithms in the visual tracking
literature are oﬄine algorithms. Among the methods listed in this section, [Byeon
et al. 2015, Hofmann et al. 2013, Leal-Taixe´ et al. 2012, Xu et al. 2016, Berclaz et al.
2011, Wen et al. 2017] are oﬄine methods.
Online methods such as [Previtali et al. 2017, Yoo et al. 2017] normally use the
detections in the current and previous frames to estimate the state of the objects
at each time step. This ensures that the target state estimates are readily available
at the end of each time step. Provided that these methods can work in real-time,
they can be successfully employed in surveillance and security applications.
Another classification is stochastic Bayesian filtering methods for tracking ver-
sus deterministic methods. With Bayesian filters at work, instead of directly es-
timating the objects’ states, their densities are computed and propagated through
time. A major advantage of these methods is that in their first step, the prediction
step, all the temporal information are utilised in a mathematically elegant manner.
Examples of such information include a stochastic model for dynamic evolution of
each object’s state vector with time, and information on possible birth or death
of objects (their entry points or exit points in the scene). In such filters, the the
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detection measurements returned by the sensor(s) are then processed separately in
an update step where stochastic models for detectability of objects and possible
false alarms returned by the sensor(s) are incorporated. Importantly, due to their
iterative nature, Bayesian multi-object filters can all be utilised as online solutions
for tracking.
RFS based filters can be formulated as online algorithms in Bayesian context
and have used to track targets in applications such as sonar [Clark et al. 2007],
computer vision [Hoseinnezhad et al. 2012, Maggio et al. 2008, Hoseinnezhad et al.
2010a, Rathnayake et al. 2017b], field robotics [Mullane et al. 2010; 2011], sensor net-
works and distributed estimation [Gostar et al. 2015, Battistelli et al. 2013, Gostar
et al. 2017]. Nevertheless, to our knowledge, these filters are yet to be reported
to have been employed to solve multi-camera multi-object tracking problems in the
image processing literature. To our knowledge, the RFS-based multi-object filters
are yet to be reported to have been employed to solve multi-camera multi-object
tracking problems in the image processing literature.
In this chapter, we present a novel online solution for multi-camera multi-target
tracking. The major points of novelty and contribution are as follows:
(i) The first multi-camera multi-target tracking solution reported in the image
processing literature, using the random finite set (RFS)-based stochastic multi-
object filtering framework (to our knowledge);
(ii) A fast Labeled Multi-Bernoulli (LMB) filtering algorithm for 3D multi-target
tracking in video, formulated in a centralised camera network framework;
(iii) An information theoretic sensor fusion technique, based on minimisation of
Cauchy-Schwarz divergences, particularly developed for multi-camera visual
tracking; and
(iv) A dynamic weight allocation technique for information fusion that assigns
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weights for each possible object in the scene based on their probabilities of
existence in each camera view.
Information fusion for tracking in 3D and the dynamic weight allocation tech-
nique, collectively enable the proposed algorithm to inherently handle occlusions
without specifically modelling them. Relaxing the need for handling occlusions ex-
plicitly can lead substantial savings in computation with similar or better tracking
performance, and suitability for real-time applications. We formulate the proposed
method using a central prediction step and a distributed update step (one update
step for each camera).
In a Bayesian filtering framework, we propose to use Cauchy-Schwarz diver-
gence as a measure of information gain (between the final multi-target posterior
and posteriors from each camera sensor node in the network) and mathematically
derive the parameters of the final fused LMB posterior in a unified framework, which
can run in an online manner. The proposed method is tested on a widely-used pub-
licly available dataset, in three challenging multi-camera visual tracking scenarios.
The tracking performance is evaluated using various performance metrics that are
commonly used in the visual tracking and target tracking literature. Comparing
the resulting scores with a number of state-of-art solutions demonstrates that while
our proposed method generally performs similar to all of the benchmarked oﬄine
and online solutions, it significantly outperforms them in terms of the number of
identity switches and trajectory fragmentation which are among the most serious
issues in practical visual tracking applications.
The rest of the chapter is organised follows. In section 6.1 we elaborate the
framework our proposed solution is based on and the implementation details are
presented in section 6.2, which is followed by the results section 6.3. We conclude
this chapter with conclusion remarks in section 6.4.
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6.1 The Proposed Framework
6.1.1 Introduction
Following the notations we adhered in Chapter 2, we denote the single object density
in this chapter as x = [px p˙x py p˙y w h], where px, p˙x, py, p˙y, w and h represent
the object’s bottom-middle x coordinate and its speed in that direction, bottom-
middle y coordinate and its speed in that direction, width and height, respectively,
in 3D world coordinate system. It should be noted that the heights of the targets
are assumed to be the same and fixed at h = 150 cm. We use upper-case letters to
denote multi-object states. For example, we use X to represent the collection of all
the single object densities, i.e. X = {x}ni=1 where n is the number of objects.
A general block diagram of the proposed framework for multi-camera multi-
object tracking in 3D is shown in Fig. 6.1. We treat the multi-camera system as a
centralised sensor network, in which each camera and its embedded (local) processor
is a sensor node. At any time k, an image is acquired by each camera i. Note that i is
the camera index, varying from 1 to the total number of cameras, nC . The acquired
image is processed locally to obtain a set of detections of objects of interest in the
camera image plane. At the same time, the predicted LMB, pik|k−1, is received by
the camera unit from the central node (processor). Note that in the centralised
scheme, the same predicted LMB is sent from the central node to all camera nodes.
The update step of an LMB filter is then executed locally and separately in the
embedded processing unit of each camera. At camera node i, the resulting LMB
posterior is denoted by pik,i.
All the LMB posteriors are sent back to the central processor, where they are
fused to form the final posterior pik. This is then input as the prior for the next
time, k+ 1, to run the prediction step centrally which results in the predicted LMB
density pik+1|k sent back to all sensor nodes. The process transitions to the next
111
CHAPTER 6: MULTI-VIEW MULTI-OBJECT TRACKING
  
  
Camera 2 
 
 
Camera 1 
Embedded 
Processor 
Embedded 
Processor     
Camera ݊஼ 
Embedded 
Processor 
Central 
Processor ࣊௞|௞ିଵ 
࣊௞|௞ିଵ 
࣊௞|௞ିଵ 
࣊௞,ଵ ࣊௞,ଶ ࣊௞,௡಴ 
Figure 6.1: A general block diagram of the proposed multi-camera multi-object
tracking framework, formed as a centralised sensor network.
time step k + 1 and is repeated.
6.1.2 Multi-Camera Fusion: The Dilemma
The major fundamental question that needs to be addressed in the solution frame-
work shown in Fig. 6.1 is how the different LMB posteriors can be fused. The fusion
operation needs to be efficient in terms of using the image information for improved
accuracy and completeness of the overall tracking results. Indeed, for the objects
that are detected and appear in multiple camera images (and thus are represented in
the LMB posterior returned by them), the fused posterior is expected to infer more
precise estimates for the object state. On the other hand, all the objects that are
consistently detected by, and appear in the image of multiple cameras are expected
to be represented in the fused LMB posterior.
The most common solution for statistical multi-sensor fusion, adopted in stochas-
tic filtering methods for target tracking, is an information-theoretic approach based
on the principle of Minimum Discrimination Information (MDI). In this approach,
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the probability density that best represents the current state of knowledge is the one
which produces an information gain as small as possible. This property is important
in order to ensure immunity to double counting and avoid being overconfident on
the available information. Following the MDI principle, the fused density is found
by minimising a weighted sum of its information divergences from each local poste-
rior. Indeed, denoting the local posteriors as shown in Fig. 6.1, the fused density is
given by:
piω,k = arg min
pi
nC∑
i=1
ωiD(pi;pik,i) (6.1)
where D(· ; ·) is an information divergence function and the weights ωi are nonnega-
tive and normalised, i.e.
∑nC
i=1 ωi = 1. When the Kullback-Leibler divergence (KLD)
is used in the above, the resulting fusion rule is called the Kullback-Leibler Average
(KLA) [Battistelli et al. 2015a; 2013] or the Generalised Covariance Intersection
(GCI) [Mahler 2000].
Using the GCI fusion rule, several multi-object tracking algorithms have been
proposed for distributed sensor networks. In each method, the fusion rule is specif-
ically derived with particular posterior density approximations (determined by the
type of local filters running in the sensor nodes). Prominent examples include the fu-
sion of posteriors returned by Cardinalized Probability Hypothesis Density (CPHD),
multi-Bernoulli, and labeled RFS filters [Mahler 2000, Clark et al. 2010, Uney et al.
2013, Battistelli et al. 2015a; 2013, Guldogan 2014, Wang et al. 2017, Fantacci et al.
2015].
When an LMB filter is in place in each camera node, the local posteriors are all
LMB. Let us denote the parameters of the posterior returned from the i-the camera
node by {(r(`)i , p(`)i )}`∈L, where i = 1, . . . , nC . Note that for simplicity of notations,
henceforward we remove the time step index, k, from formulas, unless it is explicitly
mentioned. Battistelli et al. [Battistelli et al. 2015b] have shown that the fused
posterior using GCI-fusion rule will be an LMB with its probability of existence and
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density (for each object label `) respectively given by:
r(`)ω =
∫ ∏nC
i=1[r
(`)
i p
(`)
i (x)]
ωidx∏nC
i=1(1− r(`)i )ωi +
∫ ∏nC
i=1[r
(`)
i p
(`)
i (x)]
ωidx
(6.2)
p(`)ω (x) =
∏nC
i=1[p
(`)
i (x)]
ωi∫ ∏nC
i=1[p
(`)
i (x)]
ωidx
. (6.3)
Note that the fusion rules (6.2) and (6.3) are only applicable provided that the
issue of label mismatch is resolved. In distributed sensor networks with different
FoVs, label mismatch is unavoidable and needs to be managed. For example, an
object can be detected as a newly born object in different times by different sensors
(hence given different labels). See [Li et al. 2018] for more details on label mismatch
in distributed sensor networks. In our centralised camera network, the feedback of
predicted multi-object posterior to all camera nodes guarantees label consistency.
An important observation is the strong emphasis on consensus between different
camera nodes. Indeed, for an object with label `, the fused probability of existence,
r
(`)
ω is high (close to one) only if all the local probabilities of existence, {r(`)i }nCi=1
are high, and all the Bernoulli densities, {p(`)i (x)}nCi=1 are peaked around the same
point. Due to the existence of the product terms, if an object with ` is not in the
field of view of one camera (e.g. the camera node i), then r
(`)
i will be small and
the product terms in equation (6.2) will be small, making the fused probability of
existence small, too.
In multi-camera visual tracking, it may not be possible to guarantee consensus
on all objects in the scene, among different cameras. This is mainly due to two
reasons: difference in limited FoVs of various cameras, and the possibility of one
object occluding another in some camera view and no occlusion in other camera
views. Both reasons are the cause for having one or more objects being not detected
in some camera views, and lack of consensus would disallow the strong representation
of that object (in terms of a high probability of existence and a density with a sharp
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peak) in the fused LMB posterior.
6.1.3 Multi-Camera Fusion: The Proposed Solution
The core idea presented in this chapter is to use the Cauchy-Schwarz Divergence
(CSD) as the measure for information divergence in the general fusion rule (6.1).
The CSD for two random vector densities p1(·) and p2(·) is defined as:
DCS(p1, p2) , − ln 〈p1, p2〉||p1|| ||p2|| . (6.4)
Note that:
• Due to Cauchy-Schwarz inequality, the argument of the logarithm in equa-
tion (6.4) is always in [0,1].
• The CSD can be interpreted as the cosine of the angle subtended by the two
density functions in the space of square integrable functions.
• The CSD is symmetric, i.e. DCS(p1, p2) = DCS(p2, p1).
• The CSD is always non-negative, and only becomes zero if p1(·) = p2(·).
In particular, due to the symmetry property of the CSD, in our notation we
use “comma” instead of “semi-colon” to separate the two density arguments of the
divergence function.
According to Hoang et al. [Hoang et al. 2015a;b], for two multi-object densities
pii(·) and pi(·), the CSD is given by:
DCS(pi, pii) = − ln
∫
pii(X)pi(X)δX√∫
pi(X)2δX
∫
pii(X)2δX
. (6.5)
For the particular case of Poisson RFSs with intensity functions vi(x) and v(x),
Hoang et al. [Hoang et al. 2015a;b] showed that equation (6.5) is simplified to
DCS(pi, pii) =
K
2
||v(·)− vi(·)||2.
115
CHAPTER 6: MULTI-VIEW MULTI-OBJECT TRACKING
Consider a centralised network of camera modules where an LMB filter is run-
ning in each node. We denote the parameters of the posterior returned from the
i-the sensor node by {(r(`)i , p(`)i )}`∈L, where i = 1, . . . , nC . To derive the CSD-based
fusion rule, we need to find the fused LMB posterior with the smallest weighted
average Cauchy-Schwarz divergence from the local LMB posteriors,
piω = arg min
pi
nC∑
i=1
ωiDCS(pi,pik). (6.6)
Hence, we should first derive the CSD between two LMB densities. Unfortunately,
while the CSD between LMB densities can be computed in closed form, the solution
of (6.6) for LMB densities does not admit (to the best of our knowledge) a simple
closed-form solution; nevertheless a simple and effective fusion rule can be derived
considering the first order approximation of LMB densities.
Mahler [Mahler 2014] has shown that in terms of Kullback-Leibler distance,
the closest Poisson density piPoiss. to any RFS density pi is the one that matches its
first moment (intensity function or the PHD). This approximation is called the first
moment approximation, and is commonly used in derivation of random finite set
filters. Therefore, we use it to compute an approximate value of the CSD between
two LMB densities as well.
Consider an arbitrary LMB density pi = {(r(`), p(`))}`∈L, and use its first-
moment approximation which is a Poisson RFS with intensity function
v(·) =
∑
`∈L
r(`)p(`)(·). (6.7)
Similarly, the i-th LMB posterior pii is approximated by a Poisson with intensity
function
vi(·) =
∑
`∈L
r
(`)
i p
(`)
i (·). (6.8)
Making these simplifying approximations, the CSD between the two LMB densities
is given by [Gostar et al. 2017]:
DCS( pii, pi) =
K
2
∫ ∣∣∣∣∑
`∈L
r
(`)
i p
(`)
i (x)−
∑
`∈L
r(`)p(`)(x)
∣∣∣∣2dx. (6.9)
116
SECTION 6.1: THE PROPOSED FRAMEWORK
Hence, the solution to the optimisation problem (6.6) is given by:
piω(X) = argmin{(r(`),p(`)(·))}`∈L
nC∑
i=1
ωi ×
∫ ∣∣∣∣∑
`∈L
r
(`)
i p
(`)
i (x)−
∑
`∈L
r(`)p(`)(x)
∣∣∣∣2dx. (6.10)
Corollary Any solution to the optimisation problem (6.10), denoted by piω =
{(r(`)ω , p(`)ω )}`∈L satisfies:
∑
`∈L
r(`)ω p
(`)
ω (x) =
nC∑
i=1
ωi
∑
`∈L
r
(`)
i p
(`)
i (x). (6.11)
Proof. Let us use a change of variable as follows:
vj(x) =
∑
`∈L
r
(`)
j p
(`)
j (x) (6.12)
where j can be null, or any i = 1, . . . , nC , or ω. Substituting in (6.10) turns the
optimisation problem into:
vω(x) = argminv
nC∑
i=1
ωi
2
||v(·)− vi(·)||2 (6.13)
To solve the optimisation problem, we expand the inner product and after some
algebraic manipulations, we have
vω(·) = argminv
nC∑
i=1
ωi
[
||v||2 + ||vi||2 − 2〈v, vi〉
]
= argminv
{
||v||2 − 2
nC∑
i=1
ωi〈v, vi〉
}
= argminv
∫ [
v2(x)− 2v(x)
nC∑
i=1
ωivi(x)
]
dx
= argminv
{∫ [
v(x)−
nC∑
i=1
ωivi(x)
]2
dx
−
∫ [ nC∑
i=1
ωivi(x)
]2
dx
}
(6.14)
= argminv
{∫ [
v(x)−
nC∑
i=1
ωivi(x)
]2
dx
}
. (6.15)
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The solution to Eq. (6.13) is given by
vω(x) =
nC∑
i=1
ωivi(x). (6.16)
Substituting the intensity functions with the LMB-related expressions in equa-
tions (6.7) and (6.8), leads to equation (6.11).
Equation (6.11) can be satisfied by infinite possible choices of fused LMB pos-
teriors. We are practically interested in the choice that leads to low computational
costs and is intuitive. Performing fusion in a label-wise manner leads to such a
choice. By “label-wise” fusion we mean that for each possible object label `, the
fused density only depends on the information received from each sensor, relevant
to label `. In the case of fusing LMB posteriors, this means that for every label `,
r
(`)
ω only depends on {r(`)i }nCi=1 and similar for p(`)ω (·).
Performing fusion in a label-wise manner not only leads to simple and intu-
itive fusion formulas, but also makes the computation parallelisable which boosts
the computational efficiency of the fusion operation. Note that in the centralised
multi-sensor fusion scheme considered in this chapter, the feedback of predicted
multi-object posterior to all sensor nodes guarantees label consistency so that the
same label in different sensors refers to the same object (and hence, we want to
avoid fusing components with different labels since they correspond to different ob-
jects). Corollary In a label-wise multi-sensor fusion scheme, the solution to the
optimisation problem (6.10) is given by piω = {(r(`)ω , p(`)ω )}`∈L where:
r(`)ω =
nC∑
i=1
ωir
(`)
i (6.17)
p(`)ω (x) =
nC∑
i=1
ωir
(`)
i p
(`)
i (x)
/ nC∑
i=1
ωir
(`)
i . (6.18)
Proof. Since in the label-wise fusion scheme, for any label `, the fused density
only depends on densities corresponding to that label from different sensors, equa-
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tion (6.11) is simplified to:
r(`)ω p
(`)
ω (x) =
nC∑
i=1
ωir
(`)
i p
(`)
i (x). (6.19)
Integrating both sides and noting that single-object densities for Bernoulli com-
ponents, each integrate to 1, leads to (6.17) for the fused probability of existence.
Dividing both sides of (6.19) by r
(`)
ω , then substituting r
(`)
ω with the right hand side
of (6.17) leads to (6.18) for the fused density of the LMB component associated
with label `.
6.2 Multi-Camera Tracking: Solution Design and
Implementation
Figure 6.2 presents a diagram showing different steps through which we implement
the multi-camera visual tracking solution using LMB filters and the CSD-based
sensor fusion. In a sequential Monte Carlo (SMC) approach, each of the Bernoulli
densities is approximated by a number of particles. In our experiments, we used
200-500 particles for each density.
6.2.1 Processing Steps in Each Camera Node
As shown in Fig. 6.2, at time k, each camera acquires an image (denoted by Ii,k
for camera node i). Then a feature search and object detection routine is executed
locally at the embedded processor in each camera node, returning a set of measure-
ments Zi,k for node i. In our experiments, object detection returns an ensemble
of blobs each specified by its location and size in the image plane. We use the
camera intrinsic and extrinsic parameters as well as a camera perspective model
to convert them to location and width in the 3D real-world coordinates with Z
= 0 being the ground plane. After this conversion, the LMB update step is run.
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Figure 6.2: Centralised multi-camera tracking in 3D with LMB filters running locally
in each camera node, and CSD fusion and post-processing running in the central
processor.
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It uses the predicted LMB parameters {(r(`)k|k−1, p(`)k|k−1(·))}`∈L+k−1 returned from the
central node, and updates it based on LMB update equations (see [Reuter et al.
2014][eq. (42)-(47)]). We set the user defined parameters pD = 0.98 and clutter rate
κk = 10
−5.
The locally updated LMB posteriors are denoted by {(r(`)i,k , p(`)i,k(·))}`∈L+k−1 for
the i-th camera node. Before they are sent to the central node where sensor fusion,
post processing, inference and prediction steps take place, a resampling operation
is run in each camera node. Let us assume that the Bernoulli component density
p
(`)
i,k(·) is approximated by J (`) particles denoted by {(w(`)ij , x(`)j )}J
(`)
i=1 , i.e. p
(`)
i,k(x) ≈∑J(`)
i=1 w
(`)
ij δx(`)j
(x).1 It is important to note that for each label, only the particle
weights, {w(`)ij }, change through the local update in each node not the actual particle
states {x(`)j } (that is why the particle index and the number of particles, J (`) do
not include i). Resampling the particles for each Bernoulli single-object density
in each local posterior is necessary to avoid particle death which is a well-known
phenomenon with SMC implementation and particle filters. In our experiments,
each Bernoulli density is turned into an approximate represented by J (`) = 500
particles, all having the same weight of w
(`)
ij =
1
500
.
6.2.2 Processing Steps in the Central Node
The central node receives all the local posteriors. The first step of computation
in the central node is the fusion operation based on equations (6.17) and (6.18).
From equation (6.17), the fused probability of existence is simply computed as the
weighted sum of the posterior probabilities of existence for the same label:
r
(`)
k =
nC∑
i=1
ωir
(`)
i,k . (6.20)
The fused Bernoulli density for each label is also approximated by the same set of
particles {x(`)j }J(`)j=1, and from equation (6.18), the weights are fused in the following
1Note the difference between particle weights here, and the fusion weights {ωi}nCi=1 (denoted
by “omega” symbol).
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style:
w
(`)
j =
nC∑
i=1
ωir
(`)
i,kw
(`)
ij
/ nC∑
i=1
ωir
(`)
i,k . (6.21)
Camera fusion with adaptive weight tuning: A notable advantage of label-wise fu-
sion is that the fusion weights {ωi}nCi=1 can be chosen differently when computing the
fused probability of existence and density particle weights for each label. Indeed,
in equations (6.20) and (6.21), we could have label-dependent fusion weights ω
(`)
i .
We exploit this opportunity and for each camera node i and object label `, tune the
fusion weight to be larger if the camera is perceived to have detected that object
in its acquired image. As a matter of fact, if the posterior probability of existence
returned by the camera node i for object label `, i.e. r
(`)
i,k , is large then that camera
node is more likely to have detected the object and deserves to be assigned a larger
weight in the fusion for that particular object label. Considering this observation,
and the essence of having normalised fusion weights, we suggest the fusion weights
for each object label to be adaptively determined as proportional to the posterior
probability of existence:
ω
(`)
i = r
(`)
i,k
/ ∑
`′∈L+k−1
r
(`′)
i,k . (6.22)
After the multi-camera fusion operation, the next step is pruning the insignif-
icant Bernoulli components. These are the objects whose probabilities of existence
are too small to be considered any further and propagated to the next iteration of
the procedure. In our experiments, we pruned any Bernoulli component that satis-
fied r
(`)
k < 10
−4. Note the change in label space in Fig. 6.2 before and after pruning,
which is due to some labels being removed from L+k−1 and being no longer present
within Lk.
Following the pruning step, the fused posterior is then used for two purposes.
Firstly, a multi-object labeled state estimate, denoted by Xˆ, is computed. The
cardinality of this estimate is the estimated number of objects in the scene. Each
element of the estimate is in the form of a single-object state estimate and its label.
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The estimation process is straightforward. We first find those Bernoulli components
whose probability of existence is large (greater than 0.7 in our experiments). Then
for each selected component, we keep the label and compute an Expected A Posteri-
ori (EAP) single-object state estimate given by the weighted average of the particles
approximating the density of that Bernoulli component:
xˆm =
J(`m)∑
j=1
w
(`m)
j x
(`m)
j . (6.23)
Finally, the fused LMB posterior is used as prior for the LMB prediction
step, according to [Reuter et al. 2014][eqs.(37)-(38)]. In our experiments, the fol-
lowing application-dependent temporal information are used in this step. Each
Bernoulli component survives to the next time step with a probability of pS = 0.98.
For each surviving object, the state transition density is given based on a nearly
constant velocity (NCV) model. Given the state of an object at time k to be
xk = [px,k p˙x,k py,k p˙y,k wk]
>, according to the NCV motion model, the density
of the object state at time k + 1 is the multi-variate Gaussian fk+1|k(xx+1|xk) =
N (xk+1;F xk, Q) where:
F = diag(A,A, 1) Q = diag(B,B, σ2width)
A =
1 T
0 1
 B = σ2motion
T 3/3 T 2/2
T 2/2 T

and T is the sampling interval (in our experiments, T = 1 frame period). Using
the above models, each of the Bernoulli components in the fused LMB posterior is
propagated with its probability of existence adapted according to the probability of
survival, and its density spread according to the motion model.
In addition to the existing components, a number of new labeled Bernoulli
components are added to the predicted LMB. These form the birth model. In
our experiments, we determine the birth LMB components by looking at different
regions of entry in each camera view and uniformly spreading 500 particles around
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each region (considering one Bernoulli component for each region). Each Bernoulli
component is given a new label, and a probability of existence of 0.03. Note that
the entry regions in each image plane are first transformed into regions in the 3D
space (using the camera parameters and model) before spreading particles.
Note that since each Bernoulli component can only represent one object, the
number of birth components should be tuned depending on the density of objects in
the application. In our experiments involving tracking pedestrians in 3D via fusion of
multiple camera views, in a case where pedestrians are populated relatively sparsely,
we used five LMB birth components. For other high density sequences we used 10
LMB components in order to initialise the tracks of a large number of targets.
We also consider an extra birth component that contains 500 particles uniformly
distributed in the whole tracking space in 3D. This component is to pick up possible
objects that might have not been detected in the previous frame (time k) by any
camera. For such objects, the corresponding Bernoulli component could have been
assigned a very small probability of existence and been pruned, but the object exists
and can be detected in time k + 1. With this extra birth, it will be picked up in
the update step of time k + 1, but with a newly born object label. We will have a
fragmentation in the track associated with that object, but it is a preferred option
compared to losing it forever.
Finally, the complete predicted LMB which now has a label space of L+k =
Lk ∪ {birth labels}, is fed back to all camera nodes for processing the next frames
at time k + 1.
6.3 Experimental Results
We evaluated our proposed multi-camera visual tracking solution in extensive exper-
iments and quantified its performance with various standard visual tracking metrics
and compared them with the performance of state-of-art methods. The dataset used
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in the experiment is the PETS2009 dataset [Ferryman and Shahrokni 2009] which
provides synchronised image sequences from different cameras, as well as ground
truth locations of targets and the camera parameters. We used three sequences of
this dataset: the S2.L1, S2.L2 and S2.L3 sequences, which comprise four to seven
different views from overlapping outdoor cameras. There are 10-74 pedestrians in
each camera view and the video sequences are captured at 7 frames/s.
We implemented the solution outlined in Fig. 6.2, in MATLAB without any
code optimisation. When running on a standard Core i7 laptop with 16 GB RAM,
the algorithm is able to achieve an average speed of around 3 frames per second.
6.3.1 Tracking Results
Figure 6.3 shows a snapshot of the tracking results using our proposed solution.
These results are for PETS2009 S2L1 sequence, using camera IDs 1, 5 and 7. Note
that the object state estimates are in 3D, and the results shown in Fig. 6.3 present
the object locations projected back to each camera view as well as Google map view
for clarity. Figure 6.4 shows a snapshot of the actual 3D tracking results. Separate
videos showing tracking results in various camera views in different sequences of the
dataset are provided supplemental materials. There is also one video presented as
supplemental material, showing the tracking results in the 3D space.
6.3.2 Quantitative Performance Comparison
As explained in [Milan et al. 2016], different evaluation metrics can lead to different
performance evaluations for the same tracking results. Therefore, for a fair compar-
ison, we used the same set of CLEAR MOT metrics proposed by Bernardin [Keni
and Rainer 2008], which have been used by the methods with which we compare
the performance of our proposed solution. We also report the results of metrics
proposed by Li et al. [Li et al. 2009]. Table 6.1 shows the list of metrics used in our
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Figure 6.3: Snapshots of results for PETS2009 S2L1 sequence. The rows show the
screenshots taken in frames 3, 200 and 594 respectively. The first columns represent
camera view 1, 5, 7 and Google map view.
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Figure 6.4: A snapshot of the original tracking results in the 3D space. Blue and
green represent the ground-truth and estimated object locations, respectively.
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experiments for performance evaluation and comparison.
Tables 6.2, 6.3 and 6.4 present a comparison of the metrics computed for our
method versus the state-of-art methods in the computer vision literature. Table 6.2
shows the results for sequence S2L1, table 6.3 for sequence S2L2, and table 6.4
for sequence S2L3. The results of the state-of-art methods were taken from their
respective papers.
It can be seen that while our method performs similar to the state-of-the-art
in terms of all the metrics, it outperforms other methods in terms of fragmentation
and ID switches. This is particularly significant considering the fact that except
for the solution proposed by Yoo et al. [Yoo et al. 2017], all the other compared
methods are oﬄine solutions. Indeed, the method described in [Leal-Taixe´ et al.
2012] poses the multi-object tracking problem as a global minimisation problem
which is then solved oﬄine using Dantzig-Wolfe decomposition and branching in
a batch processing scheme. Furthermore, the space-time-view hyper-graph-based
method formulated in [Wen et al. 2017] and the method described in [Hofmann
et al. 2013] which adopts a hyper-graph-based network flow optimisation to solve
the multi-view multi-object tracking are also oﬄine methods. These oﬄine methods
have the luxury of using future information to calculate the target states at the
current time step. But in online methods, such as ours, we only use the past
information as we model the behavior of the objects as a first order Markov chain.
Hence, in our proposed method as an online method, the object states can be
calculated at each time step in real-time.
Recall and precision results are also presented in Table 6.5. Our method is able
to achieve reasonable results even during high density crowd movement and in the
presence of miss-detection and occlusion.
The observation that our method performs better in terms of the rate of ID
switches demonstrates that it returns more accurate trajectory labels when targets
are close to, or occluding each other. The improved performance in terms of frag-
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mentation also demonstrates superiority of our method in tracking trajectories (label
estimation) without missing too many targets. Both of these metric are focused on
labels and do not necessarily infer a better overall performance in precision of state
estimates, especially considering that in practice (and in our datasets) most of the
time, the targets are not too close or occluding, and are pretty visible (detectable).
Tracking metrics such as precision and recall are affected by the performance of the
filter over the entire period of tracking not specific times where targets are too close
or occluding or less visible (detectable). Hence, those metrics may not be necessarily
higher while fragmentation and ID switches metrics are.
6.4 Conclusion
This chapter presented a novel solution for multi-camera multi-object tracking using
a random finite set-based filtering scheme in a centralized camera network frame-
work. The multi-object Bayesian filter of choice is the Labeled Multi-Bernoulli
(LMB) filter. In our proposed multi-camera tracking framework, in each camera
unit, feature matching and object detection are performed locally, followed by fur-
ther processing the resulting detections through the update step of an LMB filter.
The LMB posteriors obtained from all camera units are then centrally fused using
a novel statistical information fusion method based on minimizing Cauchy-Schwarz
Divergence (CSD) between the local posteriors and the fused LMB density. The
resulting multi-object posterior is then further processed for numerical tractability
and used for inference of object states and their labels. It is then used as prior
in a centrally performed LMB prediction step in which its parameters are propa-
gated according to application-dependent temporal information such as a stochastic
single-object motion model, object entry information (LMB birth model) and object
exit information (probability of survival).
Due to its capability to perform tracking in the 3D space, the proposed solu-
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tion can natively handle occlusion and mis-detection events in a multi-view setting,
provided that the occluded or mis-detected targets are present in at least one of the
camera views. The experimental results demonstrate that in terms of producing less
fragmentation and ID switches, the proposed method outperforms the state-of-the-
art in 3D tracking of numerous pedestrians in widely-used multi-camera tracking
datasets. It is also shown to perform similar to the state-of-art solutions in terms of
a number of other well-known visual tracking metrics. The improved performance
is mainly because of efficacy of handling object trajectories in the proposed central-
ized LMB filtering and CSD-based sensor fusion processes, and the adaptive weight
tuning strategy for fusion weights, as well as incorporation of application-dependent
information into the algorithm.
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Table 6.5: Recall and precision metric values for our method for PETS2009 dataset
Sequence Camera IDs Recall - Rec Precision - PRE
PETS2009S2L1
1+2 91.25 96.63
1+3 90.24 95.45
1+2+3+5 89.23 93.56
PETS2009S2L2 1+2 69.23 64.21
1+2+3 68.02 62.36
PETS2009S2L3
1+2 56.57 58.23
1+2+3 54.02 52.61
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Conclusion
In this thesis we investigate the use of RFS tracking algorithms to improve the safety
of industrial mobile platforms by tracking human targets around the platforms. The
evaluation of the performance and accuracy of the proposed algorithms show that
they can be successfully applied in challenging scenarios where occlusion, misdetec-
tion, object velocity variations, illumination changes, etc. Further, the proposed
algorithms minimise the number of false alarms, there by increasing the suitabil-
ity to be applied in safety-critical applications, such as to enhance the safely of
industrial mobile platforms. It is worth noting that the proposed algorithms can
also be applied in other applications such as surveillance, autonomous vehicles and
unmanned aerial vehicles.
In this thesis Chapters 3 and 4 focus on track-before-methods and Chapters 5
and 6 focus on tracking by detection methods. Specifically, in Chapter 3, we prove
that under a separable likelihood function, the LMB is a conjugate prior. In Chap-
ter 4, we formulate a novel geometric shape-based likelihood and propose two ap-
proaches to fuse the geometric shape and colour-based information. In Chapter 5,
we formulate an intuitive occlusion handling algorithm for use in a GLMB algo-
rithm. In Chapter6, a novel information fusion algorithm based on CauchySchwarz
divergence is formulated for multi-view multi-object tracking.
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A summary of the contributions of this thesis is listed below.
Chapter 3
This chapter presents a novel TB-LMB algorithm for image observations and we
prove that the LMB distribution is a conjugate prior with a specific form of likelihood
functions, known as separable likelihood functions. We mathematically prove the
conjugacy, which results in a real time update step, and derive the multi-Bernoulli
parameters of the posterior. We then propose the sequential Monte Carlo implemen-
tation of the proposed method and apply the algorithm to a public visual tracking
dataset. The results quantified using MOTP and MOTA metrics show that the pro-
posed solution is successful in tracking human targets while maintaining real-time
processing speeds.
Chapter 4
We propose a novel TBD-LMB algorithm with two approaches to fuse the informa-
tion from two measurements, specifically a colour image and and an edge-detected
image, to track industrial workers who are wearing safety vests. The state of a target
is modelled as a collection of two upright ellipses which are connected through their
major axes. This allows us to capture the geometric shape information embedded
in human targets in the form of a geometric shape likelihood. The formulated novel
geometric shape likelihood is then used in conjunction with a well-established kernel
density estimation-based colour likelihood in two information fusion approaches to
calculate the posterior multi-object distribution.
In the first approach, the predicted multi-object distribution is first updated
using the colour likelihood and the resultant multi-object distribution is then up-
dated using the novel geometric shape likelihood to calculate the final updated
multi-object distribution. In the second approach, the individually-calculated pos-
terior multi-object densities are fused in such a way that the parameters of the
fused multi-object density minimise the weighted Kullback-Leibler average distance
between the calculated individual multi-object distributions. The proposed solution
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was tested using a dataset with three challenging sequences and the results showed
that the KLA-based LMB-TBD approach outperforms the other approach as well
as the state-of-the-art approaches in various standard visual tracking metrics.
Chapter 5
A novel method for multi-target tracking on video is proposed. The method is de-
signed based on the GLMB filter with modifications to the track-table of the filter
integrated in such a way that the number of targets and their states and labels can be
estimated and propagated in each frame in real time. The resulting method enables
the GLMB filtering core of the tracker to deal with targets that are of finite and
time-varying sizes, and can occlude each other intermittently during the tracking
period. One of the main ideas is to extend the birth process model so that it covers
all the regions within the state space where targets can occlude each other. This
leads to the filter being capable of re-detecting the targets which have disappeared
during an occlusion period and including them within its tracks after occlusion. The
above-mentioned extension of the birth process leads to false alarms. The second
main idea is an intuitive method to detect and remove such false alarms, and update
the filters track-table accordingly. The third significant contribution is an intuitive
algorithm to recover the label of an occluded target after it reappears, via the intro-
duction of a recent disappearance track history. The step-by-step pseudocodes of
the proposed algorithms are presented in detail. Comparative experiments involving
several challenging (and commonly used for benchmarking) visual tracking datasets
demonstrate that our method outperforms, or performs similar to, the state-of-the-
art in terms of various common tracking metrics.
Chapter 6
In this chapter, a novel LMB filter is developed which can track multiple objects
in a multi-camera environment. The proposed update comprises a centralised pre-
diction step and distributed Bayesian update step. We assign dynamic weights
for the information coming from each camera view, for each LMB track, in the
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Bayesian update step. This ensures that the occlusion is automatically handled
without enforcing further computational requirements. The un-optimised Matlab
implementation showed that the proposed algorithm is usable in real time and the
results evaluated on the PETS2009 dataset showed that the proposed algorithm has
favourable results in terms of various visual tracking metrics.
7.1 Future Studies
Possible extensions and of the work presented in this thesis include the following:
• Motion model switching: Human movement is very uncertain in its nature.
Further, the mobile platform (be it industrial or otherwise) on which the
camera is mounted can undergo sudden movement changes. In these situa-
tions, a single simple motion model cannot predict multi-object distribution in
an accurate manner during the Chapman-Kolmogorov prediction. A model-
switching mechanism can be implemented to overcome this problem, as model
switching will help to incorporate new object behaviour.
• If there is no requirement for real-time object tracking, forward-backward
smoothing can be employed for visual multi-target tracking. In [Beard et al.
2016], Beard et al. derived mathematical rules for GLMB forward-backward
smoothing. This can be adapted to visual multi-object tracking for more ac-
curate target state estimates. This is due to the fact that the set of detections
is processed as a batch and as such, access to future object measurements
at the current time step is possible to eliminate unlikely movements of the
object. It should be noted that, using this method, more accurate object
state estimation can only be produced at the expense of real-time object state
estimation.
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• The multi-camera multi-object tracking for overlapping fields-of-view can be
extended to non-overlapping scenario as follows. The core idea is to model
the features of an estimated object state as an RFS. Algorithmically, after
obtaining the set of estimations at each time step, a feature extractor can be
employed to extract features, such as colour. Then, using a Bayesian update-
based learning mechanism or information divergence-based learning mecha-
nism the RFS can be updated according to the extracted feature information.
When an object left one camera field of view and enter in to another camera
view, the built model can be used to re-identify the object using techniques
such as kernel density estimation and maximum likelihood approach.
• The proposed algorithms in this thesis can be successfully applied in traffic
surveillance applications, such as vehicle counting, with a slight modification.
Since the vehicles can act as extended objects (objects which multiple measure-
ments at a given time), the merged measurement model proposed in [Beard
et al. 2015b] will have to be used in such applications.
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