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を示した．機械学習による属性推定とアンケートによる事後申告により，14 人中 10 人については
事前に申告がない属性についても，本人のものと推定された属性のアンケートスコアが実際に高く
なっていた． 個人特定については，78 人中 29 人を正しく特定し，78 人中 65 人を 1 割(すなわち
上位 7 位)以内に絞り込むことができた．これは先行研究の結果(30 人中 6 人を特定)を上回る．また
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14 人中 10 人については事前に申告がない属性についても，本人のものと推定された属性
のアンケートスコアが実際に高くなっていた． 
個人特定については，78 人中 29 人を正しく特定し，78 人中 65 人を 1 割(すなわち上位
7 位)以内に絞り込むことができた．これは先行研究の結果(30 人中 6 人を正しく特定，30
人中 12人を 1割以内に特定)を上回る．また学内被験者では 27人中 12人を正しく特定し，
27 人中 16 人を 1 割(すなわち上位 2 位)以内に，学外被験者では 51 人中 27 人を正しく特
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ラベル付けは人手で行われていた．2012 年に Kótyuk と Buttyan は，本人や友人のプロフ
ィールおよび投稿文で開示された情報から，年齢，性別，未婚・既婚などの関係をニューラ
ルネットワークによって学習することで，開示された情報から開示されていない情報を推
定できるとしている[4]．2014 年に Caliskan-Islam らは，ナイーブベイズ分類器とアダブ




近年では，対象の SNS アカウントやその投稿を，別の SNS と照合するといった手法が
提案されている．2009 年に Narayanan らは，サブグラフマッチングにより，Twitter と
Flickr を利用する同一ユーザを 12%の誤り率で特定する手法を提案している[1]．そして
2012 年には，SVM や線形判別機などの機械学習アルゴリズムを使用することで，同一ユー
ザが投稿した複数のブログを推定することができるとしている[5]．2010 年に Polakis らは，
Facebook の情報を利用し，SNS 上のユーザ名と実在する電子メールアドレスを照合するこ
とができたと報告している[6]．具体的には，Twitter と Facebook の情報を活用することで，
43%のユーザプロフィールと実際のメールアドレスとの対応付けを行うことができた．
2012 年に Goga らは，位置情報，タイムスタンプおよび書式情報を解析することで，異な
る SNS(Yelp，Twitter，Flickr)を利用する同一ユーザを特定する手法を提案している[7]．
同年，Narayanan は SVM や線形判別分析を含むいくつかの学習アルゴリズムを用いて，



















図 2.1 履歴書との照合による発言者特定システム概念 
 












の 7 種類，計 119 個である。 
属性識別器の作成方法は，各属性値を持つアカウントを Twitter のプロフィール検索サ
ービスなどによって複数入手し，これを正例とする．またその属性値を持たない複数のアカ


























第 3章 データセット 
3.1 履歴書情報 
 被験者実験により，電気通信大学に在籍する学生 27 名に加えて，電気通信大学以外に在















実際に評価に用いたデータは(1) 性別，(2)年代，(4) 帰省先住所，(5) 学歴，(6) 職種，(7) 
得意科目，(9) クラブ活動・サークル・趣味，(10) 資格 の計 8 項目である．ただし，これ
ら 8 項目のうち一部が欠落している履歴書もある． 
得意科目や趣味など，人によっては複数の属性が該当する項目もあるため，属性の数は
履歴書によって異なる．一人当たりの属性の数は最低で 6 項目，最大で 28 項目であり，平




 本実験では，Twitter への投稿数が被験者は 500 ツイート，教師データは 1000 ツイート
以上のアカウントを対象とし，被験者・教師データのどちらのアカウントも，アカウントあ
たり最新の3000ツイートまでを用いた．被験者78人のツイート数は最低で535ツイート，
最大で 3222 ツイートであり，平均は 2351.85 ツイートとなっている．標準偏差は 809.70
である． 
















図 3.1 被験者の内訳 
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例とし，ツイプロを用いて収集する．それら 1 アカウント当たり最新のものから過去 3000








のため本実験では正例，負例それぞれ最大 100 アカウントを学習データとする． 
形態素解析に使用するMeCab用の辞書として，IPA 辞書とNEologdというものがある．
NEologd は IPA 辞書に多数の Web 上の言語資源から得た新語を追加することでカスタマ
イズされたもので，定期的に更新を行うことで新語に対応している．この NEologd と IPA 
辞書のどちらを用いた識別器の精度が良いかを検証したところ，IPA 辞書の方が優れてい
たため，本実験では IPA 辞書を用いている． 
なお学習アルゴリズムは DMLC[11]によって開発されている Gradient Tree Boosting を




















の多い)属性は識別精度が低く，また学歴についても，A 大学と B 大学といったような大学








表 4.1 属性の例 
カテゴリ 項目の例 項目数 識別精度の高い属性 
性別 男・女 2 男・女 
年代 18-22・23-26・27-30・・・ 7  
帰省先住所 愛知県・新潟県・熊本県・・・ 57 愛知県・新潟県・ 
熊本県・・・ 
学歴 電気通信大学・・・ 20  
通勤先・職種  26  
得意科目 Web セキュリティ・アルゴリズム・ 
通信システム・電磁気学・・・ 




























表 4.2 属性識別器スコアの一部 
  性別   年齢   帰省先住所    
  男 女 18-22 23-26 埼玉県 A 市 埼玉県 B 市 
被験者 1 0.999491 0.000508 0.07145 0.452265 0.9963329 0.9499788 
被験者 2 0.99668 0.00332 0.568197 0.583949 0.0401079 0.0035348 
被験者 3 0.976975 0.023025 0.022415 0.711347 0.0473873 0.0134592 
被験者 4 0.985342 0.014658 0.359974 0.05046 0.0144113 0.553514 
被験者 5 0.978814 0.021186 0.017261 0.057622 0.5193191 0.0040804 
被験者 6 0.999063 0.000937 0.005669 0.065433 0.0149693 0.0105171 
被験者 7 0.996149 0.003851 0.034488 0.939049 0.0313453 0.0034176 
被験者 8 0.92969 0.07031 0.339534 0.968809 0.036622 0.0035604 
被験者 9 0.996976 0.003024 0.269929 0.125967 0.1433513 0.009207 
被験者 10 0.994946 0.005054 0.194858 0.816119 0.0150451 0.006207 
被験者 11 0.572584 0.427416 0.938805 0.773064 0.0333756 0.9505212 




  学歴   資格 
  電気通信大学 II 類 電気通信大学総合情報学科 英検 
被験者 1 0.964861 0.964861 0.982245 
被験者 2 0.964861 0.964861 0.990228 
被験者 3 0.035139 0.964861 0.984859 
被験者 4 0.035139 0.035139 0.850149 
被験者 5 0.964861 0.964861 0.990107 
被験者 6 0.964861 0.964861 0.990106 
被験者 7 0.964861 0.964861 0.912451 
被験者 8 0.964861 0.964861 0.810888 
被験者 9 0.964861 0.964861 0.773549 
被験者 10 0.964861 0.964861 0.962318 
被験者 11 0.964861 0.964861 0.181146 






  得意科目   趣味     
  電磁気学 統計学 ギター アウトドア 将棋 
被験者 1 0.946441472 0.842011 0.003796 0.992896 0.17590185 
被験者 2 0.826048076 0.891354 0.005011 0.33884 0.00693983 
被験者 3 0.303416908 0.751036 0.04345 0.683938 0.00539208 
被験者 4 0.179372653 0.689696 0.034995 0.897145 0.00918772 
被験者 5 0.968943834 0.848978 0.00317 0.053821 0.13826333 
被験者 6 0.963331163 0.898875 0.006539 0.893033 0.02333358 
被験者 7 0.588758707 0.738795 0.99733 0.443365 0.82408625 
被験者 8 0.461890519 0.160672 0.036705 0.648482 0.00578586 
被験者 9 0.951130629 0.829191 0.00706 0.936702 0.68964982 
被験者 10 0.94460988 0.235798 0.011699 0.19905 0.01005645 
被験者 11 0.79578948 0.343645 0.002327 0.096907 0.0084399 





αという属性について，78 人の被験者のうち，該当者が N 人，非該当者が M（M=78－
N）人とする． 
（1） 78 アカウントをαの属性識別器で処理し，スコア順に 78 アカウントを整列する． 
（2） 該当者の各アカウントの重みを 78/N，非該当者の各アカウントの重みを 78/M とす
る． 













表 4.3 属性識別器誤り率の一例 
属性値   誤り率 
性別 男 12.3034 
  女 12.3034 
年代 18-22 65.29993 
  23-26 55.03333 
帰省先住所 愛媛県 D 市 0 
  神奈川県 E 市 7.090909 
  東京都 F 区 70.81579 
学歴 G 大学 7.090909 
  H 大学 0 
資格 漢検 33.58333 
  教員免許 60.55263 
得意科目 数学 68.4 
  統計学 5.131579 
  体育 66.08333 
趣味 アーチェリー 0 
  ギター 14.56 
  ファッション 49.63636 





















具体的な例を示す(図 5.1)．とある人物 Alice の履歴書が以下の様であったとする．この
時，Alice は「性別：女」「現住所：東京」「帰省先：北海道」「趣味：ダンス」「趣味:ピアノ」
という属性値を所有しているものとし，それぞれの識別器を作成する．つまり，Alice の履
歴書では 5 つの識別器を作成する．1 つの項目内に複数の属性値がある場合（例えば，｢趣
味｣の項目に｢ダンス｣と｢ピアノ｣の 2 つが記入されている），それぞれの属性値毎に識別器
を作成する．  
これら 5 つの識別器に特定したい Twitter アカウントの投稿を入力し，得られたスコア












い履歴書を入力した Twitter アカウント本人の履歴書とする（図 5.2）． 
 
図 5.2 個人特定の手法 
 
識別器毎の結果を補正するため，出力結果全てに対して次の式により正規化を行った．












 …式 5.2 
𝜎𝑗 = √




 …式 5.3 
  
i ：Twitter アカウント 
j  ：履歴書の属性 
N ：履歴書の数 
𝑥𝑖𝑗  ：Twitter アカウント i の識別器 j に対するスコア 
𝑥?̅? ：識別器 j におけるスコアの平均 







表 5.1 照合結果 
 全体(78 人) 学内(27 人) 学外(51 人) 
本人と特定できた人数 29 (1 位) 12 (1 位) 27 (1 位) 
1 割に絞り込めた人数 65 (7 位以内) 16 (2 位以内) 40 (5 位以内) 







=本人のスコアが 2 割以内の順位に相当する場合，「×」=それ以外を表している． 
 
 










 まず属性数に着目する．全体の中で本人を特定できた 29 人の属性数を集計したところ，
一人当たりの属性の数は最低 6項目，最大で 28項目あり，平均は 11.41 項目となっている．



























男 21 12.3034 
18-22(年齢) 18 65.29993 
英語 10 65.28833 
数学 10 68.4 
女 8 12.3034 
23-26(年齢) 6 55.03333 
読書 5 49.83333 
旅行 5 52.05242 
英検 4 60.17143 
漢検 4 33.58333 
国語 4 57.44064 
 
表 5.3 特定された被験者が持つ 
     誤り率 0 の属性の詳細(一部) 
 








被験者34 ○ ○ 2
… …
被験者65 ○ 3
(※)内の合計 1 1 1 1 1 1 1















 4 章で述べた属性識別器を用いることで，Twitter アカウントの投稿から投稿者が持って
いる潜在的な属性を推定することができると考え，実験を行った． 

























表 6.1 を用いて説明する．ある属性 1 の識別器から算出されたスコアについて，被験者
78 人の中央値は 0.077878 であった．被験者 1，被験者 2，被験者 3 において，属性 1 の識
別器スコアは全て中央値より高い．よってこの三人は属性 1 という属性を持っていると判
断する．同様に属性 2 の識別器の結果より，被験者 1 と被験者 3 は属性 2 という属性を持
っているが，被験者 2 は持っていないと判断する．同様に 51 属性，14 人についてツイッタ
ーの投稿文から推定される属性を調査し，アンケートの回答と比較した． 
 
表 6.1 属性値識別器のスコアとその中央値(一部) 
 
属性1 属性2 属性3 属性4 属性5
被験者1 0.935505 0.991285 0.764065 0.184813 0.978676
被験者2 0.127395 0.202059 0.578848 0.605516 0.055634


























 回答を得られた被験者 14 人のうち，被験者 2，被験者 3，被験者 5，被験者 7，被験者




表 6.2 アンケートスコアの平均 
 
 
51属性 本人の属性(申告有) 本人の属性(申告無) 本人の属性でない 本人の属性の合計数
被験者1 2.470588235 5 2.434782609 2.2 26
被験者2 2.725490196 4 2.76 2.64 26
被験者3 2.921568627 3.181818182 2.444444444 33
被験者5 1.941176471 2.074074074 1.791666667 27
被験者7 2.568627451 5 2.619047619 2 43
被験者9 2.843137255 2.846153846 2.846153846 26
被験者12 3.196078431 3.34375 2.947368421 32
被験者17 3.078431373 3.666666667 2.833333333 15
被験者19 2.431372549 2.586206897 2.227272727 29
被験者20 2.843137255 5 2.625 2.961538462 25
被験者21 2.980392157 5 3.4 2.676470588 17
被験者22 2.450980392 2.55 2.387096774 20
被験者23 2.784313725 2.689655172 2.909090909 29















































14 人中 10 人については事前に申告がない属性についても，本人のものと推定された属性
のアンケートスコアが実際に高くなっていた． 
個人特定については，78 人中 29 人を正しく特定し，78 人中 65 人を 1 割(すなわち上位
7 位)以内に絞り込むことができた．これは先行研究の結果(30 人中 6 人を正しく特定，30
人中 12人を 1割以内に特定)を上回る．また学内被験者では 27人中 12人を正しく特定し，
27 人中 16 人を 1 割(すなわち上位 2 位)以内に，学外被験者では 51 人中 27 人を正しく特





















[1] Narayanan, A., Shmatikov, V.: De-anonymizing social networks, In: Proc. 30th IEEE 
Security & Privacy, pp.173-187, Oakland (2009) 
[2] Eina Hashimoto， Masatsugu Ichino， Tetsuji Kuboyama，Isao Echizen， and 
Hiroshi Yoshiura，  Breaking Anonymity of Social Network Accounts by Using 
Coordinated and Extensible Classifiers based on Machine Learning (2016) 
[3] Mao, H., Shuai, X., Kapadia, A.: Loose Tweets: An analysis of privacy leaks on 
Twitter. In: Proceedings of 10th ACM Workshop on Privacy in the Electronic Society, 
Denver (2011) 
[4] Kótyuk, G., Buttyan, L.: A Machine learning based approach for predicting 
undisclosed attributes in social networks. In: Proceedings of IEEE 4th International 
Work-shop on Security and Social Networking, pp.361–366, Budapest (2012) 
[5] A. Narayanan, et al., “On the Feasibility of Internet-Scale Author Identification,” in 
Proceedings of the 33rd IEEE Symposium on Security and Privacy, pp.300–
314(2012) 
[6] Polakis, et al., “Using Social Networks to Harvest Email Addresses,” in Proceedings 
of the 9th ACM Workshop on Privacy in Electonic Society, pp.11–20(2010) 
[7] Goga, et al., “On Exploiting Innocuous User Activity for Correlating Accounts Across 
Social Network Sites,” ICSI Technical Reports -University of Berkeley, (2012). 
[8] A. Narayanan, et al., “On the Feasibility of Internet-Scale Author Identification,” in 
Proceedings of the 33rd IEEE Symposium on Security and Privacy, pp.300–
314(2012) 
[9] Mishari Almishari et al, “Stylometric Linkability of Tweets,” in Workshop on Privacy 
in the Electronic Society, USA (2014) 
[10] ツイプロ - http://twpro.jp/, 2019/1/26 確認 
[11] DMLC for Scalable and Reliable Machine Learning -http://dmlc.ml/，2019/1/26 確認 
[12] Scalable, Portable and Distributed Gradient Boosting (GBDT, GBRT or GBM) 
23 
 







































 表 4.3 に示した属性識別器誤り率の全体を記す．なお被験者の個人情報が含まれるため一
部を非公開とする． 
 
属性値  誤り率 
性別 男 12.30339623 
女 12.30339623 




















































































































資格 FP 二級 17.22077922 
























歴史検定準 3 級 38.49350649 
得意科目 History of Art 22.28571429 
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