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Chapter 66
GB-SAR PSI
T he way to compensate APS and to improve GB-InSAR performance by means ofpolarimetric optimization have been introduced in Chapters 4 and 5, respectively.
We are now in conditions of presenting the final development of the GB-SAR processing
chain to the estimation of the linear component of displacement, but also its non-linear
component. Indeed, this development is based on the adaptation of CPT algorithm (seen
in Chapter 3) to work with the fully-polarimetric zero-baseline data provided by the
RiskSAR sensor.
The content of this Chapter corresponds to the following publications:
R. Iglesias, A. Aguasca, X. Fabregas, J. Mallorqui, D. Monells, C. Lo´pez-Mart´ınez, and
L. Pipia, “Ground-based Polarimetric SAR Interferometry for the Monitoring of Terrain
Displacement Phenomena - Part I: Theoretical Description,“ Selected Topics in Applied
Earth Observations and Remote Sensing, IEEE Journal of, vol. 8, no. 3, pp. 980-993,
Mar. 2015.
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Chapter 6. GB-SAR PSI
R. Iglesias, A. Aguasca, X. Fabregas, J. Mallorqui, D. Monells, C. Lo´pez-Mart´ınez, and
L. Pipia, “Ground-based Polarimetric SAR Interferometry for the Monitoring of Terrain
Displacement Phenomena - Part II: Applications,“ Selected Topics in Applied Earth Ob-
servations and Remote Sensing, IEEE Journal of, vol. 8, no. 3, pp. 994-1007, Mar.
2015.
The first paper is based on a theoretical description of the whole GB-SAR processing
chain. First, a full description of the radar architecture of the RiskSAR sensor, highlight-
ing the main advantages of working with FMCW radars, is given. Then, the different
GB-SAR operation modes are described. Once a certain area is selected to carry out a
monitoring, two different operation modes, referred to as continuous and discontinuous,
may be considered. This choice is translated in different GB-InSAR processing strategies.
For the sake of generality, the processing chain is explained for the more complex
case, i.e, under the discontinuous operation mode. The Short-Term Processing (STP)
and the Long-Term Processing (LTP) are hence presented in order to explain the main
differences between compensating APS over GB-SAR images acquired within the same
measurement day or with a certain temporal baseline (roughly a month in this case).
Finally, the adaptation of the CPT is presented to the accurate estimation of both, the
linear displacement rate and the time-series for GB-SAR measurements.
The second paper presents the application of the GB-SAR processing chain described
in the former for the monitoring of El Forn de Canillo using the GB-SAR fully-polarimetric
data set of El Forn de Canillo presented in Section 1.4.3 of Chapter 2. The interferograms
employed for the GB-SAR PSI processing are listed in Section G.2 of Appendix G. This
part focuses in the more applicable aspects of the processing, such as the measurement
logistics or the necessity to project LOS displacements along the real ground displacement
direction (introduced in Section 3.5 of Chapter 3). Moreover, the main differences when
facing landslide monitoring applications with respect to a standard urban subsidence
phenomenon are largely discussed. For that purpose, an example of urban subsidence
monitoring over the village of Sallent, northeastern of Spain, is studied in detail. A total
of 9 X-band fully-polarimetric images, from June 2006 to March 2007, collected by the
RiskSAR sensor are employed for this comparison.
As it will be shown, the displacement results obtained show a high agreement with
the ground truth data available, thus demonstrating the capabilities of GB-SAR sensors
for this type of applications. Compared with PSI space-borne solutions, GB-SAR sensors
present several advantages due to the zero-baseline configuration of the instrument. The
revisiting-time is no longer a constraint due to the employment of a terrestrial platform.
They offer the possibility to fit the illumination angle in order to maximize the detec-
tion of real ground displacement in the LOS direction. Finally, and the most important,
since APS may be perfectly estimated and compensated for, lower numbers of images are
required in order to achieve reliable non-linear estimations of the ground displacement
phenomena. Compared with traditional in-field monitoring devices and techniques, in-
cluding total stations, DGPS, geological mapping, geophysical prospection, topographic
leveling, extensometers, inclinometers and piezometers, GB-SAR solutions have demon-
strated to provide higher densities and to be very efficient in order to cover larger areas
for long periods at lower cost.
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Chapter 77
Selection of Persistent
Scatterers by means of
TSSC
I n the previous Chapter the whole GB-SAR processing chain has been presented for theefficient monitoring of slow-moving landslides by means of GB-SAR PSI techniques.
Nonetheless, all the results referred to the GB-SAR case along this PhD work has been
addressed to the coherence stability approach. What is the reason for that?
As seen in Section 3.2 of Chapter 3, the reliability of displacement estimation mainly
depends on reaching an adequate selection of PSCs. There are mainly two criteria avail-
able in the literature for the estimation of pixels’ dispersion, these are the coherence
stability [22, 26] technique and the PS approach [19]. As seen, the former makes use of
the estimated coherence maps from the multi-looked interferograms, which can be directly
related with the standard deviation of the interferometric phase. The ML used, which ba-
sically consists of applying a boxcar window, reduces the resolution of the interferograms
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depending on the averaging factor employed. This fact impacts in the pixel selection
step, leading to an inherent reduction of the resolution during the detection of persistent
scatterers. For this reason, this approach is typically addressed as low-resolution PSI.
The latter relates the phase dispersion of those scatterers presenting high values of SNR
with the DA estimator [19], which basically corresponds to a measure of the pixels’ am-
plitude stability. Pixels stable in amplitude are assumed to be reliable in phase. Since
the multi-looking of data is not required in that case, the resolution of the original im-
ages is preserved during the detection of PSCs. For this reason, this method is typically
addressed as full-resolution PSI.
The choice of the pixel selection criterion basically depends on the number of acqui-
sitions at disposal, on the resolution required and on the nature of the scenario to be
monitored. On the one hand, the coherence stability method ensures accurate estima-
tions of the phase statistics even when a reduced number of SAR images is available.
In contrast, the PS approach demands a larger number of SAR images to be reliable,
typically more than 20 [19]. On the other hand, the coherence stability criterion per-
forms better over environments with predominance of distributed targets, this is when
multiple scatterers are present within a resolution cell. In contrast, the PS approach is
mainly employed for the detection of deterministic point-like targets, such as man-made
structures, which are not affected by geometrical decorrelation and speckle noise as there
is a single dominant scatterer within the resolution cell. There is hence a clear limita-
tion when the full-resolution of SAR images requires to be preserved, in order to exploit
the point-like scatterers within the the illuminated scenario, and the number of images
available is small.
One interesting example arises from the use of GB-SAR sensors when these are em-
ployed to carry out a discontinuous monitoring of affected areas, which is the case of this
PhD Thesis. As explained, this operation mode consists of revisiting the area of inter-
est during different measurement days at regular intervals and it is typically addressed
for the monitoring of slow-displacement rate phenomena, where performing a continuous
monitoring is inefficient and costly. In that case, it is usual revisiting the AOI the least
possible number of times in order to avoid increasing the cost of the monitoring. In this
case, reaching the minimum number of images required by the DA approach is usually
not accomplished, limiting the application of full-resolution PSI.
Another clear example of this appears when SAR images of the so-called new family
of X-band SAR sensors, like the German TerraSAR-X and TanDEM-X satellites [53], [54]
or the Italian constellation Cosmo-Skymed [56], are ordered for a certain area monitoring.
Despite the improved capabilities of these sensors in terms of resolution and revisiting
time, the acquisition of products has become considerably more expensive compared with
its predecessors, such as ERS-1/2 or ENVISAT. This fact compromises in many cases
the acquisition of a large number of SAR images with the lowest time lapses, since it
considerably increases the cost of the monitoring and can make PSI techniques to loose
a competitive advantage against other surveying techniques. This is clearly the case of
monitoring slow-moving phenomena, in which a large number of SAR images acquired in a
short period of time do not provide new information. While it is true that the greater the
number of images, the better the APS and non-linear displacement component estimation,
reliable estimations can be achieved with reduced data sets if the extension of the non-
linear displacement is lower compared with the APS correlation window. Finally, it must
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be recalled that in presence of large spatial baselines, understanding large as closer to the
critical baseline, a big amount of coherence maps under the coherence stability approach
turn out some interferograms to be useless due to the geometrical decorrelation [19]. A
full-resolution PSI processing results mandatory in all these cases in order to take benefit
of the high-resolution provided by these sensors, even when a reduced set of SAR images
is available.
In order to overcome this limitation of classical PSI techniques, a new approach based
on exploiting the spectral properties of point-like scatterers is presented in this Chapter.
This method takes advantage of the so-called Coherent Scatterer (CS), presented in [191],
but including the temporal axis in the detection. The rationale is to estimate which targets
exhibit a high spectral correlation coefficient along the multi-temporal set of SAR images
available. This estimation is referred to as TSSC. Those targets fulfilling this condition
will be directly related to as point-like scatterers and, consequently, as persistent scatterers
suited for the PSI processing.
The content of this Chapter corresponds to the following publications:
R. Iglesias, J. J. Mallorqui, and P. Lo´pez-Dekker, “DInSAR Pixel Selection Based on
Sublook Spectral Correlation Along Time,” IEEE Transactions on Geoscience and Re-
mote Sensing, vol. 52, no. 7, pp. 3788-3799, Jul. 2014.
R. Iglesias, D. Monells, C. Lo´pez-Mart´ınez, J. J. Mallorqui, X. Fabregas, and A. Aguasca,
“Polarimetric Optimization of Temporal Sublook Coherence for DInSAR Applications,”
Geoscience and Remote Sensing Letters, IEEE, vol. 12, no. 1, pp. 87-91, Jan. 2015.
The first paper presents the mathematical formulation of the TSSC approach. In this
framework, the concept of Stable Coherent Scatterer (SCS) and the different approaches
for the TSSC estimation, these are the Temporal Sublook Coherence (TSC) and the
Temporal Sublook Entropy (TSE), are widely discussed. The relationship between the
values of the TSSC estimator and the pixels’ dispersion is studied. The test area selected
to evaluate the TSSC performance corresponds to the city of Murcia (Spain), which is
an urban area where subsidence has occurred during the last years. For this purpose,
a data set of 51 SAR images, corresponding to the German satellite TerraSAR-X and
covering the period from July 2008 to April 2010, has been selected. The large number of
images available allows a fair comparison of the final SCSs selected with the well-known
PS pixel selection approach. In this context, the benefits of performing a joint TSSC-PS
full-resolution PSI when the number of images available is adequate is finally put forward.
In the second paper, the new pixel selection technique is validated in the mountainous
environment of El Forn de Canillo using the GB-SAR fully-polarimetric data set presented
in Section 1.4.3 of Chapter 2. This work seeks to demonstrate the goodness of the TSSC
estimator over data sets with a reduced number of SAR images. For the first time in this
PhD Thesis, a full-resolution PSI is applied over the GB-SAR data set. Furthermore, this
work reveals the benefits of extending the TSSC estimator to work with fully polarimetric
data. In this framework, the polarimetric optimization methods referred to as Best, SOM,
and ESM (presented in Chapter 5) are adapted to work with the TSC approach in order
to improve its performance.
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Chapter 88
Orbital and
Ground-Based
High-Resolution PSI
Results
I n the previous Chapter a new full-resolution pixel selection method has been presented.The method is based on the characterization of the degree of correlation between dif-
ferent sublooks of the image spectrum along a multi-temporal set of SAR images. Those
targets exhibiting high values of TSSC are directly related to as point-like scatterers and,
consequently, as persistent scatterers suited for the PSI processing.
The objective of this Chapter is twofold. On the one hand, demonstrating the ap-
plicability of the TSC approach (which is based on the TSSC estimation relying on the
coherence estimator) for full-resolution PSI purposes when a reduced number of either
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orbital- or ground-based SAR images is available. Up to the moment, the performance
of this approach under this restriction has been only demonstrated for the GB-SAR data
set. In this context, the estimation accuracy, the number of pixel candidates, and the
final PSI displacement maps retrieved are deeply discussed and compared with the clas-
sical approaches, i.e, the coherence stability technique and the PS approach, and for
both platforms orbital- and ground-based. On the other hand, a final comparison in El
Forn de Canillo between the down-slope PSI results, obtained with the space-borne and
ground-based SAR data sets presented in Section 1.4.3 of Chapter 2, and the ground
truth-available, is put forward. In order to demonstrate the goodness of the TSC ap-
proach when a reduced number of images is available, and make a fair comparison with
GB-SAR results, only ten images of the TerraSAR-X data set have been employed for the
analysis presented.
The content of this Chapter corresponds to the following publication:
R. Iglesias, J. J. Mallorqui, D. Monells, C. Lo´pez-Mart´ınez, X. Fabregas, A. Aguasca,
J. A. Gili, and J. Corominas, “PSI Deformation Map Retrieval by Means of Temporal
Sublook Coherence on Reduced Sets of SAR Images,” Remote Sensing, vol. 7, no. 1, pp.
530-563, Jan. 2015.
As it will be shown in the paper, the persistent scatterers selected with the coherence
stability and the TSC approach perfectly matches, being both selections associated to
the man-made structures and rocky areas present in the scenario. Moreover, both ap-
proaches show a similar performance in terms of PSI displacement results. Nonetheless,
the resolution loss inherent to the coherence approach will led to a reduced number of
pixels compared with the TSC approach. Recall that having higher densities in this type
of applications is a key factor. This fact increases the precision on determining the exten-
sion of local displacements patterns, such as the area of Cal Borro´-Cal Ponet, thus easing
the characterization of landslides. Contrarily, the PS approach provides slightly higher
pixels’ densities compared with the TSC approach (roughly a 10 percent more), but at
the expense of including outliers in the final PSI results due to the unreliable estimation
of the DA index. In fact, it is a false improvement as the low number of images makes
the selection untruthful, as commented in Section 3.2.3 of Chapter 3.
Regarding RiskSAR and TerraSAR-X down-slope PSI results, it will be shown how
they provide consistent measurements, compatible with the available inclinometric records
in the lower part of the landslide. However, as seen in Chapter 3, the observations collected
with TerraSAR-X, with a larger spatial coverage, reveal some displacements significantly
higher in the upper part of the slope, defining some unstable rock areas whose existence
had remained unnoticed so far. Field surveys have confirmed the presence of activity
indicators in this area, such as recent depressions, structural disturbance or open tension
cracks, as presented in Section 1.4.3 of Chapter 1.
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Abstract: Prior to the application of any persistent scatterer interferometry (PSI) technique
for the monitoring of terrain displacement phenomena, an adequate pixel selection must be
carried out in order to prevent the inclusion of noisy pixels in the processing. The rationale is
to detect the so-called persistent scatterers, which are characterized by preserving their phase
quality along the multi-temporal set of synthetic aperture radar (SAR) images available. Two
criteria are mainly available for the estimation of pixels’ phase quality, i.e., the coherence
stability and the amplitude dispersion or permanent scatterers (PS) approach. The coherence
stability method allows an accurate estimation of the phase statistics, even when a reduced
number of SAR acquisitions is available. Unfortunately, it requires the multi-looking of data
during the coherence estimation, leading to a spatial resolution loss in the final results.
In contrast, the PS approach works at full-resolution, but it demands a larger number of
SAR images to be reliable, typically more than 20. There is hence a clear limitation
when a full-resolution PSI processing is to be carried out and the number of acquisitions
available is small. In this context, a novel pixel selection method based on exploiting the
spectral properties of point-like scatterers, referred to as temporal sublook coherence (TSC),
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has been recently proposed. This paper seeks to demonstrate the advantages of employing
PSI techniques by means of TSC on both orbital and ground-based SAR (GB-SAR) data
when the number of images available is small (10 images in the work presented). The
displacement maps retrieved through the proposed technique are compared, in terms of
pixel density and phase quality, with traditional criteria. Two X-band datasets composed
of 10 sliding spotlight TerraSAR-X images and 10 GB-SAR images, respectively, over the
landslide of El Forn de Canillo (Andorran Pyrenees), are employed for this study. For both
datasets, the TSC technique has showed an excellent performance compared with traditional
techniques, achieving up to a four-fold increase in the number of persistent scatters detected,
compared with the coherence stability approach, and a similar density compared with the PS
approach, but free of outliers.
Keywords: synthetic aperture radar (SAR); differential SAR interferometry (DInSAR);
persistent scatterer interferometry (PSI); temporal sublook coherence (TSC); ground-based
SAR (GB-SAR); spotlight; persistent scatterer
1. Introduction
Data acquired from synthetic aperture radar (SAR) sensors allows obtaining all-day, all-weather
high-resolution complex reflectivity images of large-scale areas. If SAR images are taken at different
times, differential SAR interferometry (DInSAR) techniques allow exploiting phase differences, i.e.,
the interferograms, between multi-temporal pairs of single look complex (SLC) images in order
to retrieve the displacement information of affected areas [1,2] with millimetric precision [3].
The exploitation of the interferometric phase is limited by geometrical and temporal decorrelation
phenomena [4]. The presence of hard atmospheric artifacts also compromises the applicability of
classical DInSAR techniques.
In order to overcome these limitations, different persistent scatterer interferometry (PSI) techniques
have been developed during the last decade [5–15]. In this case, large datasets of multi-temporal SAR
data are employed in order to generate multiple phase relationships, allowing the reliable estimation
of both the linear and the non-linear component of terrain displacements, as well as the atmospheric
phase screen (APS) for each acquisition. Nowadays, there exist a lot of applications showing their
validity for monitoring large-scale deformation episodes, as well as providing a useful technique for
their geophysical interpretation. Examples of such applications include, among others, modeling
surface deformation [16–18], glacier monitoring [19], landslides [20], soil compaction rate [21] or
atmosphere estimation [4].
As happened with classical DInSAR, the achievable velocity map reliability also depends on the
pixels affected by decorrelation phenomena. The displacement information cannot thus be exploited
from all pixels within the illuminated scenario, as only a limited number of them, the so-called persistent
scatterers, fulfill the phase quality requirements to be included in the PSI processing.
Chapter 8. Orbital and Ground-Based High-Resolution PSI Results
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Two main criteria are available for the estimation of pixels’ phase quality: these are the coherence
stability [12,18] and the permanent scatterer (PS) approach [6]. The former makes use of the estimated
coherence maps from the multi-looked interferograms, which can be directly related with the standard
deviation of the interferometric phase. The multi-look (ML) used, which basically consists of applying
a boxcar window, reduces the resolution of the interferograms depending on the averaging factor
employed. This fact impacts the pixel selection step, leading to an inherent reduction of the resolution
during the detection of persistent scatterers. For this reason, this approach is typically addressed as
low-resolution PSI. The latter relates the phase dispersion of those scatterers presenting high values
of signal-to-noise ratio (SNR) with the amplitude dispersion (DA) estimator [6], which basically
corresponds to a measure of the pixels’ amplitude stability. Pixels stable in amplitude are assumed
to be reliable in phase. Since the multi-looking of data is not required in that case, the resolution of the
original images is preserved during the detection of persistent scatterers. For this reason, this method is
typically addressed as full-resolution PSI.
The choice of the pixel selection criterion basically depends on the number of acquisitions at disposal,
on the resolution required and on the nature of the scenario to be monitored. On the one hand,
the coherence stability method ensures accurate estimations of the phase statistics, even when a reduced
number of SAR images is available. In contrast, the PS approach demands a larger number of SAR
images to be reliable, typically more than 20 [6]. On the other hand, the coherence stability criterion
performs better over environments with the predominance of distributed targets; this is when multiple
scatters are present within a resolution cell. In contrast, the PS approach is mainly employed for the
detection of deterministic point-like targets, such as man-made structures, which are not affected by
geometrical decorrelation and speckle noise, as there is a single dominant scatter within the resolution
cell. There is hence a clear limitation when the full-resolution of SAR images requires being preserved
to exploit the point-like scatters within the the illuminated scenario and the number of images available
is small.
A clear example of this appears when SAR images of the so-called new family of X-band SAR
sensors, like the German TerraSAR-X and TanDEM-X satellites [22,23] or the Italian constellation
Cosmo-Skymed [24], are ordered for area monitoring. During the last few years, this new family
of SAR sensors has led to a scientific breakthrough presenting low revisiting times (up to few days)
and improved spatial resolutions (up to the meter), which are providing scientists outstanding amounts
of unprecedented X-band SAR data. Nonetheless, the acquisition of these products has become
considerably more expensive compared with its predecessors, such as ERS-1/2 or ENVISAT. This fact
compromises in many cases the acquisition of a large number of SAR images with the lowest time
lapses, since it considerably increases the cost of the monitoring and can make PSI techniques lose
a competitive advantage against other surveying techniques. This is clearly the case of slow-moving
phenomena monitoring, because large numbers of SAR images acquired in a short period of time do
not provide new information. In addition, the high-resolution of the images, the shorter swaths and the
multiple modes available make these data be acquired “under demand”. This implies that it will be very
unlikely to have a historical archive of images of a particular area of interest. Finally, it must be pointed
out that in the presence of large spatial baselines, understanding large as closer to the critical baseline,
a big amount of coherence maps under the coherence stability approach cause some interferograms to be
209
Remote Sens. 2015, 7
useless due to the geometrical decorrelation [6]. A full-resolution PSI processing is mandatory in all of
these cases in order to benefit from the high-resolution provided by these sensors, even when a reduced
set of SAR data is available.
Another interesting example arises from the use of ground-based SAR (GB-SAR) sensors when these
are employed to carry out a discontinuous monitoring of affected areas. This operation mode consists of
revisiting the area of interest during different measurement days at regular intervals, and it is typically
addressed for the monitoring of slow-displacement rate phenomena, where performing a continuous
monitoring is inefficient and costly. Once again, improving the performance of full-resolution PSI
techniques when a reduced number of GB-SAR images is available is clearly interesting.
In order to overcome this limitation of classical PSI techniques, a new approach based on exploiting
the spectral properties of point-like scatterers has been recently presented in [25]. This method takes
advantage of the so-called coherent scatterers (CS), presented in [26], but including the temporal axis
in the detection. The rationale is to estimate which targets exhibit a high spectral correlation coefficient
along the multi-temporal set of SAR images available. This estimation is referred to as temporal sublook
coherence (TSC). Those targets fulfilling this condition will be directly related to as point-like scatterers
with reliable phases or following the nomenclature used in [25], as temporally stable coherent scatterers
(SCS). To date, the application of PSI techniques by means of TSC has been demonstrated for urban
subsidence monitoring using a large number of orbital SAR data. In that case, results have shown a
similar performance if compared with the PS approach [25].
The objective of this paper is to demonstrate the applicability of the TSC approach for PSI purposes
when a reduced number of SAR images is available. The estimation accuracy, the number of pixel
candidates and the final PSI displacement maps retrieved are deeply discussed and compared with the
classical approaches described above.
The test site selected to demonstrate the feasibility of the TSC approach corresponds to the
slow-moving landslide of El Forn de Canillo, located in the Andorran Pyrenees. Applying PSI algorithms
over this type of rural scenario, mostly vegetated, constitutes an extra challenge, in contrast with urban
areas, where PSI techniques typically perform better. For this purpose, two datasets are employed.
On the one hand, 10 sliding spotlight TerraSAR-X images covering the period from October 2010,
to November 2011, are used. On the other hand, 10 X-band images collected during the same period
with a frequency modulated continuous wave (FMCW) GB-SAR sensor are employed to complete the
study. The inclinometric results available for the maximum displacement area of the landslide, known
as Cal Boró-Cal Ponet, are used as ground-truth in order to validate the PSI results obtained.
The paper is structured as follows. Section 2 presents a description of the test site and the datasets
employed for the study in order to introduce the reader to the context of this work. In Section 3,
the sublook generation and TSC estimation processes are briefly reviewed. A comparison between
the TSC and the traditional phase quality estimators is presented at this stage. Section 4 shows the
relationship between the TSC metrics and the pixels’ phase dispersion. A comparison in terms of
pixels selected between the TSC and the classical approaches is presented. Section 5 shows the final
displacement maps retrieved by means of the TSC approach. These results are deeply discussed and
compared with the ones obtained with the classical approaches. In addition, some ground-truth is shown
Chapter 8. Orbital and Ground-Based High-Resolution PSI Results
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in order to validate the displacement results retrieved. The main conclusions and major remarks of the
manuscript are given in Section 6.
2. Test Site and Dataset
2.1. Test Site
The test site selected to evaluate the performance of the proposed technique corresponds to the area
of El Forn de Canillo (located in the geographical coordinates 42.5610 north latitude and 1.6018 western
longitude), which constitutes one of the biggest landslides of the Andorran Pyrenees; see Figure 1a.
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Figure 1. (a) General overview of the landslide of El Forn de Canillo; (b) landslide limits
and location of the in-field monitoring network installed (Points S2 to S10).
The landslide is composed of a sequence of slides and earth-flows with a complex structure,
which affects an estimated mass of around 300 Mm3. In this context, three major sliding units
were identified in 1994 by Santacana [27]. The first one corresponds to a slide originated
in the area of Pla del Géspit and Costa de les Gerqueres (see Figure 1b), located in the
southwest of the landslide, which reached the foot of the hillside. A second unit originated
under El Pic de Maians (see Figure 1b) reaching a height of 1640 m, and which overlaps with
the previous sliding unit, closing in the Valira River valley. Finally, a new rotational slide
with a lower extension originated on the hillside, known as La Roca del Forn (see Figure 1b),
in the northeast side of the hillside, has been identified.
The landslide originated due to a decompression phenomenon after the removal of the Valira Glacier,
between the years 13, 000 and 16, 000 BP [27]. Throughout the years, the Valira River has been
progressively eroding the base of the whole hillside mass without reaching the bedrock, thus originating
the landslide [27].
Different observations accumulated during the last few decades have evidenced that the slide mass is
still active today, with a residual displacement of few centimeters per year. Concretely, a local failure
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in the area, known as Cal Borró-Cal Ponet, located in the northeast extreme of the main body of the
landslide, has been recently identified, showing a higher activity coinciding with periods of intense rains
and snow melting [28].
In the year 2000, the Andorran authorities promoted several actions for the management of the risk
related with the geo-hazard threats associated with landslides, rockfalls and debris flows in the Andorran
Pyrenees. Some specific management plans were carried out for the monitoring of El Forn de Canillo.
Between the years 2007 and 2009, a network of geotechnical devices, including inclinometers, rod
extensometers and piezometers, was installed over the surface of El Forn de Canillo to characterize and
understand the dynamics of the landslide. A total of 10 boreholes, referred to as S2 to S10 in Figure 1b
and reaching a depth between 40 and 60 m, were drilled and equipped with this instrumentation.
The measurements provided by these devices have been recently studied with the objective of locating
the sliding surfaces and characterizing the displaced material [28].
Unfortunately, some of the boreholes did not reach the needed depth, and consequently, the installed
devices did not work properly in some points. Nonetheless, the measurements and observations carried
out evidenced that, in addition to a residual movement of the landslide main lobe of some millimeters
per year, the most active part corresponds to the secondary landslide of Cal Borró-Cal Ponet, which,
between May and June, 2009, registered a velocity up to roughly 2 cm/month [28]. Intense sudden
rain events and snow melting were observed during this period. Only those inclinometers reaching the
needed depth continue working to date. This is the case of the one referred to as S10, located in the
maximum displacement rate area of Cal Borró-Cal Ponet, which will be employed to validate the PSI
results obtained in this work.
Finally, 3 GB-SAR campaigns carried out by the Institute of Geomatics (Spain) monitored a network
composed of 15 corner reflectors over the area of Cal Borró-Cal Ponet. They covered a period of 57 days
during fall, 2009, and registered displacements up to 14 mm [29]. This work concluded with the necessity
of employing long-term remote sensing studies for the management of the risk related with the landslide
of El Forn de Canillo.
2.2. Dataset
In light of all of this evidence, the use of both orbital and ground-based PSI techniques were planned
in 2011. The reasons were two-fold. On the one hand, most of the geotechnical devices installed
over the landslide surface did not work properly, providing unreliable measures, thus hindering the
characterization of the landslide extension and dynamics. On the other hand, conventional geotechnical
field measurements present lower densities and worse coverage compared with SAR techniques, which
is a key factor in landslide characterization. In this framework, the remote sensing laboratory (RSLab),
in collaboration with the Department of Geotechnical Engineering and Geosciences of the Universitat
Politècnica de Catalunya (UPC), carried out a one-year monitoring work, from October 2010, to
November 2011, employing SAR images acquired with the TerraSAR-X space-borne sensor in sliding
spotlight mode and with the UPC’s GB-SAR system, referred to as RiskSAR-X. The RiskSAR-X sensor
focused on the urbanized area of the landslide, located at the lower part of the sliding mass where the
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geotechnical devices were installed, while the sliding spotlight TerraSAR-X images covered the whole
landslide extension.
Some important decisions, such as the orbit pass or the GB-SAR location, need to be further
commented on at this point. These aspects are especially important in landslide monitoring applications
that typically occur in steep topography scenarios, in which the acquisition geometry plays an important
role. Minimizing the geometrical distortion effects of SAR imaging and maximizing the detection of
the real ground displacement are key factors in order to improve the performance of PSI techniques.
The former influences the area illuminated by the SAR sensor and, consequently, the quantity of useful
information collected by it. The latter is related to the fact that SAR systems are only able to detect
displacements in the line-of-sight (LOS) direction.
Three geometric distortions are present in SAR imaging regardless of the platform nature: the
foreshortening, the layover and the shadowing [4]. For the current polar-orbiting SAR orbital sensors,
the look direction is either east or west, for the ascending or descending pass, respectively. For this
reason, SAR sensors only are able to detect movements along slopes facing either east or west and are
almost insensitive to movements in the north or south directions. Since the landslide of El Forn de Canillo
is facing west, the descending pass was finally selected to avoid foreshortening and layover phenomena
in the illuminated area.
Moreover, it must be taken into account that SAR systems only have sensitivity to detect
displacements in the LOS direction. For this reason, detected displacements are rarely the real ones,
but a projection of them. In landslide applications, the more realistic assumption regarding the
displacement direction consists of considering that it is produced along the steepest gradient of the slope.
Again, the descending pass resulted in being more suited for this scenario, since the projection factor
between the real displacement and the LOS directions was lower compared with the one provided by the
ascending mode.
Unlike space-borne SAR sensors, which are constrained by the orbit pass, GB-SAR sensors allow
fitting the sensor location and illumination angle to the specific characteristics of the area of interest.
In order to minimize the foreshortening and to maximize the detection of the ground displacements
considering that the slide moves along the steepest gradient of the terrain slope, the RiskSAR-X
sensor was finally located at the foot of the landslide, 100 m away from the slope. Furthermore,
this emplacement also minimized the shaded areas in the SAR images collected. In order to ensure
a millimetric repositioning of the instrument to avoid a later co-registration of the data, the system was
mounted over a cement base reinforced with a lightweight metallic frame. The RiskSAR-X system was
placed on a base at approximately 30 centimeters above the ground to elevate the rail and reduce the
impact of the nearby vegetation.
Figure 2 shows a Google Earth image indicating the TerraSAR-X coverage, the area of interest
selected for the orbital PSI processing, the RiskSAR-X location and the area illuminated by the GB-SAR
sensor. Figure 3a shows a panoramic view of El Forn de Canillo seen from the RiskSAR-X point of view,
which is represented in Figure 3b.
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Figure 2. Coverage of the TerraSAR-X and RiskSAR-X sensors over the area of
El Forn de Canillo. The solid rectangle indicates the TerraSAR-X coverage: 10 km in range
per 5 km in azimuth with a heading of 9.8◦ with respect to the north. Upper left (42.5896◦
latitude, 1.5450◦ longitude), upper right (42.5746◦ latitude, 1.6649◦ longitude), bottom
left (42.5452◦ latitude, 1.5348◦ longitude) and bottom right (42.5302◦ latitude, 1.6548◦
longitude). The dashed rectangle indicates the area of interest selected for the orbital PSI
processing: 4.5 km in range per 2.5 km in azimuth. The RiskSAR-X location is indicated
with the white dot (42.5653◦ latitude, 1.5921◦ longitude). The area illuminated by the
GB-SAR sensor is indicated with the solid line within the dashed rectangle: 500 m in height,
1600 m in range and 1000 m in width, with a heading of 32◦ with respect to the north.
(a) (b)
Figure 3. (a) Panoramic view of El Forn de Canillo from (b) the RiskSAR-X point of view.
Regarding the RiskSAR-X characteristics, it is based on the usage of a digital direct synthesizer
(DDS) chipset that generates a high rate linear frequency modulated continuous wave (LFM-CW) signal.
With this architecture philosophy, the RiskSAR-X sensor is able to perform fast scans, minimizing the
effect of troposphere disturbances and reducing the possible amplitude and phase distortions due to target
instabilities during the scanning time. Each scan takes approximately from 1 to 2.5 min in single and
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fully-polarimetric modes, respectively. The range resolution of the RiskSAR-X sensor is 1.25 m, and as
in all GB-SAR sensors, the azimuth or cross-range resolution (the term which is more often employed
in GB-SAR geometry) is not constant, ranging from 0.75 m at a near range up to roughly 5 m at the far
range of 1500 m. Table 1 presents the sensor setting parameters used during the measurements.
Table 1. RiskSAR-X and Sliding Spotlight TerraSAR-X setting parameters.
RiskSAR-X TerraSAR-X (Sliding Spotlight Mode)
Sensor Parameter Magnitude Sensor Parameter Magnitude
Carrier Frequency 9.65 GHz Carrier Frequency 9.65 GHz
Sampling Frequency 81 MHz Incidence Angle 20–55◦;
Pulse Repetition Frequency 20 KHz Pulse Repetition Frequency 8.2 KHz
Bandwidth 120 MHz Bandwidth 150 MHz
Deramped Signal Bandwidth 40 MHz Slant Range Resolution 1.2 m
Transmitted Power 27 dBm Azimuth Resolution 1.1 m
3dB Antenna Beamwidth 27◦ Range Scene Size 10 km
Range Time-Average Factor 128 Azimuth Scene Size 5 km
Synthetic Aperture Length 2 m Frequency Modulation Rate ca. −5700 Hz/s
Scanning Time: Single-Pol / PolSAR 1/2.5 min Zero Doppler Scene Duration 3.2 s
The employment of TerraSAR-X images in sliding spotlight is commented on in the following.
As stated above, the new family of X-band sensors are demonstrated to improve the monitoring
capabilities over man-made structures, such as buildings, bridges, railways and highways, but also
over natural corner reflectors, such as rocky areas or bare surfaces. This is directly related to their
high spatial resolution, but also to their shorter revisit time, allowing a significant improvement in the
temporal and spatial sampling for geo-hazard assessment. The use of the spotlight mode [30] offers a
resolution improvement in the azimuth direction (up to 1 m) with respect to the conventional strip-map
mode by sweeping the azimuth beam during image acquisition. As will be shown, this resolution
improvement will reveal major details, allowing maximization of the detection of persistent scatters.
The main characteristics of the TerraSAR-X system in spotlight mode are reported in Table 1.
Since it is well-known that the landslide of El Forn de Canillo is quite stable nowadays, with
only some residual movement of the order of 1–3 cm per year, continuous monitoring was considered
unfruitful. For this reason, a total of 10 acquisitions collected at the X-band, with a temporal baseline of
approximately one month, were finally carried out for both sensors; see Table 2. Notice that the temporal
span during the winter is slightly greater. This was done in order to avoid acquiring images when the
scenario was covered by snow. The resulting dataset at disposal represents thus a perfect test bed to
demonstrate the benefits of employing the TSC approach in the PSI framework when a reduced number
of SAR images is available.
215
Remote Sens. 2015, 7
Table 2. Timetable of the RiskSAR-X measurements campaigns and the
TerraSAR-X acquisitions.
RiskSAR-X Dataset TerraSAR-X Dataset
Campaign Date Start Time Stop Time No. of Scans Polarization Acquisition Date Polarization
1 21 October 2010 09:57 12:08 15 HH HV VH VV 1 18 November 2010 HH
2 18 November 2010 17:04 19:13 24 HH HV VH VV 2 29 November 2010 HH
3 9 February 2011 17:00 19:48 33 HH HV VH VV 3 14 February 2011 HH
4 7 April 2011 18:17 23:30 60 HH HV VH VV 4 21 April 2011 HH
5 6 May 2011 10:02 11:47 22 HH HV VH VV 5 13 May 2011 HH
6 25 May 2011 16:09 20:08 50 HH HV VH VV 6 15 June 2011 HH
7 9 June 2011 13:20 16:32 51 HH HV VH VV 7 18 July 2011 HH
8 5 July 2011 08:25 12:24 52 HH HV VH VV 8 20 August 2011 HH
9 6 September 2011 11:49 04:05 88 HH HV VH VV 9 22 September 2011 HH
10 5 October 2011 11:57 16:42 66 HH HV VH VV 10 14 October 2011 HH
Finally, some remarks about the area of interest should be briefly commented. As seen in Figure 1a,
El Forn de Canillo is mostly vegetated, containing only some bare surfaces and man-made structures
suitable for PSI purposes. Figure 4 illustrates the impact of these characteristics on the amplitude of
SAR acquisitions. The figure shows the amplitude of the backscattered signal covering the lower part
of the landslide of El Forn de Canillo collected by the RiskSAR-X sensor, expressed in both cartesian
(Figure 4a) and polar coordinates (Figure 4b), and the amplitude of the SAR images acquired with the
TerraSAR-X sensor operating in spotlight mode corresponding to the whole sliding mass (Figure 4c).
This figure evidences the improvement in spatial resolution achieved by the second generation SAR
sensors, in particular by the X-band systems working in spotlight mode, which are making SAR images
more and more geometrically comparable to optical ones, showing impressive details of the illuminated
areas. A poorer spatial resolution may be appreciated for GB-SAR acquisitions mainly due to the
cross-range resolution degradation in the far range. Despite this, the man-made structures, bare surfaces
and rocky areas may be identified (blue arrows in Figure 4), showing high amplitude levels. Notice also
how some forested areas also exhibit high values of back-scattered signal (red arrows in Figure 4).
The lower values of amplitude correspond to crop fields, heavy grass areas, shrubberies, etc. All of the
algorithms explained in this paper are addressed for the polar coordinates reference system.
The fast temporal decorrelation phenomenon present at the X-band over this type of vegetated
scenario represents an extra challenge to PSI techniques. The presence of large forested and vegetated
areas make difficult the task of obtaining a sufficient network of high-quality phase scatterers for the
later reliable displacement map retrieval. In contrast, these complex characteristics of El Forn de Canillo
will allow one to easily verify the performance of the SCSs selected, which should correspond with the
man-made structures, rocky areas and bare surfaces present in the illuminated area.
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Figure 4. Amplitude in dB covering the lower part of the landslide of El Forn de Canillo of
a SAR image collected by the RiskSAR-X sensor in (a) cartesian and (b) polar coordinates.
The blue arrows refer to man-made structures, while the red arrows refer to high-reflectivity
areas related to forested areas, which decorrelate fast at the X-band. (c) Amplitude in dB
of a SAR image collected by the TerraSAR-X sensor in sliding spotlight mode covering the
whole sliding mass.
3. Sublook Generation and Temporal Sublook Coherence Evaluation
This Section presents a brief review of the TSC approach in order to ease the comprehension of the
rest of the manuscript. The maps obtained by means of TSC are compared with the traditional phase
quality estimators for the GB-SAR and TerraSAR-X datasets described in the previous section.
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The objective of the TSC approach is to find the so-called SCS, which refers to those targets that
behave as point-like scatterers in terms of the spectrum properties throughout the whole multi-temporal
set of SAR images available [25]. This means looking for those targets characterized by a high correlated
spectrum in range, azimuth and height for all of the acquisitions. Since some scatterers usually present
a non-uniform azimuth scattering pattern, the assumption of the correlated spectrum is typically applied
only in the range direction [26].
Working with the spectral properties of point-like scatterers presents clear advantages [25]. In contrast
to the PS approach, the TSC is not affected by the possible amplitude fluctuations of point-like scatterers
along the temporal axis. The amplitude, thus, plays no role in the TSC estimation, and for this reason,
a radiometric calibration of data is not required. Moreover, the resolution of the images is better
preserved in comparison with the coherence stability pixel selection approach. Only a loss of a factor
of two is produced in the range direction due to the sublook generation process [26]. This resolution
loss may be partially overcome using the spatial variant apodization (SVA) filtering technique, as
suggested in [25,31]. Finally, due to the nature of the estimator, which is based on exploiting the
coherence between different sublooks of the image spectrum, it allows reliable full-resolution detection
capabilities, even when a few number of SAR images are at our disposal, as will be demonstrated
throughout this manuscript.
The TSC evaluation requires, beforehand, a sublook generation process. A sublook may be defined
as a spectrum portion of the full available system bandwidth. This process can be summarized in the
following points [26]:
• First of all, the SLC spectrum must be unweighted. SAR images are typically filtered with linear
windows in order to reduce the impact of side-lobes. Taking the sublooks directly from the tapered
spectra may lead to unbalanced distributions of energy in the sublooks, which could have a negative
impact during the later TSC evaluation.
• Once the image spectrum is unweighted, it is divided into two non-overlapping sublooks, which,
at the same time, are base-banded to the same center frequency. This step is carried out in order to
avoid linear phase terms during the TSC evaluation.
• Each sublook spectrum may be additionally weighted to reduce the side-lobes in the detection.
• An inverse Fourier transform is finally applied to each sublook in order to obtain them in the
spatial domain.
Once the sublooks of each image are calculated, the TSC may be evaluated in order to detect SCS,
which are directly related to the deterministic point-like scatterers within the area of interest.
Since a pixel-wise product in the space-domain translates into a spectrum correlation in the
frequency-domain, the TSC is estimated employing the coherence estimator through the temporal axis
among the sublook collections available [25]:
T SˆC(i, j) =
∣∣∣∣Nim∑
n=1
SL1(i, j, n) · SL∗2(i, j, n)
∣∣∣∣√
Nim∑
n=1
|SL1(i, j, n)|2 ·
Nim∑
n=1
|SL2(i, j, n)|2
(1)
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where SL1 and SL2 are the complex values from two pixels (i, j) of the first and the second sublook for
each acquisition image n, andNim refers to the total number of images. Notice how the spatial averaging
used in the traditional approach [26] is now replaced by a temporal averaging [25]. Figure 5 represents
the sketch of the TSC flow chart for a generic pixel (i, j).
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Figure 5. Sketch of the TSC flow chart for a generic pixel (i, j).
Those targets exhibiting high values of TSC within the area of interest, will be directly referred to as
SCSs and, consequently, will belong to the final selection of high-quality pixel candidates, or persistent
scatterers, for the PSI processing [25].
At this stage, the accuracy of the TSC estimation needs to be commented on in further detail.
The reliability of the TSC estimation depends on the number of independent samples involved in the
estimation, i.e., the number of images [25]. In fact, the mathematical formulation to characterize the
TSC estimation accuracy is totally equivalent to the one developed by Touzi and Lopes in [32] for the
classical coherence estimator. The only difference is that now, the spatial averaging is replaced by a
temporal one, as indicated above. The probability density function of the TSC magnitude estimator may
hence be expressed as a function of the ‘true’ TSC absolute value and the number of temporal samples
involved in the estimation [32]; see Figure 6. As happens with the coherence estimator, the TSC is a
biased estimator. Its value is overestimated for low magnitudes of the ‘true’ TSC values and/or when
the number of temporal samples, i.e., the number of SAR acquisitions involved in the estimation, is low.
Since the estimation bias is smaller for high values of TSC, where the thresholds are typically set to
detect the SCSs, a reliable estimation may be obtained even when a relatively reduced number of SAR
images, around 10, is available. This fact provides the TSC estimator a competitive advantage with
respect to the PS approach, which requires a larger number of images, typically more than 20, to reach
reliable estimations of the DA and, therefore, of the phase statistics.
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Figure 6. (a) Expectation value and (b) standard deviation of the TSC estimation as a
function of its “true” value, for different numbers of images.
Figures 7 and 8 illustrate the performance of the TSC approach compared with the traditional phase
quality estimators for both the ground-based and the orbital datasets described in Section 2, respectively.
Figure 7a shows the TSC estimation, while Figure 7a,b shows the temporal mean coherence and the
DA maps, respectively, for the GB-SAR dataset. In parallel, Figure 8a,b,c show the same maps for the
TerraSAR-X dataset. Since low DA values correspond to the highest quality pixels, the color bar has
been inverted for the latter. In addition, it is worth mentioning that when using large ML windows,
especially with the new family of high-resolution X-band SAR sensors, many stable point-like targets
surrounded by non-coherent clutter are unfortunately lost. In order to use the coherence estimator to
make a cross-check with the other techniques, a 5× 5 ML window has been used to preserve as much as
possible the original resolution of images. This ML factor shows a good trade-off between the reliability
of the coherence estimator and the preservation of the spatial resolution.
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Figure 7. (a) TSC; (b) mean coherence; and (c) DA maps over El Forn de Canillo test site
for the GB-SAR dataset.
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Figure 8. (a) TSC; (b) mean coherence; and (c) DA maps over El Forn de Canillo test site
for the sliding Spotlight TerraSAR-X dataset. The figures on the right represent a zoom of
the area highlighted with a white rectangle in the figures on the left.
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As seen before, El Forn de Canillo is mainly a vegetated area only containing a few man-made
structures and rocky areas suitable for the PSI processing. In general, the highest quality points detected
from all of the estimators correspond with these areas (reddish hue regions). All estimators follow the
road, the buildings and the rocky and bare surfaces present in the area of interest for both sensors.
Going into further detail, some considerations deserve special attention. Notice how
Figures 7b and 8b evidence the loss of spatial resolution when employing the mean coherence approach.
Despite the reduced ML factor employed (5 × 5), the resolution loss is evident for both sensors. This
fact will lead to a significant loss of pixels and details in the later PSI processing, as shown later.
Despite this negative aspect, notice how the ML carried out during the coherence estimation reduces
the interferometric phase noise, and this fact is translated into a better identification of the persistent
scatterers available with respect to the other estimators, which work at full resolution. Due to the
intrinsic low-pass filtering related with the ML carried out during the coherence estimation, this approach
shows the “cleanest” results. However, this does not mean that some high-quality points surrounded by
non-coherent clutter have been lost. Furthermore, Figures 7c and 8c show how theDA estimator exhibits
the worse performance in terms of detection capabilities. In general terms, the DA estimator presents
low values on the man-made structures, as it should be, but also on some low-quality vegetated regions,
if compared with the TSC approach. This fact is more noticeable in the TerraSAR-X dataset, where the
road in Figure 8c is hardly recognizable, presenting surrounding pixels with low DA values. Notice how
the TSC estimator better preserves the details and presents a better contrast between high-quality and
low quality areas. As seen hereinafter, this fact will prevent the inclusion of outliers if the pixel selection
thresholds are relaxed in order to improve the pixels’ density. This strategy is typically employed to
obtain a sufficient network of pixels for reliable PSI processing when the number of high-quality pixels
is low, as is the case of this work.
4. Phase Statistics and Pixel Selection Candidates
In order to to establish an adequate threshold to carry out a pixel section of persistent scatterers,
the relationship between the TSC metrics and the pixels’ phase standard deviation should be calculated.
As indicated in [25], this relationship may be obtained through the following simulation. First,
a deterministic point-like scatterer is simulated in the spectrum domain, generating an ideal flat-shape
function of unitary amplitude. This spectrum is hence corrupted by adding uncorrelated complex circular
Gaussian noise in order to degrade its quality. The process is repeated for each image of a simulated
dataset. At this point, the standard deviation of the added noise is gradually incremented from 0.05
to 0.95, and for each case, 5000 realizations are performed. The TSC is then calculated, and finally,
the spectrum is inverse transformed to the temporal domain in order to evaluate the mean and temporal
standard deviation of the target’s phase [25].
Figure 9a,b shows the relationship between the estimated TSC and the pixels’ phase standard
deviation considering 10 images and 30 images, respectively. As seen in the analysis carried out during
the estimation accuracy (Figure 6), a larger number of samples involved in the estimation yields to
smaller error bars in the phase statistics estimation.
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In order to establish equivalent thresholds during the pixel selection step and, thus, make a fair
comparison among all methods, the same relationship is calculated for the coherence stability and the
DA approaches, as follows. Figure 9c illustrates the relationship between the estimated coherence and
the phase standard deviation following the formulation presented by Touzi and Lopes in [32]. Likewise,
Figure 9d,e, shows the relationship between the phase standard deviation and the amplitude dispersion
indexDA derived by the numerical simulation stated in [6] considering 10 and 30 images being available,
respectively. The values of dispersion in the estimation are represented by the vertical bars, while the
solid line represents its mean value. Notice how, again, the quality of the DA estimation depends on
the number of images available, the error bars for the case of having 10 SAR images available being
considerably larger.
At this stage, all estimators have been related to the target’s phase statistics. An adequate threshold
may now be established in order to ensure a specific phase stability during the PSI processing.
Figures 10 and 11 show a comparison in terms of pixels selected between the TSC approach and the
classical techniques for the GB-SAR and the TerraSAR-X datasets, respectively. In order to ensure a fair
comparison, equivalent thresholds over the phase quality estimators have been established in order to
provide the same requirements in terms of phase dispersion according to Figure 9. A threshold of 0.82,
which corresponds to a phase standard deviation of roughly 15◦ (see Figure 9a) has been fixed to the TSC
approach. In parallel, a threshold of 0.65 considering a 5×5 ML [32] (see Figure 9c) has been fixed to the
mean coherence, and finally, a threshold of 0.25 has been applied to theDA [6] (see Figure 9d) to produce
the same response in terms of phase standard deviation. Figure 12 gives the same information in terms of
the number of pixels selected. Notice how the pixels selected with the coherence and the TSC approach
correspond with the persistent scatterers present in the area of interest for both datasets, since they
perfectly fit the road, the man-made structures and the few rocky and bare surfaces within the illuminated
scenario. Notice the resolution loss inherent to the coherence approach, which leads to a reduced number
of pixels compared with the TSC and DA approaches (roughly four-times less). As expected from the
study carried out in the previous section, the PS approach provides a greater number of selected pixels
(roughly 10 percent more), but including a significant amount of unreliable ones selected over vegetated
areas, which are characterized by a high phase dispersion index; see Figures 10 and 11. As seen,
the reduced number of SAR images available yields to a poor DA estimation. At this time, it may
be thought that this large number of unreliable pixels identified could be reduced restricting the DA
threshold to lower values, which is only partially true. Figure 11d corresponds to the selection of
pixel candidates for the TerraSAR-X dataset employing a more restricted DA threshold (0.15, which
corresponds to 10o of phase standard deviation). Indeed, almost all of the outliers have disappeared,
but the density over the persistent scatterers available has been also drastically reduced. The road and
the man-made structures clearly identified in Figure 11a,b are now diluted and hardly detected.
The study carried out in this section evidences once more that a minimum number of 20 images is
required in order to produce a reliable DA estimation. Contrarily, the TSC approach performs well,
even when a small dataset of SAR images is available.
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Figure 9. Relationship between TSC and phase standard deviation considering
(a) 10 and (b) 30 SAR images; (c) phase standard deviation as a function
of coherence for different numbers of multi-look (ML) factors; comparison
of the amplitude dispersion index DA and the phase standard deviation (in
degrees) as a function of noise computed by numerical simulation considering (d) 10
and (e) 30 SAR images available.
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Figure 10. Pixel candidates selected using (a) the TSC with a threshold of 0.82; (b) the
coherence stability with a threshold of 0.65; and (c) the DA with a threshold of 0.25 for the
GB-SAR dataset.
(a) (b)
(c) (d)
Figure 11. Pixel candidates selected using (a) the TSC with a threshold of 0.82; (b) the
coherence stability with a threshold of 0.65; and the DA with a threshold (c) of 0.25 and
(d) of 0.15 for the TerraSAR-X dataset.
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Figure 12. Number of pixel candidates selected using the TSC, the coherence stability and
the DA approaches for (a) the GB-SAR and (b) the TerraSAR-X datasets.
5. PSI by Means of TSC: Results and Discussion
This section presents the PSI displacement maps obtained with the TSC approach on the test site
corresponding to the landslide of El Forn de Canillo for the GB-SAR and the TerraSAR-X datasets
described in Section 2. A close comparison, in terms of pixel density and phase quality, with the
traditional coherence stability and DA approaches, is put forward. Finally, some ground-truth data are
also presented in order to validate the PSI results obtained.
Beforehand, some remarks about GB-SAR and sliding spotlight interferometry are briefly introduced.
The principal steps of the coherent pixel technique (CPT) technique are also reviewed in order to ease
the comprehension of the PSI displacement retrieval process employed in this study.
5.1. Interferometric Processing Chain Considerations and CPT Overview
5.1.1. GB-SAR Interferometry
Prior to applying any PSI technique, a pre-processing of GB-SAR data must be carried out in order to
improve the quality of the SAR images corresponding to each measurement day and to compensate for
the APS present in the long-time interferograms corresponding to the different measurement campaigns.
Considering a total ofN daily datasets, each one composed ofMi zero-baseline GB-SAR raw images,
with 1 ≤ i ≤ N , the process may be summarized in the following two blocks [33]:
• The first block, referred to as short-term processing (STP) [33], basically consists of two steps.
The first one is based on carrying out the focus of the raw data. On the one hand, since the
RiskSAR-X sensor is based on a LFM-CW radar, the range compression can be carried out with
a simple FFT of the time-domain deramped received signal [34,35]. On the other hand, since the
cross-range resolution is not constant due to the limited length of the synthetic aperture of GB-SAR
sensors, the back-projection technique proved to be the most suited for the azimuth focusing [34].
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Once the images has been focused, a temporal averaging of each daily dataset, composed of Mi
zero-baseline acquisitions corresponding to the same measurement day i, is carried out in order to
improve the SNR of time-stationary targets, leading to a higher quality time-averaged SLC image
from each daily dataset corresponding to each measurement campaign. For the dataset used in this
paper, 10 time-averaged SLC images will be finally available after this step.
• The following step, referred to as long-term processing (LTP), consists of compensating for the
APS present between the different time-averaged SLC images obtained in the previous STP block.
From all of the methods available in the literature [33,36–38], the RiskSAR-X makes use of
model-based solutions [33]. This kind of solution proved to be very effective, reaching very
good performances with no use of extra meteorological data or stable ground control point (GCP)
information. The APS estimation and compensation process is a key issue in GB-SAR processing
in order to obtain a reliable set of APS-free interferograms suitable for the PSI processing. For the
dataset used in this paper, 45 APS-free interferograms are finally available. Finally, to face
temporal decorrelation phenomena and enhance the phase quality of interferograms, the processing
can be benefited by the exploitation of polarimetric information, such as the one provided by
the RiskSAR-X sensor. In classical PSI, only a single-polarimetric channel is considered for the
processing. This means that all pixels involved in PSI algorithms belong to the same polarimetric
channel. In this context, polarimetric optimization techniques may be employed in order to
improve the phase quality of interferograms [39].
5.1.2. Spotlight SAR Interferometry
The azimuth resolution of a SAR image is mainly determined by the characteristics of the azimuth
radiation pattern of the antenna. In the conventional strip-map mode, the resolution is roughly half
the azimuth length of the antenna and the processing parameters, Doppler centroid and Doppler rate,
are azimuth invariant. In this context, the antenna length cannot be arbitrarily reduced without the risk
of causing azimuth and/or range ambiguities.
In the sliding spotlight mode, the antenna pointing is constantly steered to maintain the radar footprint
illuminating a fixed area on the ground during a time period longer than the conventional SAR aperture
interval, thus achieving an azimuth resolution improvement. The steering of the antenna causes the
spotlight raw data, as well as the focused image to present a systematic Doppler centroid drift in the
azimuth direction. This drift rate fDR of the image spectrum may be calculated from the Doppler values
and their zero-Doppler time differences through the first and last azimuth time of the focused scene
as follows [30]:
fDR =
fDC,n − fDC,1
tDC,n − tDC,1 (2)
where fDC,1 and fDC,n account for the first and the last Doppler annotated values in the product and
tDC,1 and tDC,1, their correspondent zero-Doppler corrected times.
This characteristic must be taken into account in the following interferometric processing chain steps:
co-registration, resampling and, when applied, common band filtering. Prior to applying these steps,
the center frequency of the interpolation kernels in azimuth must consider the Doppler drift or images
must be adequately base-banded.
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Each azimuth line must hence be demodulated with the following chirp function parameterized with
drift rate [30]:
c(t) = e−jpi(t−tstart)
2fDR (3)
where tstart refers to the azimuth start time of the scene.
Once the drift rate is removed, the spectrum is centered on the start Doppler value. Then, the
base-banding is performed, as is in the traditional strip-map case, multiplying the image in the
spatial domain by a phase ramp in the azimuth parameterized with the zero-Doppler start value. The
co-registration, resampling and common band filtering can be now applied. After these steps, both
scenes are modulated back to their original frequency bands by multiplying them with the conjugate
chirp c∗(t), and classical strip-map PSI techniques may be employed.
5.1.3. The Coherent Pixels Technique
Among the multiple advanced PSI techniques developed in the last decade by the SAR
community [5–15], the CPT [18,40] has been employed in this work to carry out the PSI processing.
This technique has been widely exploited during the last decade for studying the temporal evolution of
a large number of ground displacements caused by human activities and natural hazards, using SAR data
collected by space-borne sensors. The CPT allows the estimation of the linear and non-linear components
of displacement, the topographic error of the digital elevation model (DEM) used in the generation of
the differential interferograms and the APS from a set of differential interferograms [18,40]. In this
framework, the CPT has been recently adapted to work with the zero-baseline fully-polarimetric
GB-SAR data provided by the RiskSAR-X sensor. In addition, the TSC approach has been integrated in
the pixel selection block, which worked before with the coherence stability and PS approaches.
Once the pixel selection is carried out, the first step of the CPT algorithm consists of performing a
Delaunay triangulation of the pixel candidates selected. This strategy allows one to work with phase
increments between pixels instead of absolute phases, which present some advantages. On the one hand,
the absolute phase of individual pixels is not of practical utility due to the presence of different phase
offsets among the set of differential interferograms. On the other hand, it allows minimizing the APS
present in interferograms. Finally, if a good distribution of pixel candidates is assumed, the absolute
phase increments may be supposed in most of the interferograms to be lower than pi radians. The phase
unwrapping step may hence be skipped at this stage.
Under the more general approach considering non-zero baseline interferograms, which applies to
space-borne SAR data, the interferometric phase increment ∆ϕm,n between two connected points Pm
and Pn by the triangulation is expressed for the i−th interferogram as [18,40]:
∆ϕm,n (Ti, Bn,i) =
4pi
λ
· Ti · (v(xm, ym)− v(xn, yn)) + 4piλ ·
Bn,i
Ri sin θi
· (ε(xm, ym)− ε(xn, yn)) + ∆ϕresm,n (4)
where (xm, ym) and (xn, yn) refer to the coordinates of the nodes forming the arcm,n,
v(xm, ym)− v(xn, yn) and ε(xm, ym)− ε(xn, yn) account for the increment of linear displacement rate
and topographic error, λ indicates the wavelength, Ti and Bn,i are the temporal and spatial baselines,
respectively, Ri is the sensor to target distance, θi the incidence angle and ∆ϕresm,n, referred to as residual
phase, refer to the atmospheric, non-linear and noise components of the phase.
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For GB-SAR sensors operating under a zero-baseline configuration, the topographic error phase term
is not considered. Likewise, there is not any APS contribution in the residue, since it was compensated
for previously. The interferometric phase increment expression seen in Equation (4) is hence simplified
in the following way:
∆ϕm,n (Ti) =
4pi
λ
· Ti · (v(xm, ym)− v(xn, yn)) + ∆ϕresm,n (5)
where, now, ∆ϕresm,n accounts only for the non-linear and noise components of the phase.
In order to retrieve the displacement rate, a linear model is defined for each arc of the triangulation.
The model is then adjusted to data through the minimization of a cost function, referred to as model
adjustment function (MAF). Once the linear displacement rate is obtained, the MAF is evaluated in
order to measure the quality of each arc. At this stage, low quality arcs are truncated, and those pixels
which remain disconnected are removed. Another, the iteration of the minimization process is carried
out with the surviving pixels. The process removes the pixels that do not fit the linear model, which
may be caused by strong non-linear displacements in some particular cases. Finally, the absolute values
of linear displacement for each pixel are obtained through an integration process, using one or multiple
seeds with known behavior as tie points [40].
Finally, it must be pointed out that, regardless of the platform (orbital-, airborne- or ground-based),
SAR systems only have sensitivity in the LOS direction. When facing landslide monitoring applications,
the real displacement produced has an intrinsic topographic dependence, being related to the local
slopes of the area under study. With no a priori knowledge, the more realistic kinetic model is
based on considering that the surface mostly moves along the steepest gradient of the terrain slope.
This information may be obtained from a DEM of the illuminated area. For this reason, results must be
down-slope projected prior to its interpretation. Once the displacement vectors are accordingly projected,
they are geocoded in map coordinates and may be visualized by using Geographical Information System
(GIS) software or a virtual globe viewer.
5.2. PSI Displacement Results
Figures 13 and 14 show the down-slope ground displacement maps of El Forn de Canillo geocoded
over a Google Earth image for the RiskSAR-X and the TerraSAR-X datasets, respectively. For the
coherence stability method, a threshold of 0.65 has been employed; the PS technique has been carried out
using a DA threshold of 0.25; and finally, a threshold of 0.82 has been employed for the TSC approach.
These thresholds are set in order to ensure the use of pixels with similar phase standard deviations in all
cases, as seen in the previous section.
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Figure 13. Geocoded down-slope linear displacement corresponding to El Forn de Canillo
using (a) the TSC, (b) the coherence stability and (c) the DA approach for the GB-SAR
dataset. The black spot indicates the location of the seed employed during the integration
step. The white spot indicates the location of the inclinometer S10, which will be employed
as ground-truth to validate the results.
Chapter 8. Orbital and Ground-Based High-Resolution PSI Results
230
Remote Sens. 2015, 7
Cal	  Borró	  –	  Cal	  Ponet	  
Main	  body	  of	  the	  
Landslide	  
¡	  N 500m 200m 
0m 
0 cm/y 2.5cm/y 
(a)
Cal	  Borró	  –	  Cal	  Ponet	  
Main	  body	  of	  the	  
Landslide	  
¡	  N 500m 200m 
0m 
0 cm/y 2.5cm/y 
(b)
Figure 14. Geocoded down-slope linear displacement corresponding to El Forn de Canillo
using (a) the TSC and (b) the coherence stability approach for the TerraSAR-X dataset.
The black spot indicates the location of the seed employed during the integration step.
The white spot indicates the location of the inclinometer S10, which will be employed as
ground-truth to validate the results.
First of all, notice how the results in the common area processed by both sensors show a high
agreement. As expected, the TSC and the coherence stability approaches are retrieving similar
deformation trends, except for the increase in pixel density, especially over the land covers characterized
by rocks surrounded by vegetation, which may be appreciated at both sides of the landslide. Recall that
the ML processing limits the selection of deterministic point-like scatterers surrounded by non-coherent
clutter. The denser results benefit the construction of a more robust network during the minimization and
integration processes of the CPT, thus improving the reliability of the PSI results. At a more detailed
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level, it must be noticed that the displacement magnitudes obtained by means of the TSC approach reach
slightly higher values of displacements compared with the coherence stability results. This difference
may be produced by ML carried out during the coherence estimation, which leads to averaging the
displacement within the multilooked area.
Although the studies reported throughout the paper prevent the employment of the DA estimator
to perform the pixels selection, a PSI processing has been carried out employing the DA for the
GB-SAR study case. Indeed, the displacement results provided by the PS approach clearly result in
being unreliable due to the low number of images available (see Figure 13c) and present a large amount
of outliers.
Regarding the interpretation of the displacement maps retrieved, notice how in the lower part of
the landslide, the PSI results obtained show a high agreement with the conclusions extracted from the
field monitoring campaigns made between 2007 and 2009 presented in [28] (reviewed in Section 2).
The displacement maps obtained reveal that the main body of landslide experienced a residual movement
of 1–1.5 cm during the measurements interval. In addition, the local slide of Cal Borró-Cal Ponet may
be perfectly identified for both sensors, presenting a higher activity of 2–2.5 cm/year.
Finally, some displacement trends, unknown until now, are also revealed in the upper part of the
El Forn de Canillo through the TerraSAR-X PSI processing: the crest linking the Pic del Maians to
the Pic d’Encampadana and another closer to the area known as Pla del Géspit. These displacements
detected exhibit displacements closer to∼3 cm/year. Unfortunately, the upper part of El Forn de Canillo
lacks instruments to compare and validate the measurements obtained with TerraSAR-X. Despite this,
the magnitude of displacement rates suggests that the slope should show activity indicators. Some field
inspections have been carried out confirming the existence of such indicators as structural disturbance,
tension cracks, depressions filled with sediments, covered by vegetation, as well as tilted and rotated
blocks, with weathered surfaces.
At this stage, some ground-truth data are presented in order to validate the PSI results obtained.
Figure 15 shows the inclinometric results in the borehole S10, which corresponds to the maximum
displacement rate area of the lower part of the landslide (Cal Borró-Cal Ponet). The location of the
borehole S10 is indicated in Figure 1b, seen in Section 2. In addition, this location has been also
highlighted with a white spot in the PSI result figures (Figures 13 and 14).
Inclinometers are geotechnical devices for measuring horizontal displacements affecting the shape of
a guide casing embedded in the ground. They provide the displacements undergone in two orthogonal
planes, and this information allows obtaining the real 3D ground displacement vector of movement.
It is worth mentioning that in order to obtain reliable estimations, the end of the guide casing must
reach a stable reference. The technique consists of obtaining relative displacements profiles over time
by repeating measurements at the same depths. This measures may be compared in order to detect the
possible displacements undergone along the different measurement campaigns. Moreover, recording the
magnitude of displacements at different reading depths is useful to identify shear bands and different
units of movement. The most common way to analyze inclinometric results is based on displaying
the cumulative lateral displacement along different depths, starting at the bottom of the casing and
integrating increments of displacement for all depths up to the ground surface.
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Figure 15. Inclinometric results in the borehole S10 (Cal Borró-Cal Ponet).
Figure 15 illustrates the deformed shape of the inclinometer casing along the borehole for different
periods. Concretely, the curves available correspond to the period from December 2010, to October
2011, all referring to July 2008. The profiles plotted correspond to the maximum displacement axis
(down-slope direction). Since the displacement is produced along the steepest gradient of the slope,
the orthogonal axis did not record any displacement, and for this reason, it has not been represented in
the figure. As indicated by the S-shaped plot, the main shear band is located at roughly 30 m under
the surface of the landslide. The upper part of the plot has been amplified to compare the inclinometric
results with the ones obtained using PSI techniques. The displacement undergone by the inclinometer
between the period corresponding from December 2012 to October 2013, coinciding with the PSI
processing, corresponds to 1.8 cm. Since the inclinometric results are given in an horizontal plane, these
must be divided by the cosine of the slope angle in this area (∼20◦) in order to obtain the total down-slope
displacement ∼ 1.8 cm/cos(20◦) = 1.91 cm. This is equivalent to a total of roughly 2.3 cm/year.
The results provided by the SAR sensors register ∼2.5 cm/year in this region, thus showing high
agreement with the ground truth available.
As mentioned above, some geological evidence observed recently also corroborates the displacement
results retrieved. Figure 16 presents some photographs obtained during several field inspections carried
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out during 2013–2014. Figure 16a shows a picture of the interior of a famous house built in the
mid-nineteenth century, near the area of maximum displacement of Cal Borró-Cal Ponet. The curved
shape of the wall evidences the presence of displacements in the area. Figure 16b shows a picture of
several cracks and shear openings along the road pavement, which have also appeared close to this area.
Figure 16c shows curved trunks belonging to trees that have been subjected to a progressive tilt at the
base, forcing the trunk to adopt this curvature in order to point vertically. These photographs have been
taken in the upper part of the landslide. Figure 16d illustrates fresh cracks and openings within the rock
mass in the outcrops of the Clots Fondos area, which denote the current activity. Figure 16e shows the
detail of the perimeter stone fence that surrounds the area of Prat del Fornet field. The waviness of the
formerly straight wall evidences the movements developing in the area.
(a)
(b)
(c)
(d)
(e)
Figure 16. Photographs obtained during the field inspections works carried out during
2013–2014 evidencing the activity of El Forn de Canillo. (a) Interior view of the cracked
walls of a small farmhouse and (b) cracks along road pavement located close to the area
of Cal Borró–Cal Ponet; (c) curved trunks belonging to trees that have been subjected to a
progressive tilt; (d) fresh cracks and openings within the rock mass in the outcrops of the
Clots Fondos area; (e) perimeter stone fence that surrounds the area of Prat del Fornet field.
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As illustrated throughout the paper, the coherence stability and the TSC approach are more suitable
when a low number of images are at our disposal. Contrarily, the PS approach fails under these boundary
conditions due to the unreliable estimation of the DA. In general terms, it behaves in a similar way
compared to the other two methods, but the selection of unreliable pixels as persistent scatterers finally
leads to a noisy displacement map with a large number of outliers. The improvement in terms of
pixel density provided by the TSC approach with respect to the coherence stability approach hence
increases the precision in determining the extension of the deformation and presents clear advantages
for characterizing the behavior of the different local slides present in the area of study. These results
reveal that the TSC approach presented overcomes the intrinsic limitations of the classical pixel selection
approaches: it allows performing a reliable full-resolution pixel selection when a small number of SAR
images is available.
6. Conclusions
This paper shows the application of the TSC approach to work over reduced datasets of SAR
acquisitions. The performance of this novel estimator has been tested over the slow-moving landslide of
El Forn de Canillo using 10 images collected at the X-band during a one-year measurement campaign
using the UPC’s LFM-CW GB-SAR sensor. To complete the study, 10 sliding spotlight TerraSAR-X
acquisitions have been also employed for the study. The type of data and the scenario selected has
provided some added value to this work. The test site, mostly vegetated and only containing a few
man-made structures, has constituted an extra challenge for the technique. PSI techniques usually
perform worse over areas dominated by high temporal decorrelation phenomena.
The estimation accuracy, the number of pixel candidates and the final PSI displacement maps retrieved
by means of the TSC approach proposed have been widely discussed in terms of pixel density and
reliability. Furthermore, they have been compared with the so-called classical approaches, showing an
improved performance on reduced datasets of SAR images. The number of pixels selected with the
coherence stability and the TSC approach have been perfectly associated with the man-made structures
and rocky areas present in the scenario. Both approaches have shown a similar performance in terms
of PSI displacement results. Nonetheless, the resolution loss inherent to the coherence approach has
led to a reduced number of pixels compared with the TSC approach (four-times less). Having higher
densities in PSI results is a key factor, since it increases the precision of determining the extension of
local displacements patterns and eases the characterization of the global displacement behavior. The PS
approach has provided slightly higher pixel densities (roughly 10 percent more), but at the expense of
including outliers in the final PSI results due to the unreliable estimation of the DA index. In fact, it is a
false improvement, as the low number of images makes the selection untruthful.
RiskSAR-X and TerraSAR-X have provided consistent measurements of the landslide displacements
in El Forn de Canillo, which are compatible with the available inclinometric ones. Furthermore,
the observations with TerraSAR-X, with greater spatial coverage, have shown that the displacements
are significantly higher in the upper part of the slope (∼3 cm/year), defining eventually an
unstable rock mass whose existence had remained unnoticed so far. Field surveys have confirmed the
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presence of activity indicators in this area, such as recent depressions, structural disturbance and open
tension cracks.
In conclusion, the TSC approach has been demonstrated to be an excellent choice to overcome the
limitations of classical approaches, when the full-resolution of images is to be preserved and the number
of SAR images available is low.
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APS atmospheric phase screen
CPT coherent pixel technique
CS coherent scatterers
DA amplitude dispersion
DDS digital direct synthesizer
DEM digital elevation model
DInSAR differential SAR interferometry
FMCW frequency modulated continuous wave
GB-SAR ground-based SAR
GCP ground control point
LFM-CW linear frequency modulated continuous wave
LTP long-term processing
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LOS line-of-sight
MAF model adjustment function
ML multi-look
PS permanent scatterer
PSI persistent scatterer interferometry
RSLab remote sensing laboratory
SAR synthetic aperture radar
SCS stable coherent scatterers
SLC single look complex
SNR signal-to-noise ratio
STP short-term processing
SVA spatial variant apodization
TSC temporal sublook coherence
UPC Universitat Politècnica de Catalunya
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9.1 Main conclusions
This PhD Thesis has been devoted to the evaluation and improvement of space-borne
and ground-based PSI techniques for the efficient monitoring of slow-moving landslides.
While all the techniques proposed can be generalized, the primary focus of study of this
work corresponds to the analysis of the landslide of El Forn de Canillo, which constitutes
one of the biggest landslides of the Andorran Pyrenees.
For this purpose, a one-year monitoring work, from October 2010 to November 2011,
employing SAR images acquired with the German TerraSAR-X satellite in sliding-spotlight
mode and with the UPC’s GB-SAR system was planned. In this context, the GB-SAR
sensor focused on the urbanized area of the landslide, located at the lower part of the
sliding mass, where the geotechnical devices were installed, while the sliding-spotlight
TerraSAR-X SAR images covered the whole landslide extension.
The main conclusions of the different studies developed in this PhD Thesis may be
summarized in the following points:
• X-band space-borne sliding-spotlight SAR data exploitation.
The conventional stripmap interferometric chain has been adapted to work with the
sliding-spotlight imaging mode provided by the German satellite TerraSAR-X (as
seen in Section 2.2.2 of Chapter 2). In this context, the new observational capa-
bilities offered by this imaging mode have been evaluated for landslide monitoring
applications.
Its improved resolution (up to one meter in both range and azimuth) jointly with
its shorter revisiting time (11 days) have allowed the exploitation of unprecedented
amounts of persistent scatterers, thus improving the PSI performance over this
type of scenarios, compared with its predecessors ERS-1/2, ENVISAT-ASAR or
RADARSAT-1, that used medium resolution with lower bandwidths at C-band.
In this context, space-borne X-band sensors, initially designed for improving mon-
itoring capabilities over man-made structures, such as buildings, bridges, railways
or highways, have also demonstrated an outstanding performance over natural re-
flectors, such as outcrops or exposed rocks.
In conclusion, advanced high-resolution imaging modes have demonstrated to be
fully operational for landslide monitoring applications. The results obtained in this
PhD Thesis have shown an improved performance compared with classical stripmap
and have demonstrated that this imaging mode is ready to its commercial use in
order to ease the monitoring and characterization of complex landslides such as El
Forn de Canillo.
• Space-borne PSI improvements.
While the classical stripmap interferometric chain has been adapted to work with
sliding-spotlight data, some other improvements have been proposed to enhance
classical space-borne PSI performance for landslide monitoring:
– First, an adaptive common-band range spectral filtering relying on local topog-
raphy has been presented in order to improve the quality of the interferograms
involved in the PSI processing (Section 2.4.1.2 of Chapter 2). Since landslides
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typically occur over mountainous areas with steep topography and, hence,
largely affected by geometrical decorrelation, the coherence of interferograms
can be significantly improved by filtering-out the non-common part of range
spectra.
– In order to face the large temporal and geometrical decorrelation factors present
in this type of scenarios, an enhanced selection of interferograms has been pro-
posed (Section 3.2.1 of Chapter 3). On the one hand, a sub-list of interfero-
grams for the estimation of displacements may be obtained fixing short spatial
baseline pairs, but allowing larger temporal ones. On the other hand, a sub-list
of interferograms for the estimation of the topographic error may be obtained
by fixing short temporal baseline pairs, but allowing larger spatial ones. Both
lists are finally combined. The rationale of this method is to avoid the limit
situation of selecting interferometric pairs largely affected by both temporal
and spatial decorrelation phenomena. This approach has demonstrated to im-
prove the overall mean coherence of the interferograms involved in the PSI
processing.
– Classical PSI pixel selection step has been improved by means of SVA technique
(Section 3.2.4 of Chapter 3). SAR systems are band-limited in range and
azimuth and, for this reason, the PSF has the shape of a bi-dimensional sinc
function. Moreover, SAR images are slightly oversampled and the contribution
of a single target sometimes extends to more than a single resolution cell. This
fact makes the main lobe and the side-lobes of high-power scatterers to have
a great contribution in areas with a reduced coefficient of backs-scattering. In
this framework, a novel usage of the SVA technique has been proposed in order
to mitigate these undesired artifacts.
– In order to improve the robustness of the algorithms during the PSI, the em-
ployment of redundant networks has been proposed during the triangulation
step (Section 3.3.1 of Chapter 3).
– Finally, a down-slope hypothesis assumption has been presented (as seen in
Section 3.5 of Chapter 3). SAR systems only have sensitivity to detect dis-
placements in the LOS direction and, for this reason, prior to the interpretation
of any PSI product, the detected displacements must be re-projected along the
real ground displacement direction. In landslides, this is along the steepest
gradient of the terrain slope. In the same context, the application of geomet-
rical filters has been proposed to face the negative impact of SAR distortions,
such as foreshortening or layover. The rationale behind this final filtering is to
prevent the inclusion of possible outliers in final products.
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• GB-InSAR techniques for GB-SAR discontinuous monitoring.
GB-InSAR techniques have been presented in Chapter 4 as an alternative remote
sensing solution ideal for landslide monitoring. As seen, the high stability of the
platform, the possibility to adapt the revisiting time in function of the displacement
phenomena dynamics, and the ability to fit the illumination angle to the specific
site geometry, make GB-InSAR techniques an attractive alternative to orbital-based
solutions.
This PhD Thesis has been focused on GB-SAR sensors working under a discontin-
uous operation mode. This means revisiting the AOI during different measurement
days with a certain temporal span. In this context, it has been demonstrated that
this modus operandi is the most efficient when a slow displacement process is ex-
pected. Following this strategy, the maintenance cost and the chance of damages
of an unattended the system are drastically reduced. Contrarily, the processing
required is more challenging.
In this framework, the whole GB-InSAR processing chain has been completely de-
scribed. On the one hand, the STP block has been presented in order to improve
the SNR of time-stationary targets, leading to a time-averaged SAR image for each
measurement day. On the other hand, the LTP block has been widely described
in order to deal with the atmospheric artifacts among the different time-averaged
images obtained in the previous step.
In fact, APS has demonstrated to represent the most relevant artifact of distortion
between interferometric GB-SAR pairs and most of the efforts have been addressed
to mitigate its negative impact. From all methods available in the literature, model-
based solutions have proven to be very effective since they reach accurate estimates
of APS with no need of extra meteorological data or stable ground control points.
Unfortunately, the techniques available in the literature, based on a spatial homo-
geneity assumption, fail over scenarios with steep topography. In these areas, high
atmospheric disturbances, deeply correlated with the topography and highly dy-
namic in time, are present. For this reason, a more general APS model accounting
for height-dependent components has been presented in this PhD Thesis.
The new model proposed has been validated comparing real records of APS with
simulations obtained through meteorological measurements provided by a weather
station. Simulated and real APS have shown a high degree of agreement. In addi-
tion, its performance has been tested with short-temporal-span real GB-SAR data.
The rationale at this point was analyzing differential interferograms free of displace-
ment disturbances. After applying the technique proposed, the resulting differential
phase presented zero-mean value and low phase standard deviation, thus showing
the good performance of the proposed approach over real scenarios. The exploita-
tion of polarimetric information has been finally proposed in order to improve the
number of reliable pixels during the model construction.
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• Polarimetric optimization techniques.
After developing GB-InSAR techniques, mainly focusing in the compensation of
height-dependent APS in short-term and long-term interferograms, and prior to the
application of PSI algorithms, the application of polarimetric optimization methods
has been studied in detail in Chapter 5. The objective has been to improve the
phase quality of interferograms with the proper combination of the polarimetric
channels available. The different polarimetric optimization methods available in
the literature have been evaluated and adapted to the particular characteristics of
the data and the pixel selection criteria (coherence stability or DA).
In this framework, the simplest method that can be employed corresponds to the
so-called Best. This approach is based on selecting the polarimetric channel provid-
ing the best value in terms of either coherence or amplitude dispersion. Despite the
significant improvement that can be achieved with this approach, it does not com-
pletely exploit the potentials of polarimetric data. For this reason, more advanced
methods have been evaluated. On the one hand, the ESM approach has been able
to reach the best optimized values, since it is based on exploring the complete space
of polarimetric combinations. Unfortunately, it requires a high computational cost.
On the other hand, the SOM approach, which requires the optimization of lower
number of parameters (orientation and ellipcity angles), has demonstrated to per-
form the optimization process in less time, however, the solutions found are just a
subset of the complete space of solutions. As a consequence, the SOM performance
is lower, in terms of phase quality and pixels’ density, compared with the ESM ap-
proach. Finally, the ESM algorithm has been observed to be only valid under the
assumption of polarimetric stationarity. When this hypothesis does not apply, the
algorithm does not reach the maximum and the optimized differential phase may
be affected by this difference in the polarimetric behavior. The SOM approach,
which solves the optimization problem in a way closer to a physical interpretation,
prevents the inclusion of these outliers.
In order to face the high computational cost of ESM and SOM, both techniques
have been improved with the combination of a coarse search of the global minimum
and the use of the CGM algorithm. Following this strategy, the optimum projection
vectors have been found much faster, reaching up to six orders of magnitude less,
with identical results.
Regarding the pixel selection strategy, it has been demonstrated how working with
the coherence estimator, the optimum projection vector may be optimized at inter-
ferogram level for the zero-baseline case, i.e, GB-SAR data. On the contrary, when
working with multi-baseline data coming from space-borne sensors the optimum pro-
jection vector needs to be identical for all interferograms in order to avoid changes
in the phase center. When working at full-resolution with the DA approach, the
projection vector needs to be the same in the whole stack of SAR images, regardless
of the platform.
The optimized stack of interferograms has allowed the selection of a larger number
of persistent scatterers, achieving up to a threefold increase of the number of pixel
candidates for the GB-SAR case. The overall displacement patterns have shown a
similar response in all cases, being the pixels’ density the only difference between
245
Chapter 9. Conclusions
the optimized and the standard products. As seen, this fact results of great impor-
tance for the delineation and characterization of landslides. The recent launch of
the satellites ALOS-2 and Sentinel-1, with polarimetric capabilities, highlights the
significance of this topic.
• GB-SAR PSI.
Once the way to compensate APS and to improve GB-InSAR performance by means
of polarimetric data exploitation have been studied, the final development of the
GB-SAR PSI processing chain for the estimation of the linear component of dis-
placement, but also its non-linear component, has been presented in Chapter 6.
This development has been based on the adaptation of CPT to work with the fully-
polarimetric zero-baseline data provided by the RiskSAR sensor.
The usefulness of GB-SAR PSI techniques for landslide monitoring applications have
been put forward over the test site of El Forn de Canillo. The key processing steps,
taking into account the particularities of this type of natural environments with
steep topography, have been highlighted comparing its performance with a nominal
study case affected by urban subsidence. Finally, the obtained displacement maps
have been validated with in-field ground truth data. The reliability of GB-SAR
solutions has thus been demonstrated, showing an impressive performance to hazard
assessment and risk management.
Compared with space-borne solutions, GB-SAR PSI presents several competitive
advantages due to the zero-baseline configuration of the instrument. On the one
hand, the revisiting time is no longer a constraint due to the employment of a terres-
trial platform. On the other hand, they offer the possibility to fit the illumination
angle in order to maximize the detection of real ground displacement in the LOS di-
rection. Anyway, this is strongly dependent on the characteristics of the site and in
some cases it could not be possible. Finally, since APS may be perfectly estimated
and compensated for by means of model-based techniques, lower numbers of images
are required in order to assess the non-linear estimation of the ground displacement
process.
Contrarily, GB-SAR products offer a poorer coverage compared with the ones ob-
tained with space-borne platforms. Moreover, if a continuous monitoring is em-
ployed, there is an unavoidable loss of the availability of the instrument (since it is
intrinsically blocked to its application in a single scenario). The maintenance cost
or possible damages of an unattended the system represent other disadvantages.
Compared with traditional in-field monitoring devices and techniques, GB-SAR
solutions have demonstrated to provide higher densities and to be very efficient in
order to cover larger areas for long periods at lower cost.
• Full-resolution PSI over reduced data sets of SAR images
Finally, with the objective of performing a full-resolution PSI when a reduced num-
ber of SAR images is available, a new PSI approach has been presented in Chapter
7. As commented along this PhD Thesis, the high-resolution capabilities of the
new generation of sensors have lead to breakthrough in the way of studying dis-
placement phenomena. Nonetheless, the acquisition of these products have become
considerable more expensive, compromising in many cases the acquisition of a large
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number of images with the lowest time lapses. Moreover, the study of slow-rate dis-
placement phenomena, such as the one studied in this PhD Thesis, does not require
the planning of large amounts of SAR data since it clearly results unfruitful. This
is the case of the GB-SAR data set available in this PhD Thesis, composed by 10
GB-SAR acquisitions, which is enough to follow the slow-rate displacement expected
in the landslide of El Forn de Canillo. Unfortunately, it has been demonstrated how
classical approaches present an intrinsic limitation in this case.
In this framework, the development a new phase quality estimator, referred to
as TSSC, has been presented to obtain full-resolution PSI products over reduced
data sets of SAR images. In this context, the estimation accuracy, the number of
pixel candidates and the final PSI displacement maps retrieved by means of the
TSSC approach proposed have been widely discussed in terms of pixels’ density and
reliability for both urban and natural environments. In addition, an extension of
the TSC approach to work with the Best, ESM, and SOM polarimetric optimization
methods has been also put forward.
The proposed approach has been compared with the so-called classical approaches
showing an improved performance. Going into further detail, the pixels selected
with the coherence stability and the TSSC approach have been perfectly associ-
ated with the man-made structures and natural persistent scatterers present in the
landslide of El Forn de Canillo. Both approaches have shown similar displacement
results. Nonetheless, the resolution loss inherent to the coherence approach has led
to a reduced density in the results compared with the TSSC approach. Moreover,
high-quality pixels surrounded by non-coherent clutter have been inevitably lost
under the coherence stability approach, once again, due to the multi-look factor
employed. Finally, the PS approach has presented a big amount of outliers in final
PSI displacement maps due to the unreliable estimation of the DA index.
In conclusion, the TSSC approach has demonstrated to be an excellent choice to
overcome the limitations of classical approaches when the full-resolution of images
wants to be preserved and the number of SAR images available is low. As seen,
working at full-resolution with the new generation of X-band sensors is a key factor
to increase the density of measurements. This fact allows an intrinsic improvement
in the precision to delineate the extension of local displacements patterns and ease
the characterization of complex landslides.
• Displacement results over El Forn de Canillo
RiskSAR and TerraSAR-X sensors have provided consistent displacement results
over the landslide of El Forn de Canillo (presented in Chapter 8), which are com-
patible with the available inclinometric ones (presented in Section 1.4.3 of Chapter
1). The displacement maps obtained reveal that the main body of the landslide
has experienced a residual down-slope displacement of 1 − 1.5 cm/year during the
interval of measurements. In addition, the local slide of Cal Borro´-Cal Ponet has
been perfectly identified with both sensors, presenting a higher activity of 2 − 2.5
cm/year (as seen in Chapter 8).
In order to illustrate the high agreement between the results obtained with both sen-
sors by means of temporal evolution, the down-slope time-series over the maximum
displacement rate area of Cal Borro´-Cal Ponet is finally presented, see Fig. 9.1. As
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done in Chapter 8, only 10 images have been employed for the TerrSAR-X case in
order to make a fair comparison between both sensors. On the one hand, Fig. 9.1a
shows the time-series obtained with the GB-SAR data set (presented previously
in Chapter 6). On other hand, Fig. 9.1b shows the time-series obtained with the
TerraSAR-X data set. The solid line represents the temporal evolution taking as
reference the first date. In order to ease the comparison between the GB-SAR and
TerraSAR-X results, an overall offset of 0.44 cm (corresponding to the displacement
recorded by the GB-SAR sensor for the first TerraSAR-X acquisition date) has been
applied to the TerraSAR-X time-series. The result is represented with a dashed line
in Fig. 9.1b. A high agreement can be appreciated between both time-series. No-
tice that the displacement observed is characterized by some non-linear component
in both cases, exhibiting some acceleration and stabilization during the period of
measures. These periods coincide with the fall (from October to November 2010)
and spring (from February to May 2011), when the major rainfall and snow melting
events were produced. In the last period of the graph (September 2011), coinciding
again with autumn’s arrival, the landslide seems to accelerate again.
Finally, the information collected with TerraSAR-X, with greater spatial coverage,
has revealed some displacements significantly higher in the upper part of the slope
(3 cm/year). Field surveys have confirmed the presence of activity indicators in this
area, such as recent depressions, structural disturbance and open tension cracks.
9.2 Future research lines
Several research lines can be thought of as a continuation of the work developed during
this PhD Thesis that make use of the conclusions drawn from it.
• Staring-spotlight imaging mode evaluation.
The improvement of resolution in SAR imaging is allowing the development of in-
novative applications, even for purposes that few years ago relied only on optical
sensors. The benefits of employing high-resolution SAR imaging for landslide moni-
toring applications have been demonstrated in this PhD work using sliding-spotlight
SAR images provided by the TerraSAR-X sensor. This imaging mode has allowed
a significant improvement in the monitoring capabilities over man-made structures,
but also in the exploitation of natural stable reflectors, such as outcrops or exposed
rocks.
In this context, TerraSAR-X has demonstrated to be a pioneer in several space in-
novative modes like the Terrain Observation by Progressive Scans (TOPS) imaging
mode, space-borne bistatic SAR (with its twin satellite, TanDEM-X), or digital
beam-forming [140]. One of the last milestones reached has been the acquisition of
staring-spotlight SAR data, available since October 2013. As seen in this PhD The-
sis, spotlight imaging mode is characterized by an azimuth steering that points the
antenna pattern to keep the radar footprint illuminating a fixed spot on the ground.
In this context, staring-spotlight is the pure spotlight mode providing the best pos-
sible azimuth resolution [140]. The sliding-spotlight imaging mode employed in this
PhD Thesis (unique spotlight imaging mode available at 2011 when the monitor-
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Figure 9.1: Down-slope time-series obtained over the area of Cal Borro´-Cal Ponet with (a)
the RiksSAR and (b) the TerraSAR-X sensor operating in sliding-spotlight imaging mode,
employing only 10 images for both sensors. The solid line in (b) represents the TerraSAR-X
time-series taking as reference the first date. The dashed line illustrates the same temporal
evolution after applying an overall offset of 0.44 cm, which corresponds to the displacement
recorded by the GB-SAR sensor for the first TerraSAR-X acquisition date.
ing of El Forn de Canillo was planned) applies a slower antenna steering in order
to increase the azimuth scene size. Indeed, this fact worsens the azimuth resolu-
tion with respect to the staring-spotlight mode. Contrarily, the staring-spotlight
imaging mode exploits the maximum azimuth steering capabilities of TerraSAR-X
sensor reaching a steering range of ±2◦ and thus achieving an azimuth resolution
of 16 cm [192].
In this framework, the exploitation of staring-spotlight data could be an excit-
ing future research line, since there are only few works published showing its po-
tential for PSI applications. Fig. 9.2 shows a zoom of a reflectivity image of a
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(a) (b)
Figure 9.2: Zoom of a reflectivity image of the TerraSAR-X staring-spotlight acquisition
acquired over El Forn de Canillo, with 21 cm azimuth resolution and 58 cm slant-range
resolution, compared with one of the sliding-spotlight images employed in this PhD work.
(a) Sliding-spotlight and (b) staring-spotlight imaging modes.
TerraSAR-X staring-spotlight acquisition acquired over El Forn de Canillo, with 21
cm azimuth resolution and 58 cm slant-range resolution, compared with one of the
sliding-spotlight images employed in this PhD work. The impressive details and its
improved capabilities in terms of resolution predict a step further in the detection
and characterization of landslides.
• Sentinel-1 data exploitation.
A completely different, but complementary strategy, could be the exploitation of
Sentinel-1 data. Sentinel-1 is a two satellite constellation, designed and developed
by ESA and funded by the European Commission (EC), with the prime objective of
providing C-Band SAR data continuity following the retirement of ERS-2 and the
end of the ENVISAT mission. Sentinel-1 constellation provides an improved revisit
time (12-day repeat orbit cycle with one satellite), a large geographical coverage
and rapid data dissemination to support operational applications, such as land
monitoring or emergency services. The first satellite of the constellation, Sentinel-
1A, was launched on April 2014, while the second satellite, Sentinel-1B, is scheduled
for 2016. This latter will improve the revisiting time of the constellation up to 6
days.
The default acquisition mode of Sentinel-1 for land services corresponds to the
interferometric wide swath or TOPS [193–196]. In this acquisition mode, the radar
beam scans back and forth three times within a single swath, referred to as sub-
swaths, resulting in a higher quality and homogeneous image throughout the swath,
compared with scanSAR. This mode provides a swath width of 250 km and a ground-
resolution of 5× 20 m.
Since Sentinel-1 routinely provides free data and information products of large-
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scale areas, its exploitation could be an interesting research line. This PhD Thesis
has been devoted to demonstrate the benefits of employing high-resolution sensors
with improved resolution capabilities for landslide monitoring applications. A more
complete strategy could be using Sentinel-1 data to monitor large-scale areas prone
to be affected by landslides (for instance the whole Pyrenees) and then order the
monitoring of the detected areas with a high-resolution sensor such as TerraSAR-X.
In this context, one of the most challenging aspects in TOPS interferometry is
the fact that the acquired data have large Doppler Centroid variations within the
same burst [196]. These large Doppler variations introduce strong requirements in
the co-registration accuracy to avoid phase discontinuities at burst edges. For this
reason, the first task should be adapting the interferometric chain PRISAR to the
particularities of TOPS SAR Interferometry, as done in this PhD Thesis with the
sliding-spotlight imaging mode.
• Joint exploitation of point-like and distributed scatterers.
As showed along this PhD Thesis, mainly due to decorrelation phenomena, dis-
placement information can be only exploited over the persistent scatterers within
the illuminated scenario. In this framework, the different strategies to detect persis-
tent scatterers, i.e, the coherence stability and the PS approach, has been evaluated.
In order to overcome the limitation of the PS technique when a few number of im-
ages is low, a new full-resolution PSI approach based on the exploitation of the
coherence between different sublooks of the image spectrum has been presented.
Despite the good performance of the TSSC technique to carry out full-resolution
PSI when a reduced number of SAR images is available, this approach only allows
the selection of deterministic point-like scatterers. With the arrival of the new gen-
eration of space-borne SAR sensors, with improved resolution capabilities, it has
been demonstrated that a big amount of point-like scatterers (such as man-made
constructions, outcrops, exposed rocks, etc.) may be also found in natural envi-
ronments. This fact allows to outperform, in terms of density, any low-resolution
PSI based on coherence estimation since it requires the multi-looking of data, thus
degrading the original resolution of images. Despite this negative aspect, it is true
that averaging data spatially over statistically homogeneous areas increases the SNR
of images and thus the PSI performance. The question is therefore, what if both
type of scatterers, distributed and point-like ones, are exploited in the same PSI
processing?
In this context, different denoising filtering strategies, typically employed in image
processing applications to reduce additive Gaussian noise, are being adapted for
SAR applications. Some examples are Non-Local Interferometric SAR (NL-InSAR)
[197–199], SqueeSAR [30] or Binary Partition Tree (BPT) [200, 201], which are
demonstrating an excellent performance under multiplicative speckle noise condi-
tions. The rationale of these techniques is to improve the interferometric phase
quality over statistically homogeneous areas without compromising the identifica-
tion of point-like scatterers. In other words, these techniques allow the exploitation
of both distributed and deterministic point-like scatterers within the same PSI pro-
cessing.
A possible future line would hence be exploring the impact of these filtering tech-
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niques, using either high-resolution space-borne or GB-SAR data, over natural en-
vironments such as El Forn de Canillo, in order to test if some persistent scatterers
may be rescued. In fact, some works may be found in the literature showing the
performance of such techniques in this type of applications [30, 202–204]. Despite
the nice impact in the retrieval of PSI linear displacement maps, such techniques
lead to some problems during the time-series estimation (mainly due to the adaptive
filtering employed) and its performance needs to be further investigated.
• Improving APS estimation and compensation step
Reaching an adequate compensation of APS is a key issue for the reliability of PSI
products. In this context, further investigation is required for both orbital and
ground-based sensors:
– Space-borne sensors. As seen in Section 3.4.2 of Chapter 3, both tropospheric
stratification and turbulent mixing processes have been addressed at the same
time. The methodology followed has been based on carrying out a filtering
process, taking advantage of the particular temporal and spatial frequency
behaviors of APS. In order to compensate the rapid tropospheric artifacts
present in mountainous environments, the correlation window has been reduced
to 500− 250 m meters (depending on the interferogram).
In this context, the use of semi-empirical models, such as the solution adopted
for the GB-SAR sensor, is a promising strategy in order to exploit the existent
correlation between APS and height. The main advantage of such techniques
is that they do not require the use of any external data. Unfortunately, its
use is still an open issue in space-borne SAR sensors and requires further
investigation. One possible research line could be evaluating and comparing
its performance with the solution adopted in this PhD Thesis.
– Ground-based sensors. In Chapter 4 a model-based technique accounting for
high atmospheric disturbances, deeply correlated with the topography, has
been presented. The technique proposed has shown an excellent performance
in the mountainous environment of El forn de Canillo, but its performance over
large-scale areas is yet unknown. A future work line could be the extension of
the technique proposed in this work for the monitoring of large-scale scenarios
characterized by several kilometers in range.
• FastGB-SAR acquisition mode evaluation
The scanning time is a key issue in the performance of GB-InSAR techniques.
As seen in Section 1.3.2.2 of Chapter 1, initially, GB-SAR sensors were based on
VNA solutions. This type of architecture, based on the linear frequency sweeping
of transmitted signals, presented the opportunity to design GB-SAR systems with
simple electronics. On the contrary, they were characterized by a slow scanning
time, many times comparable to the decorrelation of the troposphere medium, thus
compromising the quality of focused SAR images for the application of GB-InSAR
techniques.
A further step was taken with the development of GB-SAR sensors based on the use
of high-rate SFCW signals, such as the RiskSAR sensor. In contrast to VNA-based
solutions, SFCW GB-SAR sensors are able to perform faster scans, reducing the
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scanning one order of magnitude (from 10 to 1 min). Faster scans allow significant
improvements in GB-InSAR performance for the estimation of ground displace-
ments.
Despite this clear improvement, the characteristics of the illuminated scenario some-
times changes in only few seconds. These changes can be produced by either
extremely-rapid local atmospheric disturbances or human activity. For this rea-
son, prior to the application of GB-InSAR techniques, a visual inspection should be
carried out in order to discard bad focused images due to instabilities in the AOI.
In this context, the company MetaSensing have recently introduced a novel GB-SAR
mode concept, the FastGBSAR, allowing faster scans up to 4 seconds [81]. During
the last year, the RiskSAR sensor has been updated with significant improvements in
the microwave front-end and today is able to perform a complete fully-polarimetric
scan mounted over a linear rail of 2 meters in only 4 seconds.
With this extremely fast acquisition mode, GB-SAR images are expected to be im-
proved in quality and reliability. This improvement is expected to enhance final
PSI products, allowing the identification of a higher number of persistent scat-
terers. Quantifying the improvement of the RiskSAR sensor operating under the
FastGBSAR acquisition mode could be another possible future research line.
• Orbital and ground-based PSI results combination
In this PhD Thesis, the use of either space-borne or ground-based SAR sensors has
been proposed in order to show the feasibility of these senors for the monitoring
of landslides. Nonetheless, the combination of sensors’ results, taking advantage
of the different acquisition geometry of each one, could be an interesting research
line in order to retrieve 3D displacement vectors. Some preliminary results over the
landslide of El Forn de Canillo are shown in the following publication [205].
253

Appendix AA
Landslide Classification
and Causes
T his appendix shows a complete description of landslide classification and causes toease some of the geotechnical explanations provided in this PhD Thesis.
A.1 Classification
Landslide classification is based on Varnes system [2], which contemplates two terms: the
material type and the type of movement.
On the one hand, the different material types involved in landslides may be classified
as follows [206]:
• Rock. A hard firm of mass intact and natural placed before the initiation of
displacement.
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• Soil. An aggregate of solid particles, generally minerals and/or rocks. Liquids and
gases filling soil’s pores are also considered of this category. At the same time soil
can be divided in earth and debris:
– Earth. Material containing more than a 80% of sand and finer soil.
– Debris. Material containing more than a 20% of coarse particles larger than
2 mm, which is considered the upper limit of sand particles.
On the other hand, the types of movement describe how the slide movement is dis-
tributed through the displaced mass and may be classified in five distinct types [2]:
• Falls. Are abrupt movements of masses, such as rocks, that become separated
from steep slopes or cliffs. Separation are produced due to discontinuities such as
fractures or joints, and the movement occurs by bouncing, free-fall or rolling. Falls
are hardly affected and influenced by gravity or mechanical weathering due the
presence of interstitial water.
• Topples. Topples are characterized by the forward rotation of units about some
pivotal point under the gravity influence and/or forces produced by adjacent units
or fluids in cracks.
• Slides. Although the general term landslide includes many types of mass move-
ments, the more restrictive use of the term is employed where there is a zone of
weakness that separates some sliding mass from a more stable subjacent material.
There are two major types of slides:
– Rotational slide. When the surface of rupture is curved concavely uphill and
the slide movement is approximately rotational from a parallel axis to the
ground surface and transverse across the slide movement.
– Translational slide. When the slide mass moves along an approximately planar
surface with some little rotation or backward tilting. Typically, the sliding mass
consists of a single unit that moves down-slope as a coherent mass.
• Lateral Spreads. Lateral spreads are characteristic since they usually occur on
gentle slopes or flat areas. The main type of movement is lateral accompanied by
shears or fractures. The failure is caused by liquefaction, i.e., the process in which
saturated sediments (usually sands and silts) are transformed from a solid into a
liquefied state.
• Flows. There are five basic categories of flows that may be classified as follows:
– Debris Flows. A debris flow consists of a rapid movement of mass in which a
combination of loose soil, rock, organic matter, air and water produces a slurry
that moves down-slope. Debris flows are commonly caused by intense surface-
water flows (mainly due to heavy rains or snow melt), that erodes and mobilizes
loose soil or rock on steep slopes. This phenomenon is often associated with
steep gullies. Fires that denude slopes of vegetation intensify the probability
of slopes to debris flows.
– Debris Avalanche. This is a category of very rapid to extremely rapid debris
flow.
– Earth flow. Earth flows are based on a down-slope viscous flow of fine-grained
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Type of Movement Type of Material
Rock Debris Earth
Falls Rock fall Debris fall Earth falls
Topples Rock topple Debris topple Earth topple
Slides Rock slide Debris slide Earth slide
Lateral Spreads Rock spread Debris spread Earth spread
Flows Rock Flow Debris flow Earth flow
Complex Combination of two o more types of movement
Table A.1: Mass movement classification based on process type and material (modified
from [3]).
materials or clay-bearing rocks on moderate slopes that have been saturated
with water, and move under the pull of gravity.
– Mud Flow. A mud flow corresponds to a category involving to very rapid from
extremely rapid debris flows that have become partially or fully liquefied by
the addition of significant amounts of water to the source material (containing
at least 50 percent sand-, silt-, and clay-sized particles).
– Creep. A creep, sometimes called cold flow, corresponds to the trend of a solid
material that moves slowly or displaces permanently under the influence of
mechanical stresses, but too small to produce shear failure.
A classification system based on Varnes system is depicted in Table A.1. The most
common types of landslides are illustrated in Fig. A.1.
A.2 Causes
Causes of landslides are related to instabilities in slopes, generally over mountainous
environments, and are the reasons that a landslide occurred in a certain location at a
concrete instant. Landslide causes are listed in table Table A.2, and include geological
factors, morphological factors, physical factors and factors associated with human activity.
How these factors are related is of crucial importance for understanding what causes
landslides and evaluating the impact of human activity. Typically, several number of
elements contribute to activate a landslide, but often there is only one cause that triggers
the displacement of the sliding material.
Engineers and geologists should evaluate slope stability and landslide threats during
development assessment in order to implement effective and timely remedial measures to
ensure the safety of people living in such regions.
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GEOLOGICAL CAUSES
(1) Plastic weak materials
(2) Sensitive material
(3) Collapsible material
(4) Weathered material
(5) Sheared material
(6) Jointed or fissured material
(7) Adversely oriented mass discontinuities
(8) Adversely oriented structural discontinuities
(9) Contrast in permeability and its effects on ground water contrast in stiffness
GEO-MORPHOLOGICAL PROCESSES
(1) Tectonic uplift
(2) Volcanic uplift
(3) Glacial rebound
(4) Fluvial erosion of the slope toe
(5) Wave erosion of the slope toe
(6) Glacial erosion of the slope toe
(7) Erosion of the lateral margins
(8) Subterranean erosion (solution, piping)
(9) Deposition loading of the slope or its crest
(10) Vegetation removal (by erosion, forest fire, drought)
PHYSICAL PROCESSES
(1) Intense, short period rainfall
(2) Rapid melt of deep snow
(3) Prolonged high precipitation
(4) Rapid drawdown following floods, high tides or breaching of natural dams
(5) Earthquake
(6) Volcanic eruption
(7) Thawing of permafrost
(8) Freeze and thaw weathering
(9) Shrink and swell weathering of expansive soils
MAN-MADE PROCESSES
(1) Excavation of the slope or its toe
(2) Loading of the slope or its crest
(3) Drawdown (of reservoirs)
(4) Irrigation
(5) Water leakage from services (water supplies, sewers, stormwater drains)
(6) Vegetation removal (deforestation)
(7) Mining and quarrying (open pits or underground galleries)
(8) Creation of dumps of very loose waste
(9) Artificial vibration (including traffic, pile driving, heavy machinery)
Table A.2: Landslide casual factors (modified from [3]).
258
A.2 - Causes
(a)
surface 
of
rupture
(b)
surface 
of
rupture
(c)
(d) (e) (f)
(g)
source area
main track
depositional 
area
(h)
curved tree trunks
titled pole
fence out 
of alignment
soil 
ripples
(i)
bedrock
rm clay
soft clay with water-bearing
silt and sand layers
(j)
Figure A.1: Examples of different types of landslides movements (modified from [3]). (a)
Roational landslide, (b) translational landslide, (c) block slide, (d) rockfall, (e) topple, (f)
debris flow, (g) debris avalanche, (h) earthflow, (i) creep and (j) lateral spread.
259

Appendix BB
Spotlight SAR
Interferometry
H igh resolution imagery is a key advantage of X-band SAR sensors that are giving placeto very detailed information of the Earth surface. In this context, the TerraSAR-
X high-resolution sliding-spotlight mode employed in this PhD Thesis offers range and
azimuth resolutions up to the meter, which are making SAR images more and more
geometrically comparable to optical ones. In this Appendix, the main differences between
the conventional interferometric processing of stripmap and spotlight are presented. The
adequate algorithms for key processing steps, such as co-registration or azimuth Doppler
filtering, are provided. Moreover, the way to extract the essential parameters from the
XML TerraSAR-X header products for spotlight SAR Interferometry applications are
described.
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30 km 
(a)
100 km 
(b)
5 km 
10 km 
(c)
Figure B.1: Imaging SAR modes: (a) stripmap, (b) scanSAR and (c) spotlight.
B.1 SAR imaging modes
SAR sensors timing and pointing can be programmed allowing different imaging modes.
Essentially, three imaging modes are typically designed to support a wide range of appli-
cations ranging from medium resolution imaging to high resolution mapping.
The different imaging modes are illustrated in Fig. B.1. In the conventional stripmap
mode the ground swath is illuminated with a continuous sequence of pulses while the
antenna beam is fixed in elevation and in azimuth. This results in an image strip with
continuous image quality in azimuth. ScanSAR and spotlight are two operation modes
of SAR systems, which improve the standard stripmap mode in two different ways. In
scanSAR, the illuminated scene is extended by scanning the antenna in elevation and vary-
ing the illumination of several sub-swaths. In this mode, the antenna elevation steering is
used to switch after bursts of pulses between swaths with different incidence angles. Due
to the switching between the beams only bursts of SAR echoes are received, resulting in
a reduced azimuth bandwidth and, therefore, in a reduced azimuth resolution. Finally, in
the spotlight mode a phased array beam steering in azimuth direction is used to increase
the illumination time, i.e. the synthetic aperture length. The larger aperture results in
a higher azimuth resolution at the cost of worsening the azimuth scene size. The main
particularities and the key processing steps to take into account to PSI applications are
addressed hereinafter.
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Figure B.2: Variations of the Doppler spectrum along the azimuth time of (blue) sliding-
spotlight raw data and (red) the zero-Doppler focused image.
B.2 Spotlight SAR imaging mode
As seen in Section 2.1.3.2 of Chapter 2, the azimuth resolution of a SAR image is mainly
determined by the illumination time tAP and the Frequency Modulation (FM) rate. In
stripmap mode, the azimuth resolution is roughly half the azimuth of the antenna length,
where the Doppler Centroid and Doppler Rate processing parameters are azimuth invari-
ant. It is clear that the antenna length cannot be arbitrarily reduced without the risk
of causing azimuth and/or range ambiguities. In order to overcome this limitation, in
the spotlight imaging mode the antenna pointing is constantly steered to keep the radar
footprint illuminating a fixed spot on the ground during a time period longer than the
conventional SAR aperture interval, thus improving the azimuth resolution. Indeed, this
improvement is achieved at the expense of worsening the azimuth scene extension. The
steering of the antenna causes a negative drift of the Doppler Centroid frequency, as
shown for three targets, referred from 1 to 3, in Fig. B.2.
Defining B as the instantaneous Doppler bandwidth set by the azimuth antenna ra-
diation pattern, the maximum synthetic aperture illumination time tAP for the spotlight
imaging mode may be defined as follows
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Figure B.3: Wrapped Doppler spectrum in time-frequency representation of a sliding-
spotlight TerraSAR-X image corresponding to El Forn de Canillo.
tAP =
B
fDR − FM (B.1)
where fDR accounts for the Doppler Drift Rate caused by the beam steering and FM
represents the frequency modulation rate. As illustrated in Fig. B.2, the azimuth time
interval of the zero-Doppler focused image ∆tSL is shorter than the raw data time interval
∆tRAW [97]
∆tSL = ∆tRAW +
B −∆tRAW · fDR
FM
(B.2)
Following this argument, the Doppler bandwidth of the focused image BSL may be
expressed as follows
BSL = tAP · FM = B
fDR/FM − 1 (B.3)
As BSL is greater than B, the image is sampled with a higher frequency than the
PRF of the raw data. PRF of the focused image in zero-Doppler coordinates is selected
to exactly fulfill Nyquist condition and avoid aliasing. However, the final spectrum of
the focused image in zero-Doppler coordinates will be considerably wrapped and highly
affected by a linear drift of the Doppler Centroid, see Fig. B.3, which is different from
the one of the raw data, see Fig. B.2.
Finally, notice that if fDR = FM or fDR = 0, equations (B.1) and (B.3) also describe
staring-spotlight and stripmap case, respectively. The staring-spotlight imaging mode
is reached when the squint velocity and the beam footprint ground velocity are equal.
This imaging mode allows improving even more the azimuth resolution at the expense of
worsening the azimuth scene extension with respect to the sliding-spotlight case.
Table B.1 show the typical parameters of the sliding-spotlight acquisition mode for
the sensor TerraSAR-X employed in this PhD Thesis [97].
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Sensor Parameter Magnitude
Orbit Height 514 km
Orbit Repeat Cycle 11 days
Wavelength 3.1 cm
Full Performance Range Incidence Angle 20◦-50◦
Bandwidth 150 MHz
Slant Range Resolution 1.2 m
Azimuth Resolution 1.1 m
Sensor PRF ca. 3000-6000 Hz
Product PRF 8200 Hz
Focused Bandwidth 7316 Hz
Raw Data Scene Duration 3.2 s
Zero Doppler Scene Duration 0.75 s
Azimuth Scene Size 5 km
Range Scene Size 10 km
Number of Azimuth Beams 249
FM-rate ca. −5700 Hz/s (@θ = 35◦)
Antenna Bandwidth 2800 Hz
Doppler Rate fDC ca. −3600 Hz/s (@θ = 35◦)
Spotlight Aperture Time 1.3 s (@θ = 35◦)
Squint Angle Range ±0.75◦
Table B.1: Typical parameters of TerraSAR-X sliding-spotlight acquisition mode. Modified
from [97].
B.3 Spotlight SAR Interferometry
In order to exploit a data set of coherent spotlight interferograms between SAR acquis-
tions pairs, the standard stripmap interferometric chain (described in Chapter 2) must
be adapted to face the azimuth variant spectra explained in the previous Section. In con-
sequence, the center frequency of the interpolation kernels used for interferometric image
coregistration must be adjusted in azimuth. In addition, the azimuth common-band spec-
tral filtering needs to be updated accordingly. The latter is illustrated in Fig. B.4. Recall
that, as seen in Section 2.4.1.1 of Chapter 2, only the common part of the master and
slave spectra contains useful information for either InSAR or DInSAR applications.
Following this argument, the drift rate fDR of the image spectrum may be calculated
from the Doppler values and their zero-Doppler time differences through the first and last
azimuth time of the focused scene as follows [97]
fDR =
fDC,n − fDC,1
tDC,n − tDC,1 (B.4)
where fDC,1 and fDC,n account for the first and the last Doppler annotated values in the
product and tDC,1 and tDC,1 their correspondent zero-Doppler corrected times.
In the TerraSAR-X case, it must be taken into account that Doppler parameters fDC
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Figure B.4: Doppler spectrum of two sliding-spotlight acquisitions forming an interfero-
gram. Only the overlapping part should be considered for InSAR applications.
in XML products are referenced to the annotated echo receive time system, hence, this
axis should be converted into the zero-Doppler time reference system of the focused image
as follows
tsl = tRAW − fDC(tRAW )
FM
(B.5)
This fact is illustrated in Fig. B.5, which shows the Doppler variation with the azimuth
time for an acquisition of El Forn de Canillo before and after focusing the image in zero-
Doppler coordinates. Notice how the Doppler Drift Rate changes depending on the time
reference system.
Once the drift rate of the focused image scene is calculated, each azimuth line is
demodulated with the following chirp function parametrized with the drift rate [97]
c(t) = e−jpi(t−tstart)
2fDR (B.6)
where tstart refers to the azimuth start time of the scene.
As illustrated in Fig. B.6a, the spectrum now is centered on the start Doppler value.
The base-banding is finally achieved by multiplying the image in the spatial domain by a
phase ramp in azimuth parameterized with the zero-Doppler start value, see Fig. B.6b.
Once the image is base-banded, the co-registration, resampling and common-band
filtering can be applied. After these steps, both scenes should be modulated back to their
original frequency bands by multiplying them with the conjugate chirp c∗(t) and classical
stripmap PSI techniques may be employed.
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Figure B.6: Base-banding process. (a) Image spectrum after demodulating the image with
a chirp function parametrized with the drift rate and (b) after applying a phase ramp to
base-band the spectrum.
Finally, it is worth pointing out that sliding-spotlight images may be have different
PRFs for different temporal acquisitions. This is because the SAR processor has to adapt
to a wide range of incidence angles and imaging modes. Images with different PRFs should
be adequately resampled tanking into account the Doppler Drift Rate above mentioned.
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B.4 XML-formatted TerraSAR-X products
In this final Section, we briefly describe how the essential Doppler Centroid parameters
can be extracted from the XML-formatted TerraSAR-X products and how the time system
is converted from the raw data to the focused zero-Doppler time system of products.
The zero-Doppler start time tstart of the focused scene is extracted from
< level1Product... >
< productInfo >
< sceneInfo >
< start >
< timeUTC > 2010− 11− 18T06 : 02 : 36.737922Z < /timeUTC >
The raw data time tags of the estimated Doppler polynomials are extracted from
< level1Product... >
< processing >
< Doppler >
< DopplerEstimate >
< timeUTC > 2010− 11− 18T06 : 02 : 35.410196Z < /timeUTC >
The polynomial coefficient must be extracted from
< level1Product... >
< processing >
< Doppler >
< DopplerEstimate >
< combinedDoppler >
< validityRangeMin > 4.28929386386531480E − 03 < /validityRangeMin >
< validityRangeMax > 4.34229418434252737E − 03 < /validityRangeMax >
< referencePoint > 4.31579402410392152E − 03 < /referencePoint >
< polynomialDegree > 1 < /polynomialDegree >
< coefficientexponent = 0 > 5.80369261244272457E + 03 < /coefficient >
< coefficientexponent = 1 > 2.43525257516052952E + 04 < /coefficient >
< /combinedDoppler >
where the Doppler Centroid as a function of the range time can be calculated as follows
fDC(t) =< coefficientexponent = 0 >
+ < coefficientexponent = 1 >
· (t− < referencePoint >)
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In our product, 103 Doppler polynomials were annotated. This number can be extracted
from
< level1Product... >
< processing >
< processing >
< numberOfDopplerRecords > 103 < /numberOfDopplerRecords >
Finally, the FM rate, which is required to convert echo receive times to zero-Doppler
times, is extracted from the two annotated Doppler Rates for the start and the end of
the scene. Both Doppler Rates are given as polynomials over range. For time correction
purposes, it is sufficient to use the average of the two zero-order coefficients for the whole
scene.
< level1Product... >
< processing >
< geometry >
< dopplerRate >
< timeUTC > 2010− 11− 18T06 : 02 : 36.103807Z < /timeUTC >
< dopplerRatePolynomial >
< validityRangeMin > 4.28929386386531480E − 03 < /validityRangeMin >
< validityRangeMax > 4.34229418434252737E − 03 < /validityRangeMax >
< referencePoint > 4.31579402410392152E − 03 < /referencePoint >
< polynomialDegree > 3 < /polynomialDegree >
< coefficientexponent = 0 > −5.40278707675475107E + 03 < /coefficient >
< coefficientexponent = 1 > 1.28142431956125121E + 06 < /coefficient >
< coefficientexponent = 2 > −2.03590115713134974E + 08 < /coefficient >
< coefficientexponent = 3 > 8.19900903247779665E − 04 < /coefficient >
< /dopplerRatePolynomial >
< /dopplerRate >
< dopplerRate >
< timeUTC > 2010− 11− 18T06 : 02 : 38.121489Z < /timeUTC >
< dopplerRatePolynomial >
< validityRangeMin > 4.28929386386531480E − 03 < /validityRangeMin >
< validityRangeMax > 4.34229418434252737E − 03 < /validityRangeMax >
< referencePoint > 4.31579402410392152E − 03 < /referencePoint >
< polynomialDegree > 3 < /polynomialDegree >
< coefficientexponent = 0 > −5.40283723024106803E + 03 < /coefficient >
< coefficientexponent = 1 > 1.29454465965671744E + 06 < /coefficient >
< coefficientexponent = 2 > −1.51413796442563385E + 08 < /coefficient >
< coefficientexponent = 3 > 8.28295731691976699E − 04 < /coefficient >
< /dopplerRatePolynomial >
< /dopplerRate >
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Appendix CC
Side-Lobe Cancelation in
PSI Applications
T his Appendix presents a mathematical description and analysis of the SVA approachemployed in this PhD Thesis (Section 3.2.4 of Chapter 3). This methodology has
been successfully integrated in the SubSoft processor to improve the performance of the
CPT.
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C.1 Spatially Variant Apodization basics
SVA is based on a spatial adaptive filtering function to achieve side-lobe reduction with no
loss of image resolution [180]. Its idea is similar to Capon’s spectral estimator [207], but
SVA is simplified by limiting the possible filters to the cosine-on-pedestal family weighting
functions.
In the spatial domain, the cosine-on-pedestal family impulse response is given by a
3× 3 point function
 wmwn wn wmwnwm 1 wm
wmwn wn wmwn
 (C.1)
where wm and wn are the coefficients in the range and azimuth directions to build the
whole 2D family of cosine-pedestal functions.
The resulting output weighted pixel is obtained by a convolution in the image domain
g′(m,n) = g(m,n) + wmwnP + wmQm + wnQn (C.2)
where g′(m,n) is the original pixel value, m and n are the data-array pixel indexes. Qm,
Qn and P may be expressed as follows
Qm = g(m− 1, n) + g(m+ 1, n)
Qn = g(m,n− 1) + g(m,n+ 1)
P = g(m− 1, n− 1) + g(m+ 1, n+ 1) + g(m− 1, n+ 1) + g(m+ 1, n− 1)
(C.3)
The solution is based on finding the weighting factors (wm, wn) in range and azimuth
directions that minimize the square of the absolute value of the convoluted image in the
spatial domain |g′(m,n)|2 with 0 6 {wm, wn} 6 1/2 that corresponds to the classical
aperture functions.
At this stage, two different approaches may be considered, minimizing the real and
the imaginary parts jointly or separately. For simplicity, and due to its computational
efficiency, the discussion and examples in this PhD Thesis have concentrated on the
separately minimization solution of the algorithm under a simultaneous and uncoupled
two dimensional approach.
Notice that equation (C.2) is, for a given wn, a linear function of wm. Similarly,
for any given wm, g′(m,n) is a linear function of wn. Therefore, for any two (wm, wn)
inside the interval [0, 1/2] × [0, 1/2], the value of the pair (wm, 0)
(
wm, 1/2
)
will be
lower or equal than the value for (wm, wn). Following an analogous arguments it can
be easily observed that the maximum and minimum values can be found in one of the
four evaluated corners of the interval: (0,0), (0,1/2), (1/2,0) and (1/2,1/2). This allows
computing the weighting factors only evaluating the function in the four corners of the
interval. Since g′(m,n) is monotone in wm and wn, the zero value can only be obtained
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Figure C.1: Apodization with (a) fs = BW reaching a total side-lobe cancellation and (b)
with fs = 1.6 ·BW where a total side-lobe cancellation is not possible.
if there have been changes of sign within the interval. The algorithm implementation can
be summarized in the following points:
• Compute g′(m,n) in the four corners of the interval: (0,0), (0,1/2), (1/2,0) and
(1/2,1/2).
• If any of them are opposite in sign, set the value of g′(m,n) to zero.
• Otherwise, choose from the evaluated four values these that gives the less magnitude.
Some considerations must be taken into account before applying SVA. On the one
hand, data spectrum should present an ideally rectangular-shape. Therefore, any spectral
weighting in both range and azimuth should be removed. On the other hand, the spectrum
has to be perfectly base-banded and any spectral shift induced by the Doppler Centroid
has to be considered. Finally, the first version of the algorithm requires data to be
sampled at exactly the Nyquist frequency (or a multiple). Fig. C.1a shows how under
ideal conditions a total side-lobe cancellation can be reached. As the sampling rate
increases moving away from an integer Nyquist frequency, side-lobe cancellation becomes
impossible, as illustrated in Fig. C.1b.
To face this problem the image can be interpolated to have a sampling frequency
corresponding to an integer number of the bandwidth [208]. Another option was proposed
in [209] by Smith that uses a generalized cosine-on-pedestal weighting family of functions
that work for any sampling rate. Fig. C.2 shows its improved performance for the high
oversampled case shown in Fig. C.1b.
Despite this improvement, if data is heavily oversampled the algorithm is not able
to reach a total side-lobe cancellation. This technique can be improved by increasing
the number of degrees of freedom in the optimization process, as it is presented in [210].
Anyway, the version described in [209] reaches an acceptable side-lobe cancellation with
moderate oversampling and is the one implemented in this PhD Thesis.
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Figure C.2: Apodization with with fs = 1.6 ·BW and Non Integer Nyquist Sampling Rate
method. Improved performance in side-lobe cancellation.
C.2 Application of SVA in PSI
C.2.1 Impact of undesired artifacts in the selection of PSCs
As commented above, in a SAR system the PSF of a point target, basically a bi-dimensional
sinc, extends to more than a single resolution cell. The band limited character of SAR
imaging causes the appearance of side-lobes and the image oversampling provoke the main
lobe to extend beyond a single pixel. In other words, the contribution of a single scatterer
appears not only on the pixel where it is located but also on the neighboring ones.
These undesired artifacts are more visible in urban environments where man-made
structures behave as strong scatterers. Despite this, with the arrival of the second gener-
ation of SAR sensors (such as the German satellite TerraSAR-X or the Italian constella-
tion CosmoSky-Med), which work at higher frequencies allowing larger bandwidths, the
ground resolution has been significantly improved (up to the meter) compared with its
predecessors (such as ERS or ASAR). Its seems clear that it is more frequent to find
point-like scatterers also in natural environments, i.e, a single dominant scatterer within
the resolution cell, such as outcrops or exposed rocks. Whatever the scenario, side-lobes
are usually clearly visible when strong scatterers are located in low reflectivity areas and
their properties are preserved along the sinc.
As seen in Section 3.2.3 of Chapter 3, one of the common methods in PSI is the well-
known PS approach [19], which relies in associating the phase stability of the target with
its amplitude stability. PSs are characterized by a low temporal amplitude dispersion,
DA, which is defined as the the standard deviation of the pixels’ amplitude along time,
σA, divided by its mean, mA. As seen in this PhD Thesis, PSs can be selected evaluating
their dispersion index and setting an appropriate threshold (typically DA < 0.25). Both
the redundant information around the main lobe and the side-lobes of high-quality pixels
will be present in the final pixel selection. The same reasoning may be applied to the
TSSC approach presented in Chapter 7. If a target is a SCS, its spectral properties will
preserved along its PSF and, as a consequence, all these undesired artifacts will belong
to the final selection of pixel candidates.
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The results showed in this Appendix are addressed to the DA approach. In Chapter
7, some results are shown for the TSSC approach. A set of 51 TerraSAR-X images of the
city of Murcia, Spain, covering the period corresponding from July 2008 to April 2010
have been used in order to illustrate the impact of side-lobes in PSI pixel selection. The
DA threshold has been set to 0.25, which corresponds to a phase standard deviation of
about 15◦. Fig. C.3a shows an area of the SLC with a high-power scatterer in a region
characterized by a low coefficient of back-scattering. As shown in Fig. C.3b, the main
lobe and the side-lobes present in the AOI exhibit low values of DA and, therefore, both
undesired artifacts are finally selected as PSCs, see Fig. C.3c.
C.2.2 SVA impact on SAR images
As seen, SVA ideally provides total or partial side-lobe reduction and a significant reso-
lution enhancement while preserving both the amplitude and phase of SLCs. Fig. C.3d
shows the impact of using SVA directly in a SLC. Notice how effectively the side-lobes
are totally cancelled and how the main lobe broadness is reduced reaching the resolution
corresponding to the unweighted image.
When working with real data under complex scattering behaviors, like combinations of
different target responses within the same resolution cell, the performance of SVA worsens.
In fact, as the target PSF moves away from the ideal bi-dimensional sinc of a point-like
scatterer, the impact of SVA filtering becomes higher, especially, on the amplitude but
also in the phase. The use of SVA filtered images under the PS approach drive to an
overestimation of the DA map and thus to the loss of a considerable amount of pixels
candidates. In addition, the phase is also affected but not as much as the amplitude.
For this reason, it is proposed to use SVA only to detect the positions of the side-lobes
and refine the position of the main lobe but keeping pixels’ amplitude and phases from
original SLCs.
In order to illustrate this issue, a deterministic point-like scatterer of unitary amplitude
has been simulated in its spectral domain by an ideal rectangular-shape spectrum. To
simulate the non-idealities of the target, its ideal spectrum has been corrupted adding
an uncorrelated complex circular Gaussian noise. The noise standard deviation has been
gradually incremented from 0.05 to 1. For each value of noise, 5000 realizations of the
amplitude and phase differences between the simulated image before and after applying
SVA have been computed. The results are shown in Fig. C.4 where the mean of the
differences are represented by the dotted line while the the vertical bars represent the
values of dispersion. This study reveals how the amplitude and phase dispersions increase
as the spectrum is being distorted. Notice how the amplitude is more affected than the
phase since SVA filtering do not preserve the PSF energy.
C.2.3 Side-Lobe Risk Map
In this section, it is proposed a new way to take advantage of SVA filtering through
the elaboration of a risk map with information of the side-lobes locations. This mask
will is referred as Side Lobe Risk Map (SLRM). Side-lobes can be regarded as a local
phenomenon as its impact depends more on the background reflectivity than on the side-
275
Appendix C. Side-Lobe Cancelation in PSI Applications
0
1
(a)
0
1
(b)
0
1
(c)
0
1
(d)
Figure C.3: Effect of (a) high-reflectivity scatterers in PSI pixel selection using the PS
approach. (b) DA index. (c) Pixel selection with a DA threshold of 0.25. (d) Image after
applying SVA showing a clear resolution enhancement and a total side-lobe cancellation.
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Figure C.4: Effect of SVA filtering in (a) amplitude and (b) phase for non-ideal point-like
scatterers.
lobe amplitude itself. Moreover, as the detection is within the frame of PS analysis for a
possible side-lobe, the number of occurrences along the stack of images is the key factor.
For this reason, the SLRM is generated considering the number of occurrences of the
side-lobes along the stack. The algorithm to derive the SLRM can be summarized as
follows:
• Starting with the first image of the data-set, when a side-lobe is detected by the
SVA algorithm their occurrence is stored. A side-lobe is present when there is a
change in the sign of g′(m,n) for any of the four evaluated values of the interval
[0, 1/2] × [0, 1/2]. If not, the stored value is zero because it was not detected any
side-lobe.
• The process is repeated for all images of the data set.
• Finally, for each pixel it is made an average of the stored values leading to a map
directly related with the number of occurrences along the whole stack.
For instance, an ideal side-lobe present in all images will reach a value of 1 in the
SLRM. On the other side, side-lobes appearing only in few images will have values closer
to zero. The values of the map can thus be related with the probabilities of being a
side-lobe. Pixels set to zero have no risk of being a side-lobe.
Fig. C.5a shows the SLRM obtained in the area of the strong scatterer presented
in Fig. C.4. All side-lobes clearly visible in the amplitude image have been selected
as side-lobes with a high degree of confidence as well as other candidates with lower
back-scattering. There is no rule that clearly indicates where to place the threshold for
considering that a detected artifact is a side-lobe or not. Being too restrictive, this is
setting the value near to one. On the contrary, setting the threshold to zero will cause
to reject pixels that in practice are very unlikely to be side-lobes, for instance because
they are considered as side-lobes just in a single image. Thus, it seems reasonable to
use thresholds over 0.5 that will correspond to side-lobes present in more than half of
the images of the data set. Finally, a mask with those points fulfilling the threshold
established above can be applied to the map of PSCs in order to eliminate all these
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Figure C.5: Total side-lobe cancellation in PSI. (a) SLRM. (b) Selected pixels after
applying the method proposed with a SLRM > 0.5.
redundant information from the final pixel selection. Fig. C.5b shows the distribution of
surviving pixels after applying the methodology described.
Fig. C.6a shows the histogram of the SLRM values corresponding to potential side-
lobes. The zero values, this is no side-lobes, have been removed from the histogram. Most
of the detected artifacts correspond to pixels with low probabilities of being a side-lobe.
More interesting is the cloud plot of the DA indexes as a function of the SLRM values
shown in Fig. C.6b. As expected, for high SLRM values the DA index is in general low
and as we reduce the SLRM the range of DA indexes increases. In other words, DA index
is not correlated with SLRM values for pixels with low risk of being a side-lobe.
Finally, Fig. C.7 presents the percentage of surviving pixel candidates applying the
SLRM-derived mask for different thresholds. It can be seen how around the 3% of the
PSs detected are identified as high-risk side-lobes (SLRM> 0.5). Anyway it is difficult
to establish a threshold as in the complex scenario of an urban area it is difficult to
distinguish among side-lobes and main lobes. What it is clear that the threshold of 0.5
allows removing those side-lobes clearly visible.
The methodology proposed has been applied in both urban and natural environments
presenting an excellent performance. In addition, this technique has been also applied to
the TSSC phase quality estimator presented in Chapter 7. As illustrated in this Chapter,
excellent results have been obtained using this methodology when either the TSC or the
TSE approaches are employed. Finally, it must be pointed out that the loss of range
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Figure C.6: (a) SLRM histogram distribution. (b) Cloud plot of DA for different SLRM
threshold values.
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Figure C.7: Number of pixels selected in function of the detected side-lobes removed in
terms of SLRM values.
resolution due to the sublook generation may be partially overcome since, owing to the
SVA-based method proposed, the selected main lobes present the theoretical resolution
of the original image.
This methodology has been published in the journal IEEE Geoscience and Remote
Sensing Letters. For further information refer to citation [211].
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Appendix DD
Model Adjustment
Function Properties
I n Section 3.3.2 of Chapter 3, we have seen how the objective of the minimization stepof the CPT consists of adjusting a linear phase model to the inteferometric phases in
order to find the optimal values of {∆v,∆ε} that minimizes the MAF. Understanding the
dynamics of the MAF is hence of great importance in order to reach a good minimization
process. In this Appendix two important considerations are put forward. On the one
hand, the sensitivity of MAF to the spatial and temporal baselines distribution is illus-
trated. Moreover, since the MAF function can be interpreted as a normalized summation
of 2D sinusoidal functions at different frequencies, the location of ambiguities is discussed.
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D.1 Sensitivity to spatial and temporal baseline dis-
tributions
This first Section deals with the impact of spatial and temporal baseline distributions in
the shape of the MAF.
As seen in Section 3.3.2 of Chapter 3, the MAF may be expressed as follows
Γ(arcm,n) = 2 ·
(
1− 1Nint ·
Nint∑
i=1
Re
{
e−j(∆ϕi(Ti,Bn,i,arcm,n)−∆ϕ
model
i (Ti,Bn,i,arcm,n))
})
, (D.1)
where Nint account for the number of interferograms, ∆ϕi refers to the interferometric
phase increment of a certain relationship arcm,n for a generic i−th interferogram, ∆ϕmodeli
for its linear model, Ti and Bi are the temporal and spatial baselines, respectively, λ
indicates the wavelength, Ri is the sensor to target distance and θi refers to the incidence
angle.
As seen in (D.1) the MAF function is sensitive to the 2D sampling given by the spatial
and temporal baselines distribution of the interferograms involved in the linear block of
the CPT. In this context, a poor sampling in either the temporal or the spatial baselines
can lead to systematic errors that could propagate and affect the whole estimation over
the AOI even over high-coherent scenarios.
The sampling of the spatial and temporal baselines hence provides the accuracy in
the estimation of the topographic error and the linear velocity increments, respectively.
The maximum values of baseline at both dimensions characterize the width of the valley
around the minimum. Data sets characterized by larger baseline limits, always uniformly
distributed, will result in narrower valleys, thus leading to a more precise estimation of
the linear parameters.
In order to illustrate this, Fig. D.1 is presented. In this figure the MAF over a
simulated scenario free of noise composed by 109 interferograms uniformly distributed
in terms of temporal baseline (between 11 and 365 days) is presented. R, θ, λ and the
revisiting time have been defined according to TerraSAR-X setting parameters. Fig. D.1a
and Fig. D.1b illustrates the shape of the MAF employing a spatial baseline distribution
between −100 and 100 meters, and −30 and 30 meters, respectively. Notice how smaller
baselines lead to broader valleys in the MAF, thus worsening the precision during the
estimation of the topographic error increment. As small perturbation due to the presence
of noise in Fig. D.1b can lead to a significant error during the minimization. Contrarily,
it must be taken into account that increasing the baselines lead to major decorrelation
phenomena. There is hence a clear limitation between reaching a good precision of the
linear parameters in terms of the valley width and minimizing decorrelation phenomena
in terms of interferograms selection. Typically, temporal and spatial baseline limits are
fixed in order to minimize decorrelation phenomena. Indeed, if noise is minimized the
minimization becomes easier. At the same time, uniform distributions with not too
restrictive limits are desired in order to make easier the minimization step in terms of the
shape of the MAF.
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Figure D.1: MAF shape for different spatial baseline distributions. (a) Spatial baselines
distribution between −100 and 100 meters. (b) Spatial baselines distribution between −30
and 30 meters. The link has been generated to present a linear velocity increment equal to
−2 cm/year and a topographic error increment of 5 meters.
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D.2 Ambiguities
This Section deals with the negative impact of ambiguities during the minimization pro-
cess.
The MAF function may be seen a normalized sum of 2D sinusoidal functions at dif-
ferent frequencies provided for the temporal and spatial baseline of each interferogram
fi =
[
2Ti
λ
,
2Bn,i
λRi sin θi
]
, (D.2)
where Ti and Bi refer to the the temporal and spatial baseline of a generic i− th interfer-
ogram, respectively, λ indicates the wavelength, Ri is the sensor to target distance and
θi refers to the incidence angle. Following this argument, the minimization of the cost
function is equivalent to find the bidimensional frequency of the complex sinusoid derived
from the linear model seen in (3.21)
∆ϕmodeli (Ti, Bn,i, arcm,n) =
4pi
λ
· Ti ·∆v(arcm,n) + 4pi
λ
· Bn,i
Ri sin θi
·∆ε(arcm,n) (D.3)
Since the MAF function is equivalent to a normalized sum of 2D sinusoidal functions at
different frequencies (as seen in (D.2)), the presence of ambiguities should be considered in
order to obtain reliable results. The period of a function composed by periodic functions
(if it makes sense, i.e., when the ratio of periods is rational for all the elements) is defined
as the least common multiple of the periods of the component functions. This applies for
the linear velocity increment axis, in which the temporal baselines are multiples of the
satellite revisiting time, but rarely to the topographic error increment, since the spatial
baselines are typically randomly distributed along the orbital tube.
Defining the minimum temporal baseline difference as ∆Tmin the distance between
ambiguities is given by the following expression
∆vamb =
λ
2 ·∆Tmin (D.4)
Under this formulation, the search margin during the minimization step must be set
between the interval
[−∆vamb2 , ∆vamb2 ].
The importance of considering linear velocity increment ambiguities is illustrated in
Fig. D.2. Fig. D.2a shows the MAF of a simulated case considering a uniform distribution
of temporal baselines between 11 and 132 days, with a revisiting time of 11 days. The
number of interferograms has been set to 109. The spatial baselines have been uniformly
generated between −500 and 500 meters. The link has been simulated to present a linear
velocity increment equal to −2 cm/year and a topographic error increment of 5 meters.
Notice that the minimum temporal baseline difference of 11 days locates an ambiguous
minimum separated roughly 50 cm/year from the correct value. Fig. D.2b shows an
horizontal profile around the minimum location of the MAF highlighting the ambiguous
location of the linear velocity increment. The boundary conditions employed in this case
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Figure D.2: MAF shape considering different revisiting times. (a) Uniform distribution of
temporal baselines between 11 and 132 days, with a revisiting time of 11 days. (b) Horizontal
profile of (a).(c) Uniform distribution of temporal baselines between 35 and 145 days, with
a revisiting time of 35 days. (d) Horizontal profile of (c). The spatial baselines have been
uniformly generated between −500 and 500 meters. The link has been generated to present a
linear velocity increment equal to −2 cm/year and a topographic error increment of 5 meters.
are so high that do not represent any real practical constrain. However, Fig. D.2c and
Fig. D.2d shows the MAF response for a simulated scenario with a higher revisiting time.
For this case, it has been considered a uniform distribution of temporal baselines between
35 and 145 days, with a revisiting time of 35 days. Notice how the minimums are now
closer at a distance of roughly 16 cm/year. Depending on the interferogram selection the
MAF may present closer minimums that if it is not taken into account can lead to an
erroneous estimation of the linear velocity increment.
For both the TerraSAR-X and the GB-SAR data sets employed for the monitoring
of El Forn de Canillo this limitation does not represent any practical constrain. Since
the displacement expected is low the search margin to the velocity increment is set to ±3
cm/year.
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Appendix EE
Conjugate Gradient
Method Formalism
T he CGM is the most prominent iterative method for solving sparse systems of linearequations that are too large to be handled by a direct implementation, but also to
solve optimization problems, such as minimization. It was mainly developed by Mag-
nus Hestenes and Eduard Stiefe [182]. This method has been employed along this PhD
Thesis for both purposes. On the one hand, it has been used in order to improve the
minimization step, but also to solve the linear equation system in the integration step
during the linear block of the CPT, as shown in Section 3.3.2 and Section 3.3.3 of Chap-
ter 3, respectively. On the other hand, it has also been employed to address polarimetric
optimization problem in a efficient way, as seen in Chapter 5. In this Appendix, the
mathematical formalism of CGM algorithm to deal with systems of linear equations char-
acterized by square, symmetric and positive-definite matrices of equations, is showed.
Moreover, the applications of this theory in the context of this PhD Thesis is addressed.
The mathematical developments showed are based in the theory described in [212].
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E.1 Algorithm formalism
The CGM is one of the most popular iterative methods for solving large systems of linear
equations of the form

b1 = a11x1 + a12x2 + ...+ a1nxn
b2 = a21x1 + a21x2 + ...+ a2nxn
...
bn = an1x1 + an2x2 + ...+ annxn
(E.1)
This system of linear equation can be expressed in matrix form as follows
Ax = b (E.2)
where
A =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
... . . .
...
an1 an2 . . . ann
 (E.3)
x =

x1
x2
...
xn
 (E.4)
b =

b1
b2
...
bn
 (E.5)
x corresponds to the vector of unknowns, b is a known vector with the observations and
A refers to a known, square, symmetric, positive-definite matrix defining the system of
linear equations. A symmetric matrix is a square matrix if it is equal to its transpose
A = AT . A matrix is positive-definite if zTAz is positive for every non-zero column
vector z.
Throughout this Section, some of the mathematical approaches are illustrated with
the following simple sample problem
A =
[
3 2
2 6
]
, b =
[
2
8
]
(E.6)
which is depicted in Fig. E.1.
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3x1 + 2x2 = 2
2x1 + 6x2 = −8
x1
x2
2−2
2
−2
−4
4−4
4
6
−6
Figure E.1: Representation of the two-dimensional linear system defined in (E.6). The
solution lies at the intersection of both equations and corresponds to {x1 = 2, x2 = −2}.
One of the key issues of CGM is to consider that looking for the unknown vector of
solutions x is totally equivalent to find the minimum value of the following quadratic
function
f(x) = 12x
TAx− xTb + c, (E.7)
since f(x) presents its minimum value at Ax = b. This fact is illustrated in Fig. E.2
where the quadratic form f(x), employing the constants of the example defined in (E.6),
is depicted. The minimum of f(x) is represented by a white dot in Fig. E.2a. Notice that
this localization coincides with the solution of the equation system {x1 = 2, x2 = −2}.
At this point, the gradient f ′(x) may be defined as
f ′(x) =

∂
∂x1
f(x)
∂
∂x2
f(x)
...
∂
∂xn
f(x)
 , (E.8)
which is a vector field that points in the direction of greatest increase of f(x). Fig.
E.3 shows the gradient vectors for the example defined in (E.6). At the bottom of the
paraboloid bowl (represented by a white dot), the gradient is zero.
Form equations (E.7) and (E.8) the expression of the gradient f ′(x) may be reformu-
lated as follows
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Figure E.2: Representation of the quadratic form for the two-dimensional linear system
defined in (E.6) as (a) an image and as (b) a surface in the 3D space. Notice how the
minimum (highlighted with a white dot in (a)) corresponds to {x1 = 2, x2 = −2} coinciding
with the solution of the system of equations Ax = b defined in (E.6).
f ′(x) = 12A
Tx + 12Ax− b (E.9)
and if A is symmetric, this equation reduces to
f ′(x) = Ax− b (E.10)
Notice that setting the gradient to zero, equation (E.2) is obtained, the linear system
we wish to solve. Following this argument, the solution to Ax = b is then a critical point
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Figure E.3: Gradient f ′(x) of the quadratic form f(x) using the constants defined in (E.6).
For every point P , the gradient points in the direction of steepest increase of f(x) and is
orthogonal to the contour lines. The bottom of the paraboloid bowl is represented by a white
dot.
of f(x). If A is symmetric as well as positive-definite, then the solution of the linear
equation system is a minimum of f(x) and, hence, Ax = b can be solved finding the x
corresponding to the minimum of f(x).
The different steps to implement CGM algorithm are given hereinafter. Starting with
an initial guess, referred to as x0, we will search for the solution iteratively. In each
iteration a metric to tell how closer we are to the solution x is required. This metric
comes from the fact that the solution x is the unique minimizer of the quadratic function
f(x) and, if it becomes smaller in an iteration, this means that we are closer to the final
solution. As seen above, this formulation suggests taking a first direction vector p0 to be
the negative of the gradient of f(x) at x = x0, i.e., p0 = b −Ax0. The residual at the
kth iteration will be
rk = b−Axk (E.11)
This line of thought directly leads to the not very efficient algorithm called the steepest
descent method. Starting with an initial guess at a point x0, as many times as needed,
move from pi to pi+1 by minimizing along the line in the direction of the local downhill
gradient.
CGM solves the problem in a more efficient way employing the so-called conjugation
constraint. The minimization process is performed through the orthonormal-type con-
straint, i.e, moving towards the so-called conjugate gradient directions pi. We say that
two non-zero vectors pi and pj are conjugate (with respect to A) if
dpTi Apj = 0 (E.12)
Moreover, the method also require that in the next search the direction will be built
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taking into account the current residue and all previous search directions. The conjugation
constraint is an orthonormal-type constraint and hence the algorithm bears resemblance
to Gram-Schmidt ortho-normalization. This constraint leads to the following expression
pk = rk −
∑
i<k
pTi Ark
pTi Api
pi (E.13)
Following that direction, the next optimal location will be located at xk+1 = xk + αkpk
with
αk =
pTk b
pTkApk
= p
T
k (rk−1 + Axk−1)
pTkApk
= p
T
k rk−1
pTkApk
, (E.14)
where the last equality holds because pk and xk−1 are conjugate
Fig. E.4 shows a comparison of the convergence between the steepest descent and
CGM approaches for minimizing a quadratic function associated with the linear equation
system defined in (E.6). Notice that CGM converges in n = 2 steps while the steepest
descent presents a slowly performance converging in n = 21 steps.
Up to this moment the most straightforward explanation of CGM algorithm has been
given. This formulation requires the storage of all searching directions, the residue vec-
tors, as well as many matrix vector multiplications. This leads to a costly computational
solution. A more efficient implementation of the algorithm is based in exploiting that rk+1
is conjugate to pi for all i < k. Following this approach, only one matrix-vector multi-
plication is required at each iteration. The algorithm described as follows corresponds to
an equivalent formulation of the exact procedure described above:
p0 = r0 = b−Ax0
k = 0
repeat
αk =
rTk rk
pTkApk
xk+1 = xk − αkpk
rk+1 = rk − αkApk
if rk+1 is small than a factor of tolerance→ exit loop
βk =
rTk+1rk+1
rTk rk
pk+1 = rk+1 + βkpk
k = k + 1
end repeat
The result corresponds to xk+1
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Figure E.4: A comparison of the convergence of (a) the steepest descent and (b) CGM
approaches for minimizing a quadratic function associated with the linear equations system
defined in (E.6). CGM converges in n = 2 steps. Steepest descent method converges in
n = 21 steps.
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CGM can hence be theoretically viewed as a direct method since it leads to an exact
solution after a finite number of iterations lower than the size of the matrix. Nonetheless,
it must be pointed out that this method becomes unstable with respect to even small
perturbations. Fortunately, CGM is typically used as an iterative method (providing
monotonically improving approximations xk to the exact solution) and typically reaches
the required tolerance after a relatively small number of iterations.
E.2 CGM Minimization in CPT
In this Section, the mathematical formulation behind CGM minimization is given. This
approach has been used in order to improve the minimization step in the linear block
of the CPT, as shown in Section 3.3.2 of Chapter 3, as well as to address polarimetric
optimization problem in a efficient way, as seen in Chapter 5.
As seen in the previous Section, if we want to minimize a multi-dimensional function
f along a certain direction p, the gradient of the function must be perpendicular to p at
the minimum, otherwise, the directional derivative would not be zero along that direction.
In this framework, a certain function f can be approximated by a quadratic form around
its minimum through its Taylor series
f(x) = f(P) +
∑
i
∂f
∂xi
xi +
1
2
∑
i,j
∂2f
∂xi∂xj
xi + . . . ≈ 12x
TAx− xTb + c (E.15)
c = f(P) (E.16)
b = −∇f |P (E.17)
[aij ] =
∂2f
∂xi∂xj
∣∣∣∣
P
(E.18)
where the matrix A refers to the Hessian matrix of the function at P and its composed
by the second partial derivative matrix of the function.
Once the quadratic form is obtained, a parallelism can be followed with respect to the
theory seen in the previous Section to solve systems of linear equations. As seen in (E.10),
the gradient of f may be easily calculated as f ′(x) = ∇f |P = Ax − b. At this point,
given an initial guess x0, which can be obtained by brute force evaluating the function
with a certain coarse sampling, the conjugate constraint (seen in (E.12)) can be applied.
Recall that a triumph for that direction is that N line minimizations will put it exactly
at the minimum of a quadratic form-like. Following with the development, recall that
we want to proceed not along the gradient, but in a direction to be conjugate to the old
gradient, and, insofar as possible, to all previous directions traversed. The application
of the final implementation of the CGM algorithm seen in the previous Section for the
minimization of non-linear functions is detailed hereinafter.
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Starting with an arbitrary initial guess vector r0 and generating two arbitrary equal
vectors p0 = r0, the CGM constructs two recursive sequences of vectors as follows
rk+1 = rk − αkApk
pk+1 = rk+1 + βkpk
(E.19)
where α and β are chosen to a series of vectors r satisfying orthogonality condition, and
a series of vectors p to be conjugate among them
gTn+1gn = 0
hTn+1Ahn = 0
(E.20)
leading to the expressions seen in the last part of the previous Section
αk =
rTk rk
pTkApk
βk =
rTk+1rk+1
rTk rk
(E.21)
The expression of βk seen in (E.21) corresponds to the one proposed by Fletcher-
Reeves. In complex practical tests, it has been shown that it leads to a significant slow
down of the convergence of the algorithm. For this reason, the CPT minimization is based
on the use of Polak-Ribie`re implementation, which is more efficient
βk =
(rk+1 − rk)T rk+1
rTk rk
(E.22)
E.3 CGM Integration in CPT
The CGM integration method employed in the CPT is based on modifying matrix A in
(E.2), in order to apply different weights to each link depending on their quality. These
weights directly derive from the calculated values of model coherence. If m accounts for
the number of relationships and n the number of PSCs, the linear system equation system
is now reformulated as follows
WAx = W∆y (E.23)
where W is a m × m diagonal matrix containing the weight of each arc, which allows
to reduce the impact of low quality links during the integration, A is a m × n matrix
defining the relationships, x is a vector of n elements with the unknowns representing
either the absolute of linear velocity or topographic error, and ∆y is a vector of m
elements containing the linear parameter increments of the relationships {∆v,∆ε}.
If the following matrices are defined
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C = WA
∆y′ = W∆y
(E.24)
where C is now a m×n matrix containing the weighted relationships and ∆y′ is a m× 1
matrix containing the weighted increments of the relationships, the system equations may
be rewritten as follows
Cx = ∆y′, (E.25)
which is totally equivalent to the one seen in (E.2).
Notice that this is an over-determined systems of linear equations, therefore, the theory
seen in Section E.1 should be slightly modified as proposed by Mallorqu´ı in [213] and
applied by Blanco-Sa´nchez during this PhD work [214].
As seen in the formulation given in Section E.1, the starting point is an initial unknown
vector x0 and, from this point, xk is updated displacing towards the conjugate directions
pk weighted by the constant coefficient αk, which indicates how it moves in that direction,
as follows xk+1 = xk − αkpk.
The key step of the algorithm is to choose αk in order to minimize the error Ek
between the observations and unknowns in the k − th estimation
Ek = ‖Cxk −∆y′‖2 (E.26)
where the coefficient αk which minimizes this error may be expressed as follows
αk+1 =
rTkCpk+1
‖C · pk+1‖2
(E.27)
In that expression rk refers to as the k− th residual vector, which now may be defined as
rk = Cxk −∆y′ (E.28)
The value of the residue is updated recursively
rk+1 = rk − αkCpk (E.29)
and from this, the conjugate directions pk can be calculated departing from
p0 = r0, (E.30)
which provides the direction of the gradient at the initial guess x = x0. The successive
conjugate directions are obtained recursively
pk+1 = βkpk −CT rk, (E.31)
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where
βk =
∥∥CT rk∥∥2
‖CT rk−1‖2
(E.32)
At each iteration the quality of the solution is given by the modulus of the normalized
residue as follows
Nk =
‖rk‖
‖∆y′‖ =
‖Cxk −∆y′‖
‖∆y′‖ (E.33)
and the iterations stop when Nk is considered to converge.
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Appendix FF
Singular Value
Descomposition Formalism
T he Singular Value Descomposition is based on a factorization of non-square matriceswith many useful applications in signal processing and statistics. One of these appli-
cations is based on computing matrix pseudoinverse and, hence, it can be used to solve
over-determined systems of linear equations [183]. This method has been employed in
this PhD Thesis during the NLEB of the CPT, when the interferometric phase residues
are translated into they former absolute image phases to derive displacement time-series.
This Appendix reviews the mathematical formalism behind the SVD algorithm.
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F.1 Algorithm formalism
As stated above, SVD is very useful tool for inverting matrices, and it is based on the
decomposition of a non-square matrix as a multiplication of three matrices.
Suppose A is a m× n matrix whose entries come from the real numbers. Following
this argument, there exists a factorization of the form
A = U · Σ ·VT = [ u1 . . . um ]m×m ·
 σ1 . . .
σr

m×n
· [ v1 . . . vm ]Tn×n (F.1)
where:
• A is a non-square matrix of dimensions m× n.
• U is a square unitary matrix of dimensions m×m.
• VT denotes the transpose of the n× n unitary matrix V.
• Σ is a matrix of dimensions m× n with r non-negative real number on the diagonal.
On the one hand, the diagonal entries (σ1, σ2, . . . , σr) of Σ are known as singular values of
A. A common convention is to list the singular values in descending order. In this case,
the diagonal matrix Σ is uniquely determined by A. On the other hand, the m columns
of U and the he n columns of V corresponds to a set of orthonormal vectors, which can
be regarded as basis vectors, and are referred to as left-singular and right-singular vectors
of A, respectively.
There is a close relationship between the singular value decomposition and the eigen-
decomposition:
• The left-singular vectors of A are eigenvectors of ATA.
• The right-singular vectors of A are eigenvectors of AAT .
• The non-zero singular values of A (found on the diagonal entries of Σ) are the
square roots of the non-zero eigenvalues λ of both AAT and ATA.
In this context, a non-negative real number σ is a singular value for A if there exist
unit-length vectors u and v that fulfills
Av = σu (F.2)
ATu = σv (F.3)
In the following Section the way to compute the pseudoinverse of non-square matrix
is given.
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F.2 Pseudoinverse computation
Applications that employ the SVD include computing the pseudoinverse, least squares
fitting, determining the rank of a matrix, etc.
In this PhD Thesis we are interested in computing the pseudoinverse to solve systems
of linear equations. In this context, the inversion of A can be easily calculated as
A−1 = V · Σ−1 ·UT (F.4)
Notice that the inverse of the orthogonal matrices {U,V} corresponds to its transpose,
whereas the inverse of Σ corresponds to the inverse of its diagonal elements. For this
reason, this method is very useful to solve systems of linear equations of the form Ax = b,
in which the solution is based on inverting the matrix A as seen in (F.4).
Finally, it worth pointing out that there is a problem when solving the system by
means the inversion of the matrix of coefficients. When x belongs to a null space of A,
i.e, σ = 0, the noise is amplified during the inversion of the diagonal elements of Σ. To
control this effect the so-called condition number is typically calculated. The condition
number corresponds to the ratio C of the largest to smallest singular value in the singular
value decomposition of a matrix. This condition number highlights how the noise is
amplified in each one of the parameters. If the condition number is high, small noise
perturbations on the data will produce large oscillations of the solution. To avoid the
amplification of the noise the problem can be truncated with a consequent rank reduction.
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Interferograms
303
Appendix G. Complete List of Interferograms
G.1 TerraSAR-X data set
Interferogram Master Slave Perpendicular Temporal
Number Date Date Baseline Baseline
dd/mm/yyyy dd/mm/yyyy meters days
1 18/11/2010 11/29/2010 -76.3605 11
2 18/11/2010 02/14/2011 74.2942 88
3 18/11/2010 04/21/2011 124.919 154
4 18/11/2010 05/02/2011 -27.5895 165
5 18/11/2010 05/13/2011 16.4280 176
6 18/11/2010 05/24/2011 35.9565 187
7 18/11/2010 06/15/2011 -112.516 209
8 18/11/2010 06/26/2011 29.6292 220
9 18/11/2010 07/07/2011 -38.0220 231
10 18/11/2010 07/18/2011 77.3766 242
11 18/11/2010 07/29/2011 31.8389 253
12 18/11/2010 08/09/2011 33.4652 264
13 18/11/2010 08/20/2011 12.9409 275
14 18/11/2010 08/31/2011 -18.1361 286
15 18/11/2010 09/22/2011 210.970 308
16 18/11/2010 10/03/2011 121.266 319
17 18/11/2010 10/14/2011 -55.5011 330
18 18/11/2010 10/25/2011 45.1707 341
19 18/11/2010 11/05/2011 -51.7316 352
20 18/11/2010 11/16/2011 53.9789 363
21 29/11/2010 02/14/2011 150.210 77
22 29/11/2010 04/21/2011 201.207 143
23 29/11/2010 05/02/2011 52.9172 154
24 29/11/2010 05/13/2011 92.1513 165
25 29/11/2010 05/24/2011 111.863 176
26 29/11/2010 06/15/2011 -38.1672 198
27 29/11/2010 06/26/2011 105.935 209
28 29/11/2010 07/07/2011 39.2576 220
29 29/11/2010 07/18/2011 153.575 231
30 29/11/2010 07/29/2011 107.009 242
31 29/11/2010 08/09/2011 109.826 253
32 29/11/2010 08/20/2011 88.7808 264
33 29/11/2010 08/31/2011 58.5020 275
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Interferogram Master Slave Perpendicular Temporal
Number Date Date Baseline Baseline
dd/mm/yyyy dd/mm/yyyy meters days
34 29/11/2010 09/22/2011 287.010 297
35 29/11/2010 10/03/2011 197.052 308
36 29/11/2010 10/14/2011 20.9489 319
37 29/11/2010 10/25/2011 121.530 330
38 29/11/2010 11/05/2011 24.6969 341
39 29/11/2010 11/16/2011 130.344 352
40 14/02/2011 04/21/2011 51.4477 66
41 14/02/2011 05/02/2011 -101.007 77
42 14/02/2011 05/13/2011 -58.1178 88
43 14/02/2011 05/24/2011 -38.3844 99
44 14/02/2011 06/15/2011 -186.780 121
45 14/02/2011 06/26/2011 -44.8129 132
46 14/02/2011 07/07/2011 -111.087 143
47 14/02/2011 07/18/2011 5.54209 154
48 14/02/2011 07/29/2011 -43.2615 165
49 14/02/2011 08/09/2011 -41.8994 176
50 14/02/2011 08/20/2011 -61.5389 187
51 14/02/2011 08/31/2011 -92.4241 198
52 14/02/2011 09/22/2011 136.794 220
53 14/02/2011 10/03/2011 46.9678 231
54 14/02/2011 10/14/2011 -129.536 242
55 14/02/2011 10/25/2011 -30.2347 253
56 14/02/2011 11/05/2011 -125.774 264
57 14/02/2011 11/16/2011 -22.7424 275
58 21/04/2011 05/02/2011 -150.789 11
59 21/04/2011 05/13/2011 -109.074 22
60 21/04/2011 05/24/2011 -89.4000 33
61 21/04/2011 06/15/2011 -237.250 55
62 21/04/2011 06/26/2011 -95.2919 66
63 21/04/2011 07/07/2011 -162.240 77
64 21/04/2011 07/18/2011 -47.6606 88
65 21/04/2011 07/29/2011 -94.5700 99
66 21/04/2011 08/09/2011 -91.6541 110
67 21/04/2011 08/20/2011 -112.420 121
68 21/04/2011 08/31/2011 -142.973 132
69 21/04/2011 09/22/2011 86.4163 154
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Interferogram Master Slave Perpendicular Temporal
Number Date Date Baseline Baseline
dd/mm/yyyy dd/mm/yyyy meters days
70 21/04/2011 10/03/2011 -12.6566 165
71 21/04/2011 10/14/2011 -180.386 176
72 21/04/2011 10/25/2011 -79.8035 187
73 21/04/2011 11/05/2011 -176.619 198
74 21/04/2011 11/16/2011 -71.1376 209
75 02/05/2011 05/13/2011 43.9166 11
76 02/05/2011 05/24/2011 63.0308 22
77 02/05/2011 06/15/2011 -86.7548 44
78 02/05/2011 06/26/2011 56.2296 55
79 02/05/2011 07/07/2011 -22.0042 66
80 02/05/2011 07/18/2011 103.684 77
81 02/05/2011 07/29/2011 59.3147 88
82 02/05/2011 08/09/2011 59.2943 99
83 02/05/2011 08/20/2011 40.4435 110
84 02/05/2011 08/31/2011 11.5582 121
85 02/05/2011 09/22/2011 237.149 143
86 02/05/2011 10/03/2011 147.903 154
87 02/05/2011 10/14/2011 -32.3573 165
88 02/05/2011 10/25/2011 71.1369 176
89 02/05/2011 11/05/2011 -28.8751 187
90 02/05/2011 11/16/2011 79.6717 198
91 13/05/2011 05/24/2011 19.7327 11
92 13/05/2011 06/15/2011 -128.712 33
93 13/05/2011 06/26/2011 14.1558 44
94 13/05/2011 07/07/2011 -53.2068 55
95 13/05/2011 07/18/2011 61.4286 66
96 13/05/2011 07/29/2011 15.4165 77
97 13/05/2011 08/09/2011 18.8260 88
98 13/05/2011 08/20/2011 -3.48677 99
99 13/05/2011 08/31/2011 -34.4552 110
100 13/05/2011 09/22/2011 194.899 132
101 13/05/2011 10/03/2011 105.054 143
102 13/05/2011 10/14/2011 -71.4296 154
103 13/05/2011 10/25/2011 29.8422 165
104 13/05/2011 11/05/2011 -67.6648 176
105 13/05/2011 11/16/2011 38.7063 187
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G.1 - TerraSAR-X data set
Interferogram Master Slave Perpendicular Temporal
Number Date Date Baseline Baseline
dd/mm/yyyy dd/mm/yyyy meters days
106 24/05/2011 06/15/2011 -148.414 22
107 24/05/2011 06/26/2011 -7.37334 33
108 24/05/2011 07/07/2011 -72.8444 44
109 24/05/2011 07/18/2011 41.7463 55
110 24/05/2011 07/29/2011 -6.09834 66
111 24/05/2011 08/09/2011 -8.24853 77
112 24/05/2011 08/20/2011 -23.1532 88
113 24/05/2011 08/31/2011 -54.0814 99
114 24/05/2011 09/22/2011 175.164 121
115 24/05/2011 10/03/2011 85.3366 132
116 24/05/2011 10/14/2011 -91.1614 143
117 24/05/2011 10/25/2011 11.7035 154
118 24/05/2011 11/05/2011 -87.3973 165
119 24/05/2011 11/16/2011 20.0578 176
120 15/06/2011 06/26/2011 142.137 11
121 15/06/2011 07/07/2011 76.8456 22
122 15/06/2011 07/18/2011 189.888 33
123 15/06/2011 07/29/2011 143.904 44
124 15/06/2011 08/09/2011 145.660 55
125 15/06/2011 08/20/2011 125.297 66
126 15/06/2011 08/31/2011 94.4004 77
127 15/06/2011 09/22/2011 323.500 99
128 15/06/2011 10/03/2011 233.794 110
129 15/06/2011 10/14/2011 57.6003 121
130 15/06/2011 10/25/2011 157.478 132
131 15/06/2011 11/05/2011 61.3114 143
132 15/06/2011 11/16/2011 166.166 154
133 26/06/2011 07/07/2011 -67.1903 11
134 26/06/2011 07/18/2011 47.7539 22
135 26/06/2011 07/29/2011 7.94036 33
136 26/06/2011 08/09/2011 5.19177 44
137 26/06/2011 08/20/2011 -17.2928 55
138 26/06/2011 08/31/2011 -47.7318 66
139 26/06/2011 09/22/2011 181.356 88
140 26/06/2011 10/03/2011 91.7624 99
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Appendix G. Complete List of Interferograms
Interferogram Master Slave Perpendicular Temporal
Number Date Date Baseline Baseline
dd/mm/yyyy dd/mm/yyyy meters days
141 26/06/2011 10/14/2011 -85.1047 110
142 26/06/2011 10/25/2011 15.7164 121
143 26/06/2011 11/05/2011 -81.3354 132
144 26/06/2011 11/16/2011 24.5834 143
145 07/07/2011 07/18/2011 114.598 11
146 07/07/2011 07/29/2011 67.8466 22.
147 07/07/2011 08/09/2011 71.3568 33
148 07/07/2011 08/20/2011 49.9226 44
149 07/07/2011 08/31/2011 21.4653 55
150 07/07/2011 09/22/2011 247.862 77
151 07/07/2011 10/03/2011 157.860 88
152 07/07/2011 10/14/2011 -19.4526 99
153 07/07/2011 10/25/2011 82.8892 110
154 07/07/2011 11/05/2011 -15.9719 121
155 07/07/2011 11/16/2011 91.7499 132
156 18/07/2011 07/29/2011 -46.9636 11
157 18/07/2011 08/09/2011 -44.3930 22
158 18/07/2011 08/20/2011 -64.7919 33
159 18/07/2011 08/31/2011 -95.4811 44
160 18/07/2011 09/22/2011 133.602 66
161 18/07/2011 10/03/2011 44.3197 77
162 18/07/2011 10/14/2011 -132.801 88
163 18/07/2011 10/25/2011 -32.5420 99
164 18/07/2011 11/05/2011 -129.034 110
165 18/07/2011 11/16/2011 -24.2845 121
166 29/07/2011 08/09/2011 11.8047 11
167 29/07/2011 08/20/2011 -18.9020 22
168 29/07/2011 08/31/2011 -49.7974 33
169 29/07/2011 09/22/2011 180.011 55
170 29/07/2011 10/03/2011 90.0315 66
171 29/07/2011 10/14/2011 -86.4449 77
172 29/07/2011 10/25/2011 17.8012 88
173 29/07/2011 11/05/2011 -82.6929 99
174 29/07/2011 11/16/2011 26.0622 110
175 09/08/2011 08/20/2011 -21.7186 11
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G.1 - TerraSAR-X data set
Interferogram Master Slave Perpendicular Temporal
Number Date Date Baseline Baseline
dd/mm/yyyy dd/mm/yyyy meters days
176 09/08/2011 08/31/2011 -51.3950 22
177 09/08/2011 09/22/2011 177.907 44
178 09/08/2011 10/03/2011 88.6444 55
179 09/08/2011 10/14/2011 -88.9208 66
180 09/08/2011 10/25/2011 11.8577 77
181 09/08/2011 11/05/2011 -85.1544 88
182 09/08/2011 11/16/2011 20.5492 99
183 20/08/2011 08/31/2011 -30.9821 11
184 20/08/2011 09/22/2011 198.305 33
185 20/08/2011 10/03/2011 108.490 44
186 20/08/2011 10/14/2011 -68.0292 55
187 20/08/2011 10/25/2011 33.0072 66
188 20/08/2011 11/05/2011 -64.2624 77
189 20/08/2011 11/16/2011 41.8746 88
190 31/08/2011 09/22/2011 229.093 22
191 31/08/2011 10/03/2011 139.404 33
192 31/08/2011 10/14/2011 -37.5678 44
193 31/08/2011 10/25/2011 63.1842 55
194 31/08/2011 11/05/2011 -33.8090 66
195 31/08/2011 11/16/2011 71.9452 77
196 22/09/2011 10/03/2011 -90.0520 11
197 22/09/2011 10/14/2011 -266.298 22
198 22/09/2011 10/25/2011 -166.020 33
199 22/09/2011 11/05/2011 -262.538 44
200 22/09/2011 11/16/2011 -157.448 55
201 03/10/2011 10/14/2011 -176.430 11
202 03/10/2011 10/25/2011 -76.8156 22
203 03/10/2011 11/05/2011 -172.673 33
204 03/10/2011 11/16/2011 -68.5794 44
205 14/10/2011 10/25/2011 100.668 11
206 14/10/2011 11/05/2011 3.77130 22
207 14/10/2011 11/16/2011 109.465 33
208 25/10/2011 11/05/2011 -96.9023 11
209 25/10/2011 11/16/2011 8.86653 22
210 05/11/2011 11/16/2011 105.695 11
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Appendix G. Complete List of Interferograms
G.2 GB-SAR data set
Interferogram Master Slave Perpendicular Temporal
Number Date Date Baseline Baseline
dd/mm/yyyy dd/mm/yyyy meters days
1 21/10/2010 18/11/2010 0 28
2 21/10/2010 09/02/2011 0 111
3 21/10/2010 07/04/2011 0 168
4 21/10/2010 06/05/2011 0 197
5 21/10/2010 25/05/2011 0 216
6 21/10/2010 09/06/2011 0 231
7 21/10/2010 05/07/2011 0 257
8 21/10/2010 06/09/2011 0 320
9 21/10/2010 05/10/2011 0 349
10 18/11/2010 09/02/2011 0 83
11 18/11/2010 07/04/2011 0 140
12 18/11/2010 06/05/2011 0 169
13 18/11/2010 25/05/2011 0 188
14 18/11/2010 09/06/2011 0 203
15 18/11/2010 05/07/2011 0 229
16 18/11/2010 06/09/2011 0 292
17 18/11/2010 05/10/2011 0 321
18 09/02/2011 07/04/2011 0 57
19 09/02/2011 06/05/2011 0 86
20 09/02/2011 25/05/2011 0 105
21 09/02/2011 09/06/2011 0 120
22 09/02/2011 05/07/2011 0 146
23 09/02/2011 06/09/2011 0 209
24 09/02/2011 05/10/2011 0 238
25 07/04/2011 06/05/2011 0 29
26 07/04/2011 25/05/2011 0 48
27 07/04/2011 09/06/2011 0 63
28 07/04/2011 05/07/2011 0 89
29 07/04/2011 06/09/2011 0 152
30 07/04/2011 05/10/2011 0 181
31 06/05/2011 25/05/2011 0 19
32 06/05/2011 09/06/2011 0 34
33 06/05/2011 05/07/2011 0 60
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G.2 - GB-SAR data set
Interferogram Master Slave Perpendicular Temporal
Number Date Date Baseline Baseline
dd/mm/yyyy dd/mm/yyyy meters days
34 06/05/2011 06/09/2011 0 123
35 06/05/2011 05/10/2011 0 152
36 25/05/2011 09/06/2011 0 15
37 25/05/2011 05/07/2011 0 41
38 25/05/2011 06/09/2011 0 104
39 25/05/2011 05/10/2011 0 133
40 09/06/2011 05/07/2011 0 26
41 09/06/2011 06/09/2011 0 89
42 09/06/2011 05/10/2011 0 118
43 05/07/2011 06/09/2011 0 63
44 05/07/2011 05/10/2011 0 92
45 06/09/2011 05/10/2011 0 29
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List of Acronyms
ACR Artificial Corner Reflector
ALOS Advanced Land Operating Satellite
ASF Alaska Satellite Facility
AOI area of interest
APS Atmospheric Phase Screen
ASAR Advanced Synthetic Aperture Radar
ASI Italian Space Agency
BPT Binary Partition Tree
Caltech California Institute of Technology
CCRS Canada Center for Remote Sensing
CGM Conjugate Gradient Method
CNES Centre National d’E´tudes Spatiales
COTS commercially available off-the-shelf
CPT Coherent Pixels Technique
CS Coherent Scatterer
CSA Canadian Space Agency
DA Amplitude Dispersion
DCRS Danish Center for Remote Sensing
DDS Digital Direct Synthesizer
DEM Digital Elevation Model
DGPS Differential Ground Positioning System
DLR German Aerospace Center
DORIS Delft Object-Oriented Radar Interferometric Software
DSM Digital Surface Model
EC European Commission
ECEF Earth Centered Earth Fixed
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List of Acronyms
ECMWF European Center for Medium-Range Weather Forecast
ENVISAT Environmental Satellite
ERA-I ERA Interim
ERS European Remote Sensing Satellite
ESM Equal Scattering Mechanism
ESA European Space Agency
EWS Early Warning Systems
DInSAR Differential SAR Interferometry
FastGBSAR Fast Ground-Based Synthetic Aperture Radar
FM Frequency Modulation
FMCW Frequency Modulated Continuous Wave
FPLB Final Product Layout Block
GAM Global Atmospheric Models
GAR Global Assessment Report
GB-SAR Ground-Based SAR
GB-InSAR Ground-Based SAR Interferometry
GCP Ground Control Point
GIS Geographic Information System
GPS Global Positioning System
GMES Global Monitoring for Environment and Security
IDS Ingegneria Dei Sistemi
IF intermediate frequency
InSAR SAR Interferometry
ITU International Telecommunication Union
JAXA National Space Development Agency of Japan
JPL Jet Propulsion Laboratories
JRC Joint Research Center
MAF Model Adjustment Function
MCF Minimum Cost Flow
MDA MacDonald Dettwiler and Associates
MERIS Medium-Resolution Imaging Spectrometer
ML multi-look
MLRM Multiple Linear Regression Model
MM5 fifth-generation Penn State/NCAR mesoscale model
MODIS Moderate-Resolution Imaging Spectroradiometer
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List of Acronyms
NASA National Aeronautics and Space Administration
NEST Next ESA SAR Toolbox
NGA National Geospatial-Intelligence Agency
NGI Norwegian Geotechnical Institute
NLEB Non-Linear Estimation Block
NL-InSAR Non-Local Interferometric SAR
NOAA National Oceanic and Atmospheric Administration
LEB Linear Estimation Block
LFM linear frequency modulation
LiSA Linear SAR
LOS line-of-sight
LTP Long-Term Processing
ONERA Office National d’Etudes et de Recherches Ae´rospatiales
PALSAR Phased Array L-band Synthetic Aperture Radar
PNOTS Spanish National Earth Observation Program
PDF Probability Density Function
PolDInSAR Polarimetric Differential SAR Interferometry
PolInSAR Polarimetric SAR Interferometry
PolSAR Polarimetric SAR
PRF Pulse Repetition Frequency
PRISAR PRecise Interferometric SAR
PS Permanent Scatterer
PSC Persistent Scatterer Candidate
PSF Point Spread Funtion
PSI Persistent Scatterer Interferometry
RAR Real Aperture Radar
RCS Radar Cross Section
RF radio frequency
RG Region Growing
RMSE Root Mean Square Error
ROIPAC Repeat Orbit Interferometry Package
RSLab Remote Sensing Laboratory
SAR Synthetic Aperture Radar
SCS Stable Coherent Scatterer
SFCW Steepest Frequency Continuous Wave
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List of Acronyms
SHR Spatial High Resolution
SIR Spaceborne Imaging Radar
SIR-C/X-SAR Spaceborne Imaging Radar-C/X-Band Synthetic Aperture Radar
SLAR Side-Looking Aperture Radar
SLC Single Look Complex
SLFM-CW Stepped Linear Frequency Modulated Continuous Wave
SLR Spatial Low Resolution
SLRM Side Lobe Risk Map
SNR signal-to-noise ratio
SOM Sub-Optimum Scattering Mechanism
SRTM Shuttle Radar Topography Mission
STFFT short-time fast Fourier transform
STP Short-Term Processing
SubSoft Subsidence Software
SVD Singular Value Decomposition
SVA Spatially Variant Apodization
TanDEM-X TerraSAR-X add-on for Digital Elevation Measurement
TEC Total Electron Content
TOPS Terrain Observation by Progressive Scans
TSC Temporal Sublook Coherence
TSE Temporal Sublook Entropy
TSSC Temporal Sublook Spectral Correlation
UPC Universitat Polite`cnica de Catalunya
UTM Universal Transverse Mercator
VNA Vector Network Analyzer
WMLE Weighted Maximum Likelihood Estimator
WMLS Weighted Mean Least Squares
ZTD Zenith Total Delay
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