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Kurzfassung
Innerhalb der Automobilindustrie hat sich MATLAB/Simulink als Standardsoftware
zur Entwicklung von Steuergera¨tsoftware durchgesetzt und besticht durch eine hohe
technische Abstraktion sowie eine gute Lesbarkeit. Dabei bedient sich Simulink den
Prinzipien der modellgetriebenen Softwareentwicklung, bei denen Software in einer
doma¨nenspezifischen Sprache entwickelt wird und anschließend auf eine technisch
niedrigere Abstraktionsebene transformiert wird.
Das in dieser Masterarbeit entwickelte Anforderungskonzept fu¨r eingebettete Sys-
teme ermo¨glicht die teilautomatisierte U¨bertragung von Softwareanforderungen in
ein Simulink-Modell und fu¨gt dem Konzept der modellgetriebenen Softwareentwick-
lung eine zusa¨tzliche Abstraktionsebene hinzu. Das Augenmerk liegt hierbei auf
der Reduzierung von manuellen und redundanten Arbeitsschritten sowie einer ho-
hen U¨bereinstimmung von Pflichtenheft und Modell. Das vorgestellte Konzept un-
terstu¨tzt eine vollautomatische Architekturgenerierung auf Basis des Pflichtenheft
sowie Parameter und Signaldefinitionen. Erga¨nzend wird auch eine Notation zur teil-
automatischen Generierung funktionaler Anforderungen vorgestellt aber auch infor-
melle Anforderungsdefinitionen unterstu¨tzt und Softwaregestaltungsrichtlinien der
ISO-26262 konzeptionell mitberu¨cksichtigt.
Abschließend wird eine prototypische Implementierung eines Transformators aufge-
zeigt und die Funktionalita¨t anhand eines Fallbeispiels demonstriert. Hierbei hat sich
gezeigt das auf Basis von wenigen Anforderungen ein hochspezifiziertes Simulink-
Modell erstellt werden kann, welches dem Entwickler zahlreiche Routineaufgaben
abnimmt und eine Konzentration auf die konzeptionell schwierigen Elemente der
Softwareentwicklung erlaubt.
Abstract
Within the automotive industry MATLAB/Simulink has established itself as stan-
dard software for the development of electronic control unit software and impresses
with its high technical abstraction and good readability. Simulink uses the principles
of model-driven software development, in which software is developed in a domain-
specific language and then transformed to a technically lower abstraction level.
The requirements concept for embedded systems developed in this master thesis
enables the semi-automated transfer of software requirements into a Simulink mo-
del and adds an additional abstraction level to the concept of model-driven software
development. The focus here is on the reduction of manual and redundant work steps
as well as a high degree of conformity between the specifications and the model. The
presented concept supports a fully automatic architecture generation based on the
requirement specification as well as parameters and signal definitions. In addition, a
notation for semi-automatic generation of functional requirements is presented, but
informal requirement definitions are also supported and software design guidelines
of ISO-26262 are conceptually taken into account.
Finally, a prototype implementation of a transformer will be displayed and its func-
tionality demonstrated by means of a case study. This has shown that a highly
specified Simulink model can be created on the basis of a few requirements, which
relieves the developer of numerous routine tasks and allows concentration on the
conceptually difficult elements of software development.
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1 Einleitung
Der durchschnittliche Produktlebenszyklus von Automobilen nimmt immer weiter
ab [21]. Aktuelle Fahrzeuggenerationen werden in immer ku¨rzerer Zeit durch nach-
folgende Generationen ersetzt, oftmals auch in vielfa¨ltigen Ausstattungs- und Ka-
rosserievarianten. Wurde der erste VW Golf in Deutschland noch von 1974 bis 1983
gebaut, kommt die vierte Generation nur noch auf 6 Produktionsjahre (1997-2003)
und die sechste Generation sogar nur auf 4 Jahre (2008-2012) [8, S.10]. Um trotz
ku¨rzerer Entwicklungszeiten dennoch eine gleichbleibend hohe Produktqualita¨t und
Innovationskraft liefern zu ko¨nnen, sind weitreichende Automatisierungen innerhalb
des Entwicklungsprozesses notwendig. Dabei haben sich Fahrzeugfunktionen als we-
sentliche Innovationstreiber fu¨r Automobile etabliert [6, 20], in modernen Oberklas-
senfahrzeugen befinden sich heute bis zu 100 Steuergera¨te und u¨ber 100 Millionen
Zeilen Programmcode [39, S.5]. Mechatronische Systeme lassen sich flexibler steuern
als ihre mechanischen Pendants und ero¨ffnen daru¨ber der Industrie immer neue An-
wendungsszenarien. Bekannte Fahrzeuginnovationen der letzten Jahre wie erweiterte
Multimediafunktionen, Fahrassistenzsysteme, Navigation und kontaktlose Zugangs-
systeme sind ohne Software nicht realisierbar. Moderne Assistenzsysteme verknu¨pfen
Informationen der Fahrzeugsensoren, u¨bernehmen automatisiert viele Funktionen,
die fru¨her vom Fahrer manuell ausgefu¨hrt werden mussten. Autonomes Fahren auf
Level 3 ist bereits Realita¨t [17]. Trotz ku¨rzerer Produktzyklen werden hohe Anforde-
rungen an die Softwareentwicklung gestellt. So mu¨ssen Systeme fu¨r Fahrzeuge sicher,
innovativ, performant und oftmals echtzeitfa¨hig sein - Ziele die sich nur schwer mit
immer ku¨rzeren Produktzyklen und zunehmender Komplexita¨t vereinbaren lassen.
Diese Masterarbeit stellt ein Konzept vor, welches die Automatisierung des Entwick-
lungsprozesses weiter automatisiert, indem es die Anforderungsdefinition als formale
Sprache gestaltet, was eine computergestu¨tzte U¨bertragung der ANforderungen di-
rekt in ein Simulink-Modell ermo¨glicht.
1.1 Motivation
Durch die zunehmende Komplexita¨t mechatronischer Systeme und zugeho¨riger Soft-
ware haben sich hochformalisierte Vorgehensmodelle in der Fahrzeugentwicklung
etabliert [35]. Die 2011 erschienene ISO-26262 [1] stellt das aktuelle Standardvor-
gehensmodell in der Entwicklung von sicherheitskritischer Steuergera¨tesoftware dar,
dabei erwarten die Hersteller von ihren Zulieferern eine hohe Reife ihrer Entwick-
lungsprozesse - definiert durch Automotive SPICE [48]. Softwareproduktanforderun-
gen werden in der ISO-26262 klassifiziert und einem Automotive safety integrity
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level (ASIL) zugewiesen. Ein ho¨heres ASIL erfordert hierbei u.a. eine strengere For-
malisierung der Anforderungen sowie eine lu¨ckenlose Anforderungensru¨ckverfolgung
und Dokumentation. Automotive SPICE definiert eine kontinuierliche Dokumen-
tation und Verbesserung des Entwicklungsprozesses. Dieser wird in Unterprozesse
aufgeteilt und nach Reife beurteilt. Diese strukturellen Verbesserungen der Entwick-
lung tragen maßgeblich zur Steigerung der Fahrzeugsicherheit bei [24], allerdings
wird diese Prozessstruktur auch hier durch ho¨here Entwicklungszeiten erkauft. Um
trotz verku¨rzter Entwicklungszyklen - kompatibel zu ISO-26262 und Automotive
SPICE - hochwertige Softwaresysteme implementieren zu ko¨nnen, sind Automati-
sierungen im Entwicklungsprozess notwendig.
In der Funktionsentwicklung hat sich MATLAB/Simulink als modellbasiertes Stan-
dardwerkzeug zur Umsetzung der ermittelten Anforderungen innerhalb der Automo-
bilbranche durchgesetzt. Die grafische Entwicklungsoberfla¨che eignet sich zur Mo-
dellierung und Betrachtung signalverarbeitender Systeme und erlaubt ausfu¨hrliche
Simulationen der Software noch vor ihrer Implementierung und Integration. Im fol-
genden Schritt kann aus den Modellen C/C++-Code generiert werden, welcher dann
auf dem jeweiligen Steuergera¨t ausgefu¨hrt wird.
1.2 Problemstellung
Die hohe Formalisierung der zu entwickelnden Funktionssoftware mit bis zu meh-
reren tausend Anforderungen stellt Ingenieure vor große Herausforderungen. Pro-
zessanforderungen welche durch die ISO-26262 vorgegeben werden, sind nur schwer
mit ku¨rzeren Entwicklungszyklen vereinbar - eine Aufwandssteigerung von bis zu
10% wird erwartet [22, S.24]. Daru¨ber hinaus ist die manuelle U¨bertragung von pri-
mitiven Anforderungen wie Signalspezifikationen in ein Simulink-Modell aufgrund
von monotonen Arbeitsschritten fehleranfa¨llig. Eine Automatisierung kann hier zu
einer Steigerung der Softwarequalita¨t beitragen.
Ein Ansatz ist die automatische Generierung von Programmcode direkt aus den
funktionalen Anforderungsinformationen des Pflichtenhefts [50, S.15]. Um die Lu¨cke
zwischen Anforderungen und Programmcode zu schließen, haben sich im Bereich der
objektorientierten Programmiersprachen Modellierungswerkzeuge etabliert, welche
Transformationen aus grafischen Modellen in Programmcode erlauben. Beispielhaft
werden Architekturinformationen etwa in Form von UML-Diagrammen festgehal-
ten und anschließend durch einen Generator zu Quellcode transformiert. Allerdings
hat die Nutzung grafischer Modelle zur Pflichtenheftbeschreibung in der Automo-
bilbranche keine Tradition - der ga¨ngige Standard der Automobilindustrie sieht das
Requirement management in tabellarischer Form vor. Als Requirement manage-
ment (RM)-Plattform werden ha¨ufig Tools wie DOORS oder Polarion eingesetzt
[28, S.3]. Die Beschreibung von Datenfluss und Schnittstellen findet in Kommunika-
tionsmatrizen (K-Matrix/CAN-Matrix) statt.
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1.3 Beitrag und Abgrenzung
Innerhalb der vorliegenden Masterarbeit soll eine Notation entwickelt werden, wel-
che eine teilautomatische Generierung von Funktionssoftware im Automobilbereich
in MATLAB/Simulink auf Basis ihrer Funktionalen Anforderungen ermo¨glicht. Ziel
ist es Redundanzen zwischen Anforderungsbeschreibung und Implementierung zu
minimieren, kompatibel zu ISO-26262 und Automotive SPICE zu sein und die Ent-
wicklungszeit zu verku¨rzen. Mit dieser Notation soll es mo¨glich sein das vollsta¨ndige
Pflichtenheft darstellen zu ko¨nnen, aber nicht notwendigerweise alle Informationen
und Anforderungen auch zur Generation der Software zu nutzen. Es muss die ex-
plizite Mo¨glichkeit des Ausschlusses von Anforderungen aus der Generation geben,
beispielsweise wenn Anforderungen nicht automatisiert transformierbar sind. Nicht
alle Bestandteile einer Software lassen sich innerhalb des Pflichtenhefts vorgeben
oder aus ihm ableiten. Nicht-Funktionale Anforderungen sind kein Bestandteil der
Modell-Generation, die Erfu¨llung von nicht-funktionalen Anforderungen muss von
der technischen Plattform bereits unterstu¨tzt werden. Als Plattform sorgt Simulink
beispielsweise fu¨r die Echtzeitfa¨higkeit der Programmstruktur, nicht der Generator.
Hierbei wird der Fokus auf die architektonische Generation der Software gelegt -
Komposition der Systemkomponenten sowie der Datenfluss zwischen den einzelnen
Komponenten. Unterstu¨tzend sollen zusammengesetzte arithmetische Operationen
und Fallunterscheidungen aus den Anforderungen u¨bernommen werden ko¨nnen. Al-
gorithmen welche komplexere Mechanismen beno¨tigen - wie etwa Schleifen, Funk-
tionen/Methoden oder der Einsatz von Rekursion - sind nicht Bestandteil dieser
Arbeit. Dennoch soll das vorliegende Pflichtenheftkonzept eine Konzentration auf
die technisch/logischen Bestandteile der Anforderungsspezifikation legen. Typische
erga¨nzende Informationen wie etwa Meilensteinpla¨ne, Integrationsbedingungen, Lie-
ferumfa¨nge, etc. werden nicht betrachtet. Fu¨r alle generierten Anforderungen wird
eine vollsta¨ndige Anforderungsru¨ckverfolgbarkeit (engl. Requirement Traceability)
angestrebt. Abschließend soll der Transformator ausgewa¨hlte, unvollsta¨ndige Spezi-
fikationen nach ISO-26262 erkennen und den Anwender darauf hinweisen ko¨nnen.
Eine Generation aus teilweise unvollsta¨ndigen Anforderungen soll dennoch mo¨glich
sein, etwa um grundlegende Simulink-Modelle zur Konzeptvalidierung oder fu¨r agi-
le Entwicklungteams bereitzustellen. Sowohl die Notation als auch der Generator
werden anhand eines Anforderungskatalogs fu¨r Software zur Pra¨diktion von Bewe-
gungsdaten evaluiert (siehe Kapitel 1.4). Die Gliederung der Arbeit findet dabei in
den folgenden Schritten statt:
1. Erfassung notwendiger Daten und Klassifizierung
Funktionale Anforderungen fu¨r Steuergera¨tsoftware werden klassifiziert und
die notwendige Detailtiefe der Anforderungen zur Generation ermittelt. Auf
Basis der Anforderungsklassifikationen wird ein Pflichtenheftkonzept entwi-
ckelt und um Attribute zur Generation erga¨nzt.
2. Entwicklung eines theoretischen Pflichtenheftkonzepts
Auf Basis der ermittelten Informationen wird ein Pflichtenheftkonzept zur Um-
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setzung der Systemarchitektur sowie funktionale und nicht-funktionale Anfor-
derungen entworfen sowie Transformationsregeln zu MATLAB/Simulink aus-
gearbeitet. Fu¨r jeden Anforderungsyp wird ein Mindestmaß an notwendigen
Attributen fu¨r die Generation ermittelt, optionale Attribute bestimmt und
Namenskonventionen festgelegt.
3. Implementierung eines Generators/Transformators
Es wird ein prototypischer Generator/Transformator implementiert, welcher
in der Lage ist, Anforderungen in der beschriebenen Notation zu interpre-
tieren und in ein Simulink-Modell zu u¨berfu¨hren. Eine Spezifikationspru¨fung
fu¨r ausgewa¨hlte Anforderungen nach ISO-26262 ist ebenfalls Bestandteil des
Transformators.
Abbildung 1.1: Transformationskette von der Anforderung zum Simulink-Modell
Bei der automatisierten Erstellung von Simulink-Modellen findet keine Positionie-
rung der einzelnen Blo¨cke statt - alle Elemente werden u¨bereinander gelegt. Diese
Modelle sind fu¨r Menschen daher nicht lesbar und erschweren eine Verifizierung
der Generation. Im Rahmen dieser Arbeit wird auch ein rudimenta¨rer Layout-
Algorithmus fu¨r generierte Simulink-Modelle implementiert. Er soll die Elemente in
ausreichendem Abstand voneinander positionieren und die Verbindungen zwischen
ihnen aufzeigen. Die Entwicklung eines benutzerfreundlichen Layout-Algorithmus
nach Usability-Richtlinien ist nicht Bestandteil dieser Arbeit und wurde u. a. in der
Dissertation von Klauske [29] behandelt.
1.4 Anwendungsbeispiel
Eine Evaluation der entwickelten Notation und des Generators findet anhand der ex-
emplarischen Generation eines Softwaremoduls zur Pra¨diktion von Bewegungsdaten
statt. Die Anforderungen sollen innerhalb des Pflichtenheftskonzepts so dargestellt
werden, das eine anschließende U¨berfu¨hrung in ein Simulink-Modell mo¨glich ist.
Zusa¨tzlich muss fu¨r alle generierten Elemente eine Requirement Traceability mo¨glich
sein.
Als Evaluationsprojekt wurde sich fu¨r eine Pra¨diktionssoftware auf Basis von Be-
wegungsdaten wie Koordinaten und Beschleunigung entschieden. Verschiedene Vor-
hersagemodelle decken unterschiedliche Bewegungsmuster ab (Gerade Fahrt, Kur-
venfahrt usw. ) und erkennt dabei fehlerhafte Eingangsdaten anhand mehrerer Sen-
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sorquellen und korrigieren diese gegebenenfalls. Zusa¨tzliche Parameter erlauben die
Beeinflussung und Deaktivierung einzelner Vorhersagemodelle.
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Im folgenden Kapitel soll auf Grundlagen zur Entwicklung eines Transformators
zur U¨bertragung von Softwareanforderungen in ein Simulink-Modell eingegangen
werden. Zuna¨chst sollen hierbei grundlegende Regeln zur Anforderungsdefinition
erla¨utert werden. Anschließend wird auf die Entwicklungsdoma¨nen der eingebette-
ten Systeme und der ISO-26262 eingegangen sowie die Mechaniken der modellge-
triebenen Softwareentwicklung erla¨utert. Abschließend findet eine Vorstellung der
Zielplattform MATLAB/Simulink und den damit verbundenen Prinzipien der Soft-
wareentwicklung statt.
2.1 Anforderungsbeschreibung
Eine Anforderung ist eine Aussage u¨ber die Eigenschaft oder Leistung eines Produk-
tes, eines Prozesses oder der am Prozess beteiligten Personen [50, S.13] und la¨sst sich
auf vielfa¨ltige Weise darstellen. Einen optimalen Weg gibt es dabei nicht sondern es
ist abha¨ngig von der zu entwickelnden Anwendung. Die allgemeine Funktionalita¨t
des Systems wird meistens in natu¨rlicher Sprache (Prosa) ausgedru¨ckt. Grafiken
oder formale Sprachen ko¨nnen die Pra¨zision der Anforderungsbeschreibung erho¨hen,
sind aber fu¨r uneingeweihte Stakeholder unter Umsta¨nden schwer versta¨ndlich [51,
S.15]. Anforderungen ko¨nnen aus verschiedenen Sichten dargestellt werden. Es wird
unterschieden zwischen[12, S.21-25]:
• Marktanforderungen
Die Marktanforderungen beschreiben ein System oder einen Wunsch aus Kunden-
bzw. Nutzersicht und werden im Lastenheft dokumentiert. Diese Anforderun-
gen beschreiben immer ein Bedu¨rfnis oder einen Nutzen, niemals die Imple-
mentierung und werden daher in der Literatur auch als Anforderungsspezifi-
kation bezeichnet [34, S.8].
Das Fahrzeug muss nach Aktivierung selbststa¨ndig in der Lage sein
das durch den Nutzer eingestellte Tempo zu halten.
• Produktanforderungen
Produktanforderungen beschreiben Anforderungen aus Sicht des Produkts und
charakterisieren etwa Eigenschaften, Funktionen oder den Weg der Realisie-
rung. Sie werden im Pflichtenheft abgedeckt.
Durch die Aktivierung des Tempomats muss der Bordcomputer selbststa¨ndig
die Geschwindigkeitsregulierung des Fahrzeugs u¨bernehmen, bis der
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Nutzer diesen durch Druck auf die Bremse, Kupplung oder erneutes
Dru¨cken des Aktivierungstasters wieder deaktiviert.
• Komponentenanforderungen
Komponentenanforderungen sind a¨hnlich zu Produktanforderungen, beschrei-
ben aber nur einzelne Komponenten des Systems oder Produkts und sind
ebenfalls Bestandteil des Pflichtenhefts. Ihre Sicht beschreibt eine Lo¨sung, wie
ein gegebenes System umgesetzt werden soll.
Die Datenu¨bertragung zwischen Bauteil A und Bauteil B muss mit
einer 128 Bit AES Verschlu¨sselung erfolgen.
Bei der Entwicklung eines neuen Systems oder der Vera¨nderung eines bestehenden
Systems werden zuna¨chst Marktanforderungen definiert und anschließend in Pro-
duktanforderungen sowie Komponentenanforderungen transformiert. Anforderun-
gen ko¨nnen hierarchisch angeordnet werden und bieten die Mo¨glichkeit allgemeiner
gehaltene Produktanforderungen durch Komponentenanforderungen detailierter zu
spezifizieren. Wird es nicht anders erwa¨hnt, ist mit dem allgemein gehaltenen Begriff
Anforderung im Kontext dieser Arbeit immer von einer Produkt- bzw. Komponen-
tenanforderung die Rede.
2.1.1 Arten von Anforderungen
Daru¨ber hinaus findet eine Unterscheidung zwischen den Arten der Anforderung
statt.
• Funktionale Anforderungen
Funktionale Anforderungen beschreiben, was ein System erfu¨llen ko¨nnen soll.
Sie definieren den Zweck eines Systems/Komponente und sind nach der Ent-
wicklung des Systems direkt pru¨fbar. Weiterhin beschreiben sie nur die Hand-
lungsmo¨glichkeiten des Systems aber nicht dessen Gu¨te.
Wenn der Fahrer das Gaspedal beta¨tigt, muss das Fahrzeug beschleu-
nigen
• Nicht-Funktionale Anforderungen
Nicht-Funktionale Anforderungen werden auch Qualita¨tsanforderungen genannt
und beschreiben in welcher Gu¨te das Produkt beziehungsweise die Komponen-
te seine Aufgabe erfu¨llen soll. Hierzu werden u. a. Aussagen zur Performanz
der gebotenen Leistung, aber auch Sicherheit, Benutzbarkeit, Testbarkeit und
Wartbarkeit gegeben. Im Gegensatz zu funktionalen Anforderungen sind nicht-
funktionale Anforderungen nicht immer direkt pru¨fbar.
Die Berechnungszeit der zuku¨nftigen Positionsdaten darf 20ms nicht
u¨berschreiten.
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• Randbedingungen
Randbedingungen beschreiben projektrelevante, nicht-technische Einflussfak-
toren, wie etwa Kosten, Dokumentationvorgaben oder auch Projektzeiten.
Die Entwicklung des Tempomatsystems muss mit 50 Millionen e Bud-
get durchgefu¨hrt werden.
Im Rahmen dieser Arbeit wird eine Notation zur Darstellung von funktionalen und
nicht-funktionalen Anforderungen im Pflichtenheft entwickelt, der Transformator
interpretiert allerdings nur Funktionale Anforderungen. Nicht-funktionale Anforde-
rungen sind nicht Bestandteil des Interpretationsverfahren, da diese Anforderungen
bereits von der darunterliegenden Plattform (MATLAB/Simulink ) erfu¨llt werden
mu¨ssen.
2.1.2 Anforderungsmanagement in der Automobilbranche
Das Anforderungsmanagement findet in der Regel auf verschiedenen Abstraktions-
stufen statt. Ho¨here Stufen definieren hierbei grundsa¨tzliche Funktionalita¨t, Anfor-
derungen niedrigerer Abstraktionsstufen verfeinern in der Regel ho¨herstufige Anfor-
derungen. In der Automobilbranche haben sich folgende Abstraktionsstufen durch-
gesetzt [7, S.23-25]:
1. Vehicle Level
Diese Anforderungen werden auch als Szenarien und Ziele bezeichnet und ent-
sprechen den Anforderungenspezifikationen.
Das Fahrzeug muss in der Lage sein schneller als 200 km/h zu fah-
ren.
2. System Level
Anforderungen an einzelne Systeme des Fahrzeugs:
Der Motor muss in der Lage sein, mehr als 150 kW Leistung zu
erzeugen.
3. Function Level
Anforderungen an die Funktionalita¨t des Systems:
Das Fenster soll sich mittels eines Schalters an der Tu¨r o¨ffnen und
schließen lassen.
4. Process Level
Anforderungen an systeminterne Vorga¨nge, welche sich u¨ber mehrere Kompo-
nenten hinweg erstrecken ko¨nnen:
Das Bremslicht soll mit maximal 100 ms Verzo¨gerung nach der Beta¨tigung
des Bremspedals durch den Fahrer aufleuchten.
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2.1.3 Anforderungsmanagement
Requirement management (RM)-Plattformen organisieren die Verwaltung von An-
forderungen und ihrer Attribute indem sie Anforderungen hierarchisch sortieren und
die Mo¨glichkeiten zum gegenseitigen Verweis geben. Attribute erlauben es die An-
forderungen gesondert zu kennzeichnen (z. B. Zuordnung zu einem ASIL). Anfor-
derungen ko¨nnen so gefiltert und bedarfsgerecht sortiert und strukturiert werden.
Eine Unique identifier (UID), welche jeder einzelnen Anforderung zugeordnet wird,
u¨ber die sie eindeutig identifiziert werden kann, ermo¨glicht die Requirement Tra-
ceability (siehe Kap. 2.1.4). Es gibt eine Vielzahl von RM-Tools unterschiedlichster
Hersteller auf dem Markt, sowohl als lokale Anwendungen als auch webbasiert. Im
Rahmen dieser Arbeit wurde sich fu¨r das RM-Tool Polarion entschieden, da es so-
wohl eine textliche, als auch grafische Darstellung von Anforderungen ermo¨glicht.
Abbildung 2.1: Anforderungsdarstellung in Polarion
Polarion
Polarion ist eine RM-Plattformen, welche sich unter anderem durch seine hohe An-
passbarkeit auszeichnet. So lassen sich in Polarion eigene Anforderungsgruppen defi-
nieren sowie ihre Attribute und Beziehungen zueinander. Jede Anforderung wird als
WorkItem definiert und verfu¨gt mindestens u¨ber einen Namen, eine Beschreibung
sowie eine UID. Zusa¨tzliche Attributen werden fu¨r jede Anforderungsgruppe indi-
viduell festgelegt und ko¨nnen Textfelder, boolsche und nummerische Werte sowie
eigene Aufza¨hlungstypen (Enums) sein. Weiterhin kann jedes Element einer Anfor-
derungsgruppe mit fest definierten anderen Anforderungen in einer oder mehreren
Beziehungen stehen. Beispielsweise la¨sst sich so eine Anforderungsgruppe Process-
Level-Requirement definieren, welche in einer Ist-Kind-Von-Beziehung zur Gruppe
Function-Level-Requirement steht. Zusa¨tzlich kann es noch in einer Nutzt-Beziehung
zu einem Parameter-Definition-Requirement stehen, um zu kennzeichnen, dass die-
se Anforderung einen systemweiten Parameter zur Umsetzung seiner Funktionalita¨t
nutzt. Die Bedienung von Polarion erfolgt u¨ber eine Webschnittstelle im Browser,
daru¨ber hinaus bietet Polarion eine Java-API zum Lesen und Schreiben von Anfor-
derungen in eigenen Anwendungen. Jede einzelne Anforderung kann u¨ber die UID
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oder einen Trace-Link direkt adressiert werden. Polarion verfu¨gt u¨ber unterschiedli-
che selbstdefinierbare Nutzerrollen, mit Lese-, Schreib- und Administrationsrechten
sowohl global als auch projektbezogen. Nur Administratoren ko¨nnen eigene Anfor-
derungsgruppen, Attribute und Rollenbeziehungen erstellen. Die Einstellung erfolgt
entweder u¨ber die Weboberfla¨che oder in Form von XML-Konfigurationsdateien.
2.1.4 Requirement Traceability
U¨ber alle Anforderungen muss nachvollziehbar sein, woher diese stammen, welche
A¨nderungen im zeitlichen Verlauf an ihnen stattfanden und aus welchen Gru¨nden
sie modifiziert wurden, aber auch wie sie implementiert wurden und ob die Imple-
mentierung getestet wurde. Die lu¨ckenlose Nachvollziehbarkeit der Anforderungshis-
torie und ihrer Abha¨ngigkeiten u¨ber das gesamte Entwicklungsprojekt nennt man
Requirement Traceability [51, S.410] und ist Bestandteil des Anforderungsmana-
gement. Um die Zusammenha¨nge zwischen Anforderungen und Implementierung
sowie Testfa¨llen aufzeigen zu ko¨nnen, ist es erforderlich die Anforderungen und Ar-
beitsartefakte in eine Beziehung zueinander zu bringen. Fu¨r jede Anforderung wird
festgehalten aus welchem Stakeholderwunsch sie gebildet wurde und welche Pro-
grammbestandteile sie umsetzen. Zur eindeutigen Anforderungsidentifikation wird
in der Praxis ein Unique identifier (UID) pro Anforderungsartefakt vergeben. Inner-
halb des Quelltextes finden sich z. B. in den jeweiligen Codefragmenten ein Verweis
(Trace Link) auf die realisierte Anforderung mittels Angabe der UID. Die Vortei-
le des Requirement Traceability liegen in der Nachweisbarkeit, dass alle, vor allem
aber sicherheitskritische, Anforderungen in einer angemessenen Form implementiert
und auch validiert wurden. Daher ist Requirement Traceability auch Bestandteil der
ISO-26262 [27]. Daru¨berhinaus lassen sich u¨ber die Menge der Trace Links Bezie-
hungen zwischen den einzelnen Anforderungen und ihrer Implementierung aufzeigen
und in Graphen darstellen.
2.2 Eingebettete Systeme
Viele Innovationen aktueller Fahrzeuggenerationen werden durch die Kombination
von Hard- und Software realisiert. Moderne Fahrzeuge haben eine Vielzahl unter-
schiedlicher Steuergera¨te, welche u¨ber Sensoren die Fahrzeugumwelt erfassen, inter-
pretieren und u¨ber Aktoren auf Einflu¨sse reagieren. Diese Art der Einbettung und
direkten Interaktion mit der Umwelt von softwaregesteuerten, elektronischen Bautei-
len klassifiziert nach Marwedel eingebettete Systeme (engl. Embedded Systems (ES))
[36, S.2]. Ihr Einsatzgebiet ist daher nicht nur auf automobile Anwendungszwecke
beschra¨nkt, sondern prinzipiell u¨berall, wo komplexe, elektronische Systeme gesteu-
ert und geregelt werden mu¨ssen, wie etwa Maschinen, Unterhaltungselektronik oder
auch in intelligenten Smart-Homes. Die U¨berga¨nge zu klassischen Computern (Self -
Contained System) ko¨nnen dabei fließend sein, nach Siemers findet eine Abgrenzung
in der Regel durch die Erfu¨llung von Randbedingungen, wie etwa den Grad der Um-
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weltinteraktion, Echtzeitanforderungen sowie die zu erfu¨llende Zuverla¨ssigkeit der
Systeme statt [36, 47, S.2 & 4].
2.2.1 Charakteristische Merkmale
Softwareanforderungen fu¨r Embedded Systems weisen einige charakteristische Merk-
male auf, welche sich aus dem Kontext ihres Einsatzbereiches ergeben, wie etwa
Echtzeitfa¨higkeit [47, S.6], detaillierte Signalspezifikationen und Schnittstellenbe-
schreibungen. Aufgrund der begrenzten Ressourcen und der Wahrung der Echt-
zeitfa¨higkeit sind Algorithmen in ES oftmals auf eine feste Laufzeit und Gro¨ße
ausgelegt, da dynamische Laufzeiten zu unvorhergesehenen Verzo¨gerungen oder un-
regelma¨ßigem Verhalten fu¨hren ko¨nnen. Zusa¨tzlich werden ha¨ufig Mikrocontroller
ohne Floating point unit (FPU) eingesetzt um die Produktionskosten noch weiter
zu reduzieren. Diese Limitierungen der Hardware finden sich in Anforderungen fu¨r
die Software wieder [36, S.3].
2.2.2 Softwarearchitekturen
Bei der Softwarearchitektur eingebetteter Systeme handelt es sich typischerweise
entweder um ereignis- oder zeitgesteuerte Systeme (engl. event- & time-triggered).
Dabei warten ereignisgesteuerte Systeme - auch reaktive Systeme genannt - auf
sporadische Ereignisse von außen darauf zu reagieren. Ein typisches Beispiel wa¨re
etwa eine elektrische Tu¨r in einem Supermarkt. Ein Sensor erfasst einen anna¨hernden
Menschen und veranlasst die O¨ffnung der Tu¨r durch Ansteuerung eines Aktors.
Scholz fu¨hrte folgende Definition fu¨r reaktive Systeme ein:
Ein reaktives System kann aus Software und/oder Hardware bestehen und
setzt Eingabeereignisse (deren zeitliches Auftreten meist nicht vorherge-
sagt werden kann) – oftmals aber nicht notwendigerweise unter Einhal-
tung von Zeitvorgaben – in Ausgabeereignisse um [46, S.9].
Zeitgesteuerte oder periodische Systeme pru¨fen in regelma¨ßigen Absta¨nden das Vor-
liegen bestimmter Zusta¨nde und fu¨hren dann ggf. eine entsprechende Reaktion dar-
auf aus. Eine Reaktion des System erfolgt allerdings immer nur innerhalb der zy-
klischen Zeitintervalle. Ein Vorteil dieser Lo¨sung ist das maximale Reaktionszeiten
des Systems (engl. Worst case execution time (WCET)) vorausberechnet werden
ko¨nnen. Ein typisches Beispiel sind Reglerstrecken wie etwa bei einem Tempomat
im Fahrzeug. So wird in jedem Zyklus die aktuelle Geschwindigkeit erfasst, mit einem
Zielwert abgeglichen und die Motorleistung angepasst. Eine Referenzarchitektur fu¨r
Embedded Systems ist in Abbildung 2.2 zu sehen, die Software ist Bestandteil der
Kontrolleinheit und bildet den Kern des Systems, wa¨hrend Sensoren, Aktoren und
Benutzerschnittstellen meistens u¨ber von der Kontrolleinheit angesteuerte Hardwa-
re realisiert werden [46, S.12]. Dabei muss die Kontrollsoftware nicht zwangsweise
direkten Hardwarezugriff haben, sondern kann auch durch eine Abstraktionsschicht
mit der Hardware interagieren. Softwarearchitekturen fu¨r reaktive Systeme - welche
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Abbildung 2.2: Referenzarchitektur eingebetteter Systeme nach Scholz [46, S.11],
eigene Darstellung
den Fokus der vorliegenden Arbeit darstellen - werden in der Regel u¨ber Interrupts
oder andere Events aktiviert. Die Architektur von eingebetteten Systemen besteht
meistens aus hierarchisch angeordneten, nebenla¨ufigen Modulen mit klar definierten
Schnittstellen - somit weißt sie deutliche Parallelen zu der von MATLAB/Simu-
link entworfenen Software auf.
2.2.3 Beschreibung reaktiver Systeme
Die Beschreibung von Anforderungen zu eingebetteten Systemen in der Automobil-
industrie folgt den in Kapitel 2.1.2 (Anforderungsmanagement in der Automobilbran-
che) beschriebenen Abstraktionsstufen. Mit Hinblick auf die Anwendungsentwick-
lung auf elektronischen Steuergera¨ten sollen im Folgenden exemplarische funktionale
Anforderungen des Function- sowie Processlevel beschrieben werden:
Modularisierung
Zur Wahrung einer besseren U¨bersicht und zur Abgrenzung unabha¨ngiger Funk-
tionsgruppen findet Modularisierung von Softwarebestandteilen auf Functionlevel
durch hierarchischen Anordnung von Funktionsgruppen statt, welche bis auf das
Prozesslevel immer weiter verfeinert werden, wobei fu¨r jedes Gruppenelement eigene
feingranulare Anforderungen gelten. Einzelne Funktionsgruppenelemente verfu¨gen in
der Regel u¨ber Schnittstellen zur Ein- und Ausgabe von Daten und ko¨nnen innen aus
weiteren Unterfunktionen bestehen. Die Implementierung solcher Funktionsgruppen
erfolgt in der handkodierten Programmierung durch Objekte und Funktionen, in-
nerhalb der modelgetriebenen Softwareentwickung u¨ber Module, in MATLAB/Si-
mulink Systeme genannt.
Schnittenstellen
Jede Funktionsgruppe beno¨tigt Schnittstellen um mit ihrer Umwelt, anderen Softwa-
resystemen oder Modulen interagieren zu ko¨nnen. Im Fahrzeug ist etwa ein Softwa-
resystem zur Distanzmessung zum vorausfahrenden Fahrzeug denkbar. Zugeho¨rige
Schnittstellen wa¨ren in diesem Fall die Messwerte des Sensors als Eingangssignal so-
wie eine CAN-Bus-Schnittstelle, um die Daten an andere Steuergera¨te (engl. Electronic
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control unit (ECU)) weiterzureichen. In den Anforderungen fu¨r die Schnittstellen
werden oftmals auch valide Wertebereiche fu¨r die Daten der jeweiligen Schnittstelle
angegeben.
Systemverhalten
Das Systemverhalten spezifiziert wie das System Eingabedaten verarbeiten soll und
kann sowohl informell beschrieben werden als auch sehr spezifisch durch Nutzung
einer formalen Sprache.
Parameter
Parameter sind fu¨r die Berechnung notwendige Formvariablen - sie sind getrennt von
den Eingabedaten zu betrachten. Sie werden in der Regel mit der Kompilation des
Programms festgesetzt und sind innerhalb des eingesetzten Kontextes konstant. Der
im Rahmen dieser Arbeit genutzte Parameterbegriff ist an die Mathematik angelehnt
und entspricht nicht dem U¨bergabeparameterbegriff wie er fu¨r Funktionen in der
Informatik genutzt wird.
2.3 ISO-26262
Die ISO-26262 ist eine 2011 in Kraft getretene Norm zur funktionalen Sicherheit von
elektrischen, elektronischen und programmierbaren elektronischen Systemen inner-
halb der Automobilbranche [22, S.5]. Sie soll die Vorgaben fu¨r die Verifizierung und
Validierung von Personenkraftfahrzeugen bis 3.500 kg abdecken und daru¨ber hin-
aus auch herstelleru¨bergreifend fu¨r eine Zuweisung der Sicherheitsverantwortung,
insbesondere bei mehrstufiger Entwicklung durch verschiedene Zulieferer, sorgen.
Die ISO-26262 bezeichnet eine zu entwickelnde Funktion, ein System oder auch die
Komposition aus mehreren Systemen als Item, zu dem eine Menge an zugeho¨rigen
Anforderungen existiert. Das Item stellt dabei das aktuelle Projekt dar, welches un-
ter der Norm entwickelt wird.
Der Entwicklungsprozess der ISO-26262 orientiert sich dabei am V-Modell und be-
schreibt fu¨r jede Stufe welche Entwicklungs- und Dokumentationsartefakte jeweils
gefordert werden. Dabei sieht die ISO-26262 folgende Phasen u¨ber den Produkt-
lebenszyklus vor: Konzeptphase, Produktentwicklung (System-, Hardware-, Softwa-
reebene), Produktion, Betrieb und Außerbetriebnahme[22, S.7-8].
Im Rahmen der vorliegenden Arbeit soll der Betrachtungsschwerpunkt auf die Konzept-
sowie die Systementwicklungsphase der ISO-26262 gelegt werden.
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2.3.1 Automotive Safety Integrity Level
Um eine Klassifizierung von funktionalen Anforderungen wa¨hrend der Konzeptions-
phase hinsichtlich ihrer Relevanz fu¨r die Betriebssicherheit gewa¨hrleisten zu ko¨nnen,
wurden mit der ISO-26262 itemgebundene Sicherheitsstufen (Automotive safety in-
tegrity level (ASIL)) eingefu¨hrt. Hierbei wird jedem Item ein ASIL in den Stufen
A bis D zugeordnet, wobei A der niedrigsten und D der ho¨chsten Stufe entspricht,
zusa¨tzlich gibt es noch die Stufe QM, was keinem ASIL entspricht. Entscheidende
Kritierien fu¨r eine Bewertung des ASIL sind die Schwere der Auswirkung im Falle
des Ausfalls des Items (engl. Severity), die Eintrittswahrscheinlichkeit (engl. Ex-
posure) sowie die Beherrschbarkeit im Falle des Ausfalls (engl. Controllability) [25,
S.9-10]. Die Schadenskalkulation findet immer auf Basis des Items mit seiner ge-
planten Funktionalita¨t ohne Sicherheitsmechanismen statt [35, S.94]). Es folgt eine
Auflistung der Einstufungskriterien fu¨r Schadensauswirkung, Eintrittswahrschein-
lichkeit und Beherrschbarkeit:
• Severity
S1 - Geringe Verletzungen
S2 - Mo¨glicherweise to¨dliche Verletzungen
S3 - Schwere oder to¨dliche Verletzungen
• Exposure
E1 - Einmal im Jahr oder weniger
E2 - Mehrmals im Jahr
E3 - Mehrmals im Monat
E4 - Bei jeder Fahrt
• Controllability
C1 > 99% der Fahrer/Verkehrsteilnehmer kann den Schaden abwenden
C2 > 90% der Fahrer/Verkehrsteilnehmer kann den Schaden abwenden
C3 ≤ 90% der Fahrer/Verkehrsteilnehmer kann den Schaden abwenden
Die Einstufung findet anhand einer Risikomatrix (siehe Tabelle 2.1) statt. In Abha¨ngigkeit
der Ho¨he des ASIL fordert die ISO-26262 eine Vielzahl an Dokumentationsartefak-
ten zu Handhabungen, Arbeitsmethoden und Arbeitsergebnissen. In ho¨heren ASIL
wird z. B. eine formalere Anforderungsbeschreibung erwartet, etwa in Form von
eindeutigen Aussagen unterstu¨tzt von mathematischen Formeln und grafischen Re-
pra¨sentationen. Eine Auflistung grundlegender Softwareentwicklungsprinzipien der
ISO-26262 ist in Tabelle 2.2 zu sehen.
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Risk matrix ISO/DIS 26262-3 C -Controllability
S - Serverity E - Exposure C1 C2 C3
E1 QM QM QM
E2 QM QM QM
E3 QM QM ASIL-A
S1
E4 QM ASIL-A ASIL-B
E1 QM QM QM
E2 QM QM ASIL-A
E3 QM ASIL-A ASIL-B
S2
E4 ASIL-A ASIL-B ASIL-C
E1 QM QM ASIL-A
E2 QM ASIL-A ASIL-B
E3 ASIL-A ASIL-B ASIL-C
S3
E4 ASIL-B ASIL-C ASIL-D
Tabelle 2.1: Tabelle zur Einstufung der Sicherheitsrelevanz von funktionalen Kom-
ponenten in Kraftfahrzeugen [22, S.13]
Implementierungsvorgaben
ASIL
A B C D
Bemu¨hungen um eine geringe Komplexita¨t ++ ++ ++ ++
Nutzung eines reduzierten Sprachumfangs ++ ++ ++ ++
Nutzung von starker Typisierung ++ ++ ++ ++
Nutzung von defensiven Implementierungstechniken + + ++ ++
Nutzung von etablierten Designprinzipien + + + ++
Nutzung eindeutiger grafischer Darstellungen + ++ ++ ++
Nutzung von Gestaltungsrichtlinien + ++ ++ ++
Verwendung von Namenskonventionen ++ ++ ++ ++
Tabelle 2.2: Implementierungsrichtlinien ASIL nach ISO-26262 [26, S.6]
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2.3.2 Relevante Anwendungsrichtlinien
Die ISO-26262 macht keine konkreten Vorgaben hinsichtlich Programmiersprache
oder Art des Programmierstils, sondern spricht Empfehlungen aus. In Abha¨ngigkeit
des ASIL werden unterschiedliche Empfehlungen ausgesprochen, dessen Einhaltung
u¨berpru¨ft wird. Abweichende Vorgehensweisen von der Empfehlung sind mo¨glich,
wenn sie begru¨ndet werden ko¨nnen. Innerhalb ihrer Richtlinien macht die ISO-
26262 keine konkreten Vorgaben zu ihrer Einhaltung, sondern erwartet eine For-
malisierung der Richtlinien. So fordert sie beispielsweise eine festgelegte Gro¨ße fu¨r
Software-Komponenten, beschra¨nkt die Gro¨ße aber nicht auf ein festgelegtes Maß,
sondern erwartet eine eigene Festlegung inkl. Begru¨ndung.
Hinsichtlich der Software-Architektur macht die ISO-26262 Vorgaben wie etwa ei-
ne hierarchische Aufteilung der Softwarekomponenten und eine Beschra¨nkung ihrer
Gro¨ße [26, S.13]. Weiterhin sollte jede Komponente weitgehend unabha¨ngig von an-
deren Komponenten sein und Interfaces sollen ebenfalls auf einem u¨bersichtlichen
Niveau gehalten werden. Eine genaue Auflistung der Vorgaben der ISO-26262 ist in
Tab. 2.3 zu sehen.
Fehlererkennung auf Architekturebene
ASIL
A B C D
Range checks of input and output data ++ ++ ++ ++
Plausibility check + + + ++
Detection of data Errors + + + +
External monitoring facility 0 + + ++
Control flow monitoring 0 + ++ ++
Diverse software design 0 0 + ++
Notationen fu¨r Architekturdesign A B C D
Informal notations ++ ++ + +
Semi-Formal notations + ++ ++ ++
Formal notations + + + +
Prinzipien fu¨r Software-Architekturdesign A B C D
Hierarchical structure of software components ++ ++ ++ ++
Restricted size of software components ++ ++ ++ ++
Restricted size of interfaces + + + +
High cohesion within each software component + ++ ++ ++
Restricted coupling between software components + ++ ++ ++
Appropriate scheduling properties ++ ++ ++ ++
Restricted use of interrupts + + + ++
0 nicht empfehlenswert + empfehlenswert ++ sehr empfehlenswert
Tabelle 2.3: Architekturvorgaben der ISO-26262 [26, S.10,11,13]
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2.3.3 Vereinbarkeit mit agiler Softwareentwicklung
Agile Softwareentwicklung setzt sich in den letzten Jahren immer durch. Eine Studie
aus dem Jahr 2015 kommt zu dem Schluss, dass 80% der Entwickler sowohl Pro-
duktqualita¨t als auch die Entwicklungseffizienz durch den Einsatz agiler Methoden
verbessert werden kann [32], dabei wurde in 41% aller Entwicklungsprojekte auf agi-
le Methode wie Scrum, XP oder Kanban gesetzt. Obwohl agile Methoden zuna¨chst
als untauglich fu¨r die Automotive-Branche galten, setzt sich auch hier allma¨hlich
der Trend zu agilen Entwicklungsmethoden durch. So verweist eine Studie aus dem
Jahr 2015, dass eine angepasste Version von Scrum zu den popula¨rsten Entwick-
lungsmethoden der Projektbeteiligten geho¨rt, wa¨hrend bei Supportaufgaben Kan-
ban dominiert[9]. Dabei zeigt sich das agile Entwicklungsmethoden nicht zwangs-
weise im Widerspruch zur ISO-26262 und dessen V-Modell-dominiertem Umfeld
stehen mu¨ssen. Problematisch erscheint auf dem ersten Blick, das agile Methoden
in der Regel evolutiona¨r wachsende Softwarearchitekturen aufweisen, wa¨hrend in
der ISO-26262 noch vor der Implementierung ein Architekturkonzept erfordert. So
schla¨gt Mu¨ller im Rahmen eines Fachvortrags vor, Architekturen jeweils vor den
einzelnen Sprints zu definieren [38]. Weigl argumentiert, dass durch die Zerlegung
von Software in kleine Artefakte mit jeweils eigenem ASIL durch Zusammenfu¨hrung
auch gro¨ßere Projekte inkrementell geschaffen werden ko¨nnen [53]. Damit lassen sich
agile Prozesse umsetzen, auch wenn ihre Agilita¨t nicht vollsta¨ndig an die Konzepte
des agilen Manifests1 heranreichen.
2.3.4 Simulink-Zertifizierung
Softwarewerkzeuge ko¨nnen den Entwicklungsprozess beschleunigen und zu mehr
funktionaler Sicherheit fu¨hren. Dabei muss jedoch gewa¨hrleistet sein, dass sie keine
weiteren Fehler in die zu entwickelnde Software integrieren. Die Norm beschreibt
Methoden zur Qualifizierung von Softwarewerkzeugen [27, S.20], wie etwa die Be-
stimmung des Ha¨rtegrad im Falle eines Fehlers (Tool Impact) sowie die Fehlerer-
kennungsrate (Tool Error Detection). In Abha¨ngigkeit der Erfu¨llung der genannten
Kriterien wird eine Software als geeignet fu¨r ASIL A bis D eingestuft. Die Simulink-
Erweiterung Embedded Coder ist vom TU¨V SU¨D als qualifiziertes Tool zur Ent-
wicklung von Software fu¨r alle ASIL zertifiziert [23]. So gilt der generierte Code als
zertifizierter Code gema¨ß der ISO-26262 und ist vertrauenswu¨rdig. Bei handkodier-
tem Quellcode muss eine Validierung manuell erfolgen, was zu einem erheblichen
Anstieg der Entwicklungskosten fu¨hren kann.
2.4 Modellgetriebene Softwareentwicklung
In der modellgetriebenen Entwicklung (engl. Model driven software development)
findet die Softwareentwicklung auf Basis von textlichen und/oder grafischen Model-
1http://agilemanifesto.org/.
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len statt [52]. Das Modell entspricht dem Pendant zum Programmcode herko¨mmlicher
Programmiersprachen, ist allerdings in der Regel fu¨r Menschen einfacher zu erfas-
sen, da das Problem auf einer ho¨heren Abstraktionsebene dargestellt wird und somit
technische Details ausgespart werden ko¨nnen - es findet eine Konzentration auf die
fachlichen Belange in der Entwicklung statt. Vorteile der Abstraktion von techni-
schen Details sind u. a. eine reduzierte Komplexita¨t der Problemlo¨sung und eine
damit einhergehende Entwicklungszeitverku¨rzung. Bei komplexen Projekten wird in
der Regel nicht das komplette Softwareprojekt modellgetrieben umgesetzt, sondern
nur bestimmte Teilaspekte der Software bei denen eine ku¨rzere Entwicklungszeit
erwartet werden kann.
Die Modelle werden in der Regel nicht direkt kompiliert, sondern durchlaufen vor-
her meistens einen oder mehrere Transformationsschritte hin zu einer ho¨heren Pro-
grammiersprache (Sprachen der 3. Generation). Beispielsweise werden Simulink-
Modelle vor der Kompilation zu C/C++ transformiert - das abstrakte Modell wird
zu plattformspezifischen Programmcode generiert. Bei jeder Transformation a¨ndert
sich das Verhalten des Modells nicht, durch die hinzugefu¨gten technischen Details
wird die Repra¨sentation des Modell jedoch plattformabha¨ngig.
Um die Modelle u¨ber einen langen Zeitraum und auch bei einem Technologiewech-
sel nutzen zu ko¨nnen, wurden Konzepte entwickelt, in denen zuna¨chst das Modell
plattformunabha¨ngig erstellt (engl. Platform independent model (PIM)) und im Fol-
genden zu einem plattformspezifischen Modell (engl. Platform specific model (PSM))
transformiert wird. Erst auf Basis des PSM erfolgt die abschließende Transformation
zu Quellcode [5, S.1].
Zur Abgrenzung von der modellbasierten Softwareentwicklung wirken sich A¨nderungen
in der modellgetriebenen Softwareentwicklung direkt am Modell auf das Entwick-
lungsobjekt aus [52, S.10]. In der modellbasierten Entwicklung wird in der Konzepti-
onsphase ein Modell der Software entwickelt und im folgenden Schritt in Programm-
code nachgebaut - es besteht nur eine gedankliche Verbindung zwischen Modell und
Programmcode. Ein typisches Anwendungsfeld modellbasierter Entwicklung ist die
Nutzung von Unified Modeling Language (UML)-Diagrammen zur Ausgestaltung
der Softwarearchitektur - eine Fortsetzung der Programmierung erfolgt anschließend
auf Code-Ebene. Model driven software development (MDSD) erlaubt daru¨ber hin-
aus eine automatisierte Requirement Traceability, diese Anforderungsinformationen
direkt von einer Abstraktionsebene auf die darunterliegende Ebene transformiert
werden ko¨nnen.
2.4.1 Charakterische Merkmale
Die modellgetriebene Softwareentwicklung besteht im wesentlichen aus den drei fol-
genden Kernelementen:
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Abbildung 2.3: Einstufige Transformation in der modellgetriebenen Softwareent-
wicklung [45].
Doma¨nenspezifische Sprache
Modelle werden in einer doma¨nenspezifischen Sprache (engl. Domain specific lan-
guage (DSL)) erstellt und ko¨nnen sowohl eine grafische als auch textliche Darstel-
lungsform abbilden. Es handelt sich bei einer DSL nicht um eine Universalsprache
sondern um eine fachliche Modellierungssprache [11, S.1] - reduziert im Funktions-
umfang und zugeschnitten auf die Lo¨sung einer spezifischen Art von Problemen.
Tranformationsregeln
Die Transformationsregeln beschreiben die U¨bersetzung des Modells von der DSL
auf eine niedrigere Abstraktionsebene. Dabei hat die Qualita¨t der Transformations-
regeln entscheidenden Einfluss auf die Software. Sie darf die Logik des Systems nicht
vera¨ndern und sollte bestenfalls mo¨glichst kompakt und lesbar ausfallen.
Generatoren/Transformatoren
Der Generator/Transformator transformiert das Modell aus der DSL unter Nut-
zung der Transformationsregeln in eine niedrigere Abstraktionsebene. Oftmals un-
terstu¨tzen Generatoren auch die Erzeugung von Dokumentation und Tests zu den
jeweiligen Modellen.
2.4.2 Vor- und Nachteile
Im Folgenden soll auf die prinzipbedingten Vor- und Nachteile von MDSD einge-
gangen werden.
Gegenu¨ber handkodierter Programmierung bietet die modellgetriebe Softwareent-
wicklung einige Vorteile. Aufgrund der Abstraktion von technischen Details ergibt
sich eine klarere Problembeschreibung mit reduzierter Komplexita¨t. Da doma¨nenspezifische
Sprachen fachliche Belange abbilden, sind sie fu¨r Fachexperten besser lesbar, auch
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wenn diese keine entsprechende Ausbildung besitzen. Durch die automatische Ge-
nerierung ist es mo¨glich ein Modell auch auf mehrere Zielplattformen inkl. Test und
Dokumentation zu transformieren, insofern der Generator dies unterstu¨tzt. Die Ge-
neration hilft daru¨ber hinaus auch Implementierungsfehler durch Nachla¨ssigkeit der
Entwickler zu reduzieren und kann performancekritische Codefragmente automa-
tisiert optimieren. Da immer auf der ho¨chsten Abstraktionsebene gearbeitet wird,
erlaubt dies schnelle Designa¨nderungen, da technische Details nicht ebenfalls an-
gepasst werden mu¨ssen. Als Nachteil von MDSD ist zu nennen, dass die Qualita¨t
der Transformationsregeln maßgeblich u¨ber die Softwarequalita¨t bestimmt. So kann
das Transformationsprodukt unter einem Code-Overhead und/oder schwer lesbarem
Code leiden. Eine Verifizierung muss dabei sowohl auf Modell- als auch auf Codee-
bene erfolgen.
Existiert noch keine entsprechende DSL mit zugeho¨rigem Generator, so muss ei-
ne Eigenentwicklung forciert werden. Bei Nutzung eines kommerziellen Generators
ko¨nnen unter Umsta¨nden hohe Lizenzkosten anfallen.
Nicht jedes Problem ist mit modellgetriebener Entwicklung lo¨sbar, insbesondere fu¨r
sehr kleine oder allgemeine Probleme kann eine handcodierte Lo¨sung geeigneter sein.
Ein Lo¨sungsansatz fu¨r modellgetriebene Entwicklung besteht darin, das Problem in
eine Black-Box zu separieren und sie geschlossen in das Modell einzubinden. Auch
der umgekehrte Fall, das Einbinden einer modellgetriebenen Lo¨sung in ein handco-
diertes Projekt ist mo¨glich.
2.5 Matlab/Simulink
MATLAB ist eine Software von The Mathworks, Inc. mit einer eigenen integrier-
ten Skriptsprache zur Lo¨sung nummerischer Probleme. MATLAB verfu¨gt u¨ber viele
Funktionen um große, mehrdimensionale Datenmengen auszuwerten und grafisch
darzustellen. Zur Speicherung von Daten bietet MATLAB primitive Datentypen,
a¨hnlich denen bekannter, konventioneller Programmiersprachen, sowie Klassenob-
jekte oder mehrdimensionale Matrizen zur Speicherung großer Datenmengen. Ei-
ne Variable besitzt dabei keinen festen Dateityp, sondern richtet sich nach den in
ihr gespeicherten Daten. Weiterhin ist jede Variable einem Namensraum zugeord-
net, welcher ihre Sichtbarkeit fu¨r andere Prozesse innerhalb von MATLAB regelt.
Die Eingabe eigener Skripte kann in Form einfacher Textdateien erfolgen (Datei-
endung .m), durch Tastatureingaben in die Eingabekonsole und u¨ber Schnittstellen
der MATLAB-API. Auch existiert eine Vielzahl an Toolboxen fu¨r MATLAB, welche
den Funktionsumfang um fachspezifische Anwendungsfa¨lle erga¨nzt und erweitert. Si-
mulink stellt wohl die bekannteste Erweiterung zu MATLAB dar und erlaubt die
Simulation von technischen Systemen. In Simulink werden Elemente auf einer weißen
Fla¨che platziert und der Signalfluss zwischen den Systemen wird durch Verbindun-
gen dargestellt (siehe Abb. 2.4). Jedes System verfu¨gt u¨ber Ein- und Ausga¨nge sowie
den Datenfluss modifizierende Blo¨cke und kann auch als separates Bauelement in
anderen Systemen eingesetzt werden. Das ermo¨glicht somit eine hierarchische Ab-
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bildung der Software. Simulink-Systeme lassen sich als A¨quivalent zu Funktionen
aus funktionalen Programmiersprachen begreifen dabei wird ein System der obers-
ten Ebene Modell genannt, Systeme auf niederen Ebenen Sub-Systeme. Zur Da-
tenu¨bertragung von einem System zum anderen werden Signale und Busse genutzt
- Signale u¨bertragen primitive Datentypen, Busse sind eine Zusammenfassung meh-
rerer Signale, a¨hnlich den Strukturen aus C.
Simulink-Modelle ko¨nnen sowohl mit diskreter als auch kontinuierlicher Zeitspanne
s_f_maxTemperature	:=	(max(s_i_GrnH_tempSensor_1,s_i_GrnH_tempSensor_2)/p_f_GrnH_IntToVoltage*p_f_GrnH_VoltageToCelsius)-40
p_f_GrnH_IntToVoltage
1
s_i_GrnH_tempSensor_2
2
s_i_GrnH_tempSensor_1
1
s_f_maxTemperature
p_f_GrnH_VoltageToCelsius
40
Abbildung 2.4: Ein einfaches Simulink-Modell
simuliert werden. Kontinuierliche Zeiteinstellungen eignen sich zur Simulation von
analogen Systemen, wa¨hrend eine feste Schrittspanne fu¨r die Simulation digitaler
Systeme pra¨destiniert ist und auch der Betrachtungsfokus der vorliegenden Arbeit
ist.
Durch die Organisation von Software in Systemen mit definierten Ein- und Ausga¨ngen
sowie festen Taktzyklen eignet es sich gut fu¨r die Entwicklung von echtzeitfa¨higer
Steuergera¨tsoftware mit ihren Sensoren und Aktoren sowie Kommunikationssyste-
men und ist auch Grund fu¨r die Dominanz von MATLAB/Simulink in der Funkti-
onsentwicklung der Automobilbranche.
Die Generation von Software in Simulink erfolgt u¨ber die Coder -Toolboxen (Matlab-
Coder, Simulink-Coder, Embedded-Coder), welche eine Transformation aus Simulink-
Modellen in echtzeitfa¨higen C/C++-Code durchfu¨hren. Der Ausgabecode besteht
hierbei aus drei C/C++-Funktionen (init, step, terminate), welchen die Eingangs-
daten als Parameter u¨bergeben werden. Die Ausgabe kann sowohl als Ru¨ckgabewert,
als auch in Form einer globalen Variable erfolgen. Dabei bieten die Toolboxen um-
fangreiche Einstellungsmo¨glichkeiten hinsichtlich der Codegeneration - etwa bei der
Benennung von Bezeichnern oder der Schwerpunktsetzung fu¨r die Ausfu¨hrungsper-
formance (z. B. Ausfu¨hrungsgeschwindigkeit und Speicherverbrauch) oder es lassen
sich auch spezielle Anpassungen fu¨r die Zielplattform vornehmen (z. B. Wortbreite
von Datentypen). Ein weiterer Vorteil von MATLAB/Simulink ist die Zertifizierung
des erzeugten Programmcodes nach ISO-26262 - eine normkonforme Absicherung
von handkodiertem Quelltext kann in der Praxis mit einem hohem Kostenaufwand
verbunden sein.
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2.5.1 Softwareentwicklungprozess
Im folgenden Abschnitt soll ein prototypischer, aber allgemeiner Entwicklungspro-
zess mit MATLAB/Simulink fu¨r Embedded Software im Kontext dieser Arbeit dar-
gestellt werden. Dabei wird das zu entwickelnde Simulink-Modell als Komponente
eines gro¨ßeren Softwareprojekts in einem agilen Prozess entwickelt und ist nicht fu¨r
sich alleinstehend. Nach der Anforderungsspezifikation findet zuna¨chst eine Kompo-
sition des Systems statt, darauf folgt die Schnittstellendefinitionen fu¨r das Modell
sowie die einzelnen Subsysteme. Subsysteme werden mit ihren Ein- und Ausga¨ngen
angelegt und ihre Datentypen festgelegt. Zur Wahrung der U¨bersichtlichkeit werden
zusammengeho¨rige Signale zu einem Bus-Signal zusammengefasst. Nach Abschluss
von Komposition und Schnittstellendefintion werden den jeweiligen Systemen funk-
tionale Blo¨cke zur Realisierung der Anforderungen hinzugefu¨gt. Ha¨ufig genutzte
Systeme werden in Bibliotheken zusammengefu¨hrt.
Abschließend wird das System getestet und die Ausgaben verifiziert. Wenn zufrie-
denstellende Ergebnisse erzielt wurden, wird aus dem System Quellcode generiert
auf dessen Basis erfolgt die Validierung des Systems.
2.5.2 Programmierschnittstellen
MATLAB/Simulink verfu¨gt u¨ber eine integrierte Skriptsprache mit Eingabekonsole,
welche den vollsta¨ndigen Funktionsumfang der Entwicklungsumgebung abdeckt. Im
Bezug auf der Erstellung von Simulink-Modellen spricht man von model construction
command. Daru¨berhinaus existieren Programmierschnittstellen zu C/C++, Fortran
und Java, welche das Ausfu¨hren von MATLAB -Instruktionen sowie das Lesen und
Schreiben von Variablen im matlab-eigenen Namensraum. Auf diese Weise ko¨nnen
externe Programme MATLAB sowohl steuern als auch Daten im- und exportieren.
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In diesem Kapitel wird der aktuelle Stand der Technik aufgezeigt. Zuna¨chst werden
etablierte Techniken des Anforderungsmanagements in verschiedenen Vorgehensmo-
dellen erla¨utert, Techniken zu ihrer Darstellung miteinander verglichen und es wird
auf Organisationsformen fu¨r Pflichtenhefte im Bereich der Automobilindustrie ein-
gegangen. Darauf folgen unterschiedliche Konzepte modellgetriebener Softwareent-
wicklung und der mit ihr verbundenen Programmcodegeneration. Abschließend wird
ein Fazit gezogen und es werden die Ansatzpunkte dieser Arbeit aufgezeigt.
3.1 Requirement Engineering
Hinsichtlich des Requirement Engineering und Anforderungsmanagements haben
sich am Markt eine Vielzahl von Konzepten durchgesetzt, die sich in Abha¨ngigkeit
des zu entwickelnden Produktes, des Vorgehensmodells und der Branche stark unter-
scheiden. Die Konzepte reichen von unterschiedlichen Darstellungsformen fu¨r Anfor-
derungen bis hin zur Organisation des Pflichtenhefts. Wesentlichen Einfluss auf das
Anforderungsmanagement hat hierbei auch das Vorgehensmodell des Entwicklungs-
prozesses. In den bislang dominierenden, starren Vorgehensmodellen, wie etwa dem
Wasserfall-Modell oder dem V-Modell [2, S.21], wurden Anforderungen zu Beginn
der Entwicklung definiert, ausgearbeitet, im folgenden Schritt implementiert und
anschließend getestet. Dabei hat sich gezeigt, dass starre Vorgehensmodelle nur un-
zureichend auf A¨nderungen der Anforderungen reagieren ko¨nnen [13, S.4]. Durch das
iterative Vorgehen wa¨hrend der Entwicklung ergibt sich erst zu einem spa¨ten Ent-
wicklungszeitpunkt eine lauffa¨hige Version der Software, nachtra¨gliche A¨nderungen
sind kaum noch mo¨glich. Daher haben in den letzten Jahren agile Entwicklungspro-
zesse in der Softwareentwicklung immer mehr an Bedeutung gewonnen - eine Studie
von Komus und Kuberg sieht einen starken Anstieg agiler Methoden seit dem Jahr
2010 [31, S.11], was auch A¨nderungen im Anforderungsmanagement mit sich zieht.
Anforderungen werden nicht mehr zu Beginn des Projekts festgelegt und inkremen-
tell abgearbeitet, sondern werden anfangs grob definiert und im Laufe des Entwick-
lungsprozesses immer weiter verfeinert [42, S.3]. Die Entwicklung wird in agilen
Prozessen in der Regel in kleine Etappen eingeteilt und in regelma¨ßigem Austausch
mit dem Kunden weiterentwickelt. Infolge werden auch die Anforderungsartefakte
wa¨hrend der Entwicklung immer detaillierter spezifiziert und ggf. auch angepasst.
Um die Entwicklung von Anforderungen und ihrer Implementierung in agilen Ent-
wicklungsprozessen auch u¨ber einen la¨ngeren Zeitraum hin verfolgen zu ko¨nnen,
hat sich die Versionierung sowie das Status-Tracking einzelner Anforderungsarte-
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fakte durchgesetzt [42, S.3]. Auf diese Weise la¨sst sich nachvollziehen, welche Teile
der Software bereits implementiert wurden und wie sich die Funktionalita¨t u¨ber den
Verlauf des Prozesses entwickelt hat und welche Abha¨ngigkeiten zwischen den einzel-
nen Anforderungen bestehen. Auch bei der Wiederverwendung von Anforderungen
ergeben sich durch die Versionierung Vorteile, da die Traceability u¨ber mehrere Pro-
jekte und Entwicklungsphasen hin nachvollzogen werden kann [51, S.410]. Moderne
Anforderungsmanagementsysteme wie DOORS 1 oder Polarion ALM 2 unterstu¨tzen
diese Vorgehensmodelle durch integrierte Versionsverwaltung der Anforderungsarte-
fakte sowie Wiederverwendung und Variantenmanagement.
3.1.1 Pflichtenheftkonzepte
Innerhalb der Automobilmobilindustrie hat sich eine hierarchische Strukturierung
der Anforderungen in tabellarischer Form etabliert, wobei zwischen der Verhal-
tensbeschreibung und der Architekturbeschreibung unterschieden wird [28, S.2].
Wa¨hrend erstere die Funktionalita¨t des Systems beschreibt, definiert letztere wie die
Software in einzelne Module und gro¨ßere Komponenten zerlegt wird. Es wird jedem
Architekturbaustein eine Schnittstellenbeschreibung mit den ein- und ausgehenden
Daten zugewiesen, wobei u¨blicherweise eine Trennung zwischen der Schnittstellen-
beschreibung und den konkreten Daten stattfindet. Daten werden in diesem Kontext
oftmals als Signale bezeichnet, die zu den einzelnen Funktionsgruppen fließen und
die Grundlage fu¨r die Berechnungen liefern. Die Beschreibung findet nach Kapel-
ler dabei oftmals in textueller Form unter Nutzung von Textschablonen statt [28,
S.3]. Die Universita¨t Kiel stellt ein Pflichtenheft-Beispiel fu¨r eingebettete Systeme
zur Verfu¨gung, welches a¨hnliche Eigenschaften aufweist wie das von Kapeller vorge-
schlagende Konzept [3]. Es vollzieht ebenfalls eine Trennung der Architektur von der
Verhaltensbeschreibung - die Architektur wird grafisch dargestellt, das Systemver-
halten und die Komponentenschnittstellen werden jedoch textuell beschrieben. Ben-
der schla¨gt zur Gestaltung von HW/SW-Projekten ein 3-Ebenen-Vorgehensmodell
zur Strukturierung vor [4, S.45]. Dieses System ist dem V-Modell sehr a¨hnlich, bei-
de Vorgehensmodelle beginnen mit einem Grobentwurf des Systems und verfeinern
dieses immer weiter. Im Unterschied zum V-Modell setzt das 3-Ebenen-Modell al-
lerdings auf fest definierte Stufen der Systemgliederung: System, Subsystem und
Komponentenebene. Dabei findet die Definition Funktionaler Anforderungen auf
Komponentenebene statt, wa¨hrend u¨bergeordnete Ebenen der Softwarearchitektur
zugeordnet werden ko¨nnen.
1https://www.ibm.com/support/knowledgecenter/de/SSYQBZ_9.6.1/com.ibm.doors.
requirements.doc/topics/c_welcome.html
2https://polarion.plm.automation.siemens.com/products/overview
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3.2 Modellierung von Software
Im folgenden Kapitel soll auf die verschiedenen Arten der Systemmodellierung im
Anforderungskontext eingegangen werden. Generierbare Modellierungssprachen sind
dabei auch immer gleichzeitig eine DSL, da sie nicht die vollsta¨ndige Software be-
schreiben, sondern immer nur eine jeweilige Sicht auf einen Teil des Systems. Die
Kombination verschiedenener Sichten ko¨nnen eine Gesamtsicht auf das System er-
geben und gehen zum Teil auch Hand in Hand mit der modellgetriebenen Software-
entwicklung. Modelle aus der Konzeptionsphase ko¨nnen durch Generatoren direkt
in Code umgewandelt werden - die UML stellt dies eindrucksvoll dar. Daher haben
sich viele Modellierungssprachen fu¨r die Konzeption von Software etabliert, welche
von einem ganzheitlichen Ansatz bis zu Speziallo¨sungen wie etwa der Architektur-
beschreibung reichen. In letzterem Fall spricht man von sogenannten Architecture
description languages (ADLs).
Bei der Nutzung von grafischen Repra¨sentationen von Softwaresystemen sollte ab-
gewogen werden, welche Teile als sinnvoll erachtet werden. Das Erstellen eines
Diagramms, welches einen Sachverhalt im Vergleich zu einer textuellen Notation
pra¨gnant ausdru¨ckt, kann der U¨bersicht helfen, allerdings mu¨ssen fortan beide An-
forderungsartefakte gepflegt und konsistent gehalten werden, was den Aufwand bei
nachtra¨glichen A¨nderungen betra¨chtlich erho¨hen kann [51, S.221]. Eine Lo¨sung kann
hier das Vermeiden von Redundanz sein, indem verschiedene Sichten auf das System
bereitgestellt werden.
3.2.1 Notationskonzepte im Vergleich
Das Festhalten von Anforderungen ist la¨ngst nicht nur durch textliche Beschrei-
bungen mo¨glich, in vielen Bereichen haben sich - insbesondere zum Entwurf der
Softwarearchitektur - grafische Methoden durchgesetzt. Es haben sich eine Reihe
von grafischen Modellierungssprachen etabliert, die Software besser beschreiben sol-
len als textuelle Anforderungen dies ko¨nnen. Bekanntester Vertreter ist die Mo-
dellierungssprache UML, welche u¨ber eine Reihe von verschiedenen Diagrammen
verfu¨gt, um Softwareentwu¨rfe aus verschiedenen Sichten zu beschreiben [19]. Dabei
stellt jeder Diagrammtyp eine andere Sicht auf das System dar. Die Komposition
des Softwareentwurfs wird z. B. durch Kompositions- und Klassendiagramme reali-
siert. Use-Case-Diagramme unterstu¨tzen beispielsweise auch agile Vorgehensmetho-
den wie z. B. das eXtreme-Programming [54], um typische Nutzungsszenarien der
Software aufzuzeigen. Eine vollsta¨ndige Liste aller UML-Diagramme ist in Tabelle
3.1 zu sehen. Weiterhin erlaubt die UML in den neueren Versionen durch die Un-
terstu¨tzung von Stereotypen und Profilen eine Anpassung und Individualisierung der
UML fu¨r einzelne Do¨manen hin. Dies wird etwa bei der Architekturbeschreibungs-
sprache EAST-ADL3 genutzt. Da sich die UML in ihrer Konzeption an der objektori-
entierten Softwareentwicklung orientiert, gibt es mittlerweile auch eine Vielzahl von
3http://www.east-adl.info/
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Structual Diagramms Behavioral diagrams Interation Diagrams
Class Diagram Use Case Diagram Sequence Diagram
Object Diagram Activity,Diagram Communication Diagram
Component Diagram State Machine Diagram Timing Diagram
Composite Structure Diagram Interaction Overview Diagram
Package Diagram
Deployment Diagram
Tabelle 3.1: U¨bersicht u¨ber alle UML-Diagramme [19]
Transformatoren, welche eine U¨bertragung von UML-Diagrammen in eine moderne
Programmiersprache erlauben. Ermo¨glicht wird dies durch das offene Austausch-
format XML Metadata Interchange (XMI) [41], welches UML im XML-Format re-
pra¨sentiert, was den Generatoren die Interpretation textuell ermo¨glicht. Abbildung
3.1 zeigt die Transformation einer einzelnen Klasse in Java-Quelltext. Ein Vorteil
der Generation besteht in dem intelligenten, automatischen Hinzufu¨gen zusa¨tzlicher
Informationen in den Quelltext - beispielsweise Informationen u¨ber den Autor oder
welchem Entwurfsstand diese Code-Datei entspricht. Im Bereich der Systemmodel-
1 package SimpleClass ;
2
3 /∗∗
4 ∗ @author pakr
5 ∗ @version 1 .0
6 ∗ @created 17−Jan−2018 18 : 07 : 49
7 ∗/
8 pub l i c c l a s s Student {
9 pr i va t e i n t i n a g e ;
10
11 pub l i c Student ( ) {}
12
13 pub l i c void f i n a l i z e ( ) throws Throwable {}
14
15 pub l i c i n t getAge ( ) {
16 re turn 0 ;
17 }
18
19 pub l i c increaseAge ( ) {}
20
21 pr i va t e setAge ( ) {}
22 }//end Student
Abbildung 3.1: Generierung einer Java-Klasse aus einem einfachen Klassendia-
gramm mit der Software Enterprise Architect.
lierung hat sich die verwandte Sprache Systems Modeling Language (SysML) [18]
etabliert, welches ebenfalls wie die UML von der Object Management Group (OMG)
spezifiziert wurde. Sie ist eine Abwandlung der UML und teilt sich viele der Diagram-
marten mit ihr, legt aber den Fokus auf die Modellierung komplexer Systeme (engl.
Model based systems engineering (MBSE)). Hierzu wurden bestehende Diagramme
der UML modifiziert und auf das System Engineering angepasst. Dabei bestehen die
gro¨ßten Unterschiede zur UML darin, dass SysML in der Lage ist, physische Sys-
teme und ihre Eigenschaften wie etwa kontinuierlichen Stromfluss zu modellieren,
wa¨hrend die UML nur die Datenu¨bertragung mit konkreten Datentypen unterstu¨tzt
[10, S.13] - dafu¨r entfallen Diagramme zur Modellierung von objektorientierten Sys-
temen. Sie unterstu¨zt wie die UML auch die Darstellung im XMI-Format und la¨sst
sich somit auch automatisiert interpretieren. Im Bereich der Prozessmodellierung
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gibt es daru¨ber hinaus - ebenfalls von der OMG - die Business Process Model and
Notation (BPMN), welche auch von nicht-IT-affinen Gruppen ohne Methodenschu-
lung verstanden werden soll [30, S.7]. Im Vergleich zu UML und SysML nutzt die
BPMN keine unterschiedlichen Diagramme zur Darstellung ihrer Belange, sondern
es ist mo¨glich alle grafischen Elemente der BPMN innerhalb eines Diagramms zu
nutzen. Weiterhin unterstu¨tzt die BPMN die Definition von Sub-Prozessen und er-
laubt eine hierarchische Darstellung von Gescha¨ftsprozessen. Die BPMN unterstu¨tzt
wie die UML auch den Export in das XML-Format [40, S.507] und eignet sich somit
grundlegend fu¨r die maschinelle Interpretation durch einen Generator. Im Folgenden
sollen die Vor- und Nachteile der verschiedenen Notationskonzepte erla¨utert werden:
Textuelle Notationen
Textuelle Notationen bieten den Vorteil, dass sie sich prinzipiell universal fu¨r alle
Typen von Spezifkationen eignen [44, S.7] und von den meisten Stakeholdern ohne
bzw. mit geringem Einarbeitungaufwand verstanden werden ko¨nnen. Eine Gefahr
ist hierbei jedoch die Mehrdeutigkeit von Anforderungen, da natu¨rliche Sprache
in der Regel nicht eindeutig ist. Durch die Nutzung von formalen Sprachen und
Textschablonen kann natu¨rliche Sprache formalisiert und somit auch eine automati-
sche U¨berpru¨fung der Systemspezifkationen durchgefu¨hrt werden [28, S.3]. Kapeller
schla¨gt die Nutzung von Textschablonen vor und fu¨hrt folgendes Beispiel an:
(Wenn/Sobald) im [Zustand] < Zustand > des Systems < System >
das Ereignis < Ereignis > eintritt [und die Bedingung < Bedingung >
erfu¨llt ist], geht es in den [Zustand] < Zustand > u¨ber. [28, S.3]
Durch den vorgegeben textuellen Rahmen ist sichergestellt, dass die Anforderung
auch fu¨r Laien lesbar ist, durch den schematischen Aufbau sind die Eindeutigkeit
und Mo¨glichkeit der automatische Verifikation gewa¨hrleistet. Die Lesbarkeit ha¨ngt
hierbei jedoch stark von der gewa¨hlten Textschablone ab.
Grafische Notationen
Grafische Notationsformen sollten insbesondere dann gewa¨hlt werden, wenn der
Sachverhalt durch natu¨rliche Sprache nur schwer auszudru¨cken ist und ihr Erstel-
lungsaufwand verha¨ltnisma¨ßig ist [51, S.221]. Dabei sind sie fu¨r viele Sachverhalte,
z. B. fu¨r die Architekturdarstellung, in der Regel kompakter als textuelle Notationen
und fu¨r den Leser auch einfacher zu erfassen, da eindeutig [44, S.9]. Als nachteilig
kann sich der unter Umsta¨nden hohe Erstellungsaufwand erweisen, welcher oftmals
geschultes Personal sowie spezielle Programme fu¨r die Erstellung erfordert. In der
Praxis findet man grafische Notationsformen oftmals bei der Darstellung von Soft-
warearchitekturen.
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Hybride Notation
Die meisten Notationen sind nicht eindeutig einer textuellen oder grafischen Nota-
tion zuzuordnen, oftmals verbinden sie beide Arten, um die Nachteile der jeweiligen
Notation auszugleichen [44, S.10]. In der Regel ist dabei eine der beiden Arten
dominant, wie zum Beispiel im Fall der UML die grafische Darstellungsvariante
u¨berwiegt, angereichert um textuelle Bestandteile.
Strukturierung
Notationen ko¨nnen hierarchisch gegliedert sein, was z. B. in der Automobilindus-
trie Anwendung findet. Dies erfolgt in der Regel durch gewa¨hlte U¨berschriften fu¨r
textuelle Anforderungen. Der Entwurf eines Systems kann hierbei nach Gajski et
al. aus verschiedenen Perspektiven erfolgen - verbreitet sind der Bottom-Up-Ansatz
sowie die Top-Down-Methode oder eine Mischung aus beiden (Meet-in-the-middle)
[16, S.35].
Wiederverwendung von Anforderungen
Durch die Wiederverwendung von Anforderungen von Softwarekomponenten erge-
ben sich eine Reihe von Vorteilen innerhalb des Entwicklungsprozesses. Komponen-
ten, die mit Anforderungsartefakten vergangener Projekte entwickelt wurden, weisen
eine ho¨here Reife auf, da sie bereits ausreichend verifiziert wurden und ko¨nnen somit
fu¨r Folgeprojekte wiederverwendet werden, was die Entwicklungszeit reduzieren und
die Produktivita¨t erho¨hen kann [51, S.454]. Dies erfordert allerdings variabel gehal-
tene Punkte innerhalb der Anforderungdefinition, um sie bei Bedarf an verschiedene
Bedingungen anpassen zu ko¨nnen. Dies ist insbesondere bei Produktlinien der Fall,
wie sie in der Automobilindustrie vorkommen [7, S.4].
3.3 Codegeneration in Verbindung mit MDSD
Die automatisierte Generation von Programmcode ist kein neues Konzept, es ist
eine der grundlegenden Mechaniken der Computertechnik. Schon bei der Assemb-
lerprogrammierung findet eine Transformation von Assemblercode in Maschinenco-
de statt und in klassischen Hochsprachen wie C/C++ wird vor der Erzeugung von
Bina¨rcode eine Zwischentransformation zu Assemblercode durchgefu¨hrt. Modellge-
triebene Softwareentwicklung fu¨gt dieser Kette einen weiteren Schritt hinzu und
erho¨ht die Abstraktionsebene nochmals. Im Folgenden soll der Stand der Technik der
Transformation von modellgetriebenen Sprachen auf ho¨here Programmiersprachen
(sogenannte Programmiersprachen der 3. Generation, kurz 3GL) erla¨utert werden.
Dabei wird ein Modell in einer doma¨nenspezifischen Sprache erstellt und auf eine an-
dere Hochsprache mit niedriger Abstraktionsebene transformiert, bekannte Beispiele
sind etwa die ADL oder auch Simulink. Ein praktisches Beispiel ist das Open Source
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Framework AndroMDA4, welches auf Basis von UML-Diagrammen Programmcode
fu¨r unterschiedliche Plattformen erzeugt, wie etwa J2EE oder .NET.
Bei der Umsetzung von MDSD werden in der Regel zwei Entwicklungsstra¨nge par-
allel verfolgt. Einer zur Entwicklung des Generators, ein weiterer zur Entwicklung
der Anwendung, welche der Generator erzeugen soll [52, S.232]. Voraussetzung ist
jedoch, dass die Notation der DSL bereits entwickelt wurde, damit die Anwendungs-
entwicklung auf dieser aufsetzen kann. Hierbei dienen die Daten der Anwendungs-
entwicklung auch gleichzeitig als Testdaten fu¨r den Generator-Entwicklungsstrang.
In der Praxis hat sich gezeigt, dass eine vollsta¨ndige Generation der Software oft-
mals nicht zielfu¨hrend ist, da es von der DSL eine vollsta¨ndige Umsetzung aller
beno¨tigter Sprachmittel erfordert, was wiederum zulasten der Klarheit der Sprache
geht. Vo¨lter und Stahl beschreibt, dass programmatische Konstrukten wie Schleifen
und Vergleichbares nicht Bestandteil einer DSL sein sollten, da mit ihnen eine Re-
duzierung der Lesbarkeit einhergeht [52, S.166].
Es hat sich gezeigt, dass die durchschnittliche Fehlerdichte durch den Einsatz von
MDSD und Code-Generationen von 0,23 auf 0,08 pro Function Point5 sinkt [33].
3.3.1 Konzeption einer DSL
Eine DSL ist immer die konkrete Umsetzung einer Modellsprache, welche wieder-
um von einer Metasprache abgeleitet werden kann. Wa¨hrend die Modellsprache die
grundlegende Struktur des Modells definiert, wird die konkrete Umsetzung um se-
mantische Bezeichner angereichert [52, S.108]. Im Falle eines Beispiels ko¨nnte das
bedeuten, dass eine abstrakte Sprache definiert, dass Objekte miteinander interagie-
ren ko¨nnen indem sie Nachrichten austauschen. Die konkrete Sprache wa¨re in diesem
Fall beispielsweise ein Fahrzeug, welcher mit einem anderen Fahrzeug innerhalb des
Modells kommuniziert. Dabei la¨sst sich die abstrakte Sprache jedoch auch fu¨r andere
konkrete DSLs nutzen. In einem anderen Modell auf Basis der abstrakten Sprache
definierten Regeln ko¨nnten auch zwei Flugzeuge miteinander kommunizieren, ohne
die Regeln der DSL zu verletzen, da die Beziehung zwischen den Objekten identisch
ist, die konkreten Objekte jedoch unterschiedlich. Die Metasprache abstrahiert die
Modellsprache nochmals um eine Ebene (siehe Abbildung 3.2). Dies ermo¨glicht z.
B. auch verschiedene Repra¨sentationen einer Modellsprache, wie etwa eine textuel-
le und eine grafische Modellsprache [52, S.109]. Weiterhin ist bei der Entwicklung
einer DSL darauf zu achten die Grundprinzipien der MDSD zu wahren. Die Mo-
dellsprache sollte daher nach Mo¨glichkeit kompakt ausfallen - man nennt sie auch
Mikrosprachen oder kleine Sprachen [11, S.2]. Weiterhin sollte sich die konkrete
DSL sich in ihrer Syntax den Bezeichern der Doma¨ne bedienen, um auch fu¨r Laien
klar versta¨ndlich zu bleiben. Vo¨lter und Stahl schreibt, die DSL sollte deklarativ
gehalten werden [52, S.166], es sollte daher vermieden werden mit Konstrukten aus
universellen Programmiersprachen aufzuladen.
4http://www.andromda.org/
5Bei der Function-Point-Methode handelt es sich um eine Metrik zur Beurteilung von Umfang
und Komplexita¨t von Softwarefunktionen.
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Abbildung 3.2: Abstraktionsstufen einer DSL nach Vo¨lter und Stahl [52, S.109]
3.3.2 Transformationsregeln
Die U¨berfu¨hrung von deklarativen Elementen in konkrete, programmatische Anwei-
sungen wird innerhalb der Transformationsregeln definiert. Die Daten des Modells
ko¨nnen hierbei mehrfach genutzt werden, um verschiedene Elemente des Sachver-
halts in eine 3GL Sprache zu u¨berfu¨hren [52, S.167]. Beispielsweise ko¨nnten im Fal-
le einer Generierung zu Simulink einmalig definierte Signalspezifikationen genutzt
werden, um alle Ports des Systems, die dieses Signal fu¨hren entsprechend zu spezi-
fizieren. Dabei werden in der Regel 60-80% einer Software automatisiert generiert,
in Ausnahmefa¨llen mehr, die restlichen 20-40% mu¨ssen noch manuell implementiert
werden [52, S.46]. Die Transformationsregeln sollten hierbei eine klare Trennung von
generiertem und manuellem Code vollziehen. Nach Vo¨lter und Stahl sollten alle Ele-
mente welche generiert werden, auch vollsta¨ndig generiert werden, da nachtra¨glich
notwendige A¨nderungen am generierten Code die Akzeptanz des Generators senken
[52, S.167]. Bei der Auswahl dessen, welche Teile einer Software generiert werden
sollten und welche handkodiert implementiert werden, schla¨gt Vo¨lter und Stahl vor,
einen groben Vergleich der notwendigen Implementierungsschritte in beiden Kon-
zepten vorzunehmen [52, S.168]. Nur wenn die Anzahl der Schritte in der DSL si-
gnifikant unter denen der handkodierten Methode liegt, sollte man die Entwicklung
von Transformationsregeln in Betracht ziehen.
3.3.3 Generation von Anforderungen
Das Generieren von Programmcode auf Basis von Softwareanforderungen wird be-
reits seit einigen Jahren praktiziert. Im Bereich der objektorientierten Zielsprachen
dominiert derzeit die Modellierungssprache UML. Seit Version 2 ist die UML in
der Lage sich durch das XMI-Austauschformat textuell interpretieren zu lassen [19,
S.795]. Bekannte Code-Generatoren sind hierbei etwa Enterprise Architect6 oder Er-
weiterungen fu¨r die Eclipse IDE, wie z. B. Eclipse UML Generators7. Zudem gibt
es bereits Konzepte fu¨r die U¨bertragung von Anforderungen in natu¨rlicher Sprache
zu Programmcode [15], jedoch unter Nutzung der UML.
6https://www.sparxsystems.de/uml/ea-function/
7https://www.eclipse.org/umlgen/
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3.3.4 Modelltransformationen zu MATLAB/Simulink
MATLAB/Simulink ist ebenfalls ein Softwarewerkzeug, welches sich u. a. den Mo¨g-
lichkeiten der automatischen Codegeneration bedient. Aus modellierten Simulink-
Systemen la¨sst sich C/C++-Code transformieren und in andere Softwareprojekte
einbinden. Die Gegenrichtung ist ebenso mo¨glich. Mithilfe von Model constructi-
on commands (MCCs) ko¨nnen Simulink-Modelle automatisch generiert oder um
zusa¨tzliche Informationen anreichert werden, was die Entwicklung von Modellen
vereinfachen kann. Die Nutzung von UML in Zusammenarbeit mit Simulink ist kein
neues Konzept, ha¨ufig werden in Projekten beide Modellierungssprachen genutzt,
um bestimmte Aspekte der zu entwickelnden Software darzustellen. Es gibt bereits
Ansa¨tze zur Transformation von Simulink-Modellen in die UML [49] und auch fu¨r
die umgekehrte U¨bertragung von UML zu Simulink-Modellen existieren konzeptio-
nelle Ansa¨tze von Foss et al. [14]. Eine vollsta¨ndig implementierte Transformation
von UML-Diagrammen zu Simulink-Modellen wurde nicht gefunden.
3.4 Fazit
Im Bereich der modellgetriebenen Softwareentwicklung dominiert die OMG mit
der Modellierungssprache UML [52, S.109]. Diese erscheint fu¨r die Generation zu
Simulink-Modellen als ungeeignet, da sich die Syntax von Simulink zu jener der
UML-Diagramme unterscheidet, wobei viele Diagramme Modellierungsschritte beno¨tigen,
welche im Kontext von Simulink entweder nicht mehr beno¨tigt werden oder in
ho¨herer Geschwindigkeit direkt erstellt werden ko¨nnen. Die Nutzung einer etablier-
ten, grafischen Modellierungssprache erscheint in Hinblick auf Simulink als Zielplatt-
form ungeeignet. Fu¨r textbasierte Zielplattformen kann die Nutzung einer grafischen
Modellierungssprache die U¨bersicht verbessern, im Falle von Simulink repra¨sentiert
das Simulink-Modell die Architektur bestmo¨glich. Durch die Nutzung von Polari-
on ALM als technische Plattform fu¨r das Anforderungsmanagement ist es mo¨glich,
eine eigene DSL kompakt umzusetzen. Polarion ALM als Metasprachenmodell zur
Anforderungsdarstellung zu Nutzen um eine eigene Modellsprache durch Anforde-
rungsbeziehungen zu etablieren. Weiterhin kann dabei auf Features der Plattform
wie etwa der automatischen Anforderungsversionierung zuru¨ckgegriffen werden. Ei-
ne textliche Anforderungsbeschreibung in tabellarischer Form entspricht dabei dem
Standard der Automobilindustrie.
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Im folgenden Kapitel sollen die theoretischen Konzepte des Pflichtenhefts sowie ih-
re U¨bertragungsregeln in Simulink spezifiziert werden. Dabei wurde zuna¨chst ein
Pflichtenheftkonzept entwickelt, welches sich an ga¨ngigen Industriestandards orien-
tiert und um Attribute fu¨r die Generation angereichert wurde. Daraufhin wurden
U¨bertragungsregeln der Informationen in ein MATLAB/Simulink -Modell erstellt.
Abschließend werden Kontrollmechanismen zur Einhaltung der ISO-26262 erla¨utert
und u¨brige manuelle Schritte aufgezeigt. Nicht beru¨cksichtigt werden Randinforma-
tionen wie etwa Meilensteine, Abnahmekritierien und andere, nicht-technische Be-
standteile des Pflichtenhefts. Diese unterscheiden sich von Projekt zu Projekt und
sind oftmals auch von den individuellen Wu¨nschen der Stakeholder abha¨ngig. Das
entwickelte Konzept la¨sst sich allerdings um zusa¨tzliche Anforderungstypen und In-
formationen erga¨nzen, insofern diese nicht in Konflikt mit der Softwaregeneration
stehen.
4.1 Konzeption von DSL und Generator
Die teilautomatisierte U¨bertragung von Kundenanforderungen zu ISO-26262 -kon-
formen Simulink-Modellen erfordert die Definition einer formellen DSL, als auch eine
technische Plattform, welche die Darstellung der Anforderungen erlaubt und das Me-
tasprachenmodell bereitstellt. Eine ho¨here Formalita¨t der Anforderungen fu¨hrt zu
einer zeitlichen Streckung der Konzeptionsphase und erho¨ht die Anforderungen an
den Systementwickler. Um dennoch eine Verku¨rzung der gesamten Entwicklungs-
zeit zu erreichen, darf die Erstellung der Anforderungen nicht u¨ber dem zeitlichen
Aufwand einer Implementierung in MATLAB/Simulink liegen. Eine Lo¨sung liegt
in der Nutzung von Prinzipien der modellgetriebenen Softwareentwicklung: Es wer-
den nur jene Teile der Software innerhalb des Models entwickelt, welche auch eine
Verku¨rzung der Entwicklungszeit erwarten lassen. Daraus ergibt sich, dass identische
Informationen in der zu entwickelnden DSL kompakter und allgemeiner dargestellt
ausfallen mu¨ssen, als eine informelle Beschreibung und folgende manuelle Imple-
mentierung in MATLAB/Simulink. Daru¨ber hinaus sorgt die Transformation von
formellen Anforderungen fu¨r die Einhaltung von der ISO-26262 geforderten Nota-
tionen an das Architekturdesign (Tabelle 2.3) sowie Gestaltungsrichtlinien (Tabelle
2.2). Als technische Plattform zum Requirement management fu¨r diese Arbeit wurde
Polarion ALM von Siemens gewa¨hlt, da es sowohl u¨ber eine Web-API als auch u¨ber
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die Mo¨glichkeit verfu¨gt, Anforderungen grafisch und textlich darzustellen. Zuna¨chst
wurde ein Pflichtenheftkonzept in Anlehnung an ga¨ngige Industriepflichtenhefte er-
stellt. Hierbei wurde eine vollsta¨ndig textliche Darstellungsform des Pflichtenhefts
gewa¨hlt, da es dem Standard der Automobilindustrie mit DOORS als RM-Werkzeug
nahe kommt und die Software nach ihrer Generierung in Form grafischer Modelle
vorliegt. Daher wurde die Nutzung von Notationen wie etwa der UML oder SysML
als nicht erforderlich angesehen, da das Simulink-Modell die Architektur und das
Verhalten des Systems bereits bestmo¨glich beschreibt. Zusa¨tzlich hat sich gezeigt,
dass ga¨ngige Notationen bei syntaktischer Wohlgeformtheit Modellierungselemente
besitzen, die nicht zur Generierung erforderlich sind oder Sachverhalte, welche in
Simulink direkt dargestellt werden ko¨nnen, in zwei (oder mehr) separaten Diagram-
marten modelliert werden mu¨ssen. Erscheint beispielsweise auf dem ersten Blick das
Komponentendiagramm der UML als geeignet zur Architekturmodellierung, so fa¨llt
in der Praxis auf, dass die Modellierung von Schnittstellen mit ga¨ngigen Werkzeugen
- wie etwa Enterprise Architect - u¨ber mehr Modellierungsschritte verfu¨gt als die Mo-
dellierung der Software direkt in Simulink. Die Modellierung von Logik-Anweisungen
in UML-Aktivita¨tsdiagrammen ist deutlich langsamer als eine textbasierte Darstel-
lungsform.
4.1.1 Konzeptvorstellung
In Abbildung 4.1 ist eine Gesamtu¨bersicht u¨ber entwickelte Konzept zu sehen. Hier-
bei wurde ein Generator entwickelt, welcher Anforderungselemente aus Polarion
ALM ausliest und zuna¨chst in eine Zwischenstruktur u¨berfu¨hrt, welche mit den
extrahierten Daten leicht zu bilden ist. Auf Basis dieser Zwischenstruktur werden
anschließend MCCs entwickelt und an die MATLAB-API gesendet. In den folgen-
den Kapiteln wird zuna¨chst die DSL entwickelt, umgesetzt durch die Definition
von eigenen Anforderungstypen, die mit anderen Anforderungselementen in Bezie-
hung stehen. Weiterhin wurden fu¨r alle Anforderungstypen eigene Attribute ver-
geben (siehe Kapitel 4.2.1). Im Folgenden wurden Transformationsregeln von der
Anforderung hin zum Modell in MATLAB/Simulink festgelegt. Dies wird in Kapitel
4.3 ausfu¨hrlich dargestellt.
Abbildung 4.1: Konzeptzeichnung des umgesetzten Konzepts
40
4 Theoretische Ausarbeitung eines Transformationskonzepts
4.2 Anforderungsspezifikationen
Im folgenden Kapitel wird ein konzeptionelles Anforderungs- und Pflichtenheftsys-
tem entwickelt, welches als Basis fu¨r die Generation dienen kann.
Konzeption
Bei der Konzeption des Pflichtenhefts wurden industrienahe Pflichtenhefte gesich-
tet und ausgewertet. Strukturen eingebetteter Systeme (Kap. 2.2) finden sich auch
in den Pflichtenheften wieder, indem Softwarekomponenten in einzelne Module zer-
legt und hierarchisch angeordnet werden. Kapeller schla¨gt eine Trennung zwischen
Verhaltens- und Architekturbeschreibung vor und gliedert diese der Gro¨ße nach in
System, Subsysteme und Funktionen auf [28]. Diese Struktur eignet sich gut fu¨r
Architekturanforderungen, was zahlreiche Praxisbeispiele anhand der UML bele-
gen. Basierend auf den in Kapitel 2.2.3 (Beschreibung reaktiver Systeme) vorgestell-
ten Klassifizierungen von funktionalen Anforderungen wurde ein Anforderungskon-
zept erstellt, das eine teilautomatisierte Generierung von Simulink-Modellen erlaubt.
Zusa¨tzlich beru¨cksichtigt wurden Softwaregestaltungsrichtlinien der ISO-26262 , so
ist etwa fu¨r jede Anforderung ein ASIL festzulegen, anhand der sie auf Wohlgeformt-
heit gepru¨ft werden kann, wenn es das Konzept zula¨sst. Die Konzeption erfolgt auf
Grundlage von ASIL-D und wird fu¨r niedrigere Levels abgestuft.
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4.2.1 Strukturkonzept eines Pflichtenhefts
Das im Folgenden vorgestellte Konzept orientiert sich an industriellen Pflichtenhef-
ten fu¨r Funktionssoftware der Automobilbranche. Es gliedert sich in fu¨nf Oberka-
tegorien: Allgemeine Informationen, die Kundenfunktion, eine Auflistung aller Pa-
rameter sowie Signale, welche den Hauptbestandteil des Pflichtenhefts darstellen.
Abgeschlossen wird es mit einem optionalen Anhang. In den folgenden Kapiteln
werden die einzelnen Elemente des Pflichtenheftskonzept mit ihren Attributen de-
tailliert beschrieben und Syntaxregeln der DSL festgelegt. Die Hinweise von Kapeller
[28] und das Pflichtenheft der Universita¨t Kiel [3] dienten hierbei als Orientierung.
1. Allgemeine Informationen
1.1. ....
1.2. ....
2. Kundenfunktion < Name >
2.1. Feature-Funktion < Name1 >
2.1.1. Eingangssignale
2.1.2. Ausgangssignale
2.1.3. Entwicklungssignale
2.1.4. Funktionale Anforderungen
2.1.5. Nicht-Funktionale Anforderungen
2.2. ...
2.3. Feature-Funktion < Namen >
3. Parameterspezifikationen
3.1. Parameter < Name1 >
3.2. ...
4. Signalspezifikationen
4.1. Signal < Name1 >
4.2. ...
5. Anhang
5.1. Randbedingungen
5.2. Funktionale Module
5.2.1. Modul Name
5.2.2. ...
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4.2.2 Allgemeine Informationen und U¨berschriften
Allgemeine Informationen sollen eine informelle Beschreibung der Software bieten,
u¨ber verwendete Abku¨rzungen in den Anforderungenspezifikationen informieren und
Stakeholdern einen schnellen U¨berblick u¨ber die Software bieten. Zur Untergliede-
rung von Informationen werden noch U¨berschriften hingefu¨gt, welche eine schnel-
lere U¨bersicht bieten sollen. Sie sind nicht Bestandteil der Anforderungen, sondern
erga¨nzen diese nur.
4.2.3 Kundenfunktionen
Eine Kundenfunktion beschreibt die vom Kunden gewu¨nschte Funktionalita¨t auf
dem Function-Level und wird durch eine endliche Menge von Process-Level Anforde-
rungen verfeinert (siehe Kapitel 4.2.4). Hierbei wird eine hierarchische Darstellungs-
weise gewa¨hlt, da sie eine leichtere Transformation in MATLAB/Simulink ermo¨glicht
und von der ISO-26262 als Softwarearchitekturdesign fu¨r alle ASIL empfohlen wird.
Die Kundenfunktion entspricht daher dem Wurzelelement einer Reihe von Feature-
Funktionen, wobei fu¨r jedes Pflichtenheft nur eine Kundenfunktion vorgesehen ist.
Bezugnehmend auf Tabelle 2.2 wird mit einer hierarchischen Anordnung von Soft-
warekomponenten eine geringere Komplexita¨t der Software nach ISO-26262 un-
terstu¨tzt. Die Kundenfunktion unterscheidet sich von der Feature-Funktion das sich
in ihr nur Architektur- und Signalflussinformationen befinden, aber keine Verhal-
tensbeschreibung.
Attribute - Kundenfunktion
Fu¨r jede Kundenfunktion werden eine Reihe von Attributen beno¨tigt. Dies sind so-
wohl Unteranforderungen als auch zusa¨tzliche Informationen, welche die Generation
unterstu¨tzen. Folgende Attribute wurden zur Beschreibung von Kundenfunktionen
definiert.
• Name
Ein frei wa¨hlbarer Name der Kundenfunktion.
• Feature-Funktionen
Beinhaltet eine Menge von Feature-Funktionen, die das Verhalten der Funktion
implementieren.
• Nicht-Funktionale Anforderungen
Beschreibt nicht-funktionale Anforderungen zur Kundenfunktion informell.
• Beschreibung
Beschreibt informell den Zweck sowie das Verhalten der Kundenfunktion fu¨r
Stakeholder.
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• Informationen
Beschreibt zusa¨tzliche Informationen, Randbedingungen sowie Kommentare
zu der Kundenfunktion, welche nicht Teil der Anforderungen sind.
• ASIL
Beschreibt das ASIL der Kundenfunktion.
Die Unterstu¨tzung von Parametern auf Kundenfunktionsebene ist nicht notwen-
dig, da auf dieser Ebene kein Systemverhalten stattfindet, sondern Signale nur an
Feature-Funktionen weitergeleitet werden.
Namenskonventionen - Kundenfunktion
Die Benamung der Kundenfunktion kann frei gewa¨hlt werden, sie sollte das System
zweckma¨ßig beschreiben und innerhalb der Anforderungen eindeutig sein.
4.2.4 Feature-Funktion
Die Feature-Funktion entspricht einer Softwarekomponente auf Process-Level und
verfeinert die Kundenfunktion. Sie entspricht einer der Kundenfunktion untergeord-
neten Softwarekomponente, implementiert das Verhalten des Gesamtsystems und
beinhaltet weitere Anforderungen auf Process-Level. Dabei handelt es sich bei der
Feature-Funktionsebene, ebenfalls wie bei der Kundenfunktion, auch um eine reine
Architektur- und Datenflussebene. Logikanweisungen werden erst von der darunter-
liegenden Ebene in Form funktionaler Anforderungen ausgefu¨hrt.
Attribute - Feature-Funktion
Folgende Attribute wurden fu¨r Feature-Funktionen definiert:
• Name
Name der Feature-Funktion.
• Interface
Das Interface einer Feature-Funktion definiert die ein- und ausgehenden Si-
gnale. Die Spezifikation der Signale erfolgt in einer separaten Anforderung,
um diese in mehreren Softwarekomponenten nutzen zu ko¨nnen. Jedem Signal
wird eine Rolle als Ein- und Ausgang in Bezug auf die entsprechende Feature-
Funktion zugeordnet.
• Funktionale Anforderungen
Die Funktionalen Anforderungen definieren das Verhalten des Modells.
• Nicht-Funktionale Anforderungen
Nicht-Funktionale Anforderungen der Featurefunktion werden informell be-
schrieben und erga¨nzen das Pflichtenheftkonzept.
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• Beschreibung
Beschreibt den Zweck der Softwarekomponente informell.
• ASIL
Beschreibt das ASIL der Feature-Funktion.
Namenskonventionen - Feature-Funktion
Feature-Funktionen sind anhand ihres Namens erkennbar und sollten ein Ku¨rzel ih-
rer u¨bergeordneten Kundenfunktion beinhalten. Der Name kann hierbei frei gewa¨hlt
werden und auch optionale weitere Namensbestandteile beinhalten, etwa fu¨r la¨ngere
Namen oder um Verbundgruppen von Feature-Funktionen zu kennzeichnen. Als Na-
mensschema fu¨r Feature-Funktionen wurde festgelegt:
prefix corefunc name postfix
Dabei wurden fu¨r die einzelne Namensbestandteile folgende Konvention definiert:
Prefix Corefunc Name Postfix
swc = SoftwareKomponente Ku¨rzel der Name der Software- optional
Kundenfunktion komponente
Konsistenzpru¨fungen - Feature-Funktion
Um die Anforderungen der ISO-26262 hinsichtlich Architekturdesign zu erfu¨llen, fin-
den auf Ebene der Feature-Funktionen grundlegende Designpru¨fungen statt. Dabei
wird die Anzahl der unterliegenden Systeme und Signale begrenzt auf einen beliebi-
gen aber festen Grenzwert hin u¨berpru¨ft. Weiterhin soll auf unverbundene Signale
hingewiesen und unvollsta¨ndig implementierte Systeme farblich gekennzeichnet wer-
den. Auf Feature-Funktionsebene sollte weiterhin keine Verhaltensimplementierung
stattfinden. Zusa¨tzlich muss jeder Softwarekomponente ein ASIL zugewiesen werden.
4.2.5 Funktionale Anforderungen
Eine Funktionale Anforderung soll das Verhalten einer Feature-Function beschrei-
ben, wobei eine Feature-Funktion beliebig viele Funktionale Anforderungen imple-
mentieren kann. Diese sollen sowohl formell als auch informell formuliert werden
ko¨nnen, wobei bei einer formellen Beschreibung eine Notation gewa¨hlt werden soll,
welche automatisiert erfassbar ist. Die gewa¨hlte Notation soll dabei einfach gehalten
sein und u¨ber einen begrenzten Sprachumfang verfu¨gen. Die Berechnung von Signa-
len auf Basis arithmetischer und logischer Operatoren sowie Fallunterscheidungen
ist mo¨glich, nicht aber kompliziertere Mechaniken wie etwa Schleifen. Diese sollen
informell beschrieben werden.
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Attribute - Funktionale Anforderungen
Folgende Attribute wurden fu¨r Funktionale Anforderungen definiert:
• Name
Der Name der Funktionalen Anforderung muss nach einem vorgegebenen Na-
mensschema erstellt werden.
• Verhaltensanweisung
Die Verhaltensanweisung kann sowohl formell als auch informell beschrieben
werden
• Automatische Generierung
Ein boolscher Wert, welcher die Anforderung als automatisch generierbar kenn-
zeichnet.
Verhalten - Funktionale Anforderungen
Im Rahmen der Generierung von funktionalen Anforderungen ist es mo¨glich einfa-
che Anweisungen direkt in ein Simulink-Modell umzuwandeln, zusa¨tzlich zur Un-
terstu¨tzung von informeller Prosa. Insbesondere auf feingranularer Ebene kann die
Verhaltensbeschreibung in Pseudo-Code kompakter sein als Prosa. Fu¨r die Darstel-
lung von arithmetischen und logischen Gleichungen wurde eine an C angelehnte
Syntax gewa¨hlt, welche eine einfache Lesbarkeit bietet, als auch in einen Syntax-
baum umgewandelt werden kann, der wiederum eine einfache U¨bertragung in ein
Simulinkmodell ermo¨glicht. Zusa¨tzlich zur Verhaltensbeschreibung der Anforderun-
gen soll eine optionale informelle Beschreibung des Verhaltens angegeben werden
ko¨nnen, welche u¨ber Informationselemente realisiert wurden, die einer Funktionalen
Anforderung zugeordnet werden ko¨nnen. Wenn der Wahrheitswert fu¨r die automa-
tische Generierung nicht gesetzt wurde, kann die Verhaltensbeschreibung fu¨r einen
informellen Text genutzt werden.
Handelt es sich um eine generierbare Anforderung, so muss ihr Aufbau entweder
einer im Folgenden definierten Anweisung oder Fallunterscheidung entsprechen.
Anweisungen - Funktionale Anforderungen
Anweisungen sind nach dem folgenden Schema aufgebaut, wobei es immer n-1 Ope-
ratoren gibt, wenn n die Anzahl der Operanden ist.
< Ausgang >:=< Operand >< Operator >< Operand > ...
Dabei kommen fu¨r die Elemente der arithmetisch/logischen Beschreibung folgende
Elemente in Frage:
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Operand Operator Ausgang
Signal Addition/Substraktion Signal
Konstante Multiplikation/Division
Parameter Logische Operatoren
Nummerischer Wert Vergleichsoperatoren
Funktion
Erga¨nzend soll noch die Nutzung von Klammersetzung innerhalb der Gleichung
zugelassen und ausgewertet werden sowie eine an der Programmiersprache C ori-
entierende Priorisierung der Operatoren, allerdings mit einem reduzierten Operato-
rensatz. Eine vollsta¨ndige Auflistung der Operatoren sind in Tabelle 4.1 zu sehen.
Das negative Vorzeichen und die Subtraktion sind beide mit dem Symbol Minus (-)
gekennzeichnet. Eine eindeutige Zuordnung findet u¨ber ihre Anwendung statt. Steht
ein Minus-Symbol zwischen zwei Operanden, ist es als Subtraktion zu interpretieren,
ist es innerhalb einer Formel fu¨hrend (−a+ b) oder folgt es auf einen anderen Ope-
rator (a+−b), wird es als negatives Vorzeichen interpretiert. Erga¨nzend ist noch die
Operator Zeichen Priorita¨t Ausgabedatentyp
Nicht
Negatives Vorzeichen
!
-
1 Integer/Float/Boolean
Multiplikation
Division
Modulo
*
/
%
2 Integer/Float
Addition
Substraktion
+
-
3 Integer/Float
Kleiner
Kleiner-Gleich
Gro¨ßer
Gro¨ßer-Gleich
Gleich
Ungleich
<
<=
>
>=
==
!=
4 Boolean
Nicht-Exklusives-Oder
Exklusives-Oder
Nicht-Und
Nicht-Oder
Und
Oder
nxor
xor
nand
nor
and
or
5 Boolean
Zuweisung := 6 Integer/Float/Boolean
Tabelle 4.1: Auflistung aller Operatoren zur Beschreibung von Funktionalen Anfor-
derungen.
Nutzung ausgewa¨hlter einstelliger Operanden wie z. B. Sinus und Cosinus mo¨glich.
Sie werden in der Formel auf Anweisungen und einzelne Operanden angewandt und
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nach dem Schema einstelligerOperator(< Anweisung > / < Operand >) inner-
halb einer Anweisung genutzt. Daher fu¨hrender einstelliger Operator, gefolgt von ei-
ner Anweisung oder einem Operanden umschlossen von Klammern. Eine vollsta¨ndige
Auflistung aller unterstu¨tzten einstelligen Operanden ist in Tabelle 4.2 abgebildet.
Um Fehlinterpretationen von textuellen Operatoren wie abs innerhalb eines Ope-
randen zu vermeiden, muss vor und nach dem Operator ein Leerzeichen stehen.
Operand Ku¨rzel Erkla¨rung
Nicht ! Nicht-Operator - nur fu¨r boolsche Werte
Substraktion - Substraktion - nur fu¨r nummerische Werte
Absolute abs Absolutwert eines nummerischen Wertes
Sinus sin Sinuswert eines nummerischen Wertes
Cosinus cos Cosinuswert eines nummerischen Wertes
Wurzel sqrt Wurzelwert eines nummerischen Wertes
Tabelle 4.2: Einstellige Operatoren auf Operanden und Unteranweisungen
Fallunterscheidungen - Funktionale Anforderungen
Fallunterscheidungen erfolgen nach einem a¨hnlichen Muster wie aus bekannten Pro-
grammiersprachen (siehe Listing 4.1) mit einleitendem IF -Block sowie optionalen
ELSE-IF - sowie ELSE -Blo¨cken. Die Bedingung zur Fallunterscheidung kann dabei
eine beliebige Anweisung ohne Ausgangswert sein, allerdings muss sich ihr Ausga-
bewert in einen boolschen Wert auflo¨sen lassen ko¨nnen (a + b >= 0). Alle Anwei-
sungen einer Fallunterscheidung werden nach dem oben erwa¨hnten Schema erstellt
und sollen einem von der Feature-Funktion bereitgestellten Signalausgang zugewie-
sen werden ko¨nnen, wobei der Ausgang fu¨r jede Anweisung eines Zweiges identisch
sein muss. Um die Eindeutigkeit der Anforderung zu gewa¨hrleisten, ist auch nur
eine Anweisung pro Fallunterscheidung zugelassen. Ein Semikolon am Ende jeder
Anweisung kennzeichnet das Ende dieser und erlaubt es dem Nutzer danach einen
Kommentar zur Zeile zu verfassen.
1 IF (<Bedingung>) THEN
2 <Anweisung>;
3 ELSE IF(<Bedingung>) THEN
4 <Anweisung>;
5 ELSE IF . . .
6 . . .
7 ELSE
8 <Anweisung>;
9 END
Listing 4.1: Darstellungskonzept fu¨r Fallunterscheidungen
48
4 Theoretische Ausarbeitung eines Transformationskonzepts
Informelle Beschreibungen von funktionalen Anforderungen
Informelle Beschreibungen spezifizieren das Verhalten des Moduls fu¨r menschliche
Nutzer versta¨ndlich und ko¨nnen in Prosa verfasst werden. Dem Nutzer werden hier-
bei keine Vorschriften u¨ber die textliche Gestaltung gemacht.
Konsistenzpru¨fungen - Funktionale Anforderungen
Vor ihrer Generation soll jede funktionale Anforderung auf grundlegende Wohlge-
formtheit gepru¨ft werden. So muss jede Funktionale Anforderung u¨ber einen gu¨ltigen,
eindeutigen Namen verfu¨gen, verwendete Signale mu¨ssen von der u¨bergeordneten
Feature-Funktion bereitgestellt und ausreichend spezifiziert sein. Weiterhin sollen
genutzte Konstanten ebenfalls im Kontext der Kundenfunktion bekannt sein, selbi-
ges gilt fu¨r verwendete Parameter. Fu¨r einzelne Anweisungen mit Zuweisung darf
auf der linken Seite nach der Zuweisung nur ein einziges Signal stehen und keine
weiteren Operanden oder Operatoren. Alle verwendeten Operatoren mu¨ssen zu ih-
ren Operanden kompatibel sein, es du¨rfen beispielsweise keine boolschen Signale
addiert werden. Wenn es sich um eine Fallunterscheidung handelt, wird das Vorhan-
densein der Schlu¨sselwo¨rter IF, THEN, ELSE und END gepru¨ft - Bedingung einer
minimalen Fallunterscheidung.
4.2.6 Nicht-Funktionale Anforderungen
Nicht-Funktionale Anforderungen werden informal beschrieben, sind allerdings nicht
Bestandteil der Generation. Es wird davon ausgegangen, dass die darunterliegende
Plattform (Simulink) diese bereits erfu¨llt, beziehungsweise durch die Beschaffen-
heit von Funktionalen Anforderungen mitrealisiert werden. In letzterem Fall mu¨ssen
Requirement-Traceability-Informationen manuell hinzugefu¨gt werden.
4.2.7 Signalspezifikationen
Eine Signalspezifikation beschreibt ein Signal eindeutig und kann beliebig vielen
Feature-Funktionen zugeordnet werden und verfu¨gen u¨ber ein Attribut, welches sie
als globales Eingangs-, Ausgangs-, Entwicklungssignal oder internes Signal kenn-
zeichnet. Eingangssignale werden der Feature-Funktion von der Kundenfunktion
bereit gestellt und ausgehende Signale an die Ausgangsschnittstelle eben dieser
weitergeleitet. Interne Signale dienen zur Kommunikation der Feature-Funktionen
untereinander. Entwicklungssignale sind ebenfalls Ausga¨nge der Feature-Funktion,
dienen allerdings nur als Datenabgriffschnittstelle fu¨r Testfa¨lle und werden eben-
falls nicht nach außen an die Kundenfunktion oder an andere Feature-Funktionen
gefu¨hrt. Um Schnittstellen kompakt zu halten, lassen sich mehrere Signalspezifika-
tionen als Bus zusammenfassen, welcher anschließend wie ein Signal genutzt werden
kann. In funktionalen Anforderungen ko¨nnen Signalnamen wie Variablen eingesetzt
werden. Das System soll selbststa¨ndig entsprechende Ein- und Ausga¨nge erstellen
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und Linien ziehen. Ist das Signal in einem Bus eingebettet, so soll es selbststa¨ndig
extrahiert werden.
Attribute - Signalspezifikationen
Jedes Signal muss, gekennzeichnet durch seinen Namen, systemweit eindeutig sein
und verfu¨gt u¨ber eine Reihe an Attributen. Handelt es sich um einen Bus, ist nur
ein eindeutiger, konformer Name und eine Beschreibung sowie mindestens ein Un-
tersignal erforderlich. Folgende Attribute wurden ermittelt. Attribute der Signals-
pezifikation sind in Abbildung 4.2 zusammengefasst.
Signal
Name IstBus
Untersignale
Beschreibung IstEinzelsignal
Datentyp Wertebereich
ASIL Signaltyp
Abbildung 4.2: Attribute von Signalen - rot markierte Attribute sind nur verpflich-
tend anzugeben, wenn ihr u¨bergeordneter Wert gesetzt wurde.
Namenskonventionen - Signalspezifikationen
Jedes Signal tra¨gt einen eindeutigen Namen, der eine Reihe an Signalinformationen
transportiert, welche fu¨r die Nutzung in einem Simulink-Kontext sinnvoll erscheinen.
Daher wurde folgender Signalaufbau fu¨r Simulink-Signale festgelegt:
prefix datatype corefunc name postfix
Das Postfix ist hierbei optional und kann frei genutzt werden, etwa wenn der Signal-
name aus mehreren Bestandteilen besteht oder wenn beispielsweise eine Maßeinheit
des Signals angezeigt werden soll. Folgende Konvention wurde fu¨r die einzelnen Be-
standteile des Namens festgelegt:
Prefix Datatype Corefunc Name Postfix
s = Signal b = boolean Ku¨rzel des Name des Optional
sb = Signalbus i = integer Wurzelmoduls Parameters Einheit
f = float
c = char/string
4.2.8 Parameter
Parameter entsprechen Hilfsvariablen und werden in der Regel vor der Integrati-
on fest definiert, sollen aber die Anpassbarkeit der Software an neue Umsta¨nde
gewa¨hrleisten. Bei der Auswahl der Attribute wurde sich an den Attributen des
Simulink-Datentyp Parameter orientiert, um die Transformationsregeln einfach zu
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gestalten. Jeder Parameter ist fu¨r das gesamte System gu¨ltig und sollte daher eindeu-
tig benannt werden. Da Parameter in der Regel im Zusammenhang zu anderen Wer-
ten stehen, soll auch eine Maßeinheit optional angegeben werden ko¨nnen. Jeder Pa-
rameter wird unterschieden zwischen Coding-Parameter, Configuration-Parameter
und Adjustment-Parameter. Dabei beschreibt der Configuration-Parameter die rele-
vanten Werte der Funktion, der Coding-Parameter, ob die Funktion einkodiert wird,
also dem Endkunden zu Verfu¨gung gestellt wird und die Adjustment-Parameter er-
lauben dem Endkunden eine nachtra¨gliche Abschaltung der Funktion. Die Parameter
sollen sich im Simulink-Modell wiederfinden.
Attribute - Parameter
Sowohl fu¨r die Generierung als auch fu¨r die manuelle Entwicklung ist die Spezi-
fikation von Parameterattributen unerla¨sslich, wobei einige Attribute als optional
deklariert werden ko¨nnen. Jeder Parameter verfu¨gt u¨ber einen eindeutigen Namen
als auch eine zugeho¨rige Beschreibung sowie einen Parametertyp und Datentyp. Um
dem Integratoren bei der Parameterabstimmung einen sinnvollen Rahmen vorzu-
geben, ko¨nnen auch Minimal- und Maximalwerte des Parameters angeben werden.
Eine U¨bersicht aller Parameter ist in Abbildung ?? gegeben.
Parameter
Name Beschreibung Parametertyp Datentyp Wertebereich
Minimal Maximal
ASIL
Abbildung 4.3: Attribute von Parametern - rot markierte Attribute sind optional.
Namenskonventionen - Parameter
Die Namenskonventionen fu¨r Parameter sind identisch zu denen von Signalen, nur
ihr Pra¨fix unterscheidet sich. Folgender Aufbau wurde gewa¨hlt:
prefix datatype corefunc name postfix
Dabei haben die einzelnen Kategorien folgendendes Namensschema:
Prefix Datatype Corefunc Name Postfix
p = Parameter b = boolean Ku¨rzel der Name des Optional
i = integer Kundenfunktion Parameters Einheit
f = float
c = char/string
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Anhang
Im Anhang ko¨nnen zusa¨tzliche und erga¨nzende Anforderungen oder Informationen
untergebracht werden. Dies ko¨nnen z. B. weitere Anforderungstypen, funktionale
Module, angeha¨ngte Grafiken und allgemeine Informationen sein.
4.3 U¨bertragung des Pflichtenhefts in Simulink
Im folgenden Kapitel sollen die Transformationsregeln zu MATLAB/Simulink fu¨r die
jeweiligen Anforderungstypen spezifiziert werden. Da die automatisierte Erstellung
von Simulink-Modellen u¨ber MCCs erfolgt, soll zuna¨chst die Repra¨sentation der
Anforderungen mit ihren Attributen in einem Simulink-Modell aufgezeigt werden
und darauf folgend auch grundlegende MCCs zu ihrer Erstellung. Alle Blo¨cke be-
kommen nach Mo¨glichkeit den Namen ihrer Anforderung zugeordnet. Ist eine Zuord-
nung nicht eindeutig mo¨glich, beispielsweise bei funktionalen Anforderungen, die sich
aus mehreren Blo¨cken zusammensetzen, sollen diese in einem u¨bergeordneten Sys-
tem zusammengefasst werden. Systeme, welche Kunden- oder Feature-Funktionen
beinhalten, bekommen daher auch den Namen ihrer Anforderung. Weiterhin soll
jeder Block mit der Beschreibung ihrer prima¨ren Anforderung versehen werden,
der Anforderung, von der ihre Attribute abgeleitet werden. Ein Signalport einer
Feature-Funktion ko¨nnte sowohl den Beschreibungstext der Feature-Funktion als
auch der zugeho¨rigen Signalspezifikation tragen, da sich die Attribute des Blocks
allerdings von den Signalspezifikationen ableiten, wird die Beschreibung dieser ge-
nutzt. Erga¨nzend soll jeder Block mindestens Requirement-Traceability-Informationen
seiner prima¨ren Anforderung tragen.
Kundenfunktionen
Kundenfunktionen implementieren eine vom Kunden gewu¨nschte Funktion und stel-
len die oberste Hierarchieebene des Modells dar. Ihre Ein- und Ausga¨nge werden von
den darunterliegen Feature-Funktionen abgeleitet. Dabei gilt, dass alle Einga¨nge von
Feature-Funktionen, welche nicht von einer anderen Feature-Funktion als Ausgang
bereitgestellt oder als Entwicklungs- beziehungsweise internes Signal gekennzeichnet
sind, als Eingangsport fu¨r die Kundenfunktion implementiert werden. Analog verha¨lt
es sich fu¨r Ausga¨nge, es werden allen ausgehenden Signalen Feature-Funktionen als
Ausgang bereitgestellt, welche nicht Eingang einer anderen Feature-Funktion sind.
Die Implementierung der Kundenfunktion soll als System in der obersten Ebene
des Modells erfolgen und keine weiteren Kundenfunktionen auf dieser Ebene imple-
mentieren. Beim Anlegen eines System in Simulink mittels des Befehls add block()
(siehe Listing 4.2) wird auch jeweils ein zugeho¨riger Ein- und Ausgang angelegt.
Diese werden im Folgenden gelo¨scht und die Signale-Ports nach der Generierung
der Feature-Funktionen hinzugefu¨gt. Beispielcode zum Anlegen von Ports ist im
Abschnitt 4.3 Signale zu sehen.
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1
s_i_Signal_E
1
s_i_Signal_A
s_i_Signal_A
s_i_Signal_B
s_i_Signal_C
s_i_Signal_Y
s_i_Signal_Z
Feature-Funktion_#1
s_i_Signal_Z
s_i_Signal_C
s_i_Signal_D
Feature-Funktion_#2
s_i_Signal_D s_i_Signal_E
Feature-Funktion_#3
2
s_i_Signal_C
3
s_i_Signal_B
2
s_i_Signal_Y
Abbildung 4.4: Signalfu¨hrungskonzept der Kundenfu¨hrung beispielhaft dargestellt.
1 add block ( ’ s imul ink /Ports & Subsystems/Subsystem ’ ,PATH) ;
2 d e l e t e l i n e (PATH, ’ In1 /1 ’ , ’Out1/1 ’ ) ;
3 d e l e t e b l o c k ( s t r c a t (PATH, ’ / In1 ’ ) ) ;
4 d e l e t e b l o c k ( s t r c a t (PATH, ’ /Out1 ’ ) ) ;
Listing 4.2: MCC zum Anlegen eines Subsystems
Feature-Funktionen
Eine Feature-Funktion wird als System unterhalb der Kundenfunktion implemen-
tiert und beinhaltet weitere funktionale Anforderungen sowie eine spezifizierte An-
zahl an Signalen als Ein- und Ausgang. In Simulink wird fu¨r jede einzelne Feature-
Funktion ein System innerhalb des Kundenfunktionssystems angelegt und fu¨r jedes
ihr zugeordnete Signal als Ein- bzw. Ausgangsblock mit den Attributen der Signals-
pezifikationen realisiert. Jede funktionale Anforderung wiederum wird als Subsystem
der Feature-Funktion implementiert, nicht generierbare Funktionen sollen optional
als rot gefa¨rbtes System auf unvollsta¨ndig implementierte Anforderungen hinweisen.
Auf Ebene der Feature-Funktionen finden sich keine logischen Anweisungsblo¨cke.
1
s_i_Signal_Z
1
s_i_Signal_A
s_i_Signal_A
s_i_Signal_B
s_i_InternesSignal_A
Funk_Anf_#1
s_i_InternesSignal_A
s_i_InternesSignal_B
s_i_Signal_Z
Funk_Anf_#3
s_i_Signal_A
s_i_Signal_C
s_i_InternesSignal_B
Funk_Anf_#2
2
s_i_Signal_B
3
s_i_Signal_C
nicht_generierbare_Funk_Anf_#4
Abbildung 4.5: Signalfu¨hrungskonzept der Feature-Funktionen beispielhaft darge-
stellt.
Parameter
Simulink bietet fu¨r Parameter einen eigenen Datentyp, die u¨ber Constant-Blo¨cke
in das System eingebunden und in einen hierarchisch geordneten Parameterbus in-
nerhalb des Modells bereitgestellt werden. Dabei soll eine Unterscheidung zwischen
Einstellungsparametern, Entwicklungsparametern sowie Konfigurationsparametern
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erfolgen. Hieraus ergibt sich der Vorteil, dass der Zugriff auf die Parameter u¨ber den
Bus auch im nachgelagerten, manuellen Implementierungsschritt schnell erfolgen
kann, da die Parameter u¨ber das Signalauswahlmenu¨ der Busse hierarchisch sortiert
auswa¨hlt werden ko¨nnen. Parameterwerte werden global im Workspace als Variable
von Simulink deklariert und u¨ber Konstantenblo¨cke in den Parameterbus-System
integriert. Ausgehende Signale der Blo¨cke werden benannt, zu einem Bus zusam-
mengefasst und mittels eines global sichtbaren GoTo-Blocks im gesamten Simulink-
Modell sichtbar gemacht. Die Implementierung des Parameterbus-Systems erfolgt
auf Ebene der Kundenfunktion und verfu¨gt u¨ber keinerlei Ein- und Ausga¨nge, da
auf die Signale mittels des From-Blocks zugegriffen werden kann. Dies reduziert die
Anzahl der Signale und sorgt fu¨r eine logische Trennung von Signalen und Parame-
tern. Eine Konzeption des Parameterbusses in Abbildung 4.6 zu sehen. Das Anlegen
paramBus
p_b_beispielParam_1
p_b_beispielParam_2
p_b_beispielParam_3
p_b_beispielParam_4
ParameterBus
Konfigurationsparameter
Entwicklungsparameter
Einstellungsparameter
p_b_beispielParam_3
p_b_beispielParam_4
p_b_beispielParam_1
p_b_beispielParam_2
Abbildung 4.6: Beispielhafte Darstellung des Parameterbus-Konzepts und des Aus-
wahlmenu¨s an einem Bus-Selector -Blocks
aller Parameter als Workspace-Variable erfolgt u¨ber MCCs. Hierbei wird zuna¨chst
die Variable erstellt und den Attributen die jeweiligen Werte zugewiesen (siehe Lis-
ting 4.3). Der spezifizierte Parametertyp kann nicht mit in die Parameter-Variable
u¨bernommen werden. Der Zugriff auf die Parameter innerhalb der Funktionalen An-
forderungen soll mittels eines From-Blocks und nachgelagertem Bus Selector -Blocks
erfolgen. Um die Systeme einfacher lesbar zu gestalten, werden beide beide Blo¨cke in
ein separates System gekapselt, welches den Parameter nach außen fu¨hrt und gru¨n
einfa¨rbt - innerhalb der Funktionalen Anforderung gibt es daher nur einen Block,
welcher den Parameter zur Verfu¨gung stellt. Der Datentyp der Anforderung wird in
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einen MATLAB -Datentyp konvertiert (siehe Tabelle 4.3 im Abschnitt Signale).
1 p b be i sp i e lParam 1 = Simulink . Parameter ;
2 p b be i sp i e lParam 1 . Desc r ip t i on = ’MCC Be i s p i e l e i n e s
Parameters ’ ;
3 p b be i sp i e lParam 1 . DataType = ’ boolean ’ ;
4 p b be i sp i e lParam 1 . Value = true ;
5 . . .
Listing 4.3: MCC zum Erstellen einer Parametervariable
Signale
Signale beschreiben den Datenfluss und ko¨nnen beliebig vielen Systemen als Ein-
und Ausgang zugeordnet werden. Innerhalb einer Beschreibung einer Funktionalen
Anforderung werden sie als Variable betrachtet, wobei Eingangsvariablen beliebig
oft gelesen werden ko¨nnen, allerdings nicht beschrieben. Ausgangsvariablen sollen
pro System nur einmalig geschrieben werden. Der Datentyp wird von den drei logi-
schen Datentypen (Boolean, Integer, Float) in einen Simulink-Datentyp konvertiert,
bei Integer-Werten unter Beru¨cksichtigung ihres Wertebereichs. Die Transformati-
onszuordnung fu¨r Datentypen ist in Tabelle 4.3 zu sehen. Wird fu¨r ein Integer-
Signal kein Wertebereich angegeben, wird er als int32 implementiert. Auf diese
Weise werden auch die von der ISO-26262 geforderten Wertebereichsu¨berpru¨fungen
fu¨r Schnittstellen eingehalten (Tab. 2.3). Systemports der einzelnen Signale werden
PH-Datentyp Min. Wert Max. Wert Ml/Sl-Datentyp
Boolean boolean
Float double
Integer 0 255 uint8
Integer -128 127 int8
Integer 0 65.535 uint16
Integer -32.768 32.767 int16
Integer 0 4294967295 uint32
Integer -2.147.483.648 2.147.483.647 int32
Integer 0 264 uint64
Integer −263 263 − 1 int64
Integer Keine Angabe Keine Angabe int32
Tabelle 4.3: U¨bersetzungstabelle der Datentypen vom Pflichtenheft zu MATLAB/-
Simulink
auf jeder Ebene des Systems (Kundenfunktion/Feature-Funktion/Anforderung) mit
ihren Attributen versehen. Dies betrifft sowohl Datentyp als auch Minimal- und
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Maximalwerte. Weiterhin werden zur Unterstu¨tzung des Nutzers bei der Orientie-
rung innerhalb des Systems alle Eingangsports cyan-farben markiert, Ausga¨nge in
Magenta. Das Setzen der Werte erfolgt mittels der Funktion set param(), welche
universell die Attribute von Simulink-Blo¨cken manipulieren kann. Ein Beispiel ist in
Listing 4.4 zu sehen.
1 add block ( ’ s imul ink / Sources / In1 ’ ,PATH TO PORT)
2 set param (PATH TO PORT, ’ MaskDescription ’ , ’<Beschreibung> ’ ) ;
3 set param (PATH TO PORT, ’OutDataTypeStr ’ , ’<Datentyp> ’ )
4 . . .
Listing 4.4: MCC zur Einstellung von Signalein- und Ausga¨ngen
Funktionale Anforderungen
Nicht-informelle Funktionale Anforderungen implementieren die Verhaltensanwei-
sungen der ihr zugeordneten Feature-Funktion. Anweisungen werden in einen Bi-
na¨rbaum transformiert, welcher anschließend als Simulink-Modell abgebildet wer-
den kann. Signale innerhalb der Anweisung werden gepru¨ft, ob sie fu¨r die Feature-
Funktion auch als Ein-/Ausgang deklariert wurden. Wenn ja, so wird selbststa¨ndig
eine Verbindung vom Signaleingang zum Operationsblock gezogen werden. Aus-
gangssignale ko¨nnen u¨ber den Zuweisungsoperator (:=) geschrieben werden und
mu¨ssen fu¨r das System eindeutig sein, daher kann auf jedem Ausgang nur eine Schrei-
boperation pro Feature-Funktion durchgefu¨hrt werden. Bei genutzten Parametern
findet auch eine Pru¨fung auf Vorhandensein statt, wenn ja, wird ein Subsystem er-
zeugt, welches den entsprechenden Parameter aus dem Parameter-Bus bereitstellt.
Die Erkennung ob Signal, Parameter, Konstante oder nummerischer Wert innerhalb
des Beschreibungstextes findet u¨ber den Namen statt. Die Unterscheidung von ein-
s_i_Signal_Z	:=	(s_i_InternesSignal_A+p_i_beispielParam_3)*abs(s_i_InternesSignal_B)
1
s_i_Signal_Z
1
s_i_InternesSignal_A
2
s_i_InternesSignal_B
p_i_beispielParam_3
p_i_beispielParam_3 p_i_beispielParam_3+s_i_InternesSignal_A
(p_i_beispielParam_3+s_i_InternesSignal_A)*abs(s_i_InternesSignal_B)abs(s_i_InternesSignal_B)
Abbildung 4.7: Beispielhafte Darstellung einer Formel als Simulink-Blockschaltbild
und zweistelligen Operatoren la¨sst sich in Simulink durch die Blockstruktur einfach
umsetzen, da der Unterschied aus Block-Perspektive nur in der Anzahl der jeweiligen
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Einga¨nge des Blocks liegt. Beispielsweise verfu¨gt ein Add -Block u¨ber zwei Einga¨nge,
die Absolute-Funktion nur u¨ber einen Eingang. Die einzelnen Operatorenblo¨cke wer-
den benannt nach der (Zwischen-) Gleichung deren Ergebnis sie ausgeben - ein Bei-
spiel ist in Abbildung 4.7 zu sehen. Anforderungen, die nicht zur Generation freigege-
ben sind (Automatische Generierung == false), werden als leerer Subsystem-Block
an ihre jeweilige Stelle im Modell eingefu¨gt, farblich markiert und mit ihrer Anforde-
rungsbeschreibung versehen. Dies ermo¨glicht dem Entwickler, nicht implementierte
Anforderungen zu erkennen und manuell nachzubearbeiten. Die Implementierung
von Fallunterunterscheidungen erfolgt ebenfalls als Subsystem, allerdings werden die
einzelnen Gleichungen intern nochmals durch verschiedene Subsysteme dargestellt.
If -Blo¨cke erlauben keine benannten Einga¨nge, sondern werden nach dem Schema
u#1−n benannt, fu¨r jede Bedingung wird daher ein separates Subsystem erstellt,
welches einen boolschen Wert ausgibt, benannt nach ihrem Eingang am If -Block.
Anweisungen werden nach dem If-Block als If-Action-Subsystem implementiert und
ihre Ausga¨nge durch einen Merge-Block vereinigt und zum Ausgang gefu¨hrt. Ein
Beispiel ist in Abbildung 4.8 dargestellt.”
IF	(s_i_Signal_A	+	s_i_Signal_B	>	0)	THEN
s_i_internesSignal_A	:=	0;
ELSE
s_i_internesSignal_A	:=	s_i_Signal_B;
END
1
s_i_InternesSignal_A
1
s_i_Signal_A
2
s_i_Signal_B
u1
if(u1	~=	0)
else
s_i_Signal_A
s_i_Signal_B
u1
s_i_Signal_B_out
if	{	}
s_i_Signal_B s_i_Signal_B_out
else	{	}
Abbildung 4.8: Konzeptbeispiel einer If-Else-Fallunterscheidung.
Nicht-Funktionale Anforderungen
Nicht-Funktionale Anforderungen sind nicht Bestandteil der Generation und wer-
den ignoriert. Trace-Links zu diesen Anforderungen, wenn sie vom Simulink-Modell
implementiert werden, mu¨ssen manuell eingetragen werden.
4.4 U¨brige manuelle Arbeitsschritte
Das Pflichtenheftkonzept sieht keine vollsta¨ndige Generierung der Software durch
den Transformator vor, sondern erfordert weiterhin einige manuelle Arbeitsschrit-
te. Insbesondere betroffen sind Verhaltensanweisungen, welche sich nicht durch IF-
ELSE-Konstrukte oder direkte Zuordnungen darstellen lassen. Dies ist etwa bei der
Nutzung von zeitabha¨ngigen Anforderungen der Fall, z. B. wenn Signale ihren Zu-
stand erst nach einer konstanten Zeitspanne nach dem Auslo¨seereignis a¨ndern sollen,
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wie etwa bei Timern. Weiterhin sind Mechaniken, welche das Nutzen von Schleifen
oder komplexer Simulink-Blo¨cke erfordern, nicht beschreibbar, sondern mu¨ssen von
Hand implementiert werden. Ebenfalls ist eine manuelle Nachbearbeitung des Lay-
outs erforderlich, um eine optimale Systemu¨bersicht zu bekommen.
4.5 Kontrollmechanismen
Vor der Generation sollen alle Datenartefakte auf Konsistenz und Vollsta¨ndigkeit
gepru¨ft und die Einhaltung der Regeln hinsichtlich der ISO-26262 u¨berpru¨ft wer-
den. Einige Attribute gelten hierbei als verpflichtend, daher soll die Generation mit
einer Fehlermeldung abgebrochen werden, bei optionalen Attributen soll eine War-
nung ausgegeben werden. Weiterhin soll fu¨r alle genutzten Signale und Parameter
innerhalb von generierbaren funktionalen Anforderungen u¨berpru¨ft werden, ob diese
im Kontext des Pflichtenhefts vorhanden sind. Weiterhin soll in Fallunterscheidun-
gen gepru¨ft werden, ob die Bedingung einen boolschen Datentyp ausgibt und alle
Anweisungen in ihr den selben Wert schreiben.
Namensschemata
Fu¨r alle Anforderungstypen soll die Einhaltung der Namensschemata gepru¨ft wer-
den, dies schließt zum einen das Einhalten der grundsa¨tzlichen Namensschemata ein
als auch die Konsistenz zwischen Attributswerten und Namen. Beispielsweise muss
ein Signal, welches einen Integer-Datentyp fu¨hrt, auch dies auch durch den Signal-
namen wiedergegeben werden.
Werte von Konstanten
Alle Werte von Konstanten, die im Zusammenhang mit Signalen oder Parametern
stehen, mu¨ssen sich innerhalb eines angegeben Wertebereichs befinden.
Einzigartigkeit von Signalen
Signale und Parameter mu¨ssen innerhalb ihrer Kundenfunktion einzigartig sein und
du¨rfen nur eine Quelle besitzen. So darf ein Signal nicht als Eingangssignal einer
Kundenfunktion und gleichzeitig Ausgangssignal einer Unterkomponente sein.
4.5.1 U¨berpru¨fung von Attributen
Die Einhaltung von Attributen und Grenzen der Anforderungstypen sollen bei der
Generation u¨berpru¨ft werden. Die gewa¨hlte Einstufung orientiert sich dabei an den
in Tabelle 2.2 und Tabelle 2.3 dargestellten Architektur- und Implementierungsan-
forderungen der ISO-26262 und ist in Tabelle 4.4 dargestellt.
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Anforderungstyp Kein ASIL ASIL A-D
Alle Elemente
Name, Beschreibung, ASIL, RT-Link,
Namenskonvention
Kundenfunktion
Feature-Funktionen
Signale
∑
Signale∑
Feature-Funktionen
Feature-Funktion
Funktionale Anforderungen,
Nicht-Funktionale Anforderungen
∑
Signale
Funktionale Anforderung Wohlgeformtheit
Nicht-Funktionale Anf.
Parameter
Parametertyp, Datentyp, Wert,
Namenskonvention
Wertebereich
Signal Signaltyp, Datentyp
Wertebereich∑
Sub-Signale
Tabelle 4.4: Eine Auflistung aller zu u¨berpru¨fenden Attribute in den jeweiligen ASIL
Kontrollmechanismen zur Einhaltung der ISO-26262
Die ISO-26262 empfiehlt fu¨r Softwareprojekte die Einhaltung von Gestaltungsricht-
linien, welche mit der gewa¨hlten Organisationsstruktur bereits teilweise umgesetzt
wurden, wie z. B. eine hierachische Architekturgestaltung, der Nutzung eines redu-
zierten Sprachumfangs oder dem Nutzen starker Typisierung. Auch die Einhaltung
von Namenskonventionen wurde umgesetzt. Folgende Gestaltungsrichtlinien werden
noch vor der Generation fu¨r die einzelnen Elemente gepru¨ft, wobei bei Nichteinhal-
tung jeweils eine Warnung ausgegeben werden soll .
• Anzahl der Ein- und Ausga¨nge fu¨r Kundenfunktionen, Feature-Funktionen
und Funktionale Anforderungen, wobei das Limit vor der Generation angege-
ben werden ko¨nnen soll. Busse werden dabei als ein Signal geza¨hlt.
• Anzahl Kinder von Kundenfunktionen und Feature-Funktionen, wobei das Li-
mit vor der Generation angegeben werden ko¨nnen soll.
• Wertebereiche von Parametern und Signalen. So soll u¨berpru¨ft werden, ob ein
Wertebereich angegeben wurde und im Falle von Parametern, ob der angege-
bene Wert innerhalb des Wertebereichs liegt.
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In diesem Kapitel wird die Entwicklung eines Transformators beschrieben. Hier-
zu werden zuna¨chst die eingesetzten Entwicklungswerkzeuge aufgezeigt, die Kon-
figuration zur technischen Darstellung der Anforderungsstruktur in der Require-
ment management-Plattform Polarion ALM vorgestellt und die Softwarearchitektur
des Transformators erla¨utert. Davon ausgehend werden Klassen, Algorithmen und
Strukturen der erstellten Transformatorsoftware beschrieben sowie einzelne Schwie-
rigkeiten wa¨hrend der Entwicklung aufgezeigt. Ein geringer Anteil der Funktionalita¨t
wurde als MATLAB-Funktion umgesetzt, worauf abschließend ebenfalls eingegangen
wird.
5.1 Technische Grundlage
Im Folgenden sollen die eingesetzten Entwicklungswerkzeuge vorgestellt werden und
die Gru¨nde fu¨r die Auswahl von Java als Entwicklungssprache des Transformators
sowie Polarion ALM als technische Plattform zur Anforderungendefinition einge-
gangen werden.
5.1.1 Eingesetzte Softwarewerkzeuge
Folgende Softwarewerkzeuge wurden zur Implementierung des Generators genutzt:
• MATLAB R2017a
• Polarion ALM 3.10.3.20161208-2238
• Java SE 8
– Polarion SDK
– MATLAB API for Java
• Eclipse IDE Oxygen.2 Release (4.7.2)
– Plug-In - WindowBuilder (1.9.0)
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MATLAB
MATLAB wurde in der Version R2017a eingesetzt. Zusa¨tzlich wurden folgende Tool-
boxen eingesetzt:
MATLAB Version 9.2 (R2017a)
Simulink Version 8.9 (R2017a)
Embedded Coder Version 6.12 (R2017a)
Fixed-Point Designer Version 5.4 (R2017a)
MATLAB Coder Version 3.3 (R2017a)
MATLAB Report Generator Version 5.2 (R2017a)
Simulink Coder Version 8.12 (R2017a)
Simulink Report Generator Version 5.2 (R2017a)
Simulink Test Version 2.2 (R2017a)
Simulink Verification and Validation Version 3.13 (R2017a)
Stateflow Version 8.9 (R2017a)
Java
Bei der Auswahl einer geeigneten Programmiersprache fu¨r die Implementierung wur-
de sich fu¨r Java in der Version 8 entschieden. Ausschlaggebendes Kriterium war die
Verfu¨gbarkeit von Kommunikationsbibliotheken sowohl fu¨r MATLAB als auch fu¨r
Polarion ALM . Die MATLAB API for Java-API bietet hierbei einen Zugriff auf die
MATLAB-eigene Eingabekonsole als auch den Austausch von MATLAB-Workspace-
Variablen ab Java 7 oder ho¨her [37]. Polarion stellt eigene SDK-Bibliotheken zum
Zugriff auf die API bereit1.
Polarion ALM
Als technische Plattform zur Anforderungsverwaltung wurde Polarion ALM in der
Version 3.10.3.20161208-2238 eingesetzt. Polarion erlaubt die Definition eigener
Anforderungstypen mit eigenen Attributen und dem Erstellen individueller Rollen-
beziehungen zwischen den Anforderungen. Auf diese Weise ließen sich die hierar-
chischen Entwurfsbestandteile des Pflichtenheftkonzepts technisch abbilden. Jede
Anforderung erha¨lt dabei eine eindeutige UID.
5.2 Konfiguration von Polarion
Die technische Umsetzung des in Kapitel 4 vorgestellten Pflichtenheftkonzepts er-
folgte mit Polarion ALM, da es dem Nutzer die Mo¨glichkeit bietet, eigene Anfor-
derungstypen zu definieren und spezifizieren. Zuna¨chst wurden u¨ber das Adminis-
trationsmenu¨ die einzelnen Anforderungstypen erstellt und konfiguriert, wobei jedes
Anforderungsartefakt als WorkItem bezeichnet wird. Zur besseren U¨bersicht und
1https://almdemo.polarion.com/polarion/sdk/lib/com.polarion.alm.ws.client/
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zur Gliederung wurde noch der Anforderungstyp U¨berschrift hinzugefu¨gt. Eine Auf-
listung aller umgesetzten Typen findet sich in Abbildung 5.1. Im Folgenden wurden
Abbildung 5.1: Auflistung aller konfigurierter Anforderungstypen
fu¨r die jeweiligen Anforderungentypen Attribute eingepflegt. Dabei wird der Name
sowie die UID von Polarion vorgegeben, weitere Attribute wurden erga¨nzt. Eine
vollsta¨ndige Auflistung aller implementierten Attribute (ohne Name, Beschreibung
und UID) findet sich in Abbildung 5.2: Die Anforderungsbeziehungen wurden u¨ber
sogenannte Linked Work Items realisiert. Jedes WorkItem kann hierbei mit anderen
Itemtypen in einer gerichteten Verbindung stehen. Diese besteht aus einem Bezeich-
ner sowie ihrem Gegenrichtungsbezeichner und ist in der Anzahl der Verbindungen
nicht beschra¨nkt, daher kann jedes Item mit beliebig vielen Items in Beziehung ste-
hen, solange es im Rahmen der Rolle zugelassen ist. So kann beispielsweise eine
Signalspezifikation X mit einer Feature-Funktion Y in Verbindung stehen und dort
die Rolle Ist-Eingang-Von einnehmen. Die Feature-Funktion Y kann aber umgekehrt
nicht Eingang der Signalspezifikation X sein, sondern bezeichnet seine Beziehung zu
X mit dem Gegenrichtungsbezeichner Hat-Eingangssignal. Eine Signal-Spezifikation
kann Eingangssignal von beliebig vielen Feature-Funktionen sein und eine Feature-
Funktion kann beliebig viele Eingangssignale haben (m : n-Beziehung). Tabelle 5.1
zeigt dabei alle implementierten Beziehungstypen an.
5.3 Softwarearchitektur
Die Softwarearchitektur wurde nach dem Prinzip der Software-Entwurfsmuster Er-
bauer und Adapter entworfen. Dabei besteht die Software im Wesentlichen aus drei
Komponenten. Die Interpreter-Einheit dient zum Auslesen der Anforderungsdaten
in Polarion, dabei u¨bertra¨gt der Interpreter die Anforderungen in eine geeignete Da-
tenstruktur, welche die Erbauer nutzt, um entsprechende MCCs zu erzeugen. Diese
werden in Abha¨ngigkeit von den Einstellungen entweder direkt an die MATLAB-
API gesendet oder in eine Textdatei geschrieben. Die Koordination des Generie-
rungsprozesses u¨bernimmt ein u¨bergeordnetes Direktor-Objekt aus dem Erbauer-
Entwurfsmuster. Eine vereinfachte Darstellung der Softwarearchitektur ist in Abbil-
dung 5.3 zu sehen.
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Customer Function
Sicherheitsrelevanz
Feature Funktion
Sicherheitsrelevanz
Functional Requirement
autom. Generation
Sicherheitsrelevanz Non-Functional Requirement
Parameter
Typ
Datentyp
Wert
Sicherheitsrelevanz
Min. Wert
Max. Wert
Konstanten
Einheit
Signal
Typ
Datentyp
Sicherheitsrelevanz
Min. Wert
Max. Wert
Konstanten
Einheit
Information U¨berschrift
Abbildung 5.2: Darstellung der Polarion Attribute - optionale Attribute grau hin-
terlegt.
Abbildung 5.3: Abstrahierte Darstellung der Softwarearchitektur
63
5 Implementierung des Transformators
Item Beziehungstyp Item
Information
describes ⇒
⇐ is described by
Customer-Funktion
Feature-Funktion
Functional-Requirement
Non-Functional Requirement
Signalspecification
Signalbus
Parameter-Spezifikation
Headline
has element ⇒
⇐ is part of
Customer-Function
Signalspecification
Signalbus
Parameterspezifications
Headline
Feature-Function
is child of ⇒
⇐ is parent of Customer-Function
Functional-Requirement
Non-Functional-Requirement
is child of ⇒
⇐ is parent of Feature-Function
Functional-Module
is used by ⇒
⇐ uses
Functional-Requirement
Functional-Module
Signalbus
has a ⇒
⇐ is part of Signalspecification
Signalspecification
Signalbus
is output of ⇒
⇐ has output signal
Feature-Function
Functional-Requirement
Signalspecification
Signalbus
is input of ⇒
⇐ has input signal
Feature-Function
Functional-Requirement
Tabelle 5.1: Anforderungsbeziehungen in Polarion
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5.3.1 Direktor & GUI
Der Direktor ist aus dem Erbauer-Entwurfsmuster abgeleitet und stellt gleichzeitig
das zentrale Objekt der Software dar und beinhaltet somit die main()-Methode.
Er wurde als Klasse mit statischen Zwischenstrukturobjekten implementiert und
koordiniert nach dem Entwurfsmuster die Builder-Einheit, dient allerdings auch als
Koordinator fu¨r die Interpreter-Einheit und verarbeitet die Eingaben der GUI (siehe
Abb. 5.4). Diese verfu¨gt u¨ber Eingabefelder fu¨r die Zugangsdaten zu Polarion sowie
u¨ber die Grenzwerte fu¨r Interfaces. Zusa¨tzlich implementiert wurden Checkboxen,
um die Generierung zielgerichtet steuern zu ko¨nnen. Weiterhin gibt es drei Buttons
zum Starten der Generation, U¨berpru¨fen der Daten und Testen einer Verbindung
zu MATLAB und Polarion. Daru¨ber hinaus verfu¨gt die GUI u¨ber eine zentrale Aus-
gabekonsole, um Nutzer u¨ber den Zustand der Generation zu unterrichten, um z.
B. auf unvollsta¨ndige Anforderungen hinzuweisen. Die Entwicklung der GUI erfolgte
mit dem Eclipse Plug-In WindowBuilder 1.90.
Bei Programmstart werden zuna¨chst die Einstellungen aus einer Properties-Datei
gelesen und anschließend wird die Benutzeroberfla¨che initialisiert. Im Folgenden
warten die Action-Listener auf die Beta¨tigung des Buttons zum Testen der Ver-
bindung. Ist dies geschehen, werden fu¨r die Verarbeitung ein separater Thread gest-
artet, die Zugangsdaten von der GUI an den Direktor gesendet und Reader- sowie
Builder-Engine initialisiert und eine Verbindung zu ihrem jeweiligen Dienst herge-
stellt. Durch die Entkopplung der GUI von der Verarbeitung durch einen eigenen
Thread wurde sichergestellt, dass die GUI weiterhin auf Eingaben reagieren kann.
Wurde eingestellt, dass die MCCs in eine Datei geschrieben werden soll, wird eine
Datei an einem vorgegeben Pfad (einstellbar u¨ber eine separate Konfigurationsda-
tei) angelegt. Sind beide Dienste erreichbar, beziehungsweise liegen gu¨ltige Schrei-
brechte am Pfad des M-Files vor, so werden die ausgegrauten Button zum Starten
der Generation und zum U¨berpru¨fen der Anforderungen nutzbar. Nach erfolgrei-
cher Beta¨tigung des Generationsstarts wird nochmals gepru¨ft, ob Reader und Buil-
der korrekt initialisiert wurden und mit dem Download von Anforderungen durch
den Reader begonnen. Der Reader beginnt nun auf Basis der Anforderungen eine
plattformunabha¨ngige Repra¨sentation der Anforderungen zu erzeugen (im Folgen-
den Zwischenstruktur genannt) und gibt sie an den Direktor zuru¨ck, der sie an den
Builder weiterreicht. Dieser analysiert die einzelnen Objekte der Zwischenstruktur
und erzeugt daraus MCC als Strings, die wieder an den Direktor zuru¨ckgegeben wer-
den. Die generierten MCC-Strings werden direkt an die MATLAB -API u¨bertragen
oder in ein M-File geschrieben. Bei Beta¨tigung des Buttons zur Datenu¨berpru¨fung
wird nur die Zwischenstruktur erzeugt und validiert, allerdings nicht an die Builder-
Einheit weitergereicht. Sowohl Reader- als auch Builder wurden als Interface mit
standardisierten Methoden in den Direktor eingebunden und nicht u¨ber ihre kon-
krete Klasse. Auf diese Weise ist auch die Implementierung alternativer Reader und
Generatoren nachtra¨glich mo¨glich, etwa um eine DOORS -Unterstu¨tzung zu imple-
mentieren.
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Abbildung 5.4: Abbildung der GUI
«interface»
IBuilder
IMessageSystem
BuilderObj
Direktor
- BuilderEngine: IBuilder
- ReaderEngine: IReader
- UserInterfaceGui: IUserInterface
«interface»
IReader
IMessageSystem
ReaderObj
Requ irementChecker
«interface»
IUserInterface
IMessageSystem
UserInterfaceObj
+BuilderEngine
+UserInterfaceGui
#psiDirektor#psiDirektor
+ReaderEngine
#psiDirektor -psiDirektor
Abbildung 5.5: Das Architekturdesign um den Direktor herum dargestellt
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5.3.2 Zwischenstruktur
Die Zwischenstruktur setzt sich aus einer Reihe von Klassen zusammen, welche die
Daten des Interpreters in strukturierter Form aufnehmen und dem Builder als Ein-
gangsdaten zur Verfu¨gung stehen. Kernelement ist die rekursive Component-Klasse,
welche weitere Datenelemente, u. a. untergeordnete Component-Objekte aufnehmen
kann. Dieses bildet die architektonische Basis zur Umsetzung hierarchischer Syste-
me. Neben Unterobjekten kann jedes Component-Objekt eine Liste an Signalen und
Funktionalen Anforderungen aufnehmen. Dabei wird im Folgenden ein Signalein-
gang beziehungsweise -ausgang an einem konkreten System als Port bezeichnet.
Insgesamt wurden zur Kapselung folgende Klassen erstellt:
1. DataContainerObj
Entspricht der Elternklasse fu¨r alle folgenden Objekte und stellt Attribute Na-
me, ASIL, RT-Link und Beschreibung zur Verfu¨gung sowie Get/Set-Methoden
fu¨r die Attribute und abstrakte Methoden zur Validierung.
2. CParameter
Die CParameter-Klasse stellt einen Parameter mit seinen Attributen als Ob-
jekt dar.
3. CSignal
Die CSignal-Klasse stellt ein Signal mit seinen Attributen als Objekt dar und
kann auch Untersignale aufnehmen, um Busse abzubilden.
4. CComponent
Die CComponent-Klasse dient als Containerklasse fu¨r Kunden- und Featu-
refunktionen und verfu¨gt u¨ber eine Liste von Ports, Sub-Componenten und
Funktionalen Anforderungen.
5. CFuncRequirement
Die CFuncRequirement-Klasse stellt eine Funktionale Anforderung dar und
kann entweder ein Equation- oder Condition-Objekt beinhalten.
a) CEquation
Die CEquation-Klasse stellt eine Gleichung rekursiv als Bina¨rbaum dar.
b) CCondition
Die CCondition-Klasse stellt IF-ELSE-Konstrukte als Datenstruktur dar.
6. CRequirementTraceLink
Stellt eine URL mit Verweis auf eine konkrete Anforderung im Polarion zur
Verfu¨gung.
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DataContainerObj
CSignal
DataContainerObj
CParameter
DataContainerObj
CFuncRequirement
DataContainerObj
CEquation
DataContainerObj
CConstant
DataContainerObj
CCondition
DataContainerObj
CComponent
-eq
-constantList 0 ..*
-outputValue
-Ports 0 ..*
-BoolConditions
-cd -funcReqs
0 ..*
-Instructions
Abbildung 5.6: UML Klassendiagramm ohne Attribute zur Darstellung Beziehungen
der Klassen untereinander.
DataContainerObj-Klasse
Die Klasse DataContainerObj dient als Elternklasse fu¨r alle u¨brigen Objekte und
stellt den Datenfelder sowie get- und set-Methoden fu¨r den Namen, die Polarion-
URL sowie die Beschreibung zur Verfu¨gung. Zusa¨tzlich wird noch die abstrakte
Methode isValid() bereitgestellt sowie die konkrete Methode areBaseInformations-
Valid(), die fu¨r das jeweilige Datenobjekt eine Abfrage auf Vorhandensein der wich-
tigsten Attribute (Name, ASIL, Beschreibung, Requirement-Traceability) vornimmt
und somit fu¨r Reader als auch Builder kennzeichnen kann, dass dieses Objekt u¨ber
ausreichende Daten fu¨r die Generation verfu¨gt. Um isValid() zusa¨tzliche Attribute
hinzuzufu¨gen, wird die Methode von den Kind-Klasse u¨berschrieben und erga¨nzt.
Erga¨nzend besitzt die Klasse noch die Methoden report() und reportError(), um
Informationen oder Fehler bei der Verarbeitung an den Nutzer melden zu ko¨nnen.
Sie senden u¨bergebenden Text an das Direktor-Objekt, das es zur GUI weiterleitet.
CFuncRequirement-Klasse
Die Klasse CFuncRequirement repra¨sentiert eine allgemeine Funktionale Anforde-
rung und stellt nach der Initialisierung entweder ein Bedingungsobjekt, eine Zuwei-
sung oder fu¨r nicht-generierbare Anforderungen ein Informationsobjekt dar. Einem
neuen FuncRequirement-Objekt wird bei der Initialisierung u¨ber den Konstruktor
die Anforderungsbeschreibung u¨bergeben. Kommen sowohl IF, ELSE und END in
der Beschreibung vor, wird von einer Fallunterscheidung ausgegangen - wenn nicht
und bei Vorkommen eines Zuweisungsoperator := von einer Zuweisung, in allen
anderen Fa¨llen von einem Informationstext. Durch die CFuncRequirement-Klasse
ko¨nnen alle Anforderungstypen nach außen hin einheitlich repra¨sentiert werden. Fu¨r
eine beliebige logische Anweisung wird ein Bina¨rbaum durch die CEquation-Klasse
erzeugt. Ein Knoten entspricht einer mathematischen Operation, ein Blatt kann eine
Konstante, ein Parameter, ein Port oder ein nummerischer Wert sein. CCondition-
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Methode Beschreibung
isValid()
gibt ein true aus wenn die FuncReq- Objekt u¨ber alle
notwendigen Daten verfu¨gt und beinhaltende Objekte
wohlgeformt sind
updateSignals()
Signale werden bei der Interpretation der Formel
als Dummy angelegt. Diese Funktion veranlasst
eine vollsta¨ndige Spezifikation der genutzten Signale
getInputSignals()
Gibt eine Liste aller Input-Signale
fu¨r diese CFuncRequirement-Objekt an.
getOutputSignal() Gibt das Ausgangssignal dieser Anforderung zuru¨ck
addRequirementTraceLink() Fu¨gt diesem Objekt einen Anforderungsverweis hinzu
Tabelle 5.2: Die wichtigen Methoden der Klasse CFuncRequirement
Objekte repra¨sentieren eine Fallunterscheidung, welche ebenfalls durch untergeord-
nete CEquation-Objekte umgesetzt wurden. Da die Anforderungsbeschreibung als
String vorliegt, erfolgt die Signalerkennung innerhalb der unterliegenden Objekte
zuna¨chst anhand der Namen und es wird fu¨r jedes Signal ein Dummy-CSignal -
Objekt angelegt. Nach der erfolgten Interpretation werden die Dummy-Objekte
durch Kopien aus der Signalliste ersetzt. Bei nicht generierbaren Anforderungen
wird der Beschreibungstext in einem String abgelegt, um die Anforderung spa¨ter
als rot gefa¨rbtes Subsystem ohne Funktion zu erzeugen. Die isValid()-Methode wur-
de u¨berschrieben. Es werden zusa¨tzlich zu den von DataContainerObj geforderten
Attributen noch die Validierung der Kind-Objekte erfordert.
CEquation-Klasse
Die Equation-Klasse stellt eine rekursive Datenstruktur zur Darstellung von mathe-
matischen Gleichungen dar. Im Konstruktor wird die Gleichung als String u¨bergeben
und im Folgenden von der Klasse selbststa¨ndig zu einem Bina¨rbaum zerlegt. Ein
Equation-Objekt ist dabei entweder Knoten oder Blatt des Bina¨rbaums, wobei je-
der Knoten aus zwei Equation-Unterobjekten (rechte und linke Seite des Baumes)
besteht sowie einem Operator-Objekt. Zusa¨tzlich ko¨nnen zu jeder Equation noch
eine beliebige Menge optionaler, einstelliger Operatoren angegeben werden, wel-
cher auf die gesamte (Sub-)Anweisung wirkt. Die Interpretation der Anweisung als
String wurde mit der rekursiven Funktion buildEquation() umgesetzt, welcher der
Formeltext sowie die aktuelle Baumtiefe u¨bergeben wird. Um Fehlverhalten bei miss-
geformten Formeln abzufangen, wurde eine maximale Baumtiefe von 20 festgelegt,
anschließend wird die Rekursion abgebrochen und ein Fehler ausgegeben.Folgende
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Beschreibung stellt die Funktionsweise des Algorithmus dar:
1. Bereinige die eingehende Zeichenkette um Whitespace und nicht unterstu¨tzte
Zeichen.
2. Vorverarbeitung der Formel:
a) Erkenne eine Zuweisung und teile die Formel am Zuweisungsoperator.
Setze die linke Seite als Ausgangssignal und interpretiere die rechte Sei-
te. Eine Zuweisung darf dabei nur auf der obersten Ebene der Gleichung
stattfinden (Tiefe == 0 ), sonst handelt es sich um eine fehlerhafte For-
mel.
c := a+ b =⇒ a+ b
b) Entferne umschließende Klammern, welche auf die gesamte Formel wirken
und erkenne einstellige Operatoren, entferne sie und setze diese als Vorzei-
chen fu¨r die Formel. Dieser Abschnitt wird in einer Schleife durchgefu¨hrt,
bis keine weiteren fu¨hrenden einstelligen Operatoren mehr erkannt wer-
den.
(abs(a+ b)) =⇒ abs(a+ b)
abs(a+ b) =⇒ a+ b
c) Erstelle eine Zensur-Map u¨ber die Formel, indem u¨briggebliebene Klam-
merinhalte maskiert werden.
(a+ b) + c ∗ d =⇒ ##### + c ∗ d
3. Suche den zweistelligen Operator mit der geringsten Priorita¨t in der zensierten
Formel. Wurde ein zweistelliger Operator gefunden, verfahre nach Maßnahme
a, sonst b:
a) Setze Operator als eigenes Operator-Objekt und teile den Formeltext an
der Position des Operators und u¨bergebe die Teile an das linke und rech-
te Kind-Objekt. Werden mehrere Operatoren mit der gleichen Priorita¨t
gefunden, wird versucht, eine Teilung beim mittleren Operator durch-
zufu¨hren, um eine Ausgeglichenheit des Bina¨rbaums zu erreichen. Die
Kindobjekte erho¨hen die Rekursionstiefe um +1. Das Objekt ist ein Kno-
ten.
b) Eingangsdaten sind eine Variable oder ein nummerischer Wert. Erkenne
Anhand der festgelegten Namenskonventionen, ob es sich um ein Signal,
einen Parameter oder eine (nummerische) Konstante handelt. In diesem
Fall handelt es sich bei dem Objekt um ein Blatt.
Fu¨r gegebene Formel ergeben sich daher folgende Verarbeitungsschritte:
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s f out := −(abs(45 + p f param) + 56 ∗ (p f Exp paramV alue2 + s f Exp in))
1. Eingangsformel:
s f out := −(abs(45+p f param)+56∗(p f Exp paramV alue2+s f Exp in))
2. Entferne Ausgangssignal aus der Formel und setze es als Ausgang:
−(abs(45 + p f param) + 56 ∗ (p f Exp paramV alue2 + s f Exp in))
3. Entferne das fu¨hrende Minus aus der Formel und setze es als Vor-
zeichen der Formel:
(abs(45 + p f param) + 56 ∗ (p f Exp paramV alue2 + s f Exp in))
4. Entferne umliegende Klammern:
abs(45 + p f param) + 56 ∗ (p f Exp paramV alue2 + s f Exp in)
5. Erstelle Zensurmap:
EQ: abs(45 + p f param) + 56 ∗ (p f Exp paramV alue2 + s f Exp in)
CEQ: abs### + 56 ∗###
Kommentar: Anzahl der #-Zeichen geku¨rzt.
6. Erkenne zweistelligen Operator mit niedrigster Priorita¨t und teile
die Formel:
Links: abs(45 + p f param)
Operator: +
Rechts: 56 ∗ (p f Exp paramV alue2 + s f Exp in)
Fu¨r die gegebene Formel ergibt sich daher folgender Baum:
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s f out := -(abs(45+p f param)+56*(p f Exp paramValue2+s f Exp in))
Vz: - Op:+ Out: s f out
Op:*
56 Op:+
p f Exp paramValue2 s f Exp in
Vz:abs Op: +
45 p f param
Legende: Vz = Vorzeichen, Op = Operator, Out = Ausgang.
Anschließend wird der Algorithmus rekursiv auf die verbleibende linke und rechte
Formel angewandt, bis nur noch ein Bezeichner oder nummerischer Wert u¨brig ist.
Gleichzeitig wird die Formel als String in seiner urspru¨nglichen Form als Beschrei-
bungstext gespeichert. Fu¨r den Zugriff auf die Formel wurden folgende Methoden
implementiert:
Methode Beschreibung
hasChild() ist die Gleichung ein Knoten oder Blatt
isValid() gibt ein true aus, wenn die Formel fehlerfrei interpretiert wurde
und alle Bezeichner bekannt sind
getChildTerms() gibt die rechte und linke Teilgleichung zuru¨ck
getUsedParameters() gibt alle genutzten Parameter dieser Formel
und die ihrer Kinder zuru¨ck.
getUsedSignals() gibt alle genutzten Signale dieser Formel
und ihrer Kinder zuru¨ck.
getDatatype() gibt den Ausgabedatentyp der Formel
anhand des Operators zuru¨ck.
getOperator() gibt den Operator der Formel aus
getDepth() gibt die maximale Baumtiefe der Formel zuru¨ck
toString() gibt die Formel-Beschreibung aus
Tabelle 5.3: Die wichtigen Methoden der Klasse CEquation
CCondition-Klasse
Die CCondition-Klasse stellt Fallunterscheidungsobjekte dar. Hierfu¨r beinhaltet sie
zwei Arrays von CEquation-Elementen, das Erstgenannte zur Repra¨sentation der
Bedingung und Letzteres fu¨r ihre Anweisung. Wie die Equation-Klasse bekommt sie
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auch den Beschreibungstext der jeweiligen Anforderung u¨bergeben und teilt diesen
anhand der vorkommenden ELSE -Substrings. So ergeben sich allgemeine Anweisun-
gen nach der Form:
IF <Bedingung> THEN <Anweisung>
Fu¨r jede allgemeine Anweisung findet eine weitere Teilung am Stichwort THEN
statt, das IF und ein eventuelles END werden aus dem String entfernt und ein
CEquation-Objekt fu¨r jeden Teilstring erzeugt. Ist die Bedingung wohlgeformt und
gibt einen boolschen Ausruck als Ru¨ckgabewert, ist sie gu¨ltig. Die Anweisung wird
ebenfalls als CEquation umgesetzt und kann beliebige Werte zuru¨ckgeben, muss
allerdings u¨ber ein Ausgangssignal verfu¨gen und alle Anweisungen der Fallunter-
scheidung mu¨ssen das gleiche Signal aus Ausgang schreiben. Bei einem separaten
ELSE ohne Bedingung wird die boolsche Bedingung auf true gesetzt. In Tabelle 5.4
sind die wichtigsten Funktionen der Klasse CCondition gelistet, eine vollsta¨ndige
Liste findet sich in Abbildung 5.6.
Methode Beschreibung
hasSeparateELSE() wenn die Fallunterscheidung u¨ber ein separates
ELSE verfu¨gt, wird true ausgegeben
getCountOfConditions() gibt die Anzahl der Bedingungen zuru¨ck
getInputSignalNames() gibt alle Signalnamen der gesamten Fallunterscheidung
als Liste zuru¨ck.
getConditionAt(int index) gibt die Bedingung an Position index zuru¨ck.
getEquationAt(int index) gibt die Anweisung an Position index zuru¨ck.
Tabelle 5.4: Die wichtigen Methoden der Klasse CCondition
CParameter-Klasse
Parameter werden global erfasst und in einer separaten Parameterliste gespeichert.
Auf diese Weise ko¨nnen MATLAB -Variablen fu¨r die Parameter und der Parame-
terbus von der Erbauer-Einheit, getrennt von der Architekturgeneration, erzeugt
werden. Zusa¨tzlich lassen sich Parameter systemweit nutzen und bedu¨rfen keiner
Bindung an einzelne Objekte. Jedes Parameterobjekt verfu¨gt zusa¨tzlich zu den von
DataContainerObj bereitgestellten Methoden noch u¨ber get- und set-Methoden fu¨r
den Parameter- und Datentyp, die Einheit sowie den aktuellen Wert und Minimal-
und Maximalwert. Die Klasse CParameter wird daher als reine Datenstruktur zur
Datenspeicherung ohne komplexe eigene Logiken genutzt.
5.3.3 Interpreter
Die Interpreter-Einheit stellt die Verbindung zu Polarion her und transformiert die
Anforderungen in die beschriebene Zwischenstruktur. Der Webzugriff erfolgt u¨ber
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ein von Siemens zur Verfu¨gung gestelltes Software development kit (SDK), welches
den Datenaustausch mit Polarion in vier Klassen kapselt (siehe Tab. 5.5). U¨ber
Klasse Funktion
WebServiceFactory stellt eine SSL-Verbindung zu Polarion her
SessionWebService erlaubt das Ausfu¨hren von Transaktionen
TrackerWebService erlaubt den Zugriff auf die WorkItems
ProjectWebService erlaubt das Aufrufen von Projekteigenschaften
WorkItem repra¨sentiert eine Anforderung als Objekt
LinkedWorkItem stellt einen Verweis auf eine andere Anforderung
sowie ihren Beziehungstyp dar
Custom entspricht einem nutzerspezifischen Datenfeld
in der Anforderungsdefinition
Tabelle 5.5: Relevante Objekte der Polarion-API-Bibliotheken
ein WebServiceFactory findet zuna¨chst eine SSL-verschlu¨sselte Anmeldung auf dem
Polarion-Server statt. Nach erfolgreichem Verbindungsaufbau stellt das WebService-
Factory-Objekt Zugriff auf initialisierte Instanzen zu den anderen WebServices zur
Verfu¨gung. U¨ber das TrackerWebService-Objekt lassen sich mittels der Funktion get-
WorkItemById() die einzelnen WorkItems herunterladen sowie auslesen und stellt
alle Informationen dieser Anforderung in einem Objekt bereit. Zur Reduzierung
der Ausfu¨hrungszeit werden zuna¨chst alle WorkItems heruntergeladen und in einem
Array zwischengespeichert. Da Polarion alle neuen Anforderungen mit einer fort-
laufenden UID versieht, ko¨nnen durch gelo¨schte Anforderungen Lu¨cken mit leeren
Datensa¨tzen in der Liste entstehen, welche entsprechend ausgefiltert werden. Zum
Auslesen der selbstdefinierten Datenfelder stellt die WorkItem-Klasse die Methode
getCustomFields() bereit, welche Objekte vom Typ Custom beinhaltet und ver-
gleichbar mit Directory-Datenstrukturen ist. Jedes Custom-Objekt verfu¨gt u¨ber ein
Datentupel bestehend aus Key und Value, der Schlu¨ssel ist die ID fu¨r das jeweilige
Datenfeld, als Value liegt der Wert im String-Format vor. Die Verbindung zu andere
Anforderungen wird u¨ber eine Menge von LinkedWorkItem-Objekten modelliert, es
stellt dabei das WorkItem, zu dem die Beziehung besteht, sowie die Art und Rolle
der Beziehung bereit.
U¨ber die Methode connect() stellt der Polarion Reader eine Verbindung zu Polarion
her und meldet sich mit den in der GUI eingegebenen Nutzerdaten an - das Ver-
bindungsergebnis wird dem Nutzer anschließend mitgeteilt. Erst nach erfolgreicher
Anmeldung kann u¨ber die read()-Methode der Download der WorkItems gestartet
werden. Dabei wird zuna¨chst der Projektname ausgelesen sowie alle WorkItems her-
untergeladen und in einem Array zwischengespeichert. Anschließend interpretieren
die Methoden readSignals(), readParameters() und readArchitecture() die Anfor-
derungen, wobei die ersten beiden Methoden zwingend vor der letzten ausgefu¨hrt
werden mu¨ssen, da bei der Interpretation der Architektur auf vorhandene CParame-
ter sowie CSignal Objekte zugegriffen wird. Die Methode readSignals() durchsucht
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alle WorkItems nach Signalspezifikation- und Signalbus-Anforderungen und erstellt
fu¨r jedes gefunden Signal ein CSignal-Objekt mit alle Attributen, welche in der ent-
sprechenden Spezifikation vorhanden sind. Fu¨r Busse werden daru¨ber hinaus auch
Signalspezifikationen der Untersignale erstellt, welche u¨ber die LinkedWorkItems
gefunden werden. Auch Konstanten werden ausgelesen, interpretiert und als Unter-
objekt zum CSignal -Objekt hinzugefu¨gt. Abschließend pru¨ft sich jedes Signal mittels
der Methode isValid() selbst und wird bei positivem Ergebnis zu einer Signalliste
hinzugefu¨gt. Die Interpretation von Parametern mittels der Methode readParame-
ters() erfolgt analog zu readSignals(). Die Methode readArchitecture() durchsucht
die WorkItems nach der Kundenfunktionsanforderung und erstellt ein CComponent-
Objekt mit den Attributen der Anforderung. Anschließend werden alle zugeho¨rigen
Feature-Funktionen u¨ber angeha¨ngte LinkedWorkItems ermittelt und fu¨r diese eben-
falls CComponent-Objekte erstellt, welche dem Kundenfunktionsobjekt als Kinder
hinzugefu¨gt werden. Bei der Analyse der Feature-Funktionen werden auch ihre Funk-
tionalen Anforderungen untersucht und interpretiert. Insgesamt erfolgt die Interpre-
tation der Architektur und ihrer Logik daher von den Funktionalen Anforderungen
aus. Es wird zuna¨chst die Kundenfunktion gesucht, u¨ber die LinkedWorkItems und
die Feature-Funktion bis zu den Funktionalen Anforderungen durchsucht. Dabei
wird fu¨r die hierarchisch niedrigste Anforderung ein Objekt erstellt, welches - nach
Validierung - als Kind des u¨bergeordneten Objekts gesetzt wird, bis die Reader-
Engine ein valides CCOmponent-Objekt der Kundenfunktion zuru¨ckgibt, dass alle
untergeordneten Anforderungsobjekte beinhaltet. Eine Auflistung der wichtigsten
Klassenmethoden findet sich in Tabelle 5.6. Erga¨nzend seien noch die Hilfsklassen
Methode Beschreibung
connect() stellt eine Verbindung mit Polarion her,
read() startet den Interpretationsvorgang und
baut die Zwischenstrukturobjekte
readProjectName() liest den Projektnamen aus Polarion und gleichzeitig
auch den Namen des erzeugten Modells
readArchitecture() baut ein CComponent-Objekt fu¨r jede Kundenfunktion,
inkl. untergeordnerter Feature-Funktionen sowie
Funktionaler Anforderungen
readSignals() Erstellt eine CSignal-Liste aller Signale und Busse
analyzeFFct() gibt ein vollsta¨ndiges CComponent-Objekt
eines Feature-Funktion-WorkItems zuru¨ck
analyzeFuncReq() analyisert ein Funktionales Anforderungs-WorkItem
und baut daraus ein CFuncRequirement-Objekt
downloadWorkItems() la¨dt alle WorkItems von Polarion herunter
Tabelle 5.6: Die wichtigen Methoden der Klasse Polarion Reader
Polarion DatatypeConverter und Polarion Constants erwa¨hnt. Erste u¨bersetzt die
angegebenen Polarion-Datentypen in eine allgemeine, technische Darstellungsweise
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unter Einbezug der Wertebereiche bei Integer-Datentypen. Letztere Klasse bu¨ndelt
alle genutzten Konstanten, wie die Namen der eigenen Attributfelder, in einem Ob-
jekt, diese werden anstatt der direkten Strings in Polarion Reader genutzt.
5.3.4 Erbauer
Die Erbauer-Einheit bekommt die Daten des Interpreters u¨bergeben, um auf des-
sen Basis die MCC zu bauen und besteht aus einer Reihe von Klassen mit jeweils
klar abgegrenzten Aufgabenbereichen. Um eine hohe Abstraktion von der konkre-
ten Klasse zu erreichen, wurde ein Interface angelegt (IBuilder), welches von der
abstrakten Klasse BuilderObj implementiert wird. Die Klasse Simulink Builder ist
wiederum ihre konkrete Implementierung und erbt alle Attribute von BuilderObj.
• Simulink-Builder
Der Simulink-Builder entspricht der u¨bergeordneten Master-Klasse und gene-
riert die Systemarchitektur auf Basis der ihr u¨bergebenen Component-Objekte.
• Simulink-TermBuilder
Simulink-TermBuilder ist eine separate Klasse zur Generierung von MCCs aus
Equation-Objekten.
• Simulink-Instructions
Simulink-Instructions stellt Methoden bereit, um grundlegende MATLAB-
Anweisungen im String-Format zu parametrisieren. Die Konstruktionsklassen
ko¨nnen auf diese Weise frei von redundanten Zeichenketten zur MCC Erzeu-
gung sein.
• Simulink-Connector
Diese Klasse dient dazu, auf Basis der generierten Architektur die Verbindun-
gen in Simulink zwischen den Blo¨cken zu ziehen.
• MatlabCommunicator
Die MatlabCommunicator-Klasse stellt die Verbindung zu MATLAB her und
u¨bertra¨gt die MCCs.
• FileWriter
Die FileWriter-Klasse schreibt MCC optional in einen M-File.
Die Erbauer-Einheit wird durch die Direktor-Klasse initialisiert und anschließend ei-
ne Verbindung zu MATLAB aufgebaut beziehungsweise ein M-File angelegt. Zusa¨tzlich
wird der Status zuna¨chst mit oﬄine initialisiert und nach erfolgreicher Verbindungs-
herstellung zu online aktualisiert. Weiterhin werden alle unterstu¨tzenden Builder -
Klassen initialisiert. Der Direktor u¨bergibt nun die einzelnen Elemente der vom
Reader generierten Datenstruktur an den Builder und bekommt die MCC-Strings
zuru¨ckgeben. Die hierfu¨r durch das Interface IBuilder bereitgestellten Funktionen
sind in Listing 5.1 dargestellt und werden im folgenden Text detailliert erla¨utert.
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Erga¨nzend wird auch die Funktion getFuncReqAsMatlabCode() der Klasse Simu-
link TermBuilder beschrieben.
1 pub l i c i n t e r f a c e IBu i l d e r
2 {
3 void s e tP r op e r t i e s ( Prope r t i e s prop ) ;
4
5 void connect ( ) ;
6 void execute ( S t r ing expr ) ;
7
8 St r ing createSystem ( St r ing name) ;
9 St r ing createComponent (CComponent comp) ;
10 St r ing c r e a t eS i gna l ( CSignal Element ) ;
11 St r ing createParameter ( CParameter Param) ;
12
13 void repor tEr ro r ( S t r ing message ) ;
14 void r epor t ( S t r ing message ) ;
15
16 EEngineStatus ge tStatus ( ) ;
17 }
Listing 5.1: Darstellung der von dem IBuilder -Interface bereitgestellten Methoden.
• void connect()
Die Methode connect() pru¨ft, ob eine Verbindung zu MATLAB aufgebaut
werden kann. Dabei wird ein Simulink MatlabCommunicator -Objekt instan-
tiiert, welcher pru¨ft, ob eine lokale MATLAB -Instanz aktiv ist. Zuvor muss
die Schnittstelle von MATLAB jedoch durch Ausfu¨hrung des Befehls mat-
lab.engine.shareEngine fu¨r eingehende Verbindung geo¨ffnet werden. Das von
den MATLAB -Bibliotheken bereitgestellte Objekt MatlabEngine kann nun
mittels der Methode findMatlab() alle aktiven Instanzen finden und bekommt
diese als String-Array mit ihren jeweiligen Instanznamen zuru¨ckgeben. Das
vorliegende Programm geht von einer lokal laufenden Instanz aus und verbin-
det sich daher mittels connectMatlab() mit dem ersten Element der Liste.
Beim Export in eine Datei wird Simulink FileWriter -Instanz gestartet und in
einem u¨bergebenen Pfad eine Datei angelegt und fu¨r Schreibzugriffe geo¨ffnet.
• void execute(String expr)
Der Methode execute() wird ein oder mehrere MCCs-Strings u¨bergeben, split-
tet diesen anhand der Semikolons, welche die einzelnen Anweisungen tren-
nen und entfernt Whitespace an den Ra¨ndern der Zeichenkette. Anschließend
wird jeder Befehl u¨ber die Methode evalAsync() an die MATLAB -Engine ge-
sandt und auf der Java-Ausgabekonsole ausgegeben. Die Trennung in einzelne
Anweisungen verhindert, dass im Falle von Syntax-Fehlern oder fehlerhaften
Daten in den Anweisungen ein ganzer Block nicht ausgefu¨hrt wird, sondern
nur der jeweilige Befehl nicht, in diesem Fall wird eine Warnung ausgegeben.
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Kommentare werden bei Nutzung der MATLAB -Engine ebenfalls aussortiert.
Beim Schreiben der Befehle in ein M-File werden Kommentare u¨ber das aktuell
generierte Objekt mitgeschrieben, da sie helfen, den Quelltext zu strukturieren
und eine schnellere Orientierung erlauben. Kommentare werden u. a. von den
einzelnen Builder Objekten erzeugt, um auf den Beginn der Generation eines
neuen Objekts aufmerksam zu machen und nach dem Muster % Kommentar
% erstellt, was im Sinne von MATLAB ein gu¨ltiger Kommentar ist, allerdings
in Java mittels des regula¨ren Ausdrucks %[
s
S]+% schnell aussortiert werden kann.
• String createSystem(String name)
Die Methode createSystem() erzeugt und o¨ffnet ein neues System mit dem
u¨bergebenen Namen. Es muss vor allen anderen create-Befehlen ausgefu¨hrt
werden, da erzeugtes und geo¨ffnetes System die Grundlage fu¨r sa¨mtliche Er-
zeugungsprozesse ist. Der Name des Systems wird in einer separaten Variable
gespeichert und dient als Pfadpra¨fix fu¨r alle zuku¨nftigen MCCs.
• String createComponent(Component comp)
Die Methode createComponent() erzeugt rekursiv ein Simulink-System auf Ba-
sis der Component-Datenstruktur. Dabei wird jeweils von der obersten Ebene
des Systems ausgegangen - sollen tieferliegende Schichten modelliert werden,
wird dies u¨ber Kindobjekte der Component-Klasse realisiert. Auch Ein- und
Ausga¨nge werden aus dem Component-Objekt abgeleitet. Folgende Schritte
werden bei der Generierung durchgefu¨hrt:
1. Erstelle das (Sub-)System.
2. Erstelle alle zugeho¨rigen Ports fu¨r das Subsystem.
3. Erstelle Kind-Componenten.
4. Erstelle alle Funktionalen Anforderungen, die an dieses System gebunden
sind.
5. Fu¨ge jedem Block einen Requirement-Traceability-Link hinzu.
6. Layoute das System (wenn aktiviert).
7. Ziehe die Verbindungen zwischen den Blo¨cken.
Das Layouten des Systems erfolgt vor dem Ziehen der Verbindungen, da vorher
gezogene Verbindungslinien sich in ihrem Verlauf nicht anpassen, sondern sich
nur an den Enden der urspru¨nglichen Linie verla¨ngern. Dies sorgt trotz besserer
Blockanordnungen fu¨r unu¨bersichtlichere Systeme, da die Verbindungslinien
la¨nger sind als erforderlich.
• String createConnections(Component comp, String path)
Die Methode createConnections() zieht Verbindungen in einem (Sub-)System
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des u¨bergebenen Pfads unter Beru¨cksichtigung des Signaltyps. Hierbei werden
identisch benannte Ein- und Ausga¨nge zwischen den Systemen gesucht und
entsprechend verbunden. Das Verbinden erfolgt dabei fu¨r jedes System in drei
Schritten:
1. Ziehe eine Verbindung von einem Inport des Systems zu jedem Inport
eines Subsystems mit identischem Namen. Ein Signal kann dabei vom
System-Inport zu beliebig vielen Subsystem-Inports fließen.
2. Ziehe eine Verbindung von einem Outport eines Subsystem zu einem
Outport des System mit gleichem Namen. Dabei darf jedem Outport nur
einmal ein Wert zugewiesen werden.
3. Fu¨r jeden Outport eines Subsystems wird u¨berpru¨ft, ob es einen Inport
eines anderen Subsystems mit identischem Namen gibt. Jeder Outport
darf auf dieser Ebene nur einmal vorkommen.
• String createParameter(Parameter Param)
Die Methode createParameter() bekommt einen validen Parameter u¨bergeben
und generiert hieraus eine Simulink-Parameter -Variable. Wenn es sich um den
ersten generierten Parameter handelt, wird auf der ho¨chsten Systemebene ein
Subsystem angelegt, welches die Variable durch einen Constant-Block zu ei-
nem Bus zusammenfasst. Dieser fließt in einen Goto-Block mit systemweiter
Sichtbarkeit. Mit jedem weiteren Parameter wird der Bus entsprechend erwei-
tert.
• String getFuncReqAsMatlabCode(CFuncRequirement term, String
path)
Die Methode getFuncReqAsMatlabCode() der Klasse Simulink TermBuilder
generiert MCCs Funktionaler Anforderungen an einen u¨bergebenen Pfad fu¨r
createComponent() und unterscheidet zwischen Anweisungen, Fallunterschei-
dungen sowie nicht generierbaren Anforderungen.
Fu¨r jedes u¨bergebene CFuncRequirement-Objekt wird zuna¨chst eine Typu¨ber-
pru¨fung durchgefu¨hrt, um festzustellen, um welchen der drei oben genannten
Anforderungstypen es sich handelt, anschließend wird jeweils eine eigene Sub-
Methode aufgerufen. Im Falle einer Anweisung wird die Gleichung rekursiv
vom niedrigst-priorisierten Operator aufgebaut und mit steigender Rekursions-
tiefe die Operatoren der Zwischenergebnisse und abschließend Parameter und
Constant-Blo¨cke generiert sowie die Signaleinga¨nge verbunden. Zum Erstellen
der Operatoren verfu¨gt die Klasse u¨ber eine Mapping-Tabelle zur U¨bersetzung
in einen Simulink-Operatorblock, bei einigen Blo¨cken werden erga¨nzend noch
Einstellungsbefehle mit generiert. Zusa¨tzlich wird jedem Block der Name der
(Teil-)Anweisung zugeordnet, die er am Ausgang repra¨sentiert. Nach der Er-
stellung der Blo¨cke werden die Verbindungen gezogen, a¨hnlich auch vom Aus-
gang der Anweisung, u¨ber die Operatoren hin zu den jeweiligen Datenquellen.
Nummerische Werte werden als Constant-Block in das System eingebunden,
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fu¨r Parameter wird ein eigenes Subsystem erstellt und innerhalb des Parame-
terbus aus einem From-Block bezogen, der relevante Parameter mittels eines
Bus-Selectors extrahiert und ein Signalausgang fu¨r diesen angelegt. Beim An-
legen der Verbindungen kann dieser Parameter daher als einfacher Block be-
trachtet werden. Signalports werden von der u¨bergeordneten Feature-Funktion
bereitgestellt.
MCCs fu¨r Fallunterscheidungen werden von der Methode getConditionAsMat-
labCode() erstellt, dessen Kern ein zentraler If -Block bildet. Fu¨r jede Bedin-
gung wird ein separates Subsystem erstellt und die Anweisung generiert, wo-
bei fu¨r ELSE-Bedingungen das Bedingungssystem ausgespart wird. Anschlie-
ßend wird der If -Block angelegt und auf die Anzahl der Bedingungsblo¨cke
eingestellt, womit fu¨r jeden Wahrheitswert, den ein Bedingungssubsystem zur
Verfu¨gung stellt, auch ein Eingang vorhanden ist. Fu¨r jede Anweisung wird
ein If-Action-Subsystem erstellt, ein spezielles Subsystem, welches sich durch
einen eingehenden boolschen Wert, ausgehend vom If -Block, aktivieren la¨sst.
Abschließend wird ein Merge-Block hinzugefu¨gt, welcher die Ausgangswerte
der Anweisungen zu einem Wert vereinigt, wobei, bedingt durch den vorge-
schaltete If -Block, auch immer nur ein System aktiv ist und die anderen Sys-
teme daher die Ausgabe nicht beeinflussen. Fu¨r nicht-generierbare Systeme
wird ein einfaches, rot-eingefa¨rbtes Subsystem erstellt und mit dem Beschrei-
bungstext der jeweiligen Anforderung versehen.
IMessageSystem
BuilderObj
Simulink_Builder
IMessageSystem
Simu link_FileWriter
S imulink_Instructions
IMessageSystem
Simu link_MatlabCommunicator
«interface»
IBuilder
IMessageSystem
Simulink_TermBuilder
-termBuilder -matlab
-fileWriter
Abbildung 5.7: UML-Klassendiagramm der Builder -Engine ohne Attribute darge-
stellt.
5.3.5 Requirement Checker
Alle Anforderungsattribute werden von der Polarion-API als String u¨bergeben, auch
nummerische Werte. Daher mu¨ssen eine Pru¨fung auf Gu¨ltigkeit der Attribute als
auch die Einhaltung von Namenskonventionen durchgefu¨hrt werden. Hierfu¨r wur-
de die statische Klasse RequirementChecker implementiert. Durch die Nutzung von
regula¨ren Ausdru¨cken stellt sie Methoden zur Namenspru¨fung von Signalen, Bus-
sen, Parametern, Kunden- sowie Feature-Funktionen bereit. Auch ist es mo¨glich,
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der Klasse einen Variablennamen zu u¨bergeben und sie gibt die erwartbaren Daten-
typ beziehungsweise Anforderungsklasse zuru¨ck. Anwendung findet die Klasse vor
allem in den isValid()-Methoden der Zwischenstrukturobjekte, was den Objekten
die Mo¨glichkeit zur Selbstu¨berpru¨fung gibt.
Methode Beschreibung
getContainerType() gibt die Klasse eines Objekts anhand des Namens aus
checkChildRestrictions()
pru¨ft ob ein u¨bergebenes CComponentobjekt
u¨ber zuviele Kindobjekte verfu¨gt
checkInterfaceRestrictions()
pru¨ft ob ein u¨bergebenes CComponentobjekt
u¨ber zuviele Signalports verfu¨gt
isNameMatchingDatatype()
pru¨ft ob der Name eines Parameters oder Signals
zu seinem Datentyp passt
checkRange()
validiert den Wertebereich von Parametern
und Signalen
isNameCorrect() pru¨ft ob der Name einer Anforderung korrekt ist
isReqNameValid()
pru¨ft ob der Name eines Objektes zu seinem
Anforderungstyp passt
getTypeOfVarName()
gibt den Anforderungstyp aus,
der anhand des Namen zu erwarten ist
Tabelle 5.7: Die wichtigen Methoden der Klasse RequirementChecker
5.3.6 Einstellungen & Programmparameter
Um das Programm flexibel zu gestalten, wurden alle Einstellungen in einer se-
paraten Einstellungsdatei abgelegt. Hierfu¨r wurde die Java-Klasse Properties ge-
nutzt, in welcher Einstellungen nach dem Key/Value-Prinzip abgespeichert wer-
den ko¨nnen. Zusa¨tzlich stellt die Klasse Methoden zum Einlesen von Einstellungen
aus einer Datei bereit. Diese wird bei Programmstart eingelesen und an einzelne
Objekte u¨bergeben. Diese extrahieren die fu¨r sie notwendigen Einstellungen aus
dem u¨bergebenen Properties-Objekt. Eine Auswahl der ha¨ufigsten Optionen wird
ebenfalls u¨ber das GUI angezeigt. Werden Optionen in der grafischen Oberfla¨che
gea¨ndert, wird ein aktualisiertes Properties-Objekt an alle Systemkomponenten ge-
schickt.
5.4 Aufgetretene Schwierigkeiten
Kommunikation von Generator & MATLAB
Wa¨hrend der Entwicklung wurde festgestellt, dass die Wertu¨bergabe von Variablen
durch MATLAB an das Java-Programm mit hohen zeitlichen Latenzen verbunden
ist, was die Ausfu¨hrungszeit des Programms unverha¨ltnisma¨ßig verzo¨gert hatte. Aus
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diesem Grund wurde sich fu¨r eine unidirektionale Kommunikation vom Generator
zur MATLAB -Eingabekonsole entschieden. Die einseitig gerichtete Kommunikati-
onsrichtung erlaubt somit auch die MCC in ein m-File zu schreiben, auch wenn keine
Verbindung zu MATLAB hergestellt werden kann.
Synchrone Kommunikation
Zuna¨chst wurde zur U¨bertragung an die MATLAB-Engine die Funktion eval() ge-
nutzt, was allerdings eine synchrone Kommunikation mit MATLAB erzwingt. Hieraus
ergaben sich Verzo¨gerungen bei der Ausfu¨hrungsgeschwindigkeit, da die Software
jeweils bei einzelnen Instruktionen la¨ngere Zeit auf MATLAB wartet. Weiterhin tre-
ten bei der Nutzung eines separaten Threads fu¨r die GUI Fehler auf, welche auf un-
gleichma¨ßige Synchronisationszyklen schließen lassen. Daher wurde in einer spa¨teren
Version die Methode evalAsync() genutzt, welche alle Anweisungen asynchron an
MATLAB sendet und zum na¨chstmo¨glichen Zeitpunkt von MATLAB ausgefu¨hrt
werden.
Datenformat
Der von Polarion ALM bereitgestellte Beschreibungstext der Anforderungen liegt
nicht im Klartextformat vor, sondern als HTML-Zeichensatz. Es war daher notwen-
dig, eingehende Texte um HTML-Tags zu bereinigen sowie eventuelle Sonderzeichen
entsprechend zu u¨bersetzen. Exemplarisch stehen hier die Zeichen fu¨r die Vergleichs-
operation (>/<), welche in HTML als &lt; und &gt; dargestellt werden.
5.5 MATLAB - Funktionen
Da einige Programmbestandteile einen Austausch mit MATLAB erfordern wu¨rden,
wurden sie direkt als MATLAB -Funktion implementiert, um das Konzept der einsei-
tig gerichteten Kommunikation beizubehalten. Hierzu za¨hlen ein Algorithmus zum
Layouten der Modelle und ein intelligenter Verbindungsalgorithmus.
Das intelligente Verbinden von zwei Systemen u¨ber einen bestimmten Port in MAT-
LAB/Simulink wu¨rde, durch das Hauptprogramm ausgefu¨hrt, einen hohen Kommu-
nikationsoverhead erzeugen. Beispielsweise verfu¨gt ein Add -Block u¨ber zwei Inport-
Handles sowie einen Outport-Handle. Die Anzahl der Port-Handles eines Subsystems
wiederum ist abha¨ngig von der Anzahl der In- und Outport-Blo¨cke innerhalb des
Subsystems. Soll z. B. ein Subsystem an einem Inport mit einem bestimmten Namen
verbunden werden, wu¨rde dies erfordern, dass zuna¨chst die Anzahl der Port-Handles
dieses Systems ermittelt wird, anschließend der Name jedes Ports mit dem Refe-
renznamen abgeglichen werden und dieses Port-Handle zuru¨ckgegeben und durch
die add line()-Funktion verbunden wird. Aus diesem Grund wurde die Funktion
connectElements(path,SourceBlock,TargetBlock,signalName) direkt in MATLAB im-
plementiert und in die MATLAB -Umgebung eingebunden. Das Hauptprogramm
kann connectElements() direkt als MATLAB -Befehl aufrufen und verbindet auf
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diese Weise zwei Blo¨cke an einem u¨bergebenen Pfad, wobei der sowie der Quell-
block als auch der Zielblock einen In- beziehungsweise Outport mit dem als letzten
Parameter u¨bergebenen Signalnamen besitzen mu¨ssen. Diese Funktion wird zum
Verbinden der Feature-Systeme nach der vollsta¨ndigen Generierung genutzt.
Beim Hinzufu¨gen eines Blocks in MATLAB/Simulink wird dieser standardma¨ßig
im Mittelpunkt des Systems platziert, was bei mehreren Blo¨cken innerhalb des sel-
ben Systems zur Folge hat, dass die Blo¨cke u¨bereinander liegen und zur manuellen
Verifikation nicht geeignet sind. Aus diesem Grund wurde ein rudimenta¨rer Layout-
Algorithmus (layoutSystem(SystemName,doRekursive)) in MATLAB geschrieben,
der die einzelnen Blo¨cke anhand ihrer Port-Handles betrachtet und von links nach
rechts anordnet. Auf der linken Seite des Systems werden zuna¨chst alle Syste-
meinga¨nge untereinander angeordnet, rechts daneben folgen alle Blo¨cke, welche an
ihren Inport-Handles nur von den Ausga¨ngen der Einga¨nge abha¨ngig sind. Dies wird
rekursiv fortgefahren, bis jeder Block alle Blo¨cke, von denen er auf der Inport-Seite
abha¨ngig ist, links von sich hat. Abschließend werden alle Ausga¨nge rechts davon
positioniert. Die bereits gezogenen Verbindungslinien bleiben dabei bestehen, nur
die Position der Blo¨cke a¨ndert sich.
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Zum Evaluieren der in Kapitel 4 erstellten Notation sowie des in Kapitel 5 im-
plementierten Transformators wurden Anforderungen fu¨r eine vereinfachte Soft-
ware zur Pra¨diktion von Bewegungsdaten von Fahrzeugen im zweidimensionalen
Raum in Polarion ALM modelliert. Die Berechungsformeln orientieren sich hier-
bei am linearen Einspurmodell von Riekert und E. Schunck [43]. Diese soll exem-
plarisch fu¨r typische Embedded-Software stehen und weist u¨bliche Eigenschaften
wie fest definierte Schnittstellen sowie ein nicht-dynamisches Laufzeitverhalten auf.
Dabei nimmt die Pra¨diktion die aktuellen Bewegungsdaten eines Objektes entge-
gen und kalkuliert auf deren Basis zuku¨nftige Bewegungsdaten zu einem, ebenfalls
u¨bergebenen zuku¨nftigen Zeitstempel. Die Angabe dessen erfolgt in Millisekunden,
ausgehend vom aktuellen Zeitpunkt. Zusa¨tzlich wird noch die Standardabweichung
ausgewa¨hlter Sensoren u¨bergeben, um eine Validierung der Eingangsdaten vorneh-
men, und bei Bedarf korrigieren zu ko¨nnen. Die Ausgabewerte entsprechen den Ein-
gangsdaten nur zu einem zuku¨nftigen Zeitpunkt. Eine Liste aller Eingangsdaten
ist in Tabelle 6.1 zu sehen. Weiterhin soll die Software noch eine Statusmeldung
u¨ber den Erfolg der Berechnung ausgeben. Auf diese Weise soll eine Kennzeichnung
erfolgen, ob die Pra¨diktion aufgrund fehlerhafter Eingabedaten fehlgeschlagen ist.
Eingang Ku¨rzel Einheit Standardabweichung
Objektindex index Nein
Pra¨diktionszeitpunkt t ms Nein
Objektla¨nge und Breite lenght/width mm Nein
Position X/Y posx / posy m Nein
Beschleunigung X/Y ax / ay
m
s2
Ja
Geschwindigkeit X/Y vx / vy
m
s
Ja
Gierwinkel δ rad Ja
Gierrate Ψ rad
s
Ja
Kru¨mmung cur rad Nein
Tabelle 6.1: Zu sehen ist eine Auflistung der Eingangsdaten der Pra¨diktionssoftware.
Zusa¨tzlich wird fu¨r alle markierten Werte noch eine Standardabwei-
chung des Sensors angegeben.
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6.1 Verhaltensbeschreibung der Pra¨diktion
Die Software nimmt die Bewegungsdaten sowie die Standardabweichungen der Sen-
soren und den Index als Eingangsdaten entgegen. Dabei sollen zuna¨chst die Stan-
dardabweichungen der Sensoren fu¨r die Geschwindigkeits-, Beschleunigungs- und
Gierwerte mit vordefinierten Parametern abgeglichen und bei Abweichungen außer-
halb der Toleranz neu berechnet werden. Fehlerhafte Daten fu¨r vertikale Beschleuni-
gungswerte lassen sich beispielsweise aus der korrekten Gierrate sowie der vertikalen
Geschwindigkeit ableiten. Fu¨r die Korrektur ergeben sich folgende Formeln:
ax = δ ∗ vx X-Beschleunigung
ax = δ ∗ vy Y-Beschleunigung
Ψ = ax
vx
Gierrate
Eine Korrektur fu¨r die Positionsdaten, den Fahrzeugabmessungen, der Beschleuni-
gung und der Kurvenkru¨mmung ist nicht vorgesehen. Im Falle der Beschleunigung
la¨sst sich jedoch anhand der Standardabweichungsdaten erkennen ob sich um feh-
lerhafte Werte handelt. In diesem Fall soll die Software eine Fehlermeldung ausge-
ben. Sind alle relevanten Eingangsdaten verifiziert, soll eine Entscheidung u¨ber ein
Vorhersagemodell getroffen werden, welches sich aus den aktuellen Bewegungsda-
ten und der Vorhersagezeit ableitet. Dabei stehen ein statisches, ein lineares sowie
ein kreisfo¨rmiges Vorhersagemodell zur Verfu¨gung. Ersteres wird bei Stillstand des
Fahrzeugs angewandt, das lineare Modell nur fu¨r eine vertikale Bewegung und das
winkelabha¨ngige fu¨r vertikale und horizontale Bewegungen, wie sie bei Autos etwa
bei Kurvenfahrten zustande kommen. Weiterhin wird bei Pra¨diktionsberechnungen
fu¨r sehr kurze Distanzen auf das lineare Modell zuru¨ckgegriffen, um die Berech-
nungszeit in kritischen Situationen zu begrenzen, da die horizontale Bewegung in
diesem Fall eine untergeordnete Rolle spielt.
Wenn fehlerhafte Eingangsdaten nicht korrigiert werden konnten, soll es ggf. zu
einem Downgrade des Vorhersagemodells kommen, unter den Voraussetzungen, dass
fu¨r dieses Modell korrekte Daten vorliegen und ein Downgrade fu¨r das aktuelle Ob-
jekt zula¨ssig ist. Letzteres soll u¨ber einen Parameter einstellbar sein.
Vorhersagemodell Erforderliche Daten
Statisches Modell posx, posy, δ
Lineares Modell posx, posy, δ, vx, vy, s
Kreis-Modell posx, posy, δ, vx, vy, s, curvature
Die im Folgenden dargestellten Formeln werden hierbei zur Berechnung der pra¨diktierten
Werte in den jeweiligen Vorhersagemodellen eingesetzt, wobei einige Werte un-
vera¨ndert u¨bernommen werden. Nicht angegebene Werte bekommen immer den
Wert 0 zugewiesen. Die Strecke s wird zuvor aus der aktuellen Beschleunigung in
Verbindung mit der Pra¨diktionszeit nach der Formel s = 1
2
∗ax∗(t/1000)2 berechnet.
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Statisches Vorhersagemodell
pre length = length
pre width = width
pre posx = posx
pre posy = posy
pre δ = δ
Lineares Vorhersagemodell
pre length = length
pre width = width
pre posx = posx + s ∗ cos(δ)
pre posy = posy + s ∗ sin(δ)
pre vx = cos(δ)
pre vy = sin(δ)
pre δ = δ
Kreis Vorhersagemodell
pre length = length
pre width = width
pre posx = posx +
sin(δ)−sin(pre δ)
cur
pre posy = posy +
cos(δ)−cos(pre δ)
cur
pre vx = cos(δ + s+ cur)
pre vy = sin(δ + s+ cur)
pre ax = − sin(δ + s ∗ cur) ∗ cur
pre ay = cos(δ + s ∗ cur) ∗ cur
pre δ = δ + s ∗ cur
Weiterhin unterscheidet die Software zwischen dem Ich-Objekt (auch Ego-Objekt
genannt) und anderen Objekten, bei letzterem ist der Index = 0, alle anderen
Objekte bekommen einen Index > 0 zugewiesen. Fu¨r das Ego-Objekt ko¨nnen et-
wa andere Grenzwerte hinsichtlich der zula¨ssigen Standardabweichungen gelten, da
die eingesetzten Sensoren innerhalb des Fahrzeugs in der Regel u¨ber eine ho¨here
Genauigkeit verfu¨gen als die Erfassung anderer Verkehrsteilnehmer durch optische
Sensoren.
6.2 Anforderungsspezifikation
Das Erstellen der Anforderungen erfolgte in Polarion ALM , wobei zuna¨chst U¨berschrifts-
Anforderung zur Gliederung der Anforderungen erstellt wurden. Dabei wurde diffe-
renziert zwischen Parameterspezifikationen, Signalspezifikationen und dem eigentli-
chen Softwareentwurf, welcher Kunden- und Featurefunktionen sowie Funktionale-
und Nicht-Funktionale Anforderungen zusammenfasst. Hierbei wurde nach dem
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Top-Down-Prinzip zuna¨chst die Kundenfunktion spezifiziert und darunterliegend
die Feature-Funktionen. Anschließend wurden die Ein- und Ausgangsdaten fu¨r die
einzelnen Feature-Funktionen angelegt, welche die Basis fu¨r die Signale der Kunden-
funktion darstellen. Die Feature-Funktionen, welche sich aufteilen in Validierung,
Eingangsdatenkorrektur, Entscheider und Berechnung, wurden im Folgenden durch
Funktionale Anforderungen, Parameter und interne Signale spezifiziert. Auf die Mo-
dellierung von nicht-funktionalen Anforderungen wurde verzichtet, da sie keine Re-
levanz im Bezug auf die Generation besitzen. Insgesamt weist das Pflichtenheften
folgende Metriken auf:
1 Kundenfunktionen
4 Feature-Funktionen
38 Funktionale Anforderungen
0 Nicht-Funktionale Anforderungen
12 Informationen
67 Signalspezifkationen
11 Parameterspezifikationen
133 Gesamt
Dabei fa¨llt auf, dass sich auch in einem kleinen Projekt ein Großteil der Anforderun-
gen auf Signalspezifikationen zuru¨ckfu¨hren la¨sst. Dies ergibt sich daher, dass Signa-
le im Kontext des Pflichtenhefts eindeutig sind und jeweils nur einmal beschrieben
werden, was dem Entwurf von Simulink-Modellen nahe kommt. Eine vollsta¨ndige
Anforderungsliste findet sich im Anhang.
6.3 Transformation
Die Transformation der Anforderungen erfolgte in zweifacher Ausfu¨hrung: Zuna¨chst
direkt zu Simulink und einmal in Form eines M-Files um den generierten Code sta-
tistisch auswerten zu ko¨nnen. Dabei wurden aus den 133 Anforderungselementen
insgesamt 7.493 MCCs generiert. Ein Großteil der MATLAB-Anweisungen entfa¨llt
hierbei auf die Generation von Anweisungen sowie Fallunterscheidungen und fu¨r
das Requirement Traceability. Letzteres insbesondere daher, weil viele Blo¨cke u¨ber
mehrere Anforderungsverweise verfu¨gen, was bei mehreren Requirement Traceabi-
lity (RT)-Links pro Block zu einem starken Anstieg der MATLAB -Anweisungen
fu¨hrt. Das generierte Modell wurde erwartungsgema¨ß erstellt und entspricht dem
Anforderungsmodell. Verhaltensanweisungen und Fallunterscheidungen fu¨gen sich
nahtlos in die Architekturbestandteile ein. Die Erstellung von textuellen Anforde-
rungsdokumenten ist schneller als das Modellieren selbiger, insbesondere in Kombi-
nation mit generierten, vollsta¨ndig spezifizierten Signaleinga¨ngen. Hinsichtlich der
reinen Architekturgenerierung ergeben sich keine Vorteile gegenu¨ber der manuel-
len Erstellung, da das Verlinken von Anforderungen untereinander ein vergleichba-
rer Arbeitsaufwand ist, wie das manuelle Erstellen von Simulink-Subsystemen. In
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1
s_f_PcfPre_Pre_PosY
2
s_f_PcfPre_Pre_YawAngle
3
s_f_PcfPre_Pre_v_Y
4
s_f_PcfPre_Pre_PosX
5
s_f_PcfPre_Pre_YawAcceleration
6
s_f_PcfPre_Pre_YawRate
7
s_f_PcfPre_Pre_a_Y
8
s_f_PcfPre_Pre_v_X
9
s_f_PcfPre_Pre_a_X
1
s_i_PcfPre_Obj_PredictionTime
2
s_i_PcfPre_Obj_Index
3
s_f_PcfPre_Std_a_X
4
s_f_PcfPre_Std_a_Y
5
s_f_PcfPre_Std_v_X
6
s_f_PcfPre_Std_v_Y
7
s_f_PcfPre_Std_YawRate
8
s_f_PcfPre_Obj_YawAngle
9
s_f_PcfPre_Obj_a_X
10
s_f_PcfPre_Obj_v_X
11
s_f_PcfPre_Obj_a_Y
12
s_f_PcfPre_Obj_YawRate
13
s_f_PcfPre_Obj_Width
14
s_f_PcfPre_Obj_PosX
15
s_f_PcfPre_Obj_v_Y
16
s_f_PcfPre_Obj_PosY
17
s_f_PcfPre_Obj_YawAcceleration
18
s_f_PcfPre_Obj_Curvature
19
s_f_PcfPre_Obj_Length
s_f_PcfPre_Calc_v_Y
s_i_PcfPre_FunctionStatus
s_f_PcfPre_Calc_PosX
s_f_PcfPre_Calc_v_X
s_f_PcfPre_Calc_PosY
s_f_PcfPre_Calc_Width
s_f_PcfPre_Calc_a_Y
s_f_PcfPre_Calc_a_X
s_f_PcfPre_Calc_YawAcceleration
s_f_PcfPre_Calc_Curvature
s_f_PcfPre_Calc_YawAngle
s_f_PcfPre_Calc_Length
s_f_PcfPre_Calc_YawRate
s_i_PcfPre_PredictionModel
s_f_PcfPre_Pre_PosY
s_f_PcfPre_Pre_YawAngle
s_f_PcfPre_Pre_v_Y
s_f_PcfPre_Pre_PosX
s_f_PcfPre_Pre_YawAcceleration
s_f_PcfPre_Pre_YawRate
s_f_PcfPre_Pre_a_Y
s_f_PcfPre_Pre_v_X
s_f_PcfPre_Pre_a_X
swc_PcfPre_Berechnung
s_b_PcfPre_VelocityIsOk_LvL2
s_b_PcfPre_YawAccelerationIsOk_LvL2
s_b_PcfPre_AccelerationIsOk_LvL2
s_b_PcfPre_YawAngleIsOk_LvL2
s_b_PcfPre_YawRateIsOk_LvL2
s_i_PcfPre_Obj_PredictionTime
s_i_PcfPre_Obj_Index
s_i_PcfPre_FunctionStatus
s_i_PcfPre_PredictionModel
swc_PcfPre_Entscheider
s_f_PcfPre_Std_a_X
s_f_PcfPre_Std_a_Y
s_f_PcfPre_Std_v_X
s_f_PcfPre_Std_v_Y
s_f_PcfPre_Std_YawRate
s_i_PcfPre_Obj_Index
s_f_PcfPre_Obj_YawAngle
s_b_PcfPre_YawRateIsOk_LvL1
s_b_PcfPre_AccelerationIsOk_LvL1
s_b_PcfPre_VelocityIsOk_LvL1
s_b_PcfPre_YawAngleIsOk_LvL1
s_b_PcfPre_YawAccelerationIsOk_LvL1
swc_PcfPre_Validierung
s_f_PcfPre_Obj_a_X
s_f_PcfPre_Obj_v_X
s_f_PcfPre_Obj_a_Y
s_b_PcfPre_YawRateIsOk_LvL1
s_b_PcfPre_AccelerationIsOk_LvL1
s_b_PcfPre_VelocityIsOk_LvL1
s_f_PcfPre_Obj_YawRate
s_f_PcfPre_Obj_Width
s_f_PcfPre_Obj_PosX
s_f_PcfPre_Obj_v_Y
s_f_PcfPre_Obj_PosY
s_b_PcfPre_YawAngleIsOk_LvL1
s_b_PcfPre_YawAccelerationIsOk_LvL1
s_f_PcfPre_Obj_YawAcceleration
s_f_PcfPre_Obj_Curvature
s_f_PcfPre_Obj_YawAngle
s_f_PcfPre_Obj_Length
s_b_PcfPre_VelocityIsOk_LvL2
s_b_PcfPre_YawAccelerationIsOk_LvL2
s_b_PcfPre_AccelerationIsOk_LvL2
s_b_PcfPre_YawAngleIsOk_LvL2
s_b_PcfPre_YawRateIsOk_LvL2
s_f_PcfPre_Calc_v_Y
s_f_PcfPre_Calc_PosX
s_f_PcfPre_Calc_v_X
s_f_PcfPre_Calc_PosY
s_f_PcfPre_Calc_Width
s_f_PcfPre_Calc_a_Y
s_f_PcfPre_Calc_a_X
s_f_PcfPre_Calc_YawAcceleration
s_f_PcfPre_Calc_Curvature
s_f_PcfPre_Calc_YawAngle
s_f_PcfPre_Calc_Length
s_f_PcfPre_Calc_YawRate
swc_PcfPre_Eingangsdatenkorrektur
Abbildung 6.1: Ausgabe des Generators - Kundenfunktionsebene der
Pra¨diktionssoftware mit ASIL-QM
Kombination mit Funk. Anforderungen ist jedoch ein Geschwindigkeitsvorteil zu
beobachten, welcher sich um so sta¨rker auswirkt desto o¨fter die einzelnen Anforde-
rungselemente wiederverwendet werden ko¨nnen. Auch das Anlegen von Parametern
als Variable sowie das Bilden des Parameterbusses, war erfolgreich. Auch hier ergab
sich ein Geschwindigkeitsvorteil gegenu¨ber manueller Entwicklung, da die Parame-
ter jeweils nur spezifiziert werden mussten und das Erstellen des Bussystems und
der Zugriff auf dieses automatisiert erfolgte.
6.4 Fazit
Es la¨sst sich sagen, dass auf Basis weniger Anforderungen ein hochspezifiziertes
Simulink-Modell erstellbar ist, das sich vor allem durch seine hohe Informations-
dichte auszeichnet. Insbesondere durch die Zuordnung von Signalspezifikationen als
Ein- und Ausgang von Systemkomponenten sowie durch die Nutzung des Para-
meterbusses lassen sich Anforderungenspezifikationen mehrfach redundant nutzen.
Das automatisierte Erstellen von Gleichungen und Fallunterscheidungen reduziert
die Fehlerdichte und tra¨gt zu einer direkteren U¨bertragung der Anforderungsspe-
zifikationen bei. Die Systemu¨bersicht zur manuellen Nacharbeitung ist fu¨r kleine
Systeme bis ca. 5 Blo¨cke beziehungsweise 10 Signale ausreichend. Fu¨r gro¨ßere Sys-
teme ist eine Verbesserung des Layout-Algorithmus erforderlich, da Signale sich
ha¨ufig u¨berlappen. Auch die automatisierte Requirement Traceability verringert den
ha¨ndischen Entwicklungsaufwand deutlich.
88
7 Zusammenfassung und Ausblick
In diesem Kapitel soll ein Fazit der Arbeit gezogen sowie zuku¨nftige Weiterentwick-
lungsoptionen aufgezeigt werden.
7.1 Zusammenfassung
Im Rahmen dieser Masterarbeit wurde ein Konzept zur teilautomatischen Generati-
on eines Simulink-Modells auf Basis von Kundenanforderungen aufgezeigt. Im ersten
Schritt wurde ein theoretisches Konzept zur Anforderungsbeschreibung entwickelt,
welches formelle und informelle Anforderungsbeschreibungen kombiniert und die Ge-
neration von Softwarearchitektur, Parameter, Signalspezifikationen sowie einfacher
Funktionaler Anforderungen ermo¨glicht. Im nachfolgenden Schritt wurde eine proto-
typische Implementierung dieses Konzepts umgesetzt und anhand eines Fallbeispiels
ausgewertet. Hierbei hat sich gezeigt dass schon bei einer geringen Anzahl von An-
forderungen eine hohe Arbeitsentlastung erreicht werden kann, die Anforderungen
an die Systemspezifikation jedoch steigen. Eine konzeptionelle Schwa¨che der auto-
matisierten Generation ist, dass Systeme derzeit noch unzureichend geordnet imple-
mentiert werden, was noch eine manuelle nachtra¨gliche Ausrichtung erfordert. Ein
mo¨glicher Ansatz wa¨re die Entwicklung eines nachgelagerten Layout-Algorithmus,
wie ihn Klauske im Rahmen seiner Dissertation [29] vorstellt. Zusammenfassend
wurde aufgezeigt, dass insbesondere bei nicht-komplexen Routineaufgaben eine au-
tomatische Generation der Software Vorteile in der Entwicklungsgeschwindigkeit
bieten und die Ha¨ufigkeit unterspezifizierter Anforderungen reduzierten kann. Da-
bei ist das Konzept nicht alleinstehend, kann allerdings als Basis fu¨r Pflichtenhefte
dienen und um projektspezifische A¨nderungen erga¨nzt werden.
7.2 Ausblick
Wa¨hrend das Konzept hinsichtlich der Architekturgeneration weitgehend ausgescho¨pft
wurde, existieren noch Ideen und Entwu¨rfe zur Ausweitung der Generation von
Funktionalen Anforderungen, welche separat evaluiert werden mu¨ssen. Denkbar wa¨re
z. B. die Generation automatisierter funktionaler Module, welche in eine eigene
Simulink-Bibliothek generiert werden ko¨nnten und anschließend in das Modell ein-
gebunden. Funktionale Anforderungsbeschreibungen ko¨nnten dann um die Einbin-
dung funktionaler Module erga¨nzt werden und so einen a¨hnlichen Effekt erzielen
wie Funktionen und Methoden in klassischen Programmiersprachen. Ein Neben-
effekt wa¨re, dass Anforderungen mehrfach genutzt werden ko¨nnten und so mit
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geringerem Spezifkationsaufwand mehr automatisiert werden kann. Eine weitere
Optimierung wa¨re hinsichtlich der Handhabung von ASIL mo¨glich. Im aktuellen
Konzept wird die Angabe eines ASIL bisher nur genutzt, um das Vorhandensein
von Attributen zu u¨berpru¨fen. Ebenfalls eine denkbare Erweiterung wa¨re die auto-
matisierte U¨berpru¨fung der Kompatibilita¨t der einzelnen Module zueinander hin-
sichtlich erlaubter ASIL. Verbesserungen in der Implementierung ko¨nnte die Un-
terstu¨tzung n-stelliger Operatoren sein, was die Anzahl der Blo¨cke bei Anweisun-
gen mit mehreren Operatoren desselben Typs reduzieren kann. Weiterhin denkbar
wa¨re das automatisierte Erkennen von identischen Teilanweisungen innerhalb einer
Feature-Funktion, um diese nur einmal zu implementieren und das Ausgangssignal
an die entsprechenden Funktionalen Anforderungselemente weiterzuleiten. Tiefgrei-
fende Verbesserungen wa¨re die Implementierung von Testartefakten zu den einzel-
nen Anforderungen sowie die automatische Generierung von Test-Systemen zu den
entsprechenden Funktionalen Anforderungen beziehungsweise Kunden- und Feature-
Funktionen, welche jedem Simulink-Modell zugeordnet werden ko¨nnen.
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Anhang
• DVD mit folgendem Inhalt
– Quelltext der entwickelten Anwendung als eclipse-Projekt
– Anforderungen des Anwendungsbeispiels als Excel-Tabelle
– Ausgabe der Generation des Anwendungsbeispiels als MATLAB/Simu-
link -Projekt und als M-File.
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