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ABSTRACT 
This thesis concerns the development of novel resolution-enhancing optical techniques 
for the purposes of non-destructive sub-surface semiconductor integrated-circuit (IC) 
inspection. This was achieved by utilising solid immersion lens (SIL) technology, 
polarisation-dependent imaging, pupil-function engineering and optical coherence 
tomography (OCT).   
A SIL-enhanced two-photon optical beam induced current (TOBIC) microscope was 
constructed for the acquisition of ultra-high-resolution two- and three-dimensional 
images of a silicon flip-chip using a 1.55µm modelocked Er:fibre laser. This technology 
provided diffraction-limited lateral and axial resolutions of 166nm and 100nm, 
respectively - an order of magnitude improvement over previous TOBIC imaging work. 
The ultra-high numerical aperture (NA) provided by SIL-imaging in silicon (NA=3.5) 
was used to show, for the first time, the presence of polarisation-dependent vectorial-
field effects in an image. These effects were modelled using vector diffraction theory to 
confirm the increasing ellipticity of the focal-plane energy density distribution as the 
NA of the system approaches unity. An unprecedented resolution performance ranging 
from 240nm to ~100nm was obtained, depending of the state of polarisation used.  
The resolution-enhancing effects of pupil-function engineering were investigated and 
implemented into a nonlinear polarisation-dependent SIL-enhanced laser microscope to 
demonstrate a minimum resolution performance of 70nm in a silicon flip-chip. The 
performance of the annular apertures used in this work was modelled using vectorial 
diffraction theory to interpret the experimentally-obtained images.  
The development of an ultra-high-resolution high-dynamic-range OCT system is 
reported which utilised a broadband supercontinuum source and a balanced-detection 
scheme in a time-domain Michelson interferometer to achieve an axial resolution of 
2.5µm (in air). The examination of silicon ICs demonstrated both a unique substrate 
profiling and novel inspection technology for circuit navigation and characterisation. In 
addition, the application of OCT to the investigation of artwork samples and 
contemporary banknotes is demonstrated for the purposes of art conservation and 
counterfeit prevention.       
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Chapter 1: Introduction 
 
3 
1.1 Background and Motivation 
The microelectronics industry is driven by the endeavours of material scientists and 
research and development engineers to maintain a rate of product evolution that adheres 
to the demands of Moore’s Law [1]. Gordon. E. Moore, the co-founder of Intel, stated in 
1965 that the number of transistors that can be fabricated on an integrated-circuit (IC), at 
minimum cost, would increase exponentially, doubling every two years [2]. This 
prediction has held true for almost half a century and will continue over the next decade 
and beyond. The semiconductor IC industry is therefore in constant pursuit of the latest 
cutting-edge technologies in order to address this requirement. As a result, the level of 
complexity required to fabricate such devices is elevated to such a degree that an 
entirely new collection of possible mechanical / electrical errors and failure modes 
become difficult to avoid. The current state-of-the-art in IC design relies on a fusion of 
both sophisticated material parameters and dense three-dimensional (3D) multilayer 
architectures; therefore the characterisation capabilities of the failure analyst must be 
expanded in order to maintain a state of parallel progression.  
 
The failure analysis (FA) community occupies a global collection of both highly 
motivated industrial and academic groups. From the development of personal computers 
to the advance of custom mobile telephones and entertainment systems, failure analysis 
plays a major role in the progression of a large number of organisations since the 
continuous generation of quality products demands market attention and distinction. It is 
common for individual companies to isolate their interests and ideas and refuse potential 
collaborative efforts between competitors, yet a large international connection is still 
available to those who wish to discuss and reveal their latest innovations. There are a 
number of annual local and international FA conferences and technical meetings which 
are of great interest to many organisations, examples of which include the European 
Symposium on Reliability of Electron Devices (ESREF) and the International 
Symposium for Testing and Failure Analysis (ISFTA). These conferences highlight 
cutting-edge FA techniques and provide a unique platform for discussing current 
technological demands. 
 
Microelectronic FA is the study of why ICs fail and what the implications may be for 
systems reliability. FA is a crucial aspect of IC fabrication and evaluation since it 
ultimately governs a company’s position and perception in the industrial marketplace 
given that poor quality devices result in poor device yield and quality, and therefore low 
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market impact and influence.  Consequently, for effective and in-depth FA of 
semiconductor ICs, it is a major requirement that a wide range of investigative 
techniques and systems are applied to sufficiently interrogate a device under test. These 
techniques must probe a large number of potential failure modes, such as mechanical 
packaging or electrical transport obstacles. There are several device reliability 
evaluation parameters which must be addressed in order to fully understand the nature 
of each problem [3]. These are broken down into a definitive list of actions: 
 
• Initially, a failure Mode must be identified. This describes the nature of the 
device breakdown which has resulted in the observed failure characteristic. This 
may be caused by an open-circuit or a leakage.  
• Then, the failure Defect has to be considered. This describes what has actually 
caused the device to stop working properly. This may be a consequence of 
micro-cracking, for example.  
• Afterwards, a failure Mechanism must be found. This describes the phenomena 
that produced the failure – e.g. corrosion.  
• Then, a failure Cause has to be found. This is the exact action that has caused 
the failure mechanism to take place – i.e. poor design or isolated mechanical 
stress. 
 
There are other types of device failure that exist also. These describe entire devices that 
can either work, but not to the optimum design specifications e.g. at full clock speed, or 
a device that is simply inoperative. These are known as specification failures and hard 
failures respectively. 
 
Although the failure mechanisms introduced above can take place in a number of 
different devices, for the purposes of efficient and effective FA it is vital that an 
organised step-by-step set of procedures exist to describe the formal treatment given to a 
single semiconductor chip that will ensure that no important information is lost or 
overlooked due to a random or disorderly FA cross examination. This prescribed FA 
schedule involves several basic stages that strip back a post-production device until it is 
fully exposed and returned to its early development appearance. This involves 
examining the package prior to actually opening it up, then removing the chip from its 
enclosed storage unit, internally inspecting the chip, removing specific layers of the 
device, identifying the exact location of the actual fault, consideration of the reliability 
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evaluation parameters discussed previously, then finally initiating a series of simulations 
or final examination routines. All of these stages require an in-depth and thorough 
analysis to prove successful; however, for the purposes of this discussion, it is not 
necessary to reveal the intricacies of such procedures. Nonetheless, an appreciation and 
general understanding of these techniques is helpful.  
 
The complete assortment of investigative procedures and apparatus that are available to 
the semiconductor failure analyst is vast, since it is paramount that an exhaustive 
interrogation of electrical, environmental, highly accelerated stress tests (HAST), etc, 
can take place. All of these examination practices are of enormous importance, however 
a central theme of IC FA that has not yet been discussed, and one which can provide an 
abundance of device information, is that of complementary microscopical techniques.  
 
Microscopic imaging offers detailed technical maps, and even functionality maps, of 
specific device geometries and is therefore an essential FA tool to utilise.  The various 
imaging techniques that are available to the failure analyst address a wide range of 
issues and rely on the management of different optomechanical arrangements. Each 
microscope naturally has a set of limitations and therefore each one is more suited to 
address particular problems or ideas that may arise during the FA investigation. 
Depending on the issue that has been highlighted, the manner in which the microscope 
is used, its energy or wavelength, and incident power are all vital parameters that need 
to be considered when determining the transparency of an inspected material, and 
therefore, obtaining access to the feature(s) of interest.  Once this has been achieved, it 
is then a question of whether or not a particular ‘failure’ or defect can be effectively 
captured in an image. This will depend on whether or not the analyst can control the 
image contrast through the manipulation of a suitable variable, i.e. reflectivity from the 
sample.   
 
The following section introduces and reviews a selective portion of popular FA imaging 
modalities. These microscopy techniques are generally used in particular situations to 
alleviate certain problematic issues such as the reduction of device feature geometries 
towards the nanometre scale (spatial resolution), packaging restraints (optical 
penetration), and device contamination and/or electrical charging (non-destructive 
analysis – note that non-destructive analysis, in an industrial context and of that used 
throughout this work, describes the interrogation of a device that will not alter any 
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designed operational characteristics post-test).  Microscopy can be broken down into 
three individual sections: optical, electron and scanning probe microscopy. All of these 
imaging acquisition procedures will be covered in the next section.     
 
1.2 Review of Conventional and Advanced Imaging Modalities in 
Semiconductor Failure Analysis 
The semiconductor IC industry is characterised by the exponential rate at which its 
products increase in speed, integration density and functionality, all trends that can be 
attributed to a steady fall in the feature sizes of ICs. As feature sizes below 100nm 
become routine, the International Technology Roadmap for Semiconductors has 
identified a critical need for ‘‘non-destructive wafer/mask level microscopy for 
measuring the critical dimensions of 3D structures and defect detection’’ [1]. In this 
context, optical imaging has a significant role to play in IC FA, inspection and 
metrology. 
 
Here we review a number of conventional, and some more advanced FA microscopy 
instruments and their applications. The diversity of FA microscopy sets a limit on the 
total number of instruments that can be discussed in this section due to both the 
relevance and the capacity restrictions of this thesis. Therefore, I have limited the review 
to contain only those imaging techniques that are commonly used in standard FA 
laboratories and will then proceed to discuss specific laser signal injection microscopes 
that are compatible with the central imaging concept which was adopted throughout this 
work.  
 
1.2.1 The Optical Microscope 
An optical microscope is a fundamental instrument that can contain only a single lens to 
produce a magnified image of an object, either in transmission or reflection mode, 
which is located in the focal plane of the lens in the optical arrangement. These devices 
have been the workhorse of microsystem optical inspection for several years [4] and 
remain a dominant analysis tool in many biological, material science and general 
cutting-edge research laboratories today. 
 
The use of an optical microscope, or ‘light microscope’, to examine the front-side of a 
semiconductor chip is regarded as the first naturally progressive step in FA after initial 
inspection with the unaided eye. The first stage is to examine a package with a relatively 
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low numerical aperture (NA), or focussing power, objective lens to generate an image of 
high quality and full depth perception. This permits mechanical manipulation (i.e. 
repositioning) of the device which is ideal for the first examination process. Once the 
package has been opened and the front side of the semiconductor die exposed, then the 
microscope can be altered to accommodate a higher NA objective lens for closer 
examination. This bright-field arrangement operates by collecting and imaging the light 
that is transmitted through the sample and has the advantage of revealing some initially 
hidden internal features on the die, for example the possibility of stress-induced failure 
modes such as delamination – delamination is the process by which several initially 
contacted layers become separated from each other. Nevertheless, these bright-field 
images can suffer from poor contrast or excessive glare from the object surface. 
 
However, in addition, the investigator of FA may decide to use the optical microscope in 
a dark-field arrangement as opposed to the conventional bright-field imaging mode. This 
form of optical microscopy functions by illuminating the sample with suitably filtered 
light that will not be collected by the objective lens and, therefore, not form part of the 
image. Only the scattered light from the sample will be collected. This produces the 
appearance of a dark background that contains bright objects on it. The major benefit of 
the dark-field microscope is that it can effectively image non-planar surface features. 
These features can include certain etched edges or surface roughness. The use of a dark-
field microscope to investigate these types of failure modes is ideal since it requires less 
time to capture these images than any other technique.  
 
Another complimentary microscopical technique to the dark-field microscope is the 
polarisation-sensitive microscope. This FA instrument can also provide stress-induced 
information about a device under test; however, the disadvantage of this technique is 
that it relies on the requirement that optically active device materials have been used 
during the fabrication process i.e. some materials alter their transmission or reflection 
properties when the polarisation state of the incident illumination is changed.   
 
Although the optical microscope can be deployed in transmission mode, this approach 
requires an extra level of sample preparation since the die must be physically removed 
from its packaging in order for it to be illuminated from below. Furthermore, a sample 
may have to be optically polished or thinned to optimise the transmission or the 
illumination in order to improve image contrast. A simple solution to overcome this 
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problem is to use a stereo microscope. This arrangement collects light that has been 
reflected from the sample surface rather than light that has been transmitted by the 
sample. Due to its slightly different design (the use of two objective lenses and two 
eyepieces to provide different viewing angles for each eye) it offers a 3D image of the 
sample under study. This microscope can be configured into either a bright or dark-field 
arrangement. 
 
In general, an optical microscope can generate a significant level of primary information 
about a device and is therefore a major imaging tool in the FA process; however, it is 
ultimately limited in its ability to offer an advanced evaluation of an inspected chip or 
die. These limitations fall into two main categories: the first is that it is restricted by the 
wavelengths available (visible spectrum) to purely surface analysis with a limited spatial 
resolution, and secondly it has a limited depth-of-focus at high-NA (magnification). It is 
the limit of spatial resolution which is the most crucial aspect of the microscope since an 
optical resolution of approximately 1µm is simply not good enough to meet the demands 
of today’s device technologies. Furthermore, the lack of detailed sub-surface 
interrogation is a major inconvenience since almost every state-of-the-art 
microprocessor is currently designed around an immersed 3D architecture.   
 
1.2.2 The Infrared Microscope (IRM) 
The microelectronics industry traditionally employs silicon as the semiconductor 
substrate of choice when fabricating ICs due to its ideal thermal, electrical, and 
mechanical properties. These characteristics can be easily controlled and manipulated 
through careful design stages to fabricate sophisticated devices that will respond in a 
predetermined manner to a particular stimulus. The success of this technology has 
resulted in the burgeoning field of silicon photonics [5] where the emission, 
transmission, detection, modulation and amplification of radiation in the visible and 
near-IR are tailored to create various optoelectronic devices such as lasers [6, 7], 
photodetectors [5, 8] and waveguides [9, 10]. These can be fairly complex technologies 
to engineer; however a simple requirement that must be addressed in each of these 
applications is the ability to gain optical access to their sub-surface environments.  
 
The transmission window for silicon traverses an impressive range which starts at 
approximately 1.1µm and extends out to around 20µm. Since optical radiation in the 
visible spectrum covers only 0.4 – 0.7µm, any incident light at these wavelengths on a 
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silicon chip will simply be absorbed. Therefore, a custom microscope with the use of 
near-IR transmitting optical components and a suitable laser source can be deployed to 
overcome this problem and provide advanced images of sub-surface features that would 
otherwise be concealed [11].  
 
The beauty of this technique is that once a device has been suitably prepared, where the 
external packaging has been removed and the plastic encapsulation polished back to 
reveal the silicon substrate, the incident IR illumination can be focused to different 
depths within the die and a collection of sample planes mapped out to exposed the 
intricate 3D topology of the microchip.    
 
There are two main factors to consider before optical illumination can efficiently access 
the buried device layer in silicon microelectronic components. The first is the thickness 
of the silicon substrate and the second concerns the doping concentration of the silicon. 
These two parameters can be effectively controlled in order to optimise transmission of 
the near-IR illumination. These considerations have been theoretically analysed by 
Phang et al [12]. In this study the numerical expressions derived by Aw et al [13] were 
utilised to model the transmission of light through various silicon doping concentrations 
and substrate thicknesses. Fig.1 (a) shows the transmission of light through 500µm of p-
doped silicon for different doping concentrations and Fig.1 (b) shows the effect of 
reducing the substrate thickness for p-doped silicon at 1019cm-3.  
 
 
Figure 1 (a) – Light transmittance through 500µm of p-doped silicon with different 
doping concentrations [12, 13] 
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Figure 1 (b) – Light transmittance through different thicknesses of p-doped silicon 
with a doping concentration of 1019cm-3  [12, 13] 
 
The results presented in Fig.1 indicate that the highest level of transmission takes place 
at approximately 1.1µm where it then decreases significantly with increased doping 
concentrations. Therefore, if a device is lightly doped then there is no requirement for 
device substrate thinning. Yet, substrate thinning is a major requirement when 
considering heavily doped silicon substrates. Note here that in general it is necessary for 
the silicon substrate to have an optically flat surface in order to maintain a uniform laser 
power delivery during transmission, so great care must be taken if substrate polishing is 
needed. Furthermore, note also that although an anti-reflection coating is not always 
compulsory it will further improve the transmission of the laser beam by reducing the 
large Fresnel reflection encountered at the silicon surface – the Fresnel reflection 
(approximately 30%) is significant since the refractive index mismatch between air and 
silicon is large.  
 
The IR microscope can interrogate a microelectronic semiconductor sample for an 
almost identical set of failure modes to that obtained from the conventional optical 
microscope, for example delamination of metalisation layers, corrosion, interconnect 
quality, etc, but offers the advantage of exposing these potential weaknesses and defects 
under the surface of the otherwise impenetrable silicon substrate [14]. However, 
although this approach provides another solution in FA analysis, its ability to resolve 
sub-micron feature sizes is still restricted by the incident wavelength. Furthermore, this 
arrangement is typically constructed to facilitate optical acquisition in a reflective mode. 
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Transmission IR microscopy requires an additional level of sample preparation which is 
excessively destructive. Consequently, reflection IR microscopy is a non-destructive yet 
ultimately limited FA tool. 
 
1.2.3 The Confocal Microscope 
One method to overcome this barrier in spatial resolution is to utilise a confocal 
microscope – confocal literally translates to “twice focused”. With the invention of 
confocal imaging in 1961 by M. Minsky [15, 16], the ability to perform optical 
sectioning within a sample could finally be achieved to generate 3D images through a 
reduced depth-of-field [17]. In order to do this, a spatial filter (pinhole) is positioned 
directly in front of a detector in a confocal arrangement with respect to the illumination 
point source. In this configuration (Fig.2), only the light that emanates from the focal 
plane will be collected at the detector plane. Any light that originates from above or 
below this plane will be rejected by the pinhole and will not influence the signal 
collected by the detector.  
Confocal imaging has been successfully used in many applications from the study of 
biological samples [18, 19] to the more relevant investigation of surface analysis on 
semiconductor ICs [20, 21], and has addressed some of the issues associated with 
conventional light microscopy. For example, in the confocal regime, because the 
depth-of-field is so small the light that emanates from regions immediately above and 
below the focal plane will be heavily attenuated due to their different primary image 
focal planes which will result in the isolation of a number of interesting features per 
image. As a result, this reveals a lot of important information about a sample and 
alleviates traditionally long inspection times.  
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Figure 2 – A Confocal Microscope Arrangement. The detector pinhole is confocal with 
the optical point source. The pinhole accepts the in-focus light (black), but rejects the 
out-of-focus light (dotted blue) 
 
In addition, a confocal laser scanning microscope (CLSM) can be used to acquire a 
point-by-point image of an object by raster scanning a laser beam over its surface, or 
sub-surface, and collecting the reflected light that is focused onto a suitably located 
large-area detector. Theoretically, the CLSM can be configured to manage a scanned 
beam (through the use of a single galvanometer mirror or mirror pair) or a scanned 
objective lens to redistribute the focus of a stationary beam laterally across a sample.  
The theory of the LSM was introduced by Wilson and Sheppard [22, 23]; however, it 
was Sheppard [24] who discussed its relevance in semiconductor device and material 
applications.  
IR confocal laser scanning microscopy combines the advantages of sample penetration 
in conventional IR microscopy with the improved spatial resolution capabilities of the 
confocal system. In addition, this technique can be configured to facilitate fully 
automated acquisition of images for enhanced system performance; however, the most 
powerful FA tool for obtaining the highest spatial resolution in a scanned configuration 
is the scanning electron microscope.    
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1.2.4 The Scanning Electron Microscope (SEM) 
The SEM alleviates the reduced spatial resolution examination demands of FA due to 
the ever-decreasing dimensions and increased physical complexity of modern day 
microelectronic devices. This technique requires no additional sample preparation to 
that expected for the optical microscope and is relatively simple to operate. 
 
The original construction of an electron microscope (Fig.3) was the transmission 
electron microscope (TEM) in which a high voltage electron beam, emanating from a 
tungsten filament cathode, would be accelerated to incredibly high velocities by an 
anode before being focused by a pair of electrostatic and electromagnetic lenses onto a 
transmitting sample below.  The electron beam that emerges from the sample carrying 
certain spatial information about it is then magnified by an objective lens before striking 
a fluorescent viewing screen that is coated in a phosphor such as zinc sulphide. This 
imaging screen can be later viewed on a monitor by coupling the phosphors response to 
a charge-coupled device (CCD) camera. Once these images have been corrected for 
spherical aberration they can produce highly detailed images on the order of 
approximately 100pm in silicon [25]. The electron microscope has the capability to 
resolve features to this level of spatial resolution due to their associated de Broglie 
wavelength, which is a consequence of wave-particle duality. Since electrons carry more 
momentum than photons [26], their de Broglie wavelength is smaller. This results in a 
greatly improved spatial resolution.  
 
In the scanning electron microscope (SEM), an electron beam is scanned across a 2D 
area of a sample and, unlike the TEM, an image is generated by recording the varying 
intensity (loss of energy) of the scanned beam as a function of position on the sample.  
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Figure 3 – The Scanning Electron Microscope (SEM) 
 
 
This loss of energy may result in an emission of x-rays, optical radiation 
(cathodeluminescence), or even secondary low-energy electrons. It is this varying 
electron beam intensity, and consequent emission, which must be captured at a different 
location to that located below the sample. Since a SEM image depends on surface 
reflection instead of sample transmission it is able to image bulk samples up to several 
centimetres in all three dimensions and has a much larger depth-of-field. Therefore, it 
can produce high quality, high resolution 3D structural images of the sample; however, 
SEM image resolutions generally suffer by an order of magnitude when compared 
against those obtained from a TEM. 
 
Generally speaking, there are three main issues that affect SEM implementation in an 
ideal FA environment. The first is that the limited penetration depths achieved by the 
SEM result in a lack of valid sub-surface investigation. Secondly, the electrical charge 
of an incident electron may alter device performance and distort the acquired images 
from one which portrays an accurate representation of the failure mode to that which 
maps an erroneous device performance. Finally, since an electron beam may 
permanently alter the electronic characteristics of a device, this technique can be 
considered to be destructive in nature and therefore unsuitable for FA analysis.   
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1.2.5 Electron Beam Induced Current (EBIC) Microscope  
Electron beam induced current (EBIC) imaging utilises the electron beam of the SEM to 
inject charge carriers into a material. The physical mechanism adopted to facilitate this 
phenomenon is the promotion of an electron residing in a lower energy level to a higher 
energy level within the material. In a direct-bandgap semiconductor, where the lowest 
energy in the conduction band is aligned directly above the peak energy level of the 
valence band, this transfer of energy can result in spontaneous emission of a photon 
through radiative recombination. This recombination is the principal behind 
cathodeluminescence [27]; however, if an internal electric-field is present across this 
material, for example if the material comprised of a fabricated p-n junction, then the 
charge carriers that have been injected into the material will be swept away according to 
the junction’s potential difference. The constant flow of injected carriers can result in a 
measurable EBIC signal which, when the electron beam is scanned across the surface of 
a material, will generate an electronic activity map of that particular area.    
 
This technique has been successfully used to identify a wide variety of semiconductor 
FA defects [28], examples of which include evaluating minority carrier properties, 
defect populations and inspecting physical deformations. EBIC has also been extended 
to study local defects in insulators; however, the principal imaging characteristic behind 
this approach is its downfall since an electronically stimulated device can suffer from 
excessive charge build-up which can either distort the imaging conditions to reveal a 
false representation of the inspection, or can permanently alter the device properties. 
Therefore, an optical signal injection approach is an alternative that can overcome this 
limitation by avoiding the build up of charge on the sample surface. 
 
1.2.6 Laser Signal Injection Microscopy (OBIC, TOBIC, OBIRCH, TIVA, 
LIVA) 
Laser signal injection microscopy [12] covers an extensive range of possible device 
probing configurations and technologies. Recent developments in this regime of 
semiconductor device FA have exploited the use of laser scanning IR microscopy for the 
purposes of surface and sub-surface fault localisation and defect characterisation. Fault 
localisation techniques rely on either laser induced thermal or power alteration schemes 
such as optical beam induced resistance change (OBIRCH) [29] and thermally induced 
voltage alteration (TIVA) [30-32]. Defect characterisation is based on laser induced 
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carrier generation techniques such as optical beam induced current (OBIC) [33] and 
light induced voltage alteration (LIVA) [32].  
 
Although the above mentioned stimulated FA techniques provide a large level of device 
information and inhibit a range of similar advantages and disadvantages, an exhaustive 
description of each imaging modality is not required for this review. However, since the 
nonlinear OBIC approach was adopted throughout this work its characteristics and 
performance capabilities will be discussed in detail below. 
 
OBIC imaging in silicon ICs was first demonstrated in the 1970s [34] and is a 
complimentary technique to the common EBIC imaging method [35], with the 
exception that no charge build up is associated with OBIC imaging. In the OBIC effect, 
optical radiation with a photon energy greater than the material’s bandgap energy is 
absorbed in a semiconductor sample, generating carriers. In bulk silicon, these carriers 
diffuse over time and eventually recombine through non-radiative processes. The 
presence of a junction in the irradiation region presents the carriers with a space–charge 
region whose internal field can sweep the carriers out to a suitable external circuit 
where an optically created photocurrent can be detected [36]. When this photocurrent is 
mapped as a function of scanned beam position, a topological image of the circuit can 
be acquired which exhibits contrast according to the electrical properties of the device. 
The OBIC technique has also been configured in a hybrid arrangement along with the 
laser-scanning confocal IR microscope to investigate semiconductor and metal sites in 
an IC [20]. 
 
OBIC imaging is particularly suited to the inspection of semiconductor devices [14, 37] 
due to the fact that it is a non-contact, non-destructive testing method. This created a 
great interest in this technique throughout the 1980s [38-42]; however, there are 
limitations associated with this imaging mode. OBIC imaging cannot perform depth-
resolved analysis because absorption takes place throughout the entire volume of the 
beam within the sample. This effectively generates carriers over a large axial range. In 
addition, the fact that the beam generates carriers throughout its entire irradiation 
volume limits the contrast of the resulting images and attenuates the optical beam as it 
travels through the sample’s substrate to the device layer of interest. This is important in 
sub-surface imaging when one is wishes to image a structure that is buried several 
hundreds of microns below the surface of the sample.  
Chapter 1: Introduction 
 
17 
Modern flip-chip IC architectures highlight this issue since they are designed in a 
manner that does not allow front-side optical access to the circuit because of the 
numerous metallisation and interconnecting layers that occupy the top surface of the 
chip. For this reason, optical microscopy of flip-chips must be performed by backside 
imaging through the silicon substrate. This procedure presents the contradictory 
requirements of achieving high bulk transmission of the illuminating wavelength, yet 
also sufficient absorption at the same wavelength to generate carriers at the circuit 
features. These two requirements involve a delicate compromise between generated 
signal level, penetration depth, illumination wavelength and image contrast. 
 
OBIC imaging is a linear technique and therefore suffers from the same limitations in 
resolution and contrast as laser fluorescence microscopy, including signal saturation and 
limited depth-resolution. For these reasons a nonlinear variant of the technique can be 
used, therefore a two-photon OBIC method was devised. The two-photon absorption 
process required for this technique is discussed in detail in Section 1.4 of this chapter. 
 
Two-photon absorption is a nonlinear effect and, although it is difficult to measure 
using continuous-wave (CW) laser sources it can be easily demonstrated with a few 
milliwatts of light using femtosecond pulses from a modelocked laser – the details of 
which will be discussed later. Two-photon optical beam induced current (TOBIC) 
imaging was first demonstrated by Xu [43, 44] using a 1.3µm femtosecond optical 
parametric oscillator, and addressed the contradictory requirements encountered using 
linear techniques of focusing through thick substrates while maintaining sufficient 
absorption at the beam focus of a laser beam to produce a strong OBIC signal. Later, 
Xu utilised the compact nature of a modelocked fibre laser to investigate vertical cavity 
surface emitting lasers (VCSELs) through two-photon photocurrent imaging [45]. 
TOBIC imaging also has the attraction of producing an intrinsic increase in resolution 
for any given illuminating wavelength due to the nonlinear nature of the excitation. 
Two-photon absorption depends on the square of the optical intensity that arrives at the 
focus of the beam and therefore produces a reduction in the effective spot radius by a 
factor of 2 , assuming an incident Gaussian transverse profile – i.e. the full width at 
half maximum (FWHM) of a Gaussian distribution will decrease by a factor of 2  
when squared. 
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1.2.7 The Thermal Imaging Microscope 
An extremely important parameter in semiconductor IC FA is the investigation of 
excessive thermal accumulation, whether it be distributed throughout the entire chip 
volume or localised into a confined ‘hot-spot’ on a particular device layer. This thermal 
activity must be efficiently managed in order to avoid device malfunction and improve 
component performance. Therefore, a non-invasive optical imaging technique is 
required to detect these device hot-spots quickly and at high spatial resolution.  
 
One solution is to utilise the thermal imaging microscope to acquire thermographic 
maps of certain device features. This can be achieved using a number of varying 
configurations and processes. One example is to obtain simple spectral reflectance 
images from the sample since any thermal activity will alter the reflecting properties of 
the imaging layers of the device [46]. These images can be obtained using short 
wavelength excitation and so benefit from high-resolution. 
 
Another alternative is to pursue IR lock-in thermography to improve signal-to-noise 
(S/N) ratios. This has been used to expose both surface and sub-surface defects caused 
by surplus thermal action [47, 48].  
 
An additional method, which returns to the laser signal injection regime, is differential 
thermography [49]. This technique utilises the benefits of monitoring OBIC generation 
as a function of temperature since resistive structures will be sensitive to thermal 
activity and hence alter the resulting OBIC output. This methodology uses a feedback 
detection scheme that can generate a thermal gradient map by filtering out any pre-
recorded conventional circuit response and only map out the anomalous fluctuations 
when interrogating semiconductor ICs. 
 
1.2.8 Atomic Force Microscope (AFM)  
The atomic force microscope (AFM) was invented by Binnig in 1986 and since then has 
become one of the most widely used, and well known, surface scanning-probe 
microscopy (SPM) technique in the material and biological sciences [50]. It offers 
spatial resolution performance comparable to that exhibited by the SEM and will almost 
certainly be found in every serious microelectronic FA lab.  
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The principal component in this microscope is a scanning cantilever which has a sharp 
conical probe, or tip, located at its end (Fig.4)  The tip is used to scan or ‘feel’ the 
surface of the sample in a typically non-contact configuration. When the tip is brought 
close to the sample surface it experiences either direct contact or Van der Waals forces 
(the attractive and repulsive force between molecules in a sample) which cause the 
cantilever to become displaced from its initial position. These forces arise due to 
physical and/or chemical interactions between the sample and the tip, ultimately causing 
it to deflect; however, the tip can also simply be brought into contact with the material 
in order to map its physical profile. Therefore, when the tip is scanned across a two-
dimensional (2D) area it will map the surface profile of the sample with atomic 
precision.  Typically, a laser beam is incident on the back surface of the cantilever to 
monitor the deflection of the tip and the resulting laser deflection distribution. The 
redistribution of the laser beam position, as it is scanned across the sample, is collected 
by a quadrant photodiode array.  
 
 
Figure 4 – The Atomic Force Microscope (AFM). A scanned cantilever and conical tip 
can map out the surface profile of a sample in either a contact or non-contact 
arrangement  
 
 
Although an AFM offers nanometre profiling performance and is relatively simple to 
use, it suffers from several limitations, an example of which is the restricted physical 
movement of the tip. This limits the dimensions of an AFM image to around a few 
hundred micrometres both laterally and axially. Furthermore, the poor scan rate and 
therefore image acquisition time is a major hindrance to the semiconductor failure 
analyst since sample interrogation must be performed quickly for rapid diagnosis. In 
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addition, during the time taken to record an image, the sample and tip may suffer from 
thermal drift – e.g. up to 2µm over 5 hours [51]. This will result in an imperfect 
evaluation; however, this thermal drift issue may become obsolete through the 
development of video-rate and feature recognition AFM [52].    
 
1.3 Nonlinear Effects and Techniques 
Nonlinear effects and techniques have played an important role in the advance of several 
scientific industries and have enhanced a number of technical inspection applications. 
The ability to utilise an intensity dependent response within a sample is a common 
characteristic of all nonlinear techniques and permits the ability to improve spatial 
resolution, provide optical sectioning throughout thick materials and offer non-
destructive 3D imaging. There are several nonlinear imaging techniques available. 
These include multi-photon absorption imaging [53], two-photon fluorescence [54], 
second harmonic generation (SHG) [55] and third harmonic generation (THG) [56]. It is 
important that these nonlinear imaging modes are reviewed and understood since they 
offer advanced evaluation opportunities that are simple not available in the linear 
regime.   
 
In order to understand Sections 1.3.1 and 1.3.2 below, one must review the polarisation 
response of a medium in the presence of an incident electromagnetic field. This response 
states that radiation propagating through a medium exerts a force on the loosely bound 
valence or conduction band electrons. Typically, this force is small and in an isotropic 
medium the resulting electric polarisation is both parallel and proportional to the applied 
field. The polarisation response, P, is defined by, 
 
EP χε 0=      (1)   
 
Where 0ε  is the permittivity of free-space, χ  is the electric susceptibility of the medium 
and E is the applied electric-field. In the presence of extremely high electric-fields, the 
polarisation response can no longer increase on a linear scale. We can now express the 
polarisation response more effectively as a power series expansion: 
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  (2) 
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Typically, the value of the linear susceptibility, ( )1χ , is much larger than the nonlinear 
susceptibility coefficients, ( ) ( )32 , χχ , etc, so it is only in the presence of intense electric 
fields that these nonlinear parameters begin to contribute to the polarisation response of 
the medium.  
 
If an optical wave of the form, 
tEE ωsin0=           (3) 
 
is incident on the medium, then the resulting polarisation response becomes, 
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This expression can also be written as, 
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It is the presence of the higher harmonics in terms 2 and 3 of equation (5) which lead to 
optical harmonic generation, which is important in a variety of applications. 
 
1.3.1 Second Harmonic Generation (SHG) 
SHG is a consequence of the tω2cos  term in equation (5). This corresponds to the 
polarisation response of the medium oscillating at twice the incident fundamental 
frequency. In terms of photons, this process can be thought of as having two identical 
incident photons of energy ωh  interact within the medium to combine and form a 
photon of energy ω2h . The intensity of the emitted SHG is proportional to the square of 
the fundamental incident wave and, since the emissions are added coherently, the 
intensity of the SHG is also proportional to the square of the interaction length. 
 
SHG can be utilised in many applications and configuration where the sample has a non-
centrosymmetric crystal structure (second-order effects rely on a non-centrosymmetric 
crystal structure [57]). Examples include SHG in bulk crystals [58, 59], in engineered 
glass optical fibres [60], and within the cavity of a laser diode [61-64]. 
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The process of SHG imaging [55, 65-68] is similar to fluorescence imaging (discussed 
later) with the main difference being that whereas the fluorescent light has an isotropic 
distribution, SHG emission propagates in the same direction as the incident light. For 
this reason, the detector must be positioned along the beam axis, as shown in Fig.5. 
 
 
Figure 5 – Second-harmonic generation (SHG) 
 
SHG is an extremely useful, 3D, second-order imaging technique that can be used to 
detect defects in silicon ICs. In general, SHG is not possible in silicon since it has a 
symmetric crystal structure; however, if a defect were present to disrupt the material 
configuration then SHG can take advantage of this. This could be used to assess the 
quality of wafers for failure analysis.  
In addition, a unique process known as electric-field induced second-harmonic 
generation (EFISHG) can be exploited in semiconductor device imaging. Materials that 
do not possess inversion symmetry, or that have a symmetry-breaking interface, can 
produce second-harmonic generation through the use of a second-order effect; however, 
it is known that in the presence of an electric field a medium can create second-
harmonic generation through a third-order process. This EFISHG signal can be observed 
in all materials, even those with inversion symmetry. 
Since third-order susceptibilities, ( )3χ , are typically small, it is required that peak laser 
powers and large voltages are used in order to observe this effect. Therefore, due to the 
large electric-fields present across confined semiconductor devices and the value of the 
third-order susceptibility in semiconductors, this otherwise weak effect can be observed. 
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EFISHG techniques have been used in many applications, examples of which include 
metal-semiconductor (silicon) junctions [69], at silicon-silicon oxide interfaces [70], in 
GaAs / AlGaAs quantum wells [71], in the measurement of ( )3χ  in glasses [72], and in 
the tracking of electronic waveforms [73]. It was also been used in the investigation of 
wave propagation in silicon waveguides [74]. 
 
1.3.2 Third Harmonic Generation (THG) 
Whereas second-harmonic generation microscopy is reliant on the second-order 
nonlinearity and non-centrosymmetric materials, third-harmonic generation (THG) 
imaging [56, 75] originates from the third-order nonlinearity which is present in all 
materials. Therefore, THG is ideally suited to the imaging of liquids and biological 
samples [76, 77]. 
THG occurs when a medium produces a third-order polarisation response to an incident 
optical field which is dependent on the cube of the optical field. The induced 
polarisation response oscillates at three times the fundamental frequency. THG is similar 
to SHG in that the emitted light propagates in the direction of the fundamental light. 
It is important to note that the observation conditions for THG microscopy, under tight 
focusing conditions, generally rely on achieving a state of perfect, or slightly positive, 
phase-matching. This is achieved when k3 - 3k1 = 0, where k3 and k1 represent the 
wavevectors of the third-harmonic field and the fundamental field, respectively. Yet, it 
has been demonstrated that THG can vanish under these conditions when the incident 
laser beam is focused into a homogeneous bulk material. This can be explained by 
considering the Gouy phase shift [78] acquired during beam propagation through the 
focal-plane of the incident beam. A Gouy phase shift is the phase shift difference 
between a propagating Gaussian beam and a plane-wave in passing through a focal 
region. Typically, this value is pi - there is a phase shift of 2/pi± on either side of the 
beam waist. 
In this situation, the THG generated by the homogeneous material before the focal-plane 
is re-absorbed by the material after the focal-plane due to destructive interference caused 
by the pi  phase shift; however, if there exists an inhomogeneous surface near the focal 
plane, e.g. a dielectric interface, then the symmetry along the optical axis will be broken 
and a detectable level of THG can be observed under tight focusing conditions [56, 75]. 
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Therefore, THG microscopy is an ideal imaging tool for resolving hidden interfaces 
located within the probing focal volume.  
1.3.3 Two-Photon Absorption (TPA) 
Two-photon absorption (TPA) – the original example of multi-photon absorption - was 
not considered until several years after it was discovered that there exists a series of 
discrete energy levels in which the electrons associated with a particular atom must lie. 
Niels Bohr made the initial hypothesis in 1913 that radiation could be emitted by an 
atom when an electron sitting in a higher energy level, E2 (larger radius orbit), returns to 
its ground state, E1 (smallest radius orbit). This emitted radiation is characterised by the 
formula: 
 
                    hω = E2 – E1            (6) 
 
where h is Plank’s constant (h = 6.63 x 10-34) and ω is the frequency at which the 
radiation is emitted/absorbed.  
 
TPA was later introduced by a PhD student named Maria Goppert-Mayer who 
challenged the idea that there exists only a single discrete transition between adjacent 
energy levels. She argued that there was a finite probability that an atom may absorb or 
emit radiation in a process that exploits the use of an intermediate virtual state within a 
single quantum transition, although this probability is very small indeed [79, 80].  
 
For a qualitative interpretation into how this idea can be understood, one can consider 
the Heisenberg Uncertainty Principle. This implies that an electron has the potential to 
remain in a virtual state (i.e. not real), after it has acquired a given amount of energy, for 
a finite length of time so long as the condition 
 
     ∆E∆t ≈  h         (7) 
 
is satisfied. In equation (7), ∆E is the energy obtained by the system and ∆t is the time 
over which the energy may remain in the system. What this representation suggests is 
that no matter where the virtual energy state is located within the material’s bandgap, it 
will be allocated a finite period of time over which this state may ‘exist’.   
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One may consider a two-photon interaction to consist of two energy level intervals that 
occupy exactly one half of the single photon energy gap (Fig.6). Classically, this double 
transition is forbidden; however, the electron may ‘exist’ in this approximately half-way 
(virtual) state for a short period of time according to the energy-time uncertainty 
principal assumption discussed above. Therefore, if another photon of suitable energy 
were to arrive at this intermediate state before the electron fell back down to its initial 
energy level (the ground state) it may indeed be possible for the second photon to 
stimulate the electron to a higher energy level.  
 
 
Figure 6 – Two-Photon Absorption (TPA) [81]. TPA in a semiconductor material can 
take place if the sum of the incident photon energy is exactly equal to, or greater 
than, half the material bandgap energy. This is unlike molecular TPA where the sum 
of the incident photon energy must exactly equal the bandgap transition 
 
 
Although one has visualised this process in two equal energy steps, in truth the virtual 
state does not have to be positioned at the half-way energy level. It is also possible for 
the virtual state to be positioned in a manner that would require two different energy 
photons to interact with each other in order to obtain TPA. In principal, the only 
condition is that the two photons arrive near contemporaneously at the same position in 
space; however, due to the incredibly low probability of this event ever taking place  
[82] - it was calculated that the chance of a two-photon transition compared to a single 
photon transition ever happening would be around 1 in 108 - and the fact that the light 
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sources at the time of its initial contemplation produced intensities that were 
considerably lower than what was required, it was difficult for anyone to justify 
pursuing research in this field. In addition, even with modern ultrafast sources, this 
‘two-colour’ arrangement is difficult to achieve in practice since it requires the 
spatiotemporal overlap of two different pulses from two different sources in the focal 
plane of the co-propagating beams in order to be successful.   
 
 
It was not until the 1960s, and the invention of the laser, that the appropriate light 
intensities could be produced and this theory could finally be investigated. This initiated 
a variety of experimental and theoretical work which involved multi-photon processes in 
a wide range of materials [83-90]; however it must be stated that multi-photon 
absorption and emission was not initially considered to be a tool for the purposes of 
imaging but was instead used an alternative method of performing spectroscopy [91-96]. 
 
Today, the main light sources utilised for multi-photon purposes are those used in 
ultrafast laser technology. A key source in this field is the erbium-doped fibre laser and 
is discussed in detail in the following chapter.  
 
1.3.4 Two-Photon Absorption in Semiconductor Integrated-Circuits 
In order to facilitate two-photon absorption in a semiconductor sample, the laser 
wavelength must be chosen to be less than the bandgap of the semiconductor substrate 
material which has to be traversed. This is characteristic of TPA since no carriers will be 
generated at these wavelengths at low intensities – i.e. no optical absorption. The 
absorption spectrum of silicon exhibits extremely low absorption values at sub-bandgap 
(<1.1eV) energies; however, the semiconductor material can absorb two, or more, 
photons simultaneously at sufficiently high optical intensities. When this event takes 
place a single electron-hole pair is generated within the material [80]. This unique multi-
photon absorption characteristic has been utilised in several non-semiconductor studies, 
including the development of spectroscopic techniques [97, 98]  and in 3D multi-photon 
excitation microscopy of biological systems [53, 54, 99]. The exploitation of TPA in 
silicon is a critical feature of the work described within this thesis, and in various IC 
failure analysis modes, and therefore it will be discussed in detail.  
 
There are several important parameters in the TPA process that are of particular 
relevance to IC characterisation instruments. Since silicon is transparent to the incident 
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laser radiation in the linear regime, the conventional single-photon exponential 
attenuation within the sample (Beer’s Law) due to such a condition can no longer be 
applied. The generation of electron-hole pairs (carriers) through the TPA process is 
proportional to an intensity-squared relationship with the incident laser pulse. This 
indicates that there will only be significant nonlinear absorption within the high-
intensity focal-volume of the focused beam [100-102]. This unique property allows for 
the injection of carriers to occupy any region within the sample, ultimately providing the 
option to generate a 3D map of absorption sensitivity sites on a device through the 
backside illumination of ICs which have been fabricated using silicon, gallium arsenide 
(GaAs) or indium phosphide (InP) wafers. In addition, the generated charge trail – i.e. 
the level of carriers generated as a function of laser intensity – that is produced through 
the TPA process differs in appearance to that generated through single-photon 
absorption. This interesting attribute can be understood by considering the theoretical 
analysis of beam propagation and carrier generation in a semiconductor material [103]: 
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where I is the beam irradiance, N is the density of free-carriers, Φ is the phase, α  is the 
linear absorption coefficient, r is the radial distribution of the optical beam, ω is the 
optical frequency, β2 is the TPA coefficient that is proportional to the imaginary part of 
χ(3) (the third-order nonlinear-optical susceptibility), σex is the absorptivity of laser-
generated free carriers, β1 is proportional to the real part of χ(3), γ1 describes the 
refraction due to free carriers, and z is the axial depth of the material.  
 
Equation (8) describes the optical absorption experienced by a laser beam propagating in 
the material, (9) the phase change induced by the free carriers and the beam itself and 
(10) the carrier generation for both one- and two-photon absorption. In equation (10), 
ωh  represents the photon energy, where h  is Planck’s constant and the factor of two in 
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the denominator of the second term accounts for the generation of carriers for every 
TPA event that takes place.  
 
The radial dependence of the laser beam irradiance, assuming a Gaussian distribution, is 
given by, 
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where the longitudinal dependence of the beam radius ( )zw  is, 
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In these expressions, z is the longitudinal position relative to w0 (the beam waist – i.e. 
focal position radius), P is the beam power, n is the refractive index and λ is the 
wavelength of the incident radiation. The confocal parameter of a Gaussian beam ( )0z  is 
defined as the spatial region emanating from the beam waist over which the 1/e radius of 
the electric-field amplitude is less than or equal to 02w , and is expressed as, 
 
λ
pi 2
0
nw
z ±=          (13) 
 
The propagation distance over which the beam is reasonably well collimated in the 
vicinity of w0 is given by the parameter 02z . As an example, in silicon (n~3.5), when 
λ=1.55µm and the beam waist is 0.8µm, this confocal parameter traverses 
approximately 9µm.   
According to equations (8)-(10), it can be seen that a complete description of carrier 
generation in a semiconductor material is a fairly complex function of both laser pulse 
intensity and phase. In general, (8)-(10) can be solved simultaneously using equations 
(11) and (12) to describe the spatial dependence of the pulse irradiance, as well as an 
expression for describing the temporal behaviour of the pulse corresponding to (11); 
however, in order to illustrate the characteristics of TPA in semiconductor materials, 
only the carrier generation process, described by (10), will be discussed here.  
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In conventional single-photon absorption carrier generation, the I2 term in equation (10) 
is small and can be neglected [104]. This situation is therefore governed by Beer’s Law 
and allows one to express the laser beam irradiance as a function of depth within the 
semiconductor material easily. In addition, the density of beam induced carriers as a 
function of depth can also be calculated by considering the first term on the right-hand 
side of equation (10), 
  ( ) ( ) ( )∫∞
∞−
−= dttzIzzN P ,exp 01 αω
α
h
             (14) 
 
In equation (14), the radial dependence of the pulse irradiance (11) has been suppressed 
for simplicity.  
However, as we have seen already, TPA is proportional to the square of the pulse 
irradiance and therefore is not subject to exponential attenuation – refer to the right-hand 
side of equation (10). In addition, it is common for nonlinear refraction (equation (9) at 
the air-semiconductor boundary to alter the beam’s propagation properties (equation 
(12)), and as a result amend the beam irradiance along z. Since TPA induced carrier 
generation is given by, 
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the relative magnitude of the effect in (9) needs to be carefully considered. When 
nonlinear absorption is the only means of attenuation in a material, the irradiance as a 
function of depth is expressed as, 
    ( )
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From this, the optically induced carrier density can be evaluated by integration of (15) to 
give, 
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The integral in equation (17) can be calculated through substitution of I(z) from the 
expression given in (16) which will need to be amended to include an explicit time 
dependence through ( )tI0 . For high-purity silicon under sub-bandgap illumination, the 
linear absorption coefficient is negligible and the generated photo-induced carrier 
density is expected to echo that expressed by equation (17) [103].  
 
The expressions presented above provide the necessary details required to understand 
the advantages of TPA in semiconductor device studies. One main property that has 
been derived is that for single-photon absorption (above-bandgap excitation) there will 
be an exponential decrease in carrier generation as a function of depth within a material. 
This property results in an exponential optical absorption throughout the volume of the 
beam within the sample due to intrinsic optical attenuation that is linear with respect to 
laser irradiance; however, in a TPA arrangement, the absorption follows an intensity 
squared relationship which ultimately provides an ability to inject carriers at any given 
depth within the sample. This approach is analogous to the practice of optical sectioning 
in confocal fluorescent microscopy [17, 105]. 
 
1.3.5 Two-Photon Fluorescence (TPF) 
Fluorescence can be achieved through the following process: when a photon is absorbed 
in a suitable medium, an electron is promoted to a higher energy state. Here it undergoes 
a process of non-radiative decay before emitting a photon, of lower energy to that of the 
absorbed photon, in the form of a fluorescent signal. This is a simple process that 
involves little technological sophistication; however, a fluorescent signal can only be 
obtained after a number of requirements have been met. First of all, a sample must be 
either fluorescent in nature or have a fluorescent ‘tag’ attached to it. An example of such 
a ‘tag’ is the green fluorescent protein [106]. Furthermore, a sample must be absorbing 
at the incident laser wavelength and contain the energy levels required for excitation and 
fluorescence. 
 
Single photon fluorescence is the simplest to realise yet has a number of drawbacks. A 
major drawback of this imaging method is that, because it is a first-order effect, 
absorption takes place throughout the whole volume of the excitation beam contained 
within the sample (Fig.7). This can be a problem if one is interested in the levels of 
absorption at the focal-point of the beam. The beam will have experienced a significant 
level of attenuation before it reaches its section of importance. Also, another problem 
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associated with the amount of absorption within a sample is photo-bleaching – 
destruction of the fluorescent ‘tag’ due to excessive photochemical damage. If this were 
to occur the imaging site would be of no more use, unless additional fluorescent ‘tag’ 
were to be injected into the sample again.  
 
 
Figure 7 – Single photon absorption fluorescence. Absorption takes place throughout 
the entire volume of the excitation beam within the sample 
 
Moreover, if one were interested in the study of biological samples, effects known as 
phototoxicity and chemical toxicity could cause problems due to excessive linear 
absorption. When imaging biological cells, it is vital that the cells remain alive for as 
long as possible, and if a large number of cells are being affected by the rate of 
absorption throughout the sample, the rate of damage to the cell will be higher. Simple 
heating caused by absorption can also damage the sample.  
 
Finally, single photon fluorescence can be used to produce 3D images through confocal 
fluorescence laser scanning microscopy [105, 107]. 
 
TPF, on the other hand, provides a simple solution to these problems through an 
intensity-squared fluorescence relationship which alleviates the issues of excessive 
sample absorption [108], sample damage through photo-bleaching [109] and limited 
optical probing performance. Therefore, since a signal is only generated throughout the 
focal-volume of the incident beam, the resulting fluorescence can be detected at any 
location surrounding the sample due to its isotropic emission (i.e. 3D detection – Fig.8). 
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Figure 8 – Two-photon absorption fluorescence. Excitation beam shown in red, 
fluorescence in blue 
 
 
This process was first demonstrated by Denk et al who utilised a two-photon 
microscope in the imaging of biological samples [54].  
 
With regard to semiconductor imaging, it is also possible to observe this photo-
bleaching effect where the level of TPA within a device becomes saturated and the 
resulting signal can no longer discriminate between neighbouring features. This was 
observed during the initial experimental work performed here by recording a high 
continuous TOBIC signal as the beam was laterally/axially translated across the chip. It 
was simple to overcome this effect however by limiting the incident optical power at the 
sample to ~5mW. This preserved TOBIC sensitivity whilst limiting any optically 
induced damage within the sample. Care must be taken here since photo-bleaching 
within a semiconductor chip can lead to device malfunction or physical damage.      
 
Typically, TPA is obtained by using photons which originate from the same optical 
source. These photons therefore have identical energies; however, this condition can be 
manipulated by considering a combination of any two photons whose energies sum to 
the required material energy gap. This technique is known as two-colour TPA and has 
been studied in semiconductor devices [110, 111].  
 
In addition, the ability to select difference photon energies (i.e. wavelengths) leads to the 
realisation that an optical wavelength may be chosen which requires 3 or more identical 
photons to satisfy the material’s band-gap condition. This requires optical sources that 
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can produce exceptionally high peak powers, yet the demonstration of three-photon 
absorption fluorescence has been reported [112-114]. Furthermore, a four-photon 
absorption process has been demonstrated [115, 116]; however this was used in 
spectroscopic studies instead of imaging purposes.   
 
1.4 Solid Immersion Techniques for Nanoscale Semiconductor 
Inspection and Probing 
The solid immersion lens (SIL) is a powerful optical component that can enhance a 
variety of nanophotonic applications. In comparison with liquid immersion methods, 
“solid immersion” techniques are less well known in the microscopy community and 
for that reason have received limited attention as enabling tools in the characterisation 
and development of photonic and electronic devices. Since its invention, the SIL has 
been exploited in several nanoscale technologies, including semiconductor integrated-
circuit (IC) inspection [117-120], nanoscale spectroscopy [121, 122], optical data 
storage [123, 124] and photolithography [125], yet the benefits the SIL has introduced 
in these fields have received poor coverage. Therefore, a detailed review of the 
theoretical aspects of the SIL is discussed and recent demonstrations of SIL-enhanced 
nanophotonic technologies are reviewed. 
 
The field of nanophotonics, in which optical techniques are applied and developed to 
facilitate optical experiments with a spatial resolution of a few hundred nanometers or 
less, covers a wide range of general optics and technologies. These investigations 
typically involve state-of-the-art equipment and generally reject rudimentary procedures 
and apparatus in optical arrangements that are subject to increased scrutiny and 
precision. It is for this reason that the SIL provides a new and refreshing alternative to 
these complex configurations. It is straightforward to implement a SIL into optical 
systems and, when this is achieved, a well-defined list of progressive developments can 
be realised. SIL-enhanced methodologies offer improvements in spatial resolution 
(resolving power), collection efficiency and magnification, all critical parameters in the 
investigation of nanoscale devices. These advantages will be discussed in detail later in 
this chapter.  
 
It is because of the reasons described above that the development of high resolution 
optical imaging techniques play a key role in the characterisation of semiconductor 
nanostructures. 
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1.4.1 Optical Resolution in the Far-Field 
Nanophotonic experiments that involve optical coupling between a nanoscale object 
and a larger light source or detector normally employ either scanning near-field optical 
microscopy (SNOM) techniques [126] or high-NA conventional far-field microscopy. In 
far-field imaging, the resolution is determined by the angular spectrum and the spatial 
irradiance distribution of the light, in contrast to SNOM in which the resolution is 
primarily a function of the physical size of the near-field optical aperture used. An 
important consideration in far-field microscopy or spectroscopy of nanophotonics 
materials is therefore the resolving power of the microscope that is used. When 
considering an object positioned in the far-field, the limiting factor is the diffraction of 
the incident light. This prevents a conventional optical microscope from resolving any 
feature whose physical dimensions are less than approximately half the free-space 
illuminating wavelength of the optical system; however, when one considers the issue 
of imaging a structure which is buried at a given depth beneath a substrate, then the 
issues regarding resolving power become more complex, as the following sub-sections 
illustrate.  
 
1.4.1.1 Surface Microscopy 
The far-field diffraction of light, assuming the absence of any aberrations, states that the 
spatial resolution of any conventional optical microscope is subject to a lateral limit of, 
 
NAyx /51.0 λ=∆=∆      (18) 
 
(Sparrow’s resolution criterion [127]) and a longitudinal limit of, 
 
( )2/sin/44.0 2 αλ nz =∆     (19)  
 
[128], where λ is the free-space wavelength of light, n is the refractive index of the 
object space, and α  is the angular semi-aperture in the object space. The numerical 
aperture, αsinnNA = , determines the optical resolution through an inverse relationship 
with the diffraction limited lateral spatial resolving power. From this, there are 
essentially two parameters which can be manipulated to improve resolution. The first is 
to increase the angular semi-aperture of the system. This can improve the spatial 
resolution and also increase the amount of light collected from the focal plane, which 
can be of benefit in fluorescence collection. The second parameter is the local 
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wavelength. This can be reduced to improve the resolving power either by using a light 
source operating at shorter wavelength or by increasing the refractive index of the 
medium surrounding the focal plane.  
 
Imaging in a medium of high refractive index increases the maximum NA to a value of 
n, resulting in an improvement in the lateral spatial resolution to nyx /51.0 λ=∆=∆ , 
and the longitudinal spatial resolution limit to nz /88.0 λ=∆ . Liquid immersion 
techniques can be ideal for this imaging configuration since a number of high-refractive-
index liquids are readily available (e.g. many oils) and are simple to introduce into an 
optical arrangement.  These liquids can have refractive index values of as high as 1.74 
(methylene iodide) and under such conditions the immersed object space can provide a 
useful improvement in NA and spatial resolution; however, this arrangement can also 
introduce deleterious effects. An example of this is an increased probability of dirt and 
debris in the liquid entering the object space which can contaminate both the immersion 
liquid and the sample under inspection. 
 
1.4.1.2 Sub-Surface Microscopy  
When the object space is located at a given depth below the surface of a material then a 
range of issues are encountered that determine whether these buried structures can be 
adequately resolved by an optical microscope. The first consideration concerns the 
optical transparency of the surrounding medium. This parameter will determine the 
range of illumination wavelengths that are suitable to use, since light must be able to 
travel through the bulk material with sufficiently low loss in order to reach the buried 
features, and (in reflectance microscopy) to travel back through the sample towards the 
objective lens. Another parameter of critical importance is the refractive index, and its 
value determines how the incident light will be reflected and refracted at the surface of 
the medium.  
 
In the commonly encountered case of a planar air-medium interface, reflection from the 
surface will reduce the amount of light which can be coupled into the material, limiting 
the amount of light that can be collected by a microscope objective to rays propagating 
at angles of incidence below the critical angle, ( )nc /1sin 1−=α . For these rays, Snell’s 
Law informs us that the angular semi-aperture in the medium is reduced by a factor of n 
in a sub-surface configuration. Despite this reduction in the local value of αsin , the 
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overall NA of the imaging system remains unchanged because the refractive index in the 
object space is proportionately greater than that of air. 
 
Another effect that refraction has on limiting optimum resolution achievable below a 
planar air-medium interface is that it introduces a significant amount of spherical 
aberration. This has a considerable impact on the diffraction limited performance of the 
microscope since spherical aberration increases linearly with angle and it is exactly 
these high-NA rays which one must include to obtain optimum resolving power.  
 
Historically, liquid immersion techniques have been applied to circumvent some of 
these limiting factors by mitigating the effect of the planar geometry of the air-medium 
interface in order to improve the sub-surface resolving power of a microscope. Without 
any correction, the refractive effects described above ultimately mean a sub-surface 
imaging arrangement will always produce poorer performance than an imaging 
arrangement at the surface unless the planar interface geometry can be suitably 
modified.  
 
1.4.2 The Solid Immersion Lens 
Solid immersion microscopy was invented by Mansfield and Kino in 1990 [129, 130] 
and since then there has been a lot of interest in its use. It is based on the previously 
mentioned idea of liquid immersion microscopy [131] but improves on this technique 
by including the light that is located beyond the critical angle in the system to enhance 
the spatial resolution and beam-collection efficiency.  
 
SIL methods are well suited to the imaging, characterisation and even the fabrication of 
many semiconductor nanophotonic devices [132-134] since it is not possible to obtain 
any immersion oils that have refractive indices approaching those of common 
semiconductors, nor is it possible to physically immerse the objective lens into solid 
samples. 
 
Two types of SIL design are available and are discussed in detail below. 
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1.4.2.1 Hemispherical Solid Immersion Lens (h-SIL) 
The SIL concept comes from the theory described by Born and Wolf [128]. This theory 
states that light can be focused without aberrations at only two points within a high-
index sphere. These focal points are known as the “aplanatic” points of the sphere.  
 
The first of these focal positions is located at the centre of the sphere (Fig.9). The 
incoming rays arrive at normal incidence to the surface of the sphere and do not 
encounter refraction at the air-SIL interface. This condition forms the basis for the 
design of a hemispherical SIL (h-SIL – Fig.10).  Such elements are commonly used to 
image structures that lie close to the surface of a sample because these structures will be 
positioned at a focal plane lying immediately below the planar surface of the h-SIL. An 
h-SIL is a valuable component in the analysis of semiconductor quantum dots (QD) 
since it provides an opportunity to enhance the collection efficiency as well as improve 
the spatial profiling resolution of the sample under investigation - discussed later. An h-
SIL also introduces magnification into an imaging system by a factor of n. The only 
limiting factor of the h-SIL, with regard to improved NA, is the maximum NA available 
from the objective lens. 
 
 
Figure 9 - Diagram illustrating the first aplanatic point within a sphere 
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Figure 10 - A Standard Hemispherical Solid Immersion Lens (h-SIL) 
 
 
 
1.4.2.2 Super Solid Immersion Lens (s-SIL) 
Super solid immersion lenses exploit the second aplanatic focal position, which is 
located at a distance ( )Rnnz 010 /=  from the centre of the sphere, where R is the radius 
of curvature of the sphere and n0 and n1 are the refractive indices of the sphere and the 
air respectively (Fig.11). Light focused to this point, whose incident rays will be 
refracted at the air-SIL interface, has a virtual focus located outside the sphere at a 
distance ( )Rnnz 101 /=  from its centre. It is this condition that informs the design of a 
super-SIL (s-SIL) – also known as a Weierstrass Optic [132]. A major benefit of using 
an s-SIL stems from its improved magnification properties – compared to the h-SIL - 
which will be discussed later.  
 
When one wishes to use a SIL to investigate sub-surface features in a given medium, 
care must be taken to ensure that there is a good index match between the SIL and the 
substrate. We note here that both an h-SIL and an s-SIL can be used for either surface or 
sub-surface interrogation. The key factor here is the design of the SIL itself which will 
be discussed below.  
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Figure 11 - Diagram illustrating the second aplanatic point within a sphere 
 
 
Due to the geometry of the SIL, the generated focal spot size will be smaller because of 
the increase in the NA the SIL has on the system. The NA is defined by the 
expression αsinnNA = , as described previously. In sub-surface imaging, the best 
conventional microscopes can only achieve a value approaching unity since the solid 
angle in the medium reduces by a factor of n; however, if an s-SIL is used the solid 
angle increases by a factor of n. This indicates that the NA can be increased by a factor 
of n2, up to the value were the NA is approximately equal to n. The maximum possible 
NA cannot ever realistically be achieved since it requires the rays of the focused laser 
beam to arrive at 90º. Nevertheless, the αsin  term in the expression for NA remains 
high for angles significantly below 90º, e.g. NA = 0.95n corresponds to θ = 70º. Using 
the information, one can calculate resolution values by considering Sparrow’s criterion, 
NAx /51.0 λ=∆ . 
 
At this point it must be stated that in order for an s-SIL to operate effectively it must be 
designed following a standard process for achieving the maximum possible NA [128, 
130, 135]. By considering the aplanatic points of a sphere, and by knowing the radius of 
the sphere, R, the refractive index of the components, n, and the depth at which the area 
of interest is located, X, then the distance D, which is the physical height of the s-SIL, 
can be calculated by using the following expression: 
 
     
X
n
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
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Therefore, the focal position of an s-SIL (Fig.12) is wavelength dependent since n 
depends on the wavelength of the incident light. In contrast, the use of an h-SIL is 
universal for any wavelength. 
 
 
Figure 12 - A Super-Solid Immersion Lens (s-SIL) 
 
Table 1 highlights a list of recent experimental techniques that have benefited from the 
enhanced spatial resolution of either an h-SIL or an s-SIL.  
 
 
Table  1 - Recent demonstrations of SIL-enhanced spatial resolution 
SIL 
Material 
SIL 
Refractive 
Index 
SIL 
Type 
Free-space 
λ (nm) 
Resolution 
(nm) 
Refs 
Glass 2 h-SIL 950 ~350 [122] 
Glass  1.845 s-SIL 633 178 [136] 
Silicon 3.48 h-SIL 1064 230 [117] 
Silicon 3.48 s-SIL 1530 ~70* [120] 
GaAs 3.48 h-SIL 1050 350 [137] 
Sapphire 1.76 s-SIL 736 243 [138] 
    * This performance will be discussed in Chapter 4 
 
 
1.4.2.3  Magnification Effects in Solid Immersion Lenses 
 
It has been stated already that an h-SIL introduces magnification to an imaging system 
(magnification ~ n). In contrast, an s-SIL adds significantly more magnification (~n2). 
These increases in magnification can be best understood as an “optical lever” effect. 
When a focused laser beam is offset laterally from the optic axis by some distance on 
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the top surface of a SIL the resulting focal position moves by a smaller related distance. 
The beam offset and the resulting focal offset factors are different for both the h-SIL and 
the s-SIL. It has been stated previously throughout the literature that for the case of an h-
SIL this factor is nx /∆ , and for an s-SIL the factor is 2/ nx∆ , where x∆  indicates the 
beam offset on the top of the SIL and n is the refractive index [139]. 
 
We have investigated this optical lever effect in detail for both the h-SIL and the s-SIL 
[118, 140], not only because it plays an extremely important role in the imaging system 
as a whole, but because it was suggested and confirmed that there is an optical lever 
effect in the axial direction as well – although initially the axial dependency was not 
fully understood [139]. We carried out a detailed analysis on both types of SIL, 
examining the optical lever effect in the axial and lateral directions by using the ray 
tracing software ASAP (Breault Research Organization).  
 
The magnification analysis was performed and reviewed as part of the research efforts 
comprising Chapter 3, therefore they will be excluded from this discussion at present.  
 
In order to effectively summarise all of the important features discussed to this point, 
the following table is presented to illustrate the main SIL imaging benefits [139]: 
 
 
Table 2 - Important SIL parameters  
 Magnification Resolution Gain Max defined by: 
h-SIL n 1/n NAobjective lens 
s-SIL n2 1/n2 1/nSIL 
 
 
Solid immersion lenses can play a vital role in several aspects of nanophotonic 
characterisation and imaging applications. The following section reviews and discusses 
the recent literature with regard to practical SIL applications and considers current and 
future novel imaging architectures where SILs are at the forefront of these enabling 
technologies. 
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1.4.3 Non-Integrated-Circuit Applications of SILs 
 
1.4.3.1 Optical Data Storage 
The advance of optical data storage applications such as DVDs and BlueRayTM depends 
on the delivery of ever-increasing storage capacity per unit volume – just as Moore’s 
Law [1] decrees a continuous rise in the density of transistors in semiconductor ICs.  As 
the size of the individual storage elements shrinks, researchers face the challenge of 
overcoming the far-field diffraction limitations of recording and reading optically-
encoded information which puts restrictions on the maximum capacity of an optical 
storage device. One solution to overcome this issue is to utilize evanescent near-fields 
that can be produced by fabricating optical read/write heads that consist of high-
refractive-index SILs [124, 141]. Researchers and engineers have demonstrated a 
recording density of more than 40Gb/cm2 when operated along with novel materials, 
including diamond [142], that have a potential capacity of up to 120Gb/cm2; however, 
due to the use of evanescent near-fields in this approach, these technologies require a 
spacing between the read/write pickups and the storage media of approximately 10-
25nm. This creates a range of problematic issues for optical data storage since the small 
spacing introduces difficulties in the removal of the medium and an enhanced 
probability in device contamination; however, this application is not only limited to the 
near-field. Mansfield et al [143] described a far-field configuration that can tolerate 
variations in media thickness and a certain degree of skew as the disc wobbles during 
rotation.  
 
Alternatively, it has been shown that the SIL geometry can be manipulated slightly to 
develop a novel imaging technique know as the solid immersion mirror [144-147]. In 
this arrangement, the illumination source is coupled into an optical waveguide and 
brought to a focus by a 2D parabolic mirror which has been fabricated in the waveguide 
(Fig.13). The waveguides reported here were fabricated by thin-film deposition on 
commonly used materials for recording head sliders in the magnetic data storage 
industry. These studies demonstrate an optical mode confinement of ~180nm under 
~640nm illumination. 
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Figure 13 - Planar Solid Immersion Mirror [144-147] 
 
 
1.4.3.2 Photoresponse Mapping 
A novel technique which exploits the reduced spatial profiling benefits of a SIL is in the 
sub-micrometre photoresponse mapping of nanowire superconducting single-photon 
detectors (SSPD). SSPDs that are based on superconducting nanowires are a new form 
of high-speed, high-sensitivity single-photon detector that has a broad spectral range 
covering the visible well out to the infrared (IR). The basic SSPD consists of a 100nm 
wide wire which follows a serpentine route patterned onto an ultrathin Niobium Nitride 
(NbN) superconductor. The limitations of these devices arise from defects or other 
forms of contamination or processing errors, resulting in a poor device yield. Electrical 
current and/or inductance measurements are typically employed to investigate these 
issues; however the minimum achievable focal spot size in optical characterisation 
overwhelms the device area itself. Hadfield et al [148] have utilised a hemispherical SIL 
to reduce the focal spot-size to dimensions smaller than the actual device area to 
generate an improved photoresponse map. The results are illustrated in Fig.14 below. 
 
Fig.14 (a) shows a scanning electron micrograph of a meander type SNSPD. Fig.14 (b) 
shows a photoresponse map of a device with high detection efficiency where no SIL has 
been used to obtain a uniform response across the entire area efficiency. In contrast, 
Fig.14 (c) shows a photoresponse map of a device with low detection efficiency where 
an h-SIL has been utilised. The sensitive area in Fig.14 (c) is much smaller than the 
focal spot, indicating the presence of a localised constriction in the nanowire.  
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Figure 14 - Nano-optical studies of superconducting nanowire single-photon detectors 
(SNSPD). (a) Scanning electron micrograph of a meander type SNSPD (linewidth 
100nm, pitch 200nm, total area 10mm x 10mm).  (b) Photoresponse map of uniform 
high efficiency device, (NA = 0.4, no SIL, λ = 470nm FWHM spot size 620nm).  (c) 
Photoresponse map of constricted low efficiency device (NA = 0.36, n = 2 SIL, λ = 
470nm, FWHM spot size 313nm) [141] 
 
 
 
1.4.3.3 Spectroscopic Studies of Semiconductor Nanostructures 
Nano-photoluminescence is one of the most critical characterisation techniques that can 
be used to investigate the electronic energy levels in semiconductors nanostructures. The 
fabrication and development of semiconductor nanostructures occupy a large volume of 
state-of-the-art optoelectronic applications, therefore photoluminescence (PL) has been 
developed into a local spectroscopy method to cover such structures as quantum wells 
[149, 150] and QDs [151]. As previously mentioned, the diffractive far-field limitations 
on spatial resolution restrict the performance of local excitation/detection techniques. 
This can be overcome by working in the near-field regime with SNOM for example; 
however, far-field investigations need not be completely excluded. By positioning a 
suitable SIL on the surface of a given sample, semiconductor spectroscopy can be 
enhanced since a SIL is simple to work with and reduces the risk of sample 
contamination. Furthermore, SIL experiments can be performed at low temperature. 
 
As we will see, PL experiments cover a wide range of semiconductor materials due to 
the endeavours of researchers and material scientists in their search for innovative 
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photonic devices that exhibit novel characteristics. For this reason, a wide range of 
semiconductor materials have been considered for SIL manufacture since the refractive 
index between SIL and sample must be accurately matched. To date, SILs made from a 
wide variety of different materials to suit particular applications have been successfully 
fabricated and demonstrated. Some of these SILs will be discussed later within this 
review.  
 
In a far-field PL system using a SIL [152], not only is there an improvement in the 
spatial resolution, there is also an increase in the collection efficiency. The collection 
efficiency of a spectroscopic system is of enormous importance, especially if there 
exists a low level of excitation intensity or a low signal level. Various SNOM 
experiments do not offer a useful solution here since there is a trade-off between spot 
size and collection efficiency. Therefore, by introducing a SIL into a far-field PL 
arrangement the collection efficiency can be greatly enhanced [153-156]. Comparison 
shows that SIL and non-SIL collection efficiencies can differ by about a factor of 6 
[137]; however this value may vary, by approximately 20%, simply due to the 
cleanliness of both the sample and the SIL. 
 
Typical SIL experiments exploit the force of gravity to retain the SIL in position on the 
sample; however, in some cases the experimental arrangement is altered to configure the 
sample and SIL planar surfaces normal to the surface of the optical bench. This results 
in a need to fix the SIL in place on the sample which raises the question of the potential 
air gap influence on system performance. The evaluation of NA in a SIL-enhanced nano-
PL arrangement is no different to any other far-field system. The NA is defined as 
SILobj nNA ⋅  for a h-SIL and 
2
SILobj nNA ⋅  (up to a maximum value of SILn ) for a s-SIL. The 
influence an air gap has on resolution is heavily dependent on whether the effective NA 
approaches SILn  or not. When this condition is satisfied a near-field description is 
necessary. It has been shown theoretically that even an interface roughness of λ/5 can 
affect the resolution [135]; however, an effective NA << SILn  remains in the far-field 
regime and has been theoretically demonstrated to have a low impact on system 
resolution even with an air gap of several microns [157]. This may be explained by 
considering the effects of total internal reflection between the SIL planar surface and the 
sample surface under both high- and low-NA conditions.  
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Generally speaking, a SIL-enhanced nano-PL arrangement can be incorporated into any 
semiconductor spectroscopy experiment when there is a requirement for high spatial 
resolution, high collection efficiency and the planar surfaces of the materials are 
optically flat. From here we present a range of applications where the SIL-enhanced 
nano-PL arrangement has demonstrated its benefits.  
 
As an introduction, the improved spatial resolution from a SIL-enhanced system has 
been demonstrated in the evaluation of QD densities on a semiconductor sample [121, 
158]. Fig.15 illustrates the effect a SIL has on PL measurements of single dots. Two QD 
samples, each with similar dot densities have been measured under identical 
experimental condition. Therefore, these two graphs are comparable to each other, 
where only the introduction of a SIL has taken place. With no SIL we see many spectral 
lines - these are all from different dots; however, in the SIL sample we see three lines 
which emanate from the same dot. The SIL has decreased the number of dots studied by 
decreasing the focal spot size. With no SIL the calculated diffraction limited spot size 
was 760nm and with a SIL it was 380nm. This decreases the spot area by a factor of 4 
which effectively reduces the number of dots studied by a factor of 4 as well. In this 
example we can see that the SIL has also increased the collection efficiency by a factor 
of 4. The increase in counts lets us see these extra lines in the PL spectrum. Figure 15 is 
reproduced by kind permission by Dr. P. Dalgarno.   
 
 
 
Figure 15 - SIL-enhanced PL experiments highlighting the improvement on spatial 
resolution. The figure presents spectra from two samples, one recorded with a SIL and 
one without a SIL. The two samples had similar quantum dot densities and 
experienced the same excitation powers 
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In other nano-PL experiments glass and GaAs SIL techniques have been utilised to 
study single InAs/GaAs QDs [137, 154]. In addition, a SIL has been applied to high-
resolution spectroscopic analysis of GaAs quantum wells [159] to study carrier 
transfer/diffusion at low temperatures [160-164]. Furthermore, the in-plane transport of 
excitons in quantum wells by nano-PL investigations through the use of a confocal 
microscope and a SIL has been demonstrated in ZnSe quantum wells [165].  
 
Another interesting application which has a complimentary experimental approach to 
nano-PL studies, and utilises the benefits of a SIL, is the investigation of contrast in 
transmission spectroscopy of a single QD [122].  Laser spectroscopy has two main 
advantages over nano-PL: sub-µeV resolution capabilities and an improved ability to 
prepare the states in the QD - the latter enables the spin characteristics of the dot to be 
unravelled and understood. The contrast observed here, in the ideal limit, is proportional 
to the scattering cross-section divided by the laser spot area. Therefore, due to the SIL-
enhanced spatial resolution improvement, the contrast is improved by a factor of 5. The 
result is illustrated below in Fig.16. This figure is reproduced by kind permission of Dr. 
B. Gerardot.   
 
 
 
Figure 16 – Contrast-enhanced transmission spectroscopy of a single quantum dot 
[122] 
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1.4.4 Applications of SILs in Semiconductor Integrated-Circuit Failure Analysis 
The main body of this work concerns the development of various SIL-enhanced TOBIC 
microscopy techniques to image silicon ICs, and therefore the details and performance 
of such procedures will be discussed in subsequent Sections. These include the use of a 
SIL in a backside imaging configuration to profile, in both two and three-dimensions, 
the internal microstructure of a silicon flip-chip with ultra-high-resolution performance, 
utilising SIL-enhanced polarisation-dependent imaging to obtain maximum and 
minimum lateral resolution values ranging from 240nm to 120nm, respectively, 
depending on the direction of the incident polarisation vector, and employing pupil 
function engineering along with polarisation-dependent microscope to resolve features 
with an unprecedented resolution of 70nm.  The above mentioned experiments were 
performed using 1550nm illumination from a femtosecond Er:fibre laser. 
 
There are several other important SIL-enhanced applications in semiconductor IC FA 
and these will be reviewed below. 
 
1.4.4.1 SIL-Enhanced Confocal Imaging 
Confocal laser scanning microscopy is currently the method of choice for sub-surface 
optical microscopy, and combined with solid immersion techniques, demonstrations 
have shown a capability to resolve feature sizes of ~230nm under 1064nm free-space 
illumination [117]. This configuration was the first experimental demonstration of the 
powerful imaging capabilities exhibited by the s-SIL in high-resolution semiconductor 
IC inspection in the near-IR. In [114] the authors of the work describe an s-SIL as a 
numerical aperture increasing lens (NAIL); however the geometry and mathematical 
treatment of an s-SIL and NAIL are identical.  
 
The experimental approach here is no different to the conventional laser-scanning 
confocal arrangement described above, yet with the simple addition of an s-SIL the 
system performance has been greatly improved which reveals the powerful influence an 
appropriate SIL can create. The only experimental concern in this arrangement is the 
effective transmission of the illumination wavelength through the additional silicon 
introduced by the inclusion of the SIL. Optical absorption in silicon limits the 
transmission through the silicon substrate to wavelengths above or equal to 
approximately 1µm, therefore this issue is easily remedied by the use of a near-IR 
optical source.  In addition, the sample substrate can be suitably thinned in order to 
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reduce the penetration length which must be double-passed in a confocal arrangement 
to further reduce the level of absorption within the silicon substrate. 
 
1.4.4.2 SIL-Enhanced Angular Spectrum Tailoring for IC Characterisation 
Ippolito et al have expanded the conventional ideas of IC characterisation by 
demonstrating an angular spectrum dependence on the performance of a silicon IC 
microscope [166]. This technique utilises a simple spatial light modulator to isolate the 
supercritical components, only accessible with a SIL, of a focused optical field to 
induce evanescent coupling beyond the substrate/dielectric interface - sub-critical fields 
are affected by the dielectric interconnected layer, of refractive index ~1-2, fabricated 
on the front side of transistors found on modern IC chips. This technique improved on 
the ability to image the transistor layer of a silicon IC by avoiding light being collected 
from the first metallisation layer through this supercritical beam isolation (Fig. 17). The 
low-NA rays in the system were able to penetrate the SiO2 layer and be strongly 
reflected by the metalisation layer below, whereas the high-NA rays were unable to 
penetrate the SiO2 layer due to total internal reflection at this interface. Spatial filtering 
to remove the low-NA rays means that the low-contrast image of the device layer is not 
obscured by the intense reflected rays from the first metalisation layer. 
 
 
Figure 17 - Angular spectrum tailoring for improved IC characterisation [60] 
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1.4.4.3 SIL-Enhanced Widefield Microscopy of ICs 
In addition to the IC characterisation techniques discussed above, Köklü et al have 
demonstrated that the improvement in spatial resolution provided by a SIL can be 
exploited to gain significant benefits in IR widefield microscopy of silicon ICs [167]. By 
utilising the tight focusing characteristics of a SIL, and by removing the blurred 
contribution from the out-of-focus background signal, it was demonstrated that the 
widefield microscope can selectively focus on the different axial layers of an IC when 
performing imaging from the backside through the silicon substrate. This result reported 
a lateral and longitudinal resolution, which is comparable to the performance of a 
confocal microscope, of 0.26µm and 1.24µm, respectively.  
 
1.4.4.4 SIL Substrates for Enhanced IC Failure Analysis 
The positioning of a SIL on a sample is conventionally controlled by hand or by using a 
mechanically controlled cantilever approach [141]. These methods offer reduced 
accuracy and suffer from the issue of repeatability; however, a recent technique, 
available to IC fault isolation and characterisation engineers, which circumvents these 
problems by directly “forming the silicon substrate into a SIL” (FOSSIL) [168]. This 
was achieved by forming the SIL into the substrate using a computer controlled lathe; 
however, this is also possible by using a focused ion beam (FIB). Through 
implementation of the FOSSIL technique it has been demonstrated that not only does it 
improve optical resolution but it also enhances detection sensitivity and potential 
waveform analysis for future devices. The FOSSIL approach can be implemented at the 
device fabrication stage in order to alleviate SIL positioning tolerances.  
 
Zachariasse et al reported a novel solid immersion blazed-phase diffractive lens for 
high-resolution laser based FA of silicon ICs [169]. The technique used a general design 
algorithm using computer generated holography to calculate the structure required for 
reconstruction of a spherical wavefront through a silicon substrate into any user-defined 
pattern. This diffractive SIL technique also investigated the reconstruction of multiple 
focal points and a ring pattern from the same diffractive optic. Fabrication of this device 
was achieved using a combination of FIB technology and reactive-ion etching. Reactive-
ion etching has also been used in the development of a silicon phase Fresnel lens [170] – 
an imaging mode which is related to that employed by Zachariasse. These progressive 
techniques are illustrated in Fig.18. 
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Figure 18 - Solid immersion substrates. Progression from a SIL etched into a substrate 
[73] to a binary approximation of the ideal solution [169, 170] 
 
 
 
 
1.4.4.5 Other Potential Applications of SILs in IC Characterisation 
The ability to image local hot-spots in ICs is a mature technology and there are several 
reports of SIL-enhanced thermal imaging [48, 171-173] available. In addition, there are 
several other laser signal injection microscopy techniques deployed in IC research and 
development that are based on a comparable stimulus. Examples of these include OBIC 
and TOBIC (discussed above), Optical Beam Induced Resistance Change (OBIRCH), 
Laser Aided Device Alteration (LADA) and Laser Induced Voltage Alteration (LIVA) 
to name but a few [12]. All of these above mentioned techniques are compatible with 
SIL imaging and could benefit from this. Evidence of which has been demonstrated by 
Goh et al. [174] who successfully implemented a SIL into a Thermally Induced Voltage 
Alteration (TIVA) IC FA scheme to obtain an enhancement in the TIVA signal of up to 
15 times. This work also discussed the practical design considerations for optimum SIL-
enhanced laser induced techniques for IC characterisation.   
 
An alternative FA technique that exploits optical methods to probe on-chip waveforms 
as part of the design cycle is the novel EFISHG mode [73]. This approach uses mid-IR 
femtosecond optical pulses to measure EFISHG conversion efficiencies and can be used 
to enable high-bandwidth sub-surface optical probing of complementary metal-oxide 
semiconductor (CMOS) silicon devices in a similar way to that which has been 
demonstrated using silicon coplanar transmission lines [74].  The EFISHG signal 
generated is extremely weak and therefore could benefit from the use of a SIL to 
substantially improve the signal levels recorded. The SIL-enhanced NA would create an 
improved optical resolution as well as increase the capability to generate a higher 
efficiency conversion due to the larger component of the incident polarization located at 
normal incidence to the junction plane in a CMOS circuit. 
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Furthermore, it was recently demonstrated that a SIL-enhanced terahertz (THz) emission 
microscope had been developed as an alternative inspection tool for semiconductor ICs 
[175]. This configuration facilitated THz emission and collection in a transmission 
geometry which utilised three hemispherical SILs – one for focusing the incident laser 
beam onto the sample (located on the frontside of the sample), the second for improved 
THz collection efficiency from the device under test (located on the backside) and a 
third for enhanced THz collection by a suitable detector. This work demonstrated a 
spatial resolution of less than 1.5µm with an nSIL=1.98 at 780nm.  
 
1.4.5 SIL Modifications 
As an aside to using the conventional SIL designs and analysis presented earlier, 
researchers have investigated two types of novel SIL design which have been analysed 
theoretically using vector diffraction theory. The advantages of these so-called high-
performance super-sphere solid immersion lenses (HPSILs) [176] are that they can 
improve the Strehl ratio of the focused spot and increase the focal depth of near-field 
optical systems. This can be achieved by either increasing the radius of the HPSIL so 
that it is a little larger than that of the common s-SIL or by reducing the distance 
between the planar surface and the centre of the sphere so that it is slightly smaller than 
that of the standard s-SIL. These HPSILs can improve the development of near-field 
optical data storage and photolithography. 
 
Continuing the idea of SIL modification, a near-field optical storage system utilising a 
left-handed material (LHM) has also been reported by attaching a LHM slab to the 
lower surface of a conventional SIL [177]. The performance of this novel approach 
improves on that obtained using conventional storage techniques since it can image the 
focused spot at the lower surface of the SIL to the surface of a disc with improved 
accuracy. It also allows a large air-gap to exist for operational convenience while 
maintaining a large signal contrast and a high storage density.   
 
In addition to the above SIL modifications, an interesting SIL design which breaks from 
the typical 3D geometry is the silicon-based planar waveguide SIL [178].  In this 
geometry, the SIL can be positioned in the written sample by photolithography, which 
remedies common alignment, tilt and packaging problems that occur when using free-
space optics. These planar-SILs were simulated using the ray-tracing software Zemax 
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and the experimental results compared against beam propagation methods. The planar 
waveguides and the SILs were fabricated from silica and silicon nitride, respectively. 
 
1.4.6 Microfabricated SILs 
Fletcher and Crozier et al have presented both a microfabricated silicon and silicon 
nitride SIL for deployment in scanning microscopy applications [179, 180]. Both SILs 
were fabricated onto individual cantilevers for scanning, and a tip was fabricated 
opposite the SIL to localise SIL-sample contact. The results from this approach 
demonstrate sub-diffraction limited performance in both cases. This technique echoes 
that demonstrated by Lerman et al who applied SIL near-field optics to Raman analysis 
of strained silicon thin films [181]; however, instead of the SIL fabrication taking place 
on a cantilever, the SIL was positioned on the end of an optical fibre. These scanning 
microscopy methods that utilise AFM style cantilevers provide an important tool for the 
investigation of microelectronic devices.  
 
1.5 Conclusions 
This chapter has introduced the many important challenges associated with 
semiconductor IC FA, and has reviewed the diverse microscopical surface and sub-
surface investigative methodologies available to the microelectronic failure analyst in an 
attempt to remedy these issues.  Key concepts in this field include illumination 
penetration, device stimulation and spatial profiling resolution. All of these parameters, 
and more, have been exposed and discussed in detail. The ability to identify and 
correctly resolve many possible microchip fabrication defects and operational 
malfunctions demands the capability to coordinate and employ a large number of 
mechanical and electronic interrogation techniques. Such modalities range from simple 
surface optical microscopy to advanced sub-surface laser signal injection schemes such 
as the TOBIC approach adopted throughout this work. 
 
Furthermore, the theoretical aspects associated with the design and characterisation of a 
SIL was introduced and a detailed review of experimentally demonstrated and potential 
SIL-enhanced microscopy applications was presented. Such applications range from the 
sub-surface examination of the complex 3D microstructures fabricated in silicon ICs, to 
quantum PL and transmission measurements in semiconductor QD nanostructures. SIL 
microscopy combines the advantages of conventional microscopy with those of near-
field techniques, and is being increasingly adopted across a diverse range of 
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technologies and applications. Important benefits are enabled by SIL-focusing, 
including an improved lateral and axial spatial profiling resolution when a SIL is used in 
laser-scanning microscopy or excitation, and an improved collection efficiency when a 
SIL is used in a light-collection mode, for example in fluorescence micro-spectroscopy.  
These advantages arise from the increase in NA that is provided by a SIL.  Other SIL-
enhanced improvements, for example spherical-aberration-free sub-surface imaging, are 
a fundamental consequence of the aplanatic imaging condition that results from the 
spherical geometry of the SIL.   
 
1.6 Thesis Structure 
The remainder of this thesis is sectioned into 5 chapters: 
 
Chapter 2 introduces the design and construction of the optical sources that are utilised 
throughout the entirety of this work. These include a stretched-pulse erbium-doped fibre 
laser and an erbium-doped fibre amplifier (EDFA). The fibre laser was used to permit 
sufficient silicon substrate transmission and induce nonlinear absorption at the device 
layer of a silicon flip-chip to create a measureable TOBIC photocurrent. This nonlinear 
photocurrent was used as the basis of the images displayed in later chapters. The fibre 
amplifier was used to generate an almost octave spanning supercontinuum to be used in 
an optical coherence tomography (OCT) arrangement for investigating ultra-high-
resolution imaging in silicon microchips and artwork.  
 
Chapter 3 presents results revealing the benefits available to laser signal injection 
microscopy procedures through the use of a suitably designed SIL by demonstrating 
ultra-high-resolution 2D and 3D imaging of a silicon flip-chip. The results attained in 
this section report diffraction-limited optical resolution under near-IR illumination. The 
chapter includes a discussion of the SIL-induced optical lever effect, an effect which is 
of enormous importance in the calibration of s-SILs, and an experimentally 
implemented peak-detection algorithm for optimisation and generation of 3D images 
that were captured.  
 
Chapter 4 introduces the efforts made towards achieving optical super-resolution 
performance from our nonlinear microscope by manipulating both the shape and 
orientation of the focal plane PSF through pupil-function engineering and polarisation-
sensitive imaging in the vectorial focusing regime. These techniques are first treated 
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individually, and their performance characterised and discussed before results from a 
hybrid arrangement are presented. The work documented here was able to measure sub-
100nm feature sizes (~70nm) and set an unprecedented benchmark in the area of far-
field optical imaging of silicon ICs.   
 
Chapter 5 discusses the progress made in ultra-broadband supercontinuum generation 
for application in an ultra-high-resolution high-dynamic-range OCT imaging system. 
The continuum was generated using a 100m length of polarisation-maintaining highly 
nonlinear optical fibre which was coupled into a Michelson interferometer to perform 
imaging of various samples, including a silicon IC, a business card, a selection of 
artwork and a banknote. The continual optimisation and post-processing of any new 
captured data from our system is discussed and exposes the wide variety of differing 
OCT configurations and analytical enhancements which can be implemented to improve 
the quality of a final image. Such analysis includes Fourier transformations and Hilbert 
transformations, single photodiode detection and balanced-detection schemes, and the 
role of polarisation-dependence on manipulating the width of the resulting 
interferogram.    
 
Chapter 6 will present an overall technical discussion of the impact of the results 
presented in the earlier chapters. It will also propose potential future developments, 
improvements and applications.  
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2.1 Introduction 
Ultrafast fibre lasers and amplifiers have been the subject of intense research and 
development in recent years where the focus has been on the optimisation and 
characterisation of these devices in order to offer practical and efficient optical sources 
for applications including telecommunications [1], optoelectronic devices [2], 
supercontinuum generation [3], and even satellite communications [4]. Fibre laser 
development can be traced back to the 1960s with the incorporation of trivalent rare-
earth ions such as neodymium, erbium and thulium into a bulk glass host [5]. This initial 
demonstration prompted much interest in the area and soon after it was reported that 
neodymium had been doped into the core of a silica fibre [6]. Since it was already well 
known that the Nd3+ ion provided a high efficiency laser gain medium, where the 
operation wavelength of these lasers is at 1.06µm, it was clear that the focus was going 
to remain on Nd3+-doped silica fibre lasers. These lasers proved to be extremely 
successful, yet it was not until the 1980s and the doping of silica fibre with Er3+ ions was 
reported that significant efforts were made in an attempt to utilise the optical properties 
of this new development. Er3+-doped fibre lasers operate at a wavelength of 1.55µm 
which falls within the low attenuation window of silica optical fibres and are therefore 
ideal sources for the telecommunications industry.  A lot of progress has been made in 
this field and has resulted in the advance of long-haul networks over global distances 
with minimum attenuation. In addition, other rare-earth ions such as holmium (Ho3+), 
thulium (Tm3+) and ytterbium (Yb3+) have also been investigated and demonstrated as 
dopants or co-dopants in silica or fluoride optical fibres in an attempt to generate new 
laser wavelengths and pump sources for a wide variety of optical applications [7-10]. 
The praseodymium (Pr3+) ion for example has been incorporated into a fluoride fibre to 
offer an optical source at the other important telecommunication band which occupies 
1.3µm [11]. 
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There are several important advantages of fibre laser sources. The fabrication of low 
loss, rare-earth doped optical fibre is a simple and mature technology, the fibre itself 
provides the waveguide, and the current availability of fibre-based components such as 
wavelength division multiplexers (WDMs), fibre Bragg gratings (FBGs), polarisation 
controllers, etc, reduce the complexity and the dependency on bulk optical and 
mechanical alignment and manipulation components.  Furthermore, these laser sources 
benefit from good pump source overlap and good heat dissipation. In addition, when 
operating at 1.3µm or 1.5µm, these systems can be configured using standard 
telecommunication components which reduce cost. Also, an entirely fibre-based system 
offers the possibility of adopting different cavity configurations such as simple ring 
cavities, linear Fabry-Perot, or a combination of both. These long cavity lengths and the 
strong intensities due to the confined optical radiation within the fibre core can enhance 
fibre nonlinearity which enhances the possibility of ultrafast mode-locked operation; 
however, note that these schemes are passive mode-locking schemes only. Ultimately, 
fibre laser systems offer a compact, portable, inexpensive, diode-pumped optical source 
which can be utilised in either a free-space or entirely fibre-based configuration.  
 
The main reason behind the demand for fibre lasers is that these sources have the ability 
to operate in either a stable continuous wave (CW) or mode-locked operation. Mode-
locked fibre lasers have the potential to influence a large number of applications. 
Through careful consideration of the emission wavelength and the optical pulse duration 
suitable for the particular application, fibre lasers can be used as sources for time 
division multiplexing (TDM) and WDM in the telecommunications industry [12, 13],  
medical applications [14, 15], supercontinuum generation [3], frequency metrology [16-
18],  light detection and ranging (LIDAR) applications [19], and provide seed pulses for 
solid-states amplifiers such as Nd:glass [20] or titanium sapphire sources [21].  
 
Ultrafast pulses from a modelocked fibre laser operating at 1.5µm are also ideal for 
imaging inside a silicon integrated-circuit (IC) since they can traverse the silicon 
substrate of the IC with minimum attenuation as well as provide nonlinear absorption at 
the device layer of the chip to generate a photocurrent map of a particular area of 
interest. The ability to gain optical access to sub-surface features provides a platform to 
develop semiconductor IC inspection techniques beyond those available using 
conventional methodologies. As a result, this nonlinear laser microscopy technique has 
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been utilised to great effect in this work and has been expanded upon to achieve 
unprecedented resolution performance. 
 
Moreover, the large nonlinearity in some fibres can be used to create the large 
bandwidths required to generate ultrafast optical pulses which can be utilised in the 
exciting area of optical coherence tomography (OCT). The broad bandwidth contained 
within each pulse reduces its temporal profile due to the reciprocal relationship between 
pulse duration and bandwidth [22, 23]. This can be used to great effect when one wishes 
to investigate the buried structural configuration of certain materials which contain 
feature sizes in the range of several microns. 
 
These applications will be discussed and exploited in subsequent chapters; however the 
source development for that work will be examined within this chapter.    
 
2.2 The Er3+ Ion 
The erbium atom has an electronic configuration of [Xe] 4f12 6s2, where [Xe] represents 
the closed shell electronic configuration of xenon.  When erbium ions are doped into a 
glass host material a number of interesting chemical and electronic re-configurations 
take place [24]. Initially, ionic bonds form between the erbium ions and the surrounding 
host lattice. This takes place through the removal of two electrons from the 6s shell and 
one electron from the 4f shell. This process amends the electronic structure to [Xe] 4f11 
5s2 5p6 6s0 and changes the erbium atoms into trivalent Er3+ ions.  Typically, the 
electronic energy levels associated with an individual ion are quantised; however these 
energy levels can spread out and broaden when ions are incorporated into a dielectric 
host due to the Stark effect caused by the surrounding electric-field. This broadening can 
be both homogeneous (uniform) and inhomogeneous (non-uniform), but in the case of 
erbium ions the latter is dominant. It is through accessing the intra 4f – 4f transitions 
within the Er3+ ion that allows the optical stimulation and amplification at particular 
wavelengths to take place. Fig. 1 represents a schematic representation of the first five 
intra 4f energy levels, with the addition of the important 4S3/2 energy level, of the Er3+ 
ion when doped into a silica glass fibre. The levels are labelled according to the Russell-
Saunders coupling term 2S+1LJ, where S, L and J represent to the total spin, the total 
orbital angular momentum and the total spin angular momentum, respectively, of a 
particular energy level.  The quantum number L can be represented by the letter S, P, D, 
F, G, H, I…. for L = 0, 1, 2, 3, 4, 5, 6.., respectively. 
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Figure 1 – Schematic representation of some important Er3+ ion energy levels in a 
silica-glass fibre host material 
 
 
In order to observe laser action at 1550nm it is necessary to obtain a population 
inversion between the 4I13/2 state and the 4I15/2 (ground) state. This is typically achieved 
through optical pumping at either 980nm to the short lived 4I11/2 state or by directly 
pumping at 1480nm to the 4I13/2 state.  
 
When the erbium energy levels are pumped at 980nm a three-level system is created 
between the 4I11/2 state, the 4I13/2 state, and the ground state. The 980nm pump is 
absorbed in the 4I11/2 state where it then quickly decays non-radiatively down to the 4I13/2 
state. It is at this stage that the 1550nm output light is generated through the transition 
between the 4I13/2 state and the ground state. Efficient optical pumping at 980nm can be 
achieved by stable, high power laser diodes. This allows for strong pumping to take 
place which results in an intense optical output.       
 
However, when the erbium energy levels are pumped at 1480nm (this can be achieved 
using Indium Phosphide / Indium Gallium Arsenide Phosphide (InP/InGaAsP) 
semiconductor diode lasers), it is essentially a two-level system which is created 
between the 4I13/2 state and the ground state. This process also has its benefits in that 
since no significant non-radiative decay takes place there is no additional heating of the 
host material through phonon generation. Furthermore, the quantum efficiency of such a 
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system is higher than its 980nm counterpart since the spectral absorption and emission 
cross-sections are closer together. Yet, there are a number of disadvantages to this 
particular pumping scheme. The main issue is that 1480nm pump sources suffer from 
limited versatility and performance which results in lower efficiency and increased 
power consumption and thermal management. Also, the quality and availability of fibre-
coupled optical components (e.g. WDMs) are restricted when operating at 1480nm. 
Ultimately, it is 980nm pumping that offers Er:fibre laser designers and engineers added 
flexibility. 
 
Finally, it is a requirement that the host material has a substantial doping concentration 
(approximately 1020 ions/cm3) since the pump absorption and the signal emission cross-
sections are relatively small (~10-20cm2). This condition is of considerable importance 
when working with short lengths of fibre. Furthermore, due to these small cross-
sectional areas it is necessary to provide high pump powers in order to generate and 
maintain a state of population inversion; however, at 980nm this is remedied through the 
reliable, high power pump laser diode sources available at present.    
 
2.2.1 Energy Transfer Between Ions 
An important characteristic of the erbium energy level diagram is that it is possible for 
neighbouring ions to transfer energy between themselves. The energy transfer between 
ions has been discussed by Hehlen et al [25] who state that the probability that energy 
transfer will occur between two ions will increase at a rate which is proportional to 1/R6, 
where R is the inter-ion spacing. When a medium is highly doped this creates a situation 
were the inter-ion spatial displacement is reduced and, as a result, encourages these 
transitions. Such energy transfer mechanisms can play an important role in the system 
performance. For example, by introducing ytterbium ions (Yb3+) into an erbium-doped 
material efficient energy transfer can take place between the Yb3+ ions in their 2F5/2 level 
and the Er3+ ions which occupy their 4I11/2 level when pumped at 980nm. Since the 
absorption cross-section of the Yb3+ ion is almost a factor of ten times larger than the 
Er3+ ion equivalent, the pump radiation can be efficiently absorbed and transferred to the 
Er3+ ions. This results in increased system quantum efficiency since the absorption and 
emission cross-sections are more effectively overlapped. Co-doping within host 
materials is common practice in modern components.      
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2.2.2 Excited State Absorption (ESA) 
Excited state absorption is mainly considered to be a detrimental process whereby pump 
light at a particular frequency is not absorbed by an ion which is situated in the ground 
state, but by an ion which is located in a higher energy state. This effect can take place if 
there exists a third energy level which resides at an even higher energy state to the 
second where the energy difference between state three and state two equals the energy 
of the incident pump photon exactly. ESA has the potential to occur at any energy level 
so long as the state contains a finite population. With respect to erbium, ESA is 
generally considered to take place at the 4I13/2 state due to its long lifetime (~10ms) [24]. 
The result of ESA ultimately increases the threshold pump power while reducing the 
device gain.  
 
Nevertheless, when erbium ions are doped into a silica glass host the process of ESA 
does not exhibit any deleterious effects. The energy levels of erbium within silica, 
except from the 4I13/2 level, are characterised by their short lifetimes, therefore, pumping 
at 980nm has a negligible effect on system performance since the 4I15/2 and 4I13/2 states 
remain unchanged and the 4I11/2 state already has a short lifetime [26]. ESA in this 
regime only introduces an increase in the pump absorption.  
 
ESA can also explain why, when the erbium-doped fibre is optically pumped at 980nm, 
it exhibits fluorescence in the green region of the visible spectrum [27]. If an electron is 
promoted from the ground state to an upper energy level through absorption then is 
further excited to another upper energy level through ESA, the total energy difference it 
has attained between the ground state and its final excited state exactly matches that 
which, when released as a photon, would emit in the green (~550nm or ~2.3eV). ESA is 
the main process behind this green fluorescence; however, it may also be possible for an 
ion-ion energy transfer process to stimulate this effect - if the ion-ion energy transfer at 
the first excited state is large enough to induce a further energy transition. Nonetheless, 
the probability of this event taking place is lower than that for ESA. 
 
2.3 Ultrafast Fibre Laser Mode-locking Schemes 
Ultrafast lasers produce pulses of light that can have a duration between 10-12 seconds (1 
picosecond) and 10-15 seconds (1 femtosecond) – although pulse durations of 170 
attoseconds (10-18 seconds) have been demonstrated [28]. This can be achieved through 
a process known as mode-locking. Mode-locking is an optical technique which supports 
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the coherent oscillation of multiple cavity modes [29]. The resonant frequencies within a 
laser cavity arise through the requirement that the resonator length be equal to an integer 
number of half wavelengths. This situation supports the formation of a standing wave 
within the resonator. The separation of these resonant frequencies can be expressed as, 
 
 lc /2piω =∆           (1) 
 
where l is the optical roundtrip length of the resonator and c is the speed of light. It is 
when these modes are connected by a fixed phase relationship that a regular sequence of 
ultrafast pulses is created. 
 
[ ]ϕωω ∆+∆+= ∑ ntniEtE
n
n )(exp)( 0     (2) 
 
The expression above describes the total optical field if the nth longitudinal mode has an 
amplitude of En, where 0ω  is the centre frequency of the output, t represents time, and 
ϕ∆  is the phase difference between adjacent modes. In order to induce this fixed phase 
relationship between the cavity modes and, as a result, achieve mode-locking, ϕ∆  must 
be set to a constant value.  
 
The mode-locking of ultrafast fibre lasers can be separated into two main categories: 
active and passive mode-locking [29].  
 
Active mode-locking can be achieved by applying an external drive to a laser cavity. 
There are two methods in which this may be accomplished [30]: either by modulating 
the intracavity loss - Amplitude Modulation (AM) mode-locking, or by modulating the 
intracavity phase - Frequency Modulation (FM) mode-locking. These techniques are 
commonplace in a number of laser systems used today, especially semiconductor and 
solid-state lasers. 
 
In passive mode-locking, it is not necessary to apply an external drive to the cavity. 
Instead, the laser cavity is designed to contain an element whose optical loss decreases 
as the power that is incident on it increases [30] i.e. nonlinear loss. It is because of this 
nonlinear effect that it is possible to generate additional cavity frequencies that were not 
initially present in the system. This in turn can increase the strength of the resultant 
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mode-locking since these additional cavity modes can now be included in the mode-
locking process.   
 
The following sections will discuss the three main passive fibre laser mode-locking 
techniques which have been demonstrated to produce sub-picosecond pulse durations. 
These include semiconductor saturable absorbers, the nonlinear amplifying loop mirror 
(NALM), and nonlinear polarisation rotation (this technique is also known as 
polarisation additive pulse mode-locking or Kerr mode-locking). It is the latter scheme 
which has been exploited during the erbium fibre laser source development stage of this 
work. 
 
2.3.1 Semiconductor Saturable Absorption 
A saturable absorber makes use of an intense pump wave within a cavity, tuned to 
resonance (i.e. 12 EE −=ωh ), to induce significant levels of absorption within a 
medium (which is placed inside the laser system) that will create a state of equilibrium 
between the population of the upper and lower energy states within that medium [31, 
32]. At this point the absorption becomes zero and the transmission through the sample 
will be high. The saturable absorption effect therefore leads to an intensity-dependent 
(i.e. nonlinear) transmission. It is the time taken for the saturable absorber to recover 
that determines its classification – fast (picosecond) or slow (nanosecond). 
An intense resonant signal within a laser cavity can also induce high levels of stimulated 
emission as well, so much so that the rate of emission can saturate the population 
difference between the upper and lower energy levels.   
    ( )
c
BnNNk 212112
ωh
−=       (3) 
The expression above describes the small-signal gain coefficient, where B21 is a constant 
proportional to the absorption transition rate between energy levels 1 and 2, and Ni 
represents the population of energy levels i, where i = 1, 2. When the intense resonant 
signal depletes the upper energy level to the degree that N2 ≈  N1 and k = 0, gain 
saturation occurs.  
For the generation of ultrashort optical pulses one can either use the combination of a 
slow saturable absorber and gain saturation, or simply use a single fast saturable 
Chapter 2: Mode-locked Er:Fibre Laser and Erbium-Doped Fibre Amplifier (EDFA) Development in 
Sub-Surface Imaging 
 
 76 
absorber. When an optical pulse is incident on a slow saturable absorber, its leading 
edge is absorbed and creates an excited state which is relatively transparent to the 
trailing edge. This effect in isolation is insufficient to generate ultrashort (i.e. 
femtosecond) pulses and therefore must be combined with dynamic gain saturation to 
achieve mode-locking. A laser medium with a gain relaxation time faster than the cavity 
round-trip time, but slower than the absorber recovery time, must be used to ensure that 
the gain recovers in time to amplify the next round-trip pulse and the absorber recovers 
in time to be fully saturated by it. The pulse therefore, when travelling through a 
saturable absorber first then the gain medium, experiences a gain window with a finite 
duration which strongly shapes the pulse. Yet, when a fast saturable absorber is used, 
the dynamics of the absorber and the gain medium no longer represent the limiting 
factor influencing pulse duration, and other effects such as linear and nonlinear 
dispersion become the dominant pulse shaping mechanisms.  
It is commonplace at present to create a saturable absorber by using thin semiconductor 
quantum-well structures, where the bandgap is similar to the laser wavelength. In this 
technology, electrons are excited to higher energy levels through the energy delivered 
by incident photons, and because the wells are thin only a small number of unoccupied 
states are required to be filled before no further absorption can take place. These 
structures are typically supported on top of a Bragg mirror arrangement 
[33].
 
Figure 2 – A general representation of the saturable absorption / gain process used to 
generate ultrafast pulses 
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2.3.2 Nonlinear Amplifying Loop Mirror (NALM) 
The NALM depends on the optical Kerr effect (explained later), along with polarisation 
control, taking place within a length of optical fibre to cause artificial saturable 
absorption to generate a state of pulse shortening. The optical Kerr effect is an 
instantaneous optical effect in which the refractive index of a material is modified due to 
the intensity dependence of its electric polarisation response. 
 
The Kerr effect can be used to induce a nonlinear phase shift of a wave which has been 
exploited in the NALM to achieve modelocked operation through interference between 
this wave and an unperturbed original wave within the fibre. The NALM (Fig. 3) is 
based on a fibre Sagnac interferometer which has a fibre amplifier placed 
asymmetrically in the loop [34]. Optical pulses are coupled into the loop and split by a 
50/50 fibre splitter to generate counter-propagating pulses within the Sagnac ring. For 
small optical input powers, the loop operates in the linear regime and the two counter 
propagating pulses experience the same phase delay and are therefore directed back out 
of the input after recombination at the 50/50 splitter; however, at high optical input 
powers, the loop will operate in the nonlinear regime and become intensity-dependent. 
Here, the two pulses obtain a net phase difference after propagation in the loop. In this 
regime there is a clear distinction between whether the input pulse is strong or weak 
when it enters the nonlinear sections, therefore the amplified pulse is rejected out from 
the loop via an output port. This scheme is similar to the principles of additive pulse 
mode-locking (APM). APM uses the interference between two counter propagating 
nonlinear optical pulses to induce the effect of a fast saturable absorber. This technique 
has been adopted in many fibre laser configurations to generate ultrafast optical pulses 
[35, 36]. 
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Figure 3 – The Nonlinear Amplifying Loop Mirror (NALM). A weak input pulse will 
be reflected back out of the input port at the 50/50 coupler; however when the input 
pulse is intense then the amplified output is rejected from the coupler 
 
The NALM can be fibre coupled into a unidirectional fibre ring. This creates a laser 
which has a figure-of-8 cavity shape where pulses of amplified intensity remain within 
the cavity and any reflected low intensity pulses are rejected by an isolator which forces 
the unidirectional operation [37] (Fig. 4).  
 
Figure 4 – Figure-of-8 Er:fibre laser configuration. This system utilises the intensity-
dependent operational effects of the NALM described above 
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2.3.3 Nonlinear Polarisation Rotation (NPR)  
NPR is a passive mode-locking technique that can be utilised within an optical fibre [38, 
39] and is the mode-locking technique deployed during the construction of the stretched-
pulse Er:fibre laser used in this work. The main requirement is that an intensity-
dependent polarisation state is created within the fibre in order to obtain a net phase 
difference between strong and weak circulating pulses. Typically, this can be achieved 
through counter propagating two independent pulses within a fibre – as is the case with 
the NALM describe above; however, the trick to NPR relies on the generation of a net 
phase difference from only a single pulse.  
 
When an intense elliptically-polarised optical pulse propagates along a length of non-
polarisation maintaining fibre, it is possible for a nonlinear rotation of its polarisation 
state to take place. This rotation occurs due to the intensity-dependent Kerr effect (i.e. 
self-phase modulation (SPM) – described later – as well as some birefringence within 
the fibre) which acts upon the two orthogonal components of the elliptical polarisation 
state causing them to slip out of phase. The induced rotation within the fibre can be 
manipulated and controlled through the use of wave plates (polarisation controllers) in 
order to stimulate mode-locking action in a fibre ring cavity. In this configuration, the 
wave plates are adjusted to allow maximum transmission of the pulse when the pulse 
intensity is highest; however, the transmission only becomes intensity-dependent after 
propagation through a polarisation-sensitive beamsplitter, which acts as a low intensity 
rejection port – i.e. an artificial saturable absorber. As a result, mode-locking through 
NPR is an ideal technique since the absorption process is extremely fast and can be 
controlled by the polarisation controllers. 
 
For a typical Gaussian shaped pulse profile, the effects of NPR only occurs at the centre 
of the pulse since the intensity is too low at the wings for NPR to take place. Therefore, 
a propagating Gaussian pulse will experience a polarisation rotation within its central 
portion (highest intensity) whereas the polarisation state across the wings of the pulse 
(lowest intensity) will remain unchanged (Fig. 5). As a result, a polarisation-sensitive 
beamsplitter within a laser cavity will transmit the centre of the pulse and reject the 
wings, shortening the pulse per round trip.  
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Figure 5 – Nonlinear Polarisation Rotation. The polarisation state at the centre of the 
pulse is rotated due to the intensity-dependent Kerr effect, whereas the polarisation 
state at the lower intensity wings remain unchanged  
 
 
NPR suffers from two main environmental factors which have to be considered. The 
first is that the optimum polarisation settings of the wave-plates can drift with 
temperature. This requires that the system be frequently readjusted which is detrimental 
to an experimental configuration since it may be difficult to reproduce identical 
saturable absorption modulation depths and power – an important set of parameters that 
define the mode-locking process. Furthermore, air currents or acoustic noise may cause 
optical fibres to move slightly. This will result in an amended state of birefringence 
within the fibre which will alter the mode-locking characteristics.  
 
NPR is a powerful mode-locking technique which can generate ultrafast pulses with 
significant output power (tens of milliwatts). An illustration of such a mode-locking 
scheme which utilises NPR, and used in the stretched-pulse erbium-doped fibre laser 
constructed and described later, is given in Fig. 6; however, note that this scheme can 
suffer in an uncontrolled environment. Therefore, it is recommended that fibre lasers 
which are mode-locked in this particular regime are constructed within a suitable 
enclosure and operated in a temperature regulated location in order to minimise potential 
difficulties.    
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Figure 6 – NPR mode-locking scheme. The low intensity wings of the pulse are 
rejected out of the cavity by a polarisation-sensitive beamsplitter whereas the high 
intensity centre of the pulse remains within the cavity 
 
 
2.3.4 Harmonic Mode-locking 
An interesting mode-locking technique that can be adopted in erbium-doped fibre lasers 
is to lock together the resonant modes of the cavity at the nth harmonic with respect to 
the fundamental mode [40-42]. In this approach a passive, fast intensity-dependent loss 
mechanism is utilised as an intra-cavity nonlinear element which can cause an intense 
optical pulse to experience a high loss. The main requirement here is that the 
nonlinearity of this element can recover to its initial state before the arrival of the next 
pulse. If this is achieved then the pulse intensities are forced to become fixed to a certain 
value.  
 
This technique has been demonstrated in an erbium-doped fibre laser which used NPR – 
it was also observed and reproduced using the fibre laser constructed for this work. 
Here, the APM mode-locking scheme used NPR as a source of artificial saturable 
absorption. Through careful alignment of the polarisation controllers it is possible to 
bias the output of the laser into a regime of increased transmission through the polariser 
with increased intensity (APM) or decreased transmission with increased intensity. The 
latter describes the process of additive pulse limiting (APL) [41] and is the mechanism 
behind this harmonic mode-locking procedure. Typically, during APM an intense pulse 
experiences less loss so is able to accumulate greater pulse energy per round trip; 
however, APL restricts this energy build up and, as a result, forces the laser to distribute 
the energy among additional pulses which oscillate at the cavity’s harmonic frequencies.  
 
This process has its advantage in obtaining high pulse repetition rates from such long 
cavity laser systems since more pulses are forced to oscillate periodically within the 
cavity; however, when the laser is made to operate in such a regime, it has been 
demonstrated that the pulse energies can fluctuate from pulse to pulse [43]. This 
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mechanism can be explained by examining the relaxation time of the erbium gain 
medium. Since this duration is longer than the pulse repetition rate the saturated state of 
the gain limits the intensity of the subsequent pulse. This can be seen in Fig. 7. Fig. 7 
was obtained by directing the output of our fibre laser, which was mode-locked at the 
second harmonic, onto the detector surface of a fast indium gallium arsenide (InGaAs) 
photodiode. It is clear that there exists a periodic fluctuation in intensity per pulse; 
however, note that this would not disrupt any TOBIC experimental observations since 
the repetition rate of 64GHz and the low modulation depth would be averaged out 
during a continuous raster scan, or point-by-point acquisition system, due to the relative 
differences in time-scale – the point-by-point acquisition system used in this work 
would stop at each position for approximately 0.25 seconds.  
 
 
Figure 7 – Harmonic Mode-locking. The fundamental repetition rate of the laser is 
32MHz; however our fibre laser has been modelocked at the second harmonic 
(64MHz). This results in intensity fluctuations from pulse to pulse due to gain 
saturation  
 
 
 
 
2.4 Ultrafast Pulse Properties 
Ultrashort pulses require large bandwidths since pulse durations are proportional to the 
reciprocal of the source bandwidth [44]. This initially appears to be a relatively simple 
condition to satisfy, however the generation of ultrashort pulses requires the 
management of a number of linear and nonlinear effects encountered by the pulse as 
they propagate through optical materials. These considerations are particularly important 
in fibre lasers because of the long path lengths in the fibre material. 
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2.4.1 Linear Material Dispersion 
When an ultrashort pulse propagates through an optical material it experiences 
chromatic dispersion [5]. This process can be described as the variation of refractive 
index with wavelength. Chromatic dispersion in materials originates from the 
frequency-dependent linear dielectric susceptibility, ( )1χ , which relates the induced 
electric polarisation, ( )ωP , to the applied optical field, ( )ωE :  
 
( ) ( )( ) ( )ωωχεω EP 10=        (4) 
 
This linear dispersion causes pulse broadening and is a consequence of the real part of 
the ( )1χ  term, namely, ( ){ }10 Re1 χ+=n .  
 
Dispersive effects are best analysed in terms of optical phase. This parameter is related 
to the refractive index by, 
( ) ( )
c
Ln ωω
ωφ 0=               (5) 
 
where L is the length of the medium and c is the speed of light in a vacuum. The local 
variation of the spectral phase due to an optical medium can be represented as the 
Taylor expansion: 
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where 0ω  is the pulse centre frequency. Each term in (6) corresponds to individual 
dispersive effects.  
 
The first term, ( )0ωφ , describes the change in carrier phase. This term has no effect 
upon the pulse.  
 
The linear term, 
ω
φ
∂
∂
, describes the group delay of the pulse – i.e. a linear phase ramp in 
frequency. This is responsible for the delay of the pulse in time and dictates the length 
of time the pulse will spend in the medium.  
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The quadratic term, 2
2
ω
φ
∂
∂
, as well as the additional higher order terms, describe the 
group delay dispersion of the pulse – i.e. a variation of group delay with frequency. This 
is responsible for the resulting pulse shape after propagation through the medium. The 
term ( )20ωω −  is responsible for adding linear chirp to the pulse. This is essentially a 
time-varying linear increase or decrease in the instantaneous optical frequency across 
the pulse.  
 
The cubic spectral phase term results in the pulse compression at one edge of the pulse 
and pulse broadening at the other edge. As a consequence this leads to pulse break-up. 
 
In bulk optical materials, for example BK7 glass (n=1.5) or silicon (n~3.48), material 
dispersion is a key issue since all dielectric materials exhibit dispersive qualities due to 
their frequency-dependent optical response. The group velocity in such components is 
related to the refractive index by,  
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where λpi /2 nk =  and λpiω /2 c= . 
 
The group-delay is the time taken for a pulse travelling at its group velocity to cover a 
given distance, l, and is expressed as,  
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The group delay dispersion (GDD), i.e. the change of group delay with frequency, is 
given by the expression, 
( )
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===            (9) 
 
When the GDD is zero then the pulse experiences no broadening and is unchanged; 
however, when the GDD is positive longer wavelengths will travel faster. The 
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dispersion in this regime is considered to be “normal” or positive. In addition, when the 
GDD is negative, shorter wavelengths travel faster, and the dispersion is considered to 
be “anomalous” or negative.    
 
2.4.2 Group Delay Dispersion Compensation 
If an ultrashort pulse experiences a significant amount of GDD when propagating 
through an optical system its duration will increase due to the distribution of different 
group velocities across the bandwidth of the pulse. This can have a deleterious effect on 
the overall pulse quality and, as a result, any experimental process undertaken prior to 
beam delivery. Therefore, it is of critical importance that the initial ultrashort pulse 
duration is maintained throughout the optical system.  
 
There are several GDD compensation techniques available which have been 
demonstrated both theoretically and experimentally. All of these methods are successful 
by considering the levels and/or locations of GDD experienced by the pulse during 
propagation. 
 
Two prisms can be used to provide a source of negative GDD which is located 
externally to the laser resonator cavity (extra-cavity) [45]. The initial description of such 
a technique discussed the use of four prisms in a single-pass arrangement; however, this 
method can be amended to facilitate a prism pair in a symmetrical reflection 
configuration.  This technique can be adopted intra-cavity where the prisms are located 
near one of the laser cavity end mirrors. The negative (anomalous) GDD of the prism 
pair compensates for the positive GDD created by the laser through geometrical 
dispersion since a prism will have a wavelength dependent angular response. In this 
technique the prisms are set to Brewster’s angle to optimise the transmission of the 
incident optical beam and to minimise Fresnel reflections.  
 
This prism pair arrangement compensates for GDD since the different wavelengths 
contained within the optical pulse have different transit times as they propagate through 
the prism pair. The resultant geometrical dispersion can be adjusted by controlling the 
apex separation, l, between the prisms and the angular deviation, β, of the refracted rays. 
These parameters are of critical importance since the GDD will change from being 
positive to negative if the separation length is allowed to extend too far.  
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Figure 8 – Group delay dispersion compensation through the use of a double-pass 
prism pair arrangement 
 
 
Another GDD compensation technique is available which can remove the complexity of 
critical beam alignment within a laser cavity by simply replacing one of the cavity end 
mirrors with a chirped mirror [46]. A chirped mirror is fabricated as a multilayer 
dielectric stack of increasing layer periodicity and alternating material layer composition 
(typically TiO2 and SiO2). This incremental stack period provides a controlled reflection 
parameter which is a function of wavelength and layer period (i.e. different wavelengths 
will be reflected at different depths within the dielectric stack). Since the longer 
wavelengths contained within the incident pulse are allowed to travel further into the 
dispersive mirror it results in an increased optical path length which effectively balances 
the negative GDD of the pulse. The use of a chirped mirror for GDD compensation is 
simple to incorporate into an optical system; however it is often the case that these 
components are unable to provide enough dispersion compensation to that which is 
required.  
 
An additional source for GDD compensation remains to be discussed which takes into 
consideration the appeal of entirely fibre based systems. The above examples are 
standard free-space solutions yet it is the periodic material properties of the dielectric 
mirror which suggests that a similar configuration can be fabricated into an optical fibre. 
 
A fibre Bragg grating (FBG) is essentially a distributed Bragg reflector which has been 
fabricated into a short section of optical fibre that can be used to reflect a particular 
range of wavelengths in order to transmit the others. This process is accomplished by 
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generating a periodic variation of the refractive index in the fibre core. This is where the 
comparison can be made between the chirped free-space mirror. FBG’s were first 
reported by Hill in 1978 who was investigating photosensitivity in germanium-doped 
fibres [47].  
 
The simplest solution to remedy the limiting effects of GDD in an all-fibre-based system 
exists in a single-pass arrangement. This requires no more than the inclusion of an 
additional section of standard silica telecommunications fibre into the system. For 
example, the negative GDD in an appropriate length of silica fibre can effectively 
balance the positive GDD imposed on the optical pulses within a length of erbium-
doped fibre.  This technique has not only been used to balance the net cavity GDD in a 
stretched-pulse erbium-doped fibre laser systems [39, 48], but also provides a solution to 
balance the GDD in amplified fibre laser pulses from an EDFA (these ideas will be 
discussed later in this Chapter).   
 
The magnitude of GDD in optical materials essentially depends on the variation of 
refractive index with wavelength. Therefore, by controlling the refractive index against 
wavelength response of a material it is possible to tailor the level of GDD it will exhibit. 
In an erbium-doped fibre, this can be achieved by increasing or decreasing the doping 
concentration of erbium ions within the fibre core; however, standard silica fibres have 
limited flexibility for managing GDD (i.e. tailored refractive index profiles within the 
fibre core – dispersion-shifted fibres) when compared to state-of-the-art engineered 
micro-structured fibres. 
 
Photonic Crystal Fibre (PCF), initially demonstrated in the early 1990s by J. C. Knight 
et al [49], is an optical waveguide that has the ability to guide light along its core due to 
a periodic modulation in its radial refractive index profile. This radial distribution can 
consist of a solid core that is surrounded by an array of air holes, or even a hollow core 
surrounded by an array of air holes. The latter arrangement is know as a Photonic 
Bandgap (PBG) Fibre [50]. These fibres can be configured using a wide variety of 
different materials, periodic radial geometries and dimensions. As a result, micro-
structured fibre offers a large number of amendable parameters that can be modified 
during the fabrication process in order to tailor the fibre’s optical properties. This results 
in the availability of optical fibre that can exhibit a completely customised GDD profile 
across a given spectral range. If the GDD of a fibre can be set to zero at a particular 
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wavelength, or even fixed at zero across a broad bandwidth, the need for GDD 
compensation would be completely eliminated.  
 
It is important to note here that, when working with optical fibres, it is not only the 
dispersion arising from a materials frequency dependent refractive index (material 
dispersion) that is the only factor to consider. Modal dispersion is only relevant to 
waveguides and takes place because the optical wave that propagates in the guide is 
divided into two components: a forward travelling wavevector and a stationary 
transverse wavevector. The transverse component will increase in magnitude if the fibre 
core size is reduced whereas the magnitude of the travelling component will reduce. 
This results in a lower group velocity compared to that experienced during propagation 
through an equivalent bulk material. Since these different propagation modes travel 
along the fibre with different group velocities it is possible for a single input pulse to be 
observed as a series of individually spaced pulses (i.e. a smooth envelope) at the output. 
However, this modal dispersion can be reduced through the implementation of graded-
index fibres compared to step-index fibres since the group velocities are then matched 
and the differences between delay times of the propagating wavevectors are reduced. 
 
2.4.3 Self-phase Modulation 
Self-phase modulation (SPM) [5] is a product of the optical Kerr effect in which a high-
intensity optical field propagating through a material induces a change in the refractive 
index of the medium and can be understood by considering the expression for the 
polarisation in an isotropic media (centrosymmetric material - ( ) 02 =χ ): 
 
( ) ( )( ) ( ) ( )( ) EEEEEP χεχχεχχε 023103310 =+=+=           (10) 
where 0ε  is the permittivity of free-space and χ  is the susceptibility of the material 
where ( ) ( ) 231 Eχχχ +=  and χ+= 1n . 
Here, we can write the linear refractive index ( )10 1 χ+=n , so by using a Taylor series 
approximation, one can state that: 
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The field amplitude E can be converted into intensity by using 2/200 EcnI ε=  to give, 
Innn o 2+=                      (12) 
where     
( )
0
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0
3
2
ε
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n =  
This reveals that the refractive index is intensity-dependent due to the role of the third-
order nonlinearity.  
The phase shift experienced by an optical beam of length l, refractive index n and 
wavelength λ  is given by, 
λ
piφ nl2−=                     (13) 
Therefore, for an optical pulse (whose intensity is a function of time), the time 
dependent phase shift is,  
( ) ( )λ
piφ ltInt 22−=               (14) 
where I is the intensity and the Kerr effect states that Innn o 2+= . 
This results in a change of the instantaneous frequency as, 
dt
dIln
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ω 2
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==∆        (15) 
 
This results in the leading edge of the pulse, where dI/dt is positive, being red-shifted 
( ω∆  is negative) and the trailing edge of the pulse, where dI/dt is negative, being blue-
shifted. This process is known as self-phase modulation and can result in the generation 
of new frequencies that were not originally present in the pulse. This can be utilised in 
ultrashort pulse generation since when this effect is balanced with significant levels of 
negative dispersion it is possible to use SPM to reduce the pulse duration.   
 
A spatial-domain equivalent to this time-domain process leads to an effect known as 
Kerr-lensing in which a Gaussian-profiled plane wave experiences larger phase 
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retardation at the centre of the beam than at its edges when it propagates through a thin 
sheet of nonlinear material. This results in wavefront curvature and self-focussing [5]. 
Kerr-lensing can be used in combination with a suitable aperture to induce mode-
locking action in a laser cavity [51]. Here, an aperture is placed after the medium so that 
self-focused (i.e. high-power) light is transmitted more efficiently than unfocused light 
(i.e. low-power).   
 
2.4.4 Optical Solitons  
An interesting phenomenon in nonlinear optics is the generation of an optical soliton. A 
soliton is an optical pulse that reproduces its temporal or spectral shape as it propagates 
through a transparent medium as a function of propagation length – except from the N = 
1 soliton (explained later). Typically, an ultrashort pulse will be reshaped during 
propagation in a medium by SPM (temporal) and linear dispersion (spectral).  It is 
possible to exactly balance these two effects within a medium in order to allow a pulse 
to propagate indefinitely without broadening – assuming no attenuation of the pulse over 
time.  
 
The propagation of an optical pulse in a lossless material can be described by the 
nonlinear Schrödinger equation (NLSE) [5]: 
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where A represents the amplitude of the pulse envelope, 2β  is the parameter responsible 
for dispersion, and the nonlinear parameter γ  describes the effects of SPM. 
 
It is useful here to normalise (16) by introducing three dimensionless variables, 
 
0P
AU =   
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z
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T
=τ    (17) 
 
where P0 is the pulse peak power, T0 is the pulse duration, and LD is the dispersion 
length. 
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From here it is possible to express the NLSE as, 
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A new parameter N has been introduced in (15) and can be described by,  
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The parameter N can be removed from (18) by the introduction of ALNUu dγ== . 
 
Equation (18) can now be expressed in its standard normalised form: 
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The first term in equation (20) describes the pulse propagation through the material, the 
second term describes dispersion, and the third term describes SPM.  
 
The parameter N is called the ‘soliton number’ and is used to describe the multiple 
solutions of the NLSE that exist. These solutions are determined by the power and 
duration of the optical pulse and the dispersion and nonlinearity of the medium. The 
N=1 soliton propagates within the medium without changing its shape; however, higher-
order solitons are characterised by a periodic pulse reshaping over a given length known 
as the soliton ‘period’.  
 
Soliton formation has been the subject of intense investigation over a number of years 
due to the critical role it has in ultrafast nonlinear optical systems; however in erbium-
doped fibre lasers, soliton formation can have a detrimental effect on optimum system 
performance. Entirely fibre-based laser systems have utilised soliton propagation and 
their resulting shapes to induce ultrashort pulse formation through additive pulse mode-
locking schemes (APM) [36]. Nonetheless, this approach puts a limit on the maximum 
possible pulse width and energy. This limit can also result in multiple-pulsing within the 
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cavity and the coupling of significant energy into frequency sidebands that diminish the 
pulse peak power [38]. 
 
2.4.5 Pulse Measurement 
In order to measure the duration of an ultrashort optical pulse, an event in time is 
required which is shorter than the pulse duration to be measured. This presents a 
problem when using electronics since electronic detection is simply not fast enough to 
cope with the characterisation requirements necessary in the ultrafast regime. As a 
result, various optical solutions have been developed which can measure a wide range of 
important optical pulse parameters.  
 
The simplest approach to measure ultrafast optical pulses is in the time-domain by using 
a technique called autocorrelation. An autocorrelation provides an estimate of the actual 
pulse duration by recording the electric-field response of a pulse against a variable time-
delayed replica of itself. This response will depend on both the pulse duration and the 
separation of the two identical pulses at a particular time.  
 
An autocorrelation is typically obtained using a Michelson interferometer. In this 
arrangement, the pulse is separated into two arms, one with a fixed optical path length 
and the other with a periodically varying optical path length, and then recombined again 
at a suitable detector. The first-order autocorrelation is insensitive to pulse duration, so it 
is common for a second-order response to be recorded at the detector so either a second-
harmonic generation crystal is positioned immediately before the detector and its 
nonlinear signal recorded, or a simple two-photon photodiode can be used which uses 
two-photon absorption to generate a signal.  Fig. 9 illustrates these two experimental 
arrangements. 
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Figure 9 – Autocorrelations. In the time-domain, either a second-harmonic generation 
(SHG) crystal or a two-photon absorption (TPA) photodiode can be used to record the 
second order response autocorrelation function 
 
 
The second-order response leads to what is known as an interferometric autocorrelation, 
and it takes the form [52], 
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When the detection system used is not fast enough to resolve all the fringes in the 
autocorrelation, an average response is measured and this describes an intensity 
autocorrelation. This amended profile takes the form, 
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A common characteristic of these interferometric autocorrelation functions when 
measuring pulse duration, regardless of input pulse shape, is that they always display a 
peak-to-background contrast ratio of 8:1.  Intensity autocorrelation functions on the 
other hand exhibit a 3:1 contrast ratio.  
 
Furthermore, it is not possible to simply calculate the pulse duration from the 
autocorrelation function alone. Since the autocorrelation full width at half maximum 
(FWHM) is only proportional to the actual pulse FWHM, a calibration factor must be 
taken into consideration. For a Gaussian pulse shape it is 1.414 ( 2 ) and for a sech2(t) 
pulse shape it is 1.543 [52]. 
 
All of the autocorrelations recorded throughout this work were obtained using a silicon 
photodiode to measure the two-photon autocorrelation response. 
 
2.5 Erbium-Doped Fibre Soliton Laser 
Aside from the original work on ultrafast figure-of-8 soliton fibre lasers by Duling et al 
beginning in the late 1980s [37, 53, 54], the first erbium-doped fibre soliton ring laser 
constructed to produce stable femtosecond optical pulses at the fundamental repetition 
rate of the cavity was achieved by Tamura et al [36]. This laser operated in the soliton 
regime due to the average negative dispersion of -19ps2/km for the fibre ring, was mode-
locked using polarisation-APM and generated 450fs pulses with an average output 
power of ~50mW.  
 
These fibre laser configurations utilise the formation of an optical soliton within the 
fibre in order to accommodate ultrashort pulse operation. Optical solitons are generated 
through balancing chromatic dispersion with the Kerr effect. Standard silica fibres have 
negative group delay dispersion at 1.55µm which can be used to compensate for the 
positive effects of the induced Kerr nonlinearity within a fibre. When these variable 
parameters reach a state of equilibrium, an optical pulse may oscillate within the cavity 
that maintains its temporal and spectral shape over long propagation distances. This 
describes the formation of a first order optical soliton; however, it is possible to generate 
solitions of higher orders. These solitions do not retain continuous temporal and spectral 
characteristics but will repeat their shape over a periodic interval.  
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Fibre soliton lasers can be made to produce sub-picosecond pulses on a routine basis; 
however, these systems suffer from important characteristic limitations.  
 
2.5.1 Additive Pulse Mode-locking (APM) Saturation 
Additive pulse mode-locking (described earlier) is a technique which essentially mimics 
the role of a saturable absorber in an artificial manner. Therefore, APM is used to shape 
an oscillating pulse within a laser cavity in order to induce ultrashort pulse operation; 
however, APM deployed in an all-fibre based soliton laser can lead to an intrinsic 
limitation in the soliton regime. It is common for these lasers to operate with multiple 
pulses supported within the cavity when under high pump powers. This is a consequence 
of the quantisation of the soliton pulse energy with excessive gain [55]. Since the peak 
power of a soliton is capped due to the theoretical expression for soliton pulse area, if 
the pump power is increased to a higher value then the peak power of the reshaped 
soliton will reach a maximum value through saturation of the APM mechanism. This 
results in a breakdown of the soliton that once oscillated at the fundamental repetition 
rate of the cavity into a non-periodic redistribution of multiple-pulses.  
 
It is possible to overcome this limitation however through cavity length and gain 
management. Construction of a short laser cavity and fine tuning of the gain within the 
cavity will permit stable, single pulse per round-trip operation since the system is 
tailored to allow a single oscillating soliton to consume all the gain that is available [38].    
 
2.5.3 Spectral Sidebands 
The spectral distribution of a mode-locked fibre soliton laser can exhibit characteristic 
non-uniform sidebands (Kelly sidebands [56]) which are related to the soliton pulses 
oscillating within the cavity. These sidebands are located around the central peak of the 
spectrum and are a consequence of soliton filtering. Since a soliton experiences periodic 
perturbations in gain (erbium fibre) and loss (output coupling) as it propagates within a 
fibre laser, it is forced to dispense a portion of its spectral content. The resulting 
frequency packet which has been removed will then propagate within the fibre 
according to the phase velocity of its constituent frequencies. It is upon each cavity 
round trip that this, now dispersed, frequency packet will experience destructive 
interference except at the frequencies which are phase-matched – phase-matching means 
that there exists a fixed phase relationship (more accurately, the phase mismatch must be 
zero) between interacting waves maintained along the propagation direction. It is at 
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these phase-matched frequencies that constructive interference takes place which results 
in the generation of these non-uniform sidebands. In this case, the linearly dispersed 
frequency packet’s propagation vector, klin, and the propagation vector of the periodic 
perturbations, kp, sum to equal the propagation vector of the soliton, ks (i.e. ks = klin + 
kp) 
 
Figure 10 – The spectral distribution of a mode-locked fibre soliton laser can exhibit 
characteristic non-uniform Kelly sidebands (after [36]) 
 
 
The distribution of Kelly sidebands around the central peak of the spectral output is 
determined by the soliton pulse width, the dispersion within the cavity, and the cavity 
length. As a rough guide, and as a general example, it is satisfactory to state that these 
sidebands will be located closer to the central peak if one were able to reduce the 
duration of the soliton pulse within the cavity, or be displaced from the central peak to a 
higher degree through pulse expansion, since the other parameters are typically fixed. 
Furthermore, care must be taken when inferring the resulting pulse duration from this, or 
any other, strongly non-Gaussian spectral distribution. The use of the FWHM is clearly 
inappropriate since the peak in the above spectrum is offset from the centre of the 
spectrum which would generate in an invalid result.  
 
It is important to note that appropriate balancing of the above mentioned parameters can 
minimise the generation of these sidebands; however, it is the overall limitations of the 
fibre soliton laser which are undesirable for convenient system performance and 
experimental implementation. Therefore, an alternative all-fibre based configuration was 
conceived in order to remedy these deleterious effects.   
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2.6 Stretched-Pulse Erbium-Doped Fibre Laser  
The stretched-pulse erbium-doped fibre laser is a powerful solution to the detrimental 
operational and practical effects induced through operation in the soliton regime. These 
issues include limitations on output pulse width and energy due to the generation of 
Kelly sidebands in the optical spectrum and also saturation of the APM mechanism. The 
stretched-pulse fibre laser addresses these problems by employing almost perfectly 
balanced lengths of both largely negatively and positively dispersive fibre within the 
cavity, where the net cavity dispersion is slightly positive.  
 
In a stretched-pulse erbium-doped fibre laser, which is the arrangement employed for 
the construction of our fibre laser source, the alternative sections of large positive- and 
negative-dispersion fibre result in a pulse that stretches in the positive segment (erbium-
doped fibre) and then compresses as it propagates through the negative segment 
(standard SMF28 fibre).   
 
In this mode of operation, the pulses that circulate within the cavity have a significantly 
lower peak output power since the pulse widths can change by an order of magnitude as 
they make one round trip. This therefore reduces the net nonlinear phase shift that is 
induced per pass which, as a result, circumvents the possibility of APM saturation. 
Furthermore, through the combined effects of SPM and the large positive-dispersion in 
the erbium fibre, it is possible to achieve significant spectral broadening. Therefore, it is 
common for the output pulses from these lasers to have a large spectral bandwidth and a 
high energy.  
 
 
Figure 11 - The stretched-pulse fibre laser employs almost perfectly balanced lengths 
of both large negative and positive dispersion fibre within the cavity, where the net 
cavity dispersion is slightly positive. The green dotted box represents the cavity 
location for free-space optics in the configuration throughout this work   
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Another benefit of stretched-pulse fibre lasers is that a minimum pulse width is only 
attained over a small portion of the entire cavity round trip. This puts a limit on the net 
nonlinear phase shift throughout the cavity and allows the alternating dispersive 
qualities to become the dominant procedure. It is common for the output of stretched-
pulse lasers to be positioned where the peak power within the cavity is low, i.e. located 
at the boundary where negative and positive-dispersion fibres meet (green dotted box – 
Fig. 11), therefore, the output pulses will have a large linear chip; yet, this does not 
create any difficulty in post-cavity pulse management. These pulses can be compressed 
to compensate for the chirp through the use of standard SMF28 fibre, a prism pair, or a 
grating (these solutions have been discussed in Section 2.4.2); however, it is possible to 
avoid the requirement of external chirp compensation by positioning the cavity rejection 
port at a location where the pulse duration is minimised (i.e. at the mid-point of either 
the erbium-doped fibre or the standard SMF28 fibre).  
 
Another advantage obtained when using a stretched-pulse erbium-doped fibre laser is 
that the alternating stretching and compressing of the circulating pulse causes it to have 
a periodically varying propagation vector. This eliminates the generation of unwanted 
Kelly sidebands in the output spectrum since there is now a reduced phase-matching 
condition. Therefore, a cleaner optical spectrum is produced and there is less dispersive 
structure between consecutive pulses.  
  
2.6.1 Construction 
The experimental system configured for the purposes of this work is shown in Fig. 12 
and was constructed using only standard telecommunication and optomechanical 
components. The fibre laser was constructed, modelocked and maintained by the author 
after the components and initial construction was achieved by a temporary summer 
student within the Ultrafast Optics Group. The design was taken from [39]; however the 
main differences from this design were the inclusion of different lengths of erbium-
doped fibre and SMF28 fibre (Tamura et al used 2.5m of standard Corning SMF28 
fibre, 45cm of Corning Flexcor 1060 for the WDM and 1m of erbium-doped fibre) and 
the use of an external isolator to prevent back-reflections from entering the cavity and 
cancelling mode-locked operation.    
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Figure 12 – Experimental configuration of the stretched-pulse erbium-doped fibre 
laser used through the volume of this work 
 
 
The ring laser is forced into unidirectional operation through the use of a bulk 
polarisation-sensitive optical isolator. The input to the isolator is a polarisation-sensitive 
beamsplitter. The output pulse from the laser is linearly polarised since the polarisation-
sensitive beamsplitter acts as a rejection port which couples out the s-state of 
polarisation. Immediately after the optical isolator, and before the polarisation-sensitive 
beamsplitter, are positioned pairs of bulk wave plates which are used for polarisation 
control to induce efficient NPR mode-locking operation. At the exit of the isolator there 
is a quarter-wave plate then a half-wave plate. These components have the role of 
creating a state of elliptical polarisation before pulse propagation into the erbium-doped 
fibre and SMF28 fibre. At the entrance of the polarisation-sensitive beamsplitter is a pair 
of quarter-wave plates. The first wave plate transforms the rotated elliptical state of 
polarisation into amplitude modulation. The second wave plate is used to compensate 
for any remaining linear birefringence in the fibres. Please note here that no fibre-based 
polarisation controllers are used in his arrangement. It was found, and has been 
demonstrated, that the use of bulk wave plates provide a higher degree of precision and 
reproducibility that that obtained through the use of fibre based polarisation controllers 
[57]. Under this bulk arrangement, once the polarisation controllers were manipulated 
into producing mode-locked performance, these settings could be recorded and revisited 
in order to achieve a similar performance to a high degree of accuracy – on condition 
that the fibre had not been displaced or amended through environmental conditions (as 
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described previously). These bulk optical components were positioned in a free-space 
segment of the ring cavity – i.e. the green dotted box in Fig. 11. 
 
The cavity had a total length of 450cm which comprised 286cm of standard Corning 
SMF28 telecommunications fibre (positive dispersion), 150cm of OFS high-
concentration erbium-doped fibre (negative dispersion, peak absorption at 1530nm 
∝ 45-65dB/m), and 14cm of free-space. The entire cavity was tailored so that the net 
cavity dispersion was slightly positive. The dispersion of the bulk optical components 
was estimated to contribute no addition dispersion. The pump source was a 980nm laser 
diode from Furukawa Electric which provided a maximum pump power of 400mW.  
 
The laser was operated in the forward direction and produced approximately 75mW 
(15.6kW) of average (peak) output power at a repetition rate of 32MHz. The pulse width 
was measured using a two-photon autocorrelation and was found to be ~160fs 
(assuming a Gaussian pulse shape). In order to confirm operation at the fundamental 
frequency, either a fast InGaAs photodetector could be used to monitor the pulse 
repetition rate on a suitable oscilloscope, or a radio-frequency (RF) spectrum analyser 
could be used to validate that the beat frequency between the optical modes matched the 
fundamental repetition rate. Both of these procedures can also be used to confirm single-
pulse operation by observing the output pulses; however, the RF spectrum analyser 
provides a superior validation since it provides an accurate representation of the 
frequency content of the periodically-pulsed signal.   
 
 
Figure 13 – Stretched-pulse erbium-doped fibre laser autocorrelation. The pulse 
duration was measured to be ~160fs – assuming a Gaussian pulse shape 
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The optical spectrum obtained from our arrangement is shown in Fig. 14. This illustrates 
the general shape of the obtained spectrum; however it has been amended slightly to 
illustrate the effect of potential multiple-pulsing within the cavity - this was achieved by 
adjusting the cavity wave plates (polarisation controllers) to alter the optimum NPR 
conditions. The result is highlighted by the spectral fluctuations located on the back of 
the main spectral shape at ~1545nm and from 1565-1580nm. Multiple-pulsing must be 
removed in order to generate high quality output pulses through further manipulation of 
the polarisation controllers until a stable optical spectrum is achieved.   
 
In addition to the configuration shown in Fig. 12, an additional optical isolator was 
positioned immediately after the output of the laser to prevent any back-reflections from 
external experimental optical elements to influence the set mode-locking conditions. It 
was found that when a strong back-reflection was directed back into the laser cavity the 
mode-locked output would drop out and the laser would return to its initial state of 
continuous wave operation.  
 
Figure 14 – Optical spectrum of our stretched-pulse erbium-doped fibre laser. The 
spectral fluctuations located on the back of the main spectral shape at ~1545nm and 
from 1565-1580nm are a consequence of multiple-pulsing  
 
 
The polarisation-sensitive beamsplitter has an important role to play in the optimisation 
of the stretched-pulse fibre laser. Initially, in an all-fibre based arrangement, a fibre 
output coupler was used which ultimately reduced the efficiency of the laser due to 
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increased internal losses; however, through the use of bulk optical components, the 
polarisation-sensitive beamsplitter acts as the laser rejection port which can be tuned to 
achieve large loss for low intensities. This therefore improves system performance two-
fold by reducing the intra-cavity loss and tolerating higher rejected powers through 
delicate polarisation control. One concern however may be the quality of the rejected 
‘wings’ of the oscillating cavity pulse; however, this is remedied when the net nonlinear 
phase shift required for mode-locked operation is low ( 2/pi< ) - hence, the use of 
strain-induced slightly birefringent optical fibres in the laser cavity. 
 
2.6.2 Stretched-Pulse APM – The Master Equation 
The optical pulses circulating in both soliton and stretched-pulse fibre lasers can be 
described using a steady-state theoretical analysis that describes mode-locking in the 
time-domain. This technique considers the individual effect that each element within the 
cavity has on the pulse, and demands that these processes repeat themselves every cavity 
round trip. The analysis described here is governed by the Haus Master Equation [58] 
which, in the case of a stretched-pulse system, assumes small nonlinear changes per 
cavity round trip and a chirped Gaussian model [59]. This theory treats the nonlinearity 
and dispersion imbalance within the cavity as perturbations and can accurately predict 
the absence of Kelly sidebands from a stretched-pulse configuration. The Master 
equation can be seen as a generalisation of the NLSE. 
 
The Master Equation for the stretched-pulse system takes the form, 
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where g is the laser gain, l is the linear loss per cavity round trip, gΩ  is the gain 
bandwidth, D is the average dispersion, t represents time, 0γ  describes self-amplitude 
modulation (i.e. the saturable absorption action due to nonlinear polarisation rotation), 
A0 is the peak amplitude of the pulse, µ  is the curvature of the parabolic time-dependent 
nonlinear phase shift (in a stretched-pulse fibre laser µ <1 due to the average stretching 
and compressing of the pulse per round trip) τ  is the normalised pulse width, 0δ  
describes the effects of SPM, and ψ  is the net linear phase.  
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The Master Equation, when considering a stretched-pulse fibre laser, has a chirped 
Gaussian solution, 
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where )(tu  represents the complex amplitude of the oscillating electric-field within the 
cavity and the complex parameter Q is obtained by balancing terms in (23).  
 
This Gaussian solution is in agreement with the simplified Kuizenga-Siegman theory 
[60, 61] which also models ultrafast pulse propagation and duration. These solutions can 
be attained by utilising a spit-step Fourier approach [5].  
 
2.7 Erbium-Doped Fibre Amplifier (EDFA) 
Erbium-doped fibre amplifiers can be utilised in a wide variety of applications, 
examples of which include optical frequency metrology, optical supercontinuum 
generation and in the telecommunications industry as a source of optical signal 
enhancement across long transmission lines.  The latter was the original driving force 
behind EDFA optimisation and characterisation since it provided an efficient, entirely 
optical replacement for electrical amplifiers avoiding the need for optical-to-electrical 
conversion. The spectral output of such devices falls perfectly within the 
telecommunications C Band (conventionally 1530-1565nm), which can also be tuned to 
accommodate a small portion of the L Band (long wavelength 1565-1625).  Since fibre 
optical communications require the ability to transfer data over an enormous distance, a 
major drawback can be signal attenuation and pulse breakdown due to excessive 
attenuation within the fibre. Therefore, a series of optical amplifiers is used to optically 
boost the amplitude of the transmitted signal at periodic intervals along a length of 
single-mode fibre which has been dispersion-shifted to accommodate zero-dispersion at 
1550nm.  
 
For many novel applications, the ability to provide high average powers and high pulse 
energies is incredibly important. It is clear that for particular areas of science and 
engineering the EDFA is an ideal solution; however, the amplification process within an 
optical fibre is not a trivial task to facilitate and, in addition, when ultrashort pulses are 
concerned, a key requirement is the control of nonlinear effects within the fibre core. 
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This is extremely critical since the desire is to maintain good pulse quality and short 
pulse durations after the amplification process is complete. The basic solution here is to 
scale down the peak intensity of an ultrashort pulse within the fibre core, which can be 
achieved through a variety of different techniques, in order to regulate the nonlinear 
effects, even at high peak powers.   
 
There are several methods which can be applied to obtain such pulse amplification 
management. These include chirped pulse amplification (where the pulse is stretched in 
time prior to amplification and then compressed again afterwards), fibre core-size 
scaling (a spatial technique where the core of the amplifying fibre is manipulated to 
accommodate an increased number of modes), and nonlinear pulse amplification, which 
is the process adopted in this work and is explained in detail below.  
 
2.7.1 Nonlinear Pulse Amplification  
Nonlinear pulse amplification is obtained by coupling an optical pulse into a fibre 
amplification system and allowing the effects of gain, SPM and dispersion to spectrally 
and temporally influence the propagating pulse in a manner that will result in either a 
compressed or chirped pulse at the output - depending on the configuration of the 
amplifier used. The amplified compressed, or chirped, pulses that emerge from the 
system are a result of the sign of the fibre dispersion. Therefore, if an amplifying 
negative-dispersion fibre is used then a compressed pulse will be produced, otherwise, if 
an amplifying positive-dispersion fibre is used then a chirped pulse will result.   
 
In the case of a positive-dispersion fibre, the chirped pulses that are emitted have to be 
compressed again using a suitable mechanism after the amplification stage. Since 
erbium-doped fibre is positively dispersive, this is the typical requirement for EDFA 
configurations; however, it is possible to alleviate this post-amplification compression 
by temporally stretching the input pulse in a length of standard telecommunication 
negative-dispersion fibre before entering the amplifier. When this is achieved the pulse 
will be simultaneously amplified and compressed within the positive-dispersion fibre. 
By controlling the length of pre-chirping fibre it is possible to accurately tune the peak 
intensity of the amplified output pulses.  
 
A main advantage of using a positive-dispersion nonlinear amplification process is that 
is should generate significantly higher pulse energies than the negative-dispersion 
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alternative. This is because positive dispersion will stretch the pulse within the 
amplifying fibre, which is also spectrally broadened through SPM, which in turn reduces 
the pulse peak power and therefore increases the maximum achievable amplified pulse 
energies. 
 
2.7.2 Construction 
The construction of the EDFA was executed entirely by the author and is illustrated in 
the schematic diagram Fig. 15. The components that were used were all standard 
telecommunication elements which comprised of two Bookham 980nm laser diodes 
which provided a maximum continuous wave output power of 400mW each, two 
WDMs, a 170cm length of erbium-doped fibre (same fibre used for Er:fibre laser), a 
length of SMF28 optical fibre for dispersion compensation (discussed later), a heat sink, 
a die-cast box and a fibre collimator. The laser diodes were managed using a pair of 
temperature controllers and current drivers – a combination of each for each laser diode. 
A complete system was configured by designing a contained arrangement around the 
die-cast box and the heat sink. The laser diodes were attached to the heat sink then 
enclosed in the die-cast box. At opposing end faces of the die-cast box were electrical 
interfaces for current and temperature control of the laser diodes. On the top surface of 
the die-cast box was positioned a reel of erbium-doped fibre along with the two WDMs 
and the fibre collimator. The erbium-doped fibre was double-pumped from both ends by 
the laser diodes which were fibre coupled out from the die-cast box into a WDM each 
then spliced to the erbium-doped fibre.  The remaining fibre inputs of each WDM were 
used for either signal input pulse collection from the erbium-doped fibre laser or as the 
output of the EDFA after pulse dispersion compensation.    
 
The EDFA accepted input pulses from the erbium-doped fibre laser of approximately 
75mW average power. These pulses were relay imaged from the output fibre collimator 
of the fibre laser (located before the polarisation sensitive beamsplitter with respect to 
the pulse propagation direction) onto the fibre collimator of the EDFA using a suitable 
4f arrangement. After nonlinear pulse amplification through the additional length of 
erbium-doped fibre and pulse compression through the accompanying SMF28 fibre of 
the EDFA, the resulting average output power was measured to be ~200mW.   
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Figure 15 – Erbium-doped fibre amplifier (EDFA) schematic diagram 
 
 
2.7.3 Dispersion Compensation 
As mentioned previously, the nonlinear pulse amplification process within a positive-
dispersion fibre (erbium-doped fibre) results in a stretched (chirped) pulse output 
through the effects of gain, dispersion and SPM.  This can be compensated for by either 
pre-stretching the pulse in a length of SMF28 fibre (negative-dispersion) then observing 
pulse shortening during amplification, as demonstrated by Tauser et al [18], or by 
compressing the pulse after it has been stretched during the amplification process. The 
latter approach was adopted here and will be described below. 
 
In order to assess the length of negative-dispersion SMF28 fibre required to produce 
output pulses from the EDFA that were suitably compressed to observe minimum pulse 
durations and maximum pulse intensities, a fibre cut-back method was applied. This 
simple cutback procedure involved splicing in an excessive length of SMF28 after the 
output of the erbium-doped fibre then recording individual autocorrelation traces over a 
series of reducing fibre lengths until a minimum pulse duration had elapsed. Once this 
had been observed, the required length of SMF28 fibre was spliced back into the system 
to return to the minimum output pulse duration.  This procedure is illustrated in Fig. 16 
and the two-photon interferometric autocorrelation results obtained are presented in Fig. 
17. 
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Figure 16 – Fibre cutback measurement for post-amplification pulse dispersion 
compensation  
 
 
 
 
Figure 17 – Fibre cutback measurement results presenting interferometric 
autocorrelations recorded at different lengths of SMF28 optical fibre. Excessive pulse 
chirp is represented as a rise in intensity at the wings of certain traces  
 
 
 
It can be seen from the autocorrelations shown in Fig. 17 that the pulses are highly 
chirped when at fibre lengths above and below the optimised length for obtaining the 
minimum pulse duration. This is highlighted by the large rise in intensity at the wings of 
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the interferometric autocorrelations. This intensity increase can be explained by 
considering the locations where the frequency content of two pulses exactly overlaps 
when one pulse traverses the other. When a monochromatic pulse is interfered with an 
exact replica of itself then interference will be observed as soon as the two pulses come 
into contact with each other; however, if two highly-chirped pulses are brought into 
contact with each other, the location at which there will be interference is where the 
frequency content of each pulse exactly overlaps – i.e. when the pulse envelopes are 
matched at zero delay. At every other location there is a frequency mis-match which 
results in a rise in intensity on the autocorrelation trace. Furthermore, since a chirped 
pulse is stretched, it will come into contact with the other pulse sooner than when two 
compressed pulses are brought together. This is why the rise in intensity can begin far 
out in the wings of the interferometric autocorrelation trace.  
 
For reasons explained above, an interferometric autocorrelation is not an ideal method to 
use when determining pulse durations by considering the resulting FWHM extent of 
each trace. A suitable alternative is to record a series of intensity autocorrelations as the 
SMF28 fibre is cut back from its originally excessive length. In order to avoid having to 
measure an interferometric/intensity autocorrelation pair at each fibre cut-back length, 
an analytical approach is to Fourier filter each interferometric autocorrelation trace to 
reveal its intensity autocorrelation equivalent.  
 
This analytic intensity autocorrelation technique was used to expose a more accurate 
representation of pulse compression within the SMF28 fibre. The results obtained from 
this method are presented in Fig. 18. These results were all individual measurements 
taken from Fig. 17. The measurements are repeatable to approximately ± 5fs with the 
main source of error arising due to experimental inconsistencies; such as optical 
alignment, optical power (fibre cleave quality, initial source power), optomechanical or 
scanning stage calibration issues.  
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Figure 18 – Fibre cutback measurement results presenting intensity autocorrelations 
recorded at different lengths of SMF28 optical fibre. The images were obtained by 
applying an appropriate level of Fourier filtering on each of the traces presented in 
Fig. 17  
 
 
The results presented above highlight the striking level of pulse compression that is 
achieved within the SMF28 fibre. The FWHM values are stated in the insets located at 
the top right-hand side of each trace. These FWHM values have been collected and 
compiled in a separate plot which is given in Fig. 19.   
 
 
Figure 19 – Plot of FWHM pulse duration against SMF28 fibre length in post-
amplification dispersion compensating cutback measurement. The squares represent 
acquired data points and the dotted line is a cubic fit to the data   
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Fig. 19 illustrates that a propagating pulse will be compressed and then stretched again 
quite significantly along a 5m length of negative-dispersion SMF28 after it has exited an 
amplifying length of positive-dispersion erbium-doped fibre. The measured pulse 
durations vary from a heavily chirped maximum of ~2ps at 5m down to the compressed 
minimum value of 166fs at ~3m.    
 
For completeness, our stretched-pulse erbium-doped fibre laser and EDFA configuration 
is illustrated in Fig. 20. 
 
 
Figure 20 – Complete stretched-pulse erbium-doped fibre laser and EDFA 
arrangement 
 
 
 
 
2.8 Conclusions 
Mode-locked erbium-doped fibre lasers and amplifiers have been the workhorse of the 
ultrafast optics lab for several years and have generated an intense sustained period of 
research and development in a wide variety of optical technologies. These lasers not 
only provide an efficient and reliable optical source but can also be extremely compact, 
durable and simple to use. Currently, erbium-doped fibre lasers and EDFAs are creating 
a lot of interest in industrial activities and the flux of commercial products available on 
the market has increased significantly.   
Chapter 2: Mode-locked Er:Fibre Laser and Erbium-Doped Fibre Amplifier (EDFA) Development in 
Sub-Surface Imaging 
 
 111 
In this chapter I have discussed the physics behind the erbium ion when doped into a 
dielectric host material and highlighted several important optical processes that take 
place when it is optically stimulated. In addition, I have reviewed a selection of fibre 
laser mode-locking techniques and discussed the management of the resulting ultrafast 
pulses.  The erbium-doped fibre soliton laser was then presented and its limiting optical 
performance discussed. As a solution, the stretched-pulse erbium-doped fibre laser was 
established and the construction of such a device, for the purposes of this work, was 
illustrated and reviewed. In addition, an EDFA was also required to compliment the 
latter stages of this work (OCT) and its construction and properties were discussed and 
presented.   
 
The final assembled stretched-pulse erbium-doped fibre laser provided approximately 
75mW of average output power at a fundamental repetition rate of 32MHz. The pulse 
width was measured using a two-photon autocorrelation and was found to be ~160fs. 
Furthermore, I have demonstrated an EDFA with efficient post-amplification pulse 
compression whose amplified average output power was approximately 200mW and 
whose pulse width was measured, at the 3m of additional SMF28 point, using a two-
photon autocorrelation and found to be 166fs. 
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3.1 Introduction 
In silicon devices, standard optical beam induced current (OBIC) microscopy of silicon 
integrated-circuits (IC) [1] is hindered by the contradictory requirements of choosing a 
laser wavelength that allows high bulk transmission, up to several mm of silicon, but is 
also absorbed sufficiently in the micron-scale device layer to produce high contrast 
images.  The issue of penetration is also encountered in conventional confocal imaging 
when using light at 1064nm [2].  The proximity of the band-edge at this wavelength 
means that the absorption coefficient is around 80cm–1.  Furthermore, the light must 
also make a double-pass through the silicon due to the transmission / reflection nature 
of the confocal system.   In both cases the introduction of a super solid immersion lens 
(s-SIL) causes further absorption.   An elegant solution is to use the two-photon optical 
beam induced current (TOBIC) effect [3-5] to achieve high absorption of infrared 
radiation at the beam focus but also high transmission throughout the sample and s-SIL.   
Using two-photon absorption instead of single photon absorption (examples of single 
photon solutions are described in [1, 6-11]) the lateral resolution of the microscope is 
improved, and the ability to implement axially-resolved imaging is provided because 
two-photon absorption is highly dependent on the optical intensity.   In this chapter, 
two-dimensional (2D) diffraction-limited imaging performance with a resolution of 
166nm is described, which extends to three-dimensional (3D) sub-surface imaging with 
approximately 100nm axial profiling resolution.  This result surpasses earlier 
performance obtained by Ramsay et al [12] and is attributed to an enhanced ability to 
perform systematic axial scanning and thus an improved ability to localise the focus of 
the beam in the component layer of the chip.    
 
3.2 Solid Immersion Lens Microscopy using TOBIC Imaging 
Semiconductor devices have been investigated and analysed for decades now in order 
to evaluate their operating characteristics.  This has led to the development of a wide 
range of imaging modalities in this interesting area which include OBIC [13] and two-
photon techniques [14-16].  Progression in this field suggested that it was natural for 
these systems to be considered in the implementation of various optical modes for 
practical defect detection and imaging of silicon ICs [17-19].  SILs provide the ability 
to improve the resolution of these imaging technologies by increasing the numerical 
aperture (NA) of the system and have been adopted into these schemes now for several 
years [12, 20].  In previous work, Ippolito et al showed that an h-SIL could be used to 
image a silicon chip to achieve a resolution of 230nm by imaging at 1064nm [21].  
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Details of the theory of SIL imaging is given by Born and Wolf [22], which is also 
covered in Section 1.5, and can be used to separate SIL imaging into two modalities, 
hemispherical (h) SIL imaging and Weiserstrauss / super-SIL (s-SIL) imaging.  
Imaging using an h-SIL can resolve structures that lie close to the surface of a sample 
[23] and also features located at a given distance below the surface of the sample.  This 
is also true when imaging using an s-SIL.  In this work a s-SIL modality was chosen 
and designed to resolve circuit features located around 100µm below the backside 
surface of the silicon die [24-28].  The details of the prescription used to design the 
correct s-SIL for imaging at a given surface / sub-surface depth are presented in [21] 
and were presented earlier in Section 1.5.   
 
Common resolution formulae can be used to calculate the resolution expected from 
using s-SIL imaging.  The usual expression for NA applies to SIL imaging and is NA = 
nsinα  where α is the half-angle of the cone formed inside a material of refractive index 
n by the converging rays at the beam focus.  The maximum possible NA cannot exceed 
n since this corresponds to the rays of the focused laser beam arriving over a cone half-
angle of 90° which is difficult to achieve experimentally.  Sparrow’s criterion [29] 
states that the smallest resolvable feature size can be calculated from the expression 
0.51λ/NA under linear imaging.  In two-photon SIL imaging this becomes 2/51.0 nλ  
since the signal obtained under this nonlinear configuration is sensitive to the intensity 
squared – if one were to square a Gaussian point spread function (PSF) the resulting 
full width at half maximum (FWHM) will be smaller than the original by a factor of 
2 .  Therefore, Sparrow’s criterion in this case implies a diffraction-limited resolution 
limit of 160nm for imaging in silicon when using a free-space wavelength of 1550nm.   
 
To verify this, a program was written in MATLAB which was designed to model the 
radial point spread function (PSF), under plane-wave illumination, using an analytical 
result that is valid for high-NA [30] and gives the optical field, ( )ηψ , measured at the 
observation plane as: 
 
( ) ( ) ( )[ ] ( )rdrrJrirA ηηψ 010 exp2 Φ= ∫                                     (1) 
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where ( )rA  and ( )rΦ  are the amplitude and phase profiles of the light before the pupil 
of the focusing lens, 0J  is a Bessel function of the first kind and r is the normalised 
radial coordinate at the pupil plane.  
 
The PSF is calculated at the image plane where the lateral position across the image 
plane is given by the radial coordinate ρ . For the purposes of calculation a 
dimensionless radial parameter is used, 
 
 λ
piρ
λ
ρpiη NAf
D 2
==
            (2)  
                                          
which takes account of the NA of the focusing system and the illumination wavelength. 
This approach is illustrated in Fig. 1. 
 
Figure 1 – Illustration of the analytical scalar approach, discussed by Sales and 
Morris [30], utilised to model both the linear and nonlinear lateral PSFs  
 
 
 
A corresponding analytic expression for the axial PSF is given by Sheppard and 
Hegedus [31] and takes the form: 
 
( ) ( ) ( ) rdrrziurAz ∫ 





=
1
0
2
2
exp2ψ                                          (3) 
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where, 
( ) 





=





=
2
sin8
2
sin4 22 αλ
piα zkzzu                                         (4) 
 
Fig. 2  presents plots of the lateral (a) and axial (b) PSF of the light focused inside a 
silicon sample at NA = 3.4 which corresponds to a cone half-angle of 78°.  The left side 
of each plot is the PSF obtained under linear imaging (proportional to 2ψ ) and the right 
side represents the effective PSF due to two-photon excitation (proportional to 4ψ ).   
 
 
Figure 2 - (a) Lateral and (b) axial point spread functions calculated for linear (left 
side) and two-photon (right side) excitation imaging under plane-wave illumination, 
assuming NA = 3.4  
 
 
The models predict diffraction-limited resolutions, under two-photon excitation, of 
168nm (lateral) and 350nm (axial).  Since there is agreement between the exact lateral 
resolution calculated by the model and that inferred from Sparrow’s criterion this 
indicates that Sparrow’s criterion is a useful expression for predicting the resolution 
achievable using TOBIC SIL imaging.   
 
I would like to acknowledge Dr Euan Ramsay for his contribution towards preparing 
the MATLAB code required to present the results given above. 
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3.3 Spatial Calibration  
As well as increasing the NA of the imaging system and removing the spherical 
aberration caused by the index mismatch between the air / silicon interface, a SIL also 
acts as an ‘optical lever’.  It is well documented that sample-scanned SIL images 
(where the SIL rides on top of the sample) are subject to this ‘optical lever’ effect in 
which the distance moved by the optical focus inside the sample is smaller than the 
physical displacement of the sample relative to the illuminating beam [32].  Although 
this provides some insight into optical control when using a SIL, the standard results 
from the literature for the lateral and axial scaling factors make the assumption of 
paraxial rays, but this is clearly not valid under high-NA conditions.  In order to avoid 
inappropriate assumptions embedded in the standard analytical results it was decided to 
analyse the axial and lateral optical lever effect in both h-SIL and s-SIL imaging 
geometries by using the ray tracing software ASAP (Breault Research Organization) 
under plane-wave illumination.  Fig. 3 illustrates the analytical procedure.  A focused 
beam (initial beam - black rays) is displaced laterally - axial translation was also 
investigated and will be explained later – on the top surface of a SIL by a physical 
distance of 500µm (laterally shifted beam - red rays).  The ‘optical lever’ effect within 
the SIL controls the magnitude of the optical translation of the focal spot which, when 
using an s-SIL in this case, corresponds to a lateral optical displacement of 41.3µm, 
shown in Fig. 4.   Note here that in Fig. 4 there is also a corresponding vertical shift to 
the focal spot.  This is due to the field curvature and possible off-axis aberrations (i.e. 
spherical aberration) in the system [24].   
 
In order to be confident that no off-axis aberrations were to distort any experimentally 
acquired images, a general rule-of-thumb could be to limit the lateral scan of the laser 
beam above the SIL and sample to R/2, where R represents the radius of the SIL. That 
would define the usable field-of-view for an s-SIL and sample to (R/2)/n2 - or (R/2)/n 
for an h-SIL. The corresponding field-of-view for a silicon s-SIL of radius of 2mm is 
~166µm. This result is further supported by considering the field-of-view of Fig. 13 
(introduced later). 
 
The ASAP simulation analysis is given below. 
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Figure 3 - ASAP image that illustrates the process of the lateral shift of the beam on 
the top surface of the SIL.  The shifted beam (red) has been displaced by 500µm 
 
 
Figure 4 - Magnified imaging at the focal points of the initial and laterally shifted 
beam within the SIL which are separated by 41.3µm.  The small axial shift in the 
laterally shifted beam is due to the field curvature in the system 
 
 
Rays focused through both an h-SIL and an s-SIL, which were designed for imaging at 
100µm below the surface of a silicon die according to the standard prescription given in 
the literature [32], were modelled at various lateral displacements of the sample and 
SIL relative to the illuminating beam.  In the model an objective lens with an NA = 0.42 
was chosen which corresponded to that which was used in the experiment.  The optical 
focus was defined as the region in the sample showing the smallest lateral spread of the 
ray bundle, and this definition should be consistent with the experimental axial position 
that yields the highest two-photon signal. A common SIL diameter of 2mm was 
selected and the refractive index for both the SIL and sample matched that of silicon 
(3.48). For a given physical displacement of the sample and SIL, the corresponding 
optical displacement of the focus was given by the model; an example of which is 
shown in Fig. 5 for a lateral displacement and in Fig. 6 for an axial displacement when 
imaging through an s-SIL.    
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Figure 5 - Lateral physical displacement against lateral optical displacement when 
imaging using an s-SIL 
 
Figure 6 - Axial physical displacement against axial optical displacement when 
imaging using an s-SIL 
 
 
By correlating the movement of the focal position with the physical displacement of the 
sample and SIL we extracted a scaling factor for a range of different values of sample 
and SIL refractive index.  The logarithmic plots in Fig. 7 and Fig. 8 represent the lateral 
and axial scaling factors for an s-SIL and an h-SIL respectively as a function of the 
refractive index of the SIL.  The circular symbols indicate the s-SIL, and the square 
symbols indicate the h-SIL.   For sub-surface imaging (s-SIL geometry) the index of the 
SIL and the medium are chosen to be equal.  Dealing first with the lateral behaviour, 
the slope of the s-SIL logarithmic plot in Fig. 7 is exactly 2, which confirms the n2 
lateral scaling factor obtained from the literature for the s-SIL, and the slope of the h-
SIL plot is exactly 1, which indicates and confirms the scaling factor of n.  Therefore, 
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in both cases this behaviour is consistent with analytic results predicted by paraxial 
theory [33]. 
 
 
Figure 7 - Plot showing the logarithm of the optical / physical scaling factor against 
the logarithm of h- and s-SIL refractive indices for lateral motion.   The circular 
symbols indicate the s-SIL, and the square symbols indicate the h-SIL.   The slope of 
the fitted line for the h-SIL is 1, indicating that the movement of the focal spot is a 
factor of n smaller than the physical movement of the sample, whereas the slope of the 
fitted line for the s-SIL is 2, indicating that the movement of the focal spot is a factor 
of n2 smaller than the physical movement of the sample 
 
 
Figure 8 – As for Fig. 9 except that the slope of the fitted line for the h-SIL is 1, 
indicating that the movement of the focal spot is a factor of n smaller than the physical 
movement of the sample, whereas the data for the s-SIL deviates slightly from the 
expected linear trend 
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In the literature [21, 32], the axial scaling factor of an s-SIL is stated as n3.  The results 
of our model show a non-uniform scaling factor in n, and for our particular refractive 
index (n=3.5) the scaling factor is calculated to be ~75 (approximately n3.5), whereas n3 
would imply a factor of 42.  The behaviour of a hemispherical solid immersion lens (h-
SIL) in the axial direction shows a scaling factor of n, although for high refractive 
indices, even this ceases to be exact.  The difference between our axial scaling factor 
and that quoted in the literature for a s-SIL is due to the fact that the n3 factor only 
applies to paraxial rays [34].  In our model, we assume that the light is focused at the 
point where the bundle of rays propagating through the system has the smallest width, 
which leads to a non-uniform scaling factor.  This method was chosen because the 
smallest spot size is where the most efficient two-photon absorption occurs.  In our 
simulations, a factor of n3 (~42) was obtained by propagating only the paraxial rays in 
the system and looking for the point where those rays cross the optical axis of the 
objective lens, whereas a factor of 161 was obtained by propagating only the extreme 
rays.  The optical: physical scaling factor of around 75 was used to interpret subsequent 
experimental results demonstrated in this chapter which used axial scanning to acquire 
a sub-surface depth-resolved image of the circuit. 
 
I would like to acknowledge Dr Martin Thomson for preparing the ASAP code required 
to present the results given above. 
 
3.4 The Silicon Flip-Chip 
The silicon IC under investigation throughout this volume of work was a 0.35µm 
feature size silicon flip-chip which was generously provided by Credence Systems, CA, 
USA (previously known as Schlumberger Test and Transaction).  The device has a 
1cm2 exposed silicon substrate which had been chemically thinned and polished to a 
thickness of 100µm.  The quoted thickness was measured and confirmed using a 
confocal microscope which is outlined in the next section.  The chip contained a 
standard test circuit which would be used in a commercial application.  The images 
presented throughout this work are believed to be an area which contains a form of 
proprietary electrostatic protection device at the input to an inverter chain.  The TOBIC 
signal which was recorded from the device was acquired from the photocurrent flowing 
between the input of the device and ground [35].  The chip remained unpowered 
throughout the acquisition of the experimental images and a wide bandwidth amplifier 
with low output impedance was connected immediately after the chip’s output pin in 
Chapter 3: Ultra-High-Resolution Two- and Three-Dimensional Imaging of a Semiconductor Flip-Chip 
using a Solid Immersion Lens 
 126 
order to improve the time-response of the detection circuit and enable rapidly varying 
signals to be measured.  Since we only had information on the pins which were 
associated to a certain location on the chip, it was only possible to probe that particular 
vicinity, which had a detectable footprint of approximately 400µm2. 
 
Fig. 9 illustrates a series of computer generated schematics which highlight a 150µm2 
area in which a photocurrent image could be obtained and investigated.  It draws 
attention to several interesting features which span a significant lateral region on the 
chip.  These features occupy multiple axial levels as well which provides a third 
dimension in which to interrogate.  This can be seen in Fig. 10 which shows a cross-
sectional scanning electron micrograph of a particular location on the chip.   
 
 
 
 
 
 
Figure 9 - Computer generated schematics of the probing area under investigation on 
the silicon flip-chip 
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Figure 10 - Computer generated cross-sectional schematic of the probing area under 
investigation on the silicon flip-chip 
 
The information pack that accompanied the device contained a description on how to 
pinpoint the exact probing point in which to examine.  The instructions stated that there 
was a corner on the chip’s silicon substrate that was marked and that one should 
investigate along the edge of the device from that position until the correct probe point 
was found.  In order to achieve this, the sample, which was mounted in a three-axis 
translation stage, was raster scanned laterally and axially across the recommended 
probe volume until a photocurrent signal was measured on an oscilloscope.  A detailed 
description regarding the acquisition of the probe point is discussed in Section 3.6.   
 
There are several methods to obtain the probe point on the chip both with and without 
the SIL in place.  The simplest idea is to use an infra-red camera to image through the 
silicon substrate then search for the features that are illustrated on the device schematics 
by eye.  This approach may well work however it ignores all aspects of the 
photocurrent generating properties required which will ultimately provide an image.  A 
second, and more robust, method is to make use of a frequency-doubled Nd:YAG laser 
pointer.  This can be aligned into the system so that it follows a path which is collinear 
with the probe beam.  The benefit of this scheme is that it conveniently increases the 
visibility of the beam within the system which aids alignment.  Also, since this pilot 
beam is the output from a doubled near-IR (1064nm) source, one can profit from the 
leakage of this fundamental wavelength since it will penetrate the silicon substrate and 
provide a source of single photon absorption to a considerable depth.  Due to the fact 
that this is a linear process there will be no focal dependence throughout the penetrated 
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volume, therefore removing the use of the objective lens for the time being and 
allowing for a large stimulated region to be examined.  Once the signal is discovered, 
the final process is to simply introduce the objective lens, performing one last lateral 
scan for optimisation, then reposition the sample axially to bring the device into focus.   
 
3.5 Solid Immersion Lens Design 
The historical details and theoretical analysis associated with the solid immersion lens 
are discussed in Chapter 1.5.   
 
When one wishes to exploit the use of a SIL great care must be taken during its design 
and implementation stages in order to achieve the desired level of performance.  The 
SIL is a critical component in an imaging system since it dictates the precise location at 
which the incident optical beam will come to a focus within the sample under study.  
For this reason the SIL used in this work was designed carefully in order to calculate 
the exact depth at which a silicon sphere must be cut during fabrication.  In order to 
determine this, one must refer to equation (20) (discussed in Chapter 1, Section 1.4.2.2) 
and consider the radius of the original sphere, the refractive index of the sample and the 
depth at which the device layer is buried within the silicon substrate since all of these 
parameters are required.   
 
The refractive index of silicon at a wavelength of 1.53µm is relatively simple to 
calculate and was done so by modelling the Sellmeier equation [36] for silicon out to 
the wavelength of interest.  This was performed in MATLAB and confirmed a 
refractive index of approximately 3.48.  The resulting Sellmeier curve for silicon is 
illustrated in Fig. 11.   
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Figure 11 – Sellmeier curve for silicon used to calculate the refractive index at 1.55µm 
 
The depth at which the device layer is buried below the silicon substrate was known to 
be 100µm [37]; however, this was confirmed by imaging the top surface of the silicon 
substrate using a mid-IR confocal microscope (which had been configured into our 
TOBIC microscope for this purpose), translating the sample in the axial direction in 
order to start imaging through the silicon substrate, and then noting the total translation 
distance once the device layer came to a perfect focus.  The total axial distance 
traversed came to 30µm.  Please note here that this distance represents the optical 
distance that the sample must be displaced, and not the physical distance that must be 
covered.  The physical distance, in the paraxial regime, is generally known to be the 
optical path length multiplied by the index of refraction.  Therefore, this corresponds to 
a circuit depth of 100µm; however, since the objective lens used in this work was of 
significant NA (NA=0.42), our system is removed from the paraxial regime and results 
in a relatively large negative contribution through spherical aberration due to the 
refractive index mismatch.  This does not hinder our approach though since the high-
NA rays were calculated to only come to a focus an additional 25µm into the silicon 
substrate.  Therefore, for the calculations in the SIL design, the depth at which the 
device layer is buried below the silicon substrate was chosen to be 100µm.   
 
When designing a SIL, there are basically only two critical issues with regards to end 
product usability which must be considered before committing to its final size, since 
technically a SIL design is only dependent on the distance at which the features of 
interest are located below its surrounding media.  This is an outcome from equation 
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(20) – please refer to Chapter 1, Section 1.4.2.2. The first consideration is whether the 
SIL will be able to fit between the objective lens and the sample or not.  The second 
consideration is whether the size of the SIL will create difficulty when being used in an 
experimental arrangement.  These two issues create a trade-off between how big and 
how small a SIL can be within a working system.  Clever experimental configurations 
can be adopted in, for example, the semiconductor industry where the silicon substrate 
of a chip is lithographically etched away to leave the required embossed SIL top-
surface geometry [38], equivalent Fresnel lens [39] or diffractive SIL [40, 41] exposed 
exactly above the imaging area of interest - as an aside, it has also been known in 
microfluidic systems for a SIL to be free-floating in a liquid and aligned using laser 
optical tweezers [42]; however, this fabrication consideration can only be executed 
during the design stages of the chip itself and requires access to advanced facilities.  
Therefore, by taking the above points into consideration, the radius of curvature of the 
SIL was chosen to be 2mm in order to permit delicate SIL manipulation yet flexibility 
and ease of implementation by hand. 
 
One final aspect of the SIL, when it comes to actually using it, is the ability to position 
it in the correct location on the sample under investigation.  Failure to do so will result 
in a heavily abberated / distorted final image or, in the worst case scenario, result in the 
acquisition of no image at all.  This condition becomes even more critical when one 
considers the nonlinear nature of the TOBIC imaging system used in this work.  Since 
two-photon absorption is intensity dependent, the location of the focus plays a key role 
in the acquisition of a signal from the sample.  In the linear regime this situation is 
considerably simpler since even a sample which is out of focus will generate a little 
signal, allowing the user to improve on this initial level of detection by scanning around 
the focal volume in three dimensions in an attempt to locate a peak in the available 
signal level.   
 
3.6 Data Acquisition 
It was critical that one positioned the SIL on the chip’s silicon substrate in the exact 
location in order to generate the maximum photocurrent for acqusition.  This was 
achieved by initially locating the position on the chip which generated the maximum 
two-photon signal level without the SIL actually being in place.  In order to obtain this 
the sample was raster scanned around the vicinity that had been marked on the device 
surface in the xz-plane, with equal lateral translations in the y-direction after each plane 
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had been interrogated, until a signal was detected and then peaked up on.   Having 
completed that stage, the next step was to position the SIL accordingly.  This required a 
considerable translation of the sample in the axial direction towards the objective lens 
before the SIL could be positioned because the SIL provides an improvement in the 
system’s magnification.  Hence, the positioning of the SIL in the vicinity of a non-SIL 
maximum signal level location would significantly alter the focusing conditions of the 
system and therefore eradicate the original signal level.  To avoid this, one must 
calculate the axial displacement required to return the focal spot back to the device 
layer of the chip by revisiting the design geometry of the SIL.  It was calculated that a 
displacement of 6.3mm towards the objective lens was necessary.  Once the sample had 
been elevated to this point then the SIL could be positioned immediately below the 
focused beam, with the apex of the SIL aligned to the optical axis of the microscope, 
through the use of carbon-tipped tweezers.  The SIL then had to be delicately 
manoeuvred into the exact position which produced the collection of the largest TOBIC 
signal.  Although this procedure was extremely sensitive and required a great deal of 
patience, it was fit for purpose and generally only consumed a small amount of time to 
complete.    
 
With the SIL in the correct position, initial experiments were performed which 
concentrated on acquiring high-resolution 2D images of the silicon chip.  This involved 
laterally scanning the sample and SIL in a raster fashion under the incident laser beam 
in order to map out and collect the photocurrent detected over a 2D area.   The sample 
was mounted in a custom built aluminium plate which housed the chip in a three-axis 
translation stage.  Each axis contained a fully automated stepper motor (Newport 
NewStep actuator) which provided computer control over the mechanical movements 
of the three-axis stage.  These actuators offered a total physical scanning range of 
10mm, which, according to the optical lever effect described in Section 3.3 above, 
results in a total optical scanning range of ~800µm.  The minimum scanning pitch was 
quoted at 100nm, which corresponds to an optical stepping precision of ~8.3nm.  These 
high precision stepper motors were a valuable tool in the acquisition process.   
 
Computer control of the actuators was performed using the Agilent VEE programming 
environment.  The code was configured to laterally raster scan the actuators over a 2D 
area using a point-by-point translation sequence.  The photocurrent generated at each 
pixel location was collected and visualised using a Tektronix TDS210 digital 
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oscilloscope and then sent to a personal computer (PC) through an 8-bit electrical bus 
(General Purpose Interface Bus - GPIB).  The PC controlled the three-axis translation 
stage through an RS232 serial port connection.   
 
The data were collected as a continuous string and stored in the PCs memory until the 
full 2D area was mapped out.  The total length of the string was equal to the total 
number of pixels that comprised an image since each pixel generated a two-photon 
photocurrent which was recorded and saved.  For example, an image that consisted of 
500 pixels by 500 pixels would have a string length containing 250000 elements.  The 
image processing was carried out in the MATLAB programming environment which 
made it easy to manage data sets which were essentially matrices.  The data were saved 
as an ASCII file which was loaded into MATLAB, reshaped into a 2D area (depending 
on the shape of the desired probe area), and then calibrated into the appropriate 
dimensions.  Once the 2D matrix was constructed and calibrated the image was 
visualised as a pseudo-colour plot.  This could be amended later using a suitable 
colourmap to obtain the best quality image for visualisation. 
  
3.7 Experimental Configuration 
Observable two-photon absorption requires femtosecond laser illumination at a 
wavelength longer than the band-edge of silicon.  The band-edge of silicon is ~1.05µm 
and therefore a femtosecond stretched-pulse erbium-doped fibre laser, operating at 
1.55µm, was used to image the 0.35µm feature size silicon flip-chip.  The laser 
produced pulses of approximately 160fs duration at a repetition rate of around 32MHz.  
The average optical power at the sample was measured to be 5mW.  The laser used in 
this work can be readily constructed from standard telecommunication components and 
its design is described in Chapter 2.3.  and [43].  The semiconductor flip-chip which 
was imaged had a polished silicon substrate that was 100µm thick and the SIL, which 
was designed to image at this depth, was placed on the backside of the substrate and 
used in combination with a 0.42NA (magnification - x50, corrected for chromatic 
aberration from 0.48µm to 1.8µm) objective lens.  The incident Gaussian laser beam 
emanating from the output of the erbium-fibre laser was naturally divergent, therefore, 
in order to overfill the 6mm diameter pupil of the objective lens, the beam was allowed 
to diverge until a suitable full width at half maximum (FWHM) beam waist value was 
obtained.  A knife-edge beam profiling investigation was completed at several locations 
after the laser output and a final FWHM value of 6.3mm was accepted as a suitable 
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beam diameter to overfill the objective lens input pupil (3.3mm diameter).  At this 
location a collimating lens, which had a focal length matching the distance covered 
from the output coupler of the fibre laser to the position where the 6.3mm FWHM 
value was recorded, was inserted.  Beam steering was controlled by kinematic mirror 
mounts which contained gold mirrors for maximum reflectivity of the 1.55µm erbium-
fibre laser output; however, one gold mirror was replaced with a dichroic mirror in 
order to enhance the usability of the microscope since a green pilot beam can be 
introduced to improve visualisation of the beam steering and alignment (described 
previously in Section 3.4).  After the objective lens the beam overfilled the SIL, and a 
simple ray tracing analysis implied a maximum usable NA of 3.4, corresponding to the 
value taken in the model of the PSF discussed in Section 3.2.  The sample and SIL were 
scanned using Newport NewStep stepper motors with a minimum physical step of 
100nm.  This corresponded to a lateral optical step of ~8.3nm through the optical lever 
effect.  The two-photon photocurrent was detected using a Tektronix TDS210 digital 
oscilloscope, and a desktop PC was used to control the scanning and to visualise the 
data.  The experimental configuration is illustrated in Fig. 12. 
 
 
Figure 12 – Sample-scanning TOBIC microscope.   The device under test was 
positioned on XYZ scanning stages.   GM – gold mirror,  DM – dichroic mirror, CL – 
collimating lens, OL – objective lens, DUT – device under test, DO – digital 
oscilloscope 
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3.8 Ultra-High-Resolution Two-Dimensional (2D) Imaging  
The device was imaged initially using a relatively coarse optical stepping pitch of 
800nm in order to generate a map suitable for navigation purposes, shown in Fig. 13.  
An investigation into locating the exact focal position had to be carried out beforehand.  
It was possible to alter the contrast in each image generated by simply amending the 
focal position of the illuminating beam within the silicon substrate.  This involved the 
axial translation of the device either towards or away from the objective lens.  This 
proved to be a fascinating property since the differing contrast observed from image to 
image, observed over a small axial translations, confirms the possibility of acquiring a 
3D image using a TOBIC microscope [44, 45].  This is discussed and verified in detail 
in Section 3.11. 
 
Fig. 13 is approximately 120µm by 120µm and required a total run-time of 15 hours to 
acquire.  This duration proved to be excessive and created a total operating time issue 
which is addressed in Chapter 4; however, it also demonstrates the stability of the 
erbium-doped fibre laser source.  There are no degrading or random fluctuations of 
contrast to be found throughout the image at all.   
 
In order to perform ultra-high-resolution imaging of the device a suitable feature had to 
be selected which was both interesting and challenging to acquire.  After an extensive 
visual interrogation of the coarsely scanned image, an area that contained a particularly 
appealing structure which would satisfy the criteria imposed was identified and is 
highlighted by the red circle in Fig. 13.  A review of the computer generated schematics 
provided by Credence Systems was required and it was found that the area contained a 
3×3 matrix of tungsten vias, at separations of ~1.25µm, which were grown on an n-
doped silicon “finger”.  This region, shown in Fig. 14 below, was ideal for ultra-high 
resolution imaging since it covered an area which is less than 10µm2 and contained a 
significant level of detail.   
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Figure 13 - Medium resolution TOBIC image of the device in the lateral plane. The 
red circle highlights the matrix of tungsten vias, located at the end of a metal “finger”, 
where ultra-high-resolution imaging was investigated 
 
 
Figure 14 - Computer generated device schematic which maps the various positions 
occupied by tungsten vias and reconfirms that the area of interest is suitable for ultra-
high-resolution imaging 
 
 
Since the initial image map was acquired using a relatively large optical scanning pitch, 
in order to obtain an ultra-high-resolution image of the 3×3 matrix of tungsten vias the 
optical scanning pitch had to be reduced to the smallest available option (100nm 
physical, ~8.3nm optical) and the inspected area had to be significantly reduced as well.  
A total scanning area of approximately 32µm2 was mapped out and the resulting 2D 
ultra-high-resolution TOBIC image is shown in Fig. 15.   
 
Since the 3×3 matrix of tungsten vias were three-dimensional, it was possible to adjust 
the location of the focal spot within the structure which would either suppress or 
10µm 
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enhance the contrast between the peaks and troughs of the tungsten vias.  The best 
image contrast was obtained when the focus was positioned at the mid-point between 
the peaks and the troughs.  Fig. 15 was acquired and visualised using an identical 
procedure to that used to obtain the coarse map image which was explained previously. 
 
 
Figure 15 - Ultra-high-resolution TOBIC image of a matrix of tungsten vias on an n-
doped silicon “finger” 
 
 
3.9 Resolution Measurement 
The ability to determine the resolution of an optical microscope is a key requirement 
and one which plays an important role in the evaluation of the capabilities of a 
microscope.  The standard procedure used to evaluate this is to try and resolve 
structures written onto a resolution target.  This target acts as a control sample that 
contains a set of precise features that have dimensions significantly smaller than the 
resolution of the microscope.  A typical example of a resolution target is the USAF 
standard resolution target [46].  The resolution of the microscope is defined from the 
minimum resolvable feature, of known accuracy, on the target.  This can be a 
successful procedure in determining the resolution of a microscope; however no such 
target existed for the TOBIC microscope use throughout this work.  Therefore, the 
performance of the system had to be assessed using structures fabricated on the device 
itself.   
 
The adopted procedure echoed work performed by Ippolito et al [21] which essentially 
involved scanning the focused spot over the edge of a particular feature located on the 
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device.   It is because of this approach that the “finger” structure imaged in Fig. 13 and 
Fig. 15 above, was of particular interest.   
 
In order to ensure that the resolution value obtained from a given line-scan across a 
feature edge corresponded to the true resolution limit of the TOBIC system, a series of 
results were recorded consisting of three laterally displaced line-scans which traversed 
a number of consecutive finger-gap-finger elements and covered an axial range 
extending throughout the optical focus of the microscope.  The lateral displacement of 
each line-scan was ~5µm (physical).  Once the sharpest feature edge was located from 
the data set, a position which corresponds to the feature being in the focal plane of the 
incident beam, then a resolution measurement could be taken and evaluated. 
 
The procedure implemented by Ippolito is simple but one which must be reviewed to 
understand how the resolution of a microscope can be inferred from this technique.  
The reason that the resolution can be measured is due to the variation in the optical 
signal as the finite width of the laser beam travels across a semiconductor / metal 
interface.  If the optical signal is high when the beam is focused into the semiconductor, 
when it moves across the interface towards the metal region the signal level will 
gradually drop to a lower value.  This can be visualised in Fig. 16 (a) and (b) below.   
 
Initially, the incident beam is focused into the semiconductor.  This generates a large 
TOBIC signal since the entire beam contributes to the measured signal – this is 
represented in Fig. 16 (a) as the blue area under the Gaussian curve.  When that 
particular situation is compared against that shown in Fig. 16 (b) it is clear to see that 
when the beam is focused at a semiconductor / metal interface the signal will start to 
fall since a smaller portion of the incident beam contributes to the generated TOBIC 
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Figure 16 - (a) Focusing in a semiconductor, (b) focusing at a metal / semiconductor 
interface 
 
 
The intensity of the TOBIC signal can be expressed as a function of the spatial 
characteristics of the focused beam.  Here, ( )rI  is the intensity of the beam at a 
particular radial position.  Typically, ( )rI  is defined as a Gaussian distribution, 
therefore, if there exists an infinitely sharp interface transition between the 
semiconductor and the metal regions, then the signal level S recorded can be defined as: 
 
( )∫
∞=
=
=
r
edger
drrIS                                                       (4) 
 
The resolution of the microscope can be calculated from the form of the curve that is 
generated as the focused beam is translated across the interface.  This curve has a non-
analytic shape but can be described as the integral of a Gaussian function.  This can be 
understood in mathematical term where the curve takes the form ( )xf  where x is the 
distance traversed and ( )xf  is the photocurrent obtained.  It can then be stated that: 
 
( )∫∝ dxaxxf 2exp)(                                                  (5) 
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The previously acquired experimental line-scan series was revisited and the scan 
displaying the sharpest transition across a finger-gap intersection was chosen to infer a 
lateral resolution measurement for the 2D results.  The experimental data points are 
separated by optical intervals of ~8.3nm and are plotted together in Fig. 17.  A 
resolution value could be calculated from the data by fitting the numerical integral of a 
Gaussian PSF to it by using a multi-dimensional least-squares minimisation algorithm 
that simultaneously optimised the width of the point spread function distribution and its 
centre position.  The theoretical Gaussian generated in Fig. 17 matches the trend of the 
experimental data to a high degree and is therefore a suitable function to use in 
calculating the FWHM focal spot size of the system. 
 
 
Figure 17 – Lateral resolution measurement across the edge of the “finger” shown in 
Fig. 13 (above) generating 166nm resolution. The solid fitting line is the integral of the 
Gaussian PSF shown in the figure 
 
 
The resolution value calculated from this fit was 166nm and is comparable to the 
theoretically predicted diffraction-limited resolution value of 168nm described in 
Section 3.2 earlier in this chapter.  In subsequent experiments we have found it 
straightforward to repeatably obtain very similar resolutions at widely separated points 
across the sample.  At this resolution it was possible to clearly resolve individual 
features which we believe are tungsten vias arranged in a 3 ×  3 grid at separations of 
1.25µm. 
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3.10 Cubic Interpolation for Three-Dimensional (3D) Profiling 
During the investigation into ultra-high-resolution 2D imaging of a 3 ×  3 matrix of 
tungsten vias on n-doped silicon described above, the chosen imaging area and 
subsequent alterations in image contrast through small axial displacements of the focal 
spot during the optimisation stage suggested the possibility to obtain a 3D plot.   In 
order to obtain a 3D image the system would have to contain a reliable and repeatable 
mechanism for precise axial translation.  This was already in place through the use of a 
Newport NewStep actuator in the vertical translation arm of the three-axis translation 
stage which housed the device under test.  All three actuators had identical pitch and 
total available scanning range.   
 
The process used to acquire a 3D image was similar to that used in confocal 
microscopy [2] to locate the heights of structures which relies on the technique of peak-
detection to be exploited.  It was similar to the data collection method used to obtain the 
2D image explained previously but instead of initially scanning the axial range to 
obtain the exact focal position of the incident beam, a series of 2D images were 
acquired and stacked together in the vertical direction as the beam interrogated a chosen 
2D area while the sample was translated through the focal spot in small axial steps.   
 
The generated data-cube was loaded into MATLAB as before but processed in a 
different manner.  The photocurrents generated over the entire axial range at each 
identical XY pixel on the stacked 2D images were isolated and plotted together.  A 
cubic curve was then fitted to this data – a cubic fitting was chosen since it was the 
lowest order of polynomial which would display a good fit to the data.  From this trace 
a peak photocurrent depth could be obtained and used as the corresponding 3D voxel 
for that particular column of pixel points from the 3D data cube.  This process was then 
repeated over every identical XY pixel / axial column position throughout the 
experimental data-cube and is illustrated in Fig. 18 below.   The theoretical 
understanding behind this ability to map out 3D structures in a silicon chip emanates 
from the fact that the maximum signal level generated will be found when the focal 
spot is located exactly in the centre of a p-n junction.  It is then possible to produce a 
map of the data-cube’s ‘photocurrent maxima’ in three-dimensions.   
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Figure 18 - The peak detection algorithm used to generate 3D images. The axial data 
column for each XY pixel is plotted and a cubic polynomial interpolated performed in 
order to obtain the ‘peak current depth’ for the resulting 3D voxel photocurrent value 
 
 
3.11 Extension to Nanometric 3D Imaging 
Using the peak detection procedure described above it is possible to exploit the focal 
dependence of the two-photon signal to acquire depth-resolved images that reveal the 
axial extent of subsurface circuit features [44, 45].  3D profiling was performed by 
acquiring a set of 2D images, each one recorded at a different axial position of the 
sample.  In the resulting data-cube, the peak detection algorithm, described in Section 
3.10, was then used to find the axial position corresponding to the maximum TOBIC 
signal at each lateral position in the XY-plane.  Since the location of the 2D imaging 
was already convenient for 3D imaging we profiled the area of the device containing the 
3×3 grid of vias with the aim of determining their axial extent, shown in Fig. 19.  Fig. 
20 shows cross-sections through these data in the X and Y directions of Fig. 19.   The 
axial and lateral scales were calibrated using the results of the ray-tracing model 
described earlier in Section 3.3.  The results indicate that the contacts have an axial 
extent of ~160nm, based on the difference in the maximum photocurrent measured 
when the beam is focused either on or between the contacts.  The contacts’ absolute 
peak, as inferred from the cross-sectional data (Fig. 20), is consistent to ±60nm.  The 
axial PSF calculation presented in Fig. 2(b) earlier indicates an optimal resolution of 
350nm under nonlinear imaging, and experimentally we show approximate profiling 
resolutions of ~100nm.  We note here however that the 3D image generated is not an 
exact physical representation of the chip’s internal topology but is a 3D map of the 
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maximum photocurrent acquired over a 2D area as the focal volume of the incident 
beam was traversed.   
 
 
Figure 19 – Three dimensional TOBIC profile of the matrix of tungsten vias on n-
doped silicon.   The physical lateral separation between bumps is 1.25µm 
 
 
 
Figure 20 - Cross-sections of the central three contacts shown in Fig. 19 
 
 
In a separate profiling experiment an image of a different section on the chip, illustrated 
in Fig. 21, was obtained and investigated.  This location corresponded to one end of a 
poly-silicon wire and the photocurrent image obtained earlier (Fig. 13) suggests that it 
shows a region which generates a low TOBIC signal.  The depth-resolved image, Fig. 
22, appears to reveal the presence of a ‘hole’ in the centre of the feature, while the 
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surrounding region is uniform in height to around 100nm.  The described ‘hole’ is an 
area which generated no photocurrent at all and therefore suggests an area that has 
either been damaged or is the site of a fabrication defect which would ultimately hinder 
the performance of the device when under test conditions. 
 
 
Figure 21 - Computer generated device schematic which highlights the area under 
investigation during an additional profiling experiment. 
 
 
 
 
Figure 22 - Depth-resolved image of one end of a poly-silicon wire showing an 
apparent hole in the centre of the feature. 
 
 
 
3.12 Comparison to Theory - Resolution 
The experimentally obtained value of 166nm agrees well with the theoretically 
predicted value of 168nm from the model described in Section 3.2 above.  The ability 
to obtain diffraction-limited performance from the system described in this work is due 
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to the fact that the motorised axial axis of the three-axis translation stage, in which the 
silicon sample is housed, provides systematic control of the incident laser beam focal 
position.  This therefore creates an improved ability to localise the focus of the beam in 
the component layer of the chip.   In previous work by Ramsay et al [2], this 
automated focusing ability was not available and resulted in a lateral resolution value 
of 325nm – approximately double the lateral resolution obtained here.   
 
Another advantage to this system in terms of resolution is its nonlinear imaging 
characteristics.  Since the TOBIC signal generated from the chip is dependent on the 
square of the incident intensity at the focal volume of the beam, there is a natural 
reduction of the PSF by a factor of 2  - if a Gaussian distribution is squared (i.e. the 
focal PSF) then the resulting  FWHM is narrower by a factor of 2 .   
 
We have no independent measurement of the axial point spread function, yet the 
formulae for the lateral and axial point spread functions share the same theoretical basis 
so we can be confident that the theoretically calculated axial resolution of 350nm is 
close to that which would be observed experimentally; however, the experimental axial 
resolution obtained appears to exceed the theoretical diffraction-limited performance.  
This can be explained by the fact that it is well known that peak detection strategies can 
allow features much smaller than the axial resolution to be profiled.  This result 
indicates that the contacts had a height of ~160nm.  The absolute contact heights, as 
inferred from the cross-sectional data are consistent to ± 60nm.   
 
3.13 Discussion 
Sub-100nm feature sizes are now routine in silicon IC fabrication, and consequently the 
industry has identified a need for non-destructive wafer / mask level microscopy for 
measuring the critical dimensions of 3D structures and for defect detection. The ability 
to resolve the ever reducing feature sizes that are currently being produced on state-of-
the-art silicon chips in the lateral plane are of great benefit to the semiconductor 
industry.  The capability of profiling these chips in 3D provides IC test and 
measurement engineers with an additional degree of freedom when it comes to 
analysing and navigating the increasingly complex axial structure within a device.  A 
standard contemporary chip contains approximately 5-10 interconnecting layers which 
exhibit inter-layer separations of sub-µm.  Backside imaging through the silicon 
substrate is typically very poor for longitudinal interrogation since the confocal depth is 
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approximately equal to the reciprocal of the square of the numerical aperture [47].  This 
is an extremely important consideration when it comes to profiling silicon IC since out 
of focus layers will degrade the quality of the resulting image and reduce visibility.  
Therefore, the results discussed in this chapter with regards to the ability to acquire a 
topographic representation of a selected circuit volume can play an important role in 
optical probing and inspection analysis techniques. 
  
The work presented in this chapter addresses this requirement by demonstrating ultra-
high-resolution optical imaging of a silicon IC in both two and three dimensions 
through the use of a silicon s-SIL and the TOBIC effect [48, 49].  This technique shows 
promise for resolving sub-surface features which are not accessible to inspection 
methodologies such as electron-beam [50], atomic force microscopy [51] or other high 
resolution inspection techniques.  Resolutions in the 100–200nm range have been 
recorded and are available in all three dimensions.   
 
It is expected that further improvements in the lateral resolution could be achieved by 
reducing the imaging wavelength to that which is in close proximity to the silicon band-
edge (~1.05µm).  This approach is definitely possible; however due to the finite 
bandwidth of the ultrafast (femtosecond) laser sources used in this arrangement, as well 
as the fact that the tail of the absorption edge of silicon extends towards longer 
wavelengths, a single photon signal might dominate a two-photon signal at shorter 
wavelengths.  It would therefore be necessary to increase the shifted wavelength to a 
value of approximately 1.15µm in order to suppress this effect.   
 
3.14 Conclusions 
Ultra-high-resolution optical imaging has been carried out using the TOBIC effect and 
an s-SIL that shows promise for resolving sub-surface features which are not accessible 
to common IC debug and high resolution inspection techniques employed within the 
semiconductor industry.  Resolutions in the 100–200nm range are available in all three-
dimensions and we expect that further improvements in the lateral resolution could be 
achieved by reducing the free-space excitation wavelength to that which is closer to the 
silicon band-edge (~1.15µm) or by employing super-resolution techniques such as 
pupil-function engineering and / or polarisation-sensitive imaging.  
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4.1 Introduction 
Conventional optical resolution is governed by the properties of diffraction [1]. This 
ultimately restricts the amendable parameters of an imaging system to the illumination 
wavelength and the numerical aperture (NA) of the objective lens. In order to achieve 
diffraction-limited system performance one can either chose to reduce the wavelength, 
increase the NA, or modify both values simultaneously. Eventually these parameters 
will reach a limiting value whether as a consequence of optical source wavelength, 
sample material or the system component tolerances. This situation is deleterious to the 
progress of several optical technologies, an example of which is the emerging field of 
nanophotonics, in which optical techniques are applied and developed to facilitate 
experiments with a spatial resolution of a few hundred nanometers or less. These state-
of-the-art experiments require the ability to resolve, interrogate and manipulate optical 
material on the nanoscale and therefore demand that optical technologies are 
continuously developed in order to satisfy modern demand / progression. Near-field 
techniques such as scanning near-field optical microscopy (SNOM) [2] are commonly 
applied to overcome this constraint; however, there are optical far-field techniques 
known as 'super-resolution' methods which have made significant progress in recent 
years and can often extend well established optical methodologies, improving their 
performance in a way that achieves sub-micron resolution [3]. In the context of 
imaging, super-resolution refers to any technique that improves the resolution of an 
imaging system beyond the conventional diffraction-limited value. Such techniques can 
be attractive because they often provide a simple way to enhance the resolution of an 
optical system without resorting to more sophisticated near-field methods.  
 
One example of optical super-resolution is the use of pupil-function engineering to 
manipulate the point-spread function (PSF) at the focal-plane of an imaging system, 
since the PSF has a radial profile whose shape depends sensitively on the aperture 
function of the system [4-6]. The PSF is defined as the irradiance distribution at the 
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focal-plane of an imaging system which is produced when imaging a point source [1], 
which is equivalent to the focal-plane distribution resulting from focusing a plane-wave 
(a point source at infinity). Control of the PSF using pupil-function engineering has 
been applied in several nanophotonic applications, including optical data storage [7], 
confocal scanning microscopy [8], conventional transmission optical microscopy [9] 
and fluorescence microscopy [10]. A further advantage in optical data storage can be 
obtained when using pupil-function engineering since reducing the width of the radial 
PSF can lead to a corresponding extension of the axial PSF, which, for example, 
alleviates the requirement of precise control over the distance between the focusing lens 
and the spinning disc [11].  
 
A second example of optical super-resolution is the ability to manipulate the 
electromagnetic field distribution in the focal-plane of a high-NA imaging system by 
controlling the polarisation state of the incident illumination. It has been known since 
1959 [12] that the focal-plane intensity distribution produced by focusing linearly  
polarised light under high-NA conditions is highly asymmetric. This imaging 
characteristic can be exploited in a wide variety of nanoscale optoelectronic systems 
including optical trapping, optical memory and material processing. Although several 
theoretical models have been demonstrated which advance and uncover the optimum 
practical conditions for this technique in recent years, only a small volume of 
experimental results have been published that utilise this effect fully by demonstrating 
genuine improvements beyond what can be achieved without pupil-function 
engineering.  
 
In this Chapter I present experimental demonstrations of optical super-resolution in sub-
surface solid immersion lens (SIL) enhanced integrated-circuit (IC) imaging using 
custom annular apertures / obscuration discs, polarisation-dependent focusing 
techniques and a hybrid configuration of both methods. All of these techniques surpass 
conventional diffraction-limited performance at 1.55µm.   
 
4.2 Manipulating the Point-Spread Function using Pupil-Function 
Engineering 
For a clear pupil and plane-wave optical illumination, the classical Airy response is 
obtained whose PSF has a full width half-maximum (FWHM) diameter which can be 
calculated using NA/51.0 λ≈∆x . Custom-engineered aperture functions which modify 
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either the intensity or phase of the wavefront can reduce the PSF diameter by 
approximately 30% at the expense of introducing side-lobes into the image. In this 
section we illustrate this idea by considering a series of annular apertures of differing 
radii and width.  
 
A scalar analytical result, introduced in Chapter 3, which is valid for high-NA [4] gives 
the optical field, ψ, at the observation plane as, 
 
 ( ) ( )[ ] rdrrJrirA o )(exp2)( 10 ηηψ ∫ Φ=  (1) 
 
where A(r)  and Φ(r)  are the amplitude and phase profiles of the light before the pupil 
of the focusing lens, Jo  is a Bessel function of the first kind and r is the normalised 
radial coordinate at the pupil-plane. For typical laser illumination the amplitude A(r)  
will take the form of a Gaussian profile modulated by the transmission function of the 
pupil aperture mask. When the aperture mask is an amplitude-only design the phase is 
zero across the pupil.  
 
The PSF is calculated at the image-plane where the lateral position across the image-
plane is given by the radial coordinate ρ . For the purposes of calculation a 
dimensionless radial parameter is used, 
 
 λ
piρ
λ
ρpiη NAf
D 2
==  (2) 
 
which takes account of the NA of the focusing system and the illumination wavelength.  
 
Various super-resolution techniques have been developed over the years which define, 
optimise and control the functions A(r)  and Φ(r)  in a wide range of differing formats. 
Basically, this implies that the current state-of-the-art in super-resolution schemes is 
based on either the control of the illuminating amplitude transmittance or the phase 
function. With regards to amplitude engineering, methodologies include obscurations 
[13], annular apertures [14, 15] and continuous-amplitude filters [16]. Phase only 
technologies include a wide variety of novel diffractive optic elements (DOE) [17-23]. 
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There have also been investigations into accommodating hybrid super-resolution 
techniques [6, 24-28].   
 
Furthermore, the generation of super-resolution performance need not be limited to the 
use of diverse optical elements. An intelligent alternative concentrates on post-detection 
image processing, commonly referred to as super-resolution algorithms [29]. This 
scheme attempts to provide pass-band restoration as well as some degree of 
extrapolation of the image spectrum since the image recorded at the output of the 
imaging system is a low-pass filtered version of the original object due to the finite size 
of the objective lens; however, this approach is only referred to as an interesting aside to 
the aforementioned optical techniques described above. 
 
The numerical evaluation of (1) was carried out using MATLAB and considered a 
selection of differing amplitude transmission functions, under Gaussian illumination, in 
order to investigate the performance of different filter patterns. The filter patterns are 
shown in Fig. 1(a), (c), (e) and (g). The calculated conventional (linear) response and 
the resulting two-photon response (nonlinear - inset) for these filters are illustrated in 
Fig. 1(b), (d), (f) and (h) respectively. Each filter function is compared against the 
uniform transmission (clear aperture – dotted line) response which is modeled in Figs. 
1(a) and (b).   
 
It can be seen that when the higher spatial frequencies of the system are suppressed 
there is an increase in the width of the calculated PSF. This is due to the fact that only 
the paraxial rays of the system are utilised which ultimately reduces the available NA. 
Likewise, when the higher spatial frequencies are isolated and transmitted there can be 
seen a reduction in the calculated PSF. This is an obvious result since an increase in the 
NA of any imaging system will lead to an improvement in its resolving capabilities 
given that θsinnNA =  and the classical Airy response is obtained whose PSF has a 
FWHM diameter of NA/51.0 λ≈∆x . Fig.1 (g) illustrates a filter which isolates a 
portion of the system’s higher spatial frequencies whilst eliminating the remaining 
lower order paraxial rays. The filter design and theoretical performance are shown in 
Fig. 1 (g) and (h).    
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Figure 1 – Aperture filter design (left) and corresponding theoretically calculated PSF 
performance according to scalar diffraction theory under Gaussian illumination 
 
 
Another common trend, which is clear from the results, illustrates a narrowing of the 
PSF through isolation of the higher spatial frequencies at the expense of creating side-
lobes of considerable intensity. It is evident that these side-lobes would contribute to the 
optical performance of a conventional imaging system; however since the work 
presented here is of a nonlinear nature, it can be seen from the illustrations of the 
resulting two-photon responses that the central maximum of the PSF dominates under 
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an intensity-squared relationship. It is the suppression of these generated side-lobes in a 
nonlinear imaging mode which motivates the use of custom annular apertures in the 
quest to improve our system’s imaging resolution. 
 
Having modeled the resulting PSF profiles from a variety of different aperture 
amplitude transmission functions we extended this approach to consider a selection of 
annular amplitude transmission functions. It was expected that these annular apertures 
could provide a significant reduction in the PSF through the isolation and transmission 
of the modeled system’s higher spatial frequencies. Annular apertures have been applied 
in transmission microscopy, for example, to obtain resolutions of 90nm [9] and, in 
general, are suitable in applications where the reduction in power by the aperture is 
acceptable. Fig. 2 presents further evaluations of (1), again under Gaussian illumination 
with a beam whose intensity at the edge of the pupil is 13.5% (1/e2) - this corresponds 
to sufficiently small vignetting of the optical beam in order to avoid side-lobe 
generation in the open-pupil PSF. For the optical system we considered an illumination 
wavelength of 633nm, a focal length of 10cm and an NA of 0.1; however, now the 
annular apertures have different radii and widths. The general trends that can be 
observed are that apertures of greater radii result in sharper PSFs but at the expense of 
side-lobe formation. In the most extreme case (aperture radius 90% and width 20%) the 
FWHM diameter of the PSF reduces from 4.0µm to 2.5µm, and this is accompanied by 
the appearance of side-lobes whose intensity is 15% of the peak PSF intensity; however, 
this is insignificant under nonlinear excitation - 15% (linear) becomes ~2.25% 
(nonlinear). 
 
Since an annular aperture only transmits the non-paraxial portions of the illumination 
beam, only the highest NA rays will contribute to the focusing of the beam – the highest 
spatial frequencies in the PSF. Consequently, a reduction in the PSF corresponds to an 
increase in the content of the transmitted higher spatial frequencies. It is not surprising 
therefore that an annular aperture that blocks the low-NA (paraxial) rays leads to a 
reduction in the PSF FWHM value.  
 
It is interesting to note that the side-lobes created when using annular apertures with 
Gaussian beam illumination have intensities which are considerably smaller than the 
side-lobes generated when using plane-wave illumination, although the width of the 
central maximum of the PSF decreases more when using a plane-wave; however, from a 
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practical applications viewpoint the suppression of the side-lobes when using Gaussian 
illumination is perhaps more useful than the improvement in the overall spot size. 
 
 
 
Figure 2 - Calculated lateral PSFs for Gaussian beam illumination of annular 
apertures with various radii and radial widths.  The dashed line in each plot is the 
PSF obtained with no aperture.  The image embedded within each plot shows the 
normalised intensity of the light transmitted through the pupil of the imaging system, 
and the pupil extent is shown by the dashed white circle in each image.  For each case 
the illuminating beam had a field intensity that fell to 13.5% at the edge of the pupil.  
Columns (top to bottom) show results for aperture radii of 45%, 60%, 75% and 90% 
of the pupil radius.  Rows (left to right) show results for aperture widths of 20%, 30%, 
40% and 50% of the pupil radius.  Inset (boxed): Results for Gaussian illumination 
with no aperture (left), and uniform illumination with no aperture (right).  
 
 
I would like to acknowledge Dr Euan Ramsay for his contribution towards preparing 
the MATLAB code required to present the results given in Fig. 2 (above) and in Fig. 5 
(discussed later). 
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4.3 Optical Super-Resolution Demonstration Using Custom Annular 
Apertures 
It is of primary importance in any imaging system to understand the performance of the 
components utilised throughout the experimental investigation. Therefore, this section 
discusses the fabrication and characterisation of a set of custom annular apertures. 
These apertures were developed in order to advance the imaging resolution capabilities 
of our two-photon optical beam induced current (TOBIC) microscope beyond that 
which was achieved in Chapter 3. The performance of the annular apertures was 
compared against scalar theory.    
 
4.3.1 Experimental Configuration 
The optical arrangement used to characterise the effect of the annular apertures is shown 
in Fig. 4. It consisted of a helium-neon (HeNe) laser, a beam-expanding telescope, a 
final focusing lens and a charged coupled device (CCD) camera (Basler Vision 
Technologies A302f – pixels - 782(H) x 582(V), pixel size - 8.3µm2, max. frame rate - 
30 frames/sec, video O/P signal - mono: 8 bits/pixel - colour: 16 bit/pixel). The 
apertures were placed directly before the final focusing lens. The laser emitted light at a 
wavelength of 633nm with a power of around 5mW. This light was directed through the 
beam expanding telescope and collimated such that the FWHM intensity of the beam 
leaving the telescope was 2.44mm. This collimated beam diameter value was 
determined by performing a knife-edge measurement perpendicular to the propagation 
direction immediately after the collimation lens. The final focusing lens was very weak, 
with a focal length of around 1m. This was chosen to ensure that the focused spot was 
large enough to illuminate a sufficient number of pixels on the camera’s CMOS sensor 
in order to achieve adequate Nyquist sampling across the image-plane using the 
available equipment (the Nyquist sampling theorem states that aliasing can be avoided 
if the Nyquist frequency is greater than the bandwidth, or maximum component 
frequency, of the signal being sampled). The image from the camera was sent to a 
personal computer (PC) and visualised using the camera’s internal software package. 
Image characterisation and analysis was performed using MATLAB.  
 
Three annular apertures were characterised in the experiments, each one of which had 
an annular width (dR) of 0.66mm, and an internal radius (R) with values 1.1mm, 1.6mm 
and 2.2mm, respectively. The one inch diameter apertures were fabricated from glass 
substrates and had a central obscuration area, of approximately 100nm thickness, 
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provided by chromium deposition. The apertures were fabricated using in-house clean-
room facilities. In addition, as a reference parameter, analysis was performed on the 
image that was generated and acquired when no aperture was present. Data acquisition 
was repeated for different camera gain settings to determine the highest signal possible 
without saturation. Three images were acquired for each aperture and gain setting, and 
these images were averaged in MATLAB to reduce random noise in the measurement. 
The principal noise sources were thermal mode-shape and power fluctuations in the 
laser. It was discovered that when averaging was performed using more than three 
captured frames there were no significant advantages to be obtained.  
 
 
Figure 4 - Experimental configuration. Lenses 1 and 2 form a beam expanding 
telescope which directs a collimated beam through an annular aperture to a focusing 
lens. The beam is then focused onto the sensor of a CMOS camera (Basler Vision 
Technologies A302f – pixels - 782(H) x 582(V), pixel size - 8.3µm2, max. frame rate - 
30 frames/sec, video O/P signal - mono: 8 bits/pixel - colour: 16 bit/pixel) and the 
image from the camera recorded by a PC for analysis. The focal lengths of lenses 1 
and 2 in the telescope are 30mm and 100mm respectively, and the focusing lens has a 
focal length of around 1m.  
 
 
4.3.2 Analysis and Discussion 
When Equation (1) was used to calculate the PSF of our focusing system, it was 
necessary to accurately determine the system’s NA.  Under plane-wave illumination, the 
NA of an imaging system is defined as θsinnNA = , where fD 2/sin =θ , where the 
lens diameter is D and the focal length is f. Under Gaussian beam illumination the NA is 
no longer clearly defined since the beam may not fill the entire aperture provided by the 
lens [30].  Therefore, when interpreting the experimental data using Equation (1), it was 
necessary to allow the Gaussian beam radius and the system NA to both be free fitting 
parameters.  
 
The analysis of the experimental data and the method to which a theoretical comparison 
was generated can be described as follows: 
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To begin we define the parameter A(r)  as the input field distribution of our HeNe laser 
beam. The HeNe produced a Gaussian radial distribution of the form A(r) = exp(−qr 2) , 
where r is the normalised radius across the lens aperture. The Gaussian beam diameter 
was controlled by varying the parameter q. An initial estimate of this Gaussian 
illumination parameter had to be made based on an experimentally obtained knife-edge 
beam measurement in order to simulate the PSF in the case of a clear aperture. The 
value of the FWHM diameter of this simulated PSF was compared to that which was 
measured experimentally. The value of the NA in the simulation was then modified until 
the simulated and experimental PSF diameters matched. Once this procedure was 
complete, the next stage was to introduce an annulus into our simulation. The first 
annulus investigated was the one which transmitted the largest portion of paraxial rays – 
i.e. the smallest annulus. The values of q and NA for this annulus were matched to the 
values used for the clear aperture then the cut-on and cut-off positions for the annulus at 
the pupil-plane were defined. This was achieved by recalling the experimentally 
measured beam at the lens pupil, and mapping it onto the normalised radius in the 
simulation. Through the mapping of the Gaussian distribution at the lens pupil back to 
the simulation one can determine the intensity profile which is present across the 
annulus, and hence these can be transferred on to the normalised simulation aperture. 
The amplitude of the electric-field which falls outside of the transmission window of the 
annulus was set to be zero, i.e. these radial values were padded with zeros so to 
concentrate on the effects of the annulus only - on review, it would be ideal at this stage 
to increase the sampled level of zero padding accordingly in consideration of the 
Nyquist sampling theorem for improved analytical accuracy. The simulation was then 
run again to calculate the new PSF, with the inclusion of the annulus, and the result of 
this was compared with the experimental value achieved.  If the FWHM of the PSF 
calculated with the aperture in place was smaller than that which was measured 
experimentally then the value of q had to be increased. As a result, this required the 
value of the NA to be amended also so that the open-pupil calculation agreed with our 
experimental value once again. This process was iterated until good agreement was seen 
between the experimental and the simulated data for both the smallest aperture and the 
open pupil.  Subsequently, when the data for the medium and large apertures were 
analysed we found that the simulated values of NA and q did not need to be amended 
further to obtain good correspondence between the measured and simulated data in 
these two cases if good correspondence had already been achieved for the smaller pupil.  
 
Chapter 4: Resolution Enhancing Techniques in Semiconductor Integrated-Circuit Microscopy 
 
 160 
Fig. 5 shows the experimental results compared against the simulated data obtained 
using the parameters determined by the above described method. In each figure, the 
main portion of the figure shows the experimental data (circles) and the simulation 
(solid line), describing the normalised PSF in the lateral direction. The upper left inset 
of each figure shows the aperture function that was applied to the Gaussian input beam 
and the upper right inset of each shows the focal-plane distribution which was recorded 
on the camera, with the same field size (1mm by 1mm) for each image. Identical gain 
settings for the camera were used to acquire the data in each sub-figure to provide 
consistency.  
 
 
 
Figure 5 -  Theoretical and experimental results obtained for (a) clear aperture; (b) 
small internal radius annulus; (c) medium internal radius annulus; (d) large internal 
radius annulus.  For each image, the left inset shows the annulus used (white = clear, 
black = obstructed) on the unit aperture.  The right inset shows the image captured on 
the CMOS camera for a 1 mm by 1mm field of view.  The main section of the image 
shows the theoretical PSF generated using Equation (1) for each given annulus (solid 
line) and the experimental data generated by taking a line-cut through the centre of 
each camera image (circles).  
 
 
Fig. 5 (a) illustrates the results for the open pupil data (no aperture). This was used as a 
reference for the rest of our experiments. Good agreement can be seen between the 
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simulated and experimental PSFs, which had a FWHM diameter of 124µm for our long 
focal length lens and Gaussian input beam. Fig. 5 (b) illustrates the results for an 
annular aperture whose transmission window cut-on at the normalised pupil radius of 
0.434 and cut-off at the normalised pupil radius of 0.695. The FWHM diameter of the 
central maximum of the PSF increased when using this particular aperture, from 124µm 
to 132µm. This can be explained however because although the aperture obscured the 
low-NA portion of the pupil function it also obscured a significant portion of the higher 
NA rays as well. This resulted in a net degradation in optical performance. The 
simulated PSF for this aperture was in good agreement with both the central maximum 
of the experimental results as well as the position and height of the side-lobes generated 
as a result of aperturing the beam. Fig. 5 (c) illustrates the results for an annulus which 
transmits only the portion of the beam falling between the normalised radial values of 
0.631 and 0.893. Here we observed a reduction in the FWHM of the PSF from 124µm 
to 99µm, and again good correspondence can be seen between the simulated and 
experimental PSFs, both in terms of lateral position, width and heights.  Finally, Fig. 5 
(d) illustrates the situation where an annulus with a width extending from 0.867 to 1 on 
the normalised pupil was considered. It is not surprising to discover that this annulus 
results in the best performance in terms of reducing the FWHM of the PSF, in this case 
to 80µm, which was around 60% of the width of the open-pupil PSF. Once more, it is 
shown that good agreement between the experimental and simulated PSFs can be 
observed; however, we note here that although the higher order side-lobes cannot be 
seen in the experimental data this can be explained due to the relatively low illumination 
intensity which has been transmitted by this particular aperture and digitisation 
quantisation. Also, in order to retain consistency between all experimental results it was 
necessary to use the same gain settings throughout the data acquisition. Yet again a 
good agreement is shown with the experimental results for all three annuli and the open 
pupil. The final values for q and NA that were used throughout the simulation were 1.5 
and 0.00303, respectively.  
 
4.3.3 Summary and Conclusions 
Through the use of obscuration discs and annular apertures it has been shown that the 
technique of optical super-resolution can be achieved with pupil-plane binary 
transmission filters.  It has been demonstrated experimentally that it is possible to obtain 
super-resolved focal-spot sizes which are significantly smaller than those obtained 
under clear-aperture Gaussian illumination through the transmission of only the high-
Chapter 4: Resolution Enhancing Techniques in Semiconductor Integrated-Circuit Microscopy 
 
 162 
NA rays of an optical system. A theoretical model, written in MATLAB, for super-
resolution has also been introduced and a method of relating the experimental results we 
obtained to this theory has been explained. The optimum annular aperture used here 
reduced the PSF FWHM by 60% of its clear aperture value.  
 
In an attempt to improve the performance documented here, one can either investigate 
the effects of an additional set of annular amplitude apertures which have been designed 
to transmit an extremely narrow band of high spatial frequencies at the maximum extent 
of the system NA, consider phase only apertures or investigate amplitude / phase hybrid 
alternatives.  
 
As an aside to the annular aperture work, it is also important to consider the effects of 
high-NA polarisation-dependent focusing. This approach is not only a novel strategy in 
the pursuit of optical super-resolution, but it can also compliment the results obtained 
using annular apertures. The next section introduces the theory behind this vectorial 
focusing approach and presents the first experimental demonstration of such effects. 
 
4.4 Resolution Enhancement Using Polarisation-Dependent 
Focusing 
It has been known since 1959 [12] that the focal-plane intensity distribution produced 
by focusing linearly-polarised light with a high-NA lens will be highly asymmetric.  
Remarkably, the consequences of this fundamental physical effect in direct image 
acquisition have remained unexploited, although vectorial focusing effects have 
previously been observed [31-33].  By using extreme NA (NA = 3.5) solid-immersion 
microscopy [34-37] we have obtained images of a silicon IC that show, for the first 
time, the dramatic influence of polarisation on their spatial resolution, with values 
ranging from around 100nm to 250nm depending on the polarisation state used.  Such 
imaging is no longer subject to the conventional scalar resolution formulae and we 
present data showing that polarisation-dependent imaging can, under certain conditions, 
substantially surpass the classical scalar diffraction-limit embodied by resolution 
formulae such as Sparrow’s criterion.   
 
4.5 Polarisation-Dependent Focusing Theory 
The spatial distribution of an optical field at the focus of a high-NA lens displays an 
increasing ellipticity as the NA of the system approaches unity. This is because at high-
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NA polarisation starts to play a more dominant role in the focal properties of the 
incident light. In the effort to obtain the smallest focal spot size attainable one must take 
this into account since polarisation-dependent effects are no longer negligible.  
 
4.5.1 Scalar versus Vectorial Theory 
In order to compare the numerical results obtained from calculations involving scalar 
and vectorial focusing effects one must first discuss the theoretical background of these 
two conditions.  
 
4.5.1.1 Scalar Theory – Sales and Morris 
The scalar diffraction model is based on analysis derived from Sales and Morris [4] and 
takes into consideration the parameters discussed in Section 4.2.  When implementing 
the model to simulate our optical system, care must be taken to set A(r) to zero where 
the pupil is obscured when using central-obscuration filters.  Note also that the 
polarisation state of the light field will not affect the shape of the focal spot since the 
model does not take into account the vectorial nature of the electromagnetic field.  In 
the following figures the results from the scalar model are shown as black, solid lines.  
 
4.5.1.2 Vectorial Theory – Leutenegger 
The initial vector diffraction model is based on an analysis derived from Richards and 
Wolf [12], which investigates the structure of a linearly-polarised electromagnetic field 
near the focus of a high-NA aplanatic lens system which images a point source at 
infinity.  Richards and Wolf adopt an analytical integral representation of the 
electromagnetic field whereas others have implemented a different methodology to 
calculate the field near the focus of a high-NA objective lens.  Instead of applying direct 
integration, Leutenegger et al [38] evaluates the vectorial Debye diffraction integral 
using a fast Fourier transform (FFT) to calculate the electromagnetic field in the entire 
focal region.  This technique enhances the speed at which these calculations can take 
place since it employs a sampling grid procedure in combination with the FFT analysis.  
This work extends that which was initially reported by McCutchen in 1964 who stated 
that the three-dimensional (3D) diffraction pattern of a point source at the focus of a 
lens is the 3D Fourier transform of the generalised lens aperture [39, 40].   
 
Others have used the theory presented by Richards and Wolf to calculate the 3D electric 
energy density distribution at the optical focus [41-43] and some have extended this 
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further to include spatially variant optical fields [44, 45] along with annular apertures 
[46, 47] and SILs [48].  
 
The focal-plane energy density distributions presented throughout this chapter are 
derived from the theory of Leutenegger. This theory is a truly novel and interesting one 
since it makes use of a sampling grid scheme that allows for the implementation of a 
direct two-dimensional (2D) FFT of the pupil field. Furthermore, it reduces the problem 
associated with evaluating the vectorial diffraction integral since it can be now 
expressed as a modified Fraunhofer diffraction integral. Therefore, I will discuss the 
important parameters that must be considered in order to implement such a unique 
approach.  
 
 
Figure 6 -  Optical configuration. The objective lens is represented by the aperture 
stop A of radius R and the principal planes P1 and P2. The point P is the intersection 
point of a ray with P2 and highlights the relationship between the position r at P1 of 
the incident wave iE
r
 and the propagation angle at P2 of the transmitted wave tE
r
. 
 
 
The optical configuration and the respective coordinate systems are illustrated in Fig. 6. 
A coherent, monochromatic optical wave field parallel to the optical axis crosses the 
aperture stop A, propagates towards the plane P1 and is transferred to the plane P2. From 
here the wave field is refracted and focused towards the focal point F2. The point P is 
located on the plane P2 and illustrates the focusing of the ray towards the focal point. 
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The spherical surface at P2 is observed from F2 and the deflection angle θ  at the 
position P is given by, 
tn
NA
R
r
=θsin            (3) 
 
where r is the off-axis radial component of the incident wave, R is the radius of the 
aperture stop, NA the numerical aperture of the objective and nt the refractive index 
behind the surface P2.  
 
The incident field ( )φ,rEir  at P1 is decomposed into a radial component (p-polarised) 
and a tangential component (s-polarised). The unit vectors for p- and s-polarisation are, 
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where φ  is the azimuth angle around the optical axis. Upon transmission at point P, the 
unit vector pe
r
 is deflected by θ  and becomes, 
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Therefore, the amplitude, phase and polarisation of the transmitted field at P2 is, 
 
( ) ( ) ( ) ssisrpipt eeEteeEtE rrrrrrr ⋅+⋅=φθ ,              (6) 
 
where ( )φθ ,pt  and ( )φθ ,st  are the transmission coefficients for p- and s-polarisation, 
respectively. These parameters are responsible for expressing the effects of any 
accumulated phase distortions (i.e. aberrations) as well as amplitude attenuation for both 
polarisation components upon transmission at point P.  
 
In the Debye approximation, the electric-field E
r
 at a point (x,y,z) at the focus is 
obtained by integrating the propagated plane waves that are incident across P2, 
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The phase factor zik ze  expresses the phase accumulation during propagation along the 
optical axis (z-axis), whereas the term ( )ykxki yxe +−  represents the phase difference of the 
wavefront at off-axis points (x,y,z) with respect to the on-axis point (0,0,z). The 
integration in (7) extends over the solid angle within which P2 is observed at F2, i.e. 
tnNA /sin =Θ .  
 
The wave vector tk
r
 can be expressed in spherical coordinates as, 
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It is at this stage where the evaluation of the Debye diffraction integral, equation (7), is 
required. Typically, this is performed using direct numerical integration taking into 
consideration the appropriate coordinate transformations. In doing so one arrives at the 
Richards and Wolf integral representation [12]; however, this method is 
computationally laborious and time consuming. Therefore, Leutenegger addressed this 
issue by demonstrating that the Debye diffraction integral can be expressed as a Fourier 
transform by splitting the phase factors into a lateral and axial term and by performing 
the integration over the pupil-plane P1 instead of the curved surface of P2. The 
integration step for a sampling over P2 can be projected back onto P1 by using equations 
(3) and (8) which produces, 
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Implementation of this new projected sampling step into equation (7) yields, 
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By setting 0=tE
r
 for Rr >  one can express the Debye diffraction integral as a Fourier 
transform of the weighted field tE
r
, which finally results in, 
 
( ) ( ) 






−=
θ
φθ
λ cos
,
F,, yx,2
0
zik
t
t
zeE
k
if
zyxE
r
r
   (11) 
 
Equation (11) now expresses the Debye diffraction integral as a 2D Fourier transform, 
Fx,y, of the field distribution in the aperture A that has been projected onto P2. It can be 
seen that there is a noticeable similarity between equation (11) and the conventional 
Fraunhofer diffraction integral (below), 
 
( ) ( )zikA zeEkifzyxE
rr
yx,2
0
F,,
λ
−=         (12)  
 
For low-NA imaging systems the weighting factor is approximated by 1cos/1 ≈θ  
which results in equations (11) and (12) exactly matching. 
 
The numerical implementation of equation (11) is straightforward and can be executed 
by performing two individual FFTs, one along the x-direction and the other along the y-
direction; however, note here that care must be taken to avoid calculation errors. These 
exist in the form of granular artefacts across the image (Fourier) plane at high 
frequencies and also image distortion due to aliasing at the aperture rim. These effects 
can be remedied however by enforcing a minimum sampling step across the aperture 
pupil and by extending the aperture matrix, by zero-padding, to at lease twice its initial 
dimensions before performing the FFT, respectively. With respect to the latter solution, 
once the FFT is performed along the first dimension (e.g. x-axis) it can be cropped back 
to its initial size before the same procedure is applied to the second dimension (e.g. y-
axis). The use of two one-dimensional FFTs with zero-padding and intermediate 
cropping minimises the effort required for numerical processing.  
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4.5.1.3 Numerical Aperture Analysis 
As an introduction to vectorial effects, we initially considered the results of the model 
calculating the focal-plane energy density distribution of linearly-polarised plane-wave 
illumination using the Leutenegger theory presented above [38], as the NA of the system 
is increased from a minimum value of 0 to a maximum of 1 using increments of 0.25.  
The results are shown in Fig. 7 through Fig. 11 (below – full page) and illustrate the 
elongation of the PSF along the polarisation direction (red arrow) as the NA is 
increased.  The line-sectional plots (circles – x-axis, crosses – y-axis) were compared 
against the scalar analysis (dashed lines) discussed in Section 4.2. The red arrow 
indicates the polarisation direction. 
 
4.5.1.4 Annular Aperture Analysis 
In an extension to this model, aperture-function engineering effects were investigated in 
order to reduce the focal spot size further. The obscuration aperture diameter increased 
from a minimum normalised value of 0 to a maximum normalised value of 0.99. These 
results are presented in Fig. 12 through Fig. 16 (below – full page).  The line-sectional 
plots (circles – x-axis, crosses – y-axis) were compared against a scalar analysis and 
highlight an additional reduction in spot size along the x-axis. The red arrow indicates 
the polarisation direction. The elliptical nature of the focal spot, illustrated in the model, 
is accessible experimentally in high-NA focusing environments such as SIL imaging 
inside silicon ICs. 
 
I would like to acknowledge Prof. Derryck Reid and Marcel Leutenegger for their 
contribution towards preparing the MATLAB code required to present the vectorial-
field results given below. 
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Figure 7 - Theoretical calculations of the focal-plane energy density distribution of 
linearly-polarised light using the Leutenegger theory presented above [38]. Here we 
illustrate (a) the aperture function used at NA=0, (b) the 2D cross-sectional plot across 
the xy plane and (c) its accompanying line-sectional plots (circles – x-axis, crosses – y-
axis)  compared against scalar theory (solid black line). The red arrow indicates the 
polarisation direction 
 
 
Figure 8 – As for Fig. 7 except with NA=0.25 
 
 
Figure 9 – As for Fig. 7 except with NA=0.5 
 
 
Figure 10 – As for Fig. 7 except with NA=0.75 
 
Figure 11 – As for Fig. 7 except with NA=1 
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Figure 12 - Theoretical calculations of the focal-plane energy density distribution of 
linearly-polarised light using the Leutenegger theory presented above [38]. Here we 
illustrate (a) the aperture function used whose obscuration diameter was 0, (b) the 2D 
cross-sectional plot across the xy plane and (c) its accompanying line-sectional plots 
(circles – x-axis, crosses – y-axis)  compared against scalar theory (solid black lines). 
The red arrow indicates the polarisation direction 
 
 
Figure 13 – As for Fig. 12 except with a normalised obscuration diameter of 0.25  
 
 
Figure 14 - As for Fig. 12 except with a normalised obscuration diameter of 0.5 
 
 
Figure 15 – As for Fig. 12 except with a normalised obscuration diameter of 0.75 
 
 
Figure 16 - As for Fig. 12 except with a normalised obscuration diameter of 0.99 
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Although the above theoretical analysis was investigated under linear polarisation 
conditions, the incident optical radiation need not be limited to this individual 
polarisation state. In addition to linear polarisation, it is possible to obtain radial, 
circular or azimuthal polarisation illumination.  All of these polarisation states introduce 
unique focal-plane electric-field distributions which vary under extreme NA conditions 
and the introduction of annular apertures.  These effects are described below. 
 
The focal-plane electric-field distribution contains two components: a transverse (radial) 
and a longitudinal (axial) field. These components can be controlled (i.e. enhanced or 
suppressed) through careful consideration of the focusing characteristics of the imaging 
system. Essentially, under low-NA conditions the longitudinal component is negligible 
when compared against the transverse component; whereas, the longitudinal component 
becomes more dominant as the NA is increased. This longitudinal dominance can be 
understood through the bending of light rays as they pass through a high-NA lens. 
Immediately before the focusing lens the entire ray bundle across a plane-wave consists 
of purely transverse components; however, when the wave is influenced by the lens the 
paraxial components along the optical axis remain unperturbed while the non-paraxial 
rays are refracted towards the optical axis. This refraction (focusing) becomes stronger 
as one approaches the edge of the lens and therefore distorts the plane-wave to a larger 
degree. As a result, the field represented by this modified wavefront is now decomposed 
into both transverse and longitudinal components, where the magnitude of the 
longitudinal field component increases with increased refraction. This transverse and 
longitudinal electric-field description is shown in Fig. 17. 
 
 
Figure 17 – Transverse and longitudinal components of the focused electric-field as 
the optical rays extend from low-NA to high-NA   
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These effects, along with careful consideration of the polarisation state of the incident 
illumination, are represented in Fig. 18.  This figure illustrates both the transverse and 
longitudinal components of a focal-plane electric-field distribution for linear, radial and 
circular polarisation while highlighting the influence of increased NA and the 
introduction of an annular aperture.   
 
For a linearly-polarised beam the longitudinal electric-field component separates into 
two off-axis side-lobes and is cancelled along the optical axis. For a radially-polarised 
beam the longitudinal component forms an intense circular spot located on the optical 
axis. For a circularly polarised beam the longitudinal component forms an annulus 
which is centred on the optical axis. Under high-NA conditions, the longitudinal 
components of the focal-plane electric-field distribution become dominant and result in 
an elliptical focal spot for linearly-polarised light and a circular focal spot for both 
radial and circularly-polarised light. In addition, with the inclusion of an annular 
aperture only the high-NA rays contribute to the electric-field distribution at the focus. 
Therefore, as the on-axis obscuration is increased, the transverse component is 
gradually suppressed and the longitudinal component enhanced. This indicates that for 
the best performance in the search for optical super-resolution, a radially-polarised 
beam has to be employed along with an annular aperture under high-NA conditions. 
However, for simplicity our work concentrated on linearly-polarised illumination – the 
generation of spatially non-uniform polarisation distributions is difficult and requires 
specialist components.  
 
Note here that although an azimuthal polarisation state was also mentioned it was not 
considered in the above illustration because its electric-field distribution is exclusively 
transverse, even under high-NA conditions. As a result, this arrangement would never 
result in a performance enhancing super-resolution option and was therefore not 
discussed.  
 
The resolution enhancing effects of linearly-polarised illumination were studied 
experimentally, in the absence of aperture-function engineering effects, and in the 
following section we report ultra-high-resolution sub-surface imaging of a silicon flip-
chip using a SIL, obtaining average resolution values from 122 – 240nm, depending on 
the polarisation state used, and the relative orientation of the features under inspection. 
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Figure 18 – Illustration for both the transverse and longitudinal components of a 
focal-plane electric-field distribution for linear, radial and circular polarisation while 
highlighting the influence of increased NA and the introduction of an annular 
aperture.   
 
 
4.6 Polarisation-Dependent Imaging Results 
4.6.1 Experimental Configuration 
To investigate the role of polarisation under high-NA conditions we implemented 
TOBIC imaging using essentially the same experimental configuration described in 
Chapter 3. This configuration is shown in Fig. 19, where two-photon excitation was 
achieved through the use of a 1550nm modelocked erbium-fibre laser whose linearly-
polarised output beam overfilled an objective lens of NA = 0.55.  A half-wave plate 
positioned before the objective lens allowed the polarisation direction of the beam to be 
controlled.  The laser generated 160fs pulses at a repetition frequency of 30MHz with 
an average (peak) output power of 75mW (15.6kW), and its output was focused by the 
objective lens through a silicon s-SIL into the device under test. We used a silicon s-SIL 
based on the prescription described earlier and demonstrated by Ippolito et al for 
aplanatic imaging, which states that a structure buried at a depth, X, can be imaged 
using an s-SIL whose vertical thickness is R(1+1/n)−X where R is the SIL radius of 
curvature and n is its refractive index [49].  When this condition is fulfilled, no spherical 
aberration is introduced into the image.  The sample was the same CMOS silicon flip-
chip used for the work of Chapter 3, which was fabricated using 0.35µm technology and 
had an exposed silicon substrate which had been optically polished to a thickness of 
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100µm.  A photo-current was generated and collected at the device terminals through 
two-photon carrier generation at the device layer of the chip [50] and acquired using 
narrow-band amplification and lock-in detection via a digital oscilloscope and PC. The 
device under test was mounted on a computer-controlled motorised three-axis 
translation stage which had a minimum physical stepping increment along each axis of 
100nm, corresponding to a minimum optical stepping interval of around 8.3nm [36].  
 
 
Figure 19 – Experimental arrangement for polarisation-dependent imaging of a silicon 
flip-chip showing computer-aided control and acquisition. 
 
 
4.6.2 Qualitative Analysis 
It is natural to expect that the experimental results obtained under vectorial focusing 
would be clear to interpret. The different imaging outcomes obtained by using 
orthogonal linear polarisation states are illustrated in Fig. 21(a)-(b).  We performed 
high-resolution TOBIC imaging on an interesting section of the chip containing n-type 
silicon fingers which were bordered by a metallisation region. This area is highlighted 
by the red box in Fig. 20.  The tip of each silicon finger contained a 3 × 3 matrix of 
tungsten vias which interconnected the silicon device layer with the first metallisation 
layer. These tungsten vias are essentially small metal wires that interconnect two layers 
of the IC.  The detailed images shown in Fig. 21(a)-(b) have a 13µm × 6.5µm field-of-
view and a vertical (horizontal) optical sampling interval of 18nm (58nm).     
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Figure 20 – Wide field-of-view TOBIC image recorded for navigation purposes and 
indicating the region (red box) at the end of three finger-like structures imaged at 
maximum resolution 
 
 
              (a)               (b) 
 
 
Figure 21 – (a), (b) TOBIC images of the red boxed region showing three 3x3 grids of 
tungsten vias obtained under the linear polarisations indicated by the red arrows.  
Lighter image rendering indicates a higher TOBIC photocurrent and the left sides of 
the detailed finger images have been padded with black to allow the scale bar to 
appear on a uniform background.  The PSF is narrower in the direction normal to the 
polarisation vector, therefore the gaps between the fingers are better resolved when 
the polarisation vector lies along the finger edges (b) 
 
 
 
The polarisation state used for the image acquisition is indicated in these figures by the 
red arrow. Lighter image rendering indicates a higher TOBIC photocurrent and the left 
sides of the detailed finger images have been padded with black to allow the scale bar to 
appear on a uniform background. The numerical investigations performed earlier inform 
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us that vectorial focusing theory predicts that the focal spot is elongated along this 
polarisation direction.  The imaging attributes of this focal spot asymmetry are clear to 
see in the two figures. When the polarisation vector is aligned to be parallel to the gap 
between the fingers, the feature edges appear sharper and more clearly resolved.  In 
contrast, when the polarisation vector is rotated to become perpendicular to the features 
under inspection, the edges between the fingers become blurred and the gap between the 
fingers appears to be wider.     
 
4.6.3 Quantitative Analysis 
In order to study this polarisation-dependent effect in a quantitative manner we 
examined the transition in the acquired image signal as the optical beam was scanned 
across both the horizontal and vertical edges of the n-doped silicon fingers.  The line-
cuts through the image data are shown in Fig. 22 (symbols) and were fitted to a 
Gaussian error function (this process was described in Chapter 3) to determine the width 
of the PSF in each orthogonal direction and for each polarisation state.  The results 
obtained demonstrate a difference in resolution for data acquired with opposite 
polarisation states when scanning across the gaps between neighbouring fingers by a 
factor of two (122nm and 251nm); however, a smaller polarisation-dependent difference 
(119nm and 172nm) was measured for data obtained by scanning into the tip of a finger. 
This can be explained by considering the interaction of the focused optical field with the 
different metal and dielectric environments encountered by the beam in different 
regions of the device.  When a focused beam is scanned into an isolated edge (the 
finger-tip) it will generate a different result to a beam which is scanned across two or 
more closely-neighboured edges. This effect takes place since, in the latter condition, 
the optical near-field will interact with the two edges simultaneously, whereas in the 
former condition this additional interaction is removed. Ultimately, the numerous 
optical / material interaction environments to be found within a silicon IC will modify 
the images obtained as the light interrogates different locations on the chip. 
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Figure 22 - Resolution measurements obtained under different polarisation conditions.  
(a), (b) - Line cuts through the detailed image shown in Fig. 21(a), which was recorded 
for incident light with a wavelength of 1550nm polarised parallel to the y-direction (as 
defined in Figure 20).  (c), (d) - Equivalent data recorded for the image acquired with 
the orthogonal polarisation state, which was parallel to the x-direction (see Fig. 21(b)).  
The polarisation direction in each panel is indicated by the blue or red arrows, and the 
focal-spot shape is inferred by the PSF FWHMs from the Gaussian fits to the data.  
The scan direction of the beam relative to the sample is indicated by the black arrow 
 
 
 
The asymmetry of the tightly-focused spot was also investigated by acquiring multiple 
resolution measurements over the same edge while the electric-field polarisation vector 
was rotated.  In order to obtain these measurements we rotated the half-wave plate in 
our experimental system through 360° which corresponded to turning the direction of 
the electric-field polarisation through 720°.  The polarisation direction has a period of 
180° (an AC field polarised along an angle φ  is indistinguishable from one polarised 
along an angle φ +180°). Therefore, the modulation of the measured optical resolution 
from our results is expected to have a period of 180°.  The results, inferred from 
individual line scans performed across one of the gaps between adjacent fingers, are 
illustrated in Fig. 23 and confirm this anticipated periodic behaviour.  The red curve in 
the figure is a least-squares fit to the data, and the fitting function is the diameter of an 
ellipse drawn at a variable angle to one of its principal axes.  The upper and lower error 
bar half-widths represent, respectively, one standard deviation (31nm) between the fit 
and the data, and the measurement error for each da
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The presented results reveal random fluctuations in the resolution data. This can be 
attributed to small variations in the beam-pointing direction which can be introduced by 
rotating the half-wave plate.  The fitted curve implies polarisation-dependent minimum 
and maximum resolutions of 122nm and 240nm respectively (a ratio of 1.97); however 
we consistently observed resolutions of approximately 100nm under optical adjustment 
of the wave plate.   
 
 
Figure 23 - Dependence of measured resolution values on polarisation direction.   The 
resolution measurements were recorded at half-wave plate angular intervals of 10° 
and show a 180° period in the electric-field polarisation direction, which is a result of 
the ellipticity of the focal spot. A least-squares fit to the data (solid curve) implies 
polarisation-dependent minimum and maximum resolutions of 122nm and 240nm, 
respectively (a ratio of ~2), with a standard deviation of 31nm (upper error bars) from 
the fitting function. The measurement error associated with each data point was 
around +17 nm (lower error bars).  The laser wavelength was 1550nm. 
 
 
 
4.6.4 Discussion and Summary 
The theoretical analysis presented by Leutenegger, which was discussed earlier, and 
shown in [38], allows us to explain the experimental results obtained. The optical 
systems used to perform this experiment required an expanded beam to moderately 
overfill the pupil of the objective lens used to focus light into the s-SIL. The beam 
diameter (defined at the 1/e2 intensity points) was recorded to be 6.2mm at the entrance 
to the 6 mm diameter objective lens pupil. In our silicon s-SIL imaging configuration 
the maximum useful NA of the objective lens is 0.29. This is because refraction at the s-
SIL interface increases the NA by a factor of n2, up to a maximum value of the refractive 
index of silicon (3.48). Any additional high-NA rays from the objective lens will overfill 
the SIL and not contribute to the optical signal. By overfilling the 0.55NA objective lens 
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we therefore ensured an approximately uniform radial irradiance distribution 
immediately before the s-SIL. As a result, we are able to interpret and understand the 
focusing characteristics of the system by assuming that the incident optical beam is 
composed of linearly-polarised plane-waves.     
 
Through the use of a suitably designed s-SIL we have been able to demonstrate an 
optical system that can satisfy the conditions required for high-NA vectorial focusing. 
For s-SIL imaging we have NA=3.48, corresponding to the near-infrared refractive 
index of silicon.  Fig. 11(b) illustrates the irradiance distributions calculated for this NA 
in the xy focal plane. In this theoretical calculation the incident beam was polarised 
along the y-axis and the results indicate that the PSF is extended in the direction parallel 
to the incident polarisation vector by a factor of 1.3. This asymmetry in the focal spot 
size is consistent with our qualitative results which show that, when scanning over a 
sharp silicon-metal edge, the best resolution is obtained when the beam is polarised 
parallel to the edge. When these conditions are achieved, the width of the PSF is 
minimised in the scanning direction. This results in an improved signal transition rate 
from a high to a low value, or vice versa, as the spot is scanned over the feature edge, as 
observed experimentally.  
 
Although the theoretical magnitude and direction in which the focal spot extends is 
consistent with experiment, a comparison with the resolution values determined from 
our line scans with the focal-plane irradiance calculated from [38] highlights two 
discrepancies. The first is the absolute size of the PSF inferred from the resolution 
measurement, and the second is the ratio between the PSF widths in the x- and y-
directions. Both of these differences can be explained by the fact that the presence of an 
interface near the focal-plane can further increase the ellipticity of the focal spot [51]. It 
has also been reported, through detailed modelling of light tightly focused by a glass s-
SIL [52], that an ellipticity in excess of 1.7 at an air-glass interface can be achieved, and 
a decrease in the focal spot’s FWHM diameter perpendicular to the E-field direction can 
fall below the conventional diffraction-limited value. 
 
In our experiment the optical beam is focused into the 300nm-thick device layer of a 
silicon IC which forms an interface with an oxide, poly-silicon or metal layer, 
depending on the precise location being imaged. It is therefore likely that this interface 
is responsible for the enhanced ellipticity of the focal spot shape beyond the values 
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predicted for focusing in bulk silicon; however, 3D details of the device structure were 
not available at the time of the experiment but would be required to perform a rigorous 
calculation of the focal-plane electromagnetic field distribution. The minimum 
experimental PSF width of 120nm is substantially lower than the 181nm FWHM width 
of the theoretically calculated PSF (note that the effective 2  reduction in the PSF 
width caused by nonlinear excitation has been taken into account). Furthermore, in 
addition to the effect of a refractive-index interface being present in the vicinity of the 
focal-plane, the irradiance distribution of the illumination beam may also be responsible 
for reducing the PSF width to below the expected value. Vector field calculations 
carried out for tightly focused beams show a strong sensitivity of the focal spot size and 
shape to the incident spatial irradiance distribution and polarisation state which is 
capable of reducing the spot size by approximately a additional factor of 0.7 beyond the 
conventional (scalar) diffraction-limited value [41, 53]. The greater apparent 
polarisation asymmetry observed experimentally in the PSF may also be a result of the 
same effect; the analysis presented in [41] indicates that the reduction in spot size is 
only observed along the direction orthogonal to the polarisation vector, therefore 
increasing the rotational asymmetry of the focal spot. The incident spatial irradiance 
distribution and polarisation state can be strongly modified by the significant 
differences in the Fresnel transmission coefficients for radial and azimuthal 
polarisations at the spherical surface of the solid immersion lens, and across the gap 
between the solid immersion lens and the substrate [49]. These effects could also 
contribute to the polarisation asymmetry reported here. Other physical processes, for 
example plasmon excitation in the metal edge by the tightly focused rays, may also play 
contribute to the modification of the apparent focal-plane PSF; however this explanation 
requires further investigation.  
 
It is anticipated that the vectorial focusing effects explained here may present the option 
of polarisation-diversity imaging in future applications. Polarisation-diversity imaging 
is an optical technique where multiple images of the same object are obtained for 
different polarisation states and combined with suitable image processing techniques to 
yield images with resolutions in all directions that substantially surpass the conventional 
diffraction-limited value. In biological imaging the possibility of improving traditional 
resolutions at longer wavelengths by adopting this approach holds great potential; 
however, the highest resolutions are usually obtained at visible wavelengths where the 
spectrum suffers from strong scattering and can also be damaging to the cells under 
Chapter 4: Resolution Enhancing Techniques in Semiconductor Integrated-Circuit Microscopy 
 
 181 
inspection. Polarisation-diversity imaging is also becoming established as a tool for 
revealing hidden structure in biological samples [54], and therefore it may be possible 
to use multiple images acquired under high-NA focusing to both improve the imaging 
resolution and obtain structural information about a sample.     
 
Finally, although polarisation-depenent imaging under nonlinear excitation has been 
demonstrated in this work, the resolution enhancing properties of vectorial focusing can 
offer the same benefits to all commonly used variants of linear confocal microscopy 
also.  
 
4.7 Hybrid Annular Aperture / Polarisation-Dependent Imaging 
The results demonstrated in the previous section confirmed that the vectorial nature of 
the focused field can be of critical importance in an imaging system since the resulting 
focal spot geometry is a function of increasing NA. As the NA approaches unity the 
longitudinal components of the electric-field dominate over the weaker transverse 
components.  This leads to a redistribution of the radial intensity of the PSF in the focal-
plane which, at high-NA, becomes highly sensitive to the polarisation state of the 
incident illumination. Various computational methods are now available to allow the 
focal field to be evaluated efficiently for any known field distribution in the pupil-plane 
of the lens [38-40, 55]. The theory of Richards and Wolf was the first to discuss the 
focal properties of linearly-polarised light at high-NA and demonstrated that for a 
system which satisfies these conditions the resulting focal-plane intensity distribution is 
approximately elliptical, with the ellipse extended along the incident polarisation 
direction. As discussed already, this asymmetry in the focal spot distribution leads to 
different resolutions recorded along orthogonal directions in an image [56].   
 
As introduced in Section 4.3, an enhancement in resolution can be achieved by 
manipulating the irradiance distribution in the pupil-plane of the lens so as to reduce the 
dimensions of the focal spot below those obtained in the clear-pupil case. In particular, 
the use of annular pupil-plane apertures in the tight-focusing regime has been the 
subject of a number of theoretical investigations which collectively highlight the 
advantages of simple single and multiple-zone annular apertures for improving the 
lateral resolution as well as manipulating the focal-volume and depth-of-focus through 
the isolation of the illuminating high spatial frequencies [41, 47, 57-60]. An 
experimental demonstration of a similar approach by Botcherby et al discussed 
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stereoscopic imaging with an extended depth-of-focus PSF in two-photon fluorescence 
mode with a lateral resolution of ~200nm [61], corresponding to approximately λ/4  of 
the free-space illumination used.  Ippolito et al used annular illumination to improve the 
longitudinal localisation of the electrical response of an IC to optical excitation by 
suppressing the contribution of sub-critical image-bearing rays reflected by the 
metallisation region of the device [62]. We note that, despite sharing common features 
with the results we present here, the work in [62] was based on linear confocal 
microscopy and was not concerned with using annular illumination to improve the 
lateral resolution of the image.  
 
Although annular illumination achieves a reduction in the central width of the focal 
spot, this lateral improvement comes at the expense of generating considerable side-
lobes that, under linear imaging conditions, tend to diminish the advantages of the 
technique. Nonlinear imaging however, in the form of two-photon-excitation 
fluorescence [63] and TOBIC microscopy [50], produces an image-bearing signal that 
depends quadratically on the focal intensity, suppressing the side-lobes produced by 
annular illumination. Consequently, combining annular illumination with nonlinear 
microscopy promises a significant improvement in lateral resolution; however to our 
knowledge, no experimental study has yet presented a quantitative and qualitative 
demonstration of this lateral resolution enhancing performance of the magnitude 
presented in this section (although the accompanying axial effect has been reported in 
two-photon fluorescence microscopy [61, 64]).   
 
It is clear from a review of the available literature that there exists an extensive range of 
possible experimental configurations which can be adopted to achieve optical super-
resolution when one has available an appropriate SIL, a selection of annular apertures 
and a means to manipulate the polarisation state of an incident optical field. Many of 
these super-resolving techniques have been investigated in some form of hybrid 
arrangement. Some consider a combination of binary annular amplitude and phase 
apertures [65], others consider annular apertures along with a SIL [66, 67], or have 
investigated aperture performance under extreme NA conditions [68, 69] including 
novel elliptical apertures [70].  
 
In the work reported in this section, we present high-resolution images of sub-micron 
structures in a silicon IC, obtained by nonlinear excitation under tight-focusing 
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conditions using a silicon SIL. These images manifest the asymmetric resolution values 
expected in this tight-focusing regime, and by employing a series of annular pupil-plane 
apertures we have demonstrated up to a 64% reduction in the effective area of the focal 
spot, compared with the values obtained using a clear pupil. In addition, it was found 
that an increased depth-of-focus creates an extended TOBIC sensitivity regime since 
nonlinear excitation is dependent on the squared intensity within the focal volume. The 
integration of the TOBIC signal over a greater depth-of-focus results in a TOBIC image 
with a reduced contrast. 
 
4.7.1 Experimental Configuration 
Our imaging method and apparatus is almost identical to that described in Section 4.6.1 
except for the introduction of a set of custom annular apertures positioned immediately 
before the objective lens. We employ focused light from a 1550nm femtosecond fibre 
laser to induce two-photon absorption inside a silicon IC. Silicon is normally 
transparent at wavelengths longer than its band-edge at around 1.05µm; however 
coincident photons at a longer wavelength can excite carriers via two-photon 
absorption, causing a measurable photocurrent to flow in an external circuit connected 
to suitable pins of the device under test. By mapping this photocurrent as a function of 
focal position it is possible to image the electronic topology of the device in three 
dimensions [71, 72]. A particular advantage of two-photon excitation is the quadratic 
dependence of the measured signal as a function of optical intensity. This has the dual 
effects of confining the signal generation to the focal-plane of the light and of reducing 
the effective focal spot size below the actual dimensions of the optical focus. An 
illustration of the experimental configuration is presented in Fig.24. 
 
 
Figure 24 – Experimental configuration of the annular aperture polarisation-
dependent TOBIC microscopy arrangement 
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4.7.2 Analysis and Discussion 
Fig. 25 shows a series of images recorded in a region of a CMOS IC comprising eight 
parallel n-doped silicon-on-metal fingers, the tips of which contain a 3 × 3 matrix of 
tungsten vias which interconnect the silicon device layer with the first metallisation 
layer in the circuit. Fig. 25(c) illustrates the area on the chip that is being imaged - 
highlighted by the red box. The fingers have widths of 4.5 µm and are separated by gaps 
of 500nm, while the tungsten vias are spaced at a pitch of 1.25µm and have approximate 
dimensions of 100 nm (diameter) and 500 nm (depth).  Two sets of three images were 
recorded for incident light with orthogonal linear polarisations, and with the focus 
positioned to resolve the edges of these fingers to an accuracy which matched previous 
performance [56]. The images in Fig. 25(a) were acquired using a linear polarisation 
state lying orthogonal to the fingers, and those shown in Fig. 25(b) were obtained using 
a polarisation lying parallel to the fingers. Within each set of images, the far-left image 
was recorded using illumination through a clear pupil, and the remainder (from left to 
right, respectively) was acquired using pupil-plane annular apertures where the centre 
36% and 55% of the aperture was blocked.  The polarisation-dependent shape of the 
focal spot can be seen immediately from the images in Fig. 25. The features in Fig. 
25(a) were illuminated with a focal spot that was elongated across the gap between the 
fingers, causing this gap to be imaged with poorer resolution, but the edges at the finger 
tips to be more clearly resolved. In the images shown in Fig. 25(b) the opposite is true, 
with the focal spot resolving the gap between the fingers more clearly but producing a 
less distinct image of the finger tip edges. Two effects of using an annular irradiance 
distribution can be seen visually from the results in Fig. 25. The clear aperture results 
(Fig. 25(a) and (b), left) plainly resolve the 3 × 3 matrix of tungsten vias.  As a greater 
proportion of the lower NA rays are blocked, the gaps between the fingers become more 
clearly resolved, as expected from theory. Furthermore, the contrast of the 3 × 3 matrix 
of tungsten vias becomes poorer because the depth-of-focus increases, resulting in a 
signal that contains image information integrated throughout a greater depth of the 
device, reducing the contribution from the image-plane containing the tungsten vias. 
The improvement in image resolution associated with using the annular illumination can 
be investigated quantitatively by observing the transition of the signal as the focal spot 
traverses across an edge in the image. In Fig. 26 we show a series of line-cuts across 
one of the gaps between two adjacent fingers, with Fig. 26(a) showing these data for an 
incident polarisation orthogonal to the fingers, and Fig. 26(b) the data for a polarisation 
lying parallel to the fingers. The effective focal-spot diameters inferred from these 
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results are shown in the insets of Fig. 26, indicating an average reduction in the focal 
spot diameter along both directions of around 40%, corresponding to a 64% reduction in 
the area of the focal spot (measured in the plane containing the edge of the fingers).   
 
It is well known that an annular pupil-plane aperture leads to an extended depth-of-field 
[20]. Inspection of the images in Fig. 25 shows that the 3 × 3 matrix of tungsten vias, 
which occupies an axial extent of 500nm, was imaged with lower contrast when an 
annular aperture was used; improved lateral resolution is effectively obtained at the 
expense of poorer depth resolution. This effect can be understood qualitatively by 
realising that the extended focal depth due to an annular pupil gives a TOBIC signal that 
is integrated over a greater depth. Depth-localised structures therefore make a 
proportionately lower contribution to the signal level than in the case of an open pupil. 
 
 
Figure 25 – TOBIC images of the tips of eight parallel silicon-on-metal fingers that 
form part of a CMOS IC, with the images in (a) acquired with a pupil polarisation 
oriented orthogonal to the fingers, and those in (b) obtained using an incident 
polarisation parallel to the fingers.  The pupil-plane aperture used in each 
measurement is indicated schematically below each image. An improvement in 
resolution is clearly seen as the aperture is adjusted to obscure more of the centre of 
the pupil. (c) illustrates the area on the chip that is being imaged - highlighted by the 
red box 
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Figure 26 – Line-cuts extracted from the images shown in Fig. 25 and shown for the 
transition across one of the edges between two adjacent fingers.  The results in (a) 
correspond to a pupil polarisation oriented orthogonal to the finger edges, and those 
in (b) to an incident polarisation parallel to the finger edges.  The experimental data 
are indicated by symbols.  The solid line is the Gaussian error function which is the 
best-fit to the experimental data, and was used to infer the effective focal-spot 
diameter in the measurement plane (values shown in the inset). The illustration at the 
bottom right-hand-side of each image indicates the beam scanning direction (black) 
and the polarisation orientation (red). 
 
 
Obtaining exact agreement between experiment and vectorial diffraction theory is 
difficult in a sample such as a silicon IC in which the dielectric environment is highly 
non-uniform, and local structure on the scale of the wavelength can significantly 
influence the field distribution. Nevertheless, it is still possible to obtain a semi-
quantitative understanding of the TOBIC contrast mechanism by using vectorial theory 
to model the size and structure of the optical intensity distribution in the focal region 
under plane-wave illumination.  We configured a simulation which first used the 
method of Leutenegger [5] to calculate the 3D focal intensity distribution resulting from 
an open pupil (Fig. 27(a)), and from an annular pupil similar to the largest obscuration 
one used experimentally (Fig. 27(b)). The darker, smaller volume indicates a contour 
drawn at the 50% intensity point, and the lighter, larger region a 13% intensity contour, 
equivalent to the 1/e2 radius commonly used in Gaussian optics. The extended depth-of-
focus resulting from using an annular pupil is apparent by comparing Fig. 27(a) and (b). 
The electrical response of the device was modeled by evaluating the two-photon 
photocurrent generated in a voxel of depth ∆z , which is proportional to zI ∆22α  where I 
is the optical intensity and α2 is the nonlinear absorption coefficient. A region 
representing the edge of one of the semiconductor finger structures was modeled as a 
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3D volume with one quadrant having α2 ≠ 0  and the remaining volume having α2 = 0 .  
Within the absorption sensitive quadrant we represented a tungsten plug (see Fig. 3(c)) 
as a 200nm (diameter) × 500nm (height) column with α2 = 0 .  The 3D focal intensity 
distribution was centered axially within this synthetic environment and the integrated 
two-photon photocurrent was recorded as the focus was scanned laterally throughout the 
entire volume. Fig. 27(d) shows the simulated TOBIC image obtained for an annular 
pupil, with the boundaries of the modeled semiconductor region and the tungsten via 
indicated by white lines. Sections through the image are shown in the insets of Fig. 
27(d) and are compared with similar sections through an image calculated for an open 
pupil (Fig. 27(d) inset, dashed lines). The sections illustrate that the modeled tungsten 
via is observed with lower contrast when using an annular pupil-plane aperture, 
consistent with the experimental images presented in Fig. 25.  
 
 
Figure 27 - Simulation results illustrating the decrease in contrast observed using an 
annular pupil-plane aperture when imaging a region containing narrow metal plug 
that does not contribute to the two-photon signal.  (a, b)  3D PSFs produced by open 
(a) and annular (b) pupils similar to those used experimentally, with the darker, 
smaller volume being a contour drawn at the 50% intensity point, and the lighter, 
larger region a 13% intensity contour, equivalent to the 1/e2 radius commonly used in 
Gaussian optics. (c) Scanning electron microscope image of a section through the 
experimental device showing a tungsten plug of the kind simulated. (d) Simulated 
TOBIC image for an annular aperture similar to the largest radius aperture used 
experimentally.  The solid white lines show the boundary of the two-photon 
absorption region and the circle indicates the diameter of the simulated metal plug.  
The line-sections along the dashed lines in the main image show the contrast with 
which the plug is resolved. The solid and dashed cross-sections correspond, 
respectively, to using annular and open pupils. 
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I would like to acknowledge Prof. Derryck Reid and Marcel Leutenegger for their 
contributions towards preparing the MATLAB code required to present the vectorial-
field results given above. 
 
4.7.3 Summary and Conclusions 
In this Section we have reported results demonstrating how annular pupil-plane 
apertures can improve the optical resolution obtained in a microscope operating under 
high NA conditions [73].  Under such tight-focusing, and with linearly-polarised 
illumination, the focal spot is asymmetric, and we showed a lateral resolution 
enhancement from 200 × 109nm to 112 × 70nm, an approximately 64% improvement in 
terms of the area of the focal spot.  Significantly, our results show that, for a nonlinear 
microscope already operating close to the limits of optical resolution (as indicated by 
the presence of vectorial effects), pupil-function engineering can usefully enhance the 
lateral resolution further, but at the expense of poorer axial resolution, as illustrated both 
by our experimental and simulation results.   
 
4.8 Summary and Conclusions 
The combination of SIL imaging with pupil-function engineering offers a potential 
route to achieving optical super-resolution with unprecedented performance. Such 
techniques can be attractive because they often provide a simple way to enhance the 
resolution of an optical system without resorting to more sophisticated near-field 
methods.   
 
In this work, we have demonstrated a 60% reduction in the focal-plane PSF FWHM 
when using a particular design of annular amplitude transmission filter. In addition, a 
theoretical model, written in MATLAB, for predicting the performance of such 
apertures have been discussed and confirmed against additional experimental results.  
 
A second approach in the pursuit of optical super-resolution is to exploit extreme NA 
focusing, a SIL-induced condition, using linearly-polarised light. Using a model based 
on the theory of Leutenegger [38], we visualised the electric-field distribution at the 
focal-plane of a high-NA optical system as the NA was increased from 0 to 1 and a 
normalised obscuration parameter was introduced from 0 to 0.99. These results 
confirmed the extension on the focal-plane PSF in the direction parallel to the 
polarisation vector as the NA was increased and the higher spatial frequencies isolated. 
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Furthermore, by using extreme NA solid-immersion microscopy [34-37] we have 
obtained images of a silicon IC that showed, for the first time, the dramatic influence of 
polarisation on spatial resolution, with values ranging from around 100 nm to 250 nm 
depending on the polarisation state used. 
 
By exploiting the nonlinear suppression of the side-lobes generated by an annular pupil-
plane filter we demonstrated how annular pupil-plane apertures can improve the optical 
resolution obtained in a microscope operating under high-NA conditions.  We obtained a 
lateral resolution enhancement from 200 × 109 nm to 112 × 70 nm, an approximately 
64% improvement in terms of the area of the focal spot.  These results demonstrated 
that, for a nonlinear microscope already operating close to the limits of optical 
resolution, pupil-function engineering can usefully enhance the lateral resolution 
further, but at the expense of poorer axial resolution, as illustrated by both our 
experimental and simulation results.   
 
In addition to this hybrid polarisation-dependent focusing and PSF engineering super-
resolution technique, the option remains to investigate the role of spatially non-uniform 
polarisation distributions – typically radial polarisation – in the search for the smallest 
focused spot [46, 47, 74-77]. SIL-enhanced super-resolution techniques could have 
significant advantages in the fields of nanophotonic device imaging and 
characterisation. The nanoscale diffraction-limited performance enhancement presented 
here is particularly timely in semiconductor device imaging where the feature sizes of 
components within silicon ICs continue to be reduced with each new generation of 
fabrication technology.  The combination of nonlinear excitation, solid-immersion 
focusing and excitation with pupil-function engineering represents a powerful approach 
to obtaining ultra-high-resolution optical imaging, and may have future applications in 
the life-sciences, industrial metrology, semiconductor quantum-dot interrogation, 
optical data storage and high-resolution laser machining. 
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5.1 Introduction and Motivation 
Optical coherence tomography (OCT) is a well established high-resolution cross-
sectional tomographic imaging technique that can expose the intricate internal 
microstructures that comprise many biological tissues and materials [1]. OCT utilises 
the coherent properties of light in order to produce images that are acquired through an 
interferometric approach which measures the magnitude and time-delay of back-
reflected light from a particular sample under investigation. This imaging modality is an 
extension of the early work performed on white light interferometry that resulted in the 
development of optical coherence-domain reflectometry (OCDR), a one-dimensional 
optical ranging technique [2]. OCDR was originally created for fault isolation within 
optical fibre networks and components; however its unique ability to interrogate 
materials was soon adopted into the biomedical sciences [3, 4]. This low-coherence 
heterodyne detection imaging system has since been exploited in a wide variety of 
biological environments, include the retina [5, 6], human skin [7] and teeth [8].  
 
An outstanding benefit of OCT is that it has the ability to perform non-invasive optical 
imaging in the sub-micron resolution regime over a profiling depth that can exceed 
several millimetres. This optical sectioning performance is advantageous in the 
investigation of embedded microscopic multilayered structures that are located at 
sample depths beyond those which are accessible through the use of conventional 
confocal microscopy. Although sub-surface imaging is also possible to access these 
imaging depths through the use of high-frequency ultrasonic techniques (the acoustic 
analogy of OCT), ultrasound suffers from reduced performance, higher maintenance 
costs and operational complexity.  
 
Over the last decade, OCT has developed by incorporating advances in a broad range of 
different photonic technologies including source development, fibre optics, ultrafast 
optics, interferometry and Fourier optics [9-14]. It is therefore unsurprising to note that 
behind the deceptive simplicity of the basic OCT configuration can be found an 
abundance of state-of-the-art research and development that has led to new technologies 
for enhancing the capabilities of OCT. Furthermore, the implementation of sophisticated 
detection schemes are of significant importance during the design stages of practical 
OCT systems. These provide the ability to measure low-noise interference signals from 
sub-surface features located at substantial depths [15, 16]. 
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It is useful to compare OCT with the competing technologies of ultrasound and 
microscopy in order to understand its strengths and weaknesses. The main criteria of 
interest are resolution performance, imaging depth and ease of implementation.  
 
The resolution of ultrasound imaging is directly associated with the frequency (or 
wavelength) of the sound waves used [17]. Typically, for clinical applications the 
frequency is set to approximately 10MHz. This results in a spatial resolution of up to 
around 150µm. This is advantageous since sound waves at this frequency are easily 
transmitted into most biological materials and can therefore provide images of structures 
that are immersed at depths of up to several tens of centimetres deep. By increasing the 
source frequency it is possible to improve resolution performance further (100MHz 
results in a spatial resolution of ~15-20µm); however, higher frequencies are strongly 
attenuated in biological tissue and therefore a trade-off is required between penetration 
depth and profiling resolution. In addition, since ultrasonic imaging utilises acoustic 
waves, there is a requirement that direct contact be made between the source and the 
material under investigation. This condition limits the operation of ultrasonic techniques 
to only particular applications.  
 
Confocal microscopy is an alternative imaging technique to OCT that can attain sub-
micron transverse spatial resolutions. This lateral profiling performance is superior to 
that which can be obtained through the implementation of ultrasonic or OCT techniques; 
however, the image penetration of confocal microscopy is limited to only a few hundred 
microns in biological tissues due to their highly scattering characteristics. Therefore, 
since it is the evaluation of sub-surface features that is of significant interest, use of this 
technique is rendered inadequate.   
 
The axial resolution of OCT is determined by the coherence length of the optical source 
used. This has resulted in OCT systems demonstrating resolutions in the 1-15µm regime 
- depending on the optical source used (e.g. a superluminescent diode [18], a 
femtosecond laser [19] or a supercontinuum source [10, 12]). This performance is 
almost 100 times better than standard ultrasound imaging. This confirms that OCT is the 
dominant imaging technology for sub-surface interrogation of micro-structured 
materials. In addition, this non-contact optical technique is ideal for the investigation of 
a multitude of biological materials due to its low attenuation, non-destructive, high-
resolution, and easy access approach. Ultrasound utilises electronic detection to measure 
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dimensions of approximately 100µm, which corresponds to a time resolution of ~10ns – 
the speed of sound in water is ~1500m/s. This can be easily acquired using modern 
electronic devices. In the optical domain, the measurement of a particular structure with 
a resolution of approximately 10µm corresponds to a time resolution of ~30fs. Direct 
electronic detection is not possible on this time scale, therefore interferometric time-
delayed measurements are required.  
 
OCT can be separated into several distinctive areas: time domain, spectral (Fourier) 
domain, swept-source OCT and full-field OCT. These are all unique OCT 
methodologies and have their own advantages and disadvantages.  
 
Time-domain (TD-OCT) operates by varying the optical path length (OPL) in one arm 
of the interferometer (i.e. reference arm) to produce a reflectivity profile as a function of 
depth [1]. There are three different methods to acquire an image using this technique. 
These scanning protocols are known as depth, transverse and en face priorities and will 
be discussed later in this chapter. Moreover, TD-OCT systems must be efficiently 
calibrated against a known reference signal in order to remove acquisition errors (also 
discussed later). TD-OCT was selected as the method of choice for the purposes of this 
work. 
 
Spectral (Fourier) domain OCT operates by sending the interferometer output signal to 
an optical spectrometer for evaluation [20]. This technique requires no scanning 
reference mirror in the interferometer and therefore has no nonlinear reference arm scan 
rate errors to amend. By taking the Fourier transform of the spectrometer signal it is 
possible to obtain an interferogram trace that contains topological information about the 
sample.  
 
Swept source OCT (SS-OCT) is similar to TD-OCT and Fourier domain OCT in that it 
employs a broadband optical source; however, SS-OCT does not obtain an image by 
using the entire bandwidth of the source in individual single-point shots [21]. Instead, it 
builds up the interferogram by capturing individual traces using a small frequency 
window that is swept throughout the available source bandwidth. SS-OCT has the 
ability for rapid acquisition rates but in order to obtain a similar depth resolution to that 
available with TD-OCT or Fourier domain OCT the laser frequency window needs to 
traverse the entire spectral bandwidth of the source. 
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Full-field OCT (FF-OCT - also called en face OCT) is one of the original embodiments 
of OCT, based on white-light interference microscopy [22]. Tomographic images are 
attained by acquiring a series of interferometric images recorded in parallel by an 
arrayed detector (e.g. a CCD camera). Whereas conventional OCT produces axially-
oriented images, FF-OCT acquires images in the en face (transverse) orientation. FF-
OCT is an alternative method to conventional OCT to provide ultrahigh resolution 
images by using a simple halogen lamp instead of a complex laser-based source. 
 
OCT is an established medical and biological imaging technique, and continues to be 
developed within this context; for example, it has already been demonstrated that an 
OCT systems can be configured using entirely fibre optical components. This results in 
a compact and robust evaluation unit that is easily transportable and adaptable for a 
particular application. Endoscopic OCT instruments have also been developed to access 
and probe internal biological tissue [23, 24]. In contrast to developments driven by 
applications in the life sciences, the use of OCT in non-biological applications has 
received considerably less attention and so presents opportunities for novel research. For 
this reason, the focus of this work will concentrate on ultra-high-resolution near-infrared 
(IR) TD-OCT imaging in two unique contexts: non-destructive optical inspection of 
silicon integrated-circuits (IC) and artwork conservation.  
 
OCT imaging as a method of interrogating the structures of 3D architectures 
encapsulated within state-of-the-art silicon ICs could represent a truly novel inspection 
and evaluation process. Not only would it offer a complementary procedure for 
investigating the integrity of semiconductor ICs, it could reveal additional sources of 
device malfunction; for example, OCT already has the ability to expose stress-induced 
artefacts within a sample through the use of polarisation-sensitive OCT [25, 26], so 
could be used to evaluate the effect that packaging-induced stress and strain has on 
device performance and reliability. FF-OCT imaging of ICs has already been reported 
[27]; however, this technology has not been fully developed and remains in its infancy.   
 
Furthermore, OCT can be applied as a tool for the non-destructive and non-invasive 
inspection of sub-surface material deterioration and uniformity. It was reported recently 
that OCT has attracted the attention of conservation scientists [28-31] but still remains 
under-developed in this context compared with its dominant clinical applications.  OCT 
has the potential to provide new depth-resolved data, as yet unobtainable by other 
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methods, which are crucial to understanding physical processes e.g. de-lamination 
between the paint layers and micro-cracking which eventually lead to the structural 
failure of vulnerable works of art. 
 
5.2 Theory  
OCT is based on a classical linear optical technique known as low-coherence 
interferometry which was first devised as a measurement tool for characterising optical 
back-reflections and backscattering in optical fibres and waveguide devices [2]. This 
interferometric approach offers a precise evaluation of the time delayed back-reflected 
light with high-dynamic-range and sensitivity.  
 
The theory associated with OCT is far-reaching and can extend to embrace all imaging 
schemes, optical components, detector performance and arrangements, etc. Therefore, 
this section aims to address the fundamental features of TD-OCT in order to present a 
concise treatment of the essential parameters. 
 
5.2.1 Interference and Coherence 
Low-coherence interferometry measures the sum of the electric-fields of two incident 
light beams rather than their intensity. The form of the oscillating electric-field of a light 
wave can be given by, 
 
( ) ( )kztioeEtE −= ω             (1) 
 
where piυω 2=  and λpi /2=k , with υ  representing frequency and λ representing 
wavelength.  
 
When two optical beams are combined, their electric-fields are summed together, which 
may result in constructive or destructive interference, depending on the relative phase of 
the field oscillations. In order to obtain interference from a single optical source, a 
simple Michelson interferometer can be used. In the context of OCT, one interferometer 
arm is empty and serves as a reference, while the other terminates in the sample, as 
illustrated in Fig. 1.  
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Figure 1 – Experimental Michelson interferometer configuration 
 
The incident beam from the optical source is coupled into the Michelson interferometer 
and is directed onto a 50/50 beamsplitter. This splits the incident beam into two separate 
beams, one of which functions as a reference beam and the other of which functions as 
the signal, or sample, beam. After the beamsplitter, the reference and the sample beams 
travel given distances in the two arms of the interferometer. The reference 
beam, ( )τ−tEr , is reflected from a scanning mirror and the signal beam, ( )tEs , is 
reflected back from the sample under investigation. The two beams then combine again 
at the beamsplitter where they interfere. The output from the interferometer is the sum 
of the electromagnetic fields from both the reference beam and the sample beam. The 
measured electric-field at the output is, 
 
( ) ( ) ( )τ−+= tEtEtE rsoutput          (2) 
 
The detector in the interferometer measures the time integrated optical intensity of the 
output beam that is incident on its surface. This is proportional to the square of the 
magnitude of the incident electromagnetic field integrated over all time, 
 
( ) ( ) ( ) dttEtEI rsoutput ∫
∞
∞−
−+=
2
ττ               (3) 
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This can then be expanded to become, 
 
( ) ( ) ( ) ( ) ( ) ( ) ( )( )dttEtEtEtEdttEdttEI rsrsrsoutput ∫∫∫ ∞
∞−
∗∗
∞
∞−
∞
∞−
−+−+−+= ττττ
22
       (4) 
 
where ( )∗tEs  and ( )∗−τtEr  are the complex conjugates of the electric-fields in the 
sample and reference arms respectively. 
 
The first and second term on the right-hand-side of equation (4) represent the DC mean 
intensities of the returning light from both reference and signal arms, respectively.  The 
third term represents the interference between the light returning from both arms of the 
interferometer. It is this final term that reveals that one can obtain detailed spectral 
information about the optical source through the interference between two waves.  
 
By disregarding the first two DC terms in Equation (4), it can be shown that the Fourier 
transform of ( )tEoutput  is the equivalent to the spectral intensity distribution, ( )ωI  of the 
input source; however, this is only the case if sr EE = . This requires the use of the 
convolution theorem which states that the convolution ( ⊗ ) of two functions ( )tg  and 
( )th  is the equivalent to the following integral [32],  
 
( ) ( ) ( ) ( )dtthtgthtg ∫
∞
∞−
−=⊗ τ           (5) 
 
where ( )th −τ  is a time delayed and time-reversed version of the function ( )th . 
Spectrally, this convolution integral is the equivalent to the product of the Fourier 
transforms of ( )tg  and ( )th . Therefore, the integral in equation (5) can be equated to an 
inverse Fourier transform ( 1−FT ) of the Fourier transformed product of the original 
functions ( )tg  and ( )th , 
 
( ) ( ) ( ) ( ){ }∫
∞
∞−
−
⋅=− ωωτ HGFTdtthtg 1              (6) 
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where ( )ωG and ( )ωH  represent the inverse Fourier transforms of  the functions ( )tg  
and ( )th  given by the equations below, 
( ) ( ) ( )
( ) ( ) ( )dttithH
dttitgG
∫
∫
∞
∞−
∞
∞−
−=
−=
ω
pi
ω
ω
pi
ω
exp
2
1
exp
2
1
           (7) 
 
Therefore, in relation to the interferogram signal detected in an OCT system, we can 
apply the convolution theorem to ( )tEoutput  which reduces the cross-terms of Equation 
(4) to, 
 
( ) ( ) ( ){ } ..1 cceeFTI rsoutput +⋅= ∗− ωωτ            (8) 
 
since, due to symmetry, ( ){ } ( ){ } ( ){ } ( ){ }∗∗ −=−== ττ tEFTtEFTtEFTtEFT  
Therefore,  
 
( ) ( ){ }ωτ IFTIoutput 1−=      (9) 
 
since, ( ) ( ) ( ) ( )∗⋅== ωωωω rs eeeI 2   
 
Equation (9) informs us that the spectral distribution of the optical source therefore 
determines the system’s sensitivity to the optical path difference between the two 
interferometer arms. As a result, the degree of coherence is related to the Fourier 
transform of the source spectrum (and vice versa), implying that the broader the optical 
spectrum, the narrower the coherence function in the time domain. Therefore, the spatial 
window within which interference is observed becomes narrower. This optical gating is 
the phenomenon that determines the axial resolution of the system. 
 
5.2.2 Resolution Performance 
The novelty of OCT compared to other light microscopy techniques is that both the 
lateral and axial resolutions are independent, offering an axial resolution far superior to 
the confocal parameter of the beam. The axial resolution is indirectly proportional to the 
spectral bandwidth of the optical source and can therefore be determined by the 
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coherence length, cl . The coherence length is the spatial width of the field 
autocorrelation produced by the interferometer. The envelope of the field 
autocorrelation is equivalent to the Fourier transform of the power spectrum. For a 
Gaussian spectral distribution, one can calculate the coherence length, and therefore the 
axial resolution z∆  by the following expression, 
 
λ
λ
pi ∆
⋅=∆=
2
02ln2zcl       (10) 
 
where λ∆ is the spectral bandwidth and λ0 is the central wavelength of the optical 
source. Although the assumption that the sample under investigation is a plane mirror is 
a coarse simplification, the derived one-dimensional model of the coherence length 
gives an appropriate measure of the axial resolution on an OCT system [33]. The 
treatment of complex highly scattering materials is an advanced issue and is not 
discussed here.  
 
Since the axial resolution is indirectly proportional to the spectral bandwidth of the 
optical source, it is clear that broad-bandwidth sources are required to achieve high-
axial-resolution. Practically, this can be achieved using a number of different sources 
and will be discussed later in the chapter. 
 
The lateral resolution of an OCT imaging system is exactly the same as for a 
conventional optical microscope. This sets the diffraction-limited spot size to be 
inversely proportional to the numerical aperture (NA) of the focused beam. The lateral 
resolution is determined by the expression, 
 
NAyx /51.0 λ=∆=∆      (11) 
 
High lateral resolution can be achieved by using a high-NA objective lens; however, the 
lateral resolution also influences the confocal parameter, b, of the imaging system. The 
confocal parameter is defined as twice the length of the Raleigh range, zr, and is 
expressed as, 
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







== λ
pi 222 or
w
zb             (12) 
 
where w0  represents the 1/e2  beam radius in the focal-plane. Thus, improving the lateral 
resolution of the system produces a decrease in the depth-of-focus.  
 
In general, OCT imaging is performed using a low-NA focusing lens because it is 
desirable to have a large depth-of-field and use low-coherence interferometry to achieve 
high-axial-resolution. In this regime, the confocal parameter is much larger than the 
coherence length, cb l> . The image resolution is set by the axial coherence length and 
the lateral spot size. This arrangement is in contrast to conventional microscopy since it 
achieves high-axial-resolution independently of the available NA. Nonetheless, this 
configuration is extremely important for particular biomedical applications where the 
available NA is limited. 
 
Fig. 2 provides an illustration of the important resolution and focusing conditions 
associated with OCT.  
 
 
Figure 2 - Illustration of the important OCT resolution parameters associated with (a) 
low-NA and (b) high-NA focusing conditions  
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On the other hand, the possibility of achieving high lateral resolution at the expense of 
reducing the axial depth-of-focus is not entirely ineffective. Tight lateral and axial 
focusing is the trademark of confocal imaging and can therefore be combined with OCT 
techniques to create the field of optical coherence microscopy (OCM) [34]. OCM 
technologies utilise a depth-of-field that is shorter than the coherence length in order to 
differentiate between backscattered signals originating from different depths within a 
sample. This is a useful imaging technique because the coherence gating effect has the 
ability to remove unwanted contributions from scattering planes located in front and 
behind the focal-plane better than the confocal gating effect.  
 
5.3 Dispersion Compensation 
Pulse broadening due to dispersion is an important parameter which must be considered 
in any OCT configuration – pulse broadening and various compensation techniques 
have already been introduced in Chapter 2. If dispersion in the reference arm of the 
interferometer is not matched with that originating from the sample arm, then the cross-
correlation of the reference and sample light will be broadened, reducing the axial 
resolution of the system. Therefore, it is good design practice to carefully account for 
dispersion in all elements of the sample and reference arms. The majority of OCT 
configurations employ a variable dispersion-compensation feature (e.g. a prism pair) in 
the scanning reference arm for efficient and reliable performance.  
 
There are two main sources of dispersion in a typical OCT system. The first is 
associated with the imaging objective lens and the second concerns the actual sample.  
 
The dispersion introduced by the focusing lens is relatively simple to compensate for. 
One solution is to introduce an identical lens, positioned a distance f from the scanning 
mirror, where f is the focal length of the lens, into the reference arm. Care must be taken 
here however since the scanning reference mirror will traverse between planes located 
before and after the exact focal-plane. This will result in the return of a reference arm 
beam which has alternating degrees of collimation as a function of scanning mirror 
position. Therefore, both the mirror and the lens must be positioned on the same 
scanning stage. Another solution would be to introduce a transparent bulk material, 
positioned at Brewster’s angle to minimise back-reflections, of identical refractive index 
into the reference arm. The thickness of the material can be calculated and matched to 
Chapter 5: Ultra-High-Resolution Optical Coherence Tomography for the Characterisation of Silicon 
Integrated-Circuits and Painted and Printed Media  
 206 
the total bulk material seen by the beam across the focusing lens for accurate 
compensation.  
 
The second source of dispersion, introduced by the sample itself, is not so easy to 
balance. Compensation schemes for this situation must consider a number of different 
sample parameters, including refractive index and thickness. In addition, it is possible 
for these values to change as a function of beam position on the sample. There is no 
guarantee that the sample will retain a uniform distribution of physical and material 
parameters during the acquisition of an image; however, it has been demonstrated that it 
is possible to calculate the group velocity dispersion (GVD) of an optical material using 
a simple Michelson interferometer [35]. Hence, it may be possible to integrate the 
evaluation of GVD with the mechanical translation of a prism pair in the reference arm 
to accurately balance the fluctuating sample induced dispersion as a function of lateral 
beam position in real time. This approach would be challenging to implement 
experimentally, therefore a purely mathematical treatment can be adopted which 
performs the same task with reduced complexity. By applying a suitable phase term 
across the acquired interferogram, the dispersion mismatch can be numerically balanced 
since the accumulated phase distortion has been removed [9, 36]. This can be an 
effective post-processing technique which can improve image quality with reduced 
complexity. 
 
5.4 Image Generation 
OCT was originally used to generate cross-sectional images by accumulating a number 
of successive axial measurements of time-delayed backscattered optical echoes at 
different lateral positions across a sample [1]. This is easy to perform since it involves 
the simple lateral translation of the incident focused beam. This low-NA depth priority 
technique is the most common method of OCT image generation; however, it is also 
possible to acquire an image with transverse priority. This is achieved by detecting 
back-reflections or backscattered light at different depths within the sample while 
laterally scanning the incident beam. This high-NA acquisition results in the formation 
of a cross-sectional image that has acquired optical echoes along a lateral direction (e.g. 
x-axis) for different axial steps (e.g. z-axis). Furthermore, this transverse technique can 
be extended to perform OCT imaging with en-face priority by acquiring along a specific 
lateral plane. In this case, the time-delayed optical echoes are detected at a fixed axial 
depth as beam scanning is initiated along both lateral directions (i.e. x- and y-axis). This 
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en-face image generation is analogous to the process implemented in confocal 
microscopy which, in turn, has resulted in the field of OCM – introduced earlier. 
 
Fig. 3 illustrates how OCT image generation is performed under the above mentioned 
conditions. These three scanning protocols are all unique in their ability to interrogate a 
sample depending on the imaging conditions and the application.  
 
Figure 3 – OCT scanning protocols 
 
A critical aspect of OCT image generation concerns the procedure adopted for efficient 
envelope extraction from each acquired interferogram. A simple solution is to perform 
an iterative Fourier-filtering algorithm at every acquisition point; however this can be 
time consuming. Therefore, an improved alternative is to calculate and plot the 
analytical Hilbert transform of each input interferogram [37] - a signal that contains no 
negative frequencies is referred to as an analytical signal. The Hilbert transform 
provides the interferogram envelope by calculating the fast Fourier transform (FFT) of 
the interferogram, setting the FFT coefficients that correspond to negative frequencies to 
zero, then taking the inverse FFT of the result. This algorithm can be described 
mathematically using the expression, 
 
( ){ }{ }
0
1
>
− ℑℑ=
ω
τoutputIH      (13) 
 
where H represents the Hilbert transform, ℑ  the Fourier transform, ( )τoutputI  the 
detector output signal and ω  the spatial frequency in the Fourier domain.  
 
The majority of the OCT images that are presented later in this Chapter used the Hilbert 
transformations to render images from the raw interferogram data. 
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After the data to comprise an image have been obtained, a decision has to be made to 
determine how the image will be viewed. In general, OCT images are displayed in the 
two-dimensional (2D) linear grayscale format; however, depending on the design, data 
acquisition and sensitivity of the detectors used, the measured signals may vary over 
several orders of magnitude. Therefore, it is often appropriate to present the obtained 
image using a logarithmic scale. This expands the dynamic range of the displayed signal 
which is useful when the dynamic range of the acquisition system is high.  
 
Colour images can also be presented but are usually restricted to advanced OCT 
schemes such as OCT elastometry [37, 38], Fourier-domain OCT, SS-OCT or 
polarisation-sensitive OCT, where a samples flexibility or response to wavelength or 
polarisation, respectively, must be adequately portrayed.  
 
5.5 Development of a High-Axial-Resolution High-Dynamic-Range 
OCT interferometer 
The following sections discuss the development, implementation and calibration of a 
high-axial-resolution high-dynamic-range OCT interferometer for non-destructive 
evaluation and inspection of silicon ICs and artwork conservation. All of the work 
presented here was undertaken by the author; however, the efforts of Bernd Stark and 
Michael Renner (both final year MPhys project students) must be acknowledged for 
their contributions towards the development and calibration of the initial system (Bernd) 
and enhanced system (Michael).   
 
5.5.1 Initial Configuration 
The foundation of the initial, and subsequent, OCT configurations was a free-space 
Michelson interferometer. This free-space configuration is advantageous due to its 
experimental versatility since it is straightforward to modify and create different optical 
arrangements by introducing standard free-space optical components. This is in contrast 
to the fibre-optical OCT system where the insertion of additional materials and 
components along the beam path is difficult to implement. An illustration of the initial 
experimental configuration is given in Fig. 4. 
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Figure 4 – Initial experimental configuration 
 
The low-coherence optical source adopted was a stretched-pulse erbium-doped fibre 
laser – this laser has been extensively discussed in Chapter 2. It delivered ~160fs optical 
pulses at a repetition rate of 32MHz and an average power of ~75mW. The optical 
bandwidth was approximately 80nm. The fibre laser output beam was collimated and 
coupled into the Michelson interferometer where it was then split by a 45/55 pellicle 
beamsplitter (Thorlabs – CM1-BP3). The thickness of the beamsplitter’s thin film was 
~2µm and its transmission/reflection window was situated in the spectral region 
between 1-2µm. The transmitted (reflected) light at the beamsplitter then traversed the 
reference arm (sample arm) where it was reflected by the scanning mirror (sample under 
investigation) and returned to the beamsplitter. The two interfering beams were then 
collected by an indium gallium arsenide (InGaAs) photodiode. The resulting 
interferogram traces were displayed on a Tektronix TDS3032 oscilloscope which was 
connected to a personal computer (PC) via the GPIB interface. This enabled rapid 
acquisition and processing of the data in the MATLAB computing environment. The 
scanning reference arm featured a piezo-driven flexure translation stage which initially 
contained a standard highly-reflective plane gold mirror and was driven by a high 
voltage power supply and signal generator. The plane mirror was later replaced with a 
highly-reflective gold retro-reflector in order to double the available scanning range. 
The entire flexure-stage scanning unit was then mounted on top of a second standard 
translation stage and secured to the optical bench. The available scanning range of the 
flexure-stage was measured to be approximately 300µm. This was calibrated by relating 
the change of the interferogram peak position on the oscilloscope to a manual offset of 
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100µm on the translation stage. The total available data range of the oscilloscope (10000 
points) was then matched to a half-period of the sinusoidal waveform delivered to the 
flexure-stage in order to match one oscilloscope screen shot to one full axial scan – the 
peaks and troughs of the sinusoidal waveform represented the turning points of the 
flexure-stage. The sample was mounted onto a high-precision automated xyz translation 
stage (Applied Scientific Instruments – MS2000-XYZ) which was controlled in 
MATLAB through the RS232 interface. 
 
A key component in the sample arm was the focusing lens. A number of possible 
options were considered and implemented throughout this work in order to obtain the 
optimum image generation from the OCT system. The various options investigated are 
described below. 
 
The first approach was to use a commercially available microscope objective lens. 
Unfortunately, it became evident that the excessively large glass lens system, with a 
total length of 12cm, introduced intolerably high loss and dispersion. This resulted in an 
incredibly broad interferogram trace which had poor signal contrast. An attempt was 
made to balance the objective lens dispersion by introducing various amounts of glass 
into the reference arm; however the combined effects of attenuation and dispersion 
could not be reversed. 
 
The second attempt was the application of a reflective objective lens. The working 
principle of this lens is based on convex and concave mirrors instead of bulk glass 
lenses. This arrangement is advantageous since the removal of glass in the sample arm 
would result in the need for no dispersion compensation in the reference arm. Although 
this approach appeared promising, this attempt also failed. A deformation in the lens’ 
interior housing caused significant alignment and focusing issues which prevented the 
formation of an interferogram.  
 
The final option was to investigate the use of aspheric lenses. The minimal dispersion 
introduced by these relatively thin components could be easily balanced in the reference 
arm and due to their abundance in the lab it was possible to examine a variety of 
different materials and focal lengths, etc. Eventually a suitable lens was selected which 
was made of tantalum crown glass (TAC4), offering high transmission at 1550nm and 
had a relatively short focal length of 11mm, which resulted in a usable confocal 
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parameter, b, of ~307µm and a lateral resolution, x∆ , of ~17.4µm. The dispersion 
introduced by this lens was calculated by modelling the group delay dispersion (GDD) 
introduced by 2.87mm of TAC4 glass. This was achieved through consideration of the 
appropriate Sellmeier equation. The result (-14fs2 at 1550nm) demonstrated that the 
TAC4 induced dispersion could be cancelled out by introducing 800µm of BK7 glass 
into the Michelson reference arm. 800µm of BK7 corresponds to a thickness which is 
less than that measured across one microscope slide (~1mm), therefore this almost 
negligible dispersion was balanced with a single microscope slide in the reference arm.  
 
5.5.2 Calibration 
A key feature of any imaging system is its resolution performance, therefore the initial 
measurement which had to be recorded was the interferogram generated when using the 
erbium-doped fibre laser. Since the axial resolution of an OCT system is determined by 
the bandwidth of the optical source it was vital to acquire an accurate measurement of 
the resulting interferogram. As was reported in Chapter 2, the operation of a stretched-
pulse erbium-doped fibre laser can be sensitive to environmental factors such as air 
currents or vibrations. This proved to be the case during the early stages of this work as 
the laser’s mode-locking mechanism would fail on several occasions, resulting in the 
need to continually monitor and adjust the lasers intra-cavity wave plates in order to 
control its mode-locked performance and spectral output. In doing so, the spectral shape 
of the laser would change slightly at various intervals during the experimental efforts; 
however, the spectral bandwidth remained approximately constant. The optical spectrum 
of the erbium-doped fibre laser is presented in Fig. 5. This was acquired using a Rees 
E200 Series Optical Spectrum Analyser (OSA) - measurement resolution 0.3nm. 
 
Figure 5 – Stretched-pulse Er:fibre laser optical spectrum acquired using a Rees E200 
Series OSA (measurement resolution 0.3nm) . Disregard the offset on the left-hand-
side of the spectrum – this was artificially induced by the detection electronics 
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Figure 6 – Interferogram measured with a gold mirror positioned in the sample arm. 
The FWHM is 18µm 
 
 
The interferogram recorded using a simple planar gold mirror in the reference arm had a 
measured full width at half maximum (FWHM) of ~18µm (Fig. 6). The theoretical 
FWHM value for a Gaussian shaped spectral distribution was calculated to be ~15µm 
according to equation (10).  
 
5.5.3 Glass Cover-Slide Evaluation 
A microscope cover-slide is an ideal source of additional calibration for OCT systems. 
The basic functionality of an OCT system is to sensitively detect optical echoes from 
different axially displaced surfaces within a sample, therefore since a cover-slide has 
only two equally spaced reflecting surfaces it acts as the perfect initial sample under 
investigation. The thickness of the cover-slide was measured to be ~100µm. This set an 
accurate axial displacement target to compare against the calibrated cover-slide 
interferogram trace. If the distance between the two peaks of the optical interferogram 
matched the 100µm measured in air previously then it would confirm that our system 
was suitably calibrated. Fig. 7. shows the interferogram trace of the cover-slide 
measured in glass (n~1.5). It is clear that the peak-to-peak separation distance measured 
on the interferogram matches the 100µm recorded beforehand, after considering the 
refractive index of glass, and that our system recorded strong back-reflections each time. 
Note here that all subsequent interferogram traces or OCT images have their axial 
distance calibrated for acquisition in air – unless stated otherwise. 
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Figure 7 – Acquired interferogram trace of a microscope cover-slide of thickness 
100µm – measured in air. The axial distance of the interferogram is that measured in 
glass (refractive index, n~1.5)  
 
 
The calibration images acquired above suggested that the initial OCT imaging system 
was ultimately limited by its axial resolution in its ability to produce high quality sub-
surface evaluations of silicon ICs and artwork conservation. Although the results 
acquired are of a suitable level for basic preliminary examinations of highly reflective 
simple planer surfaces, the detection of depth-resolved sub-micron features remains to 
be achieved.  
 
The main limiting factors in this configuration can be separated into two different 
categories. The most obvious is the relatively large axial resolution performance of 
18µm. This value is in good agreement to the theoretically predicted value of 15µm 
when the erbium-doped fibre laser spectral bandwidth of ~80nm is taken into 
consideration; however, it is too large for suitable material interrogation. Therefore, an 
optical source with a larger spectral bandwidth is required since the axial resolution is 
inversely proportional to this parameter. An ideal solution is to generate a 
supercontinuum (SC) within a highly nonlinear fibre (HNLF) by spectrally broadening 
the input optical pulses that traverse the length of the fibre.  
 
Moreover, an additional constraint may be the system’s signal-to-noise (S/N) ratio. It is 
clear that this can be improved by acquiring a heavily averaged signal at each lateral 
position across a sample; however, this approach is extremely primitive and lacks the 
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sophistication required to accurately distinguish small signal levels that are concealed 
beneath large noise levels. A suitable solution is to implement the use of a balanced-
detection scheme into the system [39]. This is an efficient source noise rejection 
technique that can be employed using a wide variety of different OCT configurations.  
 
These two performance-enhancing features will be considered and their implementation 
into an improved OCT system discussed.  
 
5.5.4 Supercontinuum Generation  
A SC source is considered to be that which can generate a high-brightness, broadband 
continuous spectral distribution. This can be achieved by transmitting an ultrashort 
optical pulse of high peak power through a nonlinear material which has unique 
dispersive properties. SC generation therefore is easily implemented in optical fibres due 
to their confined cross-sectional propagation area and because their dispersive 
conditions can be tailored with high accuracy during fabrication; examples of such 
fibres include dispersion-shifted, dispersion flattened and novel photonic crystal fibres 
(PCF).  
 
There are several nonlinear optical processes which can take place to induce SC 
generation. These processes fall into four main categories: self-phase modulation 
(SPM), stimulated Raman scattering (SRS), soliton self-frequency shifting (SSFS) and 
four-wave mixing (FWM) [40]. These mechanisms can either contribute individually or 
as a collective mixture to produce a SC. All of these effects are dependent on the 
magnitude and sign of the fibre dispersion at the central wavelength of the propagating 
input pump pulse. Moreover, these components are also sensitive to the spectral 
location(s) of the fibre’s zero-dispersion wavelength(s). In order to generate a SC that 
has the widest spectral range it is a general requirement that the zero-dispersion 
wavelength is located as close to the centre wavelength of the pump as possible.  
 
The following offers a brief description of the above mentioned principal nonlinear 
processes responsible for SC generation: 
 
SPM is the primary mechanism for SC generation in optical fibres [41] that exhibit 
normal dispersion at the pump central wavelength since it is not possible for a soliton to 
form which would cancel out the SC process. As discussed in Chapter 2, SPM is the 
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result of an intensity-dependent refractive index change which introduces a phase shift 
of the propagating pulse that is a function of time. Therefore, a time-dependent 
frequency shift (chirp) is created which broadens the width of the initial pump spectrum 
as new spectral components are continuously created as the pump traverses the fibre. 
Nonetheless, note that SPM in isolation is seldom sufficient for extensive SC 
generation.   
 
SRS describes an inelastic interaction between the propagating pump pulse and the fibre 
material where incident photons can excite the fibre material’s vibrational states which 
results in the loss of some photon energy and momentum [42]. This loss of energy red-
shifts (shifts to longer wavelengths) the incident pump pulse (this is known as Stokes 
scattering). A blue-shifted pump pulse can also emerge (known as Anti-Stokes 
scattering); however this requires the transfer of excited phonon energy to the pump 
photons. This is less likely to materialise since the probability of this event taking place 
is very low.   
 
If the pump central wavelength is located close to the zero-dispersion wavelength then 
the combination of SPM and SRS will broaden the spectrum into the anomalous 
dispersion regime. This is an ideal situation for soliton formation. Optical solitons 
generally experience a down-shift of their carrier frequency (a red-shift of their 
wavelength) which increases with pump power. This effect is called a soliton self-
frequency shift (SSFS) [43]. 
 
Four-wave mixing (FWM) is a third-order nonlinear effect that can utilise an optical 
fibre to mediate the interaction of optical frequencies to induce the generation of other 
frequencies [44]. There is no energy exchange between the wave and the medium 
(unlike SRS). In this case, energy is transferred to lower and higher frequencies that did 
not originally exist in the pump spectrum. This process is dependent on the phase-
matching and energy conservation conditions, 
 
  ( ) 0/221144332143 =−−+=−−+=∆ cnnnnkkkkk ωωωω      (14) 
 
which satisfies the need for energy conservation between each frequency. It is generally 
straight-forward to create a case where ω1=ω2, therefore, if a strong pump wave is 
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efficiently coupled into an optical fibre it can generate two sidebands located 
symmetrically at frequencies ω3 and ω4, where  213 ωωω =>  and 214 ωωω =< . 
 
For the purposes of this work, it is highly desirable to implement a source with a broad 
bandwidth in an OCT system since the axial profiling resolution is proportional to the 
inverse of the source bandwidth. Therefore, SC generation was investigated using 
several types of highly nonlinear optical fibre.   
 
The initial attempts towards SC generation considered two different types of HNLF: the 
first was a germanium-doped fibre and the second was a chalcogenide based fibre. Both 
fibres failed to produce a suitable SC for OCT applications simply because the input 
pump power from the Er:fibre laser was too low (~75mW average power); however, 
there were characteristic signs of stimulated nonlinear effects that were observed for 
both HNLFs – early SSFS and FWM were measured from the germanium-doped fibre 
and the chalcogenide based fibre, respectively. 
 
Although these nonlinear processes were only starting to develop and broaden the input 
optical spectrum, these preliminary results suggested that ideal SC generation might still 
be possible if the input pump power could be increased. We therefore developed an 
erbium-doped fibre amplifier (EDFA) which could be fibre-coupled onto a length of 
HNLF for suitable SC generation. The exact details of the EDFA’s construction and 
characterisation were described in Chapter 2; however, the key EDFA parameters to 
note are that the output pulse duration was measured to be approximately 160fs (after 
dispersion compensation) and the average output power was ~200mW.   
 
Once the EDFA was implemented and optimised for the OCT configuration the process 
of investigating SC generation was revisited. The first fibre to be considered was the 
chalcogenide based fibre since its earlier result showed the greatest promise. This fibre 
had a length, mode field diameter, chromatic dispersion and chromatic dispersion slope 
(measured at 1.55µm) of 75cm, 3.78µm, 4.1ps/nm/km, and 0.021ps/nm2/km. The 
increased power from the EDFA was coupled into the chalcogenide HNLF by fusion 
splicing the EDFA’s dispersion compensation SMF28 fibre and the HNLF together; 
however, the direct core mismatch resulted in an unavoidable loss of total available 
coupling power. The result obtained highlighted an improved performance which was 
dominated by FWM. This is clearly illustrated by the SC peaks located on both sides of 
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the 1.55µm pump wavelength (Fig. 15). Although the extremes of this SC extend toward 
0.2µm and 1.95µm, there were significant portions of the generated spectrum that 
contained no intensity at all and therefore was unsuitable for the OCT system.     
 
Figure 15 – Supercontinuum Generation – chalcogenide-based fibre result 
 
The second fibre to be examined was a germanium-doped polarisation-maintaining 
dispersion-shifted HNLF (PM-DS-HNLF) [45]. This was an ideal fibre to use since its 
characteristics were tailored for efficient SC generation when optically pumped at 
1.55µm. This fibre had a length, mode field diameter and chromatic dispersion slope 
(measured at 1.55µm) of 100m, 3.7µm and -1.3ps/nm2/km. The resulting SC had a 
broad bandwidth which was almost octave-spanning (1.25µm to 2.1µm) with a peak 
intensity located at the pump wavelength of 1.55µm. The spectral distribution observed 
can be described by the characteristic nonlinear processes SRS and SSFS. An important 
parameter associated with this fibre is that the polarisation state that enters the fibre is 
maintained along its entire length. This makes it possible to manipulate the generated 
SC distribution by controlling the launched input polarisation state through the 
implementation of stress-induced birefringence fibre polarisation controllers. By 
changing the launched polarisation state it is possible to redistribute the spectral 
intensity of the pump beam into either the slow or fast axis of the fibre. The result is a 
modified SC spectral width and shape. This was investigated and optimised for the OCT 
system. Fig. 16 illustrates a number of possible spectral distributions under such an 
arrangement.  
 
I would like to acknowledge Dr. Henry Bookey for providing the PM-DS-HNLF. 
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Figure 16 – Supercontinuum Generation – PM-DS-HNLF. The resulting spectral 
distributions (as illustrated) could be manipulated through the use of a fibre-based 
polarisation controller 
 
Although the observed SC presented in Fig. 16 was almost octave-spanning and its 
spectral distribution controlled through polarisation controllers, the total fibre length of 
100m suggested that the generated continuum may have encountered significant 
attenuation as it propagated along the fibre. Prolonged attenuation can suppress the SC 
generation process and therefore result in an observed spectrum that is an altered version 
of that initially produced over a shorter fibre length. As a result, a SC fibre cut-back 
measurement was taken to ensure optimum performance from the PM-DS-HNLF. This 
involved removing a 2m length of fibre from the reel and acquiring several SC 
measurements as the input pump power from the EDFA was increased from minimum 
to optimum power (in steps of 30mW, 75mW, 125mW and 200mW) with the effects of 
polarisation optimised at each interval. There were a total of three stages to this process. 
At each stage the fibre was halved and the measurements repeated. When the fibre 
length was 25cm it was no longer possible to easily splice the two fibres together; 
therefore, the process did not continue. The results are presented in Fig. 17 (a) – (d).  
 
It is clear to see from Fig. 17 that this fibre cut-back measurement produced interesting 
results; however the generated supercontinuua never exceeded the spectral bandwidth 
of that obtained initially, nor did they yield a preferable (i.e. Gaussian) spectral 
distribution. Therefore, the remaining 98m of PM-DS-HNLF was spliced back into the 
system and the original SC used as the optical source. 
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Figure 17 – Supercontinuum Generation cut-back analysis with resulting 
supercontinuum traces acquired at (a) 2m, (b) 1m, (c) 50cm and (d) 25cm of fibre at 
EDFA output powers of 30mW, 75mW, 125mW and 200mW  
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5.5.5 Balanced-Detection 
One of the principal components in an OCT imaging system is the optical detector. 
Optical detectors can be categorised according to a number of different performance 
parameters. These include noise equivalent power (NEP) (this is the optical input power 
required to achieve a S/N ratio of 1), a spectral sensitivity (∆λ) that isolates the required 
wavelengths for a given application and the ease of implementation. These are all 
important performance-enhancing characteristics; however the overall performance of a 
single detector can be limited by unwanted internal noise - examples of which include 
photon noise (i.e. the random arrival of photons), photoelectron noise (i.e. photocarrier-
generation efficiency) and receiver circuit noise (i.e. noise associated with passive 
electronic components within the detector). These parameters can be suppressed through 
detector research and development; however it is simply not possible for a single 
detector to eliminate noise that emanates from an external source.  
 
Intensity noise fluctuations from the optical source can substantially degrade detector 
and hence system performance. Therefore, an ideal solution to overcome this issue is to 
employ the use of a balanced-detection scheme [39]. This configuration (Fig. 18) utilises 
two identical detectors and offers two main advantages over the single-detector 
alternative. The first is an increase in the system performance since intensity 
fluctuations from the source are cancelled out. The second is the ability to obtain an 
improved level of performance with reduced source power since both beamsplitter 
outputs are collected by the two detectors, minimising discarded source power.  
 
Figure 18 – Conceptual sketch outlining the principal of balanced-detection. The 
signal emanating from the reference arm sees no phase change on both transmission 
and reflection, whereas the sample arm signal sees a 180° phase change on reflection, 
but not in transmission. This enables the cancelation of source noise through 
photodiode signal subtraction 
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A major requirement for effective balanced-detection is ensuring that the source noise in 
each detector arrives in-phase (this is always the case), whereas the beat signal from the 
interfered reference and sample arms arrive 180° out-of-phase [46]. This is generally 
realised by considering the reflection-induced phase changes at the final beamsplitter 
before the detectors. The reference arm signal sees no phase change on either 
transmission or reflection at the beamsplitter, whereas the sample arm signal sees a 180° 
phase change on reflection, but not in transmission. Since the source noise after the 
beamsplitter outputs is in phase, the signal and noise can be separated (see Fig. 18). 
Therefore, when the 180° phase change is observed, by subtracting the two detector 
input signals, the source noise can be suppressed. The result is a balanced-detection S/N 
ratio that out performs that which is possible under conventional single-detector 
configurations; however, note that if the phase change is not observed and both noise 
and sample signals arrive in phase then the resulting signal subtraction reduces the 
output signal to zero. This performance was modelled in MATLAB and the results 
illustrated in Fig. 19 (a) for the in-phase arrangement and in (b) for the 180° out-of-
phase arrangement.   
 
 
Figure 19 – Balanced-detection model results (a) The resulting balanced-detection 
output signal (red line) when the two detector signals (blue and green lines) are in 
phase and (b) when they are 180° out-of-phase 
 
 
The detectors utilised in this work were extended indium gallium arsenide (Ext InGaAs) 
PIN photodiodes (model number IGA1.9-010, from Electro-Optical Systems). The 
photodiodes operated using a reversed bias voltage which was supplied by a 9V battery. 
The output voltage, which was proportional to the photocurrent and hence the intensity 
of the incident light, was measured across a 10k resistor. The photodiodes had a spectral 
responsivity ranging from 1.2µm to 2.1µm which coincided with the expected 
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bandwidth of the generated SC source. The NEP at 2.2µm (4x10-13 W/Hz1/2) was 
relatively high compared to detectors in the visible regime. This is due to the reduced 
bandgap which increases the level of thermal noise. The responsivity at 2.2µm (1.2 
A/W) is equal to a quantum efficiency of about 68%. 
 
The signals coming from both photodiodes were subtracted using an instrumentation 
amplifier (AD620). The circuit is depicted in Fig.20. This circuit contained a suitable 
variable resistor (100kΩ) in order to control the gain of the output signal when input 
signal levels were low or to reduce the signal level to within the +1V acceptance level of 
the A2D card (this requirement is discussed later).  
 
Figure 20 – Electronic circuit used for balanced-detection. The operational amplifier 
used is an instrumentation amplifier (AD620) 
 
 
5.6 Experimental Implementation and Calibration 
The experimental configuration that was implemented was a modified version of the 
earlier system described earlier. This was adapted again later to incorporate the 
balanced-detection scheme.  
 
The linearly-polarised output from a modelocked stretched-pulse Er:fibre laser, 
operating at 1.55µm, was relay coupled into an EDFA to generate intense ultrafast 
optical pulses.  The Er:fibre laser emitted ~160fs pulses at a repetition rate of 32 MHz 
with an average output power of 60mW.  The resulting pulses from the EDFA were 
compressed using a suitable length of negative-dispersion SMF28 telecommunications 
optical fibre and measured to have durations of approximately 160fs with an average 
power of 200mW. The SMF28 fibre was fusion spliced onto a 100m length of PM-DS-
HNLF to produce an optical bandwidth spanning 1.25 - 2.1µm.  The SC was collimated 
using a suitable aspheric lens positioned on a fibre micro-block and coupled into a 
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standard Michelson interferometer that was optimised for minimum dispersion 
mismatch between the reference and sample arms.  The reference arm initially used a 
double-passed scanning retro-reflector mirror to increase the optical observation 
window within the sample and the detector was an Ext InGaAs photodiode with an 
optical sensitivity covering 0.8 - 2.1µm. The resulting interferogram traces were 
displayed on a 9-bit vertical resolution Tektronix TDS3032 oscilloscope for real-time 
analysis. The OCT interferometer incorporated a 2-µm-thick pellicle beamsplitter with a 
45% - 55% reflectivity range from 1 - 2µm. The focusing lens was changed from the 
11mm focal length TAC4 aspheric lens to an uncoated 125mm focal length BK7 singlet 
( x∆ =197µm, b=39.6mm) in order to concentrate on the axial resolution performance.  
 
To calibrate our system we employed a HeNe-based Michelson interferometer to 
measure the displacement of the double-passed scanning retro-reflector used in the OCT 
interferometer.  This allowed us to accurately determine the effective optical path length 
(OPL) of the reference arm, taking into account the acceleration / deceleration of the 
scanning retro-reflector, yielding a displacement scale for the OCT images. The 
resolution of our system was measured to be 2.5 µm (displacement) in air by extracting 
the envelope of the interferogram by taking its Hilbert-transform, then low-pass-filtering 
the result to obtain a smooth trace. The interferogram and envelope are shown in Fig. 
21, where the scale is the effective displacement of the end-mirror in the reference arm, 
corresponding to the depth in an OCT image.  
 
The bandwidth and profile of the OCT spectrum was measured by Fourier-transforming 
the interferogram shown in Fig. 21, and the resulting spectrum is shown in Fig. 22. The 
spectral bandwidth and shape are very similar to that recorded earlier using a 
monochromator, confirming that the OCT interferometer did not reduce the spectral 
bandwidth available in the SC.  As a preliminary image we recorded an OCT section of 
a 145µm thick cover-slide. This image is shown in Fig. 23, with a depth scale that is 
corrected for refractive index (n~1.5), and the separation between the top and bottom 
surfaces of the slide is clearly visible and matches the expected physical thickness 
exactly. This axial profiling performance is clearly superior to that obtained previously 
using the initial system (see Fig. 7). 
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Figure 21 - Measured interferogram (green line) in air revealing 2.5 µm displacement 
resolution, and the resulting Hilbert-transform envelope (black dashed line) with 
accompanying HeNe fringes (blue) for calibration.  The total optical path difference 
between the interferometer arms is twice the displacement of the reference arm and 
the OCT reference and sample arms both contained gold end-mirrors. 
 
 
 
Figure 22 - Spectral content obtained through a Fourier-Transformation of the 
measured interferogram 
 
 
Figure 23 - OCT image of a cover-slide, with a physical depth scale corrected for the 
refractive index of the slide (n~1.5).  
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To include the balanced-detection scheme required a further modification of the 
experimental configuration. It was not possible to utilise only one beamsplitter in this 
arrangement, therefore a second beamsplitter was implemented but at the expense of 
returning to only a single-pass of the retro-reflecting reference arm mirror. This reduced 
the total optical scan range (i.e. axial profiling depth within the sample); however this 
had to be traded-off in return for improved system performance. The final experimental 
configuration is illustrated in Fig. 24.  
 
 
Figure 24 – Final experimental configuration utilising a supercontinuum source, 
balanced detection and a HeNe calibrated reference arm  
 
 
Naturally, a vital aspect of the balanced-detection scheme is that the two detectors 
receive the same (i.e. balanced) optical power after transmission/reflection from the 
beamsplitter. This can be controlled by the transmission coefficient of the beamsplitter. 
The ideal case is when the beamsplitter acts as a perfect 50/50 coupler; however, if the 
beamsplitter does not correspond to this requirement then the system performance will 
be degraded. If one detector collects significantly more optical power than the other then 
the system will effectively operate in the single-detector regime since one detector 
becomes dominant.  It is possible to influence an unbalanced scheme by introducing 
controllable attenuation. This may be implemented as a neutral-density filter wheel or, 
more crudely, by offsetting the optimum detector position slightly. 
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A rather obvious requirement in a balanced-detection scheme is that the two detectors 
have matching performance. It would be foolish to implement an optically balanced 
configuration with unbalanced detectors. A simple solution here, to remove any possible 
error, would be to employ identical detectors. 
 
The experimental influence of balanced-detection is presented in Fig. 25. The signals 
from two photodiodes have been collected, normalised and displayed individually. 
These two signals have a significant noise level (the S/N ratio was measured to be 18.4) 
which would limit an OCT system; however, the resulting balanced-detection signal 
generates an improved OCT interferogram with an enhanced S/N ratio (the improved 
S/N ratio was measured to be 93).  
 
 
Figure 25 – Experimental balanced-detection verification to highlight the improved 
S/N ratio 
 
 
In addition, to improve the lateral resolution of our system the original 11mm focal 
length TAC4 aspheric lens was re-introduced. The dispersion mismatch between the 
sample and reference arms was investigated by inserting a stack of BK7 microscope 
slides in the reference arm. Although the initial configuration required only a single 
microscope slide for adequate compensation, this had to be reassessed since an almost 
octave-spanning SC source was now implemented. The conclusion was that a stack of 8 
microscope slides produced the optimum performance (i.e. the narrowest interferogram 
with a symmetric distribution).  
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Furthermore, to improve the data analysis stage of the system an Adlink PCI-9812 
analogue-to-digital (A2D) card with a 12-bit vertical and ~20MHz sampling resolution 
was configured into a PC and used to acquire the resulting HeNe and OCT 
interferograms. This addition permitted the acquisition and manipulation of a greater 
data set at higher speeds; however, the A2D card could only accept a peak-to-peak OCT 
interferogram signal of less than 2V. Therefore, the variable gain on the balanced-
detection circuit had to be adjusted for output signal control.  
 
5.7 Silicon Integrated-Circuit Results 
The target application of our OCT system was to develop a truly novel inspection 
technology for silicon IC failure analysis (FA). It was stated previously that there have 
been limited studies into OCT-based IC evaluation [27], hence it is highly desirable to 
develop an additional characterisation tool to aid the progression of semiconductor 
device FA.  
 
The device under test was the Azuma Optical Probe Test Chip (OPTC) developed by 
Schlumberger. This IC was fabricated to serve as an optical, electrical and focused ion 
beam (FIB) test bed to assess the functionality of both the chip itself and the analytical 
evaluation tools mentioned. The Azuma OPTC chip contains a collection of individually 
fabricated circuits and structures located on a die size of 4766.6µm2. This area describes 
the silicon die only and does not consider the protective plastic seal ring which is 
located around the die perimeter.  Unfortunately, the device support information only 
contained a floor-plan schematic of this area to indicate where exactly these features 
could be found. Therefore, an infrared laser scanning microscope (IR-LSM) was utilised 
to obtain a reflectivity floor-plan of the chip. This was acquired by overlaying a number 
of LSM images together since a suitable objective lens was not available to map out the 
entire die area in one single image; however, this created dark to light boundary features 
located across the image due to overlapping the individual images of varying contrast.   
 
This reflectivity image is presented in Fig. 26 (a) and highlights the individual test 
features as well as the scan directions chosen for OCT analysis. The schematic floor-
plan is illustrated in Fig. 26 (b). Note that the schematic diagram has been flipped to 
coincide with the scan directions and device features given in Fig. 26 (a).  The scan 
direction was limited in the vertical direction (towards the bottom of the chip) due to the 
restricted range of the sample mounted translation stage.  It is clear that both the LSM 
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reflection image and the device schematic are in agreement with each other. This allows 
for exact OCT image calibration since the measured feature positions on the chip can be 
mapped back to the precise coordinates given by the device schematic.     
 
 
Figure 26 – Azuma Chip – (a) LSM fabrication floor plan highlighting specific device 
features and OCT scan directions (dotted red lines) and (b) a schematic diagram of 
the chip floor-plan highlighting specific device features and the protective plastic seal 
ring around the die perimeter 
 
 
The first OCT silicon IC images, acquired along scan direction 1, are presented in Fig. 
27 (a) and (b). The scan started from a position on the protective seal ring and finished 
at the opposite position located across the chip. This is verified on the OCT images by 
the acquisition of no sub-surface information at the extremes of each scan. The 
difference between these two images is the representation of OPL and how it affects 
OCT image interpretation. The refractive index, n, of silicon is approximately 3.5; hence 
any change in sample depth will be amplified by a factor of 3.5 since the OPL is nL, 
where L represents the physical length (or depth) of the inspected sample. Therefore, 
Fig. 27 (a) reveals that the silicon substrate is not perfectly uniform. Since the device 
layer of the chip was almost certainly fabricated on a linear platform, the deviation from 
uniformity of this layer on the initial OCT image suggests that the substrate thickness 
must be increasing, indicating a non-uniformity introduced by the chemical substrate-
thinning process known to have been used on this device. This has been taken into 
consideration and, in order to present a more intuitive physical representation of the 
OCT images, all subsequent raw OCT images have been manipulated to remove any 
uniformity offset. This is illustrated in Fig. 27 (b).  
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Figure 27 – Initial OCT Images of Azuma Chip – (a) The initial non-uniform OCT 
image and (b) the amended linear image.   
 
 
 
 
Figure 28 – OCT Images of Azuma Chip – The scan directions presented in (a)-(d) are 
highlighted by the red dotted lines in Fig. 19 (above) 
 
 
Chapter 5: Ultra-High-Resolution Optical Coherence Tomography for the Characterisation of Silicon 
Integrated-Circuits and Painted and Printed Media  
 230 
The remaining OCT images, acquired at scan directions 1 through 4, are presented in 
Fig. 28 (a)-(d), respectively. These images have been amended to compensate for 
substrate non-uniformity. It is clear from these images that not only is the substrate non-
uniform in the horizontal direction across the chip, it is also non-uniform across the 
vertical direction. This is confirmed by observing a continuous decrease in substrate 
thickness as the vertical scan direction is changed. This information has provided, for 
the first time, an OCT-based silicon IC characterisation tool for the assessment of device 
substrate uniformity. The ability to optically monitor substrate thickness offers a novel 
technology for assessing substrate polishing/thinning performance for device FA and 
quality control.   
 
With regard to the inspection of sub-surface features on the chip, it is possible to infer 
additional information from the OCT scans. Scan direction 1 (Fig. 28 (a)) traversed a 
sequence of metallisation interconnections located at the perimeter of the device. These 
metal features were easy to investigate and observe due to their repetitive sequencing. 
This was observed on the OCT image as a periodic array of high and low reflectivity 
regions. In addition, towards the end of the scan it is clear that the single periodic track 
splits off into two depth-resolved features. This can be explained due to the slightly 
offset scan direction (the probe beam passes from one feature across to the adjacent 
feature) and the axial displacement of adjacent features due to the photolithography 
fabrication process. This image therefore reveals that not only is it possible to 
interrogate substrate thickness using this technology, it is also possible to assess the 
quality of device packaging and interconnection inspection. This would provide an 
alternative FA inspection tool for the evaluation of electronic device read-out.  
 
The device information provided by Fig. 28 (b) highlights a number of interesting 
attributes about the sub-surface features under inspection. The first is the non-uniformity 
of the substrate thickness which has been discussed already. The second is that both the 
metal interconnected tracks located around the device perimeter and the largest chip test 
circuit are clearly identifiable and can be compared and calibrated against the LSM 
reflectivity image as presented in Fig. 26 (a) and (b). Fig. 29 (a) illustrates the calibrated 
OCT image acquired across the red dotted scan direction line and Fig. 29 (b) illustrates 
the LSM image. These two images reveal that there is a direct overlay between both the 
metal tracks and the large circuit feature. This is supported by the fact that the majority 
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of the device content at this particular location is redundant space; therefore the only 
interruptions along the OCT scan line direction will correspond to individual features.  
 
 
Figure 29 – Calibrated overlay between (a) the OCT image and (b) the LSM 
reflectance image. The OCT image was acquired along the scan direction indicated by 
the dotted red line 
 
 
The third point about this image is the most important with regard to feature recognition. 
After closer inspection of both the acquired OCT image at scan direction 2 and the LSM 
floor-plan, it was noted that the circuit feature section on the OCT image and the circuit 
feature itself share a common connection. The OCT image appears to reveal a periodic 
structure that distinguishes itself from the majority of the scan. This structure has an 
angled distribution which is normal to the incident beam at the centre but fans out 
towards the edges. This can be explained after closer examination of the circuit feature 
using the LSM image. Fig. 30 (a) and (b) compare and contrast the two recorded images 
and confirm that this structural distribution across the OCT image corresponds to a 
radial fabrication distribution of the circuit feature. It is fortunate that the beam path 
traverses a location near the edge of this circuit since these positions will uncover the 
radial distribution better than if the beam were to pass across the centre of the circuit. In 
addition, since the lateral resolution of this system is approximately 20µm, it blurs out 
the finer central features but resolved the larger wedge-shaped features towards the 
edges of the radial distribution. This is a significant discovery since it provides the first 
sub-surface OCT interrogation of a device feature on a silicon IC and also suggests the 
evaluation limitations of our system.   
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Figure 30 – (a) LSM image of Azuma chip circuit feature exposing radial fabrication 
distribution and (b) a magnified OCT image of this feature confirming this 
distribution. The OCT image was acquired along the scan direction indicated by the 
dotted red line 
 
   
 
Figs 28 (c) and (d) unfortunately reveal no other additional information about the device 
under test other than the general points regarding substrate thickness and the location of 
the metallisation interconnected tracks discussed already. It is clear that Fig. 28 (c) 
accurately highlights the location of two standard resolution targets on the die; however 
the interrupted OCT scan line at these locations did not offer any further evaluation. Fig. 
28 (d) simply traverses a completely redundant line across the chip.   
 
The results presented above confirm that our high-resolution high-dynamic-range OCT 
evaluation system represents a promising new optical inspection tool for monitoring 
silicon IC substrate uniformity and general device feature tracking. This offers a novel 
FA technique to improve product yield and quality control; however, it was not possible 
to inspect the sub-micron features fabricated at the device layer of modern flip-chips 
with sufficient accuracy. Although the lack of an appropriate dispersion compensation 
mechanism in the reference arm of the Michelson interferometer reduced the measured 
axial resolution of 2.5µm (in air) by a factor of 3.5 (the refractive index of silicon) to 
become 714nm, the limited lateral resolution value offered by the TAC4 aspheric lens 
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(as well as the negative effects of refraction at the air/silicon boundary) was not ideal for 
the interrogation of custom semiconductor ICs.  
 
The availability of limited resources and a limited budget therefore prevented an 
extensive IC evaluation to be performed; hence the second phase of the project was 
initiated which concentrated on the potential of the system for sub-surface imaging in 
painted and printed media.  
 
5.8 OCT of Painted and Printed Media 
This section concerns the evaluation of painted and printed media using a non-
destructive TD-OCT optical imaging system for counterfeit prevention and artwork 
conservation 
 
5.8.1 IBM Business Card 
An ideal test sample to interrogate before commencing with the artwork examination 
came in the form of a personal IBM business card. This sample met all the required 
imaging criteria (i.e. slightly embossed surface features with a fair reflectivity). The 
IBM business card was imaged using both the initial system and the enhanced system. 
All images were acquired with depth priority and were laterally scanned across the spine 
of the letter ‘I’ on the IBM motif (see Fig. 31). The results are presented in Fig. 32 
(initial system) and Fig. 33 (a) and (b) (enhanced system) and confirm that the updated 
system detects significantly more surface and sub-surface reflections. This corresponds 
to a mapping of the sample’s features to a higher degree of accuracy. In addition, it is 
important to note that since Fig. 32 maps the sub-surface structure of the paper located 
below the IBM emblem it represents the first sub-surface OCT image acquired. 
 
 
Figure 31 – Scanned image of the IBM business card illustrating the segmented 
direction of interest for Figs. 32 and 33  
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Figure 32 – OCT image of an IBM business card using the initial system (18µm axial 
resolution). The lateral distance traverses the vertically segmented spine of the ‘I’ in 
the IBM emblem – illustrated in Fig. 31 
 
(a) 
 
(b) 
 
Figure 33 – Updated OCT images (2.5µm axial resolution) of the IBM business card 
highlighting (a) the first four embossed surface features and (b) a concentrated 
imaging area of the gap in between two embossed surface features 
 
 
 
5.8.2 Banknote Counterfeit Protection Measures 
The ability to resolve sub-surface features in certain materials opens up a plethora of 
attractive OCT applications. Conventionally, OCT has been applied to the evaluation of 
biological samples and this has developed into a mature technology which has 
uncovered a wide range of crucial discoveries; however, the attention and function of 
OCT systems need not be restricted to this particular subject area. 
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The security of international currency is constantly under review to prevent fraud. This 
technology is continuously expanding to incorporate the latest developments in anti-
counterfeiting. There are a number of simple and complex security features fabricated 
into the generation of custom banknotes; including intricate printed geometries on the 
surface of the note, ultraviolet-sensitive ink and, in some cases, an interwoven metallic 
strip which extends from the top of the note to the bottom. This metallic strip presented 
an opportunity to test our OCT imaging, since its surface and sub-surface path through 
the note would be easily recognisable when viewed under the interrogation of an OCT 
system, returning a strong back-reflection.  This idea was successfully investigated by 
acquiring OCT images of a suitable banknote as the probe beam traversed the metallic 
strip from orthogonal directions – i.e. normal to, and parallel with, the direction of the 
strip. The results are presented in Fig. 34 (a) and (b).     
 
 
Figure 34 – Investigation into potential OCT banknote counterfeit technologies illustrating the 
presence of an interwoven metallic strip through the note acquired (a) parallel to and (b) normal to 
the strip path 
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Fig. 34 (a) and (b) reveal the expected presence of the strong back-reflection from the 
metallic strip as it traverses the banknote. Fig. 34 (a) highlights the oscillatory pathway 
of the metallic strip in the direction parallel to its pathway where the depth of its sub-
surface extent is almost out of view. The thickness of the banknote was measured to be 
~120µm which should be visible under the axial range of the OCT system; however, 
beam attenuation and strong metallic strip back-reflections limited the axial extension of 
the probe beam significantly. In addition, it is clear that the embossed surface features of 
the banknote are also resolved. This can be observed in both images.   
 
These results confirm that an appropriate OCT system can be configured to assess the 
authenticity of potentially fraudulent banknotes. Not only it is possible to probe the 
interwoven metallic strip over a depth of ~300µm (the metallic strip’s periodicity along 
scan direction (a) in Fig. 34 was 9mm), it is also possible to recognise certain design 
patterns on the top surface of the printed note. The embossed and/or periodically 
immersed physical features detected here are crucial aspects of counterfeit prevention 
that have been easily recognised and mapped using the enhanced OCT system.  
 
5.8.3 Artwork Conservation 
An additional benefit of this work was to apply OCT imaging to expose the hidden 
microstructures contained within various art samples. Since OCT provides a non-
contact, non-invasive sub-surface imaging technique with the potential of achieving 
ultra-high-resolution it would be considered a specialist evaluation tool in the critical 
area of cultural heritage.  
 
This approach was encouraged and supported by Dr. Christina Young from the 
Coultauld Institute of Art in London who generously supplied a variety of interesting art 
samples taken from actual paintings. The six samples were clearly labelled and 
accompanied by a general physical description for each. The aim was to investigate the 
possibility of distinguishing between different paint layers and, in an ideal case, offer 
statements with regard to the physical condition of each paint layer whilst measuring the 
effects of potential delamination.  
 
All of the samples were imaged using both the initial and the enhanced systems with 
depth priority at an arbitrary position and were laterally scanned by approximately 
500µm. Note that for the initial configuration images a double-pass of the retro-
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reflecting gold mirror was available to double the axial profiling depth to ~600µm; 
however the improved final system only covers 300µm.  
 
All recorded image data required additional post-processing before a suitable OCT 
image could be presented. This involved Fourier-filtering (initial system), or performing 
a Hilbert transformation (enhanced system) on, the measured interferograms in order to 
remove its internal carrier oscillations. The results for the initial system are displayed in 
Fig. 35 (a) and in Fig. 36 (a) and (b) for the final system. Each image is plotted against 
its corresponding optical microscope cross-section (Fig. 35 (b) and Fig. 36 (c) for initial 
and final images, respectively). An inverted logarithmic mapping was chosen for the 
initial images in order to present every detected feature and to remain consistant with 
conventional OCT image representation, whereas the final images are presented using a 
linear intensity scale. Furthermore, this was selected to compensate for the poor axial 
resolution of the initial system. Note that the nonlinear scanning motion of the reference 
arm mirror has not been linearised for the initial system’s images. Hence, the initial 
images are not perfectly calibrated. This is evident in the artificially stretched top and 
bottom sections of each image. 
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Figure 35 – (a) Initial OCT Art Images acquired with 18µm axial resolution and (b) accompanying 
optical microscope cross-sectional images 
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Figure 36 – (a) Final OCT Art Images acquired with 2.5µm axial resolution, (b) 
Matlab images with amended colormap and intensity scale and (c) accompanying 
optical microscope cross-sectional images 
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It is clear that both the initial and final grayscale images do not reveal any additional 
sub-surface features or distinctive layers when compared against each other. Therefore, 
an iterative manipulation procedure was initiated where each final image’s visualised 
intensity was altered in an attempt to enhance any detected, but suppressed, feature(s) 
from within the image. This was performed in MATLAB were the image intensity could 
be amended and displayed using personal commands or unique MATLAB functions. 
The original final grayscale results and the corresponding new MATLAB and optical 
cross-sections are displayed in Fig. 36 (a), (b) and (c) respectively. The MATLAB 
images are plotted against a linear intensity scale using a custom colourmap. 
 
The results in Fig. 36 (b) draw attention to some interesting features from within each 
image which were not initially obvious when displayed using a simple grayscale 
mapping. These enhanced images have allowed the first comparison to be made between 
the acquired OCT images and the optical cross-sections accompanying each art sample. 
Although there are no definite connections between the related OCT / microscope 
images, there are striking correlations between the optical features observed and the 
physical features present. These will be discussed below. 
 
It is straightforward to compare samples 090116 and 130116. This is because the axial 
profiling window of the OCT system (which is set by the translation of the scanning 
reference arm mirror) was not large enough to interrogate the full depth profile of both 
samples. Therefore, it is clear that only a single top surface refection can be observed 
within the total scan range in each image.  
 
The OCT images for samples 160110 and 090104 may reveal the presence of an 
intermediate sub-surface layer since the measured signal level beyond the strong surface 
reflection appears to extend to a depth of 110µm and 90µm, respectively, before it is 
attenuated and washed out. Note that this depth also corresponded to the actual physical 
depth measured by the optical microscope. It would be ideal to detect a secondary planar 
surface located beneath the top layer at the depth informed by the optical cross-section; 
however, this may not actually be possible due to a number of limiting factors 
associated with all of the images obtained. These will be discussed in detail later.   
 
The highly structured environments of samples AGC303_47 and RALC308_44 are of 
particular interest since they provide advanced paint samples in that not only can their 
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detailed sub-surface structure be examined but their surface profile can also be 
investigated. Unfortunately, the OCT image for RALC308_44 offered little in terms of 
depth structure (although a 30µm thick first layer and an intermediate layer, located 
70µm below the surface, may be recognisable). Nevertheless, it was still possible to map 
out a surface peak; however, the results for the AGC303_47 sample were more 
promising. The OCT image uncovered a 100µm thick paint layer which followed the 
surface profile quite clearly. This was investigated to confirm the true presence of the 
100µm first paint layer by integrating the image signal across a selected window taken 
from the entire image.  The result is presented in Fig. 37 (a) and (b).  
 
 
Figure 37 – Art samples (a) OCT image of sample AGC303_47. The white dashed box 
highlights the integration region – the result of which is presented in (b) as an 
accompanying single line plot. The white dotted lines highlight the reflected boundary 
layers   
 
 
Having examined all of the art samples for hidden sub-surface features with limited 
success, it was noted afterwards that these test samples did not actually contain a top 
surface varnish layer. This was a significant discovery because large volumes of antique 
and contemporary artwork include this layer; not only for protection but also for 
enhanced appearance and prolonged existence. Therefore, an additional layer of varnish 
was applied to the 160110 sample and the result is presented in Fig. 38.  
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 Figure 38 – Art samples – 060110 Varnish sample  
 
Fig. 38 reveals a clear top surface varnish reflection with an accompanying, now 
intermediate, top surface paint layer. The sub-surface examination of the paint layer is 
similar to the non-varnish image of the 060110 sample acquired previously (as 
expected); however, with the varnish layer applied, the acquired image demonstrates an 
uneven paint profile. This can be attributed to the OPL difference induced by the 
varying thickness of the varnish layer which has a different refractive index to that of 
the paint layer. Furthermore, we note that this image has a marked resemblance to 
images obtained in other OCT artwork studies [47, 48].   
 
As a continuation of the examination of protective transparent top surface layers, the 
applied varnish subject matter was replaced with the polyester substrate of sample 
090116. The sheet was measured to have a thickness of ~100µm. This provided a 
suitable base layer for a 30µm thick intermediate paint layer before the application of 
the final 300µm top surface paint layer. It was noted previously that when this sample 
was imaged from the top surface it was not possible to obtain any sub-surface 
information since the axial extent of the OCT system’s probing depth was only able to 
interrogate ~300µm (in air). Hence, the examination of this sample from the backside 
was interesting since the incident probe beam would not be heavily attenuated by the 
transparent polyester layer, which is ideal for sub-surface evaluation, yet would return 
clear back-reflections at each encountered layer. This was implemented and the results 
present in Fig. 39 (a) and (b).   
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Figure 39 – (a) Polyester sheet analysis of sample 090116. The red dashed box 
highlights the integration region – the result of which is presented in (b) as an 
accompanying single line plot. The red dotted lines highlight the reflected boundary 
layers   
 
 
It is clear that Fig. 39 (a) reveals three notable boundary layers. The first is highlighted 
by the top surface reflection of the transparent polyester sheet, the second layer is the 
reflection from the 30µm thick paint layer and the third is the reflection from the 
30µm/300µm paint layer boundary. To confirm that these individual layers had actually 
been captured by the OCT image a similar evaluation to that performed earlier on 
sample AGC303_47 was reintroduced. The intensity (i.e. Hilbert transforms) within a 
windowed portion of the entire image was selected (highlighted by the red dashed box), 
integrated and plotted. The result is presented in Fig. 39 (b). This confirms the presence 
of three individual layers as expected.  
 
5.9 Discussion 
There are a number of important OCT performance-enhancing factors which have been 
discussed and implemented throughout this work. These primarily concern the 
configuration of a broad-bandwidth optical source for improved axial resolution, and the 
introduction of a balanced-detection scheme for local oscillator (source) noise 
suppression. Both of these topics have been utilised and explored in order to develop a 
time-domain OCT system for advanced non-destructive non-contact optical inspection 
of various materials.  Since the axial resolution is inversely proportional to the optical 
bandwidth of the source, the generation of an almost octave spanning SC (1.2 - 2.1µm) 
has enhanced the ability to interrogate a sample by a factor of 8 – the original system 
demonstrated an axial resolution of 18µm whereas the improved system offered an axial 
resolution of ~2.5µm. In addition, the implementation of a balanced-detection scheme 
has been of significant value since the performance of a conventional single-detector 
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OCT system can be severely degraded by intensity fluctuations emanating from the 
optical source. By adhering to the required criteria for optimum dual-detection 
implementation, it was possible to improve the system’s S/N ratio (improved from 18.4 
to 93) by eliminating source noise as well as reducing the optical power required to 
obtain such performance; however, although the balanced-detector scheme and the 
generation of a SC were of considerable importance, their introduction came at a cost.  
 
These limitations and other fundamental restrictions are discussed below. This will be 
separated into two sections; the first will consider the implications of imaging the silicon 
chip and then the painted and printed media.  
 
The main limiting factors with regard to imaging the silicon chip were the requirement 
of sophisticated dispersion compensation in the reference arm of the Michelson 
interferometer as well as the limited axial (as a consequence of dispersion) and lateral 
resolution. The limited lateral resolution is a complicated parameter to optimise since a 
higher NA focusing lens will result in a smaller confocal parameter which will restrict 
the effective axial profiling depth. Also, a larger NA lens will suffer from increased 
refraction at the air/ silicon boundary which will negate this lateral resolution enhancing 
solution. It is be possible to enhance the axial resolution of the system by incorporating 
dispersion compensation in the reference arm; however this requires the use of a 
sophisticated automated solution that is beyond that which is possible with the available 
components of this project. The dispersion compensation mechanism would be required 
to make subtle compensation amendments in relation to the dispersion induced from 
each lateral scan location.  
 
With regard to OCT imaging of painted and printed media, a number of limiting factors 
were present. First of all, it was not possible to implement a balanced-detection scheme 
into our existing system using only a single beamsplitter. A number of possible 
configurations were considered; however, the use of a single beamsplitter would result 
in a highly complex optical system which would consume a considerable period of time 
for construction and maintenance. Therefore, a second beamsplitter was used to ease 
construction and alignment issues; however this required the use of the retro-reflector in 
the reference arm in only a single-pass arrangement. The single-pass scheme resulted in 
a reduced optical delay along the reference arm and, therefore, a reduced axial profiling 
depth within the sample under investigation. As a result, this hindered the performance 
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of the OCT system since it confined the total examination window to a limited depth.  It 
would be possible to overcome this limitation by combining multiple OCT images 
together according to the depths at which they had been acquired throughout a particular 
sample; however, this would increase the acquisition time and the system’s complexity.  
 
Secondly, a fundamental limitation associated with OCT is the attenuation and 
scattering of the incident optical beam. It is obvious that if a sample under investigation 
is highly scattering and/or high absorbing then the probability of detecting back-
reflected light from below the surface will be low. This may be the case with the art 
samples since the majority of the images acquired contained low signal levels after a 
depth of only ~150µm. It is important that the probe beam maintains a high level of 
intensity as it traverses the sample otherwise it will not be possible to perform effective 
sub-surface evaluations.   
 
In addition, the central role of any OCT system is to detect the presence of 
backscattered/reflected light. If this cannot be achieved then the system is ultimately 
flawed. Thus, one must consider the mechanisms behind the process of reflection within 
a given sample.  Reflection essentially takes place as a consequence of the refractive 
index change at the interface of two different media. Therefore, it is required that there 
exists a significant refractive index change between neighbouring paint layers. 
Unfortunately, the details accompanying each sample did not disclose such information 
so it was not possible to predetermine the magnitude of potential sub-surface reflections. 
It was difficult to detect any distinct sub-surface interface at all within the art samples, 
no matter which sample was under investigation. Yet, it must be noted that the 
likelihood of measuring a planar sub-surface interface within an art sample may actually 
be of considerable difficulty due to the manner in which paints blend and fuse together. 
It would probably be more appropriate to anticipate a graded interface (as suggested by 
the descriptions of the paint layers above) instead of a simple linear boundary.  
 
In general, the generation of a SC is of significant importance in any OCT system since 
it results in an improved axial resolution. Nonetheless, this necessary broad bandwidth 
can be difficult to maintain as it traverses the system since each element it encounters 
will influence it. Every transmission or reflection of the beam can alter its spectral 
attributes or manifest chromatic aberrations unless the appropriate materials and coating 
are adopted for each element the beam experiences. In addition, the effects of dispersion 
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will also be of significant importance since the dispersion induced by both the focusing 
lens and the sample must be compensated for in the reference arm to achieve optimum 
performance. All of these fundamental optical principles and parameters must be 
considered to avoid the reduction of power and bandwidth of the source. Moreover, 
even without the potentially negative effects induced by the optical system, the raw 
spectral profile of the SC alone can depreciate system performance since it is the inverse 
Fourier transform of the optical source which determines the shape of the resulting OCT 
interferogram. If the optical spectrum is highly structured then the interferogram will 
retain such structure. This can lead to the observation of unwanted ghost features in 
images which can create confusion when attempting to interpret results.  It was possible 
to influence the spectral shape of the generated SC by adjusting the polarisation state 
which entered the PM-DS-HNLF; however this only resulted in a smoother 
interferogram distribution with a broader FWHM.   
 
Finally, another issue with the implemented system was the dependence on the 
mechanically-scanning reference arm mirror. This time-domain OCT configuration 
requires the implementation of sensitive calibration procedures in order to accurately 
interpret its results. Due to the sinusoidal nature of the reference arm’s mirror 
translation, the resulting interferogram traces will be stretched at the turning points of 
the scan range – as illustrated in the initial art results. This is because the mirror has 
effectively slowed down and stopped before retracing its translation path at its turning 
points. The scanning reference mirror’s displacement can be easily calibrated by 
constructing a second Michelson interferometer which also uses the scanning mirror of 
the original OCT arrangement but measures the interferometric trace of a HeNe laser 
instead. This generates a precise optical ruler which can be used to linearise the OCT 
interferograms by mapping one trace against the other since each HeNe fringe period is 
633nm; however, care must be taken at this stage since an unintentional error will 
translate across into all acquired images and provide defective results. This can manifest 
unintentional ghost features at the extremes of an image which may be regarded as true 
features. 
 
5.10 Conclusions 
This chapter has discussed the development of a time-domain ultra-high-resolution high-
dynamic-range OCT imaging system for the sub-surface evaluation of silicon ICs and 
painted and printed media. Two individual experimental approaches have been 
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considered and constructed.  The first was a standard free-space Michelson 
interferometer-based OCT system which was ultimately limited by its axial resolution 
performance (~18µm). The second system incorporated the implementation of both an 
almost octave-spanning SC source (~1-2µm), for improved axial resolution capabilities 
(~2.5µm in air), and a balanced-detection scheme for an enhanced S/N ratio. This 
system required a number of calibration issues to be addressed before suitable images 
could be acquired.  
 
The results for this enhanced system demonstrated that it was possible to interrogate and 
profile the substrate thickness of a silicon IC as well as to accurately resolve sub-surface 
metal interconnected tracks and large circuit features. It was found that the imaged 
Azuma chip had a non-uniform substrate in both the horizontal and vertical directions 
which demonstrates that our improved system offers a novel polishing / thinning 
evaluation tool for device FA. Also, our system was able to resolve a radially distributed 
device feature which permits accurate device feature recognition.   
 
With regard to the artwork samples, the improved system was able to detect the multiple 
sub-surface layers of samples AGC303_47 and 090116 (from the backside). The 
acquired images exposed the single 100µm first paint layer of sample AGC303_47 and 
both the 100µm and 30µm thick polyester and intermediate paint layer of sample 
090116 respectively. Furthermore, the investigation of a protective top surface varnish 
layer was applied to sample 160110. This idea proved to be successful in that multiple 
sub-surface reflections were detected in the obtained image. This was similar to the 
backside evaluation of sample 090116 and that of other published work.  
 
Moreover, the application of OCT to the investigation of printed banknotes suggested 
that it could have potential as a novel counterfeit detection tool. The enhanced system 
was able to map the woven pathway of a metallic strip, which was fabricated into the 
banknote, from imaging directions both normal to and parallel with the strip. 
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6.1 Introduction 
This thesis has investigated ultra-high-resolution optical imaging in silicon integrated-
circuits (IC) for the purpose of semiconductor device failure analysis (FA) and 
inspection. The two main goals of this work have been to develop and demonstrate 
novel sub-surface optical imaging methodologies by applying solid immersion lens 
(SIL) techniques to resolution-enhancing strategies, and also through the exploitation of 
interferometric metrology systems. The work performed here can be separated into two 
unique imaging modalities: laser signal injection microscopy and optical coherence 
tomography (OCT). A technical summary documenting the research and achievements 
of the work described in this thesis is presented below and a discussion on potential 
future work is also offered.    
 
6.2 Technical Summary and Conclusions 
In Chapter 3, the concept of SIL-enhanced two-photon optical beam induced current 
(TOBIC) imaging was introduced and its benefits in semiconductor IC inspection and 
analysis discussed [1]. The resolution enhancement available using this technique 
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derives from the unique magnification properties of SILs, and the nonlinear signal 
generation associated with TOBIC imaging. Magnification in SILs provides an optical 
lever effect which can localise the TOBIC carrier generation in a chip to a volume 
which is unattainable using conventional non-SIL illumination. This was investigated 
using the ray-tracing software ASAP and it was found that the lever effect is analogous 
to a magnification of n and n2 for a lateral and axial physical translation of a 
hemispherical SIL (h-SIL), respectively, and a magnification of n2 and n3.5 for a super 
SIL (s-SIL), where n represents the refractive index of the material. This analysis was 
used to calibrate the acquired SIL-enhanced images. The dependence of the TOBIC 
signal provides a further opportunity for resolution enhancement.  Since the signal is 
proportional to the squared intensity of the incident laser beam there is an effective 
reduction in the point-spread function (PSF) diameter when compared to a linear 
system, corresponding to an additional nonlinear resolution enhancement of a factor 
of 2 .  
 
The work in Chapter 3 also described the design and configuration of a suitable s-SIL 
and infrared microscope for image acquisition. This resulted in the demonstration of an 
ultra-high-resolution two-dimensional (2D) image of a 3×3 matrix of tungsten vias on a 
finger of n-doped silicon with a measured lateral resolution of 166nm [2, 3]. The 
resolution value was inferred from a line-cut through the image data which was fitted to 
a Gaussian error function to determine the width of the PSF. This result outperformed 
previous performance using a similar technique by a factor of 2 [4]. In addition, this 
imaging modality was extended to report the demonstration of a three-dimensional (3D) 
image of the same unique feature. By applying a peak-detection algorithm to a 3D stack 
of 2D images, which were acquired as the chip was translated through the focus of the 
laser beam, it was possible to resolve the axial extent of the imaged features with an 
accuracy of ~100nm [2, 3]. Therefore, the work performed in this chapter reported 
diffraction-limited sub-surface optical imaging of a silicon IC where the lateral 
resolution measured was only 11% of the free-space wavelength of the optical source. 
Subsequently, this work was published in Applied Physics Letter and was later noted to 
be one of the top-20 articles downloaded that month.  
 
In Chapter 4, the performance of novel resolution-enhancing techniques was 
investigated. The techniques under consideration were pupil-function engineering and 
polarisation-dependent imaging. Initially, a theoretical and experimental proof-of-
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concept approach was adopted to confirm that a pupil-plane filter could manipulate the 
PSF of a focused beam. This was achieved theoretically by modelling the focal-plane 
PSFs of various filter designs by manipulating their amplitude transmission functions in 
order to reveal an optimum aperture design. The model suggested that an annular-
aperture, although generating considerable sidelobes, would generate the smallest PSF. 
These sidelobes were not of major concern, since the intensity-dependence of the 
TOBIC technique reduced their influence significantly. A set of custom apertures were 
fabricated and an experimental validation implemented by positioning the apertures 
immediately after the focusing lens in a simple imaging system and monitoring the 
resulting PSFs using a focal-plane CMOS camera. The experimental results 
demonstrated a reduction of the PSF of 60% when compared to its corresponding open-
pupil value [5]. This confirmed that it was possible to exploit the use of pupil-plane 
annular transmission filters to obtain super-resolution performance.  
 
In order to predict the effect of annular-apertures in a high numerical aperture (NA) 
imaging system we modelled the 3D electromagnetic energy density distribution of a 
linearly-polarised optical beam in the focal volume of an imaging system where NA=1. 
This model allowed us to investigate polarisation effects in image formation, which 
manifest themselves in the shape of the focal spot, which becomes increasingly 
elliptical as the NA approaches unity. These effects were modelled and analysed by 
calculating the vectorial Debye diffraction integral with a fast Fourier transform, as 
described by Leutenegger et al [6], allowing us to examine the effects of different 
aperture designs as the NA of the system was increased from 0 to 1. The results 
confirmed that the focal-plane energy density distribution becomes elliptical as the NA 
approaches unity and also that the use of an annular obscuration filter isolates the 
longitudinal component of the incident electric-field which results in an even narrower 
PSF. Following our preliminary theoretical study, these separate effects were then 
exploited experimentally and the results are described below. 
 
Polarisation-dependent imaging was demonstrated in a silicon IC utilising an 
experimental configuration similar to that adopted in Chapter 3. The linearly-polarised 
output from a stretched-pulse Er:fibre laser was controlled by inserting a half-wave 
plate immediately before the imaging objective lens and the high-NA conditions were 
achieved by using a SIL. The area under investigation was the 3×3 matrix of tungsten 
vias on n-doped silicon fingers that were imaged previously. The polarisation-dependent 
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PSF was quantitatively examined by monitoring the TOBIC signal transition as the 
focus was scanned across a silicon-metal edge. A set of scans, recorded as the linear 
polarisation state was incrementally rotated through 360°, demonstrated a periodic 
variation in the resolution that indicated a maximum resolution of 251nm and a 
minimum resolution of 122nm. To qualitatively assess this polarisation dependence, 
two separate ultra-high-resolution 2D images were acquired using orthogonal 
polarisation and manifested the polarisation dependence as an apparent narrowing 
(widening) of the gaps between neighbouring silicon fingers when the polarisation state 
was parallel (orthogonal) to the finger edges. This work demonstrated, for the first time, 
the presence of vectorial effects in a real imaging system and led to a paper in Nature 
Photonics [7].     
 
The next stage was to investigate the resolution-enhancing effects of a hybrid 
polarisation-dependent annular-aperture imaging system. The experimental 
configuration was similar that that used previously except for the introduction of 
obscuration apertures immediately before the objective lens. A comparison was made 
between the performance observed using a clear aperture and that obtained after the 
introduction of obscuration apertures where the centre 36% and 55% of the pupil was 
blocked. The results revealed a lateral resolution enhancement from 200 × 109nm to 
112 × 70nm, an approximately 64% improvement in terms of the area of the focal spot, 
consistent with theory. We also observed that as the apertures were introduced the 
contrast of the recorded images became poorer, which resulted from the fact that 
annular pupil-plane apertures create extended depths of field. Therefore, improved 
lateral resolution was effectively obtained at the expense of poorer depth resolution 
since the obscuration apertures led to an increased TOBIC sensitivity depth through the 
sample. This effect, along with the optical and physical geometries of the imaging 
conditions, were modelled in MATLAB to obtain a semi-quantitative understanding of 
the TOBIC contrast mechanism by using vectorial theory to predict the size and 
structure of the optical intensity distribution in the focal region. The result revealed a 
contrast reduction when using an annular pupil-plane aperture, which was consistent 
with the experimental images obtained. Significantly, this work demonstrated that, for a 
nonlinear microscope already operating close to the limits of optical resolution, pupil-
function engineering could further enhance the lateral resolution, but at the expense of 
poorer axial resolution. The work led to a publication in Applied Physics Letters [8].   
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Chapter 5 discussed the development of a time-domain ultra-high-resolution high-
dynamic-range optical coherence tomography (OCT) imaging system for the sub-
surface evaluation of silicon ICs and, in addition, painted and printed media. The 
experimental development was separated into two sections; the first concerned the 
construction of a Michelson interferometer-based time-domain OCT system, and the 
second concentrated on the development and implementation of advanced performance-
enhancing techniques. The initial configuration utilised the spectral bandwidth of a 
1550nm, modelocked erbium-doped fibre laser (~80nm) to generate an interferogram 
which had a full width at half maximum (FWHM) axial resolution of ~18µm. This was 
suitable for the examination of simple samples such as gold mirrors or microscope 
cover-slides; however the axial resolution was insufficient for the purposes of detecting 
intermediate sub-surface features within multi-layered semiconductor device and 
artwork samples.  Therefore, the OCT system was enhanced by incorporating a 
supercontinuum (SC) source, for improved axial resolution capabilities, and a balanced-
detection scheme to improve the signal-to-noise (S/N) ratio. The SC was generated by 
coupling the amplified optical pulses (160fs, 200mW average power) from a home-built 
erbium-doped fibre amplifier (EDFA) into a germanium-doped polarisation-maintaining 
dispersion–shifted highly nonlinear fibre (PM-DS-HNLF). The SC spanned an optical 
bandwidth from ~1 – 2µm which translated into an axial probing resolution of ~2.5µm. 
The balanced-detection scheme was constructed using a standard instrumentation 
amplifier. This method reduced the effects of source noise and offered improved 
sensitivity at reduced power levels, increasing the S/N ratio from 18.4 to 93. The 
resulting OCT system was calibrated using a second HeNe Michelson interferometer to 
linearise the acquired images.  
 
The inspection of silicon ICs using the enhanced OCT imaging system provided a novel 
tool for device substrate thickness evaluation as well as an alternative substrate 
polishing / thinning quality control measure. It was found that the Azuma chip under 
inspection had a non-uniform substrate thickness across both lateral directions.  In 
addition, the OCT system was able to accurately identify the metal interconnected 
tracks located around the device perimeter as well as a number of isolated test circuits 
which were fabricated across the chip. Moreover, the interrogation of the largest circuit 
feature revealed a fan-out distribution which was in agreement with the radial spatial 
distribution of the structure itself. This provided for the first time an accurate sub-
surface profiling image of a silicon IC using an OCT imaging system. It therefore 
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offered a unique feature navigation protocol for the purposes of semiconductor device 
FA. These results are currently being prepared for submission into a relevant journal for 
publication consideration. 
 
With regards to the evaluation of artwork samples, it was only possible to examine the 
sub-surface features within certain samples due to a number of fundamental and system-
induced limitations. It was possible to detect the multiple sub-surface layers of certain 
samples, including a top paint and polyester layer, and a subsurface 100µm paint layer. 
In addition, the investigation of transparent protective layers was extended with the 
application of a top surface varnish layer to one sample, resulting in the generation of a 
multi-layered image which was similar to the results of other published work [9, 10].  
 
Furthermore, the application of OCT to the investigation of printed banknotes suggested 
that it would be an interesting and alternative counterfeit detection methodology. It was 
possible to map the woven pathway of a metallic strip, which was fabricated into the 
banknote, using imaging directions both normal to and parallel to the strip. 
 
6.3 Future Work 
There are several considerations for potential future work with regards to the research 
documented in this thesis. The discussion of these experimental extensions will be 
separated into individual sections for clarity. The first two sections concern those ideas 
associated with nonlinear microscopy of silicon ICs, the next two sections concern 
additional imaging-enhancing techniques for OCT, and the last two sections discuss 
proposals which attempt to combine both the initial and latter research efforts addressed 
in this thesis.   
 
6.3.1 Silicon ICs - Hybrid Phase / Amplitude Apertures 
The performance of pupil-plane amplitude filters in nonlinear microscopy has been 
successfully demonstrated within this thesis [8]. The reduction from ~100nm to 70nm 
using an obscuration aperture suggest it would be interesting to evaluate the 
performance of annular-apertures that also manipulate the phase of the incident 
wavefront. This can be achieved by amending only the aperture’s phase, and ignoring 
amplitude control, or by implementing a hybrid amplitude / phase filter design. Once a 
theoretical model had calculated the optimum filter design a suitable optical element 
could be fabricated and implemented into an imaging system to evaluate its 
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performance. These ideas have already been investigated and experimentally 
demonstrated in several samples [11, 12] but have not yet been suggested for the 
interrogation of silicon ICs, or in any nonlinear microscope.   
 
Moreover, with regard to phase-only filters, these elements need not simply be 
positioned in the pupil-plane of an imaging system. Another approach would be to 
design and fabricate the required filter design onto a custom solid immersion lens (SIL) 
[13, 14].  
 
6.3.2 Silicon ICs - Laser Signal Injection Failure Analysis 
Although the TOBIC imaging technique was utilised for microscopy purposes in 
Chapter 3 and 4, it would be interesting to also pursue the laser signal injection 
technologies discussed in Chapter 1 to evaluate IC performance and reliability instead 
of visual quality. To determine that an IC will function to a high standard simply on the 
basis of a flawless optical inspection would be an ignorant assumption. Therefore, it 
would be wise to construct an integrated evaluation platform that is capable of both 
visual and electronic assessments with regards to device performance. Techniques such 
as laser assisted device alteration (LADA) and optical beam induced resistance change 
(OBIRCH) are promising optoelectronic technologies for determining device timing 
resolutions, fault localisation and signal probing. It would be relatively straightforward 
to implement such configurations using the existing nonlinear microscope system since 
it would only require the activation and control of the device under test, since the 
devices we used were not powered during the imaging experiments reported in this 
thesis.  
 
6.3.3 OCT – Annular-Aperture Investigation 
The lateral and axial resolutions associated with an OCT system are independent of 
each other – the lateral resolution is determined by the NA of the imaging lens and the 
axial resolution is inversely proportional to the optical bandwidth of the source; 
however, these two parameters can still influence each other in that the higher the NA of 
the imaging lens, the shorter the resulting confocal parameter which, in turn, reduces the 
system’s depth-of-field (DOF). A small DOF limits the axial extent over which efficient 
optical probing can take place since a high-NA system creates a non-uniform optical 
intensity distribution throughout the sample. It is desirable to exploit a large DOF in an 
OCT system since this can enhance its ability to detect subtle axial features over a larger 
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range, particularly those features which are located before, or after, the focal-plane. This 
can be effectively achieved by implementing an annular amplitude pupil-plane filter. It 
is well known, and has been experimentally verified in Chapter 4, that these filters 
generate an extended DOF as well as an improved lateral resolution. Therefore, by 
employing a suitable filter in an OCT system it would be possible to enhance both the 
lateral and axial performance without introducing any negative consequences.  
 
6.3.4 OCT – Polarisation-Dependent Imaging 
The polarisation-dependent imaging demonstrated in Chapter 4 highlighted that it was 
possible to manipulate both the spatial geometry and orientation of the focal-plane 
energy density distribution in order to enhance resolution performance. This technique 
is suitable for visual inspection purposes but fails to reveal any material information 
about the sample under investigation. Polarisation-dependent OCT on the other hand 
does provide such information in that the reflectivity of certain materials is dependent 
on the polarisation state of the incident beam. Not only that, but it has been 
demonstrated in the biomedical and material sciences that parameters such as stress, 
strain, birefringence and elasticity are also influenced by the polarisation state [15-18]. 
This would be of significant interest to the semiconductor FA community since the 
evaluation of packaging-induced stress or even wafer-level stress / strain on the 
performance of silicon ICs would provide a novel characterisation which is not yet 
available.   
 
6.3.5 Multiple Image Acquisition for IC Failure Analysis 
The semiconductor device FA community relies on a number of different 
characterisation protocols to be initiated in an iterative manner during device test. It 
would therefore be highly desirable to save time and effort during this stage by 
accommodating multiple inspection and test based procedures during one acquisition. 
Therefore, if a device under test could be suitably mounted and probed both optically 
and electronically, it would offer the possibility of obtaining a reflectance, a TOBIC and 
an OCT image of a specific area at the same time.  This could enhance the efficiency of 
semiconductor device testing considerably and could also be simple to implement. 
 
6.3.6 SIL-Enhanced OCT 
Finally, an exciting and truly novel consideration for semiconductor device inspection 
would be to introduce a suitable SIL into an OCT imaging system. This proposal would 
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provide a natural link between the initial work concerning SIL-enhanced resolution-
enhancing techniques and the latter developments of an ultra-high-resolution OCT 
imaging system. The performance-enhancing properties of improved lateral and axial 
resolution, as well as increased collection efficiency, would harness both the 
transmission and reflection benefits of a SIL in a unique manner. Applied to a custom 
OCT system this would significantly improve both the lateral profiling performance as 
well as the axial confinement (similar to optical coherence microscopy) required for 
detailed semiconductor IC analysis.   
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