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We use computer simulation to study the layer-by-layer growth of particle structures in a lattice
gas, taking the number of incorporated vacancies as a measure of the quality of the grown structure.
By exploiting a dynamic scaling relation between structure quality in and out of equilibrium, we
determine that the best quality of structure is obtained, for fixed observation time, with strong
interactions and far-from-equilibrium growth conditions. This result contrasts with the usual as-
sumption that weak interactions and mild nonequilibrium conditions are the best way to minimize
errors during assembly.
Introduction – Molecular self-assembly is usually done
using interaction strengths  comparable to the ther-
mal energy kBT (henceforth set to unity) and small val-
ues of the bulk free-energy difference ∆g between the
structure and the parent phase [1–6]. Small values of
, proportional to the logarithm of the microscopic re-
laxation time, allow particles to unbind and correct er-
rors during assembly [7–11]. Small values of ∆g result in
slow growth, allowing more time for this error-correction
mechanism to operate. Such mild conditions therefore
seem a natural choice for minimizing errors during as-
sembly. Here we show that this expectation is not true
of layer-by-layer growth in a three-dimensional (3D) lat-
tice gas, when the vacancy density φ is used as a mea-
sure of the quality of the grown structure. We find that
φ obeys a scaling relationship (φ − φeq)/φeq ∝ τr/τg,
which contains the equilibrium vacancy density φeq, and
the ratio of the growth timescale τg and the microscopic
relaxation timescale τr. For fixed observation time, the
highest-quality structures – i.e. those with fewest vacan-
cies – are made by using large values of  and ∆g, and
are out of equilibrium.
This prescription results from a competition between
the thermodynamic and dynamic factors present in the
scaling relation. Large  favors few vacancies for two rea-
sons. First, the smallest achievable value of φ is the equi-
librium vacancy density, φeq, and this decreases expo-
nentially with  because vacancies are thermally-excited
defects. Second, grown structures are more likely to
be in equilibrium (for fixed ∆g) as  increases, because
the ratio τr/τg decreases. This is so because layer-by-
layer growth proceeds via successive nucleation of 2D
layers on a 3D structure [12–18]. The logarithm of the
time for the advance of each layer scales as σ2/∆g [12]
(where σ ∼  [19] is the surface tension between struc-
ture and environment), and so grows faster with  than
does the logarithm of the microscopic relaxation time.
Thus more microscopic binding and unbinding events
take place during assembly as  increases at fixed ∆g,
and the structure grown is more likely to be in equilib-
rium. Set against these two factors, as  increases, larger
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values of ∆g are required to produce structures on ob-
servable timescales, and as ∆g increases the ratio τr/τg
increases. For large enough ∆g we observe the formation
of nonequilibrium structures, which contain more vacan-
cies than their equilibrium counterparts. However, this is
an acceptable compromise: for fixed observation time the
highest-quality structures are obtained for large values of
 and ∆g, such that φeq is small and τr/τg = O(1). The
structure produced under these conditions is a nonequi-
librium one, but is of higher quality than any equilibrium
structure that can be grown on comparable timescales.
This simple model system therefore defies the expecta-
tion that mild nonequilibrium conditions are the best way
to minimize errors during assembly.
Model and results – Consider the 3D Ising lattice
gas, which has been used extensively to study crystal
growth [12–16, 20–22]. We consider occupied sites to be
particles, and unoccupied sites to be vacancies. Nearest-
neighbor particles receive an energetic reward of − < 0,
and we impose a chemical potential cost µ = 3−∆g for
a particle relative to a vacancy (in Ising model language
we have coupling J = /4 and magnetic field h = ∆g/2).
For  > 0.886 we are in the two-phase region, where
an interface between the particle phase and the vacancy
phase is stable [23]. The bulk free-energy difference be-
tween particle and vacancy phases, the thermodynamic
driving force for growth, is ∆g. Note that the driving
force for growth is independent of : increasing  makes
particles ‘stickier’, but also reduces the effective particle
concentration in ‘solution’, ≈ e−3+∆g.
We used lattices of Lx × Ly × Lz sites. For most sim-
ulations we set Lx = Ly = 20 and Lz = 50. We imposed
periodic boundaries in x- and y dimensions, and closed
boundaries in z, which, through choice of initial condi-
tions, is the growth direction. We began each simulation
with a layer of particles in the Lz = 0 plane, in order
to study growth without having to wait for nucleation
of a 3D structure. We evolved the system using a ki-
netically constrained grand-canonical Metropolis Monte
Carlo algorithm, similar to that used in Refs. [24]. At
each step we selected at random a lattice site, and pro-
posed a change in state of that site. If the chosen site had
fewer than 6 particles as neighbors then we accepted the
proposal with probability min(1, e−∆E), where ∆E is the
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FIG. 1. (a) Characteristic time τg to grow a layer of the particle structure, as a function of ∆g, for four values of . Overlaid
dotted lines are the analytic result (3). Inset: snapshot of a growing structure, at the indicated state point; green particles
are those in the nucleating layer (see Fig. A1 for additional detail). (b) Vacancy density φ as a function of ∆g for the same
four values of . Upwards-sloping lines with triangle symbols are the values obtained immediately after a structure of 50 layers
was grown. Errorbars are shown sparsely, for clarity. Downwards-sloping lines with square symbols are equilibrium results; for
small values of φ these results approach the estimate (4) (dashed lines without symbols).
change in energy resulting from the proposed move. If the
chosen site had 6 particles as neighbors then we rejected
the move. The purpose of this constraint is to mimic the
slow internal relaxation of solid structures: in the ab-
sence of the constraint, vacancies internal to the particle
structure can simply fill in, which would not happen in
a real growth process. This algorithm and model cap-
ture in a simple way some of the key physical features of
growth, principally that particles can bind and unbind at
the growth front, but not within a solid structure. To de-
termine equilibrium we used a standard grand-canonical
Metropolis Monte Carlo algorithm with no kinetic con-
straint. Both constrained and unconstrained algorithms
satisfy detailed balance with respect to the same energy
function, and so give rise to identical thermodynamics in
the long-time limit.
For ∆g > 0 the particle structure grows in the z-
direction. In Fig. 1(a) we show the characteristic time
to grow one lattice site in the z-direction, averaged over
several independent simulations (of order 10 at the small-
est values of ∆g, and up to 104 at larger values of ∆g) in
which 50 layers were grown. The growth time increases
with  and decreases with ∆g. When  is small (. 2),
the growth front is rough; for larger  the growth front
becomes smooth [12]. This is the layer-by-layer growth
regime. Here it is possible to estimate the growth time by
approximating the growth front as a 2D Ising model [12]
(see Appendix A) and calculating the free-energy barrier
(and consequent rate) for the nucleation of successive lay-
ers. This can be done analytically using the results of
Ryu and Cai [25, 26]. Those authors showed that the
free-energy cost G(N) for the formation of a cluster of
size N in the 2D Ising model can be precisely described
by the equation
G(N) = −2hN + b
√
N + τ lnN +G0, (1)
where b ≡ 2σ√pi and G0 ≡ 8J − b. The first term in
(1) is the bulk free-energy reward for growing the stable
phase. The term in
√
N is the cost for creating inter-
face between particles and vacancies; σ is the surface
tension [19, 27] [28]. These are the usual terms writ-
ten down in classical nucleation theory (CNT) [18]. The
term logarithmic in N (with τ = 5/4 in d = 2) can
be interpreted to account for cluster-shape fluctuations.
This term is not usually part of a CNT formulation, but
is needed to ensure precise agreement with free energies
obtained from umbrella sampling [25, 26, 29]. The term
G0 in Eq. (1 ensures that G(1) = 8J − 2h, which is the
free-energy cost for creating one particle in a background
of vacancies.
The critical cluster size Nc is the value of N that
maximizes Eq. (1), and is Nc = Cσ2pi/(4h2), where
C ≡ (1 + √1 + 8hτ/σ2pi)2/4 is a correction, resulting
from the logarithmic term, to the usual CNT expression.
The free-energy barrier for 2D nucleation is then
Gmax = G(Nc); (2)
see Fig. A2 [30] (in the absence of the logarithmic term,
Gmax − G0 = σ2pi/(2h), familiar from CNT). We then
estimate the characteristic ti e for the advance of the
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FIG. 2. (a) Probability P (A) that, during growth, a lattice site has undergone A changes of state after first acquiring 6
neighbors. Data are for driving force ∆g = 0.51 for various ; the larger is , the more dynamic are particles on the timescale
of growth. Inset: the molecular relaxation time divided by the growth time decreases with increasing . (b) Dynamic data for
large , in the format of Fig. 1(b), collapse when rescaled in the manner shown in panel (c). This collapse indicates that grown
structures’ vacancy densities are controlled by the ratio of relaxation and growth timescales. Inset: the vacancy density φ(0)
of the fresh bulk, scaled by the bulk equilibrium value φeq, is also a function of τr/τg.
growth front to be
τg = τ0 exp(Gmax), (3)
for sufficiently large Gmax, where τ0 = 10
−2 is a constant
that we determined by comparison with simulation. The
estimate (3) agrees with the simulation data of Fig. 1
for sufficiently large  and sufficiently small ∆g. This
comparison confirms that growth in the regime  & 2 is
controlled by layer nucleation, and establishes the scaling
of growth time with  for arbitrarily large values of that
parameter.
We next assess how close to equilibrium is the struc-
ture produced immediately after the growth process. In
Fig. 1(b) we show the vacancy density φ, the number
of vacancies divided by the total number of sites, within
the middle 50% of the simulation box (between the planes
z = Lz/4 and z = 3Lz/4) immediately upon completion
of layer Lz = 50. For comparison we show the value
of φ in equilibrium, φeq. For small values of φeq these
equilibrium values approach the estimate
φ(0)eq =
(
1 + e3+∆g
)−1
; (4)
note that 6−µ = 3+∆g is the energy cost for removing
a particle from the bulk of a vacancy-free structure.
Comparison of growth and equilibrium results indi-
cates that, for all values of  studied, there exists for suf-
ficiently small ∆g a ‘quasiequilibrium’ regime [9, 11, 31].
Here the initial outcome of growth is the equilibrium
structure. The vacancy density of sites that have just
acquired 6 neighbors for the first time, which we call
the fresh bulk, is not the bulk equilibrium value (see
Fig. A3(a)). However, particles in the growth front can
unbind, leaving a temporary hole (Fig. A1(a)), and al-
lowing sites in the fresh bulk to change state. For small
∆g, such processes occur enough times that the layers
adjacent to the growth front equilibrate before the front
moves away.
By contrast, for larger values of ∆g the bulk of the
structure is not in equilibrium. The fresh bulk fails
to equilibrate in the presence of the growth front, and
becomes trapped out of equilibrium as the front moves
away. The timescale for subsequent relaxation to equi-
librium is very long, because vacancies, which effectively
move by diffusion (see Appendix B), cannot catch the
ballistically-moving growth front. Nonequilibrium trap-
ping of impurities [32, 33] and vacancies [34] is seen in
crystal growth. Notably, for  & 2, the value of ∆g at
which the grown structure falls out of equilibrium in-
creases with increasing : ‘colder’ structures are better
equilibrated. To understand this result, recall that the
growth ti e scales approximately as the exponential of
the free-energy barrier to layer nucleation, or approxi-
mately as the exponential of 2. By contrast, we esti-
mate the microscopic relaxation time τr at the growth
front (or in the bulk next to a vacancy) to be the charac-
teristic time required to remove a particle with 5 bonds.
The energy cost for doing so is 5− µ = 2+ ∆g, and so
we estimate
τr = e
2+∆g. (5)
Thus the growth time increases faster with  than does
the relaxation time, and so more molecular relaxation
events take place during growth at large ; see Fig. 2(a).
We can justify the estimate (5) for relaxation time by
rescaling the  & 2 data points of Fig. 1(b) (accompanied,
4in Fig. 2(b), by additional data) by their equilibrium val-
ues, plotted as a function of the ratio of growth time
(measured) and relaxation time (Eq. (5)). We observe
the collapse shown in Fig. 2(c). This collapse indicates
that the nonequilibrium vacancy density is controlled by
the ratio of growth and relaxation times; note that col-
lapsed data involve values of φ that differ by about an
order of magnitude, and growth times τg that differ by
several orders of magnitude. Such dynamic scaling is also
seen in simulations of crystal growth in the presence of
impurities [20, 21, 33], vapor deposition of glasses [35],
irreversible polymerization [36], and the growth of model
1D structures [37].
The black dotted line in Fig. 2(c) has equation
φ = φeq
(
1 + k
τr
τg
)
, (6)
with k = 0.15. This expression emphasizes that the
outcome of self-assembly is a combination of thermody-
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FIG. 3. (a) The scaling relation (6) can be used to extrapo-
late to lengthscales and timescales beyond the reach of sim-
ulation (results are for  = 4; QE denotes ‘quasiequilibrium’,
where the initial outcome of growth is the equilibrium stru-
ture). (b) Eq. (6) can also be used to determine the protocol
that minimizes φ. Each line shows the smallest φ accessible,
as a function of , for given observation time (we terminate
lines when τr/τg exceeds 20). The inset shows the value of
∆g required to produce each structure. For each choice of
observation time, φ is minimized for large  and ∆g, and the
structure grown is not an equilibrium one.
namics and dynamics. It also shows how a quasiequilib-
rium regime, for which φ = φeq, emerges when driving is
weak. As ∆g is made small, the growth time diverges – it
scales to leading order as exp(σ2pi/∆g) – while the molec-
ular relaxation time approaches a constant, rendering
τr/τg ≈ 0. By contrast, for the growing two-component
fiber of Ref. [37] there is no quasiequilibrium regime, be-
cause growth and relaxation times remain strongly cou-
pled even for weak driving. These distinct behaviors in-
dicate an important difference between growth processes
in 1D and 3D.
For large  the quantities φeq, τg and τr are accurately
described by Equations (4), (3), and (5), respectively, and
in that regime we can use (6) to extrapolate analytically
the data of Fig. 1 to lengthscales φ−1/3 and timescales τg
beyond those accessible to simulation: see Fig. 3(a) and
Fig. A4. We can also use it to determine the protocol
for producing the highest-quality structure. In Fig. 3(b)
we show the smallest value of φ, as a function of , ac-
cessible on a given observation time (the inset shows the
corresponding value of ∆g). In all cases φ is minimized
by large values of  and values of ∆g large enough that
the structure grown is a nonequilibrium one. In essence,
the prescription for the best-quality structure is to have
 large, so that φeq is small, and drive the system hard
so that the structure grows on the accessible timescale.
Consequently, τr/τg & 1, meaning that growth is far from
equilibrium and results in a nonequilibrium structure.
Conclusions – The majority of self-assembled materi-
als made with few defects are prepared using weak in-
teractions and mild nonequilibrium conditions, but we
have shown that vacancy incorporation in the layer-by-
layer growth of a 3D lattice gas is minimized using strong
interactions and far-from-equilibrium conditions. Find-
ing error-minimization protocols is important for the as-
sembly of certain types of nanomaterials. For instance,
DNA bricks are distinguishable structures built from Q
‘brick’ types, in which each brick possesses a defined loca-
tion [1, 38]. The interaction energies of bricks must grow
as  ∼ lnQ in order to thermally stabilize the assembly
(to counter the entropy of permutation lnQ! possessed
by disordered arrangements of bricks). The present work
suggests one way to incorporate strong interactions into
a productive assembly protocol.
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6Appendix A: Approximation of the growth front as a 2D Ising model
For  & 1.630 the equilibrium interface between particles and vacancies is statistically smooth [39]. For sufficiently
large  (& 2) it is convenient to consider the exposed surface of a particle structure growing in the z-direction to
be a two-dimensional (2D) Ising model [12]. If the layer adjacent to the exposed surface has no vacancies then the
exposed layer behaves as a 2D Ising model whose parameters are the same as the 3D Ising model given in the main
text, J = /4 and h = ∆g/2. To see this, note that the Hamiltonian of the exposed layer is
H = −
∑
<ij>
ninj + µ
∑
i
ni − 
∑
i
ni, (A1)
where ni = 1(0) for a particle (vacancy). The first sum runs over all distinct pairs of in-plane bonds, and the second
and third sums run over all in-plane sites. The last term accounts for bonds between the exposed layer and the layer
below (which we assume to be perfect, with no vacancies). Setting ni = (Si + 1)/2 gives, up to constant terms,
H = − 
4
∑
<ij>
SiSj +
1
2
[
µ− 
(
1 +
zp
2
)]∑
i
Si, (A2)
where zp = 4 is the in-plane coordination number. Eq. (A2) is the Ising Hamiltonian with J = /4 and h =
− (µ− 3) /2 = ∆g/2.
The 2D Ising critical temperate corresponds to a value  ≈ 1.762 [19]. Thus if we approximate the surface of the
structure as a 2D Ising model, then, for  & 1.762, there exists a stable interface (a positive line tension) between
particles and vacancies in 2D. Successive layers of the three-dimensional structure face a free-energy barrier to their
formation, and a 3D structure can grow in a layer-by-layer manner, with successive 2D nucleation events required for
advance of the growth front [13].
Appendix B: Internal relaxation of the bulk
Vacancies trapped within the structure can undergo diffusion, in an effective way, even in the presence of the kinetic
constraint: the particle adjacent to the vacancy, which has fewer than 6 neighbors, can become a vacancy, and then
the original vacancy can be filled in. In addition, two vacancies that meet each other can coalesce, leaving behind
only a single vacancy. This internal dynamics of (effective) vacancy diffusion and coalescence is similar to that of
spins in the kinetically constrained Fredrickson-Andersen model [40]. Vacancy coalescence can lead to evolution of
the bulk structure toward the equilibrium vacancy density, which we see for sufficiently small values of  (. 2): see
Fig. A3(c). By contrast, for  & 2, the vacancy density φ is independent of observation time, for the range of times
studied, showing that no aging of the structure has occurred on the growth timescale. Thus the dynamically-generated
vacancy density results only from dynamics that occurs in the presence of the growth front, and not from subsequent
relaxation of the bulk of the structure. Vacancy coalescence is unphysical in the sense that it would not happen within
the bulk of a solid structure, and so we focus our attention on the regime of parameter space in which this process
does not occur.
7Appendix C: Additional figures
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FIG. A1. Layer-by-layer growth in the 3D lattice gas. (a) Time-ordered configurations of a simulation box of 20 × 20 × 50
lattice sites, for parameters  = 2.55,∆g = 0.25 (see e.g. Refs. [13, 1 ] for similar pictures). L is the number of layers grown
in the z-direction; periodic boundaries are applied in the direction perpendicular to growth. Particles are shown blue, with the
following exceptions: particles in the nucleating layer are shown green; under-coordinated particles in the layer below that are
shown pink; and the exposed particles in the layer below that are shown yellow. The first snapshot shows a critical 2D cluster
(green). (b) A plot of L versus t shows that the interface pauses, for varying amounts of time (number of Monte Carlo sweeps),
between 2D nucleation events. (c) These nucleation events are governed by free-energy profiles, Eq. (1), for 2D clusters on the
surface of the 3D structure. We show such profiles, as a function of cluster size N , for three values of ∆g. These profiles assume
that the layer adjacent to the ucleating layer is defect-free, which is ap roximately true for large . (d) Characteristic growth
time τg as a function of ∆g (blue line). Overlaid as a dashed line is Eq. (3), showing that, for sufficiently small ∆g, the scaling
of growth time follows from consideration of 2D nucleation events. The inset shows the size Nc of the 2D critical cluster as a
function of ∆g.
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FIG. A2. Free-energy barrier, Eq. (2), to nucleation of a 2D layer on the surface of a defect-free 3D structure. The barrier
increases with decreasing ∆g or increasing . Its increase with  is approximately quadratic. Thus the growth time of the
3D structure, roughly the exponential of the barrier, grows faster with  than the molecular relaxation time, which scales
exponentially with .
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FIG. A3. (a) As Fig. 1(b), but including data (upwards-sloping lines with circles) indicating the vacancy density of the ‘fresh
bulk’, i.e. the fraction of sites that are vacant upon first acquiring 6 neighbors. (b) Probability distribution P (A) of the number
of times A that a site changes state after first acquiri g 6 neigh ors, for three values of ∆g and for  = 2.55. Such changes of
state allow the ‘fresh bulk’ adjacent to the growth front to evolve into the ‘mature bulk’ (triangle symbols in panel (a)). For
small values of ∆g such evolution is sufficient to attain equilibrium while a site is close to the growth front; for large values
of ∆g it is not. (Here and in Fig. 2 we show even values of A; histograms for odd values of A show similar behavior.) (c)
As Fig. 1(b) but with additional dynamic data: light blue and orange lines show the vacancy density φ immediately after the
growth of 25 and 100 layers, respectively (the data of Fig. 1(b) are obtained immediately after the growth of 50 layers). For
the cases  = 1.6 and 2, the dynamically-generated vacancy density depends on the observation time, because vacancy-vacancy
coalescence within the growing structure causes some relaxation within the bulk of the structure as it grows. For the other two
cases the blue and orange lines are not visible (they lie under the original sets of data), showing that bulk relaxation does not
operate on the timescale of growth (the vacancy density is too low and encounters between vacancies too rare). Consequently,
the nonequilibrium vacancy density results from the dynamical processes associated with creation and advance of the growth
front, leading to the scaling behavior seen in Fig. 2(c).
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FIG. A4. As Fig. 1, but extrapolated to larger values of  (longer times and smaller impurity densities) using Eq. (6). For
 = 3 we also show simulation data.
