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Introduction
Matrix models [3, 4] play a very special role in modern theoretical physics. They appear regularly
and prove useful in analysis of various simplified models of concrete physical phenomena, but their
real significance is that they somehow capture and reflect the very basic properties of string theory
– and can serve to represent the universal classes of quantum field theory models. From the very
beginning matrix models were introduced to describe some very general features (eigenvalue repul-
sion) of statistical distributions [5]. It was, perhaps, the first recognition of the role of group theory
– the underlying theory behind matrix models – in explaining the fundamental properties of quan-
tum/statistical behavior. Much later this led to discovery that integrability is the basic property of all
functional integrals, considered as functionals on the moduli space of theories [6], and matrix models
played a central role [7] in the formulation of the fundamental relation
partition function = τ -function (1)
between the two central concepts of modern theory, already with a variety of applications in different
fields, from gauge theories [8] to Hurwitz theory [9] and with still many more to come. An immediate
implication of (1) is that quantitative approach – a possibility to calculate something – in string
theory (= a theory of families of quantum mechanical models) requires extension of the standard
set of special functions to a broader set of τ -functions [10, 11] – a far-going generalization of both
hypergeometric and elliptic families. A highly non-trivial step here was introduction of ”infinite-genus”
τ -functions, satisfying the string equations [12] and Virasoro/W -constraints [13]-[21], and it was once
again inspired by the study of matrix models. Unfortunately, even the simplest of these τ -functions,
associated with Hermitian [3] and Kontsevich [22, 23, 24, 25] matrix models, are not yet systematically
studied/tabulated and still can not be included into the special-functions textbooks – see [26] for the
first attempts in this direction. It is very important to realize that the world of such τ -functions is
cognizable, and is, perhaps, actually finitely-generated: many (all?) matrix-model τ -functions are
actually expressed by group-theoretical methods through a few basic ones. This decomposition results
from description of genus expansion of matrix-model partition functions in terms of auxiliary ”spectral”
Riemann surfaces [27, 26, 28], and explicitly relates them to representation theory of Krichever-Novikov
type deformation [29] of Kac-Moody algebras. One of spectacular byproducts of this development is
the possibility to build a ”string-field-theory-like” diagram technique [28] for the model of entire
string theory, provided by ”M-theory of matrix models” [2]. As shown in [1], the main basic block
(constituent) of the matrix model partition functions in this approach is the ordinary Kontsevich
τ -function ZK of [22].
However, already in [1] a first counter-example was found to this (over?)-optimistic conjecture:
partition function of the complex matrix model [30, 31] is made not only from ZK , but also from some
other ingredient, denoted Z˜K in s.8 of [1]. The purpose of the present paper is to identify this Z˜K with
a very important and well-known partition function: that of Brezin-Gross-Witten model (BGWM)
[32, 33, 20]:
Z˜K = ZBGW (2)
By definition, BGWM describes correlators of unitary matrices with a non-linear Haar measure. Uni-
tary correlators play a crucially important role in description of gluons in lattice gauge-theory models
[34], however, unitary matrix models are more complicated than Hermitian ones, they are in inter-
mediate position between eigenvalue and non-eigenvalue models and remain under-investigated, see
[35]-[38] for some crucial references. A modern matrix-model-theory approach to BGWM and its
embedding into the set of generalized Kontsevich models (GKM) [23] was outlined in [20], but has
not been developed any further since then. Hopefully reappearance of this model in the context of
matrix-model M-theory will help to attract new attention to this unjustly-abandoned subject.
We begin in s.I from reminding the definition and the main properties of the four partition functions
which participate in our story: ZH(t), ZC(t), ZK(τ) and ZBGW (τ). They were originally introduced
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as matrix integrals over Hermitian (ZH and ZK), complex (ZC) and unitary (ZBGW ) matrices, with
the time-variables identified either with the coupling constants (tk in ZH and ZC) or with the Miwa
transform of the background field (τk in ZK and ZBGW ).
As functions of their parameters – the time-variables t or τ – these integrals satisfy Ward identities
(or Picard-Fucks equations) [16], which have the form of the Virasoro constraints. Namely,
∂ZH
∂tk
= Lˆk−2ZH ,
∂ZC
∂tk
= Lˆk−1ZC (3)
with k ≥ 1, with ∂ZH∂t0 = N/gZH ,
∂ZC
∂t0
= N/gZC , where N is the size of the matrix in the original
integral representation and with ”discrete-Virasoro” operators [15]
Lˆm =
∞∑
k=1
ktk
∂
∂tm+k
+ g2
m∑
a,b=0
a+b=m
∂2
∂ta∂tb
, m ≥ −1 (4)
and
∂ZK
∂τk−1
= Lˆk−2ZK , ∂ZBGW
∂τk−1
= Lˆk−1ZBGW (5)
with k ≥ 1 and with ”continuous-Virasoro” operators [13, 14]
Lˆm =
∞∑
k=1
(
k +
1
2
)
τk
∂
∂τm+k
+ g2
m−1∑
a,b=0
a+b=m−1
∂2
∂τa∂τb
+
τ20
16g2
δm,−1 +
1
16
δm,0, m ≥ −1 (6)
Now one can switch to D-module approach and define the four partition functions as solutions to the
four systems of linear differential equations (3) and (5), and original integral formulas are just integral
representations for the solutions.
Not surprisingly, such representations are not unique, and one can instead represent the same
solutions in a very different integral form: of Kontsevich-Penner integrals over n×n Hermitian matrices
with a peculiar Penner term Ntr log φ in the action. This puts all the four models in the unifying
context of GKM theory [23]. Direct relation between the two integral representations is provided by
a version of Faddeev-Popov trick from [21].
All four matrix integrals can be expressed in the form of determinants of the other matrices, which
have ordinary single integrals as their elements. These determinant representations are very important,
because they are typical for the tau-functions of integrable hierarchies [40, 24] – the generalized
characters of Lie algebras [39, 11]. In other words, partition functions of the matrix models are always
the tau-functions [7]. Moreover, this is a general property of all partition functions – the generating
functions of all correlation functions in any quantum theory, – this is a consequence of the freedom to
change integration variables (fields) in the functional integral [6]. For tau-functions the whole sets of
Virasoro constraints are actually fixed by their lowest components Lˆ−1 or Lˆ0, which therefore has its
own name: the string equation [12].
Integrability means that partition function satisfies a bilinear Hirota equation [10] of the form∮
ZN
(
tk +
1
kzk
)
ZN ′
(
t′k −
1
kzk
)
zN
′−Ne
∑
k
(t′k−tk)z
k
dz (7)
This equation has its origin in decomposition rule R×R′ =∑I RI for representations of Lie algebras
and this is an equation for the characters of the algebra [39, 11]. For loop algebras the characters can
be rather non-trivial, they can be actually labeled by some auxiliary (spectral) Riemann surfaces or,
better, by the points of an infinite-dimensional Grassmannian (the universal moduli space of [41]) –
what means that the spectral surface can actually have an infinite genus (and this is typically the case
for the matrix-model partition functions).
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For irreducible representations of finite-dimensional simple Lie algebras, the characters are given
by two determinant Weyl formulas: in the case of SL(N) and representation labeled by partition
~m : m1 ≥ m2 ≥ . . . ≥ mN ≥ 0 (the Young diagram)
χ~m(t) = detPi+mj−1(t), (8)
where Pi(t) are the Shur polynomials, exp
(∑
k tkx
k
)
=
∑
m x
mPm(t), and, after the Miwa transform
tk =
1
k
∑
i λ
−k
i ,
χ~m(t) =
detij λ
j+mj
i
∆(λ)
, (9)
In fact, the two Weyl formulas are mirrored in two possible representations of matrix models
partition function: as we shall demonstrate, the Hermitian and complex matrix models, besides the
standard determinant representation of type (8), have a Kontsevich-Penner representation of type (9).
Virasoro constraints can be used as recursion relations to provide the logarithm of the partition
functions g2 logZ in the form of the formal series in non-negative powers of t-variables and g2. Such
formal series are unambiguously defined by the systems (3) and (5), since k ≥ 1 in all the four cases.
The generating functions (”multiresolvents”) ρ(p|q)(z), defined as
ρ(·|q)(z1, . . . , zq) = ∇ˆ(z1) . . . ∇ˆ(zq) logZ|t=0 =
∞∑
p=0
g2p−2ρ(p|q)(z1, . . . , zq) (10)
possess an important property: they are poly-differentials on auxiliary spectral Riemann surfaces
(complex curves) [26, 28], which for the four matrix models in question are all double-coverings of
the Riemann sphere with only two ramification points (and thus Riemann spheres themselves). The
spectral curve representation arises only for the special choice of generating functions: they should be
resolvents, i.e. no k-dependent coefficients are allowed in (10). There are other interesting choices of
coefficients, when alternative generating functions possess other interesting properties, see for example
[42].
In s.II we proceed to decomposition formulas. Virasoro constraints can be also considered as
quadratic differentials on the spectral surfaces, expanded near particular points. It turns out that
”discrete” operators (4) arise in expansion near non-singular points, while ”continuous” operators (6)
– in those near ramification points of degree 2. This means that a globally-defined Virasoro quadratic
differential can be decomposed in both bases and this idea finally leads to decomposition formulas [1].
The basic one is
ZH = UˆKK(ZK ⊗ ZK), (11)
it expresses ZH(t) for Hermitian matrix model through ZC(τ) for Kontsevich model. It is explained in
full detail in s.3. Ingredients of the construction are: explicit parametrization of the spectral curve and
of the singular differentials in the vicinities of particular points on it, explicit formula for the global
Uˆ(1) current and the Virasoro differential, its projection onto ”canonical” quadratic differentials in the
vicinities of the particular points and Bogoliubov transform of the time-variables with the help of the
conjugation Uˆ -operator, and, finally, projection from generic Laurent series for the Virasoro operator
to a Taylor series, provided by peculiar projection operator P, which picks up a triangular subalgebra
from entire Virasoro (Krichever-Novikov) algebra. Generators of this triangular subalgebra can be
imposed as constraints on partition function and form a consistent and resolvable set of constraints.
From the point of view of D-module approach the difference between ZH and ZC in (3) looks
minor: both are annihilated by the same discrete-Virasoro operators Lˆn, only n ≥ −1 for ZH , but
n ≥ 0 for ZC . The second difference is that the shift of time-variables, which generates the l.h.s.
in (3), is also different: t2 is shifted in the case of ZH , but t1 is shifted in the case of ZC – this is
important to explain why both sets of equations (3) have unambiguous formal-series solution, despite
the set of constraints contains one less equation in the case of ZC . However, this second difference
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is not essential for comparison of (3) and (5). Indeed, the relation between ZK and Z˜K = ZBGW
in (5) is exactly the same: both partition functions are annihilated by the same continuous-Virasoro
operators Ln, but n ≥ −1 for ZK , while n ≥ 0 for ZBGW . This time shifted are τ1 in ZK and τ0 in
ZBGW , what guarantees that the formal-series solutions are unambiguously defined in both cases. All
this implies that in the spectral-surface formalism the difference between ZH and ZC is concentrated
in the choice of projection operator P at the last stage. Since projection operator can be realized as a
contour integral, its modification can actually be shifted from ZH (where it transformed ZH into ZC)
to one of the two ZK at the r.h.s. of (11) and convert it into Z˜K = ZBGW . In other words, instead of
(11) we obtain
ZC = UˆKK˜(ZK ⊗ Z˜K) i.e. ZC = UˆKK˜(ZK ⊗ ZBGW ) (12)
This is the main result of the present paper and it is discussed in full detail in s.4. This formula was
supported in [1] by explicit comparison of the first terms of expansions of partition functions at both
sides of (12).
Some concluding remarks are given in s.4.
7
Part I
The four matrix models
1 Hermitian matrix model ZH(t)
1.1 Original integral representation
Partition function of Hermitian matrix model [3] is defined by the integral over hermitian N × N
matrix
ZH(t) =
∫
N×N
exp
(
− 1
2g
Tr H2 +
1
g
∞∑
k=0
tkTr H
k
)
dH (I.1)
where the measure dH =
∏N
i,j=1 dHij. This is nothing but the generating function of all GL(N)-
invariant Gaussian correlators of Hermitian matrix H.
1.2 Eigenvalue representation
The Hermitian matrix Φ can be diagonalized by a unitary transformation, H = UDU †, where D =
diag(H1, . . . ,HN ) is the diagonal matrix made from the eigenvalues of H. The norm of H decomposes
as
Tr (δH)2 = Tr (δD)2 +Tr
([
U †δU,D
])2
=
N∑
i=1
(δHi)
2 +
N∑
i<j
(Hi −Hj)2(U †δU)2ij (I.2)
so that the measure
dH = [dU ]
N∏
i<j
(Hi −Hj)2
N∏
i=1
dHi (I.3)
where [dU ] is the non-linear (Haar) measure for unitary matrices. Since the action in (I.1) does not
depend on U , the integral VN =
∫
[dU ] fully decouples, and (I.1) turns into an N -fold integral over
eigenvalues Hi with the peculiar square of the Van-der-Monde determinant ∆(H) =
∏N
i>j(Hi − Hj)
in the measure:
ZH(t) = VN
∫ ∏
i
dHi∆
2(H) exp
− 1
2g
∑
i
H2i +
1
g
∑
i,k
tkH
k
i
 (I.4)
1.3 Virasoro constraints
Integral (I.1) is invariant under any change of integration matrix-variable H. In particular, ZH(t) does
not change if one substitutes H → H + ǫHn+1 with any matrix-valued parameter ǫ and any integer
n ≥ −1. This invariance implies that [16]
∂ZH(t)
∂tn+2
= LˆnZH(t), n ≥ −1 (I.5)
with the operator Lˆn defined in (4) and
∂ZH(t)
∂t0
=
N
g
ZH(t) (I.6)
The l.h.s. in (I.5) is produced by the shift of the t2 variable t2 → t2 − 1/2 in the initial formula (I.1).
Together with (I.6) the system (I.5) provides a set of recurrent relations which allows one to
unambiguously construct ZH(t) term-by-term as a formal series in non-negative powers of t-variables.
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1.4 Determinant representations and integrability
As we shall explain now, the properly normalized matrix integral ZN ≡ 1
VNN !
ZH(t) is a τ -function of
the Toda-chain integrable hierarchy [15, 7]. In this paragraph we rescale the time variables to cancel
the coefficient g in front of them in order to have the standard definition of integrable hierarchies.
One of the technical ways to deal with integrals of form (I.4) was proposed in [3]. The authors
introduced a system of orthogonal polynomials with the orthogonality condition∫
Pi(H)Pj(H)e
−V (H)dH = δije
ϕi(t), (I.7)
where eϕi(t) are norms defined by integral (I.7) and the normalizing condition for the polynomials is
Pi(H) =
∑
j≤i
γijH
j , γii = 1, (I.8)
i.e., the coefficient of the leading term is put equal to unity.
Using polynomials (I.7), (I.8), we can rewrite (I.4) as
ZN = (N !)−1
∫ ∏
i
dHi detPk−1(Hj) detPl−1(Hm) exp{−1
2
∑
i
H2i +
∑
i,k
t
k
Hki } =
N−1∏
i=0
eϕi(t). (I.9)
In order to get the determinant representation, we rewrite orthogonality condition (I.7) in a “ma-
trix” form. That is, we introduce the matrix Γ with matrix elements γmn defined by (I.8), the so-called
moment matrix C with the matrix elements
Cij =
∫
dHH i+j−2e−V (H), (I.10)
and the diagonal matrix J with diagonal elements eϕn . Then, (I.7) can be written as a matrix relation1
ΓCΓT = J (I.11)
where ΓT is the transposed matrix. Evaluating the determinant of the both sides of this relation and
using (I.9), we obtain
ZN = det
N×N
Cij . (I.12)
The moment matrix satisfies a number of relations, which follow directly from its explicit form (I.10),
∂C∗(t)
∂tk
≡ ∂kC∗(t) = ∂
kC∗(t)
∂tk1
≡ ∂kC∗(t), (I.13)
Cij = Ci+j (I.14)
and
CN = ∂
N−2C11 ≡ ∂N−2C (I.15)
Finally, the partition function of the one-matrix model is
ZN = det ∂i+j−2C, (I.16)
which results in the Toda chain [24, 40, 7, 15]. Note that conditions (I.13) and (I.15) are satisfied
for the whole hierarchy of the two-dimensional Toda lattice and for the KP hierarchy, while (I.14) is
specific for the Toda chain.
1This relation is nothing but the Riemann–Hilbert problem also known as the factorization problem, see [43, 15, 44]
for the details.
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1.5 Kontsevich-Penner representation
The system (I.5) is solved by another integral, very different from (I.1) [45]:
ZH(t) = π
N2−n2
2 g
(N−n)2
2 i−Nne
1
2g
tr L2
∫
n×n
exp
(
−g
2
tr h2 +Ntr log h− itr hL
)
dh (I.17)
Integral is now over n × n Hermitian matrix h, dh = ∏na,b=1 dhab and depends on additional n × n
matrix (background field) L. To emphasize the difference between N and n we use small letters for h
and tr instead of H and Tr in (I.1). If expanded around a saddle-point h = L this integral is a formal
series in positive powers of variables
tk = −g
k
tr L−k, k ≥ 1 (I.18)
and2
t0 = g tr logL (I.20)
This is a model from the GKM family and peculiar logarithmic term in the action is often named
Penner term [46], so that (I.17) is known as Gaussian Kontsevich-Penner model.
1.5.1 Proof I: Ward identities
In order to check that (I.17) satisfies (3) one begins with the Ward identity for this integral [23],
associated to the shift h→ h+ ǫ of the integration variable by a small arbitrary matrix ǫ:(
g
∂
∂Ltr
+N
(
∂
∂Ltr
)−1
+ L
)∫
n×n
exp
(
−g
2
tr h2 +Ntr log h− itr hL
)
= 0 (I.21)
which gives(
g
(
∂
∂Ltr
− L
g
)2
+N + n+ L
(
∂
∂Ltr
− L
g
))
Z =
(
g
∂2
∂L2tr
+N − L ∂
∂Ltr
)
Z = 0 (I.22)
It remains to substitute a function ZH(t) with t’s expressed through L by the Miwa transform (I.18).
Then (I.21) becomes (I.5), see [45, 24, 7] for technical details.
1.5.2 Proof II: Orthogonal polynomials
The two integral representations (I.1) and (I.17) can be related directly, without a reference to Virasoro
constraints (I.5). One procedure, making use of orthogonal polynomials (Hermite polynomials in this
particular case) is described in details in [24, 7]. One can rewrite (I.9) with time variables substituted
2It is possible to introduce dependence on t0 implicitly, namely to define the partition function as follows:
ZH(t) = pi
N2−n2
2 g
(N−n)2
2 i
−Nn
e
t0N
g
+ 1
2g
tr L2−Ntr logL
∫
n×n
exp
(
−g
2
tr h2 +Ntr log h− itr hL
)
dh (I.19)
this slightly change all calculations but leave the partition function unchanged.
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by (I.18), (I.20) in terms of orthogonal polynomials in the following way:
ZN = (N !)−1
∫ ∏
i
dHi∆
2(H) exp
−∑
i
V˜ (Hi) +
1
g
∑
i,k=0
t
k
Hki
 =
= (N !)−1
∫ ∏
i
dHi∆
2(H) exp
(
−
∑
i
V˜ (Hi)
)∏
i,a
(La −Hi) =
= (N !)−1
∫ ∏
i
dHi exp
(
−
∑
i
V˜ (Hi)
)
∆(H)
∆(H,L)
∆(L)
=
= (N !)−1∆−1(L)
∫ ∏
i
dHi exp
(
−
∑
i
V˜ (Hi)
)
×
× det
N×N
P˜i−1(Hj) det
(N+n)×(N+n)

P˜i−1(Hj)
... P˜N+b−l(Hj)
. . .
... . . .
P˜i−1(La)
... P˜N+b−l(La)
 ,
(I.23)
where i, j = 1, ..., N , a, b = 1, ..., n and the orthogonal polynomials P˜k(H) are orthogonal with the
measure exp(−V˜ (H)). In the case under consideration, it is equal to exp
(
− 12gH2
)
. Now calculating
the determinants and using the orthogonality condition (I.7), one arrives at
ZN = ∆−1(L) det
n×n
P˜N+a−1(Lb)
∏
i
eϕ˜i(s) =
=
[∏
i
eϕ˜i(s)
]
det(ab) φ
(N)
a (Lb)
∆(L)
= ZN |La=∞ ×
det(ab) φ
(N)
a (Lb)
∆(L)
,
(I.24)
with
φ(N)a (L) = P˜N+a−1(L) (I.25)
Now let us see that integral (I.17) can be also transformed to this form. To this end, we need the
Itzykson-Zuber formula, [47] ∫
U(n)
dUetr AUBU
†
= Vn
det eaibj
∆(x)∆(y)
(I.26)
where integral runs over unitary n×nmatrices with the Haar measure dU , and ai, bj are eigenvalues of
Hermitian matrices A and B. Now, using (I.3), we can perform integration over the angular variables
and rewrite (I.17) as
e
1
2g
tr L2
∫
n×n
dh exp
(
−g
2
tr h2 +Ntr log h− itr hL
)
∼
∼ e 12g
∑
i
L2i
∫ ∏
i
dhi
∆(h)
∆(L)
exp
(
−g
2
∑
i
h2i +N
∑
i
log hi − i
∑
i
hiLi
)
=
= e
1
2g
∑
i
L2i
∫ ∏
i
dhi
dethj−1i
∆(L)
exp
(
−g
2
∑
i
h2i +N
∑
i
log hi − i
∑
i
hiLi
)
=
detΦi(Lj)
∆(L)
(I.27)
where
Φi(L) ≡ e
1
2g
L2
∫
dxxi−1 exp
(
−g
2
x2 +N log x− ixL
)
(I.28)
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It remains to note that the orthogonal polynomials with the measure exp
(
− 12gH2
)
are the Hermit
polynomials which have the integral representation
P˜k(x) =
gk/2√
2π
∫ +∞
−∞
dy
(
x√
g
+ iy
)k
e−y
2/2 =
ingk+
1
2√
2π
e
x2
2g
∫ +∞
−∞
dyyke−
gy2
2
−ixy (I.29)
This finally reduces (I.24) to (I.17).
1.5.3 Proof III: Faddeev-Popov trick
Another way to connect the two matrix integrals, suggested recently in [21] is by using the Faddeev-
Popov trick. In order not to make calculations with Grassmann variables, we choose the opposite sign
in (I.18), (I.20)
tk =
g
k
tr L−k, k ≥ 1 (I.30)
t0 = −g tr logL (I.31)
Then, (I.17) should be substituted with (the results for the two choices of sign can be also related by
continuation)
∼ e− 12g tr L2
∫
n×n
exp
(
−g
2
tr h2 −Ntr log h+ tr hL
)
dh (I.32)
If Miwa transform (I.30) is made in the original integral (I.1), it becomes [7]
(I.1) = (detL)−N
∫
N×N
e−
1
2g
Tr H2dH
det(I ⊗ I −H ⊗ L−1) =
∫ ∫ ∫
e
− 1
2g
Tr H2+B(I⊗L−H⊗I)C
dHd2B, (I.33)
where Faddeev-Popov trick is applied to substitute the determinant in the denominator by an integral
over auxiliary rectangular N × n complex matrix fields B and C = B†. Here d2B = dBdC =∏N
i=1
∏n
a=1 d
2Bia and
B(H ⊗ I − I ⊗ L)C = BaiHijCja −BiaLabCbi = tr B†HB − Tr BLB† (I.34)
Taking the Gaussian integral over H we finally obtain:
(I.1) = g
N2
2
∫ ∫
e
g
2
Tr BB†BB†+Tr BLB†d2B (I.35)
At the same time the Kontsevich-Penner integral (I.32) is equal to
(I.32) = g
N2
2
+n
2
2
∫
e−
g
2
tr h2dh
det (L+ gh)N
= g
N2
2
+n
2
2
∫
e−
g
2
tr h2dh
det(I ⊗ gh+ I ⊗ L) =
= g
N2
2
+n
2
2
∫ ∫ ∫
e−
g
2
tr h2+B(I⊗gh+I⊗L)CdhdBdC
(I.36)
where the fields B,C are exactly the same as in (I.33), while
B(I ⊗ gh+ I ⊗ L)C = gBiahabCbi +BiaLabCbi = gTr BhB† +Tr BLB† (I.37)
Again we can take the Gaussian integral over h and obtain:
(I.32) = g
N2
2
∫ ∫
e
g
2
Tr BB†BB†+Tr BLB†d2B (I.38)
i.e. exactly the same expression as at the r.h.s. of (I.35). Thus we conclude that
(I.1) = (I.32) (I.39)
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the two integral representation for ZH(t) coincide.
Inverting the argument, the two matrix-integral representations (I.1) and (I.32) for ZH(t) are
associated with two ways to decompose the quartic vertex Tr BB†BB† = tr B†BB†B with the help
of auxiliary fields H and h, coupled respectively to BB† and B†B and thus having the different sizes:
N ×N and n× n.
As a word of precaution we remind only that for any finite n the Miwa transform (I.18) defines
only an n-dimensional subset in the infinite-dimensional space of t-variables: when expressed through
L the higher tk with k > n are actually algebraic functions of the lowest t1, . . . , tn. Thus ZH(t) in this
context should be interpreted as a projective limit at n→∞.
1.6 Genus expansion and the first multiresolvents
Multiresolvents for Hermitian model are described in detail in the reference-paper [26]. Here we remind
only the simplest of the relevant formulas.
Multiresolvents are defined by eq.(10) and the first step is to rewrite Virasoro constraints as
recurrent relations for ρ(p|q). Such recursive reformulation is possible only if the genus expansion of
the free energy F = logZ is performed, F =∑∞p=0 g2p−2F (p). As explained in some detail in [26], this
requirement picks up some rather special solutions to Virasoro constraints, and only such solutions
possess well-defined multiresolvents and are associated with the bare spectral curves of finite genera.3
The bare spectral curve Σ is defined from non-linear equation for ρ(0|1) – the starting point of the
recursion. The next step provides ρ(0|2), which appears to be easily connected with Bergman kernel
bi-differential on Σ [48]. At each step of recursion there exists a certain arbitrariness in the choice of
solutions, which is, however, absent for the Virasoro constraint (I.5) – crucial for this unambiguity is
the form of the l.h.s. of (I.5): the fact that it is obtained by the shift of the time variable t2 → t2−1/2.
Shift is parameter which is allowed to stand in denominators when we build up a formal-series solution
to Virasoro constraints. The shift of t2 is obviously associated with the integral (I.1) and defines what
is naturally called the Gaussian phase of Hermitian model. If other time or many times are shifted,
then arbitrariness is unavoidable, see [49] for its full description. If partly fixed and parameterized by
several arbitrary variables, it provides the family of Dijkgraaf-Vafa non-Gaussian partition functions
[50, 51, 48].4
Gaussian phase. The bare spectral curve for Gaussian phase of Hermitian model is
ΣHG : y
2 = z2 − 4S (I.40)
where S = gN and a few first Gaussian multiresolvents are:
ρ
(0|1)
H =
z −√z2 − 4S
2
(I.41)
ρ
(0|2)
H (z1, z2) =
1
2(z1 − z2)2
(
z1z2 − 4S
y(z1)y(z2)
− 1
)
(I.42)
ρ
(1|1)
H (z) =
S
y5(z)
(I.43)
ρ
(0|3)
H (z1, z2, z3) =
2S(z1z2 + z2z3 + z3z1 + 4S)
y3(z1)y3(z2)y3(z3)
(I.44)
3It deserves emphasizing that genus p in ”genus expansion” refers to the genus of the fat-graph Feynman diagrams
contributing to F(p ). It has nothing to do with the genus of the bare spectral curve, throughout this text this genus
will be only zero, while the genus of the full spectral curve (which defines the point of the Universal Grassmannian [41]
underlying the matrix-model τ -function) is infinite. Relation between bare and full spectral curves is rather tricky and
is not yet fully clarified in the literature.
4Relation between generic genus-expansion-possessing solutions of [49] and the Dijkgraaf-Vafa family is very similar
to that between the ”general” and ”total” solutions to the Hamilton-Jacobi equation, see [52, sect.7].
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ρ
(1|2)
H (z1, z2) =
S
y7(z1)y7(z2)
(
z1z2(5z
4
1 + 4z
3
1z2 + 3z
2
1z
2
2 + 4z1z
3
2 + 5z
4
2)+
+4S
(
z41 − 13z1z2(z21 + z1z2 + z22) + z42
)
+ 16S2(−z21 + 13z1z2 − z22) + 320S3
) (I.45)
ρ
(2|1)
H (z) =
21S
(
z2 + S
)
y11(z)
(I.46)
They are deduced from the recurrent relations
y(z1)ρ
(0|2)
H (z1, z2) = ∂z2
ρ
(0|1)
H (z1)− ρ(0|1)H (z2)
z1 − z2
(I.47)
y(z1)ρ
(1|1)
H (z1) = ρ
(0|2)
H (z1, z1) (I.48)
y(z1)ρ
(0|3)
H (z1, z2, z3) = 2ρ
(0|2)
H (z1, z2)ρ
(0|2)
H (z1, z3)+
+∂z2
ρ
(0|2)
H (z1, z3)− ρ(0|2)H (z2, z3)
z1 − z2 + ∂z3
ρ
(0|2)
H (z1, z2)− ρ(0|2)H (z2, z3)
z1 − z3
(I.49)
y(z1)ρ
(1|2)
H (z1, z2) = 2ρ
(0|2)
H (z1, z2)ρ
(1|1)
H (z1) + ρ
(0|3)
H (z1, z1, z2) + ∂z2
ρ
(1|1)
H (z1)− ρ(1|1)H (z2)
z1 − z2
(I.50)
y(z1)ρ
(2|1)
H (z1) =
(
ρ
(1|1)
H (z1)
)2
+ ρ
(1|2)
H (z1, z1) (I.51)
Non-Gaussian phases. For the sake of completeness we also give some formulas for non-Gaussian
phases. If instead of the Gaussian shift t2 → t2 − 12 we apply tk → tk − Tk with W (z) =
∑n+1
k=0 Tkz
k
and rewrite the shifted Virasoro constraints in terms of the multiresolvents we get:
W ′(z)ρ(z) = ρ2(z) + f(z) + g2∇ˆ(z)ρ(z) + Pˆ−z
[
v′(z)ρ(z)
]
(I.52)
where
∇ˆ(z) =
∞∑
k=0
1
zk+1
∂
∂tk
(I.53)
and
ρ(z) = ∇ˆ(z)g2 logZ (I.54)
f(z) = Pˆ+z
[
W ′(z)ρ(z)
]
= RˆH(z)g
2 logZ (I.55)
W ′(z)ρ
(p|m+1)
W (z, z1, . . . , zm)− f (p|m+1)W (z|z1, . . . , zm) =
=
∑
q
∑
m1+m2=m
ρ
(q|m1+1)
W (z, zi1 , . . . , zim1 )ρ
(p−q|m2+1)
W (z, zj1 , . . . , zjm2 )+
+
m∑
i=1
∂
∂zi
ρ
(p|m)
W (z, z1, . . . , zˇi, . . . , zm)− ρ(p|m)W (z1, . . . , zm)
z − zi + ∇ˆ(z)ρ
(p−1|m+1)
W (z, z1, . . . , zm)
(I.56)
f
(p|m+1)
H (z|z1, . . . , zm) = RˇH(z)ρ(p|m)(z1, . . . , zm) (I.57)
RˇH(z) = P
+
z
[
W ′(z)∇ˇ(z)
]
= −
n−1∑
a=0
n−a−1∑
b=0
(a+ b+ 2)Ta+b+2z
a ∂
∂Tb
(I.58)
For further details we refer to [26, 49] and references therein.
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2 Complex-matrix model ZC(t)
2.1 Original integral representation
Complex matrix model was originally defined as an integral over N ×N complex matrices Φ
ZC(t) =
∫
N×N
exp
(
−Tr ΦΦ
†
g
+
∞∑
k=0
tk
g
Tr (ΦΦ†)k
)
d2Φ (I.59)
where d2Φ =
(
i
2
)N2 ∏N
i,j=1 d
2Φij =
∏N
i,j=1 dRe(Φij)dIm(Φij) =
∏N
i,j=1
i
2dΦijdΦ
†
ij .
2.2 Eigenvalue representation
One can express a complex matrix Φ through Hermitian H and unitary U matrices,
Φ = UH, Φ† = HU † (I.60)
and, further, through diagonal matrix D and two unitary matrices U and V :
Φ = UDV †, Φ† = V DU † (I.61)
The norm of Φ decomposes as
Tr δΦδΦ† = Tr (δH)2 − Tr H2(U †δU)2 +Tr [H, δH](U †δU) =
= Tr (δD)2 − Tr (U †δU)2D2 − Tr D2(V †δV )2 + 2Tr (U †δU)D(V †δV )D,
(I.62)
so that the measure
d2Φ = [dU ][dV ]
N∏
i<j
(H2i −H2j )2
N∏
i=1
HidHi (I.63)
where Hi are the eigenvalues of matrix H (i.e. the entries of D). In particular, for N = 1 we have
Φ = eiθH and d2Φ = HdHdθ.
Comparing with (I.2), (I.3), one can see that for complex matrices the measure is actually the
same as for Hermitian matrix H2, such that ΦΦ† = UH2U †. Since action in the model (I.59) also
respects this substitution, we obtain:
ZC(t) = V
2
N
∫ ∞
0
∏
i
dH2i∆
2(H2) exp
−1
g
∑
i
H2i +
1
g
∑
i,k
tkH
2k
i
 ∼
∼
∫
[dU ]
∫
exp
(
−1
g
Tr H2 +
1
g
∞∑
k=0
tkTr H
2k
)
d(H2)
(I.64)
This integral looks just the same as (I.1) for Hermitian matrix model, however, there is a difference
in the integration contour: H2 is not an arbitrary Hermitian matrix. Relation between (I.1) and (I.64)
is like between an integral over entire real axis and over its positive ray: the answers are different and
even invariance properties – and thus the Picard-Fucks equations (Ward identities) are not exactly
the same.
2.3 Virasoro constraints
Since the Eq.(I.64) means that the Virasoro constraints are the same as the ”discrete Virasoro con-
straints” for Hermitian matrix model. However, there are two differences.
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First, L−1-constraint, associated with the shift δ(H
2) = ǫ, is excluded, because it would correspond
to a singular transform δH ∼ H−1. This exclusion can also be considered as a result of the above-
mentioned change of integration contour: from entire real line in the case of Hermitian model to a
positive ray 0 ≤ H2 <∞ in the case of (I.64).
Second, the shift of time variables is tk = t˜k − 12δk,2 in the Gaussian phase of Hermitian model,
but it is rather tk = t˜k − δk,1 in the Gaussian phase of (I.64).
The two changes together make the seemingly diminished set of Virasoro constraints
LˆmZC = 0, m ≥ 0, (I.65)
with
Lm(t) = − ∂
∂t1+m
+
∞∑
k≥1
ktk
∂
∂tk+m
+ g2
∑
a+b=m
∂2
∂ta∂tb
(I.66)
and
∂ZC
∂t0
=
S
g2
ZC (I.67)
fully exhaustive: despite the lack of Lˆ−1, these equations are enough for unambiguous recursive re-
construction of all terms in the formal series ZC(t) for the Gaussian branch of the complex matrix
model.
2.4 Determinant representation and integrability
The integrable properties of the complex matrix model are practically identical to those of the Her-
mitian model. In particular, the partition function
ZC ∼ ZCN = det ∂i+j−2C (I.68)
where the moment matrix is given a bit different integral as compared with the Hermitian case,
Cij ≡
∫ ∞
0
dx exp
(
−1
g
x+
1
g
∑
k
tkx
k
)
(I.69)
This is still a Toda chain τ -function, however, it corresponds to another solution to the hierarchy given
by the Virasoro constraints (I.65).
2.5 Kontsevich-Penner representation
Like in the case of Hermitian model, the set of constraints (I.65) has another matrix-integral solution
[31], different from (I.59):
ZC(t) = π
N2−n2e−tr ηη
†
∫
exp
(
−tr φφ† + tr η†φ+ tr φ†η +Ntr log(φφ†)
)
d2φ (I.70)
This time integral is over complex matrices φ, but their size n is, like in (I.17), independent of N ,
which appears only as a parameter in the Penner term. For the sake of simplicity, we put here g = 1,
the g-dependence being easily restorable. The time variables are related to the external matrices η
and η† as
tk = −1
k
tr (ηη†)−k, k ≥ 1,
t0 = log(ηη
†)
(I.71)
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2.5.1 Proof I: Ward identities
The Ward identity associated with the shifts φ→ φ+ ǫ of the integration variable, is now− ∂
∂ηtr
+N
(
∂
∂η†tr
)−1
+ η†
 ∫ exp (−tr φφ† + tr η†φ+ tr φ†η +Ntr log(φφ†)) d2φ = 0 (I.72)
Therefore, one gets[
−
(
∂
∂η†tr
+ η
)(
∂
∂ηtr
+ η†
)
+N +
(
∂
∂η†tr
+ η
)
η†
]
ZC =
[
− ∂
2
∂η∂η†
+N − 1
2
η
∂
∂η
− 1
2
η†
∂
∂η†
]
ZC = 0
(I.73)
and, substituting ZC as a function of the Miwa variables (I.71) one reproduces (I.65), see [31].
2.5.2 Proof II: Orthogonal polynomials
Let us put L ≡ ηη†. Then, one can immediately repeat the calculation of s.1.5.2 in order to obtain that
(I.59) is equal to (I.24) and (I.25), where the polynomials P˜k(H) are now orthogonal with the weight
exp(−x) on the positive real semi-axis. Such orthogonal polynomials are nothing but the Laguerre
polynomials [53], which have the following integral representation
P˜k(x) = (−1)kex
∫ ∞
0
dyyke−yJ0(2
√
xy) (I.74)
where J0(x) is the zero order Bessel function.
Now let us rewrite (I.70) in the determinant form. This time in order to integrate over angular
variables, we need to use instead of the Itzykson-Zuber formula the following very nice formula of
integration over two unitary n× n matrices, [54]∫
U(n)
dU
∫
U(n)
dV exp
(
1
2
tr
[
UAV B +B†V †A†U †
])
= 2n(n−1)V 2n
detJ0(xiyj)
∆(x2)∆(y2)
(I.75)
where x2i and y
2
j are the eigenvalues of A
†A and BB† respectively, A and B being arbitrary n × n
complex matrices. Using this formula and (I.63) and denoting eigenvalues of φφ† and ηη† through yi
and xi respectively, one obtains
e−tr ηη
†
∫
exp
(
−tr φφ† + tr η†φ+ tr φ†η +Ntr log(φφ†)
)
d2φ ∼
∼ e−
∑
i
xi
∫ ∞
0
∏
i
dyi
∆(y)
∆(x)
exp
(
−
∑
i
yi +N
∑
i
log yi
)
J0(2
√
xiyi) =
detΦ
(C)
i (xj)
∆(x)
(I.76)
where
Φ
(C)
i (x) = e
−x
∫ ∞
0
dyyi−1 exp (−y +N log yJ0(2√xy)) (I.77)
Comparing this with (I.74) we ultimately identify (I.59) and (I.70).
2.5.3 Proof III: Faddeev-Popov trick
Direct equivalence of the two integrals (I.59) and (I.70) can be proved by a somewhat tricky general-
ization of Faddeev-Popov argument from [21], which we applied in s.1.5 above.
As before, we make the other choice of the sign in the Miwa transform,
tk =
1
k
(ηη†)−k, k ≥ 1 (I.78)
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in order to deal with bosonic auxiliary fields. After the Miwa transform, the integral (I.59) becomes
(I.59) =
∫
exp
(
−Tr ΦΦ† +
∞∑
k=0
1
k
tr (ηη†)−kTr (ΦΦ†)k
)
d2Φ = det(−ηη†)N
∫
e−Tr ΦΦ
†
d2Φ
det(ΦΦ† ⊗ I − I ⊗ ηη†) =
= det(−ηη†)N
∫ ∫
e−Tr ΦΦ
†+tr B†ΦΦ†B−Tr Bηη†B†d2Φd2B = det(−ηη†)N
∫
e−tr ηη
†B†Bd2B
detN×N (I −BB†)N
(I.79)
Note that the last determinant is raised to the power N , this is because we integrate over N2 complex-
valued variables Φij: the relevant piece of the action is
∑N
i,j,k=1ΦijΦ¯ik
(
δjk −
∑n
a=1BjaB¯ka
)
.
At the same time integral (I.70) is:
(I.70) =
∫
e−tr φφ
†
d2φ
detNn×n
(
(φ+ η)(φ† + η†)
) = ∫ ∫ e−tr φφ†−Tr b†(φ−η)(φ†−η†)bd2φd2b = ∫ e−tr ηη† b
†b
1+b†bd2b
detn×n(1 + b†b)n
(I.80)
Like B, b is rectangular N × n matrix, but the integrals are not literally equal as it was in the case of
Hermitian model: one still needs to relate B and b.
Let us begin with a few examples.
Examples. N = n = 1: In this case we can introduce new variables: ρ = B†B = |B|2 and
σ = b†b = |b|2. Denoting also K = ηη† = |η|2, we obtain our two integrals in the form:
N = n = 1 : (I.59) =
∫
e−ρKdρ
1− ρ , while (I.70) =
∫
e−
σ
1+σ
Kdσ
1 + σ
(I.81)
and integrands coincide because for ρ = σ1+σ we have dρ = − dσ(1+σ)2 , while 1− ρ = 11+σ .
n = 1, N arbitrary: In this case B is a complex N -vector (B1, . . . , BN ), the N × N matrix BB†
has rank 1 and det(I −BB†) = 1− |B1|2 − . . .− |Bn|2 = 1− ρ1 − . . .− ρn = 1− ρ+, so that
(I.59) =
∫
e−ρ+Kdρ1 . . . dρN
(1− ρ+)N ∼
∫
ρN−1+ e
−ρ+Kdρ+
(1− ρ+)N
(I.82)
and similarly
(I.70) =
∫
e−
σ+
1+σ
Kdσ1 . . . dσN
1 + σ+
∼
∫
σN−1+ e
−
σ+
1+σ
Kdσ+
1 + σ+
, (I.83)
where we used the fact that the volume of a simplex ρ1 > 0, . . . , ρN > 0, ρ1 + . . . + ρN = ρ+ is
proportional to ρN−1+ and similarly for σ’s. Making the same transformation as above, ρ+ =
σ+
1+σ+
, we
see again that the integrals coincide.
N = 1, n arbitrary: This time B and b are complex n-vectors. If we perform an SU(n) rotation to
diagonalize ηη† → diag(K1, . . . ,Kn), then both integrals (I.59) and (I.70) still contain B and b only
in the form of squared modules ρa = |Ba|2 and σa = |ba|2:
(I.59) =
∫
e−
∑n
a=1
ρaKadρ1 . . . dρn
1− ρ+ and (I.70) =
∫
e−
∑n
a=1
σaKa/(1+σ+)dσ1 . . . dσn
(1 + σ+)n
(I.84)
The integrals are related by our usual change of variables ρa =
σa
1+σ+
, only the measure transform gets
a little trickier:
∧na=1dρa = ∧na=1
(
dσa
1 + σ+
− σadσ+
(1 + σ+)2
)
=
∧na=1dσa
(1 + σ+)n
−
∑n
a=1 σa ∧na=1 dσa
(1 + σ+)n+1
=
1
(1 + σ+)n+1
∧na=1 dσa
(I.85)
Substituting also 1− ρ+ = (1− σ+)−1, we see that the two integrals are in fact the same.
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2.6 Genus expansions and the first multiresolvents
Gaussian phase. The first resolvent [26] in this case is
ρ
(0|1)
C (z) =
1
2
1−
√
1− 4S
z
 (I.86)
and the bare spectral curve
ΣC : y
2 = z(z − 4S) (I.87)
A few next multiresolvents are:
ρ
(0|2)
C (z1, z2) =
1
2(z1 − z2)2
(
z1z2 − 2S(z1 + z2)
y1y2
− 1
)
(I.88)
ρ
(1|1)
C (z) =
zS2
yC(z)5
(I.89)
ρ
(0|3)
C (z1, z2, z3) = 2
z1z2z3S
2
yC(z1)3yC(z2)3yC(z3)3
(I.90)
ρ
(1|2)
C (z1, z2) =
z21z
2
2S
2
y71y
7
2
(
3z2z
3
1 + 3z
3
2z1 + 2z
2
2z
2
1
−2(z31 + 17z21z2 + 17z1z22 + z32)S + 8(3z21 + 19z1z2 + 3z22)S2 − 96(z1 + z2)S3 + 128S4
) (I.91)
ρ
(2|1)
C (z) =
(9S2 − 8zS + 8z2)S2z3
y(z)11
(I.92)
They are deduced from the recurrent relations
y(z1)
z1
ρ
(0|2)
C (z1, z2) =
1
z1
∂z2
z1ρ
(0|1)
C (z1)− z2ρ(0|1)C (z2)
z1 − z2
(I.93)
y(z)
z
ρ
(1|1)
C (z) = ρ
(0|2)
C (z, z) (I.94)
y(z1)
z1
ρ
(0|3)
C (z1, z2, z3) = 2ρ
(0|2)
C (z1, z2)ρ
(0|2)
C (z1, z3)+
+
1
z1
∂z2
z1ρ
(0|2)
C (z1, z3)− z2ρ(0|2)C (z2, z3)
z1 − z2 +
1
z1
∂z3
z1ρ
(0|2)
C (z1, z2)− z3ρ(0|2)C (z2, z3)
z1 − z3
(I.95)
y(z1)
z1
ρ
(1|2)
C (z1, z2) = 2ρ
(0|2)
C (z1, z2)ρ
(1|1)
C (z1) + ρ
(0|3)
C (z1, z1, z2) +
1
z1
∂z2
z1ρ
(1|1)
C (z1)− z2ρ(1|1)C (z2)
z1 − z2
(I.96)
y(z1)
z1
ρ
(2|1)
C (z1) =
(
ρ
(1|1)
C (z1)
)2
+ ρ
(1|2)
C (z1, z1) (I.97)
Non-Gaussian phases. A generic phase of the complex matrix model is given by first several time
variables shifted, tk → Tk + tk. Then, for a generic polynomial potential W (z) =
∑n+1
k=0 Tkz
k the
Virasoro constraints for the complex-matrix model look like
W ′(z)ρ(z) = ρ2(z) + f(z) + g2∇ˆ(z)ρ(z) + 1
z
P−z
[
zv′(z)ρ(z)
]
(I.98)
where
f(z) =
1
z
P+z
[
zW ′(z)ρ(z)
]
(I.99)
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Higher resolvents can be extracted from the equations
W ′(z)ρ
(p|m+1)
W (z, z1, . . . , zm)− f (p|m+1)C (z|z1, . . . , zm) =
=
∑
q
∑
m1+m2=m
ρ
(q|m1+1)
W (z, zi1 , . . . , zim1 )ρ
(p−q|m2+1)
W (z, zj1 , . . . , zjm2 )+
+
m∑
i=1
1
z
∂
∂zi
zρ
(p|m)
W (z, z1, . . . , zˇi, . . . , zm)− z1ρ(p|m)W (z1, . . . , zm)
z − zi + ∇ˆ(z)ρ
(p−1|m+1)
W (z, z1, . . . , zm).
(I.100)
where
f
(p|m+1)
C (z|z1, . . . , zm) = RˇC(z)ρ(p|m)(z1, . . . , zm) (I.101)
with
RˇC(z) =
1
z
P+z
[
zW ′(z)∇ˇ(z)
]
= −
n−1∑
a=−1
n−a−1∑
b=0
(a+ b+ 2)Ta+b+2z
a ∂
∂Tb
(I.102)
Quadratic equation for simplest resolvent leads to the answer
ρ
(0|1)
C (z) =
W ′(z)− yC(z)z
2
(I.103)
where
yC(z)
2 = z
(
W ′2 − 4RˇC(z)F (0)C
)
(I.104)
For the Gaussian complex model Tk = δk,1, so W (z) = z, RˇC(z) = −1z ∂∂T0
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3 Kontsevich model ZK(τ)
3.1 Original integral representation
Kontsevich model was originally defined in [22] as a generating function of topological indices of the
moduli space of Riemann surfaces. M.Kontsevich represented this generating function in form of
the now-famous matrix integral over auxiliary n × n dimensional Hermitian matrices (one can easily
introduce into this integral the parameter g similarly to (I.17), [1] however, for the sake of simplicity,
we put here g = 1):
ZK = exp
(
−2
3
tr L3
) ∫
n×n dh exp
(
−13tr h3 + tr L2h
)
∫
n×n dh exp (−tr Lh2)
(I.105)
where time-variables are Miwa-transformed:
τk =
1
k
tr L−k (I.106)
If expressed through the τ -variables, ZK(τ) is actually independent of auxiliary parameter n. This
model can be further generalized to Generalized Kontsevich Model (GKM) [23],
ZGKM =
∫
n×n e
−U(L,h)dh∫
n×n e
−U2(L,h)dh
(I.107)
where
U(L, h) ≡ tr [V(L+ h)− V(L)− V ′(L)h] (I.108)
and
U2(L, h) = lim
ǫ→0
1
ǫ2
U(L, ǫh) (I.109)
is an h2-term in U . W is here an arbitrary (power series) potential and ZGKM is a function of the
same (W -independent) Miwa transform (I.106). Many properties of GKM are in fact independent of
the choice of V(h).
In fact, one can also consider the matrix model (I.107) with a different normalization as a function
of time variables
Tk = 1
k
tr Λk (I.110)
where the matrix Λ = V ′(L) enters in positive powers. This function is called the character phase
and is considered in detail in [20]. In this paper we restrict ourselves with the Kontsevich phase only,
where the time variables are given by (I.106).
Note also that it is often convenient to fix V(h) to be a polynomial of h (polynomial Kontsevich
model, [23]) or that of h−1 (antipolynomial Kontsevich model [20]). In this section we consider only
the polynomial case, leaving the antipolynomial one until the next section (where it emerges within
the context of the unitary matrix model).
3.2 Eigenvalue representation
Shifting the integration variable h→ h− L one obtains that
ZGKM ∼
∫
n×n
dh exp
(−tr V(h) − tr V ′(L)h) (I.111)
Now using the Itzykson-Zuber formula and (I.3), one can perform integration over the angular variables
in this integral: ∫
n×n
dh exp
(−tr V(h)− tr V ′(L)h) ∼ detij Fi(λj)
∆(λ)
(I.112)
where λi are the eigenvalues of the matrix V ′(L) and
Fi(λ) =
∫
dxxi−1 exp (−V(x) + λx) (I.113)
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3.3 Virasoro constraints
Straightforward Ward identities for ZK are as previously associated with the shift h → h + ǫ of
integration variable h: [(
∂
∂L2tr
)2
− L2
] ∫
n×n
dh exp
(
−1
3
tr h3 + tr L2h
)
= 0 (I.114)
Now one should take into account the normalization factor and come to the τ -variables. Conversion
to the τ -variables is highly non-trivial, it was first performed in [18] and leads to the celebrated result
[13, 14]:
LˆnZK = 0, Lˆn = 1
2
∑
k≥δn+1,0
k odd
kτk
∂
∂Tk+2n
+
1
4
∑
a+b=2n
a,b≥0 ; a,b odd
∂2
∂τa∂τb
+
+δn+1,0 · τ
2
1
4
+ δn,0 · 1
16
− ∂
∂τ2n+3
(I.115)
This proved equivalence of Witten’s topological 2d gravity [12] to ZK and – since ZK is trivially a KP
tau-function – proved that partition function of 2d gravity is indeed a tau-function (as anticipated in
[55]). Analogous conversion to T -variables of the Ward identities for ZGKM is even more sophisticated
and give rise to W -constraints (or W˜ -constraints in the character phase) [19, 20].
3.4 Determinant representation and integrability
Now one can take into account all the normalization factors and further transform this determinant
(after quite tedious calculation, [23]) to
ZGKM =
detij φi(Lj)
∆(L)
(I.116)
where
φi(L) =
√
V ′′(L)eV(L)−LV ′(L)Fi(V ′(L)) (I.117)
Formula (I.116) if true for any number of Miwa variables (size of the determinant) fixes a KP hierarchy
τ -function [10, 24] that depends on times
τk =
1
k
∑
i
L−ki (I.118)
provided the asymptotics of φi(L) at large L is
φi(L)
L→∞∼ Li−1 (1 +O(1/L)) (I.119)
In particular, (I.119) guarantees that ZGKM is a function of variables τk (I.118) and does not depend
on their number.
Now if one takes the monomial potential V(h) = hp+1 (the case of a polynomial potential of degree
p+1 describes a hierarchy equivalent to the monomial case, see details in [56]), the partition function
ZGKM is a τ -function of the p-reduced KdV hierarchy, which does not depend on times τpk for all k.
In particular, the Kontsevich partition function (I.105) is a KdV τ -function depending only on odd
times τ2k+1. A concrete solution of the KdV hierarchy is fixed by the Virasoro constraints (I.115) (in
fact, it is enough to use only the lowest constraint in addition to the KdV hierarchy equations in order
to fix the partition function unambiguously).
Note that one could starts from the Virasoro constraints (I.115) instead of the matrix integral.
Then, there are much more solutions, the KdV one corresponding only to distinguished solutions of
the Dijkgraaf-Vafa type [26, 2nd paper].
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Note that one can easily continue the (Generalized) Kontsevich matrix integral to the whole Toda
lattice hierarchy adding to U(L, h) (but not to U2(L, h)) the term
∆U(L, h) = ∆V(L+ h)−∆V(L), ∆V(h) = ℵ log h−
∑
k
τ¯kh
−k
(I.120)
Here ℵ is the zeroth (discrete) Toda time and τ¯k are the negative Toda times. In the special case of
quadratic potential V(h) = h2 this matrix integral reduces to the Toda chain, as we observed in s.2.
3.5 Kontsevich-Penner representation
Of course, Kontsevich model is already in the Kontsevich form. No parameter N is obligatory present
and no Penner term is needed (until one wants to deal with the (Generalized) Kontsevich integral as
with the Toda lattice hierarchy).
3.6 Genus expansion and the first multiresolvents
Generic phase. Similarly to the Hermitian and complex matrix models, a generic phase of the
Kontsevich model is given by first several time variables shifted τ2k+1 → τ2k+1 + Tk. In this case,
∇ˆ(z) =
∞∑
k=0
1
zk+1
∂
∂τ2k+1
(I.121)
W ′(z) =
n+1∑
k=0
(
k +
1
2
)
Tkz
k (I.122)
v′(z) =
∞∑
k=0
(
k +
1
2
)
τ2k+1z
k (I.123)
W ′(z)ρ(z) = ρ2(z) + fK(z) + g
2∇ˆ(z)ρ(z) + zP−z
[
v′(z)ρ(z)
z
]
+
g2
16z
+
(τ0 − T0)2
16
(I.124)
fK(z) = zP
+
z
[
W ′(z)ρ(z)
z
]
= g2RˆK(z) logZ (I.125)
RˆK(z) = −
n+1∑
k=2
k−2∑
m=0
(
k +
1
2
)
Tkz
k−m−1 ∂
∂Tm
(I.126)
ρ(z) = g2∇ˆ(z) logZ (I.127)
W ′(z)ρ
(p|m+1)
W (z, z1, . . . , zm)− f (p|m+1)W (z|z1, . . . , zm) =
=
∑
q
∑
m1+m2=m
ρ
(q|m1+1)
W (z, zi1 , . . . , zim1 )ρ
(p−q|m2+1)
W (z, zj1 , . . . , zjm2 )+
+
m∑
i=1
(
∂
∂zi
− 1
2zi
)
ziρ
(p|m)
W (z, z1, . . . , zˇi, . . . , zm)− zρ(p|m)W (z1, . . . , zm)
z − zi + ∇ˆ(z)ρ
(p−1|m+1)
W (z, z1, . . . , zm)+
δp,1δm,0
16z
+ δp,0
(
δm,0T
2
1
16
− δm,1T1
8z1
+
δm,2
8z1z2
)
(I.128)
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Gaussian case. In this case, W ′(z) = z + T02 , f
(k|m) = 0
ρ(0|1)(z) =
z + T02 −
√
z2 + T0z
2
(I.129)
ρ(0|2)(z1, z2) =
1
4(z1 − z2)2
(
(z1 + z2 + 2T0)z1z2
y(z1)y(z2)
− (z1 + z2)
)
(I.130)
y(z1)ρ
(0|2)(z1, z2) =
(
∂
∂z2
− 1
2z2
)
z2ρ
(0|1)(z1)− z1ρ(0|1)(z2)
z1 − z2 −
T0
8z2
(I.131)
ρ(0|3)(z1, z2, z3) =
z21z
2
2z
2
3
y(z1)3y(z2)3y(z3)3
(I.132)
y(z1)ρ
(0|3)(z1, z2, z3) =
(
∂
∂z2
− 1
2z2
)
z2ρ
(0|2)(z1, z3)− z1ρ(0|2)(z2, z3)
z1 − z2 +(
∂
∂z3
− 1
2z3
)
z3ρ
(0|2)(z1, z2)− z1ρ(0|2)(z2, z3)
z1 − z3 +
1
8z1z2
(I.133)
y(z)ρ(1|1)(z) = ρ(0|2)(z, z) +
1
16z
(I.134)
ρ(1|1)(z) =
z3
16y(z)5
(I.135)
y(z1)ρ
(1|2)(z1, z2) = 2ρ
(0|2)(z1, z2)ρ
(1|1)(z1) + ρ
(0|3)(z1, z1, z2) +
(
∂
∂z2
− 1
2z2
)
z2ρ
(1|1)(z1)− z1ρ(1|1)(z2)
z1 − z2
(I.136)
y(z1)ρ
(2|1)(z) =
(
ρ(1|1)(z)
)2
+ ρ(1|2)(z, z) (I.137)
ρ(2|1)(z1, z2) =
z41z
4
2
32
5(z1 + T0)
2 + 3(z1 + T0)(z2 + T0) + 5(z2 + T0)
2
y(z1)7y(z2)7
(I.138)
ρ(2|1)(z) =
105
254
z6
y(z)11
(I.139)
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4 BGW model Z˜K(τ) = ZBGW (τ)
4.1 Original integral representation
Brezin-Gross-Witten (BGW) model is defined as a generating function for all correlators of unitary
matrices with Haar measure [dU ]:
ZBGW =
∫
N×N
[dU ] exp
(
Tr J†U +Tr JU †
)
(I.140)
The integral actually depends only on eigenvalues of Hermitian matrix M = JJ†, i.e. on the time-
variables of the form τk = Tr (JJ
†)k.
Haar measure [dU ] for unitary matrices is non-linear, it can be reduced to a flat measures in different
ways. One possibility is to express U through Hermitian matrices, U = 1+iH1−iH [57], which defines [dU ]
as the flat Hermitian measure dH =
∏N
i,j=1 dHij with additional Jacobian factor, [dU ] = J (H)dH,
J = det(1+H2)−N . Another possibility [20, 21] is to impose the constraints on the complex matrices:
[dU ] =
∫
d2Φδ(ΦΦ† − I) =
∫
N×N
dhe−Tr h
∫
N×N
d2ΦeTr hΦΦ
†
(I.141)
For certain actions the integral over dΦ can be explicitly taken and this gives rise to reformulation of
original unitary-matrix model.
4.2 Eigenvalue representation
Since technically the most simple way to obtain eigenvalue representations is to start with the
Kontsevich-Penner representation of the BGW model, we first consider this representation.
4.3 Kontsevich-Penner representation
In variance with all other Kontsevich-Penner representations, that of the BGW model connects the
two integrals over the two matrices (unitary and Hermitian ones) of the same size, [20]:
ZBGW =
∫
N×N
dh exp
(
− tr h−1 + tr Mh−Ntr log h
)
(I.142)
This makes theory of the BGWmodel somewhat harder and one sometimes embeds it into the universal
BGW model [20] with an arbitrary coefficient in front of the logarithmic term. However, in order to
make contact with the BGW model (I.140) one ultimately has to put this coefficient equal to −N .
4.3.1 Proof I: Ward identities
The simplest Ward identity for ZBGW has the form
∂
∂J†tr
· ∂
∂Jtr
ZBGW (J, J
†) = I · ZBGW (J, J†). (I.143)
or, equivalently, [20]
∂
∂Mtr
M
∂
∂Mtr
ZBGW (M) = I · ZBGW (M). (I.144)
At the same time, integral (I.142) satisfies the equation[
∂
∂Mtr
M
∂
∂Mtr
+ (N −N ) ∂
∂Mtr
+
(
∂
∂Mtr
)2
V ′
(
∂
∂Mtr
)]∫
N×N
dhetr (Mh−N log h+V(h)) = 0.
(I.145)
At N = N and V ′(h) = 1/h (I.144) and (I.145) coincide, which establishes (I.142).
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4.3.2 Proof II: Faddeev-Popov trick
Another simple way to derive the Kontsevich-Penner representation for the BGW model is to use the
trick (I.141), [21]. Indeed,
ZBGW =
∫
dhe−Tr h
∫
d2Φexp
(
tr hΦΦ† +Tr J†Φ+ tr JΦ†
)
=
=
∫
N×N
dh exp
(
− tr h+ tr M/h−Ntr log h
)
h→1/h
=
h→1/h
=
∫
N×N
dh exp
(
− tr h−1 + tr Mh−Ntr log h
) (I.146)
The BGW model has two phases [20]: the Kontsevich phase, where partition function is expanded
in negative powers ofM and the character phase where expansion goes in positive powers ofM . Below
we describe them separately.
4.4 On direct relation between ZC and ZBGW
In the Kontsevich-Penner form (I.70) the complex matrix model looks somewhat similar to original
form (I.140) of the BGW model. From (I.70) one obtains (representing φ = HU † and φ† = UH):
ZC = π
N2−n2e−tr ηη
†
∫
dHe−tr H
2+2Ntr logHZBGW (η
†H2η) (I.147)
This tricky formula is the best direct relation known at present. A more transparent relation is still
lacking.
4.5 Character phase
In this phase the BGW partition function is considered as a function of the variables
Tk = 1
k
tr Mk (I.148)
and one has to consider the Universal BGW model, i.e. the Kontsevich integral (I.142) with an
arbitrary coefficient of the logarithm, which is a free parameter and not the size of the unitary matrix.
4.5.1 Virasoro constraints
Performing the change of variables in (I.145) from M to Tk, one can directly obtain the Virasoro
constraints satisfied by the BGW partition function Z+BGW in the character phase:
Lˆm(N,T )Z+BGW = δm,1Z+BGW , m ≥ 1
Lˆm(α,T ) = α ∂
∂Tm +
∞∑
k≥1
kTk ∂
∂Tk+m +
∑
a+b=m
∂2
∂Ta∂Tb
(I.149)
Therefore, the Ward identity (and its solutions) depends on the size of matrix N . This means that
the integral (I.142) is not just a function of variables T , but also depends on N . The way out is to
consider the Universal BGW model given by the integral
ZUBGW =
∫
N×N
dh exp
(
− tr h−1 + tr Mh−N tr log h
)
(I.150)
Then, the Virasoro constraints become
Lˆm(2N −N ,T )Z+UBGW = δm,1Z+UBGW , m ≥ 1 (I.151)
and choosing N = 2N − ℵ, one arrives at the partition function Z+BGW that does not depend on N
(but only on the parameter ℵ) though the integrand in (I.150) does!
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4.5.2 Determinant representation and integrability
One can easily integrate over the angular variables in (I.150) as in the previous section to obtain
ZUBGW =
detFi(Mj)
∆(M)
(I.152)
where
Fi(M) =
∫
dhhi−1 exp
(
− 1
h
+MH −N log h
)
= 2πi
(
2
√
M
)N−i
IN−i
(
2
√
M
)
(I.153)
where Ik(z) are the modified Bessel functions. After some work [20], this formula can be recast to the
form (I.116) with the asymptotics (I.119), where L = 1/M and
φi(M) =
Γ (2N −N − 2i+ 2)
22−iπi
(√
µ
2
)2N−N−1
IN−N/2−i
(
2√
µ
)
(I.154)
Again in order to make these functions independent of N , one has to choose N = 2N − ℵ. At the
same time, this proves that, under such a choice, Z+UBGW is a τ -function of the KP hierarchy.
4.6 Kontsevich phase
In the Kontsevich phase the unitary matrix integral is considered as a function of variables
τk = −1
k
tr M−k (I.155)
This time the integral (I.142) does not depend on N provided it is properly normalized:
Z+BGW = e
−2 tr M1/2
√√√√det (M1/2 ⊗M +M ⊗M1/2)
(detM)N
ZBGW (I.156)
One can check by a direct (quite involved) calculation [20] that Z+BGW depends only on odd times
τ2k+1.
4.6.1 Virasoro constraints
Using the Ward identity (I.144) one can now make the change to variables (I.155) to obtain the
Virasoro constraints satisfied by Z+BGW [33, 20]:
LˆmZ+BGW = 0, m ≥ 0
Lˆm = −1
2
∑
odd k
kτk
∂
∂τk−2m
+
1
2
∑
odd a,b
a+b=2m
∂2
∂τa∂τb
+
∂
∂τ2m+1
+
δm,0
16
(I.157)
4.6.2 Determinant representation and integrability
In the Kontsevich phase, performing integration over the angular variables in (I.142) and taking into
account the normalization factor, one obtains [20] the determinant representation (I.116) with the
asymptotics (I.119), where
φi−N (M) = 2
√
πe−2MM i−N−1/2Ii−N−1(2M) (I.158)
This means that the partition function Z+BGW of the unitary matrix model is a τ -function of the KP
hierarchy. Moreover, as it was already noted, it does not depend on odd times and is, in fact, a
τ -function of the KdV hierarchy.
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4.7 Genus expansion and the first multiresolvents
Generic phase. As before, we shift first time variables τ2k+1 → τ2k+1 + Tk,
∇ˆ(z) =
∞∑
k=0
1
zk+1
∂
∂τk
(I.159)
W ′(z) =
n+1∑
k=0
(
k +
1
2
)
Tkz
k (I.160)
v′(z) =
∞∑
k=0
(
k +
1
2
)
τkz
k (I.161)
and obtain the loop equations
W ′(z)ρ(z) = ρ2(z) + fBGW (z) + g
2∇ˆ(z)ρ(z) + P−z
[
v′(z)ρ(z)
]
+
g2
16z
(I.162)
fK(z) = P
+
z
[
W ′(z)ρ(z)
]
= g2RˆK(z) logZ (I.163)
RˆK(z) = −
n+1∑
k=1
k−1∑
m=0
(
k +
1
2
)
Tkz
k−m−1 ∂
∂Tm
(I.164)
ρ(z) = g2∇ˆ(z) logZ (I.165)
W ′(z)ρ
(p|m+1)
W (z, z1, . . . , zm)− f (p|m+1)W (z|z1, . . . , zm) =
=
∑
q
∑
m1+m2=m
ρ
(q|m1+1)
W (z, zi1 , . . . , zim1 )ρ
(p−q|m2+1)
W (z, zj1 , . . . , zjm2 )+
+
m∑
i=1
(
zi
∂
∂zi
+
1
2
)
ρ
(p|m)
W (z, z1, . . . , zˇi, . . . , zm)− ρ(p|m)W (z1, . . . , zm)
z − zi + ∇ˆ(z)ρ
(p−1|m+1)
W (z, z1, . . . , zm)+
δp,1δm,0
16z
(I.166)
Gaussian phase. In this case, W ′(z) = 1, f (k|m) = 0
ρ(0|1)(z) = 0 (I.167)
ρ(0|2)(z1, z2) = 0 (I.168)
ρ(0|3)(z1, z2, z3) = 0 (I.169)
ρ(1|1)(z) =
1
16z
(I.170)
ρ(1|2)(z1, z2) =
(
z2
∂
∂z2
+
1
2
)
ρ(1|1)(z1)− ρ(1|1)(z2)
z1 − z2
(I.171)
ρ(2|1)(z) =
(
ρ(1|1)(z)
)2
+ ρ(1|2)(z, z) (I.172)
ρ(1|2)(z1, z2) =
1
32z1z2
(I.173)
ρ(2|1)(z) =
9
256z2
(I.174)
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Free energy in the Gaussian case. As a direct corollary of Virasoro constraints (I.157), one can
calculate the free energy expansion in the parameter g, logZBGW =
∑
k=0 g
2k−2F (k)BGW :
F (0)BGW = 0
F (1)BGW = −1/8 ln (τ0 − 2)
F (2)BGW = −
9
32
τ1
(τ0 − 2)3
F (3)BGW = −
225
64
τ2
(τ0 − 2)5 +
567
64
τ1
2
(τ0 − 2)6
F (4)BGW = −
55125
512
τ3
(τ0 − 2)7 +
388125
512
τ2τ1
(τ0 − 2)8 −
64989
64
τ1
3
(τ0 − 2)9
(I.175)
In general F (p)BGW is a polynomial
F (p)BGW =
∑
k1+...+km=p−1
ck1,...,kmQk1 . . . Qkm (I.176)
of the variables Qk =
τk
(τ0−2)2k+1
. This is the best illustration of drastic simplicity of the BGW
partition function as compared to the Kontsevich and Hermitian cases, where all F (p) are sophisticated
transcendental functions, and are simplified only in terms of moment variables. One may say in the
BGW case the moment variables are extremely simple.
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Part II
Decomposition formulas
1 The idea of decomposition formulas [1]
The key observation is that multiresolvents – if defined according to the rule (10) – are polydifferentials
on the bare spectral curve Σ, intimately related to the Û(1) current Jˆ (z) on Σ, with prescribed
singularities: usually they are allowed at some fixed points (punctures) on Σ. In this approach the
Virasoro constraints on partition function are written as
Pˆ−
(
Jˆ 2(z)
)
Z =
∮
C
K(z, z′)
(
Jˆ 2(z)
)
Z = 0 (II.1)
with a certain kernel K(z, z′), made out of the free-field Green function on Σ. The current is also
”shifted”: Jˆ (z) −→ Jˆ (z) + ∆Jˆ (z) and partition function Z depends on the choice of:
• the complex curve (Riemann surface) Σ,
• the Green function K(z, z′), i.e. projection operator Pˆ−,
• the punctures on Σ and associated loop operator Jˆ (z),
• the local coordinates in the vicinity of the punctures,
• the involution of the curve with punctures and loop operator,
• the shift ∆J (z) on Σ,
• the contour C which separates two sets of punctures.
If contour C goes around an isolated puncture, Z is actually defined by its infinitesimal vicinity
and depends on behavior (the type of singularity) of Jˆ (z) at this particular puncture. Coordinate
dependence is reduced to the action of a unitary operator (Bogoliubov transform, and exponential
of bilinear function of Jˆ ) on Z. Types of singularities and associated Z’s can be classified, and our
quartet ZH , ZC , ZK and ZBGW are the lowest members of this classification. The former two are
associated with a puncture at regular point of Σ, while the latter two – with that at a second-order
ramification point. ZC and ZBGW differ from ZH and ZK by the choice of projection operator Pˆ−,
i.e. the kernel K(z, z′).
If contour C is moved away from the vicinity of the puncture, it can be decomposed into contours
encircling all other punctures: this provides relations between Z’s of different types, associated with
different punctures. If Σ has handles or boundaries, there will be additional contributions, associated
with non-contractible contours – the corresponding elementary partition functions are not yet identified
and investigated – this seems to be a very interesting problem of its own.
In what follows we present the two simplest examples of this procedure, both associated with
Σ, represented as a double-covering of the Riemann sphere with two ramification points. Such Σ
is of course also a Riemann sphere, however, representing it as a double-covering provides a simple
description of behavior, which we allow Jˆ (z) to have at the two ramification points. The other pair
of punctures are chosen at preimages of a regular points (z = ∞± in what follows). After that,
depending on the choice of projection operator P− we obtain either a relation between ZH and the
two Kontsevich models, ZH = UˆKK
(
ZK ⊗ ZK
)
, or between ZC and the pair: Kontsevich model and
BGW model, ZC = UˆKBGW
(
ZK ⊗ ZBGW
)
. These both examples were already described in [1], but
here we provide a more targeted and, hopefully, more clear presentation of the subject. Some mistakes
of original version are also corrected, in the case of discrepancies from [1] the present version should
be trusted more.
2 The basic currents, shifts and projection operators
These are the data, defining the standard Virasoro constraints (3) and (5) and thus the four models,
discussed in the section I above. All the four are defined in vicinity of a particular puncture and do
not depend on the global properties of the bare spectral curve Σ.
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2.1 Hermitian current
This one is used in the definition of (4) and thus of partition functions ZH and ZC .
JˆH(z|g2) = dΩˆH(z) =
∞∑
k=0
(
k
2
tkz
k−1dz + g2
dz
zk+1
∂
∂tk
)
(II.2)
With this current one can immediately associate a bi-differential fJ(z, z
′) = Jˆ(z)Jˆ(z′)− : Jˆ(z)Jˆ (z′) :
where the normal ordering means all tk placed to the left of all t-derivatives. It is related to the central
extension Û(1) and is equal to
fH(z, z
′|g2) = g2 dzdz
′
2(z − z′)2 (II.3)
This bi-differential will play an important role in comparison of global and local currents and, therefore,
in construction of conjugation operators in the next subsections 3 and 4.
The further difference between various partition functions comes from different choices of the shift
functions W (z) [26] and projector operators [1],
Pm
 ∞∑
k=−∞
akdz
2
zk+2
 = ∞∑
k=m
akdz
2
zk+2
(II.4)
The two correlated choices lead to the two simplest models, associated with (II.2): to ZH an ZC .
1. Gaussian Hermitian model [26]
This model corresponds to the shift
∆JˆH(z) = −zdz
2
(II.5)
Partition function is completely fixed by Virasoro constraints
TˆH(z)ZH = 0 (II.6)
where
TˆH(z) = P−1
[
: (JˆH(z) + ∆JˆH(z))
2 :
]
= g2
∑
n=−1
(dz)2
zn+2
Lˆn,
Lˆn =
∞∑
k=1
k
(
tk − δk,2
2
)
∂
∂tk+n
+ g2
n∑
k=0
∂2
∂tk∂tn−k
(II.7)
with
∂
∂t0
ZH(t) =
S
g2
ZH(t) (II.8)
Given (II.5), the choice of P−1 from all the Pm is distinguished: with this choice only partition
function is unambiguously defined by (II.6). There are interesting situations, when the choice of
Pm is not adjusted to the shift in this way: the best known example is provided by Dijkgraaf-
Vafa partition functions [50, 51], where projector is the same P−1 as in Gaussian model, but the
shift ∆JˆH(z) = dW (z) is generated by polynomial W (z) of degree higher than two.
2. Gaussian complex model [30]
This model corresponds to the shift
∆JˆC(z) = −dz
2
(II.9)
Thus partition function is completely fixed by Virasoro constraints
TˆC(z)ZC = 0 (II.10)
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where projector is taken to be P0 – again, to guarantee the uniqueness of the solution to (II.10),
– and
TˆC(z) = P0
[
: (JˆH(z) + ∆JˆC(z))
2 :
]
= g2
∑
n=0
(dz)2
zn+2
Lˆn,
Lˆn =
∞∑
k=1
k (tk − δk,1) ∂
∂tk+n
+ g2
n∑
k=0
∂2
∂tk∂tn−k
(II.11)
with
∂
∂t0
ZC(t) =
S
g2
ZC(t) (II.12)
2.2 Kontsevich current
This one is used in the definition of (6) and thus of partition functions ZK and ZBGW ,
JˆK(ξ|g2) = dΩˆK(ξ) =
∞∑
k=0
1
2
(
k +
1
2
)
τkξ
2kdξ + g2
dξ
ξ2k+2
∂
∂τk
(II.13)
is – up to traditional but unimportant change of time-variables – the even part of the current (II.2).
However, associated central term bi-differential looks more sophisticated (being the symmetric part
of the bi-differential):
fK(ξ, ξ
′|g2) = g2 (ξ
2 + ξ′2)dξdξ′
4(ξ2 − ξ′2)2 (II.14)
The simplest partition functions, associated with this current, are Kontsevich τ -function and BGW
model.
1. Kontsevich τ-function [22, 23]
This time the shift is
∆JˆK = −ξ
2dξ
2
(II.15)
and the relevant projector is P−2:
TˆK(ξ) = P−2
[
:
(
JˆK +∆JˆK
)2
:
]
= g2
∞∑
n=−1
(dξ)2
ξ2n+2
Lˆn,
Lˆn =
∞∑
k=0
(
k +
1
2
)(
τk − 2δk,1
3
)
∂
∂τk+n
+ g2
n−1∑
k=0
∂2
∂τk∂τn−1−k
+
δn,0
16
+
δn,−1τ
2
0
16g2
(II.16)
Then ZK is uniquely defined by
TˆK(ξ)ZK = 0 (II.17)
2. Brezin–Gross–Witten model [20]
Now the shift is
∆JBGW = −cdξ
4
(II.18)
and
TˆBGW (ξ) = P0
[
: (JK +∆JBGW )
2 :
]
= g2
∞∑
n=0
(dξ)2
ξ2n+2
Ln,
Ln =
∞∑
k=0
(
k +
1
2
)
(τk − 2δk,0) ∂
∂τk+n
+ g2
n−1∑
k=0
∂2
∂τk∂τn−1−k
+
δn,0
16
(II.19)
with projector P0 unambiguously specify ZBGW by
TˆBGW (ξ)ZBGW = 0 (II.20)
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3 Decomposition relation ZH −→ ZK ⊗ ZK
Now we can select a bare spectral curve Σ:
y2 = z2 − a2 (II.21)
select the punctures: at z = ±a and z = ∞±, and select the global current by allowing specific
singularities at punctures:
Jˆ (z|g2) =
∑
k=0
(
k +
1
2
)
(Ak + zBk)y
2k−1dz + g2(Ck + zDk)
dz
y2k+3
(II.22)
Bi-differential for this current
fJ = g
2 (zz
′ − a2)dzdz′
2(z − z′)2y(z)y(z′) (II.23)
is defined by commutation relations
Ck = a
2 ∂
∂Ak
+
k + 1
k + 32
∂
∂Ak+1
, Dk =
∂
∂Bk
, (II.24)
At punctures it is equivalent to the bi-differentials of the basic currents:
fJ (z, z
′)
z→∞±∼ fH(z, z′)
fJ (z, z
′)
z→±a∼ 4fK(ξ±, ξ′±)
(II.25)
where ξ± are some local coordinates in the vicinity of ramification points a and −a, defined respectively
by
z = a+
∞∑
k=1
α+k ξ
2k
+ (II.26)
and
z = −a+
∞∑
k=1
α−k ξ
2k
− (II.27)
The current (II.22) itself is equivalent to the currents from s.2:
Jˆ (z) z→∞±∼ JˆH(z)
Jˆ (z) z→±a∼ 2JˆK(ξ)
(II.28)
Time-variables in parametrization of the global current are related to local time as follows:
tk ∼ 2
k
∮ Jˆ
zk
∂
∂tk
∼ 1
g2
∮
zkJˆ
(II.29)
τk ∼ 2
2k + 1
∮ Jˆ
ξ2k+1
∂
∂τk
∼ 1
2g2
∮
ξ2k+1Jˆ
(II.30)
Global current is related to local currents by conjugation operators. Conjugation operator at infinity
is
UH =
2
g4
∮
∞
∮
∞
(
fJ (z, z
′)− fH(z, z′)
)
ΩˆH(z)ΩˆH(z
′) =
=
1
2g2
∮
∞
∮
∞
ρ
(0|2)
H (z, z
′)v(z)v(z′)
(II.31)
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where ρH is a bi-differential counterpart of the two-point function of Gaussian Hermitian model
ρ
(0|2)
H (z, z
′) =
1
g2
(
fJ (z, z
′)− fH(z, z′)
)
=
1
2(z1 − z2)2
(
z1z2 − a2
y(z1)y(z2)
− 1
)
(II.32)
At ramification points the conjugation operator is as follows
VˆH =
2
g4
∑
i,j=±
∮
ai
∮
aj
(
fJ (z, z
′)− 4δijfK(ξi, ξj)
)
ΩˆK(ξi)ΩˆK(ξj) (II.33)
To establish required Virasoro constraints one should shift the global current
Jˆ → Jˆ − y(z)dz
2
(II.34)
which leads to a shift of the conjugation operators:
UH → UH + 2
g2
∮
z − y(z)
2
ΩˆH(z)dz = U +
1
g2
∮
ρ
(0|1)
GH (z)v(z)dz
VˆH → VˆH + 2
g2
(∮
ξ+=0
(
2ξ2+dξ+ − y(z)dz
2
)
ΩˆK(ξ+) +
∮
ξ−=0
(
2ξ2−dξ− − y(z)dz
2
)
ΩˆK(ξ−)
)
(II.35)
Then the projector ∮
C
1
(z − z′)dz′ : (Jˆ (z
′) + ∆Jˆ (z′))2 : (II.36)
with contour C encircles the segment ramification points ±a on the spectral curve (but not the point
z! so that always |z| > |z′|) do the job: since
1
(z − z′)dz′ =
∑
k≥0
(z′)k
zk+1dz′
(II.37)
it picks up the terms with n ≥ −1 in infinity and since
1
(z − z′)dz′ =
∑
k≥0
(ξ′)2k−1
2ξ2k+2dξ′
(II.38)
it picks up the terms with n ≥ −1 for ramification points.
After all we get the decomposition formula5
ZH(t) = e
UHeVˆHZK(τ+)ZK(τ−) (II.39)
4 Decomposition relation ZC −→ ZK ⊗ ZBGW
This decomposition formula was the topic of s.8 of ref.[1], however, it is described there in a too
sketchy and partly misleading form. Thus we provide here a more detailed and careful presentation.6
5Actually, as it was already indicated in [1], we get a whole family of such formulas, with infinite set of free parameters
given by coefficients α±k in (II.26), (II.27).
6 In [1] we considered decomposition formula for the complex model, starting from the same spectral curve (II.21) as
for the Gaussian Hermitian matrix model
y
2
H = z
2 − 4S (II.40)
with additional puncture in z = 0±. However, the global current which we introduced was singular at 0±. Actually, in
notations of [1], the proper global current should be defined on the curve
y
2
c = z
2(z2 − 4S) (II.41)
It is more natural to consider instead the current on
y
2
C = ξ(ξ − 4S) (II.42)
of which the previous one is a double covering z =
√
ξ as we do in the present text.
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The bare spectral curve is
y2C = z(z − 4S) (II.43)
and the four punctures are chosen at z = 0, 4S,∞±. Accordingly on this curve we define the global
current
J (z) =
∞∑
k=0
(
k +
1
2
)
(Ak + zBk) y
2k−1
C dz + g
2 dz
y2k+3C
(Ck + zDk) (II.44)
with commutation relations
Ck = 8S
2 ∂
∂Ak
− 2S ∂
∂Bk
+
k + 1
k + 32
∂
∂Ak+1
Dk =
∂
∂Bk
− 2S ∂
∂Ak
(II.45)
and the global bi-differential
fJ (z, z
′) = g2
(zz′ − 2S(z + z′))dzdz′
2(z − z′)2yCy′C
=
= g2
2y2Cy
′2
C + (zz
′ − 2S(z + z′) + 8S2)(y2C + y′2C )
2(y2C − y′2C )2yCy′C
dzdz′
(II.46)
At punctures this bi-differential is equivalent to the following canonical bi-differentials from s.2:
fJ (z, z
′)
z→∞±∼ fH(z, z′)
fJ (z, z
′)
z→4S∼ 4fK(z, z′)
fJ (z, z
′)
z→0∼ 4fK(z, z′)
(II.47)
The current has the following behavior:
J (z) z→∞±∼ JH(z)
J (z) z→4S∼ 2JK(ξ+)
J (z) z→0∼ 2JK(ξ−)
(II.48)
with ξ+, ξ− – some local coordinates in the vicinities of 4S, 0 respectively:
z = 4S +
∞∑
k=1
α+k ξ
2k
+
z =
∞∑
k=1
α−k ξ
2k
−
(II.49)
Time-variables of the local currents are expressed through those of the global one in the same way as
in s.3:
tk ∼ 2
k
∮ J
zk
∂
∂tk
∼ 1
g2
∮
zkJ
(II.50)
τk ∼ 2
2k + 1
∮ J
ξ2k+1
∂
∂τk
∼ 1
2g2
∮
ξ2k+1J
(II.51)
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Global current is related to local currents through conjugation operators. Conjugation operator at
infinity
UC =
2
g4
∮
∞
∮
∞
(
fJ (z, z
′)− fH(z, z′)
)
ΩH(z)ΩH(z
′) =
=
1
2g2
∮
∞
∮
∞
ρ
(0|2)
C (z, z
′)v(z)v(z′)
(II.52)
where ρC is a bi-differential counterpart of the two-point function of Gaussian Hermitian model
ρ
(0|2)
C (z, z
′) =
1
g2
(
fJ (z, z
′)− fH(z, z′)
)
(II.53)
At ramification points the conjugation operator looks as follows
VC =
2
g4
∑
i,j=±
∮
ai
∮
aj
(
fJ (z, z
′)− 4δijfK(ξi, ξj)
)
ΩK(ξi)ΩK(ξj) (II.54)
The shift of the current
J → J − yC(z)dz
2z
(II.55)
corresponds to the shift of conjugation operators
UH → UH + 2
g2
∮
z − y(z)
2z
ΩH(z)dz = U +
1
g2
∮
ρ
(0|1)
C (z)v(z)dz
VH → VH + 2
g2
(∮
ξ+=0
(
ξ2+dξ+ −
y(z)dz
2z
)
ΩK(ξ+) +
∮
ξ−=0
(
cdξ−
2
− y(z)dz
2z
)
ΩK(ξ−)
) (II.56)
The difference from the case of Hermitian model is that now we should get
Ln, n ≥ 0 at ∞,
Ln, n ≥ 0 at a,
Ln, n ≥ −1 at − a
(II.57)
Thus this time the proper projector is∮
C
z′
(z − z′)dz′ : (J (z
′) + ∆J (z′))2 : (II.58)
an we finally obtain the decomposition formula for complex model:
ZC(t) = e
VCeUCZK(τ+)Z˜K(τ−) = e
VCeUCZK(τ+)ZBGW (τ−) (II.59)
Conclusion
In this paper we demonstrated that decomposition formula ZH → ZK ⊗ ZK of partition function
for Gaussian Hermitian model into two cubic Kontsevich models has as its closest analogue another
decomposition: ZC → ZK ⊗ ZBGW of the Gaussian complex model into the cubic Kontsevich and
Brezin-Gross-Witten models. Thus all the four models are indeed the very close relatives, though this
is not quite so obvious from their original matrix-integral representations. This paper is therefore
an important outcome and summary of many different approaches, worked out during the years of
development of matrix-model theory. It brings us one-step closer to providing a unified look at the
whole variety of eigenvalue models and building up the M-theory of matrix models, suggested in [2].
Technically it adds to content of [1] an identification of partition function, denoted there by Z˜K ,
with that of the very important BGWmodel – the generating function of all unitary-matrix correlators.
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From technical point of view the road is now open for search of two different generalizations: to
Dijkgraaf-Vafa models [50, 51], which are not fully specified by the Virasoro constraints alone and rely
upon intriguing and under-developed theory of check-operators [49], and to more interesting unitary-
matrix models with Itzykson-Zuber measures and further to Kazakov-Migdal multi-matrix models
[34]-[37], important both for Yang-Mills theory and for the theory of integer partitions. Putting all
these very different problems into the same context, moreover, underlined by the well established
theory of free fields on Riemann surfaces [58], is a challenging and a promising perspective.
Another, but, perhaps, related, open problem is direct derivation of decomposition formula (II.59)
from integral representations of all the models, bypassing the Virasoro constraints and D-module
representations. Note that this kind of problem remains unsolved even for the crucially important
decomposition ZH = Uˆ(ZK ⊗ZK), describing the double-scaling continuum limit of Hermitian matrix
model.
Acknowledgements
A.A. is grateful to Denjoe O’Connor for his kind hospitality while this work was in progress. Our work
is partly supported by Russian Federal Nuclear Energy Agency, by the Dynasty Foundation (A.A.),
by the joint grants 09-02-91005-ANF, 09-02-90493-Ukr, 09-02-93105-CNRSL and 09-01-92440-CE, by
the Russian President’s Grant of Support for the Scientific Schools NSh-3035.2008.2, by RFBR grants
08-01-00667 (A.A.), 07-02-00878 (A.Mir.) and 07-02-00645 (A.Mor.).
References
[1] A.Alexandrov, A.Mironov and A.Morozov, Physica D235 (2007) 126-167, hep-th/0608228
[2] A.Alexandrov, A.Mironov and A.Morozov, hep-th/0605171
[3] E.Brezin, C.Itzykson, G.Parisi and J.-B.Zuber, Comm.Math.Phys. 59 (1978) 35;
D.Bessis, Comm.Math.Phys. 69 (1979) 147;
D.Bessis, C.Itzykson and J.-B.Zuber, Adv. Appl. Math. 1 (1980) 109;
M.-L. Mehta, Comm. Math. Phys. 79 (1981) 327; Random Matrices, 2nd edition, Acad. Press.,
N.Y., 1991;
D.Bessis, C.Itzykson and J.-B.Zuber, Adv.Appl.Math. 1 (1980) 109
[4] A.Migdal, Phys.Rep. 102 (1983) 199;
F.David, Nucl. Phys. B257 [FS14] (1985) 45, 543;
J. Ambjorn, B. Durhuus and J. Frohlich, Nucl. Phys. B257 [FS14] (1985) 433;
V. A. Kazakov, I. K. Kostov and A. A. Migdal, Phys. Lett. 157B (1985) 295;
D.Boulatov, V. A. Kazakov, I. K. Kostov and A. A. Migdal, Phys. Lett. B174 (1986) 87; Nucl.
Phys. B275 [FS17] (1986) 641;
V.Kazakov, Phys. Lett. A 119 (1986) 140, Mod.Phys.Lett. A4 (1989) 2125;
L. Alvarez-Gaume, Lausanne lectures, 1990;
A.Levin and A.Morozov, Phys.Lett. 243B (1990) 207-214;
P.Ginsparg, hep-th/9112013;
P. Di Francesco and C. Itzykson, Annales Poincare Phys.Theor. 59 (1993) 117-140,
hep-th/9212108;
J.-M. Daul, V.A. Kazakov and I.K. Kostov, Nucl. Phys. B409 (1993) 311;
M. Staudacher, Phys.Lett. B305 (1993) 332, hep-th/9301038;
J.Ambjorn, L.Chekhov, C.F.Kristjansen and Yu.Makeenko, Nucl.Phys. B404(1993) 127-172, Er-
ratum B449 (1995) 681, hep-th/9302014;
P.Di Francesco, P. Ginsparg and J. Zinn-Justin, Phys. Rep. 254 (1995) 1-133, hep-th/9306153;
B.Eynard, hep-th/9401165;
V.Kazakov, M.Staudacher and Th.Wynter, Commun.Math.Phys. 177 (1996) 451-468,
37
hep-th/9502132;
M.Adler, A.Morozov, T.Shiota and P.van Moerbeke, Nucl.Phys.Proc.Suppl. 49 (1996) 201-212,
hep-th/9603066;
G. Akemann, Nucl.Phys. B482 (1996) 403-430, hep-th/9606004;
G.Akemann, P.H.Damgaard, U.Magnea and S.Nishigaki, Nucl.Phys. B487 (1997) 721-738,
hep-th/9609174; Nucl.Phys. B519 (1998) 682-714, hep-th/9712006;
T.Guhr, A.Mueller-Groeling and H.A.Weidenmueller, Phys. Rep. 299 (1998) 189–425,
cond-mat/9707301;
H. W. Braden, A.Mironov, A.Morozov, Phys.Lett. B514 (2001) 293-298, hep-th/0105169
B. Eynard, Random Matrices (2000), http://www-spht.cea.fr/articles k2/t01/014/publi.pdf;
A.Zabrodin, cond-mat/0210331;
S.Alexandrov, V.Kazakov and D.Kutasov, JHEP 0309 (2003) 057, hep-th/0306177;
P. Forrester, N. Snaith and J. Verbaarschot, J. Phys. A36 2859–3645, cond-mat/0303207;
P. Wiegmann and A. Zabrodin, hep-th/0309253;
M.Aganagic, R.Dijkgraaf, A.Klemm, M.Marin˜o, C.Vafa, Comm.Math.Phys. 261 (2006) 451-516,
hep-th/0312085
R. Teodorescu, E. Bettelheim, O. Agam, A. Zabrodin and P. Wiegmann, Nucl.Phys. B704 (2005)
407-444, hep-th/0401165;
V.Kazakov and I.Kostov, hep-th/0403152;
G.Akemann, Y.V.Fyodorov and G. Vernizzi, Nucl.Phys. B694 (2004) 59-98, hep-th/0404063;
P.Di Francesco, math-ph/0406013;
A.Morozov, hep-th/0502010;
J.Harnad, A.Orlov, Physica D235 (2007) 168-206, arXiv:0704.1157;
A. Klemm and P. Sulkowski, arXiv:0810.4944
[5] F.J.Dyson, J.Math.Phys. 3 (1962) 140-156
[6] A.Morozov, Sov. Phys. Usp. 35 (1992) 671-714
[7] A.Morozov, Phys.Usp. 37 (1994) 1-55, hep-th/9303139; hep-th/9502091;
A.Mironov, Int.J.Mod.Phys. A9 (1994) 4355, hep-th/9312212; Phys.Part.Nucl. 33 (2002) 537
[8] A.Gorsky, I.Krichever, A.Marshakov, A.Mironov, and A.Morozov, Phys.Lett. B355 (1995) 466-
477;
A.Gorsky, A.Marshakov, A.Mironov and A.Morozov, Nucl.Phys. B527 (1998) 690-716,
hep-th/9802007;
A. Marshakov, A. Mironov and A. Morozov, Phys. Lett. B389 (1996) 43, hep-th/9607109;
Int.J.Mod.Phys. A15 (2000) 1157-1206, hep-th/9701123;
H.W.Braden and I.Krichever (Eds.), Integrability: The Seiberg-Witten and Whitham Equations,
(Gordon and Breach, 2000);
A.Gorsky and A.Mironov, hep-th/0011197
[9] A.Hurwitz, Math.Ann. 39 (1891) 1-61; Math.Ann. bf 55 (1902) 51-60;
G.Frobenius, Sitzberg. Koniglich P reuss. Akad.Wiss. Berlin(1896) 985-1021;
R.Dijkgraaf, In: The moduli spaces of curves, Progress in Math., 129 (1995), 149-163, Brikha¨user;
R.Vakil, Enumerative geometry of curves via degeneration methods, Harvard Ph.D. thesis (1997);
I.Goulden and D.Jackson, Proc.Amer.Math.Soc. 125 (1997) 51-60, math/9903094;
S.Lando and D.Zvonkine, Funk.Anal.Appl. 33 3 (1999) 178-188; math.AG/0303218;
S.Natanzon and V.Turaev, Topology, 38 (1999) 889-914;
Goulden D., Jackson D.M., Vainshtein A., Ann. of Comb. 4(2000), 27-46, Brikha¨user;
A.Okounkov, Math.Res.Lett. 7 (2000) 447-453;
A.Givental, math/0108100;
T.Ekedahl, S.Lando, M.Shapiro, A.Vainshtein, Invent.Math.146(2001),297-327;
S.Lando, Russ.Math.Surv., 57 (2002) 463-533;
38
A.Alexeevski and S.Natanzon, Selecta Math., New ser. 12:3 (2006) 307-377, math.GT/0202164;
S.Natanzon, Russian Math.Survey 61:4 (2006) 185-186; arXiv:0804.0242;
A.Alexeevski and S.Natanzon, Amer.Math.Soc.Transl. 224 (2) (2008) 1-25; Izvestia RAN, 12:4
(2008) 3-24;
Zhou J., arXiv: math.AG/0308024;
A.Okounkov and R.Pandharipande, Ann. of Math. 163 (2006) 517, math.AG/0204305;
T.Graber and R.Vakil, Compositio Math., 135 (2003) 25-36;
M.Kazarian and S.Lando, math.AG/0410388; math/0601760;
M.Kazarian, arXiv:0809.3263;
V.Bouchard and M.Marino, In: From Hodge Theory to Integrability and tQFT: tt*-geometry,
Proceedings of Symposia in Pure Mathematics, AMS (2008), arXiv:0709.1458;
A.Mironov and A.Morozov, JHEP 0902 (2009) 024, arXiv:0807.2843;
A.Mironov, A.Morozov and S.Natanzon, arXiv:0904.4227 (hep-th)
[10] The standard tau-functions of KP-Toda families are considered in many places, see, for example,
E.Date, M.Jimbo, M.Kashiwara and T.Miwa, RIMS Symp. ”Non-linear integrable systems - clas-
sical theory and quantum theory” (World Scientific, Singapore, 1983);
V.Kac, Infinite-dimensional Lie algebras, Camridge University press, Cambridge, 1985, chapter
14;
V.Kac and M.Wakimoto, Proceedings of Symposia in Pure Mathematics, 49 (1989) 191
[11] For a concept of generalized τ -functions see
A. Mironov, A. Morozov and L. Vinet, Teor.Mat.Fiz. 100 (1994) 119-131 (Theor.Math.Phys. 100
(1995) 890-899), hep-th/9312213;
A.Gerasimov, S.Khoroshkin, D.Lebedev, A.Mironov and A.Morozov, Int.J.Mod.Phys.A10 (1995)
2589-2614, hep-th/9405011;
S.Kharchev, A.Mironov and A.Morozov, q-alg/9501013;
A.Mironov, hep-th/9409190; Theor.Math.Phys. 114 (1998) 127, q-alg/9711006
[12] E.Witten, Nucl.Phys., B340 (1990) 281-332
[13] M.Fukuma, H.Kawai and R.Nakayama, Int.J.Mod.Phys., A6 (1991) 1385
[14] R.Dijkgraaf, E.Verlinde and H.Verlinde, Nucl.Phys., B352 (1991) 59-86
[15] A. Gerasimov, A. Marshakov, A. Mironov, A. Morozov, and A. Orlov, Nucl. Phys. B357 (1991)
565-618;
A.Gerasimov, Yu.Makeenko, A.Marshakov, A.Mironov, A.Morozov and A.Orlov, Mod.Phys.Lett.,
A6 (1991) 3079-3090
[16] A.Mironov and A.Morozov, Phys.Lett. B252(1990) 47-52;
F.David, Mod.Phys.Lett. A5 (1990) 1019;
H.Itoyama, Y.Matsuo, Phys.Lett., 255B (1991) 202;
J.Ambjorn and Yu.Makeenko, Mod.Phys.Lett. A5 (1990) 1753
[17] A.Marshakov, A.Mironov and A.Morozov, Phys.Lett., B265 (1991) 99-107;
S.Kharchev, A.Marshakov, A.Mironov, A.Morozov and S.Pakuliak, Nucl.Phys. B404 (1993) 717-
750, hep-th/9208044;
A.Mironov and S.Pakuliak, Int.J.Mod.Phys., A8 (1993) 3107-3137, hep-th/9209100
[18] A.Marshakov, A.Mironov and A.Morozov, Phys.Lett., B274 (1992) 280, hep-th/9201011
[19] A.Marshakov, A.Mironov and A.Morozov, Mod.Phys.Lett., A7 (1992) 1345-1359, hep-th/9201010
[20] A.Mironov, A.Morozov and G.Semenoff, Int.J.Mod.Phys., A10 (1995) 2015, hep-th/9404005
[21] A.Morozov and Sh.Shakirov, arXiv:0902.2627
39
[22] M. Kontsevich, Funkts. Anal. Prilozh., 25:2 (1991) 50-57;
M. Kontsevich, Comm.Math.Phys. 147 (1992) 1-23
[23] S.Kharchev, A.Marshakov, A.Mironov, A.Morozov and A.Zabrodin, Phys. Lett. B275 (1992)
311-314, hep-th/9111037; Nucl.Phys. B380 (1992) 181-240, hep-th/9201013
[24] S.Kharchev, A.Marshakov, A.Mironov and A.Morozov, Nucl.Phys. B397 (1993) 339-378,
hep-th/9203043
[25] P.Di Francesco, C.Itzykson and J.-B.Zuber, Comm.Math.Phys. 151 (1993) 193-219,
hep-th/9206090
[26] A.Alexandrov, A.Mironov and A.Morozov, Int.J.Mod.Phys. A19 (2004) 4127, hep-th/0310113;
A.Alexandrov, A.Mironov, A.Morozov and P.Putrov, arXiv:0811.2825
These papers collect results from a vast variety of other works, see reference lists therein
[27] A.Givental, math.AG/0008067
[28] B.Eynard, JHEP 0411 (2004) 031, hep-th/0407261; JHEP 0301 (2003) 051, hep-th/0210047;
JHEP 0311 (2003) 018, hep-th/0309036;
B.Eynard and N.Orantin, JHEP 0612 (2006) 026, math-ph/0504058;
L.Chekhov and B.Eynard, JHEP 0603 (2006) 014, hep-th/0504116; JHEP 0612 (2006) 026,
math-ph/0604014;
B.Eynard, M.Marino and N.Orantin, JHEP 0706 (2007) 058, hep-th/0702110;
N.Orantin, arXiv:0803.0705; arXiv:0808.0635
[29] I.M. Krichever and S.P. Novikov, Funct.Anal.Appl. 21 (1987) 126-142; J.Geom.Phys. 5 (1988)
631-661; Funct.Anal.Appl. 21 No.4 (1987) 294-307; Funct.Anal.Appl. 23 (1989) 19-33
[30] T.Morris, b356 (1991) 703-728;
Yu.Makeenko,, Pis’ma v ZhETF, 52 (1990) 885-888;
A.Anderson, R.C.Meyers and V.Periwal, Phys.Lett. B254 (1991) 89-93;
Yu. Makeenko, A. Marshakov, A. Mironov and A. Morozov, Nucl.Phys. B356 (1991) 574
[31] J. Ambjorn, C. Kristjansen and Yu. Makeenko, Mod.Phys.Lett. A7 (1992) 3187-3202,
hep-th/9207020
[32] E.Brezin and D.Gross, Phys.Lett., B97 (1980) 120;
D.Gross and E.Witten, Phys.Rev., D21 (1980) 446-453
[33] D.Gross and M.Newman, Phys.Lett., B266 (1991) 291-297
[34] K.Wilson, Phys.Rev., D10 (1974) 2445;
A.Polyakov, Gauge Fields And Strings, 1987;
V.Kazakov and A.Migdal, Nucl.Phys. B397 (1993) 214-238,1993, hep-th/9206015;
I.Kogan, A.Morozov, G.Semenoff and H.Weiss, Nucl.Phys.B395 (1993) 547-580, hep-th/9208012;
Int.J.Mod.Phys. A8 (1993) 1411-1436, hep-th/9208054;
A.Mironov, A.Morozov and T.Tomaras, JETP 101 (2005) 331-340, hep-th/0503212
[35] Harish-Chandra, Am. J. Math. 79 (1957) 87;
C.Itzykson and J.-B.Zuber, J.Math.Phys. 21 (1980) 411;
J.Duistermaat and G.Heckman, Invent.Math. 69 (1982) 259;
A. Hietamaki, A.Morozov, A.Niemi and K.Palo, Phys.Lett. B263 (1991) 417-424;
Nucl.Phys. B377 (1992) 295-338
[36] M.Bowick, A.Morozov and D.Shevitz, Nucl.Phys. B354 (1991) 496-530
40
[37] A.Morozov, Mod. Phys. Lett. A7 (1992) 3503-3508, hep-th/9209074;
S.Shatashvili, Comm.Math.Phys. 154 (1993) 421-432, hep-th/9209083;
B.Eynard, A. Ferrer, B. Eynard, P. Di Francesco and J.-B. Zuber, J.Stat.Phys. 129 (2009) 885-
935, math-ph/0610049;
M.Bergere and B. Eynard, arXiv:0805.4482
[38] S.Kharchev and A.Mironov, Int.J.Mod.Phys., A7 (1992) 4803-4824
[39] S.Kharchev, A.Marshakov, A.Mironov, A.Morozov, Int.J.Mod.Phys., A10 (1995) 2015-2052,
hep-th/9312210
[40] S.Kharchev, A.Marshakov, A.Mironov, A.Orlov and A.Zabrodin, Nucl.Phys., B366 (1991) 569-
601
[41] G.Segal and G.Wilson, Publ.I.H.E.S., 61 (1985) 5-65;
D.Friedan and S.Shenker, Phys.Lett. 175B (1986) 287; Nucl.Phys. B281 (1987) 509-545;
N.Ishibashi, Y.Matsuo and H.Ooguri, Mod. Phys. Lett. A2 (1987) 119;
L.Alvarez-Gaume, C.Gomez and C.Reina, Phys.Lett. 190B (1987) 55-62;
A.Morozov, Phys.Lett. 196B (1987) 325;
A.Schwarz, Nucl.Phys. B317 (1989) 323
[42] J. Harer and D. Zagier, Inv. Math. 85 (1986) 457-485;
S.K. Lando and A.K. Zvonkine, Graphs on Surfaces and Their Applications, Springer (2003);
E.Akhmedov and Sh.Shakirov, to appear in Funkts. Anal. Prilozh., arXiv:0712.2448;
A.Morozov and Sh.Shakirov, arXiv:0906.0036
[43] K.Ueno and K.Takasaki, Adv.Studies in Pure Math., 4 (1984) 1-95
[44] M.Semenov-Tian-Shansky, Publ.RIMS, 21 (1985) 1237-1260;
S.Novikov, S.Manakov, L.Pitaevskii and V.E.Zakharov, Theory of Solitons. The Inverse Scattering
Method, Plenum Press, New York, 1984
[45] L.Chekhov and Yu.Makeenko, Phys.Lett. B278 (1992) 271-278, hep-th/9202006; Mod.Phys.Lett.
A7 (1992) 1223-1236, hep-th/9201033
[46] R.Penner, J.Diff.Geom., 27 (1987) 35
[47] C.Itzykson and J.-B.Zuber, J.Math.Phys., 21 (1980) 411
[48] L.Chekhov, A.Marshakov, A.Mironov and D.Vasiliev, Proc. Steklov Inst.Math. 251 (2005) 254,
hep-th/0506075
[49] A.Alexandrov, A.Mironov and A.Morozov, Int.J.Mod.Phys. A21 (2006) 2481-2518,
hep-th/0412099; Fortsch.Phys. 53 (2005) 512-521, hep-th/0412205
[50] R.Dijkgraaf and C.Vafa, Nucl.Phys. B644 (2002) 3-20, hep-th/0206255; Nucl.Phys. B644 (2002)
21-39, hep-th/0207106; hep-th/0208048
[51] L.Chekhov and A.Mironov, Phys.Lett. B552 (2003) 293-302, hep-th/0209085;
R.Dijkgraaf, S.Gukov, V.Kazakov and C.Vafa, Phys.Rev. D68 (2003) 045007, hep-th/0210238;
V.Kazakov and A.Marshakov, J.Phys. A36 (2003) 3107-3136, hep-th/0211236;
H.Itoyama and A.Morozov, Nucl.Phys.B657 (2003) 53-78, hep-th/0211245; Phys.Lett. B555
(2003) 287-295, hep-th/0211259; Prog.Theor.Phys. 109 (2003) 433-463, hep-th/0212032;
Int.J.Mod.Phys. A18 (2003) 5889-5906, hep-th/0301136;
S.Naculich, H.Schnitzer and N. Wyllard, JHEP 0301 (2003) 015, hep-th/0211254;
B.Feng, Nucl.Phys. B661 (2003) 113-138, hep-th/0212010;
I.Bena, S.de Haro and R.Roiban, Nucl.Phys. B664 (2003) 45-58, hep-th/0212083;
41
Ch.Ann, Phys.Lett. B560 (2003) 116-127, hep-th/0301011;
L.Chekhov, A.Marshakov, A.Mironov and D.Vasiliev, hep-th/0301071;
A.Mironov, Theor.Math.Phys. 146 (2006) 63-72, hep-th/0506158;
A. Dymarsky and V. Pestun, Phys.Rev. D67 (2003) 125001, hep-th/0301135;
Yu.Ookouchi and Yo.Watabiki, Mod.Phys.Lett. A18 (2003) 1113-1126, hep-th/0301226;
H.Itoyama and H.Kanno, Phys.Lett. B573 (2003) 227-234, hep-th/0304184; Nucl.Phys. B686
(2004) 155-164, hep-th/0312306;
M.Matone and L.Mazzucato, JHEP 0307 (2003) 015, hep-th/0305225;
R.Argurio, G.Ferretti and R.Heise, Int.J.Mod.Phys. A19 (2004) 2015-2078, hep-th/0311066;
M.Gomez-Reino, JHEP 0406 (2004) 051, hep-th/0405242;
K.Fujiwara, H.Itoyama and M.Sakaguchi, Prog.Theor.Phys. 113 (2005) 429-455, hep-th/0409060;
Nucl.Phys. B723 (2005) 33-52, hep-th/0503113; Prog.Theor.Phys.Suppl. 164 (2007) 125-137,
hep-th/0602267;
Sh.Aoyama, JHEP 0510 (2005) 032, hep-th/0504162;
D.Berenstein and S.Pinansky, hep-th/0602294
[52] L.Landau and E.Lifshitz, Mechanics, vol.1
[53] H.Bateman and A.Erdelyi, Higher transcendental functions, vol.2, London 1953
[54] F.A.Berezin and F.I.Karpelevich, DAN SSSR, 118 (1958) 9;
A.D.Jackson, M.K.Sener and J.J.M.Verbaarschot, Phys.Lett. B387 (1996) 355-360,
hep-th/9605183;
T.Guhr and T.Wettig, J.Math.Phys. 37 (1996) 6395-6413, hep-th/9605110
[55] E. Brezin and V. Kazakov, Phys. Lett. B236 (1990) 144;
D. Gross and A. Migdal, Phys. Rev. Lett. 64 (1990) 127; Nucl.Phys. B340 (1990) 333;
M.Douglas and S.Shenker, Nucl.Phys., B335 (1990) 635
[56] S.Kharchev, A.Marshakov, A.Mironov and A.Morozov, Mod.Phys.Lett. A8 (1993) 1047-1062,
hep-th/9208046
[57] L.K.Hua, Am.Math.Society, Rovidence, RI, 1963
[58] V.Dotsenko and V.Fateev, Nucl.Phys. B240 (1984) 312;
M.Wakimoto, Commun.Math.Phys. 104 (1986) 605-609;
V.Knizhnik, Usp.Fiz.Nauk 159 (1989) 401-453 (Sov.Phys.Usp. 32 (1989) 945-971);
A.Gerasimov, A.Marshakov, A.Morozov and M.Olshanetsky, S.Shatashvili, Int.J.Mod.Phys., A5
(1990) 2495-2589
42
