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9Résumé
Cette thèse s’intéresse à la recherche de points rationnels sur les courbes elliptiques.
Darmon et Logan ont proposé une construction conjecturale de points rationnels sur des
courbes elliptiques modulaires déﬁnies sur un corps de nombres totalement réel. Cette
construction va au delà de la construction classique des points de Heegner. C’est sur la
généralisation de ces travaux que porte cette thèse. Après un premier chapitre de rappels
concernant essentiellement les variétés de Shimura, on construit, dans le chapitre deux une
forme diﬀérentielle dont l’ensemble des périodes est, sous une conjecture due à Yoshida,
un réseau. On y déﬁnit aussi un ensemble de cycles dont la classe d’homologie est de
torsion. A l’aide de ces données, on énonce au chapitre suivant une conjecture généralisant
celle de Darmon et Logan. On s’interesse aussi aux propriétés de ces nouveaux points,
principalement en lien avec les théorèmes "classiques" de Gross-Zagier et Gross-Kohnen-
Zagier. Le chapitre 4 tente de rendre holomorphes les opérations du chapitre 2, et le
chapitre 5 de les rendre plus explicites. Cette thèse comporte une annexe concernant les
vériﬁcations informatiques de la conjecture de Darmon.
Mots-clefs
Courbes elliptiques, points de Heegner, formule de Gross-Zagier, points de Stark-
Heegner, variétés de Shimura, algèbres de quaternions.
Abstract
This thesis deals with rational points on elliptic curves. Darmon and Logan proposed a
conjectural construction of rational points on modular elliptic curves deﬁned over a totally
real number ﬁeld. This construction goes farther than Heegner points’ classical construc-
tion. This thesis generalize Darmon’s construction. The ﬁrst chapter essentially recalls
some basic facts concerning the cohomology of quaternionic Shimura varieties. In the sec-
ond chapter is built a diﬀerential form, whose set of periods is a lattice, under a conjecture
due to Yoshida. The end of chapter two focus on special cycles, which homological classes
are torsion. These new objects allow us to generalize Darmon’s conjecture in the beginning
of chapter 3. We state for this family of points a conjectural Gross-Zagier formula and try
to relate them with some kind of Gross-Kohnen-Zagier theorem. In the last chapters we
explicit the former constructions. This thesis ends with a survey of numerical evidences
for Darmon’s conjecture.
Keywords
Elliptic curves, Heegner points, Gross-Zagier formula, Stark-Heegner points, Shimura
varieties, quaternion algebras.
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Introduction
Le but de cette thèse est de généraliser les travaux de Darmon [Dar04] concernant la
construction de points de Stark-Heegner, c’est-à-dire de points rationnels sur une courbe
elliptique déﬁnie sur un corps totalement réel. Rappelons tout d’abord quelques travaux
antérieurs concernant la construction de points rationnels sur les courbes elliptiques.
Points de Heegner Soit E une courbe elliptique sur Q et N son conducteur. On sait
depuis [BCDT01] qu’une telle courbe est modulaire, c’est-à-dire qu’il existe une forme
modulaire parabolique de poids 2 de niveau N vériﬁant l’égalité des fonctions L :
∀s ∈
{
z ∈ C Re(s) > 3
2
}
L(E, s) = L(f, s).
Il en découle une uniformisation modulaire
ΦN : Γ0(N)\H −→ E(C)
obtenue en composant l’application
z ∈ H 7−→ c
∫ z
i∞
2iπf(z)dz,
où c désigne la constante de Manin, avec l’uniformisation de Weierstrass donnée par la
fonction ℘.
Soit K un corps quadratique imaginaire et z0 ∈ H ∩ K. Sous l’hypothèse (dite de
Heegner) que le conducteur N de la courbe se décompose dans K, la donnée d’un point de
Heegner est essentiellement celle de 2iπ
∫ z0
i∞ f(z)dz modulo les périodes de f , i.e. l’image
par l’application d’Abel-Jacobi de z0 dans C/ΛE ≃ E(C). La théorie de la multiplication
complexe montre que ces points sont déﬁnis sur certains corps de classe deK. En particulier
si le point z0 ∈ Γ0(N)\H vériﬁe l’égalité suivante
{γ ∈M0(N) γz0 = z0} ∪ {0} = OK ,
le point P1 obtenu est déﬁni sur le corps de classe de Hilbert K[1] de K. L’interêt de ces
points est qu’ils fournissent des exemples de points d’ordre inﬁni, et qu’il est possible de
les calculer explicitement.
Lien avec la conjecture de Birch et Swinnerton-Dyer Notons PK ∈ E(K) la trace
de P1 à K. La formule de Gross-Zagier [GZ86] lie la hauteur de Néron-Tate hNT(PK) de
PK à la dérivée de la fonction L de E/K en son centre de symétrie :
hNT(PK) = cste× L′(E/K, 1),
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où cste désigne une constante non nulle dépendant de K et de l’uniformisation modulaire
de E. Ce résultat, conjugué au théorème de Kolyvagin qui aﬃrme que si PK n’est pas de
torsion alors le groupe de Mordell-Weil E(K) est de rang un, c.f. [Kol88b, Kol88a, Dar04],
fournit un résultat partiel dans le sens de la conjecture de Birch et Swinnerton-Dyer :
Théorème. (Gross-Zagier,Kolyvagin) Si E/Q est une courbe elliptique et si
ords=1L(E, s) 6 1, alors
rang(E(Q)) = ords=1L(E, s).
Dans ce cas la position des points de Heegner dans le groupe de Mordell-Weil ont été
précisés dans [GKZ87].
Généralisation aux courbes de Shimura La construction de points de Heegner a été
généralisée dans le cas où l’on s’interesse à une courbe elliptique qui peut être uniformisée
à l’aide d’une courbe de Shimura. Ce type de méthode permet d’alléger l’hypothèse de
Heegner, c.f [Dar04]. On obtient de manière analogue des points déﬁnis sur des corps de
classe de corps quadratiques imaginaires. Le lien entre ces points et la conjecture de Birch
et Swinnerton-Dyer est encore satisfait, via la formule de Gross-Zagier, dont la preuve est
due à Zhang [Zha01a]. Un inconvénient de cette généralisation est qu’elle dépend de la
théorie de la multiplication complexe, qui ne permet a priori de ne traiter que le cas des
extensions de type C.M.
Philosophie des points de Darmon Dans [Dar01] Darmon propose une construc-
tion conjecturale de points rationnels sur des courbes elliptiques modulaires. Le principe
de cette construction est d’utiliser l’analyse p-adique pour obtenir des points locaux, et
de conjecturer que ces points sont globaux. Des évidences numériques sont fournies dans
[DG02, DP06] pour appuyer cette construction. L’idée de Darmon, qui revient essentielle-
ment à construire certains cycles et à en prendre l’image par une application d’Abel-Jacobi,
s’est peu à peu développée. Le lien avec les fonctions L est établi, au moins conjecturelle-
ment c.f. [Dar06] ainsi qu’une évidence théorique [BD09]. Un analogue de la construction
de Darmon est proposé par Trifković dans [Tri06] pour les courbes déﬁnies sur des corps
quadratiques imaginaires. Une construction archimédienne est proposée dans [DL03] pour
les courbes déﬁnies sur des corps de nombre totalement réels, construction qui est le point
de départ de cette thèse.
Toutes ces methodes, bien que conjecturales, élargissent la possibilité de construire des
points rationnels bien au dela de ce que permettait de faire la théorie de la multiplication
complexe. Mentionnons de plus que les idées sous-jacentes à la construction de Darmon
ont aussi permis la construction de généralisations d’unités elliptiques [CD08, DD06], ainsi
que la mise en œuvre d’algorithmes pour construire des courbes elliptiques modulaires,
[Dem08] plus précisement pour expliciter le réseau des périodes d’une forme modulaire de
Hilbert.
Points de Darmon pour les extensions ATR Rappelons ici les grandes lignes de la
construction des points de Darmon, que l’on peut trouver dans [DL03] (et dans [Dar04]
pour des corps de base qui ne sont pas quadratiques). Soit F un corps quadratique réel de
nombre de classe au sens restreint égal à un. On se ﬁxe une unité ε vériﬁant ε1 := τ1(ε) > 0
et ε2 := τ2(ε) < 0 où τ1, τ2 désignent les places archimédiennes de F . Soit E/F une courbe
elliptique modulaire et N son conducteur. On note f la forme modulaire de Hilbert associée
à E et Γ = Γ0(N). La forme diﬀérentielle ωf = −4π2f(z1, z2)dz1dz2, qui est déﬁnie sur
Introduction 15
la surface modulaire de Hilbert Γ\H2 est naturellement attachée à f . Soit ω+f la forme
diﬀérentielle modiﬁée suivante, où d est un générateur totalement positif de la diﬀérente
de F
ω+f = −
4π2√
τ1(d)τ2(d)
(f(z1, z2)dz1dz2 + f(ε1z1, ε2z2)d(ε1z1)d(ε2z2)) .
Cette forme diﬀérentielle est Γ-invariante et on a
∀γ ∈ Γ
∫ γz2
γz1
∫ γz4
γz3
ω+f =
∫ z2
z1
∫ z4
z3
ω+f .
Darmon introduit alors un certain ensemble de périodes Λf qu’il conjecture être un
réseau de C commensurable au réseau de Néron ΛE de E, en reformulant une conjecture
due à Oda [Oda82]. Soit eΓ l’exposant de l’abélianisé Γab de Γ (c.f. proposition 1.3 de
[DL03]) et Λ˜f = e
−1
Γ Λf . Ceci permet de déﬁnir pour τ, x, y ∈ H une intégrale semi-déﬁnie
mτ{x→ y} =
∫ τ ∫ y
x
ω+f ∈ C/Λ˜+f .
Cette intégrale satisfait les propriétés suivantes :∫ τ ∫ x2
x1
ω+f +
∫ τ ∫ x3
x2
ω+f =
∫ τ ∫ x3
x1
ω+f (1)∫ τ2 ∫ x2
x1
ω+f −
∫ τ1 ∫ x2
x1
ω+f =
∫ τ2
τ1
∫ x2
x1
ω+f (2)
Soit K/F une extension quadratique ATR « almost totally real » de F , c’est-à-dire
que K est complexe au dessus de τ1 et réelle au dessus de τ2. Soit
Ψ : K −֒→ M2(F )
un plongement vériﬁant la condition d’optimalité
Ψ(OK) = Ψ(K) ∩M2(OF ),
où OF et OK désignent respectivement l’anneau des entiers de F et de K. Le groupe
Ψ(O×K) ∩ Γ est de rang un modulo Ψ(O×F ) et a un unique point ﬁxe τ ∈ τ1(K) ∩ H. Soit
γτ un générateur de ce groupe et x ∈ H. Darmon pose
J+τ =
∫ τ ∫ γτx
x
ω+f ,
et vériﬁe que cette intégrale ne dépend pas du choix de x, seulement de l’orbite de τ sous Γ.
Soit
Φ : C/ΛE −→ E(C)
l’uniformisation de Weierstrass, et ξ ∈ Z>0 tel que ξΛf ⊂ ΛE et Darmon déﬁnit le point
P+τ par
P+τ = Φ(ξJ
+
τ ).
La conjecture s’énonce alors de la manière suivante :
Conjecture. ([DL03], conjecture 2.3, [Dar04] conjecture 8.17)
Soit K[1] le corps de classe de Hilbert de K, alors le point local P+τ ∈ E(C) est dans
E(K[1]).
Remarquons que Darmon précise l’action de Gal(K[1]/L) sur ce point à l’aide d’une
action sur les plongements optimaux de K dans M2(F ), et considère des points plus
généraux, déﬁnis sur le corps de classe de Hilbert au sens restreint K[1]+ tout en précisant
l’action de Gal(K[1]+/K[1]) sur ces points.
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Objectif de cette thèse Dans cette thèse, nous généralisons la construction archimé-
dienne de Darmon, en allégeant la condition de ramiﬁcation sur l’extension quadratique K
ce qui se fait principalement en échangeant le rôle joué par la variété modulaire de Hilbert
avec une variété de Shimura quaternionique. Ceci permet d’avoir une formulation adélique
de la construction, et d’énoncer une conjecture sans supposer que le corps de base est de
nombre de classe au sens restreint égal à un.
Le nouveau cadre obtenu, naturellement automorphe, se prête plus facilement à une
éventuelle étude théorique des points de Darmon. Il permet par exemple d’obtenir une
formule unique pour décrire l’action de Gal(Kab/K), sans avoir à séparer l’action de la
partie archimédienne de celle de la partie ﬁnie. On peut aussi construire plus facilement
une forme linéaire invariante sur l’espace des formes automorphes. Dans ce cadre, une
formule de Gross-Zagier conjecturale prend naturellement sa place.
L’objectif secondaire de cette thèse est de placer la construction de Darmon dans
le cadre de la théorie de Kudla [Kud97] des cycles sur les variétés de Shimura de type
orthogonal. Les cycles nécessaires à la construction des points de Darmon apparaissent
alors comme des cas particulier des cycles utilisés par Kudla, qui ont l’avantage d’être
naturellement « en famille » ce qui ouvre de multiples perspectives.
Contenu du manuscrit Décrivons un peu plus les grandes lignes de cette thèse.
Soit F un corps de nombres totalement réel de degré d, et τ1, . . . , τd ses places archi-
médiennes. On se ﬁxe r ∈ [[ 2 ; d ]] et B/F une algèbre de quaternions qui se décompose
en τ1, . . . , τr et se ramiﬁe en τr+1, . . . , τd. Soit F̂ l’anneau des adèles ﬁnies de F . On note
B̂× = B× ⊗F F̂ et on se ﬁxe un sous-groupe ouvert compact H de B̂×. Soit alors ShH la
variété de Shimura quaternionique dont les points complexes s’identiﬁent à
ShH(C) = B×\(C\R)r × B̂×/H.
Soit E/F une courbe elliptique modulaire. Il existe donc une forme modulaire de
Hilbert ϕ˜ vériﬁant
L(E, s) = L(ϕ˜, s).
Nous supposerons que ϕ˜ est dans l’image de la correspondance de Jacquet-Langlands
pour B, c’est-à-dire qu’il existe une forme automorphe ϕ ∈ S2(B×A ) vériﬁant l’égalité entre
représentations automorphes
π(ϕ˜) = JL(π(ϕ)).
La forme automorphe ϕ correspond naturellement à une forme diﬀérentielle holo-
morphe de degré r sur ShH(C) que l’on note ωϕ. A l’aide de « conjugaisons complexes
partielles », il est possible de modiﬁer ωϕ en ω+ϕ , dont l’ensemble des périodes est, sous
une conjecture due à Yoshida, un réseau comparable au réseau de Néron ΛE de E : il
existe une constante ξ telle que
ξ−1Λϕ ⊂ ΛE.
Soit K une extension quadratique de F dans laquelle les places τ2, . . . , τr se décom-
posent et les places τ1, τr+1, . . . , τd se ramiﬁent. On se ﬁxe un plongement
q : K −֒→ B.
Il y a alors une action de (K ⊗ R)×/(F ⊗ R)× sur (C\R)r qui permet de construire une
sous-variété T ◦ de (C\R)r et, pour b ∈ B×A ﬁxé, un tore T ◦b sur ShH(C), de dimension
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r − 1. À l’aide d’un théorème de Matsushima et Shimura, on peut alors construire une
r-chaîne ∆◦b sur ShH(C) vériﬁant
nT ◦b = ∂∆
◦
b
pour un certain entier n.
Soit
Φ : C/ΛE −→ E(C)
l’uniformisation de Weierstrass et
recK : K×A −→ Gal(Kab/K).
On peut maintenant énoncer la conjecture principale
Conjecture. (Conjecture 3.1.1.1, page 53)
Le point P+b = Φ
(
ξ
∫
∆◦
b
ω+ϕ
)
∈ E(C) s’identifie à un point de E(Kab) et
∀a ∈ K×A recK(a)P+b = P+qA(a)b.
Remarquons que pour simpliﬁer la présentation de cette conjecture, nous ignorons
volontairement l’eﬀet d’un certain caractère β, remplacé par le signe + en exposant ici.
Les détails trouvent naturellement leur place dans le corps du texte.
Plan de la thèse Ce manuscrit est découpé en cinq chapitres et une annexe.
Le chapitre 1 regroupe les déﬁnitions des objets utilisés : variétés de Shimura qua-
ternioniques, formes automorphes, leur correspondance avec les formes diﬀérentielles, le
théorème de Matsushima - Shimura. On y déﬁnit aussi des opérateurs t∗j , qui permettent
d’obtenir la forme diﬀérentielle ω+ϕ , désignée par ω
β
ϕ par la suite.
Le chapitre 2 est consacré à la construction des objets nécessaires à la déﬁnition des
points de Darmon. On utilise dans un premier temps une conjecture de Yoshida pour mon-
trer que l’ensemble des périodes de ω+ϕ est un réseau. Cette étape correspond à l’utilisation
de la conjecture d’Oda chez Darmon. Dans une deuxième partie plus ou moins indépen-
dante, nous donnons une description de l’action de (K ⊗ R)×/(F ⊗ R)× sur (C\R)r. On
y étudie les orbites sous cette action et l’on montre que leur projections sur les variétés
de Shimura sont des tores T ◦b . A l’aide du théorème de Matsushima - Shimura on peut
alors construire les chaînes ∆◦b . On étudie ensuite l’eﬀet des diﬀérents choix, que l’on est
amené à faire, sur les tores T ◦b . Enﬁn on fournit des informations concernant l’action de
diﬀérents groupes sur l’ensemble des tores T ◦b .
Le chapitre 3 contient l’énoncé principal de cette thèse, qui généralise la conjecture de
Darmon. On y étudie les corps de déﬁnition des points de Darmon, ainsi que les liens entre
l’algèbre de quaternions et les signes de certaines équations fonctionnelles. On y énonce
ensuite une formule de Gross-Zagier conjecturale, après avoir construit une forme linéaire
invariante dont les points de Darmon devraient constituer des vecteurs test. Enﬁn on se
place dans le cadre des variétés de Shimura de type orthogonal, pour énoncer des conjec-
tures qui devraient fournir des analogues, dans le cas des points de Darmon, au théorème
de Gross-Kohnen-Zagier dans le cas des points de Heegner classiques.
18 Introduction
Le chapitre 4 déﬁnit les opérateurs de Hecke archimédiens, qui sont un analogue des
opérateurs tj qui permettent d’obtenir la forme diﬀérentielle ω+ϕ et les points de Darmon.
On donne une déﬁnition de ces opérateurs en terme de structure de Hodge pour l’espace
symétrique Hermitien associé à la variété de Shimura quaternionique. On montre aussi
que ces opérateurs peuvent être vu comme des applications holomorphes sur une variété
qui est union de certaines variétés de Shimura. Cette étude suggère ainsi de se placer sur
une variété plus grosse qu’une variété de Shimura, aﬁn d’obtenir des objets naturellement
holomorphes.
L’objectif du dernier chapitre est de se ﬁxer des isomorphismes entre l’algèbre de qua-
ternions B et certaines algèbres de matrices pour fournir des illustrations aux 4 premiers
chapitres. On revient en premier sur les opérateurs de Hecke archimédiens, puis sur l’ac-
tion des opérateurs tj sur les formes automorphes et les formes modulaires de Hilbert.
On prouve alors que les opérations que l’on eﬀectue au chapitre 2 sur la forme diﬀéren-
tielle ωϕ correspondent bien aux opérations de Darmon. On fournit ensuite des ﬁgures qui
représentent les cycles spéciaux T ◦ ainsi que leurs images par la conjugaison complexe.
Pour ﬁnir on donne une version matricielle des espaces quadratiques considérés à la ﬁn du
chapitre 3.
L’annexe A fait un bref survol des évidences numériques connues à ce jour en faveur de
la conjecture de Darmon et fournit un premier résultat numérique d’un travail en cours en
collaboration avec R. Cosset. Ce travail devrait permettre de calculer systématiquement
les points de Darmon dans le cas de corps de base de nombre de classe au sens restreint 1
et d’extensions quadratiques ATR, à l’aide du logiciel Magma.
Notations
Les notations suivantes sont valables pour la totalité du manuscrit :
– Notons Q ⊂ C la clôture algébrique du corps des nombres rationnels Q.
– F est un corps de nombres totalement réel de degré d .
– τ1, . . . , τd : F −֒→ Q désignent les d places archimédiennes de F .
– SiK/Q est un corps de nombres, OK (respectivement O×K) est son anneau des entiers
(respectivement groupe des unités).
– Si v est une place de K, Kv est le complété de K en v.
– Si K/F est une extension, pour toute place v de F , Kv = K ⊗F Fv.
– SiK/Q est un corps de nombres, on notera hK son nombre de classes, h+K son nombre
de classes au sens restreint.
– Si K/Q est un corps de nombres, KA (respectivement K̂ , K
×
A , K̂
×) désigne l’anneau
des adèles de K (respectivement les adèles ﬁnies de K, les idèles de K, les idèles
ﬁnies de K).
– B/F désigne une algèbre de quaternions, Ram(B) l’ensemble des places de F en
lesquelles B se ramiﬁe.
– BA = B ⊗F FA (respectivement B̂ = B ⊗F F̂ ) les points adéliques de B.
– H est le demi-plan de Poincaré.
Sauf mention contraire, nous supposerons que B 6= M2(F ), que d > 2 et qu’il existe
r ∈ [[ 2 ; d ]] tel que les places archimédiennes de F en lesquelles B se décompose soient
exactement τ1, . . . , τr.
Chapitre 1
Rappels autour des variétés de
Shimura
Ce chapitre est consacrés aux rappels et déﬁnitions nécessaires à la construction des
points de Darmon. Toutes les notions sont plus ou moins classiques. Les principales ré-
férences concernant les courbes de Shimura sont les articles [Car86], [CV07, CV05] et
[Nek07]. Le livre [Rei97] introduit aux variétés de Shimura quaternioniques et [Mil05] sert
de référence générale sur les variétés de Shimura.
1.1 Généralités
1.1.1 Définitions
Soit B/F une algèbre de quaternions ramiﬁée en les places
{τr+1, . . . , τd} ∪ {v ∈ SB},
où SB désigne un ensemble ﬁni ﬁxé de places ﬁnies, tel que |SB| ≡ d− r mod 2.
Exemple 1.1.1.1. On peut supposer que l’on est dans une situation analogue à celle de
[Dar04] chapitre 4. Soit N un idéal de OF que l’on décompose en N = N+N−, avec N+
et N− idéaux premiers entre eux et N− produit de t idéaux premiers distincts p1, . . . , pt,
où t ≡ d− r mod 2. Il existe alors une unique algèbre de quaternions B/F vériﬁant
Ram(B) = {τr+1, . . . , τd} ∪ {p1, . . . , pt}.
1.1.2 Variétés de Shimura quaternioniques
Posons G = ResF/QB× la restriction à la Weil du groupe B×. Pour toute Q-algèbre
commutative A, on a ainsi G(A) = (B ⊗Q A)×. Notons Gi le groupe algébrique réel
Gi = G⊗F,τi R et nr : G→ ResF/QGm la norme réduite. On pose S = ResC/R(Gm,C).
Structure de Hodge et donnée de Shimura
Rappelons que S = ResC/RGm,C est un tore réel, vériﬁant S(R) = C× et S(C) =
C× × C×. On a un isomorphisme SC ≃ Gm,C ×Gm,C et Hom(SC,Gm,C) est engendré par
deux caractères z et z, tels que la composée
S(R) −֒→ S(C) z,z−→ C×
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est l’identité (respectivement la conjugaison complexe).
Soit V un R-espace vectoriel et VC son complexiﬁé. A toute représentation
h : S −→ GL(V )
on peut associer une structure de Hodge sur VC : le sous-espace V p,q de VC est déﬁni
comme étant le sous-espace sur lequel S agit par z−pz−q. Ce choix nous permet d’être
cohérent avec le choix que nous ferons ultérieurement de normaliser la loi de réciprocité
d’Artin par des Frobenius géométriques.
Nous noterons F (h) la ﬁltration de Hodge sur VC :
F (h)p =
⊕
p′>p
V p
′q′ .
Soit Lie(G) l’espace de la représentation adjointe de G et Lie(G)C son complexiﬁé.
Nous désignerons par Gad le quotient de G par son centre Z(G).
Définition 1.1.2.1. Une donnée de Shimura est un couple (G,X) où G est un groupe
réductif sur Q et X est une G(R)-classe de conjugaison de morphismes
h : S −→ GR
vériﬁant
SD1. Pour tout h ∈ X, le type de Hodge de Lie(G)C est {(−1, 1), (0, 0), (1,−1)}
SD2. Gad n’a pas de Q-facteur sur lequel la projection de h soit triviale.
SD3. Pour tout h ∈ X, l’automorphisme intérieur ad(h(i)) déﬁni par h(i) fournit une
involution de Cartan de GadR .
Remarque 1.1.2.2. – L’hypothèse SD1 revient à supposer que les seuls caractères
de S qui agissent sur Lie(G)C sont z/z, 1 et z/z.
– L’hypothèse SD3 impose que le groupe
{g ∈ GR(C), g = ad(h(i))(g)}
soit compact, où g 7→ g correspond à la conjugaison complexe sur GR(C).
Définition des variétés de Shimura
Dans ce manuscrit, nous nous intéressons au cas où G = ResF/QB×. Notons Z = Z(G)
le centre de G. Si H est un sous-groupe compact ouvert de G(Q̂) = B̂×, on peut lui
associer une variété analytique ShH(G,X)(C) déﬁnie par
ShH(G,X)(C) = G(Q)\
(
X ×G(Q̂)/H)
)
= B×\
(
X × B̂×/H
)
,
où l’action de B× à gauche et de H à droite est déﬁnie par
∀k ∈ B× ∀h ∈ H ∀f ∈ F̂× ∀(x, b) ∈ X × B̂× k · (x, b) · hf = (kx, kbhf).
De manière analogue, on déﬁnit la variété analytique ShH(G/Z,X)(C) par
ShH(G/Z,X)(C) = G(Q)\
(
X ×G(Q̂)/HZ(Q̂)
)
= B×\
(
X × B̂×/HF̂×
)
.
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Nous noterons par la suite [x, b]H un élément de ShH(G,X)(C) et [x, b]HF̂× les élé-
ments de ShH(G/Z,X)(C). La théorie générale des variétés de Shimura (c.f. par exemple
[Mil05]) montre que ShH(G,X)(C) constitue les points complexes d’une variété algébrique
ShH(G,X) qui admet un modèle sur un corps de nombre, appelé corps réflexe. Dans notre
cas particulier, le corps réﬂexe F (G,X) est
F ′ = F (G,X) = Q
(
r∑
i=1
τj(α), α ∈ F
)
⊂ Q ⊂ C,
et on a F (G/Z,X) = F (G,X).
Remarque 1.1.2.3. Comme nous supposons que B 6= M2(F ), les variétés de Shimura
que nous considérons sont compactes.
Les variétés de Shimura forment un système projectif {ShH(G,X)}H indexé par les
sous-groupes compacts ouverts de B̂×. Les applications de transition sont les
pr : ShH(G,X) −→ ShH′(G,X)
déﬁnies pour H ⊂ H ′ sur les points complexes par :
ShH(G,X)(C) −→ ShH′(G,X)(C)
[x, b]H 7−→ [x, b]H′
Le groupe B̂× agit sur le système projectif {ShG(G,X)}H par multiplication à droite.
L’action est déﬁnie sur les points complexes de la façon suivante :
[·g] :
{
ShH(G,X)(C) −→ Shg−1Hg(G,X)(C)
[x, b]H 7−→ [x, bg]H
Remarque 1.1.2.4. Dans la suite de ce manuscrit, toutes les formes automorphes ont un
caractère central trivial, le choix de faire le quotient par le centre dans la déﬁnition des
variété de Shimura n’est donc pas essentiel. Nous utiliserons la variété ShH(G/Z,X)(C),
qui est plus agréable d’un point de vue pratique.
Action de la conjugaison complexe
Notons hj : S −→ Gj,R le morphisme construit à partir de h et Xj la classe de Gj,R-
conjugaison de hj . On a une factorisation de X en X1 × · · · × Xr, qui découle de la
factorisation naturelle GR ≃ G1,R × · · · ×Gd,R et fournit une factorisation du morphisme
h en (hj)j∈[[ 1 ; d ]] avec hj : S→ Gj,R.
Fixons j ∈ [[ 1 ; r ]] et soit xj ∈ Xj . Par déﬁnition xj est une application hx : S −→ Gj,R.
L’image Im(hx) s’identiﬁe à un R-tore maximal anisotrope de Gj,R. Notons
ℓj :
{
Xj −→ {R− tores maximaux anisotropes de Gj,R}
xj 7−→ Im(hx)
Proposition 1.1.2.5. Avec les notations ci-dessus, pour tout xj ∈ Xj , l’ensemble ℓ−1j (ℓj(xj))
est constitué d’exactement deux éléments de Xj .
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D’après la proposition 1.1.2.5, il existe une unique involution
tj : Xj −→ Xj
qui est antiholomorphe, Gj,R-équivariante et telle que
∀xj ∈ Xj ℓ−1j (ℓj(xj)) = {xj , tj(xj)}.
On introduit maintenant une notation utile par la suite.
Notation 1.1.2.6. Pour σ = (σj)26j6r ∈
∏r
j=2{±1} posons ej ∈ {0, 1} tel que σj =
(−1)ej . Nous noterons par la suite
tσ :
{
X −→ X
x 7−→ ∏rj=2 tejj x
Définition 1.1.2.7. Les applications tj (resp. tσ) sur l’espace symétrique X induisent des
applications naturelles
tj :
{
ShH(G,X)(C) −→ ShH(G,X)(C)
[x, b]H 7−→ [tj(x), b]H
Ces applications sont explicitées page 27.
Remarque 1.1.2.8. Dans le chapitre 4, nous expliquerons comment faire en sorte d’ob-
tenir une application holomorphe dont l’action est la même que celle de tj. On retrouve
la conjugaison complexe à la proposition 4.0.3.11.
1.1.3 Correspondances de Hecke
On se réfère ici à [CV07], section 3.4.
Soient H1 et H2 deux sous-groupes compacts ouverts de B̂×. Pour tout g ∈ B̂×, nous
disposons de deux applications de projection
pr1 : ShH1∩gH2g−1(G,X) −→ ShH1(G,X)
pr2 : Shg−1H1g∩H2(G,X) −→ ShH2(G,X)
déﬁnies sur les points complexes par
pr1 : [x, b]H1∩gH2g−1 7−→ [x, b]H1
pr2 : [x, b]g−1H1g∩H2 7−→ [x, b]H2
Définition 1.1.3.1. Le diagramme suivant
ShH1∩gH2g−1(G,X)
[·g] //
pr1

Shg−1H1g∩H2(G,X)
pr2

ShH1(G,X) [H1gH2]
//______________ ShH2(G,X)
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déﬁnit une application multivaluée, appelée correspondance de Hecke
[H1gH2] : ShH1(G,X) //___ ShH2(G,X).
Pour expliciter l’expression de cette correspondance sur les points complexes des va-
riétés de Shimura, ﬁxons gi ∈ B̂× tels que H1gH2 =
∐
i giH2. On obtient alors :
[H1gH2] : [x, b]H1 7−→
∑
i
[x, bgi]H2 .
Remarque 1.1.3.2. Le degré de cette correspondance est [H1F× : (H1 ∩ gH2g−1)F×].
Si O×F ⊂ H1 ∩H2, le degré se simpliﬁe en [H1 : H1 ∩ gH2g−1].
1.1.4 Formes différentielles
Définitions
Supposons dans un premier temps que ShH(G,X) soit lisse. Dans ce cas, si ΩH désigne
le faisceau des diﬀérentielles de degré r sur ShH(G,X) et ΩanH le faisceau des diﬀérentielles
holomorphes de degré r sur ShH(G,X)(C), le principe GAGA permet d’écrire
Γ(ShH(G,X),ΩH )⊗F (G,X) C ∼−→ Γ(ShH(G,X)(C),ΩanH ),
où Γ(ShH(G,X),ΩH ) désigne les sections globales de ΩH .
En général les variétés ShH(G,X) ne sont pas lisses. Dans ce cas, nous nous ﬁxerons
un entier n > 3 tel que
∀p ∈ Ram(B) p ∤ nOF ,
et des isomorphismes ιv
∀v | nOF ιv : Bv ∼−→ M2(Fv).
Le groupe
H ′ =
{
(hv)v ∈ H, tels que ∀v | nOF ιv(hv) ≡
(
1 0
0 1
)
mod nOFv
}
est d’indice ﬁni dans H et ShH′(G,X) est lisse. L’application
ShH′(G,X) −→ ShH(G,X)
est un revêtement ﬁni et on déﬁnit dans ce cas
ΩH := (ΩH′)
H =
 1
[H : H ′]
∑
σ∈H/H′
σ
ΩH′ .
On déﬁnit de même ΩanH .
Par un abus de langage, nous appelerons les sections globales de ΩanH
Γ (ShH(G,X)(C),ΩanH ) =
 ∑
σ∈H/H′
σ
Γ (ShH′(G,X)(C),ΩanH′ )
des formes diﬀérentielles holomorphes de degré r sur ShH(G,X)(C).
Remarque 1.1.4.1. Le système injectif {Γ(ShH(G,X)(C),ΩanH )}H est muni d’une action
à gauche de B̂× donnée par le tiré en arrière de l’action [·g] sur {ShH(G,X)}H :
[·g]∗ : Γ(Shg−1Hg(G,X),Ωg−1Hg) −→ Γ(ShH(G,X),ΩH ).
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Action de la conjugaison complexe
Notons, pour ε ∈ {±1}r et Γ(ShH(G,X)(C), (ΩanH )ε) l’espace des formes diﬀérentielles
de degré r sur ShH(G,X)(C) qui sont holomorphes (resp. antiholomorphes) en la j-ième
variable zj si εj = 1 (resp. si εj = −1).
Les applications tj : ShH(G,X)(C) −→ ShH(G,X)(C) déﬁnies en 1.1.2.7 se tirent en
arrière en des applications
t∗j : Γ(ShH(G,X)(C), (Ω
an
H )
ε) −→ Γ(ShH(G,X)(C), (ΩanH )ε
′
)
où ε′k = εk si k 6= j et ε′j = −εj . Nous appellerons opérateurs de Hecke archimédiens ces
applications.
Rappelons la notation déjà introduite après la déﬁnition 1.1.2.7 :
Notation 1.1.4.2. Soit β un caractère β :
∏r
j=2{±1} −→ {±1}.
Pour σ = (σj)26j6r ∈
∏r
j=2{±1} posons ej ∈ {0, 1} tel que σj = (−1)ej . Notons
t∗σ =
∏r
j=2 t
∗ej
j .
Si ω ∈ Γ(ShH(G,X)(C), (ΩanH )ε), on posera
ωβ =
∑
σ∈{±1}r−1
β(σ)t∗σ(ω) ∈
⊕
ε:{±1}r→{±1}
Γ(ShH(G,X)(C), (ΩanH )
ε).
1.2 Rappels dépendants de choix d’isomorphismes
Pour tout i ∈ [[ 1 ; d ]], on note Bτi = B ⊗F,τi R et on ﬁxe
κi : Bτi = B ⊗F,τi R ∼−→ M2(R) si i ∈ [[ 1 ; r ]]
κi : Bτi = B ⊗F,τi R ∼−→ H si i ∈ [[ r + 1 ; d ]]
Les isomorphismes κj induisent les isomorphismes suivants de R-groupes algébriques :
Gi
∼−→ GL2 si i ∈ [[ 1 ; r ]]
Gi
∼−→ H× si i ∈ [[ r + 1 ; d ]]
1.2.1 Définition des variétés de Shimura
Soit X la G(R)-classe de conjugaison du morphisme hcan de S = ResC/R(Gm,C) vers
GR = G1× · · ·×Gg ≃ (GL2)r× (H×)d−r, déﬁni sur les R-algèbres A de la façon suivante :
si x, y ∈ A, alors x+ iy ∈ S(A) = (A⊗R C)× et
hcan(x+ iy) =

(
x y
−y x
)
, . . . ,
(
x y
−y x
)
︸ ︷︷ ︸
r fois
, 1, . . . , 1︸ ︷︷ ︸
d−r fois
 ∈ GL2(A)r × ((H ⊗R A)×)d−r.
On obtient ainsi des applications
hj,can :

S(A) −→ Gj
x+ iy 7−→
(
x y
−y x
)
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Notons G˜(R) = StabG(R)(hcan) le stabilisateur de hcan sous l’action de G(R) par conju-
gaison. G˜(R) s’identiﬁe au groupe (R×SO2(R))r ×Gr+1(R)× · · · ×Gd(R) via les isomor-
phismes κi, et fournit une bijection
G(R)/G˜(R) −→ X
g 7−→ ghcang−1
Par ailleurs, les r premiers facteurs de G(R) agissent sur C\R par homographie, ce qui
fournit une bijection
G(R)/G˜(R) −→ (C\R)r
g 7−→ g · (i, . . . , i︸ ︷︷ ︸
r fois
)
Ces deux bijections permettent d’identiﬁer X à (C\R)r et de le munir d’une structure
complexe, point qui sera expliqué plus en détail au chapitre 4.
Le couple (G,X) est appelé donnée de Shimura. Si H est un sous-groupe compact
ouvert de G(Q̂) = B̂×, on peut lui associer une variété analytique ShH(G,X)(C) déﬁnie
par
ShH(G,X)(C) = B×\
(
(C\R)r × B̂×/HF̂×
)
,
où l’action de B× à gauche et de H à droite est déﬁnie par
∀k ∈ B× ∀h ∈ H ∀f ∈ F̂× ∀(x, b) ∈ X × B̂× k · (x, b) · hf = (kx, kbhf).
Rappelons que nous notons [x, b]H un élément de ShH(G,X)(C).
Exemple 1.2.1.1. Dans le cas où B est choisie comme à l’exemple 1.1.1.1, on pourra
supposer que H est de la forme H =
∏
v∤∞Hv, où
Hv =

U0(q
αi
i ) si v | N+ =
∏
i q
αi
i
O×Bv si v = pi | N−
GL2(OFv) sinon
,
où U0(q
αi
i ) désigne l’ensemble des matrices de GL2(OFv ) qui sont triangulaires supérieures
modulo qαii . De manière plus condensée, H = (R⊗Z Ẑ)× où R ⊂ B est un ordre d’Eichler
de niveau N+.
Action de la conjugaison complexe
Si on identiﬁe Xj avec C\R par ghj,cang−1 7→ g(i), l’application ℓj utilisée pour la
déﬁnition 1.1.2.7 vériﬁe
ℓj(x+ iy) =
{(
x y
−y x
)}
et
ℓ−1j (ℓj(x+ iy)) = {x+ iy, x− iy}.
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1.2.2 Formes automorphes
Définitions
Soit H un sous-groupe compact ouvert de B̂×. Soit SH2,...,2,0,...,0(B
×
A ) l’espace vectoriel
complexe des fonctions
ϕ : B×A ≃ G(R)× B̂× −→ C
vériﬁant les propriétés suivantes :
1. Pour tout g ∈ B× et tout b ∈ B×A ,
ϕ(gb) = ϕ(b),
2. Pour tout g ∈ (R×)r ×Gr+1(R)× · · · ×Gd(R) ⊂ G(R) et tout b ∈ B×A ,
ϕ(bg) = ϕ(b),
3. Pour tout h ∈ H et tout b ∈ B×A ,
ϕ(bh) = ϕ(b),
4. Pour tout g ∈ B×A et tout (θ1, . . . , θr) ∈ Rr,
ϕ
(
g
[(
cos θ1 − sin θ1
sin θ1 cos θ1
)
, . . . ,
(
cos θr − sin θr
sin θr cos θr
)
, 1, . . . , 1
])
=
e−2iθ1 × · · · × e−2iθrϕ(g)
5. Pour tout g ∈ B×A , l’application
(x1 + iy1, . . . , xr + iyr) 7→ 1
y1 . . . yr
ϕ
(
g
[(
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
])
est holomorphe sur le produit Hr de r copies du demi-plan de Poincaré.
Par la suite, nous noterons pour simpliﬁer SH2 (B
×
A ) ou S
H
2 l’espace S
H
2,...,2,0,...,0(B
×
A ).
Remarque 1.2.2.1. 1. Nous n’avons pas besoin d’imposer ici de condition de parabo-
licité puisque nous supposons B 6= M2(F ).
2. Le groupe B̂× agit a gauche sur S2 =
⋃
H S
H
2 par,
∀g ∈ B̂× ∀ϕ ∈ S2 ∀x ∈ B×A g · ϕ(x) = ϕ(xg).
et SH2 est bien l’espace des H-invariants de S2.
Pour la suite nous aurons besoin de la déﬁnition un peu plus générale suivante :
Définition 1.2.2.2. Soit ε : {τ1, . . . , τr} −→ {±1} et εi = ε(τi). Nous noterons (Sε2)H
l’espace des fonctions
ϕ : B×A ≃ G(R)× B̂× −→ C
vériﬁant les conditions 1-3 ci-dessus et
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4’. Pour tout g ∈ B×A et (θ1 . . . θr) ∈ Rr
ϕ
(
g
((
cos θ1 − sin θ1
sin θ1 cos θ1
)
, . . . ,
(
cos θr − sin θr
sin θr cos θr
)
, 1, . . . , 1
))
= e−2iε1θ1 × · · · × e−2iεrθrϕ(g)
5’. Pour tout g ∈ B×A l’application
(x1 + iy1, . . . , xr + iyr) 7→ 1
y1 . . . yr
ϕ
(
g
((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
))
est holomorphe (resp. antiholomorphe) en la variable zj = xj + iyj ∈ H si εj = 1
(resp. εj = −1).
Remarque 1.2.2.3. Nous noterons SF̂
×
2 (resp. (S
ε
2)
F̂×) les invariants par F̂× de S2 (resp.
de Sε2), c’est-à-dire la partie de S2 (resp. de S
ε
2) où le caractère central est trivial.
Lien avec les formes différentielles
Nous adaptons dans cette section la section 3.6 de [CV07] dans le cadre des variétés de
Shimura quaternioniques, pour décrire ce que sont les formes diﬀérentielles sur ces variétés
et l’action des correspondances de Hecke.
La proposition suivante donne un lien entre formes diﬀérentielles et formes auto-
morphes.
Proposition 1.2.2.4. Il existe une bijection B̂×-équivariante
lim−→
H
Γ(ShH(G,X)(C),ΩanH )
∼−→ S2(B×A )
qui induit une bijection entre Γ(ShH(G,X)(C),ΩanH ) et S
H
2 .
Démonstration. Notons G(R)+ la composante neutre de G(R) et posons
G(Q)+ = G(R)+ ∩G(Q).
Soit C ⊂ B̂× un système ﬁxé de représentants des doubles classes G(Q)+\B̂×/H. La
décomposition
B×A =
∐
α∈C
G(Q)(αH ×G(R)+) =
∐
α∈C
B×(αH ×G(R)+)
fournit pour tout g ∈ B×A une factorisation de la forme g = gQ(αh × g+R ), où gQ ∈ B×,
α ∈ C, h ∈ H et g+R ∈ G(R)+. On notera de plus, si α ∈ C,
Γ+α = αHα
−1 ∩G(Q)+ ⊂ G(R)+ et Γ+α = Im (Γ+α −→ PGL+2 (R)r).
L’application suivante
uC :
{ ∐
α∈C Γ
+
α \Hr −→ ShH(G,X)(C)
Γ
+
αx 7−→ [x, α]H
(1.1)
est une bijection (c.f. [Mil05], proposition 4.18). Remarquons que les Γ
+
α \Hr sont connexes
et qu’on obtient ainsi une décomposition de ShH(G,X)(C) en composantes connexes.
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Soit, pour α ∈ C ﬁxé, ω ∈ Γ(ShH(G,X)(C),ΩanH ) et ωα sa restriction à la compo-
sante connexe Γ
+
α \Hr de ShH(G,X)(C). Le tiré en arrière de ωα sur Hr est une forme
diﬀérentielle Γ
+
α invariante, associée à une certaine fonction φα, i.e.
ω∗α = φα(z1, . . . , zr)dz1 ∧ · · · ∧ dzr,
où φα est une fonction holomorphe sur Hr vériﬁant pour tout z = (z1, . . . , zr) ∈ Hr
∀γ = (γ1, . . . , γr) ∈ Γ+α , φα|γ(z) =
r∏
i=1
det(γi)(cizi + di)−2φα
(
a1z1 + b1
c1z1 + d1
, . . . ,
arzr + br
crzr + dr
)
= φα(z)
Soit g ∈ B×A et g+R,1, . . . , g+R,r les r premières composantes de g+R . Si g′Q(α′h′ × g′+R )
est une autre factorisation possible de g, on a alors nécessairement α = α′ et g′−1Q gQ ∈
G(Q)+ ∩ αHα−1 = Γα. Ainsi
φα′ |(g′+R,1, . . . , g′+R,r) = φα|g′Q−1gQ(g+R,1, . . . , g+R,r) = φα|(g+R,1, . . . , g+R,r),
ce qui montre que l’application
ϕω :
{
BA −→ C
g 7−→
(
φα|(g+R,1 . . . g+R,r)
)
(i, . . . , i)
est bien déﬁnie. De plus ϕω ∈ SH2 .
Réciproquement, si ϕ ∈ SH2 , on peut déﬁnir une forme diﬀérentielle ωϕ holomorphe de
degré r sur ShH(G,X)(C) en imposant que la restriction de ωϕ à Γ
+
α \Hr ait pour tiré en
arrière
1
y1 . . . yr
ϕ
(((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
)
, α
)
dz1 ∧ · · · ∧ dzr
sur Hr.
Montrons maintenant que la bijection SH2
∼−→ Γ(ShH(G,X)(C),ΩanH ) que l’on vient
d’expliciter est indépendante du choix des représentants C.
Par déﬁnition, la bijection uC est inchangée si l’on remplace α ∈ C par αh avec h ∈ H.
Par contre, si on remplace α par γα où γ ∈ G(Q)+, on obtient, si on tire en arrière
une forme ωφ associée à ϕ ∈ SH2 de Γ(ShH(G,X)(C),ΩanH ) sur Γ
+
α \Hr (respectivement
Γ
+
γα\Hr) une forme du type
φα(z)dz (resp. φγα(z)dz).
Le diagramme commutatif suivant
Γ
+
α \Hr
Γ
+
αx 7−→[x,α]H //
[γ·] Γ+αx 7→Γ
+
γαγ(x)

ShH(G,X)(C)
Γ
+
γα\Hr
Γ
+
γαγ(x)7−→[γ(x),γα]H
// ShH(G,X)(C)
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montre que l’application [γ·]∗ est une bijection entre les formes sur Γ+γα\Hret les formes
sur Γ
+
α \Hr. De plus, les formes φα(z)dz et φγα(z)dz vériﬁent
[γ·]∗(φγα(z)dz) = φα(z)dz.
En eﬀet d’une part [γ·]∗(φγα(z)dz) = φγα(γz)dγz = φγα(z)dz car φγα est une forme
modulaire de Hilbert, et d’autre part on a, puisque γ ∈ G(Q) et que ϕ est invariante à
gauche sous G(Q),
φγα(z) =
1
y1 . . . yr
ϕ
(((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
)
, γα
)
=
1
y1 . . . yr
ϕ
(((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
)
, α
)
.
Concernant l’espace Sε2 de la déﬁnition 1.2.2.2, la proposition 1.2.2.4 a pour analogue
la proposition suivante :
Proposition 1.2.2.5. Il existe une bijection entre (Sε2)
H et l’espace des formes différen-
tielles de degré r sur ShH(G,X)(C) qui sont holomorphe (resp. antiholomorphe) en la
j-ième variable zj si εj = 1 (resp. si εj = −1) :
(Sε2)
H ≃ Γ(ShH(G,X)(C), (ΩanH )ε).
Démonstration. La preuve de cette proposition est identique à celle de la proposition
1.2.2.4, dont nous conservons les notations. Posons
dzεjj =
{
dzj si εj = 1
dzj si εj = −1
Si ϕ ∈ (Sε2)H , la forme ωϕ de Γ(ShH(G,X)(C), (ΩanH )ε) associée peut être déﬁnie telle
que son tiré en arrière via uC vaille
φα(z)dzε =
1
y1 . . . yr
ϕ
(((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
)
, α
)
dzε,
où dzε = dzε11 ∧ · · · ∧ dzεrr .
Corollaire 1.2.2.6. Des propositions 1.2.2.4 et 1.2.2.5 on déduit qu’il existe des bijections
Γ(ShH(G/Z,X)(C),ΩanH ) −→ SHF̂
×
2
et
Γ(ShH(G/Z,X)(C), (ΩanH )
ε) −→ (Sε2)HF̂
×
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1.2.3 Théorème de Matsushima-Shimura
Nous rappelons dans cette section un théorème qui fournit une décomposition de la
cohomologie des variétés de Shimura quaternioniques, c.f. [MS63]. On se réfère à [Fre90]
pour des énoncé plus précis et les preuves.
Définition 1.2.3.1. Soit Hmuniv est le sous-espace de H
m(ShH(G,X)(C),C) engendré par
les formes invariantes sous un certain produit de SL2(R) :
Hmuniv = Vect
∧
i∈a⊂[[ 1 ; r−1 ]]
|a|=m/2
dzi ∧ dzi
y2i
.
Le théorème s’énonce alors de la façon suivante
Théorème 1.2.3.2. On a la décomposition suivante, pour m ∈ [[ 0 ; 2r ]] :
Hm(ShH(G,X)(C),C) ≃

Hmuniv si m 6= r
Hmuniv ⊕
⊕
ε∈{±1}r (Sε2)H si m = r
et
Hm(ShH(G/Z,X)(C),C) ≃

Hmuniv si m 6= r
Hmuniv ⊕
⊕
ε∈{±1}r(Sε2)HF̂
×
si m = r
Remarque 1.2.3.3. On a de plus dim(Hmuniv) =
(m
2
2r
)
si m est pair, 0 sinon. Notons que
la partie « parabolique » n’intervient qu’en degré r.
Remarque 1.2.3.4. Dans le cas où B = M2(F ), il faut ajouter à la décomposition de
Matsushima-Shimura un sous-espace associé aux séries d’Eisenstein. Le théorème est dans
ce cas dû à Harder (c.f. [Fre90]).
Chapitre 2
Périodes et orbites toriques
Dans ce chapitre, nous étudions un certain ensemble de périodes à l’aide d’une conjec-
ture due à Yoshida. Nous associons ensuite à certaines extensions quadratiques de F des
cycles « spéciaux » sur la variété de Shimura ShH(G/Z,X)(C).
2.1 Périodes
Soit E/F une courbe elliptique. Dans cette section nous utilisons une conjecture due
à Yoshida [Yos94] pour montrer que les périodes d’une certaine forme diﬀérentielle sur
ShH(G/Z,X)(C) constituent un réseau de C, « proche » du réseau de Néron de E⊗F,τ1 C.
La conjecture de Yoshida joue le rôle de la conjecture de Oda dans les travaux de Darmon,
c.f. [Dar04] et [Oda82].
Dans la suite du manuscrit, E désigne une courbe elliptique sur F .
2.1.1 Hypothèses concernant la courbe elliptique
Dans toute la suite du manuscrit, nous ferons les hypothèses suivantes concernant la
modularité de la courbe elliptique E :
Hypothèse 2.1.1.1. Il existe une forme modulaire de Hilbert ϕ˜ ∈ S2(GL2(FA)) parabo-
lique de poids deux, propre pour les opérateurs de Hecke et vérifiant
L(E, s) = L(ϕ˜, s).
La représentation automorphe π(ϕ˜) de GL2 engendrée par ϕ˜ est dans l’image de la cor-
respondance de Jacquet-Langlands
∃ϕ ∈ S2(B×A ) π(ϕ˜) = JL(π(ϕ)).
Plus précisement, nous supposerons que ϕ ∈ SH2 (B×A ) pour un certain sous-groupe ouvert
compact H de B̂×. Le caractère central de ϕ˜ est trivial, de même que celui de ϕ. On a
donc ϕ ∈ SHF̂×2 .
Pour plus de simplicité, nous ferons pour l’instant l’hypothèse de « multiplicité un »
suivante
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Hypothèse 2.1.1.2. Soit π = π(ϕ) =
⊗′
v πv la décomposition en produit tensoriel res-
treint de la représentation automorphe de B×A /F
×
A associée à ϕ. Notons πf =
⊗′
v∤∞ πv sa
partie finie. Nous nous placerons dans le cas de l’hypothèse suivante :
dim πHf = 1.
Remarque 2.1.1.3. Dans le cas oùH =
∏
vHv est décomposé, l’hypothèse de multiplicité
un s’écrit
∀v ∤∞ dim πHvv = 1.
L’hypothèse de multiplicité un est par exemple vériﬁée dans le cas où H est choisi
comme à l’exemple 1.2.1.1.
2.1.2 Conjecture de Yoshida
Rappelons que l’on note F ′ = Q
(∑r
j=1 τj(α), α ∈ F
)
le corps réﬂexe de ShH(G,X).
Dans toute la suite de ce chapitre, nous utilisons le langage des motifs, en tant qu’outil.
Nous nous référons à [Jan90] pour le langage motivique, ainsi qu’à [Man68].
Soit M = h1(E) le motif sur F à coeﬃcients dans Q associé à la courbe elliptique
E. Yoshida dans [Yos94] sections 2 et 5, conjecture l’existence d’un motif M ′ sur F ′ à
coeﬃcients dans Q de la forme M ′ =
⊗
{τ1,...,τr}ResF/F ′M . Ainsi le rang rg(M
′) de M ′
devrait être égal à rg(M)r.
La conjecture « motivique » de Yoshida est la suivante :
Conjecture 2.1.2.1. Notons H∗(ShH(G,X))(E) la partie de la cohomologie de ShH(G,X)
propres pour les opérateurs de Hecke, dont les valeurs propres sont égales aux valeurs
propres de E. Sous l’hypothèse de multiplicité un, le motif M ′ est isomorphe au motif
associé à Hr(ShH(G,X))(E).
La réalisation ℓ-adique de cette conjecture est la conjecture cohomologique de Lan-
glands. Cette conjecture est montrée à semi-simpliﬁcation près par Brylinski et Labesse
dans le cas où B =M2(F ), [BL84], Langlands (aux places de bonne réduction dans le cas
où B 6=M2(F ), [Lan79b]) et Reimann [Rei97] dans un cas plus général.
Rappelons que nous notons Q ⊂ C la clôture algébrique de Q dans le corps C. On a
donc une suite d’inclusions F ′ ⊂ Q ⊂ C. Yoshida explicite les décompositions suivantes,
c.f. [Yos94], section 5.1.
Réalisation de Betti
L’application
I :M ′B
∼−→
r⊗
j=1
MB,τj (2.1)
est un isomorphisme de Q-espaces vectoriels.
Remarque 2.1.2.2. Dans l’article de Yoshida [Yos94], l’isomorphisme (2.1) est écrit pour
tout τ ′ ∈ Hom(F ′,Q) et τ˜ ′ ∈ Hom(Q,Q) vériﬁant τ˜ ′ |F ′= τ ′. Nos hypothèse fournissent
des inclusions naturelles F ′ ⊂ Q ⊂ C, donc des morphismes privilégiés τ ′ : F ′ →֒ C et
τ˜ ′ : Q →֒ C.
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Réalisation de de Rham
L’application
J :M ′dR
∼−→
 r⊗
j=1
(
MdR ⊗F,τj Q
)Gal(Q/F ′) (2.2)
est un isomorphisme de F ′-espaces vectoriels. Le produit tensoriel
⊗r
j=1
(
MdR ⊗F,τj Q
)
est pris sur Q et l’action de σ ∈ Gal(Q/F ′) s’écrit, pour x1, . . . , xr ∈MdR et a1, . . . , ar ∈ Q⊗
s∈{τ1,...,τr}
(xs ⊗F,s as) 7→
⊗
s∈{τ1,...,τr}
(xs ⊗F,σs σ(as)) .
Isomorphismes de comparaison
Pour tout j ∈ [[ 1 ; r ]], l’application
Iτj :MB,τj ⊗Q C ∼−→MdR ⊗F,τj C
est un isomorphisme de C-espaces vectoriels. On dispose aussi d’un isomorphisme
I ′ :M ′B ⊗Q C ∼−→M ′dR ⊗F ′ C.
Soit I =
⊗r
j=1 Iτj . Les applications
I ◦ (I ⊗Q idC)
et
(J ⊗F ′ idC) ◦ I ′
sont des isomorphismes entre les espaces suivants
M ′B ⊗Q C ∼−→
r⊗
j=1
(
MdR ⊗F,τj C
)
.
Ces deux isomorphismes sont égaux :
I ◦ (I ⊗Q idC) = (J ⊗F ′ idC) ◦ I ′ :M ′B ⊗Q C ∼−→
r⊗
j=1
(
MdR ⊗F,τj C
)
(⋆)
La conjecture des périodes de Yoshida consiste en l’existence des isomorphismes I ,
J , I et I ′ vériﬁant l’égalité (⋆). Elle correspond à la réalisation de Hodge-de Rham de la
conjecture motivique 2.1.2.1.
Conjugaison complexe
Notons cτj la conjugaison complexe sur MB,τj . Nous ferons l’hypothèse suivante, qui
permet de comparer l’action de cτj et celle des opérateurs t
∗
j surM
′
dR⊗F ′C. Cette hypothèse
est naturelle vis a vis de la déﬁnition de tj.
Hypothèse 2.1.2.3. Pour tout j ∈ [[ 1 ; r ]], l’action de t∗j sur M ′dR ⊗F ′ C correspond via
l’isomorphisme
(I ⊗Q idC) ◦
(
I ′
)−1 :M ′dR ⊗F ′ C −→M ′B ⊗Q C −→
(
r⊗
k=1
MB,τk
)
⊗Q C,
à l’action de la conjugaison complexe cτj sur le facteur MB,τj .
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Remarque 2.1.2.4. En général t∗j ne conserve pas l’espace H
r
dR(ShH(G,X)/F
′). Donnons
un contre-exemple. Supposons que d = r = 1, que F = F (G,X) = Q et que ShH(G,X) =
E′ soit une courbe elliptique. La courbe E′ admet une équation de Weierstrass courte
y2 = 4x3 − g2x− g3,
où g2, g3 ∈ Q. La conjugaison complexe agit sur l’homologie H1(E′,Z), notons Υ± des
générateurs des espaces propres pour les valeurs propres ±1 :
H1(E′,Z)± = ZΥ±.
Dans ce cas dz = dxy et ℘(z)dz =
xdx
y , on a
H1dR(E/Q) = Q
dx
y
⊕Qxdx
y
et F 1H1dR(E
′/Q) = Q
dx
y
.
Soit
ω± =
∫
Υ±
dx
y
et η± =
∫
Υ±
xdx
y
.
A une isogénie de degré au plus 2 près, on a
E′(C) = C/(Zω+ ⊕ Zω−).
On a de plus t∗1(dz) = dz par déﬁnition. Ainsi∫
Υ+
t∗1
(
dx
y
)
= −ω+ et
∫
Υ−
t∗1
(
dx
y
)
= ω−.
Décomposons t∗1
(
dx
y
)
= adxy + b
xdx
y . On a alors le système linéaire suivant :(
ω+ η+
ω− η−
)(
a
b
)
=
(
−ω+
ω−
)
,
la résolution de ce système, compte-tenu de la relation de Legendre ω+η− − η+ω− = 2πi
donne
t∗1
(
dx
y
)
= i
ω+η− + η+ω−
2π
dx
y
.
Comme iω+η−+η+ω−2π n’est en général pas un rationnel, H
1
dR(E
′/Q) n’est pas conservé
par t∗1.
2.1.3 Réseaux et périodes
D’après l’hypothèse de multiplicité un, dimF ′F rM ′dR = 1. Fixons une forme ωϕ non
nulle de F rM ′dR. Par déﬁnition de M
′, on a
∀v /∈ S, Tvωϕ = av(E)ωϕ,
où S est un ensemble ﬁni de places de F contenant les places archimédiennes et les places
de mauvaise réduction.
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Remarque 2.1.3.1. Précisons l’origine de cette notation ωϕ. On dispose d’une inclusion
naturelle F rM ′dR ⊂ (F rM ′dR) ⊗F ′ C et ce dernier espace (F rM ′dR) ⊗F ′ C est, d’après la
proposition 1.2.2.4, en bijection avec l’espace (SH2 )
(E) suivant
(SH2 )
(E) =
{
Ψ ∈ SH2 , t.q. ∀v /∈ S, TvΨ = av(E)Ψ
}
,
et ωϕ est associée à une certaine forme automorphe ϕ de (SH2 )
(E) :
0 6= ωϕ ∈ F rM ′dR ⊂
(
F rM ′dR
)⊗F ′ C.
Notons ΩE/F le faisceau des diﬀérentielles de E/F . On se ﬁxe
0 6= η ∈ H0(E,ΩE/F ) = F 1MdR.
Pour tout j ∈ [[ 1 ; r ]], on pose
ηj = η ⊗F,τj 1 ∈ H0
(
E ⊗F,τj Q,Ω(E⊗F,τjQ)/Q
)
=
(
F 1MdR
)
⊗F,τj Q.
Proposition 2.1.3.2. On a
r⊗
j=1
ηj ∈
 r⊗
j=1
(
F 1MdR ⊗F,τj Q
)Gal(Q/F ′) = J (F rM ′dR) .
Démonstration. Soit σ ∈ Gal(Q/F ′). On a
σ ·
r⊗
i=1
ηi = σ ·
r⊗
i=1
η ⊗F,τi 1 =
r⊗
i=1
η ⊗F,σ·τi 1 =
r⊗
i=1
ηi,
d’après la description de l’action de Galois.
Corollaire 2.1.3.3. Sous l’hypothèse de multiplicité un 2.1.1.2, dimF ′F rM ′dR = 1 et il
existe α ∈ F ′× tel que
J (αωϕ) = η1 ⊗ · · · ⊗ ηr.
Pour j ∈ [[ 1 ; r ]], notons Ej = E ⊗F,τj C. La conjugaison complexe agit sur H1(Ej ,Z),
on désignera H1(Ej ,Z)± les espaces propres associés à ±1 pour cette action. Notons Ω+j ∈
R\{0} et Ω−j ∈ iR\{0} les périodes réelles et complexe de Ej, déterminées par exemple en
imposant que Re
(
Ω+j
)
> 0 et Im
(
Ω−j
)
> 0. On a
{∫
Υ
ηj , Υ ∈ H1(Ej ,Z)±
}
= ZΩ±j
et
Λ1 :=
{∫
Υ1
η1, Υ1 ∈ H1(E1,Z)
}
= ZΩ+1 + ZΩ
−
1 .
Soit
β : {1} ×
r∏
j=2
{±1} −→ {±1}
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un caractère ﬁxé. Ce caractère se décompose en β =
∏r
j=2 βj où βj : {±1} −→ {±1}. On
rappelle la notation 1.1.4.2 :
ωβϕ =
 ∑
σ∈{1}×
∏r
j=2
{±1}
β(σ)t∗σ
ωϕ = r∏
j=2
(
1 + βj(−1)t∗j
)
ωϕ.
De manière analogue, nous noterons
Ωβ =
r∏
j=2
Ωβj(−1)j .
Remarque 2.1.3.4. On peut voir
(⊗r
j=1MB,τj
)
⊗Q C comme un espaces d’homomor-
phismes de la façon suivante : r⊗
j=1
MB,τj
⊗Q C = r⊗
j=1
HomZ(H1(Ej ,Z),C) = HomZ
 r⊗
j=1
H1(Ej ,Z),C
 ,
où le premier produit tensoriel est pris en tant que Q-espaces vectoriels, le deuxième en
tant que C-espaces vectoriels et le dernier en tant que Z-modules.
D’après la conjecture de Yoshida, l’image de ωβϕ par l’application
(I ⊗Q idC) ◦ I ′−1 = I−1 ◦ (J ⊗F ′ idC) :M ′dR ⊗F ′ C −→
 r⊗
j=1
MB,τj
⊗Q C
est, en vertu de la remarque 2.1.3.4, la forme linéaire{ ⊗r
j=1H1(Ej ,Z) −→ C
Υ1 ⊗ · · · ⊗Υr 7−→
∫
Υ1⊗···⊗Υr
⊗r
j=1
(
1 + βj(−1)t∗j
)
ηj
(2.3)
L’hypothèse 2.1.2.3 permet d’expliciter cette application linéaire. En eﬀet, si Υ1⊗· · ·⊗
Υr ∈
⊗r
j=1H1(Ej ,Z), on a∫
Υ1⊗···⊗Υr
r⊗
j=1
(
1 + βj(−1)t∗j
)
ηj =
(∫
Υ1
η1
) r∏
j=2
∫
Υj
(1 + βj(−1)t∗j )ηj
=
(∫
Υ1
η1
) r∏
j=2
∫
Υj+βj(−1)cjΥj
ηj .
Ainsi la forme linéaire déﬁnie par l’équation 2.3 est à valeurs dans Λ1Ωβ.
Après application de l’isomorphisme dual I ∗ de I , les réseaux
r⊗
j=1
ZH1(Ej ,Z) ⊂
r⊗
j=1
QM
∗
B,τj
et
Im
(
Hr(ShH(G/Z,X)(C),Z) −→ (M ′B)∗
)
sont commensurables : il existe ξ ∈ Z\{0} tel que
ξ Im
(
Hr(ShH(G/Z,X)(C),Z) −→ (M ′B)∗
) ⊂ I ∗
 r⊗
j=1
ZH1(Ej ,Z)
 .
On a ainsi prouvé la proposition suivante
2.1. Périodes 39
Proposition 2.1.3.5. Sous les hypothèses 2.1.1.1, 2.1.1.2, 2.1.2.3, et la conjecture 2.1.2.1,
on a l’existence de α ∈ F ′× et de ξ ∈ Z\{0} tels que
∀γ ∈ Hr(ShH(G,X)(C),Z), ∀β :
r∏
j=2
{±1} → {±1}, ξ
∫
γ
αωβϕ ∈ Λ1Ωβ.
2.1.4 Cas où la multiplicité n’est plus 1
Dans ce paragraphe nous expliquons comment faire dans le cas où l’hypothèse de
multiplicité un 2.1.1.2 n’est pas vériﬁée. Dans ce cas, si mH(π) = dim πHf , la conjecture
attendue est la suivante :
Conjecture 2.1.4.1. Le motif Hr(ShH(G,X))(E) correspondant à la partie (E)-propre
pour les opérateurs de Hecke est isomorphe au motif
( ⊗
{τ1,...,τr}
ResF/F ′M
)mH(π)
.
Le motif Hr(ShH(G,X))(E) n’est donc pas en général de rang 2r. Le but est donc de
construire les réalisations de Betti et de de Rham d’un sous motifM ′ ⊂ Hr(ShH(G,X))(E)
de rang 2r et un isomorphismeM ′ ∼−→⊗{τ1,...,τr}ResF/F ′M . Le but ﬁnal étant de chercher
une forme diﬀérentielle ω sur ShH(G,X), associée à E, telle que ωβ ait pour ensemble des
périodes un réseau proche du réseau de Néron de E.
On cherche donc un élément 0 6= ωϕ ∈ F rHrdR(ShH(G/Z,X)/F ′)(E) vériﬁant
Réalisation de de Rham
L’espace vectoriel sur F ′
M ′dR :=
 ⊕
σ∈{±1}r
Ct∗σ(ωϕ ⊗ 1)
 ∩HrdR(ShH(G/Z,X)/F ′)(E)
est de dimension
dimF ′(M ′dR) = 2
r. (2.4)
Ce qui permettra dans ce cas d’avoir de manière analogue au cas de multiplicité un
F rM ′dR := M
′
dR ∩ F rHrdR(ShH(G/Z,X)/F ′)(E) = F ′ωϕ.
Réalisation de Betti
Notons I ′ l’isomorphisme de comparaison
I ′ : HrB(ShH(G/Z,X)(C),Q)
(E) ⊗Q C ∼−→ HrdR(ShH(G/Z,X)/F ′)(E) ⊗F ′ C.
Si on a su construire M ′dR, le Q-espace vectoriel suivant
M ′B := I
′−1(M ′dR ⊗F ′ C) ∩HrB(ShH(G/Z,X)(C),Q)(E)
est de dimension
dimQ(M ′B) = 2
r. (2.5)
Remarque 2.1.4.2. Un énoncé analogue concernant la réalisation étale serait vrai, à
l’aide de l’isomorphisme de comparaison, et fournirait un Qℓ-espace vectoriel M ′ℓ.
Définition 2.1.4.3. L’élément ωϕ ∈ F rHrdR(ShH(G/Z,X)/F ′)(E) est dit rationnel lors-
qu’il satisfait les équations 2.4 et 2.5.
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Isomorphismes de comparaison
De même que dans le cas où l’hypothèse de multiplicité un est vériﬁée, il existe un
isomorphisme de Q-espaces vectoriels
I :M ′B
∼−→
r⊗
j=1
MB,τj ,
un isomorphisme de F ′-espaces vectoriels
J :M ′dR
∼−→
 r⊗
j=1
(MdR ⊗F,τj Q)
Gal(Q/F ′) ,
des isomorphismes de comparaison de de Rham
Iτj :MB,τj ⊗Q C ∼−→MdR ⊗F,τj C
qui permettent de déﬁnir I =
⊗r
j=1 Iτj vériﬁant
I ◦ (I ⊗Q idC) = (J ⊗F ′ idC) ◦ I ′ :M ′B ⊗Q C ∼−→
r⊗
j=1
(
MdR ⊗F,τj C
)
. (⋆)
On peut alors appliquer un raisonnement analogue à celui précédant la proposition
2.1.3.5 pour montrer que
Proposition 2.1.4.4. Soit ωϕ ∈ F rHrdR(ShH(G/Z,X)/F ′)(E) une forme rationnelle.
Sous les hypothèses 2.1.1.1, 2.1.2.3, et a condition que la conjecture 2.1.4.1 soit vérifiée,
il existe α ∈ F ′× et ξ ∈ Z\{0} tels que
∀γ ∈ Hr(ShH(G,X)(C),Z), ∀β :
r∏
j=2
{±1} → {±1}, ξ
∫
γ
αωβϕ ∈ Λ1Ωβ.
Exemple 2.1.4.5. Si mH(π) = 1, tous les éléments de F rHrdR(ShH(G/Z,X)/F
′)(E) non
nuls sont rationnels. Dans ce cas on a
M ′dR = H
r
dR(ShH(G/Z,X)/F
′)(E)
et
M ′B = H
r
B(ShH(G/Z,X)(C),Q)
(E) .
Exemple 2.1.4.6. Soient H1,H2 ⊂ B̂× des sous-groupes ouverts compacts tels qu’il
existe g ∈ B̂× vériﬁant g−1H1g ⊂ H2. La proposition 2.1.4.8 ci-dessous explique comment
construire un élément ωϕ1 ∈ F rHrdR(ShH1(G/Z,X)/F ′)(E) rationnel à partir de ωϕ2 ∈
F rHrdR(ShH2(G/Z,X)/F
′)(E) rationnel.
Le diagramme suivant déﬁni une application
prg : ShH1(G/Z,X) −→ ShH2(G/Z,X) :
ShH1(G/Z,X)
[·g] //
prg
''OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
OO
O
Shg−1H1g(G/Z,X)
pr

ShH2(G/Z,X)
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où
pr : Shg−1H1g(G/Z,X) −→ ShH2(G/Z,X)
est donnée sur les point complexes par
[x, b]g−1H1g 7−→ [x, b]H2
et
[·g] : ShH1(G/Z,X) −→ Shg−1H1g(G/Z,X)
par
[x, b]H1 7−→ [x, bg]g−1H1g.
Remarque 2.1.4.7. Si H1 et H2 sont ﬁxés il n’existe qu’un nombre ﬁni d’applications
du type prg.
Soit θg ∈ Q et ωϕ2 ∈ F rHrdR(ShH2(G/Z,X)/F ′)(E) un élément rationnel. Posons
ωϕ1 :=
∑
g∈B̂×
t.q. g−1H1g⊂H2
θg pr∗g(ωϕ2),
(M ′1)dR =
(∑
g
θg pr∗g
)
(M ′2)dR
et
(M ′1)B =
(∑
g
θg pr∗g
)
(M ′2)B.
On a alors la proposition
Proposition 2.1.4.8. Si ωϕ1 6= 0, alors l’application
∑
g∈B̂× t.q. g−1H1g⊂H2 θgpr
∗
g est in-
jective sur
⊕
σ∈{±1}r Ct∗σ(ωϕ2 ⊗ 1), et ωϕ1 ∈ F rHrdR(ShH1(G/Z,X)/F ′)(E) est rationnel.
Démonstration. Calculons le noyau de la restriction à
⊕
σ∈{±1}r
Ct∗σ(ωϕ2 ⊗ 1) de
∑
θgpr∗g.
Soit pour tout σ ∈ {±1}r λσ ∈ C et ω =
∑
σ∈{±1}r λσt∗σωϕ2 tel que
∑
g θgpr
∗
g(ω) = 0. On
a alors les égalités suivantes :∑
g
θgpr∗gω =
∑
g
θgpr∗g
∑
σ
λσt
∗
σωϕ2
=
∑
σ
λσt
∗
σ
∑
g
θgpr∗gωϕ2∑
g
θgpr∗gω =
∑
σ
λσt
∗
σωϕ1
Ainsi ∑
σ
λσt
∗
σωϕ1 = 0 ∈
⊕
σ∈{±1}r
Ct∗σωϕ1,
et
∀σ ∈ {±1}r λσt∗σωϕ1 = 0.
Les applications t∗σ sont involutives donc bijectives, et ωϕ1 est supposé non nul. On ob-
tient donc que pour tout σ, λσ ∈ 0 et la première partie de la proposition. L’appli-
cation
∑
g∈B̂× t.q. g−1H1g⊂H2 θgpr
∗
g commute aux opérateurs de Hecke Tv, v /∈ S et est
un isomorphisme entre
⊕
Ct∗σωϕ2 et
⊕
Ct∗σωϕ1 donc les dimensions sont respectées et
ωϕ1 ∈
(⊕
σ∈{±1}r Ct∗σ(ωϕ1 ⊗ 1)
)
∩ F rHrdR(ShH1(G/Z,X)/F ′)(E) est rationnel.
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Remarque 2.1.4.9. En particulier l’égalité (⋆) pour M ′1 se déduit de celle pour M
′
2 par∑
g∈B̂× t.q. g−1H1g⊂H2 θgpr
∗
g.
2.2 Tores et cycles spéciaux
Soit K/F une extension quadratique satisfaisant les conditions de ramiﬁcations sui-
vantes :
1. Les places τ2, . . . , τr de F se décomposent dans K.
2. Les places τ1, τr+1, . . . , τd se ramiﬁent dans K.
Sous ces hypothèses il existe un plongement de F -algèbres
q : K −֒→ B.
Un tel plongement est unique à conjugaison près, d’après le théorème de Skolem-Noether
([Vig80], page 6). Pour j ∈ [[ 1 ; r ]], nous noterons qj l’application K →֒ Bτj suivante
qj : K →֒ B →֒ B ⊗F,τj R.
De manière analogue,
q̂ : K̂ −֒→ B̂ et qA : KA −֒→ BA
désignent les extensions de ce plongement aux adèles.
Le but de cette section est d’étudier des cycles associés à K dont le comportement est
analogue à celui des points CM sur les courbes de Shimura quaternioniques.
2.2.1 Cycles spéciaux sur X
Notons
T = ResK/Q(Gm)/ResF/Q(Gm).
On a, pour toute Q-algèbre A :
T (A) = (K ⊗Q A)×/(F ⊗Q A)×,
d’après le théorème «Hilbert 90 ». On ﬁxe, dans toute la suite du manuscrit, un plongement
q : T −֒→ G/Z(G).
Le groupe T (R) s’identiﬁe à
d∏
j=1
K×τj/F
×
τj ,
ce qui fournit des applications
qj : K×τj/F
×
τj −→ Gj,R.
Notons π0(T (R)) l’ensemble des composantes connexes de T (R) et T (R)◦ sa composante
neutre, dont on ﬁxe une multi-orientation (dans le produit
∏d
j=1K
×
τj/F
×
τj ). D’après les
conditions de ramiﬁcation de K/F , on a
π0(T (R)) = T (R)/T (R)◦ ≃
r∏
j=2
{±1}.
Le groupe q(T (R)◦) agit sur X = X1 × · · · × Xd par conjugaison et l’action de
qj(K×τj/F
×
τj ) sur Xj est libre. On a la proposition suivante :
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Proposition 2.2.1.1. Toute q(T (R)◦)-orbite T ◦ de X est un produit d’orbites de Xj sous
qj(T (R)◦) et admet une multi-orientation induite par celle de T (R)◦.
Démonstration. La première partie de la proposition découle du fait que X est naturelle-
ment un produit d’orbites de
hj = prj : S −→ Gj,R,
où prj : GR −→ Gj,R est la projection naturelle.
Montrons que la multi-orientation de T ◦ est bien déﬁnie. Soit x ∈ T ◦. On a
T ◦ = q(T (R)◦) · x.
Chaque facteur T ◦j est une orbite :
T ◦j = qj((K
×
τj/F
×
τj )
◦) · prj(x).
Mais qj((K×τj/F
×
τj )
◦) ≃ R×+ et l’action de R×+ sur lui-même par multiplication conserve
l’orientation. L’orientation de T ◦j est donc indépendante de x. La multi-orientation de
T ◦ ne dépend pas du choix de x.
Nous noterons par la suite, pour j ∈ [[ 1 ; d ]]
prj : X = X1 × · · · ×Xd −→ Xj
la projection sur le j-ième facteur de X.
Définition 2.2.1.2. Une q(T (R)◦)-orbite T ◦ de X est dite spéciale si sa projection
pr1(T
◦) sur X1 est un point, nécessairement ﬁxe sous l’action de q1(T (R)◦).
Remarque 2.2.1.3. Comme C×/R× est connexe, q1(T (R)◦) = q1(T (R)).
Dans la suite de ce manuscrit, nous nous ﬁxons T ◦ une q(T (R)◦)-orbite spéciale de X,
que nous utiliserons pour construire des parties de ShH(G/Z,X)(C). Si on se ﬁxe des
isomorphismes Bτj ≃ M2(R) pour tout j ∈ [[ 1 ; r ]], X s’identiﬁe à (C\R)r. On peut alors
décrire géométriquement les orbites. Les illustrations qui en découlent se situent page 99
de ce manuscrit. Précisons la structure d’une orbite spéciale :
Proposition 2.2.1.4. T ◦ est une variété analytique réelle connexe multi-orientée de
dimension r − 1.
Démonstration. En eﬀet, T ◦ s’écrit par déﬁnition q(T (R)◦) · x pour un certain x ∈ X.
D’après la proposition 2.2.1.1 cet espace est naturellement un produit
T ◦ = T1 × · · · ×Tr.
Par hypothèse T1 est un point. Les facteurs Tj , pour j ∈ [[ 2 ; r ]] s’identiﬁent à
Tj = qj((K×τj/F
×
τj )
◦) · prj(x)
et
qj((K×τj/F
×
τj )
◦) ≃ K×τj ,+/F×τj ,
où Kτj ,+ désigne les éléments x ∈ K ⊗F,τj R ∈ Kτj de norme positive. Le groupe
qj((K×τj/F
×
τj )
◦) s’identiﬁe donc à R×+, et Tj est une variété analytique de dimension réelle
un et connexe, ce qui permet de conclure.
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Corollaire 2.2.1.5. T ◦ s’identifie à un produit
T ◦ = {z1} × γ2 × · · · × γr
où z1 est un point de X1 et γj une sous-variété connexe et orientée de dimension réelle
un de Xj , pour j ∈ [[ 2 ; r ]].
Notation 2.2.1.6. Nous noterons par la suite {z1, t1(z1)} l’ensemble des points ﬁxes de
X1 sous q1(T (R)◦) = q1(T (R)).
2.2.2 Tore sur ShH(G/Z,X)(C)
Nous allons maintenant étudier une partieT ◦b de ShH(G/Z,X)(C) = B̂
×\X × B̂×/HF̂×.
Définition 2.2.2.1. Soit b ∈ B̂×. On déﬁnit T ◦b de la manière suivante :
T ◦b = [T
◦, b]
HF̂×
=
{
[x, b]
HF̂×
, x ∈ T ◦
}
.
Proposition 2.2.2.2. La partie T ◦b est un tore réel orienté de ShH(G/Z,X)(C), de di-
mension réelle r − 1.
Démonstration. Nous allons identiﬁer T ◦b comme espace principal homogène sous l’action
d’un groupe isomorphe au quotient (R/Z)r−1.
Remarquons tout d’abord que si x, x′ ∈ T ◦ et b ∈ B̂×, on a les équivalences
[x, b]
HF̂×
= [x′, b]
HF̂×
⇐⇒ ∃k ∈ B× et h ∈ HF̂× (kx′, kbh) = (x, b)
⇐⇒ ∃k ∈ B× ∩ bHF̂×b−1 kx′ = x
Comme la projection de T ◦ sur X1 est un point, on a nécessairement k ∈ B ∩ q1(Kτ1) =
q1(K) et
k ∈ q(K×) ∩ bHF̂×b−1.
Ainsi le stabilisateur W de T ◦b sous l’action de q(K
×) est
W = q(K×) ∩ (bHF̂×b−1).
Ce stabilisateur W est commensurable à O×K,+/O×F qui est de rang r− 1 sur Z d’après
le théorème des unités de Dirichlet :
O×K,+/O×F ≃ torsion × Zr−1,
et la partie de torsion est ﬁnie. L’action de T (R)◦ surT ◦ est induite par celle de
∏r
j=2(K
×
τj/F
×
τj )
◦
et le logarithme fournit un isomorphisme
r∏
j=2
(K×τj/F
×
τj )
◦ ∼−→ Rr−1.
L’image O˜ de O×K,+/O×F dans Rr−1 est isomorphe à Zs avec s 6 r− 1. Notons O˜×K l’image
de O×K dans (K ⊗ R)×, NK/Q=1. Comme
∏
j /∈[[ 2 ; r ]]
K×τj/F
×
τj et
(K ⊗ R)×, NK/Q=1
O˜×K
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sont compacts,
Rr−1/O˜
est compact donc l’image de O×K,+/O×F dans Rr−1 est un réseau.
L’espace T ◦b est donc un espace principal homogène sous
q(K×)/W ≃ (R/Z)r−1.
C’est un tore réel de ShH(G/Z,X)(C) de dimension r − 1 d’orientation induite par celle
de T ◦.
Action de Gal(Kab/K)
Dans ce qui suit nous noterons Kab l’extension maximale abélienne de K et
recK : K×A −→ Gal(Kab/K)
l’application de réciprocité d’Artin, normalisée en imposant que les uniformisantes s’en-
voient sur les applications de Frobenius géométriques. Cette application est triviale sur
K× :
recK : K×A /K
× −→ Gal(Kab/K).
Rappelons que nous nous sommes ﬁxé une q(T (R)◦)-orbite spéciale de X. Pour tout
u ∈ π0(T (R)) et b ∈ B̂×, notons
T ub =
{
[q(u) · x, b]
HF̂×
, x ∈ T ◦
}
.
D’après 2.2.2.2, T ub est un tore réel orienté de dimension r − 1.
Définition 2.2.2.3. Le groupe K×A agit sur {T ub , b ∈ B̂×, u ∈ π0(T (R))} par
∀a = (a∞, af ) ∈ K×A = K×∞ × K̂× ∀b ∈ B̂× a · T ub = T q(a∞)uq̂(af )b .
Démonstration. En eﬀet, si a, a′ ∈ K×∞ × K̂×, on a q(aa′) = q(a)q(a′) donc
aa′ · T ub = a · a′ ·T ub .
Remarquons que le choix de travailler avec ShH(G/Z,X)(C) est important car il justiﬁe
que l’action de F×A est triviale dans la proposition suivante :
Proposition 2.2.2.4. L’action de K×F×A sur {T ub , b ∈ B̂×, u ∈ π0(T (R))} est triviale.
On a donc une action de K×A /K
×F×A sur {T ub , b ∈ B̂×, u ∈ π0(T (R))}.
Démonstration. Considérons dans un premier temps l’action de K×. Soit k ∈ K×. Comme
q(k) ∈ B×, on a, par déﬁnition de ShH(G/Z,X)(C) :
k ·T ub = [q(k)q(u)T ◦, q̂(k)b]HF̂× = [q(u)T ◦, b]HF̂× = T ub .
Soit maintenant a = (a∞, af ) ∈ F×A . Comme q̂(af ) commute aux éléments de B̂× et
q(a∞)q(u)T ◦ = q(u)T ◦, on a
a ·T ub = [q(a∞)q(u)T ◦, q̂(af )b]HF̂× = [q(u)T ◦, b]HF̂× = T ub .
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Remarque 2.2.2.5. Pour tout tore du type T ub = [q(u)T
◦, b]
HF̂×
il existe un sous-
groupe ouvert de K×A , donc de K
×
A /K
×, agissant trivialement sur T ub . Ainsi l’action de
K×A se factorise à travers recK , et, plus précisement, à travers
K×A /K
×F×A −→ Gal((Kab)recK(F
×
A )/K).
La proposition suivante précise la dépendance des tores construits suivant le choix du
plongment q : T −֒→ G/Z(G).
Proposition 2.2.2.6. L’ensemble de tores
{T ub , b ∈ B̂×, u ∈ π0(T (R))}
est indépendant du choix de q : K −֒→ B.
Démonstration. Soit q˜ : K →֒ B un autre plongement. D’après le théorème de Skolem-
Noether, il existe α ∈ B× tel que
∀k ∈ K q˜(k) = αq(k)α−1.
Soit x0 ∈ X. Supposons que T ◦ = q(T (R)◦) ·x0, donc que q(u)T ◦ = q(uT (R)◦) ·x0. Alors
T˜ ◦, orbite spéciale construite à partir de q˜ et α(x0) est q˜(T (R)◦) · α(x0) = α · T ◦. Pour
u ∈ π0(T (R)) on a ainsi
α · q(u) · T ◦ = q˜(uT (R)◦) · α · x0.
Soit b ∈ B̂×. Notons T˜ ub le tore construit à partir de q˜. Comme α ∈ B×, on a
T˜ ub =
[
q˜(u)T˜ ◦, b
]
HF̂×
= [α · q(u) · T ◦, b]
HF̂×
=
[
q(u) · T ◦, α−1 · b
]
HF̂×
= T uα−1b
Comme b 7→ α−1b est une bijection, les ensembles
{T ub , b ∈ B̂×, u ∈ π0(T (R))}
et
{T˜ ub , b ∈ B̂×, u ∈ π0(T (R))}
sont égaux.
Remarque 2.2.2.7. La preuve ci-dessus montre que déjà les ensembles {T ub , b ∈ B̂×}
pour u ∈ π0(T (R)) ﬁxé sont indépendants du choix de q.
Remarque 2.2.2.8. Les tores T ub se comportent de manière analogue aux points CM sur
les courbes de Shimura quaternioniques d’un point de vu de l’action de Gal(Kab/K). Dans
le cas des points CM, il est possible de montrer qu’ils sont déﬁnis sur certains ring class
ﬁeld de K, comme conséquence du théorème de la multiplication complexe. On pourra se
reporter par exemple à [ST61] ou [Lan83].
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2.2.3 Classe d’homologie des tores Tb
Le but de ce paragraphe est de construire une chaîne diﬀérentiable de degré r sur
ShH(G/Z,X)(C), qui sera un des ingrédients essentiels de la construction des points de
Darmon. La proposition suivante explicite le comportement de la classe d’homologie des
tores T ◦b .
Proposition 2.2.3.1. La classe d’homologie [T ◦b ] ∈ Hr−1(ShH(G/Z,X)(C),Z) de T ◦b
est de torsion.
Démonstration. Rappelons que T ◦ se décompose en
T ◦ = {z1} × γ2 × · · · × γr.
Notons pr l’application
pr : X × {b} −→ ShH(G/Z,X)(C).
T ◦b est inclus dans l’image de pr et
pr−1(T ◦b ) = ({z1} × γ2 × · · · × γr)× {b}.
Soit ω ∈ Hr−1(ShH(G/Z,X)(C),C). D’aprés le théorème de Matsushima-Shimura, ω
se décompose en
ω = ωuniv + ωparab.
Comme r − 1 6= r le théorème aﬃrme plus précisement que ω = ωuniv.
– Dans le cas où r − 1 est impair, on sait alors que Hr−1(ShH(G,X)(C),C) = {0}
donc que tous les éléments de Hr−1(ShH(G,X)(C),Z) sont de torsion.
– Si r−1 = 2s est pair, ω correspond au tiré en arrière de ShH(G/Z,X)(C) à X d’une
forme du type
∧r
j=2 ω
(j) où, à une constante près,
ω(j) =
{
1 ou
dxj∧dyj
y2j
de degré 2
Reprenons les notations de la preuve de la proposition 2.2.2.2. T ◦b est un espace
homogène sous un certain W . Notons W˜ un domaine fondamental de W dans le
produit γ2 × · · · × γr. On a alors∫
T ◦
b
ω =
∫
W˜
ω(2) ∧ · · · ∧ ω(r) = 0
car chaque γj est de dimension 1, alors que les ω(j) sont de degré 2.
Ainsi
∀ω ∈ Hr−1(ShH(G/Z,X)(C),C)
∫
T ◦
b
ω = 0.
Ce qui prouve que [T ◦b ] = 0 ∈ Hr(ShH(G/Z,X)(C),C), puis que la classe [T ◦b ] de T ◦b
dans Hr(ShH(G/Z,X)(C),Z) est de torsion.
Remarque 2.2.3.2. Le cas où r − 1 est pair est le cas traité par Darmon dans [Dar04].
Remarquons que dans le cas où B = M2(F ), il faut aussi traiter la partie Eisenstein de la
cohomologie.
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Définition 2.2.3.3. Soit n ∈ Z>0 l’exposant de Hr−1(ShH(G/Z,X)(C),Z)tors . Il existe
une chaîne ∆◦b de degré r, diﬀérentiable par morceaux telle que
n[T ◦b ] = ∂∆
◦
b .
Une telle chaîne sera appelée chaîne spéciale.
Remarque 2.2.3.4. La r-chaîne ∆◦b est l’analogue de la r-cochaîne κτ de [Dar04] page
90. De même T ◦b correspond à θτ c.f. [Dar04] page 92.
D’après la proposition 2.1.3.5 l’élément(
1
Ωβ
ξα
∫
∆◦
b
ωβϕ
)
est déﬁni modulo Λ1. Il nous faut encore montrer que cette valeur est indépendante du
choix fait pour T ◦, où T (R)◦ est ﬁxé, et pour ∆◦b . C’est l’objet de la proposition suivante
Proposition 2.2.3.5. Soient T ◦ et T ′◦ deux cycles spéciaux de X tels que pr1(T ◦) =
pr1(T
′◦) = {z1} et tels que prj(T ◦) et prj(T ′◦) soient dans la même composante connexe
de Xj pour tout j ∈ [[ 2 ; r ]]. Notons n l’exposant de Hr−1(ShH(G/Z,X)(C),Z)tors et soit
∆◦b et ∆
′◦
b tels que
n[T ◦b ] = ∂∆
◦
b et n[T
′◦
b ] = ∂∆
′◦
b .
On a ∫
∆◦
b
ωβϕ =
∫
∆′◦
b
ωβϕ (mod ξ
−1α−1ΩβΛ1).
Démonstration. Par déﬁnition on sait que T ◦ et T ′◦ se projettent en {z1} sur le premier
facteur X1 de X, ce qui permet d’aﬃrmer que ∆′◦b −∆◦b se décompose de la façon suivante
∆′◦b −∆◦b = pr({z1} × C) +D,
où D est un cycle : ∂D = 0 et pr est l’application
pr :
{
X −→ ShH(G/Z,X)(C)
x 7−→ [x, b]
HF̂×
Montrons que
∫
∆′◦
b
−∆◦
b
ωβϕ ∈ ξ−1α−1ΩβΛ1.
Notons
ωβϕ =
∑
ε
ωε ∈
⊕
ε:{τ1,...,τr}→{±1}r
Γ(ShH(G/Z,X)(C), (ΩanH )
ε)
la décomposition de ωβϕ. Chaque facteur ωε ∈ Γ(ShH(G/Z,X)(C), (ΩanH )ε) vériﬁe
pr∗(ωε) = dz1 ∧ ω′ε
par déﬁnition de ωβϕ, qui ne fait pas intervenir t
∗
1. On a∫
pr({z1}×C)
ωε =
∫
{z1}×C
dz1 ∧ ω′ε = 0.
Ce qui montre que ∫
{z1}×C
ωβϕ = 0.
Par ailleurs, d’après la proposition 2.1.3.5, on a∫
D
ωβϕ ∈ ξ−1α−1ΩβΛ1,
ce qui permet de conclure.
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Figure 2.1 – Illustration de la preuve de la proposition 2.2.3.5 lorsque r = 2.
Corollaire 2.2.3.6. La valeur de(
1
Ωβ
ξα
∫
∆◦
b
ωβϕ
)
(mod Λ1) ∈ C/Λ1
est indépendante du choix de la T (R)◦-orbite spéciale T ◦ dont la projection sur X1 est
{z1} et de ∆◦b vérifiant n[T ◦b ] = ∂∆◦b .
On peut enﬁn déﬁnir l’élément essentiel à la construction des points de Darmon :
Définition 2.2.3.7. On note Jβb l’élément suivant
Jβb =
1
Ωβ
ξα
∫
∆◦
b
ωβϕ ∈ C/Λ1
2.2.4 Étude de Jβb
Pour tout u ∈ π0(T (R)), choisissons ∆ub vériﬁant
n
[
[q(u) · T ◦, b]
HF̂×
]
= ∂∆ub .
par exemple, on peut prendre ∆ub = q(u)∆
◦
b .
La proposition suivante fournit une formule un peu plus pratique de Jβb
Proposition 2.2.4.1. On a
Jβb =
1
Ωβ
ξα
∑
u∈π0(T (R))
β(u)
∫
∆u
b
ωϕ.
Démonstration. Montrons que
∫
∆◦
b
ωβϕ =
∑
u∈π0(T (R)) β(u)
∫
∆u
b
ωϕ. Pour cela, rappelons que
ωβϕ =
∑
σ∈{±1}r−1 β(σ)t∗σ(ωϕ). Identiﬁons π0(T (R)) et
∏r
j=2{±1} en imposant que l’image
de T (R)◦ soit (1, . . . , 1). On obtient ainsi
ωβϕ =
∑
u∈π0(T (R))
β(u)t∗u(ωϕ)
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et ∫
∆◦
b
ωβϕ =
∑
u∈π0(T (R))
β(u)
∫
tu∆◦b
ωϕ.
Mais tu∆◦b est dans la même composante connexe que ∆
u
b , ce qui montre, d’après 2.2.3.5,
que ∫
tu∆◦b
ωϕ =
∫
∆u
b
ωϕ
et permet de conclure.
Remarque 2.2.4.2. Notons
T βb =
∑
u∈π0(T (R))
β(u)T ub
où l’on désigne par −T ub le tore T ub dont on a changé l’orientation. Alors on a, pour tout
a = (a∞, af ) ∈ K×A = K×∞ × K̂×
a ·T βb =
∑
u∈π0(T (R))
β(u)T q(a∞)u
q̂(af )b
= β(a∞)T
β
q̂(af )b
.
Si on choisit ∆βb ∈ Cr(ShH(G/Z,X)(C),C) de sorte que
n[T βb ] = ∆
β
b ,
alors la proposition 2.2.4.1 montre que
Jβb =
∫
∆β
b
ωϕ.
Analysons maintenant l’inﬂuence des diﬀérents choix que nous avons été amené à faire.
Orientation
Les tores T ◦b sont orientés suite au choix d’une multi-orientation de T (R)
◦. Changer
l’orientation en un facteur Xj , j ∈ [[ 2 ; r ]] change le signe de Jβb . Ainsi un changement de
multi-orientation de T (R)◦ induit un éventuel changement de signe de Jβb indépendemment
du choix de b et de β.
Choix de T ◦
Soit z1 ∈ X1, stable par q(K×τ1). On a la proposition suivante :
Proposition 2.2.4.3. Soit T ◦ et T ′◦ deux q(T (R)◦)-orbites spéciales tels que pr1(T ◦) =
pr1(T
′◦) = {z1}. Alors il existe un unique u ∈ π0(T (R)) tel que pour tout j ∈ [[ 2 ; r ]],
prj(T
′◦) et prj(q(u) ·T ◦)
sont dans la même composante connexe de Xj .
Ainsi, si on note J ′βb le nombre complexe construit à partir de T
′◦, on a
J ′βb = β(u)J
β
b .
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Démonstration. Soit x, x′ ∈ X tels que T ◦ (resp. T ′◦) soit l’orbite de x sous q(T (R)◦)
(resp. de x′). Il existe u ∈ π0(T (R)) tel que pour tout j ∈ [[ 1 ; r ]], prj(q(u) · x) et prj(x′)
soient dans la même composante connexe de Xj . Ceci montre la première partie de la
proposition.
Si on reprend maintenant les notations de la démonstration de la proposition 2.2.4.1,
comme T ′◦ = q(u) ·T ◦, la chaîne ∆′◦b construite à partir de [T ′◦, b]HF̂× n’est rien d’autre
que ∆ub . Ainsi∑
u′∈π0(T (R))
β(u′)
∫
∆′u
′
b
ωϕ =
∑
u′∈π0(T (R))
β(u′)
∫
∆uu
′
b
ωϕ = β(u)
∑
u′′∈π0(T (R))
β(u′′)
∫
∆u
′′
b
ωϕ.
ce qui permet de conclure.
Choix de q
La proposition 2.2.3.5 montre que la valeur de Jβb ∈ C/Λ1 dépend uniquement de la
composante connexe dansX du cycle spécial T ◦. La proposition suivante décrit l’inﬂuence
du choix de q. Nous savons déjà grâce à la proposition 2.2.2.6 que l’ensemble des tores
spéciaux est indépendant de q. La démonstation de cette proposition fournit de manière
analogue la
Proposition 2.2.4.4. Soient q, q′ : K →֒ B deux plongements et x ∈ X, T ◦ (resp. T ′◦)
la q(T (R)◦) (resp. q′(T (R)◦)) orbite de x. Alors il existe a ∈ B× tel que
q′ = aqa−1
d’après le théorème de Skolem-Noether. Pour j ∈ [[ 1 ; r ]], prj(T ◦) et prj(T ′◦) sont dans
la même composante connexe de Xj si et seulement si τj(nr(a)) > 0.
La proposition 2.2.4.3 donne alors le
Corollaire 2.2.4.5. Avec les notations de la proposition ci-dessus, posons
α = (sgn ◦ τj(nr(a)))j∈[[ 1 ; r ]] ∈ {±1}r−1,
on a
J ′βb = β(α)J
β
b .
Action de t1
Notons NB×(K
×) le normalisateur de K× dans B×. Soit a ∈ NB×(K×)\K×. Quitte à
remplacer a par aa′ avec a′ ∈ K× on peut supposer que
∀j ∈ [[ 2 ; r ]] τj(nr(a)) > 0.
On a d’une part
pr1(q(a) ·T ◦) = t1(z1)
et
∀j ∈ [[ 2 ; r ]] prj(q(a) ·T ◦) = prj(T ◦)
mais les orientations de prj(q(a) · T ◦) et de prj(T ◦) sont opposées.
Ainsi
[t1T ◦, b]HF̂× = [q(a)T
◦, b]
HF̂×
= [T ◦, q̂(a)−1b]
HF̂×
avec une orientation multipliée par (−1)r−1 c’est-à-dire inchangée si r est impair, opposée
sinon. D’où la
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Proposition 2.2.4.6. Les tores T ◦b et t1T
◦
q̂(a)b
ne diffèrent éventuellement que par leur
orientation.
Chapitre 3
Points de Darmon généralisés
Dans ce chapitre, nous énonçons la conjecture principale et en analysons les consé-
quences.
3.1 Analogue de la conjecture de Darmon
3.1.1 Enoncé de la conjecture
Soit
Φ1 : C/Λ1
∼−→ E1(C)
l’uniformisation de Weierstrass, qui est l’inverse de l’application d’Abel-Jacobi, déﬁnie
par η1. Pour tout a∞ ∈ K×∞, on se ﬁxe une r-chaîne q(a∞) ·∆βb vériﬁant
n[q(a∞) ·T βb ] = q(a∞) ·∆βb ,
et notons
β(a∞) =
r∏
j=2
β
sgn
∏
w|τj
a∞,w
 .
La conjecture suivante généralise la conjecture de Darmon [Dar04]
Conjecture 3.1.1.1. Le point
P βb = Φ1
(
1
Ωβ
ξα
∫
∆β
b
ωϕ
)
= Φ1(J
β
b ) ∈ E1(C)
est rationnel : P βb ∈ E(Kab) et
∀a = (a∞, af ) ∈ K×A recK(a)P βb = Φ1
 ξα
Ωβ
∫
q(a∞)·∆β
q̂(af )b
ωϕ
 = β(a∞)P βq̂(af )b.
Définition 3.1.1.2. Les points P βb sont appelés points de Darmon.
Remarque 3.1.1.3. La conjecture 3.1.1.1 aﬃrme qu’un élément de E1(C) est dans
E(Kab). Ces deux objets sont comparables grâce au raisonnement suivant. Le choix de
z1 ∈ Xq1(K
×
τ1
)
1 détermine entièrement le morphisme
h1 : S −→ G1,R,
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donc un morphisme
C× = S(R) −→ G1,R(R) = B×τ1 = (B ⊗F,τ1 R)×
tel que h1(C×) = q1(K×τ1). Tout ceci détermine un plongement
τ1,K : K −֒→ C
tel que le diagramme
C×
h1 // (B ⊗F,τ1 R)×
(K ⊗F,τ1 R)×
q1
OO
τ1,K
ffLL
L
LL
LL
L
LL
L
LL
LL
L
LL
LL
L
LL
L
LL
LL
L
LL
LL
L
soit commutatif. On peut alors se ﬁxer
τ˜1 : Kab −֒→ C
qui étend τ1,K , c’est-à-dire tel que l’on ait le diagramme commutatif suivant :
F
τ1 //

R // C
K
τ1,K
66mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm // Kab
τ˜1
OO
Maintenant il nous faut encore montrer que l’action galoisienne décrite dans la conjecture
3.1.1.1 ne dépend pas du plongement τ˜1 choisi. Mais l’isomorphisme{
Gal(Kab/K) ∼−→ Gal(τ˜1(Kab)/τ1,K(K))
σ 7−→ τ˜1 ◦ σ ◦ τ˜−11
ne dépend pas du choix de τ˜1. En eﬀet, si τ˜ ′1 est un autre plongement de Kab dans C qui
étend τ1,K , on a τ˜ ′1 = τ˜1 ◦ σ′ pour un certain σ′ ∈ Gal(Kab/K) et
∀σ ∈ Gal(Kab/K) τ˜ ′1 ◦ σ ◦ τ˜ ′ −11 = τ˜1 ◦ σ′σσ′ −1 ◦ τ˜−11 = τ˜1 ◦ σ ◦ τ˜−11
car Gal(Kab/K) est abélien, ce qui permet de conclure.
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3.1.2 Conséquences
On donne ici deux corollaires qui précisent l’action d’éléments particuliers de K×A
sur P βb .
Corollaire 3.1.2.1. Sous la conjecture 3.1.1.1, on a :
∀a∞ ∈ K×∞ recK(a∞)P βb = β(a∞)P βb .
Remarque 3.1.2.2. Le corollaire 3.1.2.1 ci-dessus est l’analogue de la conjecture 2.3 de
Darmon et Logan c.f. [DL03]. Pour compléter l’analogue de cette conjecture, on étudie
plus précisement le corps de déﬁnition de P βb à la sous-section suivante.
Corollaire 3.1.2.3. Sous la conjecture 3.1.1.1, on a :
∀a ∈ F×A recK(a)P βb = P βb .
Démonstration. D’après la conjecture 3.1.1.1 on a pour tout a ∈ F×A recK(af )P βb = P βq̂(af )b.
Mais la proposition 2.2.2.4 montre que
Jβ
q̂(af )b
= Jβb ,
ce qui permet de conclure à l’aide de la proposition 2.2.2.4, car
q(a∞)∆
β
b = ∆
β
b .
3.1.3 Corps de définition
Nous allons plus ou moins expliciter le corps de déﬁnition de P βb . On prendra garde au
fait que les corps Kb et K
+
b déﬁnis ci-dessous dépendent du choix de q : K →֒ B.
Notons B×+ = {b ∈ B×, ∀j ∈ {2, . . . , r}, τj(nr(b)) > 0}, que l’on plonge diagonalement
dans (B ⊗ R)× et
K+b = (K
ab)recK(q
−1
A
(bHF̂×b−1B×+ ))
la sous-extension de Kab ﬁxée par recK(q−1A (bHF̂
×b−1B×+)). On a l’inclusion suivante
Kb := (K
ab)recK(q
−1
A
(bHF̂×b−1B×)) ⊂ K+b
où Kb est le corps ﬁxé par recK(q
−1
A (bHF̂
×b−1B×)).
Proposition 3.1.3.1. Le point P βb est défini sur K
+
b .
Démonstration. Soit a ∈ qA−1(bHF̂×b−1B×+), que l’on décompose en
(1∞, bhaf b−1)(a∞, 1f )
avec h ∈ H, af ∈ F̂× et a∞ ∈ q−1A (B×+). D’après le corollaire 3.1.2.3 et la corollaire 3.1.2.1,
on a
rec(a)P βb = rec(qA
−1((1∞, bhaf b−1))P
β
b
= P βbhaf b−1b
= P βbhaf
= P βb
la dernière ligne étant due à l’invariance à droite des points de ShH(G/Z,X)(C) par HF̂×.
Donc P βb est déﬁni sur K
+
b = (K
ab)recK(q
−1
A
(bHF̂×b−1B×+ )).
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Remarquons que l’application de réciprocité recK induit une surjection
R : π0(T (R)) = (K ⊗Q R)
×
(F ⊗Q R)×(K ⊗Q R)×+
≃
r∏
j=2
{±1}։ Gal(K+b /Kb),
où (K ⊗ R)×+ désigne les éléments dont la norme à F est positive en toute place réelle de
F .
On a alors la proposition
Proposition 3.1.3.2. Le points P βb est défini sur le corps K
β
b = (K
+
b )
R(Ker β) fixé par
R(Ker β).
Démonstration. Les éléments de R(Ker β) sont de la forme (a∞, 1f ) avec β((signe ◦ τj ◦
Norme)26j6r(a∞) = (1, . . . , 1). La proposition est alors une conséquence du corollaire
3.1.2.1 qui montre que rec(a∞, 1f )P
β
b = P
β
b pour de tels éléments.
Remarque 3.1.3.3. Comme Ker β est d’indice 1 ou 2 dans
∏r
j=2{±1}, le corps Kβb est
de degré 1 ou 2 sur Kb.
Cas où H est du type U0 Supposons que B est du type de l’exemple 1.1.1.1. Soit
R ⊂ B un ordre d’Eichler de niveau N+. Posons H =
(
R⊗Z Ẑ
)×
. Il existe alors un ordre
de K sur OF de conducteur fb
Ofb = OF + fbOK ,
tel que
recK : K
×
A /K
×F×A (K ⊗Q R)×Ô×fb
∼−→ Gal(Kb/K)
recK : K
×
A /K
×F×A (K ⊗Q R)×+Ô×fb
∼−→ Gal(K+b /K)
Ainsi Kb est le ring class ﬁeld d’ordre Ofb et K+b son ring class ﬁeld restreint, qui est aussi
le ring class ﬁeld de conducteur fbf∞, avec f∞ =
∏r
j=2 τj .
Dans le cas où l’aplication
K×A /K
×F×A (K ⊗Q R)×+Ô×fb ։ K
×
A /K
×F×A (K ⊗Q R)×Ô×fb
est injective, on a
[K+b : Kb] = 2
r−1
et une présentation de Gal(K+b /Kb) par générateur et relations est
Gal(K+b /Kb) =< σ2, . . . , σr | σ2j = 1 > .
Ceci montre que Gal(K+b /Kb) ≃ (Z/2Z)r−1 et que chaque σj correspond à la conjugaison
complexe cτj à la place τj. Dans cette situation, les caractères non triviaux β sont en
bijection avec les extensions quadratiques Kβb de Kb contenues dans K
+
b .
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3.1.4 Choix de z1
Nous avons été amené, pour formuler la conjecture 3.1.1.1 à ﬁxer un plongement
τ˜1 : Kab −֒→ C
au dessus de τ1. Notons c1 la conjugaison complexe associée à ce plongement.
Soit P˜ βb le point de Darmon construit à partir d’un cycle spécial T˜
◦ dont la projection
sur X1 est t1(z1).
L’étude menée avant la proposition 2.2.4.6 incite à énoncer la conjecture suivante :
Conjecture 3.1.4.1. On a
∀b ∈ B̂× c1(P βb ) = P˜ βb .
3.2 Détermination de B à l’aide des facteurs ε
Dans cette section, nous expliquons de quelle manière le choix de l’algèbre de qua-
ternion B inﬂue sur les propriétés des points P βb . On montre que si les points construits
ne sont pas de torsion, alors B est entièrement déterminée par la donnée de K et de la
classe d’isogénie de E. Ceci peut être mis en parallèle avec la condition de Heegner qui,
dans le cas classique (c.f. [Dar04] hypothèse 3.9 pour GL2 et lemme 4.17 dans le cas des
courbes de Shimura) conditionne l’existence de points de Heegner. Dans le cas des points
de Darmon, l’analogue est supposé lors de l’hypothèse 8.15.
3.2.1 Facteurs ε et vecteurs test
Notons π la représentation automorphe de B×A associée à ϕ et
ηK = ηK/F : F
×
A /F
×NK/F (K×A ) −→ {±1}
le caractère quadratique associé à l’extension K/F . Dans ce qui suit, pour toute place v
de F nous noterons invv(Bv) l’élement suivant
invv(Bv) =
{
1 si v /∈ Ram(B)
−1 si v ∈ Ram(B) .
Soit b ∈ B̂× et
χ : Gal(K+b /K) −→ C×
un caractère, que l’on identiﬁera au caractère suivant
K×A
recK−→ Gal(Kab/K) −→ Gal(K+b /K)
χ−→ C×.
Soit L(π × χ, s) la fonction L de Rankin-Selberg associée à π et χ, c.f. [Jac72] page
132 et [JL70] section 12, ou [Bum97] page 369. En général cette fonction se prolonge en
une fonction méromorphe sur C, vériﬁant l’équation fonctionnelle
L(π × χ, s) = ε(π × χ, s)L(πˇ × χ−1, 1− s),
où πˇ est la contragrédiente de π. Comme π est à caractère central trivial, la fonction
L(π × χ, s) est entière et vaut L(πˇ × χ−1, s). L’équation fonctionnelle devient ainsi
L(π × χ, s) = ε(π × χ, s)L(π × χ, 1− s),
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et la parité de l’ordre d’annulation en s = 1/2 de la fonction L(π × χ, s) est régie par la
valeur de
ε(π × χ, 1
2
) = ±1.
Si l’on décompose les représentations en produit tensoriel restreint :
π =
⊗
v
′
πv et χv : K
×
v −→ C×
on obtient, c.f. [Jac72], des équations fonctionnelles locales et des facteurs ε locaux εv(πv×
χv,
1
2), parfois liés au caractère ηK,v de F
×
v et à la valeur de invv(Bv) de la façon suivante :
ηK,v(−1)ε(πv × χv, 1
2
) = invv(Bv) (3.1)
Le théorème suivant précise dans quelles conditions l’équation (3.1) est vériﬁée :
Théorème 3.2.1.1. 1. Si l’équation (3.1) est vérifiée, alors il existe une forme linéaire
non nulle
ℓv : πv × χv −→ C
unique à un multiple scalaire près et vérifiant
∀a ∈ K×v ∀u ∈ πv ℓv(qv(a)u) = χv(a)−1ℓv(u),
c’est-à-dire que ℓv : πv −→ C(χv−1) est qv(K×v )-invariant.
2. Dans le cas où (3.1) n’est pas vérifiée, une telle forme ℓv n’existe pas.
Démonstration. c.f. [Tun83] et [Sai93].
Exemple 3.2.1.2. Si v se décompose dans K, on a d’après [Nek06], 12.6.2.4
ηK,v(−1)ε(πv × χv, 1
2
) = 1
et invv(Bv) = 1, donc (3.1) est vériﬁée.
Définition 3.2.1.3. Dans le cas du point 1 du théorème 3.2.1.1, on appelle vecteur test
de ℓv un élément u ∈ πv vériﬁant ℓv(u) 6= 0.
3.2.2 Détermination de B
Le résultat principal de cette section est le suivant :
Proposition 3.2.2.1. Soit b ∈ B̂× et supposons que la conjecture 3.1.1.1 soit vraie. Si le
point
eχ(P
β
b ) =
∑
σ∈Gal(K+
b
/K)
χ(σ)⊗ P βb ∈ E(K+b )⊗ Z[χ]
n’est pas de torsion, alors :
1.
∀v ∤∞ ηK,v(−1)ε(πv × χv, 1
2
) = invv(Bv).
En particulier, B est uniquement déterminée par K et la classe d’isogénie de E/F .
2. Le facteur ε global vaut ε(π × χ, 12 ) = −1.
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Remarque 3.2.2.2. Cette proposition est analogue, dans le cas de l’étude des points CM
sur les courbes de Shimura quaternioniques à la proposition 2.6.2 de [AN10].
Remarque 3.2.2.3. Si β est diﬀérent de la partie archimédienne χ∞ de χ, alors eχ(P
β
b ) =
0. En eﬀet, si a∞ ∈ K×∞ est tel que recK(a∞) ∈ GalK+b /K), on a
eχ(P
β
b ) =
∑
σ∈Gal(K+
b
/K) χ(σ)⊗ P βb
=
∑
σ∈Gal(K+
b
/K) χ(σa∞)⊗ P βb
= χ∞(a∞)
∑
σ∈Gal(K+
b
/K) χ(σ)⊗ P βb
= χ∞(a∞)eχ(P
β
b )
mais d’autre part
recK(a∞)eχ(P
β
b ) = β(a∞)eχ(P
β
b )
ce qui permet de conclure. Dans la preuve qui suit, on supposera donc que
β = χ∞.
Démonstration. Nous suivons le plan de démonstration de [AN10].
Principe de la preuve La plupart des cas se traitent à l’aide de la proposition 12.6.2.4
de [Nek06]. Pour les cas restant, le principe consiste en l’application du théorème 3.2.1.1.
Nous allons construire une forme linéaire qv(K×v ) invariante ℓv : πv → C(χv−1), pour v
variant dans un certain ensemble de places S′. Comme nous serons capables par construc-
tion d’exhiber un vecteur test pour cette forme, nous serons dans le cadre d’application
du théorème 3.2.1.1 qui permettra de conclure. Les constructions qui suivent utilisent
le même genre de manipulation que les preuves du corollaires 3.1.2.3 et de la corollaire
3.1.2.1. Malheureusement, nous manipulons ici des quantités qui ne commutent pas. On
introduit donc dans le prochain paragraphe une application jv : K×v →֒ B×v telle que les
éléments qv(K×v )-invariants à gauche soient exactement les éléments jv(K×v )-invariants à
droite.
De qv à jv Soit S′ un ensemble ﬁni de places non-archimédiennes de F contenant les
places en lesquelles B, π ou l’extension K+b /F se ramiﬁent, et telle que l’application
r = (rv : K
×
v −→ Gal(K+b /K))v∈S′
déﬁnie comme étant la composée
r :
∏
v∈S′
K×v −→ K×A
recK−→ Gal(Kab/K) −→ Gal(K+b /K)
est surjective.
Posons, pour v ∈ S′
jv :
{
Kv −֒→ Bv
k 7−→ bv−1qv(k)bv
et
j = (jv)v∈S′ :
∏
v∈S′
Kv −֒→
∏
v∈S′
Bv.
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Comme S′ ne contient aucune place archimédienne de F , on a
∀a ∈
∏
v∈S′
K×v [T
◦, q̂(a)b]
HF̂×
= [T ◦, bj(a)]
HF̂×
et
∀a ∈
∏
v∈S′
K×v ∀b ∈ B̂× recK(a)P βb = P βq̂(a)b = P
β
bj(a).
Notons
(K×v )
◦ ⊂ K×v
le relèvement de
(K×v /O×K,v)Gal(K/F ) ⊂ K×v /O×K,v.
On a
K×v /O×K,vF×v
∼−→

0 si v est inerte dans K/F
Z/2Z si v se ramifie dans K/F
Z si v se de´compose dans K/F
le quotient (K×v )◦/F×v est compact et
Dv := K
×
v /(K
×
v )
◦ ∼−→
{
Z si v se de´compose dans K/F
0 sinon
(K×v )
◦/O×K,vF×v ∼−→
{
Z/2Z si v se ramifie dans K/F
0 sinon
Pour v ∈ S′, le groupe
Cv = O×K,v ∩Ker (rv)
est un sous-groupe ouvert de O×K,v et le quotient
V ◦v = (K
×
v )
◦/F×v Cv
est ﬁni.
Nous allons maintenant déﬁnir une partie V de la façon suivante :
– Si v ne se décompose pas dans K/F ,
V ◦v = K
×
v /F
×
v Cv,
et on pose Vv := V ◦v .
– Si v se décompose dans K/F , on se ﬁxe une section de la surjection
K×v ։ K
×
v /(K
×
v )
◦ ∼−→ Z
On a alors
K×v = (K
×
v )
◦ ×Dv
et l’existence de nv > 1 tel que
Ker (rv |Dv) = nvDv.
Soit D′v ⊂ Dv un système de représentants de Dv/nvDv, on pose alors
Vv = V
◦
v D
′
v ⊂ K×v /F×v Cv.
3.2. Détermination de B à l’aide des facteurs ε 61
Ceci déﬁnit un ensemble
V =
∏
v∈S′
Vv ⊂
∏
v∈S′
K×v /F
×
v Cv
stable par multiplication par le groupe abélien V ◦ =
∏
v∈S′ V ◦v et tel que l’application
V −֒→
∏
v∈S′
K×v /F
×
v Cv
r→ Gal(K+b /K)
ait toutes ses ﬁbre de cardinal |V |∣∣∣Gal(K+b /K)∣∣∣
et soit surjective. On a alors
|V |∣∣∣Gal(K+b /K)∣∣∣eχ(P
β
b ) =
|V |∣∣∣Gal(K+b /K)∣∣∣
∑
σ∈Gal(K+
b
/K)
χ(σ)⊗ σ · P βb
=
∑
a∈V
χ(a)⊗ P βbj(a)
Changement de niveau Fixons un sous-groupe ouvert compact
H1 ⊂
⋂
a∈V
j(a)Hj(a)−1.
Les applications
ShH1(G/Z,X)
[·j(a)]−→ Shj(a)−1H1j(a)(G/Z,X)
pr−→ ShH(G/Z,X),
déﬁnies sur les points complexes justiﬁent les calculs suivants, puisque V est un ensemble
ﬁni : ∑
a∈V
χ(a)
∫
∆◦
bj(a)
ωβϕ =
∑
a∈V
χ(a)
∫
∆◦
b
[·j(a)]∗ωβϕ
=
∫
∆◦
b
∑
a∈V
χ(a)[·j(a)]∗ωβϕ
:=
∫
∆◦
b
ωβ1 ,
où
ωβ1 :=
∑
a∈V
χ(a)[·j(a)]∗ωβϕ.
Construction d’un vecteur invariant Si
|V |∣∣∣Gal(K+b /K)∣∣∣eχ(P
β
b ) =
∑
a∈V
χ(a)⊗ P βbj(a) ∈ Z[χ]⊗Z E(K+b ) ⊂ Z[χ]⊗Z C/Λ1
n’est pas de torsion, il existe σ : Z[χ] →֒ C tel que
ξα
Ωβ
∫
∆◦
b
∑
a∈V
σχ(a)[·j(a)]∗ωβϕ /∈ Q[σχ] · Λ1,
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où σχ = σ ◦ χ. En particulier, le vecteur
σω1 =
∑
a∈V
σχ(a)[·j(a)]∗ωϕ ∈ πH1 ∩ Γ(ShH1(G/Z,X),ΩH1 )
est non nul et invariant sous j(
∏
v∈S′(K×v )◦) pour v ∈ S′ car V est stable par multiplication
par V ◦. De plus
∀a ∈
∏
v∈S′
(K×v )
◦ j(a)ω1 = σχ−1(a)ω1.
Notons
σℓS′ :
⊗
v∈S′
σπv −→ C(σχ−1)
la projection j(
∏
v∈S′(K×v )◦)-invariante sur Cω1.
Si v ∈ S′ ne se décompose pas dans K Dans ce cas (K×v )◦ = K×v et σℓS′ induit une
forme linéaire σℓv jv(K×v )-invariante, donc qv(K×v )-invariante et σℓv(ω1,v) 6= 0, où
ω1,v =
∑
av∈Vv
σχ ◦ rv(av)[·jv(av)]∗ωϕ.
Comme εv(σπv ×σ χv, 12) est indépendant de σ : Z[χ] →֒ C, on a d’après le théorème
3.2.1.1
ηK,v(−1)ε(πv × χv, 1
2
) = invv(Bv).
Si v ∈ S′ se décompose dans K On est dans le cas de l’exemple 3.2.1.2 et
ηK,v(−1)ε(πv × χv, 1
2
) = 1 = invv(Bv).
Si v /∈ S′ Alors B se décompose en v et πv est une série principale. Dans ce cas le calcul
de [Nek06] proposition 12.6.2.4 montre que
ηK,v(−1)ε(πv × χv, 1
2
) = 1 = invv(Bv).
On a bien dans tous les cas
ηK,v(−1)ε(πv × χv, 1
2
) = invv(Bv).
Preuve de 2. Si v = τj est une place archimédienne de F , alors ε(πv × χv, 12) = 1. On
a de plus
ηK,v(−1) =
{
1 si j ∈ [[ 2 ; r ]]
−1 sinon
et, par construction
invv(Bv) =
{
1 si j ∈ [[ 1 ; r ]]
−1 sinon
Ainsi
ηK,v(−1)invv(Bv) =

−1× 1 si j = 1
1× 1 si j ∈ [[ 2 ; r ]]
−1×−1 sinon
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et
∀j ∈ {1, . . . , d} εv(πv × χv, 1
2
) = ηK,v(−1)invv(Bv)×
{
−1 si j = 1
1 si j > 1
D’où
ε(π × χ, 1
2
) = −
∏
v
ηK,v(−1)invv(Bv) = −1.
3.3 Formule de Gross-Zagier
La formule de Gross-Zagier liant les points de Heegner aux dérivées de fonctions L, c.f.
[GZ86], est un élément essentiel en faveur de la conjecture de Birch et Swinnerton-Dyer.
Dans [YZZ] Yuan, Zhang et Zhang démontrent une formule analogue en toute généralité
pour GL2, généralisant le travail Zhang [Zha01a, Zha04] dans le cadre d’une extension
K/F de type CM.
Rappelons brièvement le cadre étudié par Yuan, Zhang et Zhang. Soit π une représen-
tation parabolique de GL2(FA), K/F une extension quadratique et
χ : K×A /K
× −→ C×
un caractère ﬁni, vériﬁant, si on note ωπ le caractère central de π,
χ |F×
A
ωπ = 1.
Notons
Σ =
{
v, ε(πv × χv, 1
2
) 6= χvηK,v(−1)
}
.
Dans ce cas, ε(π × χ) = (−1)|Σ|. On distingue alors les résultats obtenus dans le cas
« pair », i.e. ε(π × χ) = 1, du à Gross [Gro04], Waldspurger [Wal85b] et Zhang [Zha01a,
Zha04, Zha01b], du cas impair, étudié dans [YZZ].
Le cas « pair » Soit B l’unique algèbre de quaternions sur F vériﬁant
Ram(B) = Σ.
On se ﬁxe un plongement de K dans B et on note π′ la représentation de B× qui est en
relation avec π par la correspondance de Jacquet-Langlands. Dans ce cas
dimCHomK×
A
(π ⊗ χ,C) = 1
et l’application de HomK×
A
(π ⊗ χ,C) suivante
ℓχ :
{
π′ −→ C
f 7−→ ∫K×
A
/K×F×
A
f(x)χ(x)dx
satisfait la propriété
ℓχ 6= 0⇐⇒ L(π × χ, 1
2
) 6= 0.
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Le cas « impair » Supposons maintenant K est une extension CM de F , que pour
toute place archimédienne v de F , πv est une série discrète de poids 2. Dans ce cas, et que
B est comme précédemment l’algèbre de quaternion vériﬁant Ram(B) = Σ. Dans [YZZ],
Yuan Zhang et Zhang montrent que L′(π × χ, 12) s’annule si et seulement si un certain
diviseur CM n’est pas de torsion dans la Jacobienne d’une courbe de Shimura. Dans cette
section, nous allons donner une version conjecturale de ce résultat.
3.3.1 Construction d’une forme linéaire invariante
Soit b ∈ B̂× et H ⊂ B̂× un sous-groupe ouvert compact tel que
Hτ1R
× = q1(K×τ1).
Dans cette section nous aurons besoin de mentionner la dépendance de T ◦b en H on
notera donc, pour u ∈ π0(T (R))
T uH,b =
{
[q(u)x, b]
HF̂×
, x ∈ T ◦
}
.
Soit ∆uH,b ∈ Cr(ShH(G/Z,X)(C),Q) une r-chaîne diﬀérentiable par morceaux à coeﬃ-
cients rationnels de ShH(G/Z,X)(C) telle que
∂∆uH,b = n[T
u
H,b].
Rappelons que les chaînes ∆uH,b satisfont la propriété suivante :
∀u′ ∈ π0(T (R)) tu′∆uH,b = ∆uu
′
b .
Soit π∞ la représentation archimédienne associée à π. On se ﬁxe ϕ∞ ∈ π∞ un vecteur
de poids minimal (2, . . . , 2︸ ︷︷ ︸
r
, 0, . . . , 0) de π∞ et une forme rationnelle (c.f. déﬁnition 2.1.4.3)
ωϕ de la forme
ωϕ = ϕ∞ ⊗ ϕf ∈ π∞ ⊗ πf ⊂ S2(B×A ).
Définition 3.3.1.1. On notera Qπf le sous Q[B̂×]-module de πf engendré par ϕf .
Proposition 3.3.1.2. L’espace Qπf est un Q-espace vectoriel et l’application
Qπf ⊗Q C −→ πf
est surjective.
Démonstration. L’espace Im (Qπf ⊗Q C→ πf ) est un sous-espace non nul de πf invariant
sous l’action de B×A . Comme πf est irréductible, on a nécessairement
Im (Qπf ⊗Q C→ πf ) = πf
et l’application Qπf ⊗Q C→ πf est surjective.
Remarque 3.3.1.3. Ce type d’espace a été étudié par Waldspurger dans [Wal85a], qui
caractérise leurs éléments en termes d’intégrale le long de tout tore maximal de PGL2.
Ces résultats ne s’appliquent pas ici.
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Comme au chapitre précédent, on se ﬁxe η ∈ H0(E,ΩE/F ) une forme diﬀérentielle non
nulle. Comme ωϕ est rationnelle, il existe α ∈ F ′× tel que
J (αωϕ) = η.
Pour simpliﬁer un peu les notations, à savoir éviter le facteur ξ, nous allons nous intéresser
à E1(C)⊗Q Q ≃ C/QΛ1 plutôt qu’a E1(C) ≃ C/Λ1.
Soit χ un caractère continu d’ordre ﬁni de K×A /K
×F×A :
χ : K×A /K
×F×A −→ Z[χ]×.
Fixons un sous-groupe compact ouvert H0 de B̂×. Soit H ′ ⊂ H0 un sous-groupe ouvert
compact de B̂× vériﬁant
χ
(
qA
−1(H ′F×A )
)
= 1.
Notons pr : ShH′(G/Z,X) −→ ShH0(G/Z,X) la projection naturelle déﬁnie sur les points
complexes par
pr :
{
ShH′(G/Z,X)(C) −→ ShH0(G/Z,X)(C)
[x, b]
H′F̂×
7−→ [x, b]
H0F̂×
La formule
ℓχ(ω
′) =
1
[H0 : H ′]deg(T uH′,b
pr−→ T uH0,b)
∑
a∈K×A /q−1A (H′F×A )(K⊗R)×+
χ(a)
∫
∆
q(a∞)u
H′,̂q(a)
ω′ (3.2)
déﬁnit une forme linéaire
ℓχ : S
H′
2 ∩Q[G(Af )]ωϕ −→ Q(χ)⊗Q (C/Qα−1Ωχ∞Λ1).
Notation 3.3.1.4. Pour éviter d’alourdir les formules dans ce qui suit, nous noterons
δuH′,H0 = deg(T
u
H′,b
pr−→ T uH0,b)
et
WH′ = K
×
A /q
−1
A (H
′F×A )(K ⊗ R)×+.
Avec ces notations, (3.2) devient
ℓχ(ω
′) =
1
[H0 : H ′]δuH′,H0
∑
a∈WH′
χ(a)
∫
∆
q(a∞)u
H′,̂q(a)
ω′
Remarque 3.3.1.5. Moralement, on a ℓχ(ω) =
∫
∆ χ ⊗ ω où ∂∆ est l’image de qA(K×A )
dans Sh(G/Z,X) = lim←−H ShH(G/Z,X).
Proposition 3.3.1.6. 1. Soient H ′′ ⊂ H ′ ⊂ H0 un sous-groupe ouvert compact. Rap-
pelons que χ(qA−1(H ′F×A )) = 1 et notons
pr∗ : SH
′
2 (B
×
A ) −→ SH
′′
2 (B
×
A ).
Si ω′ ∈ SH′2 (B×A ) ∩Q[B̂×]ωϕ, alors la relation de compatiblité suivante
ℓχ(ω
′) = ℓχ(pr∗(ω′))
est vérifiée et ℓχ définit une forme linéaire sur Q[B̂×]ωϕ.
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2. On a
∀a ∈ K̂× ∀ω ∈ Q[B̂×]ωϕ ℓχ([·q̂(a)]∗ω) = χf (a)−1ℓχ(ω).
3. Si χ se factorise par Gal(K+b /K) et si P
β
b = Φ1
(∫
∆u
H0,b
ωβϕ
)
, alors
eχ(P
χ∞
b ) =
∑
Gal(K+
b
/K)
χ(σ)σ · Pχ∞b ∈ Q(χ)⊗Q E(K+b ) ⊂ Q(χ)⊗Q (C/QΛ1)
est, à un facteur rationnel près, égal à Φ1(ℓχ(tu ◦ [·b]∗ωϕ)).
Démonstration. La preuve de cette proposition est principalement calculatoire.
Preuve de 1. Soit a ∈ K̂×. On a pr(∆u
H′′,q̂(a)
) = ∆u
H′,q̂(a)
et
∫
∆u
H′′,b
pr∗ω′ = deg(T uH′′,b −→ T uH′,b)
∫
∆u
H′,b
ω′ = δuH′′,H′
∫
∆u
H′,b
ω′.
Soient a, a′ ∈ K×A /q−1A (H ′F×A )(K ⊗ R)×+ =WH′ tels que
a ≡ a′ mod q−1A (H ′′F×A ).
alors
pr(∆
q(a∞)u
H′′,q̂(a)
) = pr(∆
q(a′∞)u
H′′,q̂(a′)
) = ∆
q(a∞)u
H′,q̂(a)
.
Comme χ(qA−1(H ′F×A )) = 1, on a
ℓχ(pr
∗ω′) =
1
[H0 : H ′′]δuH′′,H0
∑
a∈WH′′
χ(a)
∫
∆
q(a∞)u
H′′ ,̂q(a)
pr∗ω′
=
δuH′′,H′
δuH′′,H0
∑
a∈WH′′
χ(a)
∫
∆
q(a∞)u
H′ ,̂q(a)
ω′
=
δuH′′,H′
[H0 : H ′′]δuH′′,H0
∑
a∈WH′
χ(a)[H ′ : H ′′]
∫
∆
q(a∞)u
H′ ,̂q(a)
ω′
=
[H ′ : H ′′]
[H0 : H ′′]δuH′,H0
∑
a∈WH′
χ(a)
∫
∆
q(a∞)u
H′,̂q(a)
ω′
= ℓχ(ω
′).
Preuve de 2. Supposons que le sous groupe ouvert H ′′ de H ′ soit suﬃsamment petit
pour que
t∗q(a∞)[·q̂(a)]∗pr∗ω ∈ SH
′′
2 .
Le point 2 de la proposition est une conséquence du changement de variables a′′ = aa′
dans le calcul suivant :
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ℓχ(t
∗
q(a∞)
[·q̂(a)]∗ω) = ℓχ(t∗q(a∞)[·q̂(a)]∗pr∗ω)
=
1
[H0 : H ′′]δuH′′,H0
∑
a′∈WH′′
χ(a′)
∫
∆
q(a′∞)u
H′′,̂q(a′)
t∗q(a∞)[·q̂(a)]∗pr∗ω
=
1
[H0 : H ′′]δuH′′,H0
∑
a′∈WH′′
χ(a′)
∫
∆
q(a∞a
′
∞)u
H′′,̂q(aa′)
pr∗ω
=
1
[H0 : H ′′]δuH′′,H0
∑
a′′∈WH′′
χ(a′′a−1)
∫
∆
q(a′′∞)u
H′′ ,̂q(a′′)
pr∗ω
= χ(a)−1
1
[H0 : H ′′]δuH′′,H0
∑
a′′∈WH′′
χ(a′′)
∫
∆
q(a′′∞)u
H′′ ,̂q(a′′)
pr∗ω
= χ(a)−1ℓχ(pr∗ω)
= χ(a)−1ℓχ(ω)
Preuve de 3. Comme
ωϕ ∈ S2(B×A ) =
⋃
H
SH2 (B
×
A ),
il existe H ′ suﬃsamment petit tel que
ωϕ ∈ SH′2 et t∗u[·b]∗ωϕ ∈ SH
′
2 .
On peut supposer K×A /q
−1
A (H
′F×A )(K ⊗ R)×+ ≃ Gal(K+b /K). Notons
ν =
1
[H0 : H ′]deg(TH′ −→ TH0)
.
On a :
ℓχ(t
∗
u ◦ [·b]∗ωϕ) = ν
∑
a∈ K
×
A
q−1
A
(HF×
A
)(K⊗R)×
+
χf (af )χ∞(a∞)
∫
∆
q(a∞)
H′,̂q(a)
t∗u[·b]∗ωϕ
= ν
∑
af
χ(af )
∑
a∞
χ∞(a∞)recK(af ) ·
∫
∆u
H′,b
trecK(a∞)ωϕ
= ν
∑
σ∈Gal(K+
b
/K)
χ(σ)
∫
∆u
H′,b
∑
a∞
χ∞(a∞)trecK(a∞)ωϕ
= ν
∑
σ∈Gal(K+
b
/K)
χ(σ)
∫
∆u
H′,b
∑
a∞
ωχ∞ϕ ,
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donc
eχ(P
χ∞
b ) = Φ1(ℓχ(tu ◦ [·b]∗ωϕ).
3.3.2 Formule de Gross-Zagier conjecturale
Considérons la hauteur de Néron-Tate
hNT : E(K
ab)× E(Kab) −→ R
que l’on étend en une forme hermitienne
hNT : E(K
ab)⊗ C× E(Kab)⊗ C −→ C.
Une formule de Gross-Zagier pour les points de Darmon devrait être, sous l’hypothèse
∀v 6= τ1 ε(πv × χv, 1
2
)ηK,v(−1) = invv(B),
l’existence d’une constante k(b, ωϕ) telle que
∀σ : Q(χ) →֒ C hNT(eσχ(Pχ∞b )) = k(b, ωϕ)L′(π × σχ,
1
2
).
Cette formule devrait expliquer les équivalences suivantes :
Conjecture 3.3.2.1. Soit Kχ le corps de définition de χ. Si
∀v 6= τ1 ε(πv × χv, 1
2
)ηK,v(−1) = invv(B),
alors il existe un choix de b et de ωϕ de sorte que k 6= 0.
On a les équivalences suivantes :
ℓχ 6= 0⇐⇒ ∃b ∈ B×A tel que Kχ ⊂ K+b et eχ(Pχ∞b ) ∈ Z[χ]⊗ E(K+b ) n′est pas de torsion
⇐⇒ ∃σ : Q(χ) →֒ C L′(π × σχ, 1
2
) 6= 0
⇐⇒ ∀σ : Q(χ) →֒ C L′(π × σχ, 1
2
) 6= 0.
Expliquons l’origine de la dernière équivalence ci-dessus : l’espace E(K+b )⊗Q est une
représentation Q-rationnelle du groupe abélienGal(K+b /K). Il se décompose en une somme
de caractères qui sont conjugués deux à deux. L’annulation de l’un entraîne l’annulation
des autres.
3.4 Variétés de Shimura de type orthogonal
La formule de Gross-Zagier donne explicitement la « longueur » des points de Heegner :
∃k 6= 0 tel que hNT(PK) = kL′(E/K, 1).
Dans leur article [GKZ87] Gross, Kohnen et Zagier cherchent à préciser la position
exacte des points de Heegner dans le groupe de Mordell-Weil. L’origine de ce résultat
vient de la mise en relation de la formule de Gross-Zagier et d’un théorème de Waldspurger
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concernant les valeurs spéciales de fonctions L. Précisons cette relation. Considérons une
courbe elliptique E sur Q de rang 1. Si −d désigne le discriminant d’un corps quadratique
imaginaire, notons L(E, d, s) la fonction L tordue, qui est aussi la fonction L de la tordue
quadratique de E. Notons Pd le point de Heegner de niveau d et P0 un générateur de
la partie libre de E(Q). Il existe un entier b(d) vériﬁant Pd = b(d)P0. La hauteur de Pd
s’exprime alors
hNT(Pd) = b(d)
2hNT(P0).
Mais la formule de Gross-Zagier montre que hNT est proportionnelle à
L′(E/Q(
√
−d), 1) = L′(E/Q, 1)L(E−d/Q, 1),
où E−d désigne la tordue quadratique de E par Q(
√−d). Soit maintenant f la forme
modulaire parabolique de poids 2 associée à E, que l’on sait modulaire. Cette forme f est
associée, via la correspondance de Shimura-Kohnen à une forme modulaire de poids 3/2,
g, dont on note c(d) les coeﬃcients de Fourier. Un théorème de Waldspurger et Kohnen
[Wal81] montre que L(E, d, 1) est proportionnel à c(d)2.
Le théorème de Gross-Kohnen-Zagier consiste alors en l’aﬃrmation suivante :
∀d b(d) = c(d).
La preuve originale de ce théorème, c.f. [GKZ87], reprend le principe de la preuve de la
formule de Gross-Zagier. Cette preuve est plutôt calculatoire, et on y trouve le calcul
général de 〈Pd, Pd′〉NT où 〈 , 〉NT désigne la forme bilinéaire associée à hNT.
Dans [Zag85], Zagier fournit une preuve qui fonctionne au cas par cas, mais beaucoup
plus géométrique. Cette preuve consiste à reconnaître les points de Heegner comme points
d’intersection de certains cycles sur une variété modulaire de Hilbert. Ces cycles, appelés
cycles de Hirzebruch-Zagier sont étudiés dans [HZ76].
La preuve géométrique que l’on trouve dans [Zag85] est le point de départ des considé-
rations de cette dernière section. Cette preuve a en eﬀet été généralisée par Yuan, Zhang
et Zhang dans [YZZ09]. NotonsM l’ensemble des cycles CM déﬁnis dans [YZZ09]. Ce sont
des cycles de la jacobienne d’une courbe de Shimura quaternionique. Le théorème obtenu
par Yuan, Zhang et Zhang est le suivant
Théorème 3.4.0.2. (Yuan, Zhang, Zhang)
Pour tout G(Q̂)-module πf de caractère central trivial,
dimCHomG(Q̂)(M, πf ) 6 1.
Si Hom
G(Q̂)
(M, πf ) n’est pas trivial, alors σf ⊗σ(2,...,2) est une représentation automorphe
parabolique de GL2(FA), où σf est la représentation de GL2(F̂ ) associée à πf par la cor-
respondance de Jacquet-Langlands, et σ(2,...,2) la série discrete holomorphe de GL2(F∞) de
poids parallèle (2, . . . , 2).
La preuve se décompose en plusieurs étapes. La première est l’utilisation d’un résultat
de modularité du à Kudla et Millson [Kud97, Kud04, KM90]. Kudla et Millson montrent
qu’une certaine série génératrice de classe d’homologies de cycles spéciaux construits sur
des variétés de Shimura orthogonales est une forme modulaire. A l’aide de ce résultat,
Yuan, Zhang et Zhang montrent la modularité d’une série génératrice de classe de Chow
de ces même cycles spéciaux, ce qui leur permet de conclure à l’aide d’un procédé récursif
dû à W. Zhang, c.f. [Zha].
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Dans cette section nous donnons un énoncé conjectural de ce type de résultat concer-
nant les points de Darmon. Pour cela, après avoir étudié des questions de signes concernant
ces points, nous reformulons la construction des points de Darmon dans le langage des va-
riétés de Shimura orthogonales. Ces variétés sont associées à des espaces quadratiques sur
F de signature à l’inﬁni du type
(n, 2) × (n+ 1, 1)r−1 × (n + 2, 0)d−r
là où ceux considérés par Kudla, Millson, Bruinier [Bru], Funke sont de signature (n, 2)×
(n+2, 0)d−1. Un tel énoncé est motivé par le travail récent de Darmon et Tornaría [DT08]
qui obtiennent un résultat en ce sens pour la construction p-adique des points de Stark-
Heegner.
3.4.1 Discussion sur les signes
Jusqu’à la fin de ce chapitre on se ﬁxe une courbe elliptique modulaire E/F on note
N son conducteur et B est de la forme de l’exemple 1.1.1.1. C’est-à-dire que N = N+N−
est une décomposition admissible,
Ram(B) = {τr+1, . . . , τd} ∪ {v | N−}
et K une extension quadratique de F de discriminant relatif dK/F vériﬁant l’analogue de
la condition de Heegner suivante :
Hypothèse 3.4.1.1. Toute place v | N+ se décompose dans K, toute place v | N− est
inerte dans K.
En particulier dK/F et N sont premiers entre eux. Soit R un ordre d’Eichler de B de
niveau N+. On suppose que K est maximalement plongé dans B pour cet ordre, i.e. si K
est identiﬁé à son image dans B par q
K ∩R = OK .
Le niveau de la variété de Shimura considérée est supposé être H = R̂×. On a ainsi
HF̂× = R̂×F̂×.
Rappelons que l’on dispose d’un plongment
τ1,K : K −֒→ C
déﬁni par hz1 . Notons c la conjugaison complexe pour τ1,K . Supposons que la conjecture
3.1.1.1 soit vériﬁée, posons β = 1 et
P = TrK+1 /K
P1 ∈ E(K).
Le but de cette section est de montrer la
Proposition 3.4.1.2. Soit ε le signe global de E/F , i.e. Λ(E/F, s) = εΛ(E/F, 2 − s) où
Λ est la fonction L complétée de E/F . Alors
c(P ) = −εP.
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Démonstration. NotonsK = F (i) et B = K(j), avec i2 = a, j2 = b et ij = −ji. Rappelons
que
T ◦1 = [T
◦, 1]
HF̂×
,
avec T ◦ = {z1} × γ2 × · · · × γr. Ainsi
c(T ◦1 ) = [{t1z1} × γ2 × · · · × γr, 1]HF̂× = (−1)r−1[j−1(T ◦), 1]HF̂×
et
c(T ◦1 ) = (−1)r−1[T ◦, j]HF̂× ,
car j ∈ B×. Ce qui montre que c(P1) = (−1)r−1Pj . Nous allons exprimer Pj en fonc-
tion de P1. Pour cela, nous noterons (par abus) pour toute place v de F , jv l’élément
(1, . . . , 1, jv︸︷︷︸
v
, 1 . . . ) ∈ B×A . Nous allons montrer le lemme suivant :
Lemme 3.4.1.3. Soit b ∈ B̂× et v une place de F . On suppose que bv = 1. On a
Pbjv =

−εvPb si v | N−
εvrecK(k
−1
v )Pb si v | N+
Pb si v ∤ N
Démonstration. Rappelons que si v ∤ dK/F , on a les équivalences suivantes pour v inerte
dans K/F
invv(B) = 1⇐⇒ Bv ≃M2(Fv)
⇐⇒ b ∈ NKv/Fv(K×v ) = O×FvF×v 2
⇐⇒ 2 | ordv(b)
Comme j = −j, on a nr(j) = −j2 = −b et
invv(B) = 1⇐⇒ 2 | ordv(nr(jv)).
Cas où v | N− Dans ce cas Hv = O×Bv est l’unique ordre maximal de Bv donc Hv ⊳ B×v
et B×v /H×v ≃ Z via le choix d’une uniformisante. Comme Hv est distingué dans B×v ,
l’application
[·jv ] : ShH(G/Z,X)(C) −→ Shjv−1Hjv(G/Z,X)(C)
est bien déﬁnie sur ShH(G/Z,X)(C). On a donc
[T ◦, bjv ]HF̂× = [·jv ][T ◦, b]HF̂×
et ∫
∆◦
bjv
ωϕ =
∫
∆◦
b
[·jv ]∗ωϕ =
∫
∆◦
b
πv(jv)ωϕ.
La composante locale de la représentation automorphe π associée à E se factorise de
la manière suivante :
πv : B
×
v
nr−→ F×v ordv−→ Z −→ Z/2Z −→ {±1}.
Notons α le caractère non ramiﬁé
α : F×v
ordv−→ Z −→ Z/2Z −→ {±1}
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tel que
πv = α ◦ nr.
Comme v | N−, on sait que E est a réduction multiplicative en v. Le type de réduction est
caractérisé par α : ce caractère est trivial si et seulement si E est a réduction multiplicative
déployée en v, c’est-à-dire si et seulement si εv = −1.
Finalement
[·jv ]∗ωϕ = α(nr(jv))ωϕ =
{
ωϕ si α = 1
(−1)ordv(nr(j))ωϕ sinon.
Mais v | N− donc v ∈ Ram(B) est inerte dans K/F et invv(B) = −1 donc 2 ∤
ordv(nr(j)). Ainsi
[·jv ]∗ωϕ = α(nr(jv))ωϕ =
{
ωϕ = −εvωϕ si α = 1
−ωϕ = −εvωϕ sinon,
et
Pbjv = −εvPb.
Cas où v | N+ On se ﬁxe dans ce cas une uniformisante ̟v de Fv, ainsi qu’un isomor-
phisme Bv ≃ M2(Fv), pour lequel Kv s’identiﬁe à l’ensemble des matrices diagonales et
Rv s’identiﬁe à U0(̟
ordv(N+)
v ).
Comme invv(Bv) = 1, l’élément jv est une norme locale : il existe kv ∈ Kv tel que
jv = NKv/Fv(kv). Quitte à substituer k
−1
v jv à jv, on peut supposer j
2
v = 1. De plus, jv est
dans le normalisateur de K×v dans B×v . On peut donc identiﬁer jv à la matrice
(
0 1
1 0
)
.
Posons
Wv =
(
0 1
̟
ordv(N+)
v 0
)
=
(
1 0
0 ̟
ordv(N+)
v
)(
0 1
1 0
)
Cet élément de Bv normalise Rv. Notons kv l’élément de K×v qui s’identiﬁe à(
1 0
0 ̟
ordv(N+)
v
)
.
On a kvjv =Wv et, comme Wv normalise Hv :
[T ◦, bjv ]HF̂× = [T
◦, bk−1v Wv]HF̂× = [·Wv ][T ◦, bk−1v ]HF̂× .
Pour analyser l’eﬀet de [·Wv ] on décompose ωϕ =
⊗
v|N+ ωv ⊗ ω′ où ωv est un vecteur
nouveau en v, c’est-à-dire que [·Wv ]∗ωv = εvωv et∫
∆◦
bjv
ωϕ = εv
∫
∆◦
bk−1v
ωϕ.
Puisque bv = 1,
Pbjv = εvrecK(k
−1
v )Pb.
Cas où v ∤ N Un calcul analogue au cas où v | N+ montre que
Pbjv = recK(k
−1
v )Pb.
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Conclusion Finalement on obtient que
c(P1) = (−1)r−1
∏
v|N−
(−εv)
∏
v|N+
εvrecK(k
−1
v )P1,
et plus précisément
∀a ∈ K×A c(recK(a)P1) = (−1)r−1
∏
v|N−
(−εv)
∏
v|N+
εvrecK(k
−1
v )recK(a)P1.
On en déduit, puisque P ∈ E(K) donc que recK(k−1)P = P que
c(P ) = (−1)r−1
∏
v|N−
(−εv)
∏
v|N+
εvP = (−1)r−1(−1)|{v|N−}|
∏
v∤∞
εvP. (3.3)
Il nous reste à montrer que (−1)r−1∏v|N−(−εv)∏v|N+ εv = −ε. Pour tout v | ∞, on a
εv = −1, on a
∏
v|∞ = (−1)d et le signe qui intervient dans l’équation 3.3 est
(−1)d
∏
v
εv︸ ︷︷ ︸
=ε
(−1)r−1(−1)|{v|N−}|.
Mais {v | N−} = Ram(B) ∩ Sf et Ram(B) est de cardinal pair, donc
(−1)|{v|N−}| = (−1)|Ram(B)∩S∞ | = (−1)d−r.
On obtient bien
c(P ) = (−1)dε(−1)r−1(−1)|{v|N−}|P = −εP.
Remarque 3.4.1.4. Le calcul explicité ci-dessus est un cas particulier d’un résultat de
Prasad, [Pra96] théorème 4, qui montre que, dans le cas où HomK×v (πv,1) 6= {0} l’ac-
tion de l’élément non-trivial de NB×v (K
×
v )\K×v sur HomK×v (πv,1) est donné par le signe
invv(B)εv = invv(B)ε(πv ,
1
2).
3.4.2 Variété de Shimura orthogonale et cycles spéciaux
Jusqu’à la ﬁn de ce chapitre, supposons par commodité que h+F = 1.
Définitions
Nous rappelons ici les déﬁnitions de quelques objets étudiés par Kudla, dans le cas où
r = 1.
Soit n ∈ N un entier et (V,Q) un espace quadratique de dimension n + 2 sur F , de
signature à l’inﬁni
(n, 2)× (n+ 1, 1)r−1 × (n+ 2, 0)d−r .
Notons G = ResF/QGSpin(V ) et D l’espace symétrique associé à V . D est le produit des
espaces symétriques associés à Vj = V ⊗τj ,F R dont on a ﬁxé une orientation. Ainsi
D = D1 × . . . Dd,
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où Dj est l’ensemble des sous-espaces positifs orientés de dimension maximale de Vj. Pour
tout x ∈ V notons xj sont image dans Vj . Soit x ∈ V tel que Q(x) soit totalement positif.
Notons Vx = x⊥, Gx = ResF/QGSpin(Vx) et, pour tout j ∈ [[ 1 ; d ]]
Dxj = {z ∈ Dj z ⊥ xj}.
L’objet étudié par Kudla est le suivant :
Définition 3.4.2.1. Soit H un compact ouvert de G(Q̂) et g ∈ G(Q̂). On déﬁnit alors le
cycle Z(x, g;H) par
Z(x, g;H) :
{
Gx(Q)\Dx ×Gx(Q̂)/Hgx −→ G(Q)\D ×G(Q̂)/H
Gx(Q)(y, u)H
g
x 7−→ G(Q)(y, ug)HF̂×
,
où Hgx désigne Gx(Q̂) ∩ gHg−1.
Exemple Le cas qui nous intéresse dans cette thèse est le cas où n = 1, et où l’on
dispose d’un isomorphisme exceptionnel avec l’algèbre de quaternions B. C’est le cas que
nous décrivons dans la sous-section suivante.
Lien avec les tores T ◦b
Soit B/F l’algèbre de quaternions que nous avons considéré dans ce manuscrit. Soit
D0 ∈ F vériﬁant {
τj(D0) > 0 si j ∈ {1, r + 1, . . . , d}
τj(D0) < 0 si j ∈ [[ 2 ; r ]]
L’espace quadratique sur F
(V,Q) = (BTr=0,D0 · nr)
est isomorphe à (BTr=0,nr) et (V ⊗F,τj R, τj ◦D0 · nr) a pour signature
(1, 2) si j = 1
(2, 1) si j ∈ [[ 2 ; r ]]
(3, 0) si j ∈ [[ r + 1 ; d ]]
Soit G = ResF/QGSpin(V ). L’action de B× sur V par conjugaison induit un isomor-
phisme
B× ∼−→ GSpin(V )
b 7−→ (v 7→ bvb−1)
donc G ≃ ResF/Q(B×). L’espace symétrique D associé à G est un produit
D = D1 × · · · ×Dr
où Dj s’identiﬁe à l’espace symétrique de V ⊗F,τj R.
Soit x ∈ V vériﬁant
∀j ∈ [[ 1 ; d ]] τj(Q(x)) > 0,
et xj son image dans V ⊗F,τj R.
Proposition 3.4.2.2. L’ensemble
Dx = Dx1 × · · · ×Dxr
est un cycle spécial de D associé à l’extension quadratique K = F + Fx de F .
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Démonstration. En eﬀet, comme x ∈ V , on a Tr(x) = 0 et x2 = −nr(x) = −Q(x)D0 ∈ F×.
Soit j ∈ [[ 1 ; r ]]. On a τj(Q(x)) > 0 donc τj(x2) est du signe opposé de τj(D0). Ainsi τ1 se
ramiﬁe dans K tandisque τ2, . . . , τr se décomposent.
Dans ce cas le groupe Gx est isomorphe à K× et Z(x, 1;H) est l’image de K×\Dx ×
K̂×/H dans ShH(G,X)(C). L’espace Dx est naturellement multi-orienté par le choix des
orientations fait pour les Vj. En eﬀet les Dj , j ∈ [[ 2 ; r ]] sont des ensembles de plans positifs
orientés. Les éléments de Dxj sont donc des droites dont l’orientation est naturellement
induite par celle de Rxj.
Enﬁn remarquons que dans ce cas
Z(x, 1;H) = T 11 + t1(T
1
1 ).
où T 11 = [∪u∈π0(T (R))q(u) ·T ◦, 1]HF̂× .
On revient sur l’étude de ce cas à la toute dernière section de ce chapitre.
Série génératrice de Kudla
Nous revenons à présent au cas général où V est de dimension n sur F .
Soit t ∈ F vériﬁant
∀j ∈ [[ 1 ; r ]] τj(t) > 0.
On note
Ωt = {x ∈ V (F ), Q(x) = t}.
Remarquons que G(Q̂) agit par conjugaison sur Ωt.
Définition 3.4.2.3. Soit ϕ une fonction de Schwartz sur V (F̂ ). On suppose Ωt 6= ∅ et
on choisit x ∈ Ωt. On déﬁnit alors
Z(t, ϕ;H) =
∑
g∈Gx(Q̂)\G(Q̂)/HF̂×
ϕ(g−1 · x)Z(x, g;H)
Nous avons vu lors de la proposition 2.2.3.1 que les classes d’homologies cycles spéciaux
[Z(x, g;H)] ∈ Hr−1(ShH(G/Z,X)(C),C) étaient nulles dans le cas où n = 1. Ceci nous
empêche d’énoncer une conjecture dans l’esprit des travaux de Kudla/Millson. Il devrait
cependant exister une classe raﬃnée de cycles, analogue aux classes de Cheeger-Simons
par exemple, qui fournirait la conjecture suivante :
Conjecture 3.4.2.4. Il existe une classe de cycle raffinée {Z(t, ϕ;H)} de Z(t, ϕ;H) telle
que la série ∑
t∈OF
t>>0
{Z(t, ϕ;H)}qt
soit une forme modulaire de Hilbert de poids 3/2.
Une telle classe raﬃnée, pour être intéressante doit vériﬁer les trois propriétés sui-
vantes :
– ∃t ∈ OF , t >> 0 {Z(t, ϕ;H)} 6= 0.
– Une compatibilité vis à vis des plongements entre espaces quadratiques du type
Vx →֒ V .
– L’application d’Abel-Jacobi ne s’annule pas sur ces classes.
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Ces propriétés sont les propriétés essentielles satisfaites par les classes de Chow dans
l’article de Yuan, Zhang et Zhang. Comme ils considèrent des diviseurs sur une variété
projective lisse complexe, le groupe de Chow correspond à la cohomologie de Deligne. On
peut donc chercher notre classe raﬃnée parmi les analogues de la cohomologie de Deligne.
Si une telle classe de cycle existait, on pourrait appliquer la démarche de [YZZ09] pour
démontrer la conjecture ci-dessus, c’est-à-dire :
– Prouver, pour n > 2 ﬁxé l’analogue du résultat de Kudla/Millson [KM90] pour les
espaces quadratiques de signature à l’inﬁni (n, 2)× (n+1, 1)r−1 × (n+2, 0)d−r avec
r 6= 1.
– Procéder par récurrence descendante sur n en adaptant le résultat dû à W. Zhang.
– En déduire la conjecture dans le cas particulier où n = 0.
Dans ce procédé itératif, on voit apparaître l’analogue de la situation de Zagier dans
[Zag85]. En eﬀet considérons (W,Q) un espace quadratique de dimension 4 sur F et de
signature à l’inﬁni
(2, 2) × (3, 1)r−1 × (4, 0)d−r .
L’espace symétrique D associé à W est de dimension réelle 4+ 3× (r− 1) = 3r+1, et ses
composantes connexes peuvent s’identiﬁer à
H2 ×H(3) × · · · × H(3)
où H(3) désigne l’espace hyperbolique de dimension 3. On peut construire une variété
analytique réelle W de dimension 3r + 1 en considérant le quotient
G(Q)\D ×G(Q̂)/HF̂×.
Cette variété W joue le rôle de la surface modulaire de Hilbert de Zagier. En eﬀet,
soit x1 et x2 deux vecteurs de W tels que Q(x1) et Q(x2) soient totalement positifs. Alors
si V1 = x⊥1 et V2 = x⊥2 sont en position générale, ce sont des espaces de dimension 3, de
signature à l’inﬁni
(1, 2) × (2, 1)r−1 × (3, 0)d−r
qui fournissent deux variétés de Shimura quaternioniques V1 et V2 de dimension réelle
2r et se plongeant dans W comme des sous-variétés de codimension r + 1. Ces variétés
s’intersectent, en position générale, suivant des variétés de codimension 2r + 2 donc de
dimension r − 1, qui est la dimension de nos cycles spéciaux. V1 et V2 sont alors les
analogues des cycles de Hirzebruch-Zagier.
3.4.3 Un exemple d’énoncé du type Gross-Kohnen-Zagier
A propos de l’arbre de Bruhat-Tits Dans ce qui suit nous nous référons à [CJ] 1,
ainsi qu’à [Vig80] page 37 et suivantes.
Soit v une place de F . L’arbre de Bruhat-Tits de PGL2(Fv) a pour sommets les ordre
maximaux deM2(Fv). De tels ordres maximaux sont des anneaux d’endomorphismes de ré-
seaux de F 2v (c.f. [Vig80], lemme 2.1). Deux sommets O1 = End(L1) et O2 = End(L2) sont
liés par une arête (orientée de O1 vers O2) s’ils vériﬁent L2 ⊂ L1 et L1/L2 ≃ OFv/̟vOFv .
Les chemins de taille n correspondent alors aux ordres d’Eichler de niveau vn, si on consi-
dère l’intersection de ses extrémités.
1. Tous mes remerciements à Christophe Cornut pour m’avoir communiqué les résultats de ce preprint.
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Soit K/F une extension quadratique. Cette donnée permet de privilégier une organi-
sation de l’arbre de Bruhat-Tits décrit ci-dessus. Soit Ψ : Kv →֒ M2(Fv) un plongement
de Kv. Un tel plongement est dit de niveau N relativement à OKv s’il vériﬁe
Ψ(OKv ) = Ψ(Kv) ∩M0(N).
On ordonne alors l’arbre de Bruhat-Tits en « étages ». Chaque étage de l’arbre correspond
à un niveau de plongement relativement à OKv ; tous les ordres de même niveau sont dans
une même K×v -orbite. Les ordres maximaux de PGL2(Fv) qui se plongent maximalement
relativement à OKv sont situés au plus bas dans l’arbre.
Nous donnons une illustration de l’arbre suivant le type de ramiﬁcation de v dans K
aux ﬁgures 3.1, 3.2 et 3.3.
Un exemple. Rappelons que R est un ordre d’Eichler de B de niveau N+, que H =
(R⊗Z Ẑ)×. On suppose que K = F + Fx satisfait la condition de Heegner suivante :
Hypothèse 3.4.3.1. Pour tout p | N+ premier, p se décompose dans K et pour tout
p | N− premier, p est inerte dans K.
Posons
ϕ = 1
R̂Tr=0
.
On obtient ainsi une proposition analogue à la proposition A.I.1 de [Kud04], dans le cas
où N = 1, B = M2(F ), R = M2(OF ) et K = F + Fx est tel que K ∩ R = OK et
OK = OF +OFx :
Proposition 3.4.3.2. Si N = 1, B = M2(F ), H = R̂× avec R = M2(OF ) et si K est une
extension ATR (c’est-à-dire si r = d) telle que OK = OF +OFx, alors la série Z(t, ϕ;H)
s’identifie à
Z(x, 1;H) = T 11 + c1(T
1
1 ) = T
1
1 − εT 11 .
Remarque 3.4.3.3. Dans le cadre restreint de validité de la proposition ci-dessus, ε =
(−1)d et le cycle obtenu est nul si d est pair.
Démonstration. Par déﬁnition,
Z(t, ϕ;H) =
∑
g∈K̂×\B̂×/R̂×
1
R̂Tr=0
(g−1 · x)Z(x, g;H).
On est donc amené à déterminer les g ∈ K̂×\B̂×/R̂× vériﬁant g−1xg ∈ R̂Tr=0 c’est-à-dire
x ∈ gR̂Tr=0g−1. Mais
K̂×\B̂×/F̂×R̂× =
∏
v
′K×v \B×v /R×v =
∏
v
′K×v \B×v /F×v R×v
car F× ⊂ K×. On peut donc travailler localement en toute place sur Kv×\B×v /F×v R×v
qui s’identiﬁe aux K×v -orbites d’ordres maximaux de PGL2(Fv). On obtient la condition
locale
∀v xv ∈ gvRvgv−1.
Dans un premier temps considérons les gv ∈ B×v /R×v F×v tels que xv ∈ gvRvgv−1. Ce
sont les ordres maximaux qui contiennent xv, mais comme par hypothèse OK = OF+OFx,
on a l’équivalence
xv ∈ gvRvgv−1 ⇐⇒ gvRvgv−1 ∩Kv = OKv .
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c’est-à-dire que l’ordre maximal gvRvgv−1 est maximalement plongé dans Kv : il est de
conducteur 0 et s’identiﬁe à un des nœuds de conducteur 0 dans l’arbre de Bruhat-Tits.
Mais tous les nœuds de même conducteur sont dans une même orbite sous K×v , ainsi on a
nécessairement
∀v gv = 1 ∈ K×v \B×v /F×v R×v .
Ceci montre que
Z(t, ϕ;H) = Z(x, 1;H)
Comme l’espace Dx1 est constitué de deux points, Z(x, 1;H) s’identiﬁe naturellement à
T 11 + c1(T
1
1 ) = T
1
1 − εT 11 d’après la proposition 3.4.1.2.
Remarque 3.4.3.4. Soit ̟v une uniformisante de Fv. Si on suppose que OKv = OFv +
OFv̟−nvv xv, le même argument montre qu’il y a nv+1 possibilités de K×v -orbites d’ordres
maximaux pour gv. On peut ainsi calculer le nombre de termes dans la somme Z(t, ϕ;H).
Ainsi si OF + OFx est de conducteur un idéal c, le nombre d’élément dans la somme
Z(t, ϕ;H) est égal au produit
∏
v(kv + 1) où kv est la valuation en ̟v de c.
Dans le cas où N = N+N− 6= 1 est premier à dK/F et satisfait les hypothèses de
l’exemple 1.1.1.1 et l’hypothèse 3.4.3.1, on obtient la proposition suivante, valable même
si B 6= M2(F ) pour R ordre d’Eichler de niveau N+ et K tel que OK = OF +OFx :
Proposition 3.4.3.5. Soit N le conducteur de E. Si N est premier à dK/F , alors
Z(t, ϕ;H) =
∏
v|N
(1 + invv(B)εv)Z(x, 1;H)
Démonstration. La preuve est analogue à celle de la proposition 3.4.3.2. Calculons dans un
premier temps le nombre de termes intervenant dans Z(t, ϕ;H). On doit donc déterminer
pour tout v le nombre de K×v -orbites de segments orientés de taille N+ dans l’arbre de
Bruhat-Tits, qui correspondent au nombre de gv tels que
xv ∈ gvRvgv−1.
– Si v ∤ N , le calcul fournit à la proposition 3.4.3.2 montre qu’il n’y a dans ce cas
qu’une seule orbite.
– Si v | N−, par hypothèse Bv est ramiﬁé et v est inerte dans K. Dans ce cas on sait
que K×v \B×v /R×v F×v = {1, πv} où πv ∈ B×v est un élément de norme réduite ̟v. Cet
élément correspond à l’involution d’Atkin-Lehner.
– Si v | N+, v est décomposée dans K et l’arbre correspond à la ﬁgure 3.1. Notons
vδ le niveau de l’ordre Rv. Tout ordre d’Eichler de niveau vδ est l’intersection des
extrémités d’un chemin orienté de l’arbre de taille δ. De même qu’à la proposition
3.4.3.2, ces ordres sont par hypothèse maximalement plongés dans Kv, et la totalité
de l’arrête correspondant à gvRvgv−1 est incluse dans le « sol » de l’arbre. Comme
K×v agit par translation sur cet étage, il y a exactement deuxK×v -orbites dans l’arbre
correspondant à gv. Ces deux classes sont données par leur orientation : on obtient
eux éléments g+v et g
−
v échangés par l’involution d’Atkin-Lehner correspondant à
la matrice
(
0 ̟v
1 0
)
.La place v contribue donc pour deux termes dans la somme
Z(t, ϕ;H).
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Au ﬁnal, si n désigne le nombre d’idéaux premiers intervenant dans la décomposition
de N , la somme Z(t, ϕ;H) comporte 2n éléments. notons W l’ensemble de ces éléments.
Par déﬁnition, Z(x, g;H) = [·g]Z(x, 1;H). Rappelons que le calcul mené lors de la pro-
position 3.4.1.2 précise le signe dans l’action des opérateurs d’Atkin-Lehner. On obtient
donc comme annoncé
Z(t, ϕ;H) =
∑
g∈W
[·g]Z(x, 1;H) =
∏
v|N
(1 + invv(B)εv)Z(x, 1;H).
Une conjecture concernant les points de Darmon Supposons pour ﬁnir ce chapitre
que E(F ) est de rang 1. Nous noterons P0 un générateur de sa partie libre. Pour tout
t ∈ OF totalement positif, tel que (t) est sans facteur carré et est premier à dK/F , notons
K[t] l’extension quadratique
K[t] = F (
√
−D0t),
qui satisfait les hypothèses de ramiﬁcation pour la construction des points de Darmon.
Notons Pt,1 le point de Darmon obtenu pour ce corps K[t] et de niveau b = 1. Enﬁn, soit
Pt = TrK[t]+1 /F
Pt,1.
Le point Pt est alors dans E(F ) et il existe un entier [Pt] ∈ Z tel que
Pt = [Pt]P0.
L’énoncé attendu, dans l’esprit de la conjecture 5.3 de [DT08] est alors le suivant :
Conjecture 3.4.3.6. Il existe une forme modulaire de Hilbert g de poids 3/2 tel que les
[Pt] soient proportionnels à certains coefficients de Fourier de g.
Remarque 3.4.3.7. En poussant l’analogie avec le théorème de Gross-Kohnen-Zagier, on
s’attend à ce que les coeﬃcients [Pt] soient essentiellement les racines carrées de valeurs
spéciales de fonctions L(E−D0 , χ, s) où E−D0 est la tordue de E par −D0 et χ parcourt
certains caractères quadratiques de F de signature (1, 1, . . . , 1).
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Figure 3.1 – Arbre de Bruhat-Tits de PGL2(Fv) pour v décomposée.
Figure 3.2 – Arbre de Bruhat-Tits de PGL2(Fv) pour v ramiﬁé.
Figure 3.3 – Arbre de Bruhat-Tits de PGL2(Fv) pour v inerte.
Chapitre 4
Opérateurs de Hecke archimédiens
Nous avons introduit une opération sur les formes diﬀérentielles d’une variété de Shi-
mura lors de la notation 1.1.4.2. Cet opération, à valeur dans une somme directe externe
d’espaces vectoriels est construite à partir des application tj . Dans ce court chapitre, nous
construisons une variété analytique SH(C) qui permet de réaliser la projection ω 7→ ωβ
de la notation 1.1.4.2 comme étant à valeur dans un espace de forme diﬀérentielles holo-
morphes sur SH(C).
Les références pour cette section sont [Mil90, Mil05] et [Del71].
Rappels sur les espaces symétriques presque complexes
Nous aurons besoin par la suite de la notion de structure presque-complexe sur une
variété, que nous rappelons ici :
Définition 4.0.3.1. SoitM une variété analytique réelle. Une structure presque-complexe
sur X est la donnée d’une application
∀p ∈M Jp : TgtpM −→ TgtpM
vériﬁant
∀p ∈M J2p = −1.
Structure analytique presque-complexe sur X
Expliquons maintenant comment munir X d’une structure analytique complexe. Soit
X+ une composante connexe de X. Il y en a un nombre ﬁni, et si nous les munissons
toutes de la même manière d’une structure analytique complexe, nous aurons déﬁni une
telle structure pourX tout entier. Suivons pour cela [Mil90]. Rappelons que G(R)+ désigne
la composante neutre de G(R).
Soit h ∈ X+ et Kh le sous-groupe de G(R)+ ﬁxant h pour l’action de conjugaison.
L’action de G(R)+ sur X+ induit une bijection
G(R)+/Kh
∼−→ X+,
qui fournit àX+ une structure de variété analytique réelle. CommeKh est ﬁxé par ad(h(i)),
l’hypothèse SD3 montre que Kh est compacte modulo son centre.
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Exemple 4.0.3.2. Au chapitre précédent nous avons utilisé le fait que Khcan était iso-
morphe, via les κi, au groupe (R×SO2(R))r × (H×)d−r.
Soit kh = Lie(Kh). L’espace Lie(G) se décompose en
Lie(G) = kh + lh,
où kh (resp. lh) est l’espace propre pour l’action de ad(h(i)) sur Lie(G) associé à 1 (resp.
−1).
Le choix de la structure analytique réelle sur X+ permet d’identiﬁer lh à l’espace
tangent Tgth(X
+) de X+ en h. On peut alors munir X+ de deux structures analytiques
presque-complexes diﬀérentes.
1. La première, que l’on notera X+can, en imposant que l’action de i sur Tgth(X
+)
corresponde à l’action de h(ei
pi
4 ) sur lh.
2. La seconde, que l’on notera X+antican, en imposant que l’action de i sur Tgth(X
+)
corresponde à l’action de h(e−i
pi
4 ) sur lh.
Quelque soit le choix parmi ces deux structures complexes, X+ devient un espace
symétrique hermitien. Le premier choix semble être le plus présent dans la littérature.
Pour munir X d’une structure analytique complexe, il suﬃt maintenant de munir
toutes ses composantes connexes X+ du même type de structure X+can ou X
+
antican. On
obtient ainsi deux structures analytique sur X, notées Xcan et Xantican.
Exemple 4.0.3.3. Supposons que F = Q et B = M2. Dans ce cas G = GL2 et il existe
deux classes de G(R)-conjugaison de morphismes h : S −→ GR vériﬁant SD1−3. La classe
X de
hcan : x+ iy 7−→
(
x y
−y x
)
,
et la classe Y de h−1can. Nous munirons systématiquement X de sa structure analytique
complexe Xcan et Y de sa seconde structure analytique complexe. Nous pouvons alors
désigner sans conﬂit Xantican la classe Y munie de sa structure complexe, c’est-à-dire
Xantican := Yantican.
Union de variétés de Shimura
Dans cette sous-section, nous munissons une certaine union de variétés de Shimura
d’une structure analytique complexe SH(C). Cette structure permet de voir les opérateurs
de Hecke archimédien comme des application holomorphes sur cette variété SH(C).
Rappelons que
G(R) = (B ⊗F R)× ≃ G1(R)× · · · ×Gd(R),
où G1(R), . . . Gr(R) sont isomorphes à GL2(R) et Gr+1, . . . , Gd(R) sont isomorphes à H×.
Nous ne nous ﬁxons pas d’isomorphismes dans cette section.
Remarque 4.0.3.4. Les groupesG1(R), . . . Gr(R) ont chacun deux composantes connexes
tandis que les Gr+1, . . . , Gd(R) sont connexes.
Tout morphisme
h : S −→ GR
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se décompose en h = (h1, . . . , hd), où
hj : S −→ Gj,R
est obtenu en composant h avec la projection GR → Gj,R. Le groupe Gj,R est un groupe
algébrique sur R, isomorphe à GL2 ou à H× suivant que j ∈ [[ 1 ; r ]] ou j ∈ [[ r + 1 ; d ]]. Les
morphismes h1, . . . , hr fournissent des structures de Hodge sur R2. Nous serons ammenés
à faire l’hypothèse SD’1 suivante, qui permet de considérer uniquement les morphismes
analogues à ceux de la section 1.1.2, c’est-à-dire que les morphismes h1, . . . , hr sont ceux
du type de l’exemple 4.0.3.3.
∀j ∈ [[ 1 ; r ]] Gj,R est de type {(1, 0), (0, 1)} ou {(−1, 0), (0,−1)}
∀j ∈ [[ r + 1 ; d ]] hj est trivial. (SD1’)
Remarque 4.0.3.5. Soit j ∈ [[ 1 ; r ]]. Dire que Gj,R est de type {(−1, 0), (0,−1)} revient
à dire que l’on a muni R2 d’une orientation, si on se ﬁxe un isomorphisme entre Gj,R et
GL2.
Soit X l’ensemble des morphismes h : S→ GR vériﬁant SD1’ et SD2-3 :
X = {h : S −→ GR, SD1′, SD2, SD3}.
Pour tout sous-groupe compact ouvert H de B̂× on note SH(C) la variété analytique
réelle suivante
SH(C) = G(Q)\X ×G(Af )/H = B×\X × B̂×/H,
où l’action de B× à gauche et de H à droite est déﬁnie par
∀k ∈ B× ∀h ∈ H ∀(x, b) ∈ X × B̂× k · (x, b) · h = (kx, kbh).
Le paragraphe ci-dessous explique comment munir SH(C) d’une structure presque-
complexe.
Remarque 4.0.3.6. Grâce à l’hypothèse SD’1, les morphismes h ∈ X sont tels que pour
j ∈ [[ 1 ; r ]] hj = hcan ou hj = h−1can.
Compatibilité des structures complexes
Fixons un morphisme hcan : S −→ GR. Soit h : S −→ GR un morphisme de X . On peut
écrire h = (h1, . . . , hd) avec hj : S −→ Gj(R). Si j ∈ [[ r + 1 ; d ]] alors hj est trivial par
hypothèse. Si j ∈ [[ 1 ; r ]] il y a deux possibilités : soit hj est dans la classe de conjugaison
X+j de hcan,j, soit dans celle de h
−1
can,j, notée X
−
j . On déﬁnit alors le morphisme suivant :
ε :

{τ1, . . . , τr} −→ {±1}r
τj 7−→
{
+1 si hj ∈ X+j
−1 si hj ∈ X−j
.
Nous noterons alors Xε la classe de conjugaison de h. La classe Xε est munie d’une
structure analytique complexe de la façon suivante. On décompose Xε en un produit∏r
j=1X
ε(τj)
j et on munit X
ε(τj)
j de la structure Xcan si ε(τj) = 1, de la structure Xantican
sinon.
Le lien entre les diﬀérents Xε tient dans la proposition suivante :
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Proposition 4.0.3.7. L’application
Xε −→ X−ε
h 7−→ h−1
est anti-holomorphe.
Démonstration. Comme le groupe G est naturellement un produit, il suﬃt de vériﬁer la
condition d’antiholomorphie au neutre de chaque facteur. Notons Lie(Gi(R)) = li + ki
la décomposition de Lie(Gi) en espaces propres pour ad(h(i)), li étant l’espace ﬁxe. Le
diagramme suivant
Gi(R)
g 7−→g−1 //
Ad(hi(e
i pi
4 ))

Gi(R)
Ad(hi(e
i pi
4 )−1)

Gi(R)/Khi
g 7−→g−1
// Gi(R)/Kh−1i
se diﬀérentie en le diagramme suivant :
li + ki
g 7−→−g //
ad(hi(e
i pi4 ))

li + ki
ad(hi(e
i pi4 )−1)

TgteGi(R)/Khi g 7−→−g
// TgteGi(R)K
h−1
i
Ce dernier diagramme anti-commute. En eﬀet, comme Ad(hi(ei
pi
4 )−1) =
(
Ad(hi(e
ipi
4 ))
)
−1,
on a ad(hi(ei
pi
4 )−1) = −ad(hi(eipi4 )) donc si v ∈ li + ki on a
ad(hi(e
ipi
4 )−1)(−v) = v = −
[
−ad(hi(ei
pi
4 ))(v)
]
et le diagramme anticommute.
Action de G(R)
L’hypothèse SD’1 ci-dessus fournit la proposition suivante
Proposition 4.0.3.8. Il y a exactement 2r orbites sous l’action de G(R) par conjugaison
sur X .
Démonstration. L’hypothèse SD’1 impose exactement deux choix de type de Hodge pour
les facteurs de X . Comme l’action par conjugaison conserve le type de Hodge, on obtient
exactement deux classes de Gj(R)-conjugaison possibles de morphismes hj : S → Gj,R si
j ∈ [[ 1 ; r ]] et une seule si j ∈ [[ r + 1 ; d ]]. Ce qui fournit bien 2r classes de conjugaisons
diﬀérentes.
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Nous noterons (Xε)ε:{τ1,...τr}→{±1} l’ensemble des 2
r classes de G(R)-conjugaison de X .
Pour tout ε : {τ1, . . . τr} → {±1}, le couple (G,Xε) est une donnée de Shimura. On a alors
la
Proposition 4.0.3.9. SH(C) est l’union disjointe de 2r variétés de Shimura ayant même
structure analytique réelle :
SH(C) =
∐
ε:{τ1,...τr}→{±1}
ShH(G/Z,Xε)(C).
Démonstration. La preuve de cette décomposition découle immédiatement des déﬁnitions
de SH(C) et ShH(G/Z,X)(C).
Formes différentielles
De manière analogue au cas des variétés de Shimura, la variété SH(C) n’est lisse que
si H est suﬃsamment petit. On est alors amené à faire le même abus de langage qu’à
la section 1.1.4 pour parler de formes diﬀérentielles de degré r sur SH(C). On a alors la
proposition suivante, qui est une conséquence de la proposition 4.0.3.9, et de l’aspect local
du faisceau des diﬀérentielles.
Proposition 4.0.3.10. Le faisceau des formes différentielles holomorphes de degré r sur
SH(C) se décompose de la façon suivante :
Ωr(SH(C)) =
⊕
ε:{τ1,...,τr}→{±1}
Ωr(ShH(G/Z,Xε)(C)).
Action de Aut(S)
Le groupe Aut(S) a 4 éléments :
Aut(S) = {id, −id, c, −c},
où c coincide sur S(R) = C× avec la conjugaison complexe.
Le groupe Aut(S) agit sur X de la façon suivante :
∀α ∈ Aut(S) ∀x+ iy ∈ S(A) ∀h ∈ X α · h(x+ iy) = h(α(x+ iy)).
En particulier, on a la proposition suivante :
Proposition 4.0.3.11. Soit ε : {τ1, . . . , τr} → {±1}r. L’application
Xε −→ Xε
h 7−→ h ◦ c
est anti-holomorphe.
Démonstration. De manière analogue à la preuve de la proposition 4.0.3.7, le groupe G est
naturellement un produit, et il suﬃt de vériﬁer la condition d’antiholomorphie au neutre
de chaque facteur. Remarquons tout d’abord que le morphisme h ◦ c a même type de
Hodge que h, donc l’application annoncée dans la proposition est bien déﬁnie. Notons
Lie(Gi(R)) = li+ ki la décomposition de Lie(Gi) en espaces propres pour ad(h(i)), li étant
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l’espace ﬁxe. Fixons un isomorphisme entre Gi(R) et GL2(R) et M ∈ GL2(R) la matrice(
0 1
−1 0
)
. Le diagramme suivant
Gi(R)
Ad(M) //
Ad(hi(e
i pi
4 ))

Gi(R)
Ad(hi(e
i pi
4 ))

Gi(R)/Khi = Xi h 7→h◦c
// Gi(R)/Khi = Xi
commute car M · h =MhM−1 = h ◦ c et se diﬀérentie en le diagramme suivant :
li + ki
ad(M) //
ad(hi(e
i pi4 ))

li + ki
ad(hi(e
i pi4 ))

TgteGi(R)/Khi
// TgteGi(R)Khi
Ce dernier diagramme anti-commute. En eﬀet, Ad(M)Ad(hi(ei
pi
4 )) = Ad(h◦c(eipi4 ))Ad(M) =
−Ad(h(eipi4 )).
Remarque 4.0.3.12. Chaque facteur Xε(τj )j comporte deux composantes connexes qui
sont permutées par l’application hj 7→ hj ◦ c.
Opérateurs de Hecke archimédiens
Fixons-nous j ∈ [[ 1 ; r ]] et ε : [[ 1 ; r ]]→ {±1}r. Soit ε′ l’application déﬁnie par
ε′(τl) =
{
ε(τl) si l 6= j
−ε(τl) si l = j
Soit h : S → GR que l’on décompose en (h1, . . . , hr) où hl : S → GR,l. Posons h′ =
(h′1, . . . , h′r) où
h′l =
{
hl si l 6= j
h−1l ◦ c si l = j
D’après les propositions 4.0.3.7 et 4.0.3.11, l’application
tj :
{
Xε −→ Xε′
h 7−→ h′
est bien déﬁnie et holomorphe, car holomorphe sur chaque facteur. Elle induit une appli-
cation holomorphe
tj : X −→ X .
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Définition 4.0.3.13. On appelle opérateur de Hecke archimédien le tiré en arrière t∗j de
tj à SH(C).
Chapitre 5
Où l’on fixe des isomorphismes
Le but de ce chapitre est de réécrire ce les résultats des chapitres précédents lorsque
l’on choisit des isomorphismes entre B ⊗F,τj R et M2(R) pour j ∈ [[ 1 ; r ]].
Nous commençons par reprendre la déﬁnition des opérateurs de Hecke archimédiens
du chapitre 4, puis nous explicitons leur action sur les formes modulaires de Hilbert. Enﬁn
nous illustrons les cycles spéciaux et les variétés de Shimura orthogonales.
5.1 Structure analytique « concrète »
Dans la suite de cette section, nous nous ﬁxons des isomorphismes
κi : Bτi = B ⊗F,τi R ∼−→ M2(R) si i ∈ [[ 1 ; r ]]
κi : Bτi = B ⊗F,τi R ∼−→ H si i ∈ [[ r + 1 ; d ]]
qui permettent d’identiﬁer une classe de G(R)-conjugaison X de morphismes de S→ GR
avec (C\R)r. Nous expliquons ci-dessous de quelle manière cette identiﬁcation peut être
rendue compatible avec le choix des structures complexes Xε.
Structures complexes sur (C\R)r
Soit ε : {τ1, . . . , τr} → {±1}r une application. Nous désignerons par ((C\R)r, ε) l’es-
pace (C\R)r muni de la structure complexe suivante :
– Si pour j ∈ [[ 1 ; r ]], ε(τj) = 1, le j-ième facteur C\R est muni de la structure
complexe habituelle, pour laquelle l’application z 7→ z est holomorphe.
– Si ε(τj) = −1, on muni le j-ième facteur C\R de la structure complexe pour laquelle
l’application z 7→ z est holomorphe.
Compatibilité des structures complexes
Soit h : S −→ GR un morphisme. En identiﬁant le produit G1,R × · · · × Gr,R à GLr2,
les r premiers facteurs des éléments g = (g1, . . . , gd) de GR agissent par homographie sur
(C\R)r. On se ﬁxe un morphisme canonique
hcan : S −→ GR ≃ GLr2 × (H×)d−r
déﬁni sur les points complexes par
x+ iy 7−→
((
x y
−y x
)
, . . . ,
(
x y
−y x
)
, 1 . . . , 1
)
.
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On peut ainsi parler de la classe Xε de h déﬁnie par rapport à ce morphisme hcan, que
l’on muni de sa structure analytique complexe déﬁnie à la section précédente. Ainsi, tous
les éléments de Xε sont conjugués d’un même morphisme hε vériﬁant, sur chaque facteur
de Xε :
hε,j = h
ε(τj)
can,j.
Le choix des structures complexes sur ((C\R)r, ε) est alors justiﬁé par la proposition
suivante.
Proposition 5.1.0.1. L’application
Xε −→ ((C\R)r, ε)
ghεg
−1 7−→ (g · i, . . . , g · i)
est un isomorphisme de variétés analytiques complexes.
Démonstration. Ceci découle de la déﬁnition de la structure analytique presque-complexe
de Xε.
Remarque 5.1.0.2. On voit ainsi que X est de dimension réelle 2r, et on obtient des
cartes dans lesquelles les propositions 4.0.3.7 et 4.0.3.11 ont une démonstration plus claire :
dans ces cartes, l’application h 7→ h−1 correspond z 7→ z de ((C\R)r, ε) dans ((C\R)r,−ε)
qui est antiholomorphe et h 7→ h ◦ c correspond a z 7→ z, de ((C\R)r, ε) dans lui-même,
aussi antiholomorphe.
Opérateurs de Hecke archimédiens sur (C\R)r
A l’aide de la proposition 5.1.0.1 nous pouvons maintenant donner une version plus
concrète de la proposition 4.0.3.13.
Proposition 5.1.0.3. L’application tj : Xε −→ Xε′ de la définition 4.0.3.13 correspond,
via l’isomorphisme décrit à la proposition 5.1.0.1 à l’application suivante :
tj :
((C\R)r, ε) −→ ((C\R)r, ε′)
(z1, . . . , zr) 7−→ (z1, . . . , zj , . . . , zr) .
Démonstration. Soit j ∈ [[ 1 ; r ]]. Par déﬁnition ε(τl) = ε′(τl) si l 6= j, l’application tj ,
restreinte aux facteurs Xl, l 6= j est l’identité. Supposons par exemple que ε(τj) = 1. Dans
ce cas, hj : S→ Gj,R est dans la classe de
hcan,j : x+ iy 7−→
((
x y
−y x
)
, . . . ,
(
x y
−y x
)
, 1 . . . , 1
)
.
Soit g =
(
a b
c d
)
∈ Gj(R) ≃ GL2(R), tel que hj = ghcan,jg−1. D’une part, le morphisme
hj correspond alors au point g · i = ai+bci+d = z de C\R. D’autre part, l’application tj envoie
hj = ghcan,jg
−1 sur hj−1 ◦ c = gh−1can,j ◦ cg−1. Soit x+ iy ∈ C×. On a
h−1can,j ◦ c(x+ iy) = h−1can,j(x− iy) =
(
x −y
y x
)−1
=
1
x2 + y2
(
x y
−y x
)
.
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Cette dernière matrice s’écrit encore
1
x2 + y2
(
1 0
0 −1
)(
x −y
y x
)(
1 0
0 −1
)
=
(
1 0
0 −1
)
h−1can,j(x+ iy)
(
1 0
0 −1
)
.
Ceci montre que le morphisme gh−1can,j ◦ cg−1 = g
(
1 0
0 −1
)
h−1can,j
(
1 0
0 −1
)
g−1 s’iden-
tiﬁe au nombre g ·
((
1 0
0 −1
)
· i
)
= g · (−i) = −ai+b−ci+d = z.
Remarque 5.1.0.4. L’application z 7→ −z étant holomorphe, on aurait pu faire en sorte
que la proposition ci-dessus aﬃrme que tj(z) = (z1, . . . ,−zj , . . . , zr), ce qui correspond aux
applications utiliser par Darmon dans [Dar04]. Ce choix n’a pas vraiment de signiﬁcation
comme le montre l’exemple suivant.
Exemple 5.1.0.5. Prenons le cas où F = Q,H = U0(N) etB = M2(Q). Alors ShH(G/Z,X)(C)
est la courbe modulaire X0(N). La conjugaison complexe correspond a priori à z 7→ −z.
En eﬀet :
q = e2iπz 7→ e2iπz = e−2iπz .
Notons Γ±0 (N) =
{(
a b
c d
)
∈ GL2(Z), N | c
}
. On a
{
Γ0(B)\H ∼−→ Γ±0 (N)\(C\R)
Γ0(N)z 7−→ Γ±0 (N)z
Mais
(
1 0
0 −1
)
∈ Γ±0 (N) donc Γ±0 (N)z = Γ±0 (N)(−z), ce qui montre que la conjugaison
complexe sur X0(N) provient aussi de z 7→ z.
5.2 Opérateurs de Hecke archimédiens
5.2.1 Opérateurs de Hecke archimédiens et formes automorphes
Définition 5.2.1.1. Soit g = (g∞, gf ) ∈ G(R) × B̂× où on identiﬁe G(R) à GL2(R)r ×
(H×)d−r. Pour j ∈ [[ 1 ; r ]], notons ε′ l’élément de {±1}r déﬁni par ε′i = εi si i 6= j et
ε′j = −εj. L’aplication
Tj : (S
ε
2)
H −→ (Sε′2 )H
vériﬁant
Tjϕ(g) = ϕ
g∞ ×

(
1 0
0 1
)
. . .
(
1 0
0 −1
)
︸ ︷︷ ︸
j
. . .
(
1 0
0 1
)
, 1 . . . 1
 , gf

est appleé opérateur de Hecke archimédien.
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On déﬁnit Tj : Γ(ShH(G/Z,X)(C), (ΩanH )
ε) −→ Γ(ShH(G/Z,X)(C), (ΩanH )ε
′
) par le
diagramme suivant :
(Sε2)
H
Tj //
∼

(Sε
′
2 )
H
∼

Γ(ShH(G/Z,X)(C),Ω
an,ε
H ) Tj
// Γ(ShH(G/Z,X)(C),Ω
an,ε′
H )
où les ﬂêches verticales sont données par la proposition 1.2.2.5.
La proposition suivante explicite les Tj :
Proposition 5.2.1.2. Soit, pour j ∈ [[ 1 ; r ]], tj l’application
tj :
{
(C\R)r −→ (C\R)r
(z1, . . . , zj , . . . , zr) 7−→ (z1, . . . , zj, . . . , zr)
Alors
∀ω ∈ Γ(ShH(G/Z,X)(C), (ΩanH )ε) Tj(ω) = t∗j(ω).
Démonstration. Soit α ∈ B̂×, Γα = αHα−1 ∩ G(Q) et Γα = Im (Γα → PGL2(R)r).
L’application
uα :
{
Γα\(C\R)r −֒→ ShH(G/Z,X)(C)
Γαx 7−→ [x, α]HF̂×
est un plongement ouvert. Soit ω ∈ Γ(ShH(G/Z,X)(C), (ΩanH )ε). La proposition 1.2.2.5
montre qu’il existe ϕ ∈ (Sε2)H , tel que le tiré en arrière de la restriction de ω à Im (uα)
soit
φα(z)dzε =
1
y1 . . . yr
ϕ
(((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
)
, α
)
dzε.
Notons par commodité ωϕ la forme ω pour indiquer sa dépendence en ϕ.
Par déﬁnition, on a avec la même notation Tjωϕ = ωTjϕ et
u∗α(Tjωϕ) = u
∗
α(ωTjϕ)
=
1
y1 . . . yr
(Tjϕ)
(((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
)
, α
)
dzε
′
=
1
y1 . . . yr
ϕ
(((
y1 x1
0 1
)
, . . . ,
(
−yj xj
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
)
, α
)
dzε
′
= (yj 7→ −yj)∗(φα(z)dzε)
= t∗τj (u
∗
α(ωϕ)),
ce qui est le résultat annoncé.
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La proposition suivante montre que les opérateurs de Hecke archimédiens commutent
aux correspondances de Hecke.
Proposition 5.2.1.3. On a
∀g ∈ B̂× ∀j ∈ [[ 1 ; r ]] ∀ω ∈ Γ(ShH(G/Z,X)(C),ΩanH )ε [·g]∗ ◦ Tj(ω) = Tj ◦ [·g]∗(ω).
Démonstration. Soit g ∈ B̂×, et j ∈ [[ 1 ; r ]]. D’après la proposition 1.2.2.5 il suﬃt de
montrer que les applications [·g]∗ et Tj commutent sur l’espace (Sε2)H .
Soit a = (a∞, af ) ∈ BA = G(R)× B̂×. D’une part
[·g]∗ϕ(a) = ϕ(a∞, afg),
d’autre part
Tjϕ(a) = ϕ
a∞ ×

(
1 0
0 1
)
. . .
(
1 0
0 −1
)
︸ ︷︷ ︸
j
. . .
(
1 0
0 1
)
, 1 . . . 1
 , af
 .
Ainsi
Tj ◦ [·g]∗ϕ(a) = [·g]∗ ◦ Tjϕ(a) = ϕ
(
a∞ ×
((
1 0
0 1
)
. . .
(
1 0
0 −1
)
︸ ︷︷ ︸
j
. . .
(
1 0
0 1
)
, 1 . . . 1
 , afg
 .
Proposition 5.2.1.4. On a
∀g ∈ B̂× [·g]∗(ωβ) = ([·g]∗ω)β .
Démonstration. Ceci est une application directe de la proposition 5.2.1.3.
5.2.2 Opérateurs de Hecke archimédiens et formes modulaires de Hil-
bert
Dans cette section, explicitons les opérateurs de Hecke archimédiens dans le cas où
h+F = 1 et H est de la forme U0(N).
Rappelons que si X+ est une composante connexe de X et C un ensemble de repré-
sentants de G(Q)+\B̂×/H, alors ShH(G/Z,X)(C) se décompose en
∐
α∈C Γα
+\X+ (c.f.
équation 1.1 dans la preuve de la proposition 1.2.2.4). Comme
∣∣∣G(Q)+\B̂×/H∣∣∣ = h+F = 1,
sous les hypothèses de cette section, ShH(G/Z,X)(C) est connexe.
Nous supposons dans un premier temps que B = M2(F ) et r = d, pour retrouver les
opérateurs introduits par Darmon.
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Opérateurs de Hecke archimédiens, si h+F = 1, B = M2(F ), r = d et H = U0(N)
Rappelons que Tj : (Sε2)
H −→ (Sε′2 )H est déﬁni par
Tjϕ(g) = ϕ
g∞ ×

(
1 0
0 1
)
. . .
(
1 0
0 −1
)
︸ ︷︷ ︸
j
. . .
(
1 0
0 1
)
, 1 . . . 1
 , gf
 ,
où g = (g∞, gf ) ∈ G(R)× B̂×.
Soit j ∈ [[ 1 ; r ]]. Comme h+F = 1, il existe une unité ε ∈ O×F vériﬁant τi(ε) > 0 si i 6= j
et τj(ε) < 0. Soient z1, . . . , zd ∈ H que l’on écrit zk = xk + iyk. La forme automorphe
ϕ ∈ SH2 (GL2(FA)) correspond à la forme modulaire de Hilbert
φ : (z1, . . . , zd) 7→ 1
y1 . . . yd
ϕ
(((
y1 x1
0 1
)
, . . . ,
(
yd xd
0 1
))
, 1f
)
,
et ϕ′ = Tjϕ à
φ′ : (z1, . . . , zd) 7→ 1
y1 . . . yd
ϕ′
(((
y1 x1
0 1
)
, . . . ,
(
yd xd
0 1
))
, 1f
)
Si g ∈ FA, alors comme le poids est pair en toutes les variables, on a
ϕ′(g) = ϕ
(
g × τj
(
1 0
0 −1
))
= ϕ
(
g × τj
(
−1 0
0 1
))
.
De plus, comme
(
ε 0
0 1
)
∈ GL2(F ) = B×,
ϕ′(g) = ϕ
((
ε 0
0 1
)
× g × τj
(
−1 0
0 1
))
.
Ainsi, puisque
(
ε 0
0 1
)
f
∈ U0(N), on obtient :
ϕ′
(((
y1 x1
0 1
)
, . . . ,
(
yd xd
0 1
))
, 1f
)
= ϕ
(((
τ1(ε)y1 τ1(ε)x1
0 1
)
, . . . ,
(
−τj(ε)yj τj(ε)xj
0 1
)
, . . .
. . . ,
(
τd(ε)yd τd(ε)xd
0 1
))
,
(
ε 0
0 1
)
f

= ϕ
(((
τ1(ε)y1 τ1(ε)x1
0 1
)
, . . . ,
(
−τj(ε)yj τj(ε)xj
0 1
)
, . . .
. . . ,
(
τd(ε)yd τd(ε)xd
0 1
))
, 1f
)
= −τ1(ε)τ2(ε) . . . τd(ε)φ(τ1(ε)z1, . . . , τj(ε)zj , . . . , τd(ε)zd).
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Mais τ1(ε)τ2(ε) . . . τd(ε) = NF/Q(ε) = −1 ; donc
φ′(z1, . . . , zd) = φ(τ1(ε)z1, . . . , τj(ε)zj, . . . , τd(ε)zd)
et la forme diﬀérentielle ωTjϕ est la forme notée ω
(1,...,−1,...,1)
f par Darmon dans [Dar04],
page 87, à une normalisation près.
Opérateurs de Hecke archimédiens, si h+F = 1, B 6= M2(F ) et H = U0(N).
Dans ce dernier paragraphe, on explicite le même calcul, dans le cas où B 6= M2(F ).
Ce calcul présente un intérêt en vu de calculs eﬀectifs.
On se ﬁxe des isomorphismes κk : B ⊗F,τk R ∼−→ M2(R) pour 1 6 k 6 r. Comme
|C| = 1 pour tout j ∈ {1, . . . , r} il existe des éléments aj ∈ B× ∩H vériﬁant
∀k ∈ {1, . . . , r} sgn detκk(aj ⊗F,τk 1) =
{
+1 sij 6= k
−1 sij = k .
Remarquons que dans le cas où B =M2(F ) on pouvait prendre aj =
(
εj 0
0 1
)
.
Soit g ∈ FA comme les formes sont de poids pair, on a :
ϕ′(g) = ϕ
(
g × τj
(
1 0
0 −1
))
= ϕ
(
g × τj
(
−1 0
0 1
))
,
et comme aj ∈ G(Q) ∩H,
ϕ′(g) = ϕ
(
aj × g × τj
(
−1 0
0 1
))
.
Il vient
ϕ′
(
1f ,
((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1 . . . , 1
))
= ϕ
((
κ1(aj ⊗F,τ1 1)
(
y1 x1
0 1
)
, . . . , κj(aj ⊗F,τj 1)
(
−yj xj
0 1
)
, . . .
. . . , κr(aj ⊗F,τr 1)
(
yr xr
0 1
)
, κr+1(aj ⊗F,τr+1 1), . . . , κd(aj ⊗F,τd 1)
)
, aj,f
)
= ϕ
((
κ1(aj ⊗F,τ1 1)
(
y1 x1
0 1
)
, . . . , κj(aj ⊗F,τj 1)
(
−yj xj
0 1
)
, . . .
. . . , κr(aj ⊗F,τr 1)
(
yr xr
0 1
)
, 1r+1, . . . , 1d
)
, 1f
)
Notons
(
ak bk
ck dk
)
= κk(aj ⊗F,τk 1),
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alors(
ak bk
ck dk
)
×
(
yk xk
0 1
)
=(
|czk + d|2 0
0 |czk + d|2
)
×
(
y′k x
′
k
0 1
)
×
(
cos θk − sin θk
sin θk cos θk
)
,
où zk = xk + iyk, cos θk =
ckxk+dk
|czk+dk | , sin θk =
ckyk
|czk+dk| , et z
′
k = x
′
k + iy
′
k =
(
ak bk
ck dk
)
zk.
On a x′k =
akck(x
2
ky
2
k)+(dkak+bkck)xk+bkdk
|czk+dk |2 et y
′
k =
(akdk−bkck)yk
|czk+dk |2 .
En utilisant les propriétés 1-4 des formes automorphes, on obtient :
ϕ′
(((
y1 x1
0 1
)
, . . . ,
(
yr xr
0 1
)
, 1, . . . , 1
)
, 1f
)
= ϕ′
(((
y′1 x′1
0 1
)
, . . . ,
(
y′r x′r
0 1
)
, 1, . . . , 1
)
, 1f
)
r∏
k=1
e−2iθk
=
(
r∏
k=1
(akdk − bkck)
|ckzk + dk|2
)
φ(z′1, . . . , zj
′, . . . , z′r)
r∏
k=1
e−2iθk .
Comme e2iθk = (ckxk+dk+ickyk)
2
|ckzk+dk|2 =
(ckzk+dk)
2
|ckzk+dk |2 , on a :
φ′(z1, . . . , zr) =
r∏
k=1
(akdk − bkck)
(ckzk + dk)2
φ(z′1, . . . , zj
′, . . . , z′r)
Remarque 5.2.2.1. On a akdk − bkck > 0 si k 6= j et ajdj − bjcj < 0.
5.3 Cycles spéciaux de X
Dans cette section, nous reprenons de manière plus visuelle la section 2.2.1. Le groupe
T (R) agit sur X par conjugaison. Cette action se traduit en une action de PGL2(R)r sur
(C\R)r par homographie via le r-uplet (q1, . . . , qr).
Soit z ∈ K\F . Si j ∈ [[ 2 ; r ]], qj(z) est cette fois une matrice hyperbolique Mj . Cette
matrice a exactement deux points ﬁxes zj , z′j dans P
1(R), qui sont indépendants du choix
de z ∈ K\F . On supposera par la suite que zj > z′j , avec éventuellement zj =∞.
Soit γj l’une des deux géodésiques de C\R reliant zj à z′j, que l’on oriente dans le sens
directe : la géodésique contenue dans le demi-plan de Poincaré est orientée de zj vers z′j .
La partie
T = {z1} × γ2 × · · · × γr ⊂ (C\R)r
est un cycle spécial de (C\R)r. En eﬀet γj est l’orbite d’un de ses points sous l’action de
qj(K
×).
En général les cycles spéciaux de X identiﬁé à (C\R)r sont des produits d’arcs de
cercles passant par zj et z′j. Ces arcs de cercles sont déﬁnis par le fait qu’ils passent par
zj et z′j , et par leur courbure. Des illustrations sont fournies aux ﬁgures 5.1 et 5.2.
Le cas des T (R)-orbites fournit des cercles de C\R privés de deux points, et des droites
privées d’un point, comme on le voit aux ﬁgures 5.3 et 5.4.
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Figure 5.1 – Diﬀérentes T (R)◦-orbites dans le cas d’arcs de cercles. En gras la géodésique.
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Figure 5.2 – Diﬀérentes T (R)◦-orbites dans le cas de demi-droites. En gras la géodésique.
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Figure 5.3 – Diﬀérentes T (R)-orbites dans le cas d’arcs de cercles. En gras la géodésique.
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Figure 5.4 – Diﬀérentes T (R)-orbites dans le cas de demi-droites. En gras la géodésique.
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Si on ne s’interesse qu’à un facteur Xj ≃ C\R de X, la conjugaison complexe corres-
pond au changement de composante connexe de la proposition 2.2.4.3. Comme l’aﬃrme
la proposition 2.2.3.5 l’intégrale Jβb qui est l’objet principal pour construire les points de
Darmon est indépendante du choix, pour j ∈ [[ 2 ; r ]], de l’orbite prj(T ◦) tant que celle-ci
reste dans la même composante connexe de Xj . Dans le cas particulier où on considère
des géodésiques (en gras sur le dessin), l’arc de cercle est symétrique, c.f. les ﬁgures 5.5 et
5.6.
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Figure 5.5 – Action de la conjugaison complexe sur les orbites.
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Figure 5.6 – Action de la conjugaison complexe sur les orbites — cas des demi-droites.
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5.4 Points de Darmon et variétés de Shimura de type or-
thogonal
Dans cette section expliquons comment voir les résultats de la section 3.4 à l’aide des
isorphismes κj et du dictionnaire de [Bru] et [Kud04].
Cas de la signature (1,2)
Soit (V,Q) l’espace quadratique sur Q déﬁni par
(V,Q) =
({(
x1 x2
x3 −x1
)
∈M2(Q)
}
,det
)
.
Posons G = GSpin(V ) et
D = {z ⊂ V (R) dim(z) = 1 Q |z> 0} .
G agit par conjugaison sur V :
∀g ∈ G ∀X ∈ V g ·X = gXg−1.
Pour identiﬁer le demi plan de Poincaré H avec D, on se ﬁxe un point X(z0) =
Vect
(
0 1
−1 0
)
de D. L’application
z = x+ iy ∈ H 7−→ X(z) = gz ·
(
0 1
−1 0
)
,
où gz =
(
y1/2 xy−1/2
0 y−1/2
)
vériﬁe gz ·i = z pour l’action par homographie, permet d’identiﬁer
H et D par
z 7−→ Vect X(z),
car
X(z) =
(
−xy−1 x2+y2y
−y−1 xy−1
)
det X(z) = 1 et g ·X(z) = X(g · z).
Si x =
(
b 2c
−2a −b
)
∈ V (Q) vériﬁe Q(x) > 0, c’est-à-dire b2 − 4ac < 0, alors
1√
4ac− b2
(
b 2c
−2a −b
)
= X(z)
pour z ∈ H tel que az2 + bz + c = 0.
Un vecteur de norme positive dans V correspond donc à un point CM de D. On pose
alors
Dx =
{
−b+ i√−b2 + 4ac
2a
}
Remarque 5.4.0.2. Si l’on considère des droites orientées, l’espace symétrique associé
est C\R :
Dor = {z ⊂ V (R) dim(z) = 1 z orienté Q |z> 0} ≃ C\R
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Remarque 5.4.0.3. Suivant [Kud97] on peut remarquer que (G,D) est une donnée de
Shimura au sens de Deligne. Le morphisme h : S −→ GR correspondant étant
h :
S −→ GR
x+ iy 7−→ xI2 + yX(z0) .
Cas de la signature (2,1)
Soit maintenant (V,Q) l’espace quadratique
(V,Q) =
({(
x1 x2
x3 −x1
)
∈M2(Q)
}
,−det
)
.
La forme bilinaire symétrique associée est (X,Y ) 7→ 12Tr(XY ). Notons encore G =
GSpin(V ) et D l’espace symétrique
D = {z ⊂ V (R) dim(z) = 1 Q |z< 0}.
Comme Q
((
0 1
−1 0
))
< 0, l’application
z = x+ iy 7−→ Vect X(z) = Vect
(
−xy−1 x2+y2y
−y−1 xy−1
)
permet encore d’identiﬁer D et H.
Soit x =
(
b 2c
−2a −b
)
∈ V , tel que Q(x) = −det(x) = b2 − 4ac > 0. Notons
Dx = {z ∈ D z ⊥ x} = {z ∈ H X(z) ⊥ x}.
On a
X(z) ⊥ x⇐⇒ Tr
[(
−xy−1 x2+y2y
−y−1 xy−1
)(
b 2c
−2a −b
)]
= 0
⇐⇒ Tr
(
−xy−1b− 2ax2+y2y ⋆
⋆ −2cy−1 − bxy−1
)
= 0
⇐⇒ y−1[a(x2 + y2) + bx+ c] = 0
⇐⇒ a |z|2 + b(z + z) + c = 0
⇐⇒ (x− b
2a
)2 + y2 =
b2 − 4ac
4a2
Ainsi Dx s’identiﬁe a un arc de cercle dans H (et Dx,or à l’union de deux arcs de cercles
dans C\R).
Cas général
Dans le cas de l’espace (V,Q) = (BTr=0,D0 · nr) de la section 3.4.2, on peut identiﬁer
pour j ∈ [[ 2 ; r ]] (V ⊗F,τj R, τj ◦D0 · nr) à({(
x1 x2
x3 −x1
)
x1, x2, x3 ∈ R
}
, τj(D0) · det
)
.
Annexe A
Calculs effectifs des points de
Stark-Heegner
Le but de cette annexe est d’expliquer quelles sont à ce jour les vériﬁcations numériques
de la conjecture 3.1.1.1. Le calcul des points de Darmon pour des courbes elliptiques de
conducteur premier est issu d’une collaboration avec Romain Cosset 1.
A.1 Vérifications de Darmon et Logan
Darmon et Logan on vériﬁé la conjecture 3.1.1.1 dans [DL03] pour trois courbes déﬁnies
sur Q(
√
29), Q(
√
37) et Q(
√
41). Ces courbes (étudiées par Shimura dans [Shi71a, Shi72,
Shi71b]) ont la particularité d’être de bonne réduction. Ce choix a deux avantages :
– Le premier est que les courbes de bonne réduction sur les corps quadratiques réels ne
sont pas uniformisées par des courbes de Shimura. La méthode de Darmon et Logan
permet ainsi de calculer des points sur des courbes pour lesquelles il n’était pas
envisageable d’adapter une méthode du type point de Heegner/points CM classique.
– Le second est algorithmique. L’algorithme exposé dans [DL03] utilise a plusieurs
endroits le fait que le conducteur des courbes elliptiques considérées est trivial. Les
modiﬁcations à apporter pour adapter le programme Pari/GP de Darmon et Logan
pour pouvoir considérer des courbes de conducteur premier sont résumées dans la
section suivante.
Rappelons que la conjecture vériﬁée par ces calculs concerne le cas où F est quadratique
réel de nombre de classe au sens restreint h+f = 1, G = GL2 et où les extensions quadra-
tiques K sont du type ATR (ce qui signiﬁe qu’il y a exactement une place archimédienne
de F qui se ramiﬁe dans K).
A.2 Cas des courbes de conducteur premier
Motivé par les travaux de Darmon et Tornaría [DT08] nous avons voulu tester un éven-
tuel théorème de Gross-Kohnen-Zagier pour les points de Darmon. Comme ce théorème
concerne les courbes elliptiques de rang (algébrique) 1, nous avons été amené à considérer
la courbe (ECr) déﬁnie sur F = Q(
√
13).
y2+(1+
√
13)xy+(2+
√
13)y = x3−
(
1 +
√
13
2
)
x2+
(
1 +
√
13
2
)
x+
(
1 +
√
13
2
)
(ECr)
1. www.loria.fr/ cossetro/
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étudiée par Cremona et Serf dans [CS99].
L’avantage de cette courbe est qu’elle est de conducteur premier (de norme 127 plus
précisement) de rang algébrique 1 et déﬁnie sur un corps quadratique réel F vériﬁant
h+F = 1. Les points de Darmon pour les corps ATR K satisfaisant la condition de Heegner
(c’est-à-dire dans lesquels le conducteur N de (ECr) se décompose) devraient donc être
déﬁnis sur F , si K est de nombre de classe 1.
Romain Cosset a réecrit l’algorithme de Darmon et Logan pour l’application Magma, en
l’adaptant pour qu’il soit un peu plus souple, le but étant à terme de pouvoir calculer les
points de Darmon de n’importe quelle courbe elliptique déﬁnie sur un corps quadratique
réel. Mais déjà l’adaptation au cas des courbes de conducteur premier a posé quelques
problèmes qui forment un obstacle aux calculs en général.
Le calcul de l’intégrale
J+τ =
∫ τ ∫ γτ ·∞
∞
ω+f
à l’aide de l’algorithme des fraction continues proposé par Darmon et Logan (c.f.[DL03],
section 4) ne peut pas s’adapter immédiatement au cas de courbes de conducteurs non tri-
viaux. En eﬀet, l’intégrale J+τ n’est invariante que par Γ0(N) et non par SL2(OF ) (comme
ce serait le cas si N était trivial) ce qui fait que les matrices fournies par l’algorithme des
fraction continues ne permettent pas de décomposer l’intégrale J+τ comme expliqué par
exemple après l’équation 78 de [DL03]. D’autre part le calcul de l’intégrale∫ τ ∫ 0
∞
ω+f
est lui aussi compromis par le fait que la matrice(
0 −1
1 0
)
n’est pas dans Γ0(N). L’involution de Fricke WN n’est pas un remplaçant adéquat.
Le programme écrit par Romain Cosset ne permet à l’heure actuelle de calculer les
points de Darmon sur des courbes de conducteur premier que dans le cas de corps ATR
K vériﬁant la condition que la pointe γτ · ∞ associée admette une bon développement
en fraction continues (qui ne fait intervenir que des matrices de Γ0(N) et permettent
de décomposer l’intégrale J+τ en un nombre pair de termes dans le cas où le signe de
l’équation fonctionnelle est −1). Le calcul des points de Darmon sur la courbe (ECr) est
donc fortement compromis car nous ne connaissons à l’heure actuelle que trois corps pour
lesquels la décomposition en fractions continues est suﬃsemment bonne. Le premier est
de nombre de classe 1 et nécessite de lourds calculs (évalués à plusieurs mois malgrés les
nombreuses optimisations du calcul dues à R. Cosset), les deux autres sont de nombre de
classe respectifs 2 et 4 et fournissent des intégrales calculables en un temps un peu plus
raisonnable.
Exemple de calcul qui a abouti : Nous avons pu tester le programme Magma sur les
exemples traités par Dermon et Logan, mais aussi sur une courbe de conducteur premier
déﬁnie sur Q(
√
5) :
y2 + xy + ωy = x3 − (ω + 1)x2 − (30ω + 45)x− (11ω + 117)
où ω = 1+
√
5
2 . Cette courbe utilisée par Greenberg (c.f. [Gre06]) est de conducteur de
norme 31. Elle est de rang 0 sur F.
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Le corps K = F [X]/(X2 + ω − 1) = F (α) vériﬁe toutes les hypothèse : il est ATR, de
nombre de classe 1, satisfait à l’hypothèse de Heegner, et la décomposition en fraction conti-
nues utilisée fait intervenir des matrices de Γ0(N). Le groupe E(K) est de rang 1 modulo
torsion 2, le point suivant, donné par la fonction PseudoGeneratorsFreeMordellWeil,
engendre un sous-groupe d’indice ﬁni de la partie libre de E(K) :
Pg =
(
1
4
(−11
√
5 + 7) :
1
8
(−31
√
5 + 25)α +
1
8
(9
√
5− 9) : 1
)
.
Le calcul de l’intégrale J+τ via les fonctions de R. Cosset fournit la valeur suivante :
J+τ = −3.21930248203 + i× 1.38922811525.
Le point de Darmon obtenu est alors reconnu comme étant le point
Φ(J+τ ) = 18Pg.
Remarque A.2.0.4. La courbe elliptique sur Q(
√
5) considérée ci-dessus n’est pas iso-
gène à son conjugué galoisien, au contraire des exemples traités dans l’article [DL03]. Les
courbes elliptiques déﬁnies sur des corps quadratiques réels qui sont isogènes à leur conju-
gué sous Galois constituent une classe particulière de courbes, étudiée par Darmon, Rotger
et Zhao dans leur article [DRZ]. Dans cet article, ils donnent une relation entre les points
de Darmon et les points de Heegner, ce qui leur permet d’obtenir de meilleurs résultats
numériques.
A.3 Cas où G 6= GL2
Dans le cas ou les points de Darmon sont déﬁnis à l’aide d’une algèbre de quaternions
non décomposée les calculs nécessiteraient de pouvoir calculer sur les variétés de Shimura
quaternioniques. Ces variétés n’ont pas de pointes et il faut donc trouver un moyen de
calculer sans utiliser de développement en série de Fourier. Cet aspect n’est pas encore
très développé, même dans le cas des points CM de courbes de Shimura (c.f. [Voi06] pour
un cas particulier).
Un autre aspect possible serait d’utiliser une uniformisation analytique rigide, comme
dans [Gre06] pour les points de Heegner CM. Une telle approche se ramènerait a priori au
travail en cours de Greenberg [Gre09].
2. La partie de torsion est isomorphe à Z/2Z × Z/2Z.
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