The purpose of this paper is to formulate procedures for the analysis of the time series behaviour of micro panel data subject to censoring. We assume an autoregressive model with random effects for a latent variable which is only partly observed due to a selection mechanism. Our methods are based on the observation that the subsamples which only include individuals without censored past observations are exogenously selected for the purpose of estimating features of the distribution of the censored endogenous variable conditional on its past.
Introduction
Recent studies have developed econometric procedures for the analysis of the time series properties of panel data sets consisting of large numbers of short individual time series (eg. Anderson and Hsiao (1981) , Chamberlain (1984) , Holtz-Eakin, Newey and Rosen (1988) , and Arellano and Bond (1991) ). The analysis is typically based on empirical autoregressive equations including time and individual effects, and possibly observed time-varying exogenous variables. Individual effects are removed by differencing and lagged variables are used as instruments in order to retrieve consistent estimators of the autoregressive coefficients of the levels equation. Alternatively, one could choose moving average processes and components of variance to model the autocovariance matrix of the data in first differences, using methods of moments estimation and testing as well (as done, for example, by Abowd and Card (1989) ). In either case, the motivation for this type of analysis with micro data is often to establish a mapping between the observed dynamic interactions and those implied by a theoretical model, or at least to test particular time series implications of such model. The purpose of this paper is to formulate procedures for the analysis of the time series behaviour of panel data subject to censoring. We apply these methods to analyse the dynamics of female labour supply and wages using PSID data. We follow the standard latent variable approach to models with selectivity and assume a linear autoregressive model for a latent variable which is only partly observed due to a selection mechanism.
These models arise as a natural limited-dependent-variable extension of similar linear models, and may be a representation of the reduced form of interesting structural models. In this regard, it is important to distinguish an interest in the dynamics of the censored variable given the selection rule, from a concern with the dynamics of the selection process. For example, in terms of our application, we are interested in the time series behaviour of female labour supply and wages conditional on participation and individual effects. If the focus were on the dynamics of participation, it would be important to model dependence on past states as well as unobserved heterogeneity (see Heckman (1981) for a menu of alternative models), In effect, the models we consider are strictly speaking models of selectivity in the sense that qualitative choice models are not covered, since at least some values of the latent variables (not just their sign) must be observed.
The paper is organized as follows. Section 2 presents the model and compares our assumptions with those typically made for linear models. Section 3 discusses methods of parameter estimation and testing. The basic method of estimation can be regarded as an application of the asymptotic least squares procedures of Gourieroux, Monfort and Trognon (1985) . Section 4 contains the application to female labour supply and wages using two samples from the Michigan database. Finally, Section 5 presents some concluding remarks.
The Model
We begin by considering a first-order autoregression for a scalar latent variable y * it including an individual effect η i . The index i denotes cross-sectional observations and t refers to time periods. Specifically, we have
with E(v it | y * i1 , ..., y * i(t−1) ) = 0.
The variable y * it is observed subject to endogenous selection. We use the notation y it for the observed variable, and the sample consists of N independently distributed individual time series of length T . Throughout, T is small and N is large. This framework will include truncated, and Type I and Type II Tobit censored autoregressive models (using the terminology of Amemiya (1985) , see below).
Even in the absence of selection, equation (1) presents the problem that the permanent effect η i is unobserved. However, the equation error in first differences satisfies
which implies moment restrictions on the joint distribution of (y 2)(T − 1)/2 orthogonality conditions:
which are the basis for instrumental variables inferences in the linear model without selectivity.
For later use, we notice that the orthogonality conditions (3) can also be written in terms of the coefficients of the best linear predictors of y * it and y * i(t−1) given (y * i1 , ..., y * i(t−2) ). Letting
where x i(t−2) = (y * i1 , ..., y * i(t−2) ) 0 , the orthogonality conditions in (3) can be written as
where q t−2 is a (t − 2) × 1 vector which has one in the last position and zero elsewhere. Clearly, the coefficients p t are related to the π t and the relation is given by
This approach is attractive because it places no restrictions on the distribution of the effects given the observed conditioning variables. However, it cannot be directly used in our case since we only observe sample moments conditional on selection. That is, we do not observe sample counterparts of the population regression coefficients π t .
In fact, the selection model is unidentified in the absence of additional prior restrictions on the distribution of the latent variable. If T where sufficiently large, we could choose to place restrictions on the conditional distribution of y * it while treating the realizations of η i as parameters to be estimated. Honoré (1992) presents a static Type I Tobit model with fixed effects together with a consistent and asymptotically normal estimator for that model with fixed T and large N. Honoré's estimator places no restrictions on the distribution of η i given the exogenous variables. In return, he requires the distribution of the errors given the exogenous variables and the effects to be fully stationary, hence ruling out time series heteroskedasticity. In a similar vein, Honoré (1993) gives moment conditions that do not depend on η i for a Type I Tobit model with a lagged dependent variable, strictly exogenous variables, and stationary and serially uncorrelated errors.
Here we achieve identification by placing restrictions on the conditional distribution of the latent variables y * it given y * i1 , ..., y * i(t−1) but not η i . Firstly, we specify the mean of y * it | y * i1 , ..., y * i(t−1) as an unrestricted (non-Markovian) linear regression. That is, we assume that this mean coincides with the corresponding linear projection (which, for example, would be the case if the y * it were jointly normally distributed). This amounts to specifying the mean of the effects given y * i1 , ..., y * i(T −1) and so we assume some knowledge of the conditional distribution of η i . In doing this we follow the work of Chamberlain (1984) . Secondly, additional features of the distribution of y * it | y * i1 ...y * i(t−1)
will be specified to overcome the selection problem, using methods existing in the literature. A benefit of this approach is that we can consider Type I and
Type II censored models within the same framework. Another advantage is that nonstationary errors (like errors with time series heteroskedasticity) are not ruled out.
In general we have
and we assume
which implies that
Notice that given (8) and (9), all the conditional expectations E(η i | x it ) are linear and their coefficients are functions of λ 1 , ..., λ T −1 and α. Using the law of iterated expectations we have
and for j ≥ 2
The coefficients π t are nonlinear functions of α and the λ 0 s, with the latter being nuisance parameters. For example, with T = 3 α is uniquely determined given the π 0 s. In this case we have
and
Solving for α we obtain
The expression on the right hand side is the population counterpart of the Anderson-Hsiao (1981) instrumental variables estimator used in linear models. With T > 3 there are (1/2)(T − 2)(T − 1) − 1 overidentifying restrictions given the π t 's. Notice that with T = 3 a second-order autoregression with individual effects would not be identified. Here we assume that although T is small, it is sufficiently large to avoid problems of lag truncation.
When α > 0, the dependence of y * it on both y * i(t−1) and η i generates positive autocorrelation on y * it . Having assumed that the reduced form autoregression (9) is a linear one, the structure of the model apportions the overall serial correlation in y * it between the autoregressive and the permanent components.
In the censored sample selection model, the observed variable y it is given by
where d it is a binary selection indicator. In the Type I model d it takes the
where 1(A) denotes an indicator function of the event A, while in the Type II model we have
where ε it is an unobserved error term and w it is a vector of variables which includes x i(t−1) , but may also contain other variables known on a priori grounds to be independent of y * it | x i(t−1) . In this sense, predictors of the individual effects η i would be excluded. Finally, in the truncated model, y it consists of observations from the distribution of y * it conditional on y * it > 0. Although most of the discussion on estimation methods will be conducted in terms of the first-order scalar autoregression presented above, the analysis is intended to cover the following p-th order vector autoregression
where y * it is a g×1 vector of (at least partly) latent variables, η i is a g×1 vector of individual effects and δ t is a vector of time effects treated as parameters to be estimated (in the empirical section we consider a bivariate model with p = 2 and time effects). The first-order scalar autoregression without time effects is notationally much simpler to work with and yet does not miss any essential aspect of the more general vector problem. Another remark is that our framework is consistent with, but does not require the stronger
Estimation and Hypothesis Testing

A. Estimating the Reduced Form
We begin by considering the estimation of the set of (T − 1) equations
in the case where the selection mechanism is censored Type I, so that
The coefficient vector π t will be estimated using the subsample with h i(t−1) = 1, so that each estimated π t will be based on a different subsample.
Notice that these subsamples are exogenously selected for the purpose of estimating π t . The choice of estimator will depend on the assumptions we make about the distribution of y * it | x i(t−1) . We give the details for a fully parametric normal model, but the same ideas can be applied to any asymptotically normal semiparametric method (like the trimmed least squares estimator due to Powell (1986) , which is a popular semiparametric alternative that we employ in the empirical application, and is described in Appendix B). Our analysis can also accommodate exogenous variables with some straightforward modifications, which are discussed in Appendix C.
Assuming that
we can choose
where φ(.) and Φ(.) are, respectively, the pdf and the cdf for a standard normal variable.
The resulting stacked vector of estimates
as maximising the criterion function
Thus, b π is not a full maximum likelihood estimator, since L(θ) does not take into account the correlation between variables corresponding to different time periods.
Subject to standard regularity conditions, a first order expansion of ∂L( b θ)/∂θ about the true value of θ gives
from which a joint limiting normal distribution for
A consistent estimator of the asymptotic covariance matrix of
where
it . The previous method for the Type I Tobit model illustrates the particularities involved in the estimation of the system of equations (15) . In the case of the Type II Tobit model, the parametric method most frequently used in practice is Heckman's two-step estimator (see Heckman (1979) ) which can be applied to (15) , equation by equation, on the basis of subsamples with h i(t−1) = 1, where now
In such a case let us redefine
where λ(.) = φ(.)/Φ(.), and b γ t are probit estimates of γ t in (13) using the subsample with
Using similar arguments as above we can obtain
From such expressions one can obtain a joint limiting normal distribution
. A consistent estimator of the (t, s) block of the asymptotic
where the symbols are as before but replacing true parameters by their estimated values.
There are also available asymptotically normal semiparametric two-step alternatives to Heckman's estimator, like the series estimator of Newey (1988) and the weighted kernel estimator of Powell (1989) , both of which can also be applied to our context (see also Newey, Powell and Walker (1990)).
B. Asymptotic Least Squares Estimation
We turn to consider the estimation of the autoregressive coefficient α.
Given consistent and asymptotically normal estimates of π t , it would be possible to obtain joint minimum distance (MD) estimates of α and the λ's (see Chamberlain (1982) ). However, the π t are highly nonlinear functions of these parameters and, moreover, the λ's are not parameters of direct interest.
For these reasons, it is more convenient to exploit the instrumental variables restrictions in the form of the relationships between α and the π t given in (6) . Stacking the equations we have
The vector p consists of functions of π = (π 0 2 ...π 0 T ) 0 of the form given in (7).
Given T > 3 and some consistent and asymptotically normal estimator b π together with a consistent estimator of its asymptotic covariance matrix b V π , say, an asymptotic least squares (ALS) estimator of α is given by
where b p = p(b π) and A N is a weighting matrix (see Gourieroux, Monfort and Trognon (1985) , and Gourieroux and Monfort (1995, 9.1)). The opti-
r , which corresponds to the inverse of a consistent estimate of the asymptotic covariance matrix of f (α, b π):
The estimated variance b V r can be obtained replacing V π by c V π in (27) , and evaluating Q at b π and a preliminary consistent estimate of α. The optimal ALS estimator of α based on f (α, b π) is asymptotically equivalent to the optimal MD estimator of α based on b π − π(α, λ 1 , ..., λ T −1 ) and solved jointly with the λ's (see Alonso-Borrego and Arellano (1996)).
A consistent estimate of the asymptotic variance of
C. Estimates based on orthogonal deviations
As an alternative to the moment conditions for the errors in first differences given in (3), we can use similar moments for the errors in forward orthogonal deviations (see Arellano and Bover (1995) ). Contrary to the first differenced errors, the errors in orthogonal deviations are free from serial correlation if the original errors are not autocorrelated. Namely, we have
and c 2 t = (T −t)/(T −t+1). As shown by Arellano and Bover (1995) , in linear models the two sets of moments produce the same optimal GMM estimates, but this will not be the case here in general. Contrary to the linear case, in our context there are no natural one-step estimators that are optimal under certain assumptions. Thus we may expect preliminary consistent estimates based on first-differences (and the two-step estimates based on them) to show a different behaviour from those based on orthogonal deviations.
The moment conditions (29) translate into the following restrictions among linear projection coefficients and the parameter α:
so that in the previous notation π t = π t|t−1 and p t = π t|t−2 . As before, the coefficients π t+j|t are linked by the law of iterated projections and can all be expressed as functions of (π 2 ...π T ). Thus, the test statistic is given by
This test statistic can be regarded as an extension to sample selection models of the Sargan specification tests of overidentifying restrictions for linear panel data GMM estimators considered by Arellano and Bond (1991) (cf. Sargan (1958 and ). On the same lines, it is also possible to consider extensions of Sargan difference tests in order to discriminate between nested hypotheses.
E. Consistent OLS Estimation Using Predicted Differences
Calculation of the optimal ALS estimator of α requires a preliminary consistent estimator in order to obtain b V r . The following estimator can be computed in one step (given the b π t ) and has a straightforward interpretation.
Let us define
Then we consider the OLS regression of ∆b y * it|t−2 on ∆b y * i(t−1)|t−2 for all periods and individuals with h i(T −2) = 1:
Simple algebra reveals that
. Therefore, e α is a non-optimal ALS estimator of the form given in (26) with weighting matrix given by
and estimated asymptotic covariance matrix of the form given by (28). Clearly, an alternative consistent OLS estimator can be calculated along the same lines using predicted orthogonal deviations as opposed to first-differences.
An Application to Female Labour Supply and Wages
We estimate separate autoregressive equations for annual hours of work and log wages (average hourly earnings) for two different samples of the Panel and removing some inconsistencies and non-respondents, we had 660 women available in the first sample, and 804 in the second.
The starting point for each dataset is the following second-order bivariate
where h * it is the supply of hours of work for individual i in period t and ln w * it is the natural log of the wage of individual i in period t. The variables η 
and similarly for first-differenced log wage errors (actually, we shall use errors in orthogonal deviations for which similar conditions hold). Both h * it and w * it are subject to censoring with a common selection mechanism. The unconditional non-participation rates for all individuals and time periods are around 50 percent in the first sample and 40 percent in the second. However, conditional non-participation rates for the sequence of sub-samples on which inferences will be based are much lower as can be seen from Table 1 . The frequency of non-participants is under 10 percent for the four subsamples corresponding to the period 1970-76, and even lower for those of the more recent period. This suggests that LDV estimates of the linear projection coefficients π t will have a small bias whatever the truth of the linear conditional expectation assumption and of the specification of the selection mechanism.
Some additional descriptive information on the two datasets is provided on Table A1 in the Appendix. Tables 2 and 3 contain results for the hours and wage equations, respectively. To the basic autoregressive equations we have added two children variables which are treated as predetermined variables in the estimation (a dummy for a child less than 6 years-old and another for a child between 6 and 9). All the results we present include these children dummies, but their exclusion does not alter the observed dynamics of hours and wages in our data.
All the results reported in both tables are optimal ALS estimates based on moment conditions in orthogonal deviations. The preliminary consistent estimates are OLS using predicted differences in orthogonal deviations. The differences among the columns are in the way the reduced form coefficients are estimated, or in the number of moment conditions used. Columns labelled OLS present optimal ALS estimates based on OLS estimates of the reduced form coefficients for the sequentially censored subsamples. Thus, these estimates do not correct for selectivity, but given the low conditional non-participation rates in the samples we would not expect them to differ Turning to the wage equations, the estimates in this case exhibit larger differences between the two periods. Firstly, there is a positive effect of lagged wages (net of individual effects) in the first period, which disappears altogether -or becomes even negative-in the second period. Secondly, there is a positive effect of lagged hours on wages whose size doubles from the first period to the second. The change in the effect of lagged wages suggests higher occupational mobility, while the change in the effect of lagged hours points to higher returns to experience. Finally, in no case have the children dummies a significant effect on wages. Table 4 presents alternative estimates without individual effects for comparison. The reported estimates are pooled OLS for each of the two samples of participants in previous periods (Table A4 presents Tobit estimates for the same models and data). As expected, the wage equations without permanent effects show a stronger autoregressive pattern for lagged wages. It is, however, noticeable the change in the pattern of serial dependence in wages between the two panels that is broadly consistent with the results found for the models with individual effects. Notice that these equations include education and age variables, whose effects are captured by individual and year effects in the equations in orthogonal deviations.
We now turn to interpret the previous empirical autoregressions in terms of a life-cycle labour supply framework. Let us consider the following labour supply equation
where µ it reflects variation in preferences due to individual and time specific factors, λ it is the marginal utility of wealth and the parameter β divided by h * it represents the intertemporal substitution elasticity. Browning, Deaton and Irish (1985, pp. 521-2) obtain the profit function from which this equation can be derived. 2 They also show (among other authors, see also Heckman and MaCurdy (1980) and MaCurdy (1981)) that the first difference of ln λ it can be approximated by a time effect plus a serially uncorrelated innovation ξ it . The innovation ξ it will be correlated with current wages but uncorrelated to all lagged variables in the individual's information set.
We assume that µ it can be represented as the sum of time and individual effects, the effects of children, and a disturbance term v it . Given the observed autoregressive behaviour of hours of work and the fact that in model (37) 2 Equation (37) this can only be rationalized through serial correlation in v it , we specify
Excluding children dummies for simplicity of presentation, the labour supply equation in first differences can be written in the form
Let us denote a simplified model for the change in log wages excluding secondorder lags as
Now combining equations (38) and (39), the life-cycle labour supply model implies that the process for hours follows
Therefore, under the previous interpretation the coefficient on lagged wages in the autoregressive hours equation can be regarded as an estimate of β(c−ρ), where β divided by h * it gives the intertemporal labour supply elasticity. However, given the lack of robustness of the estimated effects of lagged wages on hours of work, we may expect the implied estimates of β to be very imprecise (indeed if c − ρ = 0 the parameter β would be unidentified). This result is similar to the finding of Abowd and Card (1989) for men labour supply using moving average representations, and suggests that the dynamics of hours and wages in these data sets contains little information on intertemporal labour supply responses.
Concluding Remarks
The methods developed in this paper are based on the observation that the subsamples which only include individuals without censored past observations (those with h i(t−1) = 1) are exogenously selected for the purpose of estimating features of the distribution of y * it conditional on its past. In the application to female labour supply and wages presented in Section 3, it turns out that most of the selectivity due to censoring is accounted by the permanent effects, and our methods make precise the sense in which this is so. For other applications, however, these procedures may retain very few or no observations with h i(t−1) = 1 for the larger values of t. In practice, such problem could be addressed by considering distributions that are conditional on the more recent observations only. In effect, if the linearity of the conditional expectation of y * it given (y * i1 , ..., y * it−1 ) holds, we might expect this to hold for any time sequence since the initial observation is often arbitrary. In such case, we could rely on the linearity of the conditional expectation of y * it given y * i(t−1) , ..., y * i(t−s) for any t and s in devising asymptotic least squares estimates of the parameters of interest. This may create a trade off between the number of moment restrictions being used and the actual sample size, which remains to be explored. Future work will also have to address ways of relaxing some of the distributional asumptions, and consider ways of introducing stationarity restrictions. 
Second Sample, 1978-84, N = 804 (iii) D 1t = 1 if at least one child less than 6 years old is present. D 2t = 1 if at least one child older than 5 and younger than 10 years old is present. where e C t is a "natural" estimator of C t and e Ψ π has the following block structure:
{ψ it (e π t )ψ 0 is (e π s )}
