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Abstract
We show that, modulo the classical Poincaré Conjecture, a closed generalized 3-manifold X is the
cell-like image of a closed 3-manifold (i.e., is “resolvable”) if it satisfies the following condition:
any map of a disk into X can be approximated by one whose image meets the singular set of X in a
zero-dimensional set.
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1. Introduction
The principal result of this paper implies that, modulo the classical Poincaré Conjecture
(PC), any closed, generalized 3-manifold X whose singular set S(X) has “general position
dimension one” is resolvable (see the Preliminaries section for definitions but note that
S(X) has “general position dimension one” if any generic, singular disk in X meets S(X)
in a 0-dimensional set). This theorem extends the Resolution Theorem of [15] (which
resolved, modulo the PC, any generalized 3-manifold with 0-dimensional singular set).
✩ An earlier preprint version of this paper was entitled, “A further extension of the Loop Theorem and
resolutions of generalized 3-manifolds with 1-demensional singular set”.
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In the early eighties when the results of [15] were proven the author conjectured (to
himself and, in conversation, to others) that the more general resolution theorem of this
paper could be proven by extending the techniques of [15]. The heuristic of the proof of
the Resolution Theorem of [15] is this: if a given generalized 3-manifold X contains a
“rich supply” of singular disks each of which intersects S(X) in a 0-dimensional set then
X contains a rich supply of such disks each of which is injective on the preimage of the
manifold set of X and such “pseudo-embedded” disks can then be used to construct a
resolution. The hypothesis of the heuristic, made precise, is that S(X) has general position
dimension one in X but, at the time [15] was written, the technical insights required to
prove the Resolution Theorem in that generality had eluded the author. Now, after an
interim of over fifteen years, those insights have been gained.
The proof of the Resolution Theorem of this paper follows the same broad outline as the
proof of the Resolution Theorem of [15] and is, in many of its details, identical to the proof
in [15]. We first prove generalizations of the Virtual Loop Theorem and Extension Theorem
found in [15]. The proofs of these more general versions follow the same pattern as the
proofs of the originals. A single new idea is required: the tower construction can be made
to “work” for certain “partially polyhedral” maps (more especially maps whose domain
and range are ENRs and which are polyhedral on a certain subspace of the domain). This
idea (together with the techniques in [15]) yields a version of the Virtual Loop Theorem in
which the ambient space is, instead of a non-compact 3-manifold which is 1-acyclic at ∞,
a non-compact generalized 3-manifold which is 1-acyclic at ∞. However, the virtual disk
of the hypothesis is required to have image in the manifold set of the ambient space.
On the other hand, the proof of the Resolution Theorem of this paper from the Virtual
Loop Theorem and Extension Theorem of this paper is considerably more involved than the
corresponding material in [15] (i.e., [15, pp. 212–221]). Again the source of the resolution
is obtained by, in general, infinitely many repetitions of the “prolongation” construction of
[15] (see the Preliminaries section of [15] for the definition of “prolongation”). However,
the proof that appropriate virtual disks exist requires a variant of the “virtual end-reduction”
of [16].
For more background on the Resolution Conjecture in dimension three (and related
topics) see the introductions of [15,16,9]. For material on the situation in high dimensions
see [8].
Since the proofs of the theorems in this paper are, in so many of their details, nearly
identical to the proofs of their weaker versions in [15], rather than presenting entire proofs
here we often indicate only the necessary reworking of the corresponding proofs in [15].
Hence much of the paper cannot be read without a copy of [15] at hand. Also, except for a
few changes and additions (indicated in the first section), this paper uses the terminology,
notation and conventions of [15]. Although the numbering of sections in this paper does
not conform to the numbering of sections in [15], the section titles here indicate the
corresponding material in [15]. Other than the theorems stated in the statement of results
section (which are unnumbered) the lemmas, propositions and theorems of this paper are
numbered in the order of their appearance (without regard to the section in which they are
found).
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2. [15]: Errata, corrections and clarificationsThe author is grateful to the referee of this paper for pointing out some errors in [15] and
suggesting that, at certain points, additional detail or clarification be provided(especially
in the Fittedness Lemma and the Torus Proposition). In this section we attend to these
suggestions and correct the errors.
In the statement of the Fittedness Lemma [15, p. 177] (iii) should read “Any immersion
f :X→ Y of compact, admissible polyhedra such that f (X(1))⊂Y (1) is fitted”. (Note that
an arbitrary immersion could fail to be fitted only if a “free edge” of X were sent to Y (2).)
Related to this change, on page 191 line 3 “(by the Fittedness Lemma)” should read “(by
the Fittedness Lemma (iii))” and on page 193 line 4 insert parenthetically after the full
sentence on that line the phrase “by the Fittedness Lemma (iii)” (note that in both places it
is left to the reader to verify the condition “f (X(1))⊂Y (1)”).
The statement of the claim on page 177 is incorrect unless the term “triangulation” is
given a nonstandard definition (specifically the condition that any two n-simplices intersect
in at most one (n−1)-simplex would need to be discarded). However the easiest fix (which
obviates some of the difficulties in the proof of the claim in [15]) is to substitute CW-
decompositions for triangulations. First we need the following.
Definitions. A decomposition of a compact, admissible 2-polyhedron X is a CW-
decomposition such that X(0) is in the 0-skeleton and the interior of any 1-cell of the
decomposition is in X(1) or in X(2). We will denote such a decomposition by T =
(T2, T1, T0) where T0 is the 0-skeleton, T1 is the 1-skeleton minus T0 and T2 =X\(T0∪T1)
(a minor abuse of notation since the attaching maps are not indicated).
A map f :X→ Y of admissible, compact 2-polyhedra is nice with respect to decom-
positions S and T of X and Y , respectively if, for all i , f−1(Ti)= Si and each component
of Si is mapped homeomorphically onto a component of Ti . Now the revised version of
the claim in [15] is the following.
Claim. Suppose f :X→ Y is a fitted map of compact, admissible 2-polyhedra and T is
a decomposition of Y . Then there exists a decomposition S of X such that f is nice with
respect to S and T .
Proof. Define Si = f−1(Ti). The necessary conditions follow easily from the definition
of fittedness and the fact that any proper immersion of an open n-manifold into Rn is a
homeomorphism.
Proof of (v). Having endowed Y with a decomposition T we will find bounds (depending
only on Y , T and n) for the number of components of S0, S1 and S2 where S is a
decomposition of a compact, admissible 2-polyhedronX and f :X→ Y is an n-fitted map
which is nice with respect to S and T . The rest is left to reader (the claim is used). First
note that, by n-fittedness of f , the number of components of S2 is no greater than n times
the number of components of T2. Now let k be the maximum of the numbers {k(e)}e∈T1
where k(e) is defined to be the number of components of N(p) \ e where p ∈ e and N(p)
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is a regular neighborhood of p in X. Now the number of elements of S1 is no greater than
k|π0(S2)|. Finally |S0| is no greater than twice the number of components of S1. ✷
Proof of (vi). The proof remains the same as in [15] if the obvious substitutions
are made (i.e., “decomposition” for “triangulation”, “nice” map for “simplicial” map,
“homeomorphism” for “simplicial isomorphism”). ✷
In the statement of the Diagram Lemma [15, pp. 181 and 182], condition (iv) of the
conclusion is, in general, false. It is not used subsequently and should simply be deleted.
The organization of the proof of the Torus Proposition (page 186) is confusing. To
clarify the presentation it should be reorganized as follows. Prior to the proposition
itself, state the following lemma (noting first the definition of w(C) found in the second
paragraph of the proof of the Torus Proposition).
Lemma. If C is any g.p. loop in R2 \ {(0,0)} with w(C) > 0 then C has a subloop C′ with
w(C′)= 1 (which is a proper subloop if C has self-intersections).
Note that in [15] the above lemma is the assertion in the first sentence after the statement
of the Claim in the proof of the Torus Proposition. Its proof is the last paragraph beginning
on page 186 (excluding the last sentence of that paragraph). Now following the statement of
the lemma and its proof, the claim on p. 186 of [15] should be stated as a corollary whose
proof should read: “By the lemma, C has a type I splitting (C′,C′′) where w(C′) = 1.
Hence w(C′′) = 0”. References to the “claim” on p. 187 of [15] should then be replaced
by references to the “corollary”.
The proof of the Convergence Lemma II [15, p. 194] also requires some clarification.
The parenthetical comparison (at the end of the first paragraph on page 195 of [15]) with
the proof of the Convergence Lemma I of [15] is misleading (the proof of the Convergence
Lemma II does not rely on 1-fittedness of any planar maps involved). What is given as proof
on page 195 of [15] is essentially the initial step of an induction (with the induction step
left to the reader). Here we give a reorganized version of the proof found in [15] which
is easier to follow. We will require some observations found on page 195 of [15] (and
not restated here). The proof proceeds by making (infinitely many) successive changes
in the sequence {(Dn, ∂0Dn,∂1Dn) ⊂ (Mn, ∂0Mn,∂1Mn)}∞n=0 (such as refinements of the
sequence) but (by abuse of notation) we will, after each change, continue to use the same
notation for the new sequence. First note that, by the second and third paragraphs of
page 195 of [15], we can assume that the set {∂0Di | i = 0,1,2, . . .} is finite and, for
each i , the set {Dj ∩ ∂1Mi | j > i} is finite. Hence by repeatedly passing to appropriate
subsequences (beginning with the sequence {Di ⊂ Mi}∞i=0) we can further assume that
for all j > i both ∂0Dj = ∂0Di and ∂1Di = Dj ∩ ∂1Mi . Now, using the observation in
the fifth paragraph of page 195 of [15], and again passing to a subsequence infinitely
many times we can assume without loss of generality that for every pair 0  i < j there
exists a homeomorphism from Di ∩M0 to D0 pointwise-fixing the boundary and from
Dj ∩ (Mi+1 \Mi) to Di+1 ∩ (Mi+1 \Mi) pointwise fixing the boundary. Hence, for each
pair 0 i < j , we can simply redefineDi ∩M0 to equalD0 and Dj ∩(Mi+1 \Mi) to equal
Di+1 ∩ (Mi+1 \Mi). Having done this, our sequence {Dn}∞n=0 then satisfies the condition
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Dn+1 ∩ Mn = Dn (for all n), so we can define Dˇ to be that component of ⋃∞n=1 Dn
containing ∂0D1. ✷
Finally we point out three typos in [15]: in (iii) of the statement of the Diagram Lemma
on page 182 replace “σ ” by “ρ”; on page 189, line 8 from the bottom, “λ is t-fitted” should
read “λ¯ is t-fitted”; in the first sentence of the first paragraph beginning on page 192, change
“genus W” to “genus ∂W” .
3. Preliminaries: Notation, definitions, and conventions
With a few exceptions the notation, definitions, and conventions of this paper conform
to those of [15] so we refer the reader to the corresponding section of that paper. However,
note especially the revised definition of “regular” (also the terms “semi-compact” and
“precompact” will not be used here).
IfX is a topological space the manifold set ofX (denotedM(X)) is the set {x ∈X | x has
a neighborhood U in X such that the pair (U,x) is homeomorphic to either (R3, (0,0,0))
or (R3+, (0,0,0))} (where R3+ is closed upper half-space in R3).
The singular set of X (denoted S(X)) is X \M(X).
A Euclidean neighborhood retract (ENR) X is a generalized 3-manifold if for each
p ∈X either: (1) Hk(X,X \ {p}) is isomorphic to Hk(R3,R3 \ {(0,0,0)}) for all k ∈N, or
(2) Hk(X,X \ {p}) is isomorphic to Hk(R3+,R3+ \ {(0,0,0)}) for all k ∈N. The boundary
of X (denoted ∂X) is the subspace {p ∈ X | (2) holds}. If ∂X = φ and X is compact
(noncompact) then X is a closed (open) generalized 3-manifold.
We refer the reader to [13] for the definition of the end-point (or Freudenthal)
compactification of a connected, locally path-connected, locally compact, separable space
(note: a space will be called nice if it possesses these four properties). However, in
dealing with the end-point compactification we will require, not the definition, but the
characterization of the end-point compactification (referred to as the ECC) found on page
216 of [15]. If X is a nice space, X̂ will denote its end-point compactification (but the
end-point compactification of, for example, X \ Y will be denoted (X \ Y )∧.
If X is a nice space, E(X) will denote the space of ends of X. A noncompact space X
is 1-acyclic at ∞ if, given any compact subspace M of X, there exists a compact subspace
N of X such that M ⊂N and the inclusion X \N ⊂X \M is H1-trivial. If (Z,C) is a pair
of compact spaces then Z is 1-acyclic at C if Z \ C is 1-acyclic at ∞ (note in particular
that if X is a nice space then X̂ is 1-acyclic at E(X) if and only if X is 1-acyclic at ∞).
A noncompact, orientable 3-manifold U (in general, with boundary) is preacyclic
if there exists a 1-acyclic at ∞, generalized 3-manifold X and a proper embedding
e :U → X with e(U) ⊂M(X). (Recall that a map is “proper” if preimages of compacta
are compacta.)
A subspace Y of a noncompact, generalized 3-manifold X (usually with boundary) is
regular if it satisfies the following three conditions: (1) Y is compact; (2) Y ∩M(X) is
a proper 3-submanifold of M(X) (where “proper” means the inclusion map is proper);
(3) FrY ∩M(X) is a proper, polyhedral surface in M(X) and FrY ∩M(X) = FrY ∩ Y .
(Notation: FrA will denote the frontier of A in its ambient space.) An exhaustion {Xi} of a
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noncompact generalized 3-manifold X is regular if, for all i , Xi is a regular subspace of X
and Xi ⊂ ˚Xi+1. If, in addition, for all i , the inclusion X \Xi+1 ⊂X \Xi is H1-trivial, then
the exhaustion is perfect (note that any regular exhaustion of X has a perfect refinement if
X is 1-acyclic at ∞).
A compact 3-manifold M is regular if it has designated compact subspaces (denoted
∂0M and ∂1M) which are disjoint subsurfaces of ∂M . A regular compact 3-manifold M
in an ambient (typically noncompact) 3-manifold U is a regular 3-submanifold of U if
∂0M ⊂ ∂U and ∂1M = FrM . An exhaustion {Mi} of a 3-manifold U is regular if, for all i ,
Mi is a regular 3-submanifold ofU with Mi ⊂Mi+1\∂1Mi+1 and ∂0Mi = ∂0M1. A regular
exhaustion {Mi} is preperfect if there exists a proper embedding U ⊂ X, a generalized 3-
manifold, such that U ⊂M(X) (and the inclusion is polyhedral) and there exists a perfect
exhaustion {Xi} of X such that for all i , Xi ∩ U =Mi . (Note that, although our use here
of the symbols ∂0 and ∂1 in reference to regular 3-submanifolds differs from that of [15],
their use in reference to compact, planar surfaces remains the same). A loop α :S1 → X
is virtually trivial if α is null-homotopic in X̂ (equivalently, there exists a virtual disk
α¯ : Dˇ→X such that α¯ | ∂Dˇ = α).
Note that the definition of “elementary prolongation”, as it appears in [15] (pages 166
and 167), requires that the ambient space U be “semi-compact”. It is easy to see that
the definition makes sense under far less restrictive conditions. We require only that the
embedded virtual disk (a proper subspace of U ) in the arbitrary space U be in M(U) and
that there exists a neighborhood of Dˇ in U which is orientable in the complement of some
compact 3-submanifold of itself (then the prolongation is accomplished by using a finite
family of “subvirtual disks” lying in the orientable part of the neighborhood).
Suppose Y is a compact polyhedral space and X is metrizable. Let P be a property
which a given map from Y to X might or might not have. We say a map f :Y →X can be
approximated by a map having P if given a metric d on X and ε > 0 there exists a map
g :Y →X having P such that max{d(f (y), g(y)) | y ∈ Y }< ε. The map f is ε-homotopic
to a map having P if given d and ε > 0 there exists a homotopy ft :Y → X such that
f0 = f,f1 has P and
max
{
d
(
f (y), ft (y)
) | y ∈ Y, t ∈ [0,1]}< ε.
Note that if X is an ENR then the two properties are equivalent.
Definition. A closed subspace A of a 3-dimensional metrizable space X has general
position dimension zero (in X) if any map f :B2 → X can be approximated by a map
g such that g(B2) ∩ A = ∅. The subspace A has general position dimension one (in X)
if it does not have general position dimension zero and any map of f :B2 → X can be
approximated by a map g such that g(B2) ∩ A is 0-dimensional. (Note: Of course, these
are properties of the pair (X,A) but we will usually not indicate the ambient space X which
will be clear from the context.) We leave it to the reader to prove the following: if X has
a complete metric and has no locally separating points or arcs and A has general position
dimension one in X then any map f :B2 →X can be approximated by a map g :B2 →X
such that dim[g(B2) ∩ A]  0, g(∂B2) ∩ A = ∅ and dim[g−1(A)]  0. Such a map is
in general position (or generally positioned) with respect to A (if X is a 3-dimensional
metrizable space and S(X) has general position dimension one in X we say simply that
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such a map, with A = S(X), is in “general position”). We will sometimes denote the
general position dimension of A in X (assuming that it is zero or one) by gpdimA.
It is worth pointing out that this notion of “general position dimension”, as we have
defined it, behaves rather strangely when applied to sets in the boundary of a 3-manifold
or generalized 3-manifold. The boundary of a 3-manifold clearly has general position
dimension zero and, in many easily constructed examples of generalized 3-manifolds
with boundary, the boundary has general position dimension one. In what follows, the
sets whose general position dimension is considered invariably lie in the interior of a
generalized 3-manifold.
Remarks. At several points in this paper Poincaré duality or “intersection theory”
for generalized manifolds and local orientability of generalized manifolds are invoked.
References for these theorems include [1–4]. It is stated in [4] that “intersection theory” is
valid in generalized 3-manifolds. However, in the absence of a clearly stated theorem (or
proof) in these references(and wishing to avoid a plethora of exact sequences) we adopt the
expedient of demonstrating the validity of intersection theory for the class of generalized
3-manifolds each of which has either boundary or non-null manifold set (which includes
all those considered here). Note first that if X is any such generalized 3-manifold then the
Quinn obstruction to resolvability of X × R2 vanishes (see [14]). By Daverman’s result
[10], X × R2 must satisfy the DDP and hence, by R.D. Edwards’ recognition theorem
([12] or [11] for a complete proof) is a manifold. Now given, for example, that X is
orientable and maps f :Q→ X and g :S1 → X (where Q is an oriented surface) define
their “intersection number” to be the intersection number of f × id :Q× R2 → X × R2
and g′ :S1 →X ×R2 (where g′(x)= (g(x),0,0)). We leave it to the reader to verify the
usual properties but note specifically that if f and g meet only in M(X) (and transversely)
then the usual geometric count (of the points of the preimage of g(S1) under f according
to sign) yields this same “intersection number”.
Also we will use, at several points in the paper, the fact that any ENR has the proper
homotopy type of a polyhedron [17].
4. Statement of results
Virtual Loop Theorem. Suppose U is a preacyclic 3-manifold, R is a connected
subsurface of ∂U , G is a normal subgroup of π1(R) and f : (Dˇ, ∂Dˇ)→ (U,R) is a virtual
disk in general position such that [f |∂Dˇ] ⊂ G. Then there exists an embedded virtual
disk g : ( ˇE, ∂ ˇE )→ (U,R) such that [g|∂ ˇE ] ⊂G. Furthermore, if N is a neighborhood of
f (S(f )) in U , we can choose g so that the image of g lies in f (Dˇ)∪N .
Extension Theorem. Suppose U is a 1-acyclic at ∞, generalized 3-manifold and V is a
finite prolongation of U . Then any loop in U which is virtually trivial in U is virtually
trivial in V .
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Note. In this paper we deal only with ‘finite’ prolongations. A generalization of
the Extension Theorem to arbitrary prolongations is easy but, for our purposes here,
unnecessary.
Definition. Let f :Y → X be a map of topological spaces. If f is surjective then X is
an image of Y . If A⊂ X we say f is conservative in A if f |f−1(A) :f−1(A)→ A is a
homeomorphism. We say f is conservative if it is conservative in M(X).
Resolution Theorem. Any closed generalized 3-manifold whose singular set has general
position dimension less than or equal to one is a conservative, cell-like image of some
3-near manifold.
Corollary. The 3-dimensional Poincaré Conjecture implies that every closed generalized
3-manifold whose singular set has general position dimension less than or equal to one is
resolvable.
Remarks. The Resolution Theorem of this paper generalizes that of [15] since any closed
0-dimensional subspace of a generalized 3-manifold must have general position dimension
less than or equal to one (an easy exercise left to the reader). On the other hand there
exist, in abundance, generalized 3-manifolds whose singular sets are not 0-dimensional
but do have general position dimension one. For example, the decomposition space X
of the following cell-like decomposition of an arbitrary closed 3-manifold M is such a
generalized 3-manifold. Let L be any compact 1-subpolyhedron of M and {Ci}∞i=1 a null
sequence of pairwise-disjoint, cell-like, non-cellular compacta such that, for all i , Ci ∩ L
is a single point and
⋃∞
i=1(Ci ∩ L) is dense in L. Let {Ci} be the only non-degenerate
elements of the decomposition. Clearly S(X) is the image of L under the decomposition
map. First note that, by the approximate lifting property of cell-like maps, to establish
that S(X) has general position dimension one it will suffice to show that, given a map
f :B2 →M and ε > 0, there exists an ε-approximation g :B2 →M such that the closure
of the set Z = {x ∈ L | ∃i ∈N  x ∈ Ci and Ci ∩ g(B2) = ∅} is 0-dimensional. For this it
suffices to choose g so that g(B2)∩L is finite (to see this just note that for such g and any
neighborhood U of g(B2) ∩ L in M the set {i ∈ N | Ci ∩ U = ∅ and g(B2) ∩ Ci = ∅} is
finite).
5. The Convergence Lemma I and fittedness
We require here only slightly more general versions of the Convergence Lemma I and
Fittedness Lemma of [15] (the Retraction Lemma of [15] will be used unaltered here).
Simply replace everywhere the word ‘semi-compact’ by the word ‘noncompact’ and give
the term ‘regular 3-submanifold’ the less restrictive interpretation of this paper. The more
general versions of the lemmas resulting from these substitutions have proofs identical to
the originals.
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6. The loop and disjunction propositionsThe statements of the Loop and Disjunction Propositions are nearly identical to the
statements found in [15] so we refer the reader to that paper for those statements while
indicating the necessary changes. They are:
(1) in the statements of each replace the word “precompact” with the word “preacyclic”;
(2) among the hypotheses of the Disjunction Proposition add the condition “R ⊂ ∂oM”.
7. Towers
In this prologue we indicate the idea (hinted at in the introduction) which is at the
heart of our extension of the Virtual Loop Theorem of [15] by sketching a proof of the
Assertion stated below. The Assertion (which generalizes the “loop part” of the Classical
Loop Theorem) is itself an easy consequence of the Virtual Loop Theorem of this paper,
but its proof illustrates, in a simpler context, the principal new idea used in the proof of the
Virtual Loop Theorem. Although the remainder of this section (and, in fact, the rest of the
paper) is logically independent of the assertion and its sketched proof, they help motivate
some of the considerations of this section.
The sketch given here is intended for the reader familiar with [15]. The following
definition will be used in the sketch and also later.
Definition. Suppose X is a generalized 3-manifold, M is a 3-submanifold of M(X) and
Y is a subspace (possibly noncompact and nonproper) of X such that Y ∩M is a compact
polyhedral subspace of M (with Y ∩M = Y ). A neighborhood N of Y in X is regular
at M if it satisfies the following three conditions: (1) N ∩M is a regular neighborhood
of Y ∩M in M; (2) int(N ∩ ∂M) ⊂ intN ; (3) if R denotes ∂(N ∩M) ∩ ∂N then N is
a noncompact generalized 3-manifold with ∂N = R ∪ A where A is a half-open collar
of ∂R in ∂N \R. (Note: Since it is a surface with boundary, R alone cannot serve as the
boundary of a noncompact generalized 3-manifold, hence the need for A. It ensures that N
is a generalized 3-manifold with boundary.)
Assertion. Suppose X is a compact, orientable generalized 3-manifold with boundary,
R ⊂ M(X) is a connected subsurface of ∂X, G is a normal subgroup of π1(R) and
f : (B2, ∂B2) → (X,R) is a map such that [f |∂B2] ⊂ G and both f (B2) ∩ S(X) and
f−1(S(X)) are 0-dimensional. Then there exists a map g : (B2, ∂B2)→ (X,R) such that
g|∂B2 is an embedding, [g|∂B2] ⊂ G and both g(B2) ∩ S(X) and g−1(S(X)) are 0-
dimensional.
Note. To see that the Assertion follows from the Virtual Loop Theorem first observe that
X \ [f (B2)∩ S(X)] is 1-acyclic at ∞.
Proof (Sketch). Let M0 be a compact 3-submanifold of M(X) containing a neighborhood
of f (∂B2) in R and such that f is transverse to M0. We can assume f |f−1(M0) is in
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general position. Let N0 be a neighborhood of f (B2) regular at M0. Note that N0 is a
generalized 3-manifold with boundary (and in general, both N0 and ∂N0 are noncompact).
Choose p = q in ∂B2 such that f (p)= f (q) and consider the map τ0 :Z→ N0 where Z
is obtained from B2 by identifying p and q and τ0 is the unique map whose composition
with the identification map (B2 → Z) is the map f . Beginning with τ0 :Z → N0 we
can construct, by induction, a sequence {τn :Z → Nn ⊂ N˜n−1}∞n=1 (an infinite “tower”)
where, for all n  0, N˜n is that covering space of Nn whose fundamental group is (τn)#
(π1(Z)) and τn+1 is a lift of τn to N˜n. Now, for all n  0, σn : N˜n → Nn is the covering
projection and Mn+1 denotes (σn)−1(Mn). We define Nn to be a neighborhood of τn(Z)
in N˜n−1 regular at Mn. Note that (σn|)#(π1(Nn+1)) Z. We add one proviso: if σn sends
τn+1(Z) ∩Mn+1 homeomorphically onto τn(Z) ∩Mn then we can and do choose Nn+1
so that σn| :Nn+1 ∩Mn+1 →Nn ∩Mn is a homeomorphism. In general the tower will not
“terminate” because the maps {σn} are not polyhedral but will “partially terminate”, i.e.,
there exists k ∈N such that for n k, σn| :Nn+1∩Mn+1 →Nn∩Mn is a homeomorphism.
Hence, σk| : ∂Nk+1 → ∂Nk is a homeomorphism. Hence im[π1(∂Nk) → π1(Nk)]  Z
(where the map is inclusion) and hence (by duality for generalized manifolds, etc.), genus
∂Nk  1. The rest of the proof runs the same as in Section 4 in Chapter 2 of [15] (i.e.,
apply the Torus Proposition, Cutting and Pasting, Essential Finiteness . . .). ✷
Remarks. Now recall that the proof of the Virtual Loop Theorem of [15] (more especially
the Diagram Lemma of [15]) requires an iterated tower construction (the tower and H -
extension constructions are alternately applied starting with a certain map). Since what
we obtain at the “top” of the tower (as in the above sketch) is not a single space but
rather a sequence, {σn}nk , of spaces and maps we need to formulate a version of the
tower construction (and a notion of “H -extension”) which is applicable to “maps” (the
“morphisms” defined below) whose domain is a certain kind of sequence of spaces and
maps (the “semi-polyhedral inverse sequence” defined below).
Definitions. An inverse sequence X is a sequence {Xi}∞i=r of path-connected ENRs
together with maps xi :Xi+1 → Xi . The initial subscript r is some natural number. We
regard a second inverse sequence as “equivalent” to X if it is obtained from X by
discarding, for some s  r , all spaces and maps xi :Xi+1 → Xi with i < s. Hence we
will suppress, in our notation, the initial subscript.
A pair (X,X) of spaces is semi-polyhedral if X is an ENR and X is compact, polyhedral
and has a polyhedral neighborhood in X. A map f : (X,X)→ (Y,Y ) of semi-polyhedral
pairs is semi-polyhedral if f |X :X→ Y is polyhedral.
A semi-polyhedral inverse sequence is an inverse sequence
{
xi : (Xi+1,X i+1)→ (Xi,X i)
}
of maps such that, for all i , (Xi,X i) is a semi-polyhedral pair and xi : |Xi+1 :Xi+1 →Xi
is a polyhedral homeomorphism. In our notation a semi-polyhedral inverse sequence will
be represented by a single uppercase script letter, e.g., Z = {zi : (Zi+1,Z i+1)→ (Zi,Zi)}
andZ = {zi | :Zi+1 →Z i} (we say Z is constant if, for all i , (Zi+1,Z i+1)= (Zi,Z i) and
zi = id and we then denote (Zi,Z i)= (Z,Z )).
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A morphism τ :X → Y from one inverse sequence to another is a sequence of maps
{τi :Xi → Yi} such that, for sufficiently large i , the following diagram commutes.
Xi+1
xi
τi+1
Yi+1
yi
Xi
τi
Yi
(Note that, given our notion of equivalence of inverse systems, we could replace the phrase
“for sufficiently large i” in the above definition by the phrase “for all i”.)
The morphism τ is π1-surjective if, for all i , im(yi ◦ τi+1)# = im(yi)#.
A morphism of semi-polyhedral inverse sequences is split if it satisfies the following
additional condition: for all i , τi : (Xi,X i)→ (Yi, Y i) is split (i.e., τ−1i ( Y i)=Xi ).
If X and C are inverse sequences we say C is a subinverse sequence of X if, for all
i , Ci ⊂ Xi and xi |Ci+1 = ci (also the morphism ϕ :C → X , where ϕi is the inclusion
Ci ⊂Xi for all i , is the inclusion of C into X .)
A path-connected space X is finitely π1-supported by a subspace A if there exists a
finite family of loops {αj :S1 → A}nj=1 such that π1(X) is the normal closure (in π1(X))
of the union of the conjugacy classes in π1(X) determined by the {αj }. If X is an inverse
sequence and A a subinverse sequence of X we say X is finitely π1-supported by A if
there exist s ∈ N, n ∈ N, and, for each i  s, a finite family {α(i)j :S1 → Ai}nj=1 of loops
such that, for all i  s and 1  j  n, xi ◦ α(i+1)j = α(i)j and im(xi)# is in the normal
closure (in π1(Xi)) of the union of the conjugacy classes in π1(Xi) determined by the
loops {α(i)j :S1 →Ai}nj=1.
H -Extension Lemma 1. Suppose: Y is a semi-polyhedral inverse sequence such that,
for all i , Y i is an admissible 2-polyhedron (see [15] page 174 for the definition of
“admissible”); U is a constant semi-polyhedral inverse sequence; M is a subspace of U
such that U ⊂M and the inclusion U \M ⊂ U \ U is H1-trivial; σ :Y → U is a split
morphism of semi-polyhedral inverse sequences; and C is a sub-inverse sequence of Y
such that Y is finitely π1-supported by the sub-inverse sequence {σ−1i (U \M) ∪ Ci}ir .
Then there exists a commutative diagram of semi-polyhedral inverse sequences and split
morphisms
Y
σ
Z
ρ
U U
where the horizontal arrows are inclusions satisfying the following conditions:
(i) Z is finitely π1-supported by the subinverse sequence {ρ−1i (U \U )∪Ci}ir .
(ii) For all i  r , im[H1(Yi+1)→H1(Zi)] = im[H1(Ci+1)→H1(Zi)] (where, for each
i , the homomorphisms are induced by yi followed by inclusion and yi |Ci+1 followed
by inclusion, respectively).
(iii) Zi = Y i .
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(iv) If, in addition, Y is constant and (Yi , Y i) is a polyhedral pair, then for all i  r , the
inclusion yi(σ−1i+1(U \M))⊂Zi \Z i is H1-trivial.
Proof. For each i  r we have finite families, {α(i)k :S1 → σ−1i (U \M)}k and {β(i)l :S1 →
Ci}l , of loops “π1-supporting” Y (i.e., for each i  r , {α(i)k }k ∪ {β(i)l }l plays the role of
{α(i)j } in the definition of “finitely π1-supported” and for all k, l and i  r , α(i+1)k and β(i+1)l
are lifts of α(i)k and β
(i)
l , respectively). Since the inclusion U \M ⊂ U \ U is H1-trivial,
we can choose, for each k, a compact, connected, orientable surface R(r)k with connected
boundary such that σr ◦ α(r)k extends to a map ϕ(r)k :R(r)k → U \U . For each k, attach R(r)k
to Yr “using” α(r)k . The resulting space is Zr . Similarly, for each i > r and all k, attach
a copy R(i)k of R
(r)
k to Yi “using” α
(i)
k to obtain Zi . The maps zi(i  r) are defined in
the obvious way (i.e., for each k and i > r , zi maps ˚R(i+1)k homeomorphically onto ˚R(i)k ).
Now define ρr :Zr → U by ρr |Yr = σr and, for all k, ρr | ˚R(r)k = ϕ(r)k | ˚R(r)k and, for i > r ,
ρi = ρr ◦ zr ◦ zr+1 ◦ · · · ◦ zi . Commutativity of the diagram is immediate. We verify the
listed conditions.
(i) Since ⋃k ˚R(r)k ⊂ ρ−1r (U \U), it will suffice to show thatZ is finitely π1-supported by
{Ci ∪ (⋃k ˚R(i)k )}ir . We indicate the required families of loops (as in the definition of
“finitely π1-supported”) and leave the rest to the reader. Let {γ (r)l }sl=1 be a finite family
of loops in
⋃
k
˚R
(r)
k such that, for each k, π1(R
(r)
k ) is generated by some subfamily.
For each l and i > r let γ (i)l be a “copy” of γ
(r)
l in R
(i)
l . For each i  r , the required
family is then {γ (i)l }sl=1 ∪ {β(i)l }l .
(ii) Since im[H1(Yi+1)→H1(Yi)] is in the subgroup generated by the homology classes
of the loops {α(i)k }k ∪ {β(i)l }l and, for each k, α(i)k is null-homologous in Zi , we
conclude that im[H1(Yi+1)→H1(Zi)] is in the subgroup generated by the homology
classes of {β(i)k }k . But these are in im[H1(Ci+1)→Hi(Zi)].
(iii) The attached surfaces are mapped into U \U .
(iv) If Y is constant, we can suppress the subscript i . Since Y \ Y is compact and
polyhedral, we have that H1(Y \Y ) is finitely generated. So in the above construction,
we can include among the finitely many attached surfaces {Rk} ones which will “kill”
the generators of H1(Y \ Y ) and map into U \U . ✷
Terminology. The morphism ρ in the conclusion of the lemma is an H -extension of σ
relative to Cr confined to U \U .
Immersification Lemma 2. Suppose ρ :Z→ U is a split morphism of semi-polyhedral
inverse sequences where Zi is an admissible 2-polyhedron and U is constant and such
that U is a generalized 3-manifold with boundary, ∂U ⊂M(U), and U is a regular 3-
submanifold of M(U). Then there exists a commutative diagram of split morphisms of
semi-polyhedral inverse systems
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Z τ Yρ N
σ
U id U
such that:
(i) for all i , Y i is an admissible 2-polyhedron, Ni is a generalized 3-manifold, N i is a
regular 3-submanifold of M(Ni) with ∂0N i = σ−1i (∂0N ), and the unlabeled arrow is
an inclusion;
(ii) for all i , ni :Ni+1 → Ni is an immersion (i.e., any point of the domain has a
neighborhood embedded by ni );
(iii) τ is π1-surjective and, for all i , τi |Zi :Zi → Y i is surjective;
(iv) σi is transverse to U for all i;
(v) denoting σ−1i (∂0U ) and σ−1i (∂1U ) by R(0)i and R(1)i , respectively we have, for all i ,
(N i,R
(0)
i ,R
(1)
i ) is a regular neighborhood of (Yi ∩ N i,Yi ∩ R(0)i , Yi ∩ R(1)i ) (note
that none of these spaces vary up to homeomorphism with i).
Proof. This is again (as the Immersification Lemma of [15]) a generalization of Papaky-
riakopoulos’ tower construction but somewhat less straightforward. The “object” to which
the tower construction is applied is now a morphism of inverse systems rather than a map
of spaces.
We construct the following diagram of spaces and maps (which is almost identical to
that in the proof of the Immersification Lemma of [15, p. 180]; the indexing is somewhat
different and the column of spaces and maps on the left is now Z).
...
zn
...
Zn
zn−1
τn
Nn ⊂ N˜n−1
nn
Zn−1
zn−2
τn−1
Nn−1 ⊂ N˜n−2
nn−1
...
z1
...
nn−2
Z2
z1
τ2
N2 ⊂ N˜1
n2
Z1
τ1=ρ
N1 ⊂ U
n1
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Note. The map ni restricted to Ni+1 is the ni of the diagram in the statement of the lemma.The diagram is constructed as follows. LetN1 be a neighborhood in U of ρ(Z1)which is
regular at U and let N 1 =N1 ∩U . Let N˜1 be the covering space of N1 whose fundamental
group is (ρ ◦ z1)#(π1(Z2)) and let n1 be the covering map. Then ρ ◦ z1 lifts to N˜1. Denote
a lift by τ2 and let N2 be a neighborhood of the image of τ2 which is regular at n−11 (N 1)
and let N2 =N2 ∩ n−11 (N 1). Now let N˜2 be the covering space of N2 whose fundamental
group is (τ2 ◦ z2)#(π1(Z3)) and let n2 be the covering map. Then τ2 ◦ z2 lifts to N˜2. We
denote the lift by τ3. Continue in this way.
For each i let Y i = τi(Z i) and Yi = (Ni \N i) ∪ Y i (and, of course, yi = inclusion
followed by ni for all i). Let σi = n1 ◦ n2 ◦ n3 ◦ · · · ◦ ni−1|Ni .
Of course this tower does not, in general, “terminate” but we must verify that, for
large enough i , yi | :Y i+1 → Y i is a polyhedral homeomorphism (and hence if we
discard finitely many spaces and maps in the sequence we have a semi-polyhedral inverse
sequence). To see this, observe that by construction and (iii) of the Fittedness Lemma [15,
pp. 176–177] and the fact that, for all i, zi :Zi+1 → Z i is a polyhedral homeomorphism,
that the maps {yi |Y i+1} are fitted polyhedral factors of ρ1|Z1 :Z1 → ρ1(Z1) and hence,
again by the Fittedness Lemma (vi), only finitely many can fail to be homeomorphisms.
One special proviso must now be made with regard to the construction of the N i in order
to ensure that n| :N i+1 → N i be a homeomorphism for sufficiently large i . That proviso
is this: if yi :Y i+1 → Y i is a homeomorphism we choose Ni+1 so that ni sends N i+1
homeomorphically onto N i . ✷
Diagram Lemma 3. Suppose: U is a generalized 3-manifold with boundary which is
1-acyclic at ∞; P is an admissible, connected (generally noncompact) 2-polyhedron
and C0 is a compact, polyhedral subspace of P ; ν :P → U is a proper map such
ν(P )⊂M(U), ν|C0 is an embedding, ν :P →M(U) is polyhedral, andP is π1-supported
by C0 ∪ ν−1(W) where W is any neighborhood of ∞ in U ; U is a regular 3-submanifold
of M(U) such that ν(C0)⊂ U , ν is in general position with respect to U and ν(P ) meets
U (this last condition is, of course, redundant unless C0 = ∅). Then the following exist:
a neighborhood V of ∞ in U , with V ⊂ U \ U , at which ν clears U (see [15, p. 166]
for the definition of “clears”) and such that ν−1(FrV ) is a polyhedral subspace of P ;
semi-polyhedral pairs of spaces (Z,Z ) and (Y,Y ) with Z and Y admissible 2-polyhedra;
a generalized 3-manifold N with noncompact boundary and regular 3-submanifold N of
M(N) such that ∂N \ ∂N is a product neighborhood of ∞ in ∂N and, denoting by X
the component of ν−1(U \ V ) containing ν−1(U ), a commutative diagram of split semi-
polyhedral maps
(X,X)
ν|X
(Z,Z )
ρ
τ (Y,Y )
(N,N )
σ
(U,U ) (U,U ) (U,U )
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(where the unlabeled arrows are inclusions and X = (ν|X)−1(U )) satisfying:(i) the map σ is an immersion transverse to U and, denoting C = τ (C0), we have
im[H1(N ) → H1(N)] = im[H1(C) → H1(N)] where the homomorphisms are
induced by inclusion. Furthermore τ | :Z → Y is a fitted map of admissable 2-
polyhedra.
(ii) if R0 and R1 denote σ−1(∂0U ) and σ−1(∂1U ), respectively then (N,R0,R1) is a
regular neighborhood of (Y ∩N,Y ∩R0, Y ∩R1) and R0 = ∂0N .
(iii) the inclusion ν−1(FrV )⊂Z \Z is H1-trivial.
(note the typo in the corresponding statement in [15]; “σ ” should read “ρ”).
(iv) Y ⊂ τ (X).
Proof. The proof parallels that of the Diagram Lemma in [15], the principal difference
being the replacement of spaces and maps, in the first commutative diagram of the proof,
by semi-polyhedral inverse sequences and split morphisms.
Let {Mi} be a perfect exhaustion of U with U =M0 and n an integer larger than the
index of ν| : ν−1(M0)→ ν(ν−1(M0)) and such that ν clears U at U \Mn. We can also
assume that ν is in general position with respect to FrMn+1 and hence ν−1(Mn+1) is a
subpolyhedron of P .
Let X be that component of ν−1(Mn+1) which contains ν−1(M0). Denote X =
ν−1(M0). We will construct the following commutative diagram of semi-polyhedral
inverse sequences and split morphisms by successive application of the H -Extension and
Immersification Lemmas:
X
ν|X
Z
ρ
τ (1) Y(1) Z(1)
ρ(1)
τ (2) Y(2) . . . Z(n−1)
ρ(n−1)
τ (n) Y(n)
N (1)
σ (1)
N (2)
σ (2)
N (n)
σ (n)
U U U U U . . . U U
By abuse of notation we define ν|X :X → U to be ν|X : (X,X )→ (U,U ) for all i (where
X and U are the constant semi-polyhedral inverse systems).
Note first that, since P is π1-supported by ν−1(U \Mn) ∪ C0, it follows that X is π1-
supported by (ν|X)−1(U \Mn) ∪ C0 and therefore finitely π1-supported by (ν|X)−1(U \
Mn) ∪ C0 (because X is a compact polyhedron). The left-most square is an H -extension
of ν|X relative to C0 confined to U \Mn−1 (it exists by the H -Extension Lemma 1 since
X is finitely π1-supported by C0 ∪ (ν|X)−1(U \Mn)). Hence Z is finitely π1-supported
by C0 ∪ ρ−1(U \Mn−1). The next square is the immersification of ρ. We denote C(1)i =
τ
(1)
i (C0) (recall C0 ⊂ Zi =X for all i). It follows from π1-surjectivity of τ (1) that Y(1) is
finitely π1-supported by C(1)j ∪ (σ (1)j |Y (1)j )−1 (U \Mn−1) for sufficiently large j (recall
that the subscript i takes on values beginning with some natural number, not necessarily 1).
Now working inductively, suppose σ (i)|Y(i) :Y(i) → U is a morphism of semi-polyhedral
pairs such that Y(i) is finitely π1-supported by C(i)j ∪ (σ (i)j |Y (i)j )−1 (U \Mn−i ) for some j .
76 T.L. Thickstun / Topology and its Applications 138 (2004) 61–95
Since the inclusion U \Mn−i ⊂U \Mn−i−1 is H1-trivial we can construct an H -extension
of σ (i)|Y(i) to obtain a commutative square
Y(i)
σ (i)|Y (i)
Z(i)
ρ(i)
U id U
whereZ(i) is π1-supported by C(i)r ∪ (ρ(i)r )−1(U \Mn−i−1) (where r is the initial subscript
of Z(i)). Now the immersification of ρ(i) is the commutative diagram
Z(i)
ρ(i)
τ (i+1) Y(i+1)
N (i+1)
σ (i+1)
U id U
We denote C(i+1)j = τ (i+1)j (C(i)j ). From π1-surjectivity of τ (i+1) we conclude that
Y(i+1) is finitely π1-supported by C(i+1)s ∪ (σ (i+1)s |Y (i+1)s )−1 (U \ Mn−i−1) where s
is the initial subscript of Y(i+1). This completes the induction and the construction of
the diagram. In what follows we will assume, without loss of generality, that the initial
subscript of all inverse sequences in the diagram is the same (we denote it by r). At
the outset note that Z(i−1)j = Y (i−1)j (for i > 1). Note also that, for all j , the map
τ
(i)
j |Z(i−1)j :Z(i−1)j → Y (i)j is an immersion since it is a factor of σ (i−1)j |Y (i−1)j which is
an immersion by the Immersification Lemma 2. Hence, by the Fittedness Lemma (iii), for
all j , the map τ (i)j |Z(i−1)j :Z(i−1)j → Y (i)j is fitted (note: it is left to the reader to verify the
condition “f (X(1))⊂ Y (1)” in the statement of the Fittedness Lemma (iii)). Now since n is
greater than the index of ν|ν−1(M0) we conclude, again from the Fittedness Lemma, that
for some k between 2 and n the map τ (k)r :Y (k−1)r → Y (k)r is a homeomorphism.
We pause here to explain why a single H -extension followed by immersification is
insufficient for our purposes (this will also serve to indicate how we intend to use the
diagram). If, in the diagram of the statement of the lemma, we took (Z,Z ), (Y,Y ) and
(N,N ) to be, for some sufficiently large i , (Z(1)i ,Z
(1)
i ), (Y
(1)
i , Y
(1)
i ) and (N
(1)
i ,N
(1)
i ),
respectively (and, of course, τ = τ (1)i , ρ = ρ(1)i and σ = σ (1)i ) then all of the conditions
listed in the lemma would be satisfied save (i) and (i) would also be satisfied if τ (1)i sent
Z
(1)
i π1-surjectively onto Y (1)i . It is precisely this π1-surjectivity condition which can be
achieved, in general, only by sufficiently many repetitions of the “H1-extension followed
by immersification” construction (and, of course, then only for the correct choice of
superscript). To see that the above condition guarantees (i), observe first that (even without
it) the image of H1(Z(1)i ) in Hi(Z(1)i ) is contained in the image of H1(C0) in H1(Z(1)i ). So
π1-surjectivity of τ (1) and the assumed condition together imply (i).
Now continuing with the proof we have the following.
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Claim. im[H1(Y (k)r )→H1(Y (k)r )] = im[H1(C(k)r )→H1(Y (k)r )].Proof. We can extract from the large diagram the following (where the unlabeled
homomorphisms are induced by inclusion),
H1(C
(k−1)
r+1 ) H1( Y
(k−1)
r+1 ) H1(Z
(k−1)
r+1 ) H1( Y
(k)
r+1)
H1(Y
(k−1)
r+1 )
(y
(k−1)
r )=
H1(Z
(k−1)
r+1 )
(z
(k−1)
r )=
(τ
(k)
r+1)=
H1(Y
(k)
r+1)
(y
(k)
r )=
H1(Y
(k−1)
r ) H1(Z
(k−1)
r )
(τ
(k)
r )=
H1(Y
(k)
r )
From the H -Extension Lemma 1 we have
im
[
H1
(
C
(k−1)
r+1
)→H1(Y (k)r
)]= im[H1(Y (k−1)r+1
)→H1(Y (k)r
)]
and hence:
im
[
H1
(
C
(k−1)
r+1
)→H1(Y (k)r
)]= im[H1(Y (k−1)r+1
)→H1(Y (k)r
)]
. (=)
Since C(j)i is sent homeomorphically onto C
(t)
s (by compositions of maps in the diagram
for any i, j, t, s for which such compositions exist) and Y (k−1)r+1 is sent homeomorphically
onto Y (k)r we can replace, in (=), C(k−1)r+1 by C
(k)
r and Y (k−1)r+1 by Y
(k)
r which completes the
proof of the Claim. ✷
Now we extract the diagram in the statement of the Diagram Lemma from the large
diagram we have constructed by denoting
(
Y (k)r , Y
(k)
r
)= (Y,Y ), (N(k)r ,N(k)r
)= (N,N ), (Z(1)r ,Z(1)r
)= (Z,Z ),
σ
(k)
r = σ and τ = τ (k)r ◦ τ (k−1)r ◦ · · · ◦ τ (2)r ◦ τ (1)r . It remains only to verify the four
conditions. Condition (i) follows immediately from the claim. Condition (ii) is read off
from the Immersification Lemma. Condition (iii) is an easy consequence of the fact that
the subdiagram
X
ν|X
Z
ρ
U id U
is an H -extension of ν|X relative to C0 confined to U \ M1 and condition (iv) of the
H -Extension Lemma 1. Condition (iv) is an easy consequence of condition (iii) of the
Immersification Lemma 2 and condition (iv) of the H -Extension Lemma 1. ✷
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8. Cutting and pastingGenus Lemma 4. Suppose N is an orientable generalized 3-manifold (possibly non-
compact) with boundary, S is a subsurface of ∂N and C is a subspace of S such that
im
[
H1(C)→H1(N)
]= im[H1(S)→H1(N)]
(where the homomorphisms are induced by inclusion):
(i) If C is a simple loop then the genus of S is less than two. If, in addition, im[H1(C)→
H1(N)] is finite then the genus of S is zero.
(ii) If C is the null set then the genus of S is zero.
Proof. We indicate a proof only for (i) (the case in which the inclusion C ⊂ N is H1-
injective) and leave the rest to the reader. We can assume without loss of generality that
S is compact and, working toward a contradiction, that S has genus two and connected
boundary. We then have a surjection H1(S)→ Z such that if two elements α,β ∈ H1(S)
have image zero then their representatives are null-homologous in N . Hence (by duality
or intersection theory for generalized manifolds) we conclude that such α and β have
intersection number zero in S. We can also choose a basis α1, α2, α3, α4 forH1(S) such that
α1 is sent to the generator of Z and α2, α3 and α4 are sent to zero (and hence any two have
intersection number zero). On the other hand we have the standard basis β1, β2, β3, β4 such
that βi and βi+1 have intersection number one for i = 1 and 3. However the intersection
matrices for these two bases are easily seen to be inequivalent. ✷
The Paste Lemma of [15] requires only the following changes: U is an orientable (not
necessarily compact) generalized 3-manifold and the “virtual trivialization” of α2 can be
chosen to have image in any preassigned neighborhood of the union of the images of α and
α1. The proof requires no changes.
The Cut Lemmas 1 and 2 of [15] require only the following changes: W is an orientable
(not necessarily compact) generalized 3-manifold and ∂W is replaced by “a compact
component of ∂W”. Again the proofs require essentially no change.
9. The proofs of the loop and disjunction propositions
The statements of the Loop and Disjunction Propositions of this paper are the same
as those of [15] except that the word “preacyclic” replaces the word “precompact”.
The proofs of those propositions are almost identical to the proofs of the Loop and
Disjunction Propositions of [15] with the Diagram Lemma 3 of this paper substituted for
the Diagram Lemma of [15]. Of course, playing the role of U in the applications of that
lemma is a 1-acyclic at ∞, generalized 3-manifold in which the preacyclic 3-manifold of
the hypothesis is embedded. However the choice of the ambient generalized 3-manifold
requires some care since, for one thing, the hypothesis of the Diagram Lemma 3 calls for a
generalized 3-manifold with boundary and the ambient generalized 3-manifold guaranteed
by preacyclicity might have no boundary.
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We indicate how to proceed in the proof of the Loop Proposition (the Disjunction
Proposition is handled similarly). So let U,R,G and α be as in the statement of the Loop
Proposition and let U be contained in a generalized 3-manifold X as in the definition of
the term preacyclic (we can assume U ⊂ X \ ∂X). Let Q be a regular neighborhood of
α(S1) in R and let Z be a compact 3-submanifold of M(U) \ ∂X homeomorphic to Q× I
and such that Z ∩U =Q. Now the ambient space in our application of the Diagram Lem-
ma 3 is X \ ˚Z. Let i :Q→ R be inclusion and denote H = (i#)−1(G). Note that, for any
γ :S1 →Q, if [γ :S1 →Q] ⊂H then [γ :S1 → R] ⊂G. Now proceed as in the proof of
the Loop Proposition of [15] but use Q and H in place of R and G. We state here only the
one minor change required in each of the proofs found in [15]. But first note an omission
on page 189 of [15]: on line 8 from the bottom “λ” should read “λ¯”.
In the first sentence of the third paragraph beginning on page 190 change “compact
orientable 3-manifold” to “orientable generalized 3-manifold”.
In the first sentence of the first paragraph beginning on page 192 change “compact
orientable 3-manifold W” to “orientable generalized 3-manifold W with boundary”. Also,
in the same sentence change “genus W” to “genus ∂W” (this is a typo in the original).
10. The second half of the proof of the VLT
This portion of the proof of the Virtual Loop Theorem is almost identical to that in [15]
(only Proposition 3 of [15] requires significant reworking). Of course, the stronger versions
of the Loop and Disjunction Propositions must be substituted for the versions found in [15]
and the terms ‘precompact’ and ‘perfect’ must be replaced by ‘preacyclic’ and ‘preperfect’,
respectively and the term ‘regular’(in reference to manifolds and exhaustions thereof)
must be reinterpreted. We indicate below the few changes required (roughly in their order
of appearance) but the reader is advised to read (or reread) Chapter III of [15] before
proceeding.
A configuration will again be a triple {U,M, f } but here U is a preacyclic 3-manifold
and M a preperfect exhaustion. Throughout the section (and the transfinite induction) the
only changes to the ambient, 1-acyclic at ∞, generalized 3-manifold are those made to the
preacyclic subspace (the first “entry” in a configuration). So one begins with the preacyclic
3-manifoldU of the hypothesis of the Virtual Loop Theorem, a 1-acyclic at ∞ generalized
3-manifold X with U contained properly in X, and a perfect exhaustion {M ′i} of X where,
for each i , Mi =M ′i ∩U (and the intersection is transverse). All subsequently constructed
configurations {V,N, g} will have the following properties: ∂V = ∂U ;Y = (X \ U) ∪ V
is a 1-acyclic at ∞, generalized 3-manifold (and is regarded as the ambient space for V );
and {[M ′i ∩ (X \U)] ∪Ni}∞i=1 is a perfect exhaustion for Y (denoted by N′).
Further notational and terminological changes are as follows. First the term ‘semi-
compact’ should be replaced by ‘orientable’ everywhere (recall that, in [15], ‘semi-
compact’ meant orientable with compact boundary). The definition of the term cut number
k(R) of a compact surface R must be modified: we define k(R) to be max{|π0(C)| | C is
a closed 1-submanifold of ˚R such that no closed 1-submanifold of C bounds a compact
planar surface in R} (i.e., the components of ∂R are not to be “capped off” as in the
definition of ‘cut number’ found on page 196 of [15]). In the definition of sieve for M in N
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[15, pp. 200–201] discard the condition that the inclusionsU \M ⊂U and U \N ⊂U \M
be H1-trivial. In the same definition (and in the definition of the term ‘rank’ just below it)
replace ∂1K \ P by R where R is the compact surface obtained from ∂1K \ P by ‘capping
off’ each component of ∂P with a 2-disk. In Proposition 2′ discard the hypothesis “the
inclusions U \M ⊂ U and U \ N ⊂ U \M are H1-trivial”. Since ∂1K is no longer a
closed surface (but compact with boundary) the definition of the term “peripheral” must
be modified as follows. Suppose Q is a compact surface, C is a closed 1-submanifold of
∂Q, and f :S1 →Q is a loop. Let R be the component of Q containing f (S1). We say
f is peripheral in (Q,C) if [f ] (as a conjugacy class in π1(R)) is in the normal closure
of the conjugacy classes determined by the components of C ∩R. So, for example, in the
new version (both statement and proof) of the Main Lemma [15, p. 203] the assertion that
a particular loop is peripheral in ∂1K \P must be replaced by the assertion that the loop is
peripheral in (∂1K \ P ,∂P ). The Observation on page 205 must also be restated (we leave
this to the reader).
The proof of Proposition 3 [15, p. 202] requires some reworking. First the ‘characteriza-
tion of perfectness’ [15, p. 205] is valid (and required) for a regular exhaustion of a general-
ized 3-manifold. (The proof, left to the reader, is somewhat more difficult than for the spe-
cial case required in [15]. First note that one can assume without loss of generality, that the
ambient space is a polyhedron). Now in the final sentence of the statement of Proposition 3
of [15] the conclusion “Then N is perfect (hence W is precompact)” should be replaced by
“Then N′ is perfect (hence W is preacyclic)”. The proof that κ(N) < κ(M)” remains essen-
tially unchanged but, in the observation on page 205, in the inequality “κ(R \ P ) < κ(R)”
replace R \ P by the surface obtained from R \ P by “capping off” each component of
∂1P with a disk.
In proving the rest of the revised Proposition 3 we must change the proof in [15] so
as to allow for the fact that the ambient space is no longer a 3-manifold but a generalized
3-manifold (and hence the frontiers of the elements of M′ are not surfaces). We pick up the
proof immediately after the statement of the “characterization of perfectness”.
In the first paragraph (after the ‘characterization of perfectness’) up to “we denote”, the
letters N,M,N, and K must be replaced N′,M ′,N ′, and K ′. We also require appropriate
replacements for ∂1M ′i , ∂1N ′, and ∂1K ′i since M ′i ,N ′i , and K ′i are no longer 3-manifolds.
For each i , let Zi be an open neighborhood of FrM ′i \ [M ′i ∩ M(X)] in X such that
Zi ∩ ∂1Mi = ∅ and {M ′i ∪Zi}i is perfect (we leave it to the reader to demonstrate that such
neighborhoods exist). Now for the purposes of the proof of the new version of Proposition 3
we denote ∂1M ′i = Zi ∪ [FrM ′i ∩M(X)]. In the notational conventions found in [15] on
page 205, use this notion of “∂1” throughout (so, for example, ∂N(n) = ∂1N(n)∪∂1N(n−1)).
The proof goes through essentially unaltered but Sublemma 1 (on page 206) must be
restated as follows:
Sublemma 1. Let U be an orientable generalized 3-manifold and W a generalized
3-submanifold with boundary such that: W is compact, ∂W ⊂M(U), and the inclusion
W ⊂ U is H1-trivial. Let ∂1W be defined as above. Let C be a closed 1-submanifold of
∂W such that the inclusion C ⊂ U \W is H1-trivial. Then the inclusion ∂1W \ C ⊂W is
H1-surjective.
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11. The proof of the extension theoremThe proof of the Extension Theorem of this paper requires only a modest reworking of
the proof found in [15]. We indicate the necessary changes here while assuming throughout
that the reader is familiar with the corresponding material in [15, pp. 208–212].
First we dispense with the Convergence Lemma III (the necessary convergence
argument is incorporated in the proof below).
Now we generalize the Planar Extension Theorem of [15] changing the hypotheses as
follows: U is here a 1-acyclic at ∞, generalized 3-manifold (rather than a precompact
3-manifold) and the properly embedded surface Dˇ ⊂ U lies in M(U) (and has finitely
many components each of which is a virtual disk). The conclusion reads the same and
the proof of [15] goes through point by point with no change but the following: in the
definition of “offspring” on page 210 of [15] “orientable 3-manifold” must be replaced by
“orientable generalized 3-manifold” and the hypothesis “P ⊂M(M)” must be included in
the definition.
The proof of the Extension Theorem from the Planar Extension Lemma proceeds
much as it does in [15] (and the reader should familiarize himself with that proof before
proceeding) however greater care is required here with the “convergence” part of the
argument since the preimage of a regular subspace of U under f is not, in general, compact
and, on the other hand, the preimage of the closure in U of a regular subspace is not, in
general, a surface.
First we can assume as in [15] that the prolongation V of U is elementary, and is
at the embedded virtual disk Dˇ (obtained from the 2-disk D by deleting a compact 0-
dimensional subspace of ˚D). In what follows we will identify a regular neighborhood of
Dˇ in M(U) with Dˇ × [−1,+1], V with U ∪ [D × (−1,+1)] and D with D × {0}. In
the proof all 2-handles involved will be of the form B × [a, b] where B is a 2-disk in D
and [a, b] ⊂ (−1,+1). A map γ :R→Q× [a, b] (where R and Q are surfaces) will be
termed “nice” if it is the product of a boundary-preserving, proper map of a 1-manifold
into Q with the identity on [a, b] (more precisely, there exist a 1-manifold C, a boundary-
preserving, proper map g :C → Q and a homeomorphism h :R → C × [a, b] such that
γ = (g× id) ◦ h). A map γ :R→ V (R a surface) will be termed “nice at” the 2-handle H
in V if γ |γ−1(H) :γ−1(H)→H is nice.
Now let α be the loop of the hypothesis (virtually trivial in U ) and let {Li}∞i=1 be a
regular exhaustion of U satisfying the following conditions: α(S1)⊂ ˚L1; for each i , ∂1Li
meets D × [−1,+1] nicely; and, for each i , D ∩ (V \Li) is a pairwise-disjoint union of
2-disks (we denote that union by Dn).
We will show that there exist sequences {rn} and {sn} in (0,1) both of which converge
to 1 and such that, for all n > 1, sn−1 < rn < sn and a proper map ϕ :P →W where P is a
noncompact (not necessarily connected) planar surface and W is V minus the subspace
[ ˚D1 × (−r1, r1)] ∪ ⋃∞n=1( ˚Dn × [(−rn+1,−sn) ∪ (sn, rn+1)]), satisfying the following
conditions: each component of ∂P is compact; there exists a component ∂0P of ∂P such
that ϕ(∂P \ ∂0P)⊂ ∂W \ ∂V and ϕ| ∂0P = α. Given that ∂W \ ∂V is a pairwise-disjoint
union of (infinitely many) 2-spheres it follows easily that α is virtually trivial in W and
hence in V (simply “cap off” each component of ∂P \ ∂0P with a 2-disk and map the
2-disk into ∂W \ ∂V ).
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Before proceeding with the proof we introduce some notation: G = ⋃∞i=1(Di ×[−ri, ri ]) and for all n, Hn = Dn × [−sn, sn], Kn+1 = Dn+1 × ([−sn,−rn] ∪ [rn, sn]),
Mn = Ln ∪Hn, Nn = (Ln \G) ∪ (⋃in Ki). Note that {Mi} and {Ni} exhaust V and W ,
respectively. Also let f : Eˇ→ U be a virtual disk which meets Dˇ × I nicely and such that
f |∂Eˇ = α.
Now using the Planar Extension Lemma as in [15] we can construct maps {ϕi :Pi →
Mi}∞i=1 where, for each i , Pi is a planar space obtained by attaching “strips” to
f−1(Li) at f−1(∂Di × [−si, si ]) and mapping the “strips” nicely into Hi so that
ϕi |f−1(Li)= f |f−1(Li) (note that if i  j then ϕi must meet Hj and Kj nicely). Now,
as in the proofs of the Convergence Lemmas, the “passing to an appropriately chosen
subsequence” argument, applied repeatedly, allows us to assume without loss of generality
the following condition: (∗) if, for any n, and any points p, q in ∂Dn ∩ f (Eˇ), the
points ϕ−1n (p) and ϕ−1n (q) (necessarily singletons) are in the same component of ϕ−1n (Dn)
(i.e., cobound an arc in ϕ−1n (Dn)) then, for any m > n, ϕ−1m (p) and ϕ−1m (q) are in the
same component of ϕ−1m (Dn). Now, for each n > 1, let Fn be ϕ−1n (Nn) minus all those
components of ϕ−1n (
⋃
in Kn) which are annuli. From the construction ϕn|ϕ−1n (Ln \G)=
f |f−1(Ln \G) and, by niceness of ϕn atHi for all i  n, Fn is obtained from ϕ−1n (Ln \G)
by attaching strips which are mapped nicely into
⋃
in Ki . Denote ϕn|Fn :Fn → Nn by
ψn. By (∗), for a given i , and all n  i , the strips attached to ψ−1n (Li \G) to obtain
ψ−1n (Ni) are attached the “same way” so we can suppose that, for all i > 1, Fi ⊂ Fi+1.
Furthermore, for all n > i , ψn|ψ−1n (Ki) :ψ−1n (Ki)→Ki is homotopic (through nice maps
fixing ψn|ψ−1n (Ki ∩Li )) to ψi |ψ−1i (Ki) :ψ−1i (Ki)→Ki , so we can assume without loss
of generality that, for all n, ψn+1|Fn = ψn. Now define ψ :P →W by P =⋃∞n=2 Fn and
ψ(x)=ψn(x) for xGFn.
12. An outline of the proof of the resolution theorem and some definitions
The resolution is constructed using prolongations as in [15], however new difficulties
arise in the more general context of this paper. What follows is a somewhat oversimplified
description of the construction.
The resolution of the generalized 3-manifold X of the hypothesis is realized as
the inverse limit of spaces and maps {pi :Xi+1 → Xi}∞i=1, where X = X1. That is,
p∞,1 :X∞ → X1 is the resolution where X∞ = lim←Xn and p∞,1 is projection. It can
be seen a posteriori that the spaces {Xn} are generalized 3-manifolds (since the projection
maps X∞ → Xn can be seen to be cell-like) but proving this directly (i.e., as part
of the inductive construction of the spaces and maps) involves “algebraic” difficulties
which we sidestep by requiring only that, for each i , Xi satisfy the following three
conditions: (1) Xi is the end-point compactification of a 1-acyclic at ∞, connected, open
generalized 3-manifold (i.e., Xi is “admissible”); (2) Xi is locally simply-connected; (3)
gpdimS(Xi)  1. Certainly every generalized 3-manifold whose singular set has general
position dimension less than or equal to one satisfies these three conditions and, as will be
seen, these conditions suffice to enable the inductive construction of the spaces and maps
to proceed. For each n, Xn+1 is constructed from Xn so that, roughly speaking, S(Xn+1)
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has general position dimension “closer to zero” than S(Xn). On the heuristic level one
concludes that S(X∞) has general position dimension zero from which it follows that
X∞ is a 3-near manifold, however, the actual proof is more convoluted. For the purpose
of this outline “closer” will mean this (where we assume Xn is endowed with a metric):
there exist a finite family of maps {fi :B2 →Xn}ki=1 and a number ε > 0 such that for all
1  i  k there exists no map g :B2 →M(Xn) which is ε-close to fi , but there exists a
map gi :B2 →M(Xn+1) such that pn ◦ gi is ε-close to fi (actually we will need to choose
the maps {fi} and ε carefully).
For the sake of simplicity, we will assume, in the remainder of this outline, that the
family {fi} consists of a single map f and we will, in effect, suppress ε (insisting only that
the constructed map g :B2 →M(Y) satisfy p ◦ g|∂B2 = f |∂B2). The essential difficulty
persists under such simplification. So we will outline the construction, given a space X
satisfying the above three properties and a generally positioned map f :B2 → X, of a
second such space Y , a “projection” map p :Y →X and a map g :B2 →M(Y) such that
f |∂B2 = p ◦ g|∂B2. Now denote Dˇ = f−1(M(X)) and X′ =X \ [f (B2)⋂S(X)].
Suppose initially that f |Dˇ is an embedding. Then we can prolong X′ at f (Dˇ) to obtain
a space whose end-point compactification is the desired space Y . The projection map
p :Y → X is the identity on X′ and sends each component of Y \ X′ to the appropriate
end of X′ (i.e., point of X \ X′). The map f then lifts (on the nose) to an embedding
g :B2 →M(Y). The obvious strategy then (when f |Dˇ is not injective and denoting by
U a regular neighborhood of f (Dˇ) in M(X)) is to apply the Virtual Loop Theorem to
f | : Dˇ→ U (perhaps repeatedly) to obtain an embedded virtual disk (or family of pairwise-
disjoint embedded virtual disks). The end-point compactification of the prolongation of X′
at these virtual disks should be the desired space Y . Unfortunately the map f | : Dˇ→ U
does not, in general, send ∂Dˇ to ∂U so the Virtual Loop Theorem cannot be applied
directly. In fact, there appears to be no way to conclude from the existence of f alone
that U contains any “essential” embedded virtual disks.
A this juncture the “virtual end-reductions” of [16] (appropriately extended reworking
the material of [16] using the new improved versions of the Virtual Loop Theorem and
Extension Theorem) play a decisive role. (The reader, if he so chooses, can now consult
[16], the introduction of [6] or section 14 of this paper for descriptions of virtual end-
reductions and their uses). A virtual end-reduction of a preacyclic 3-manifold U relative
to a regular 3-submanifold M is a second preacyclic 3-manifold V (containing M as a
regular 3-submanifold) which is a sort of “approximation” to U having a more tractable
“end- structure” (for example, loops in V \M which are virtually trivial in V \M are
null-homotopic in V \M). These virtual end-reductions will be used to establish that any
preacyclic 3-manifold U possesses the following property: given a regular 3-submanifold
M of U and a loop α :S1 → M which is virtually trivial in U , there exists a regular
3-submanifold N of U with M ⊂ N and a planar map ϕ : (P, ∂1P) → (N, ∂1N) such
that: ϕ|∂0P = α; ϕ|∂1P is injective; and ϕ|∂1P : ∂1P → U \N is π1-trivial mod any
neighborhood of infinity in U \N (see [15, p. 167] for the definition of “π1-trivial mod”).
Now, again considering f | : Dˇ→U we let M be regular 3-submanifold of U containing
f (∂Dˇ), denote α = f |∂Dˇ and apply the above property to obtain N and ϕ :P → N as
in its conclusion. Using local simple-connectivity of X, we choose a neighborhood Z of
f (D) ∩ S(X) such that any loop in Z is null-homotopic in X \N . If C is any component
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of ∂1P , we conclude, from the fact that ϕ|C :C → U \N is π1 -trivial mod Z ∩ U that
ϕ|C :C → X \N is null-homotopic. Denote by {ϕj :B2 → X \N}j a family of such
(generally positioned) null-homotopies (one for each component of ∂1P) and also denote
Eˇj = ϕ−1j (M(X)) and βj = ϕj |Eˇj . For each j , βj : (Eˇj , ∂Eˇj )→ (W,FrN) (where W
is a regular neighborhood of βj (Eˇj ) in X \N) is a “Dehn” virtual disk. By the Virtual
Loop Theorem we can assume that, for each j , βj is an embedding. Some cut and paste
(together with the Extension Theorem) allows us to assume that, in addition, the images
of the {βj } are pairwise-disjoint. Prolonging X \ [⋃j (ϕj (B2)∩ S(X))] at these pairwise-
disjoint, embedded virtual disks yields a space in whose manifold set α is easily seen
to be null-homotopic. The space Y (domain of the projection map) is then the end-point
compactification of this space and p :Y → X is defined as before. This completes our
outline.
We briefly indicate the contents of the sections that follow. Section 13 includes the
statement and proof of a proposition which says, in essence, that the construction outlined
in the previous paragraph (i.e., prolonging at a family of pairwise-disjoint, embedded
virtual disks followed by end-point compactification) results in a second space with the
desired properties along with a certain map from that space to the original. In Section 14
the virtual end-reductions referred to above are defined and their existence demonstrated.
In Section 15 the Blow-up Proposition 12 is stated and proven. Roughly speaking, it
provides for the construction of pi :Xi+1 →Xi from Xi in the above outline. In Section 16
the sequence {pi :Xi+1 → Xi}∞i=1 is constructed using the Blow-up Proposition 12. In
Section 17, it is demonstrated that p∞,1 :X∞ → X1 is a resolution (i.e., that X∞ is a
3-near manifold and p∞,1 is proper, surjective, conservative and cell-like).
Definition. A space X is admissible if it is homeomorphic to the end-point compactifica-
tion of an open, connected, 1-acyclic at ∞, generalized 3-manifold. By the ECC found on
page 216 of [15], admissibility of X is equivalent to the following: X is a compact, sep-
arable, locally compact, locally path-connected and contains a compact, 0-dimensional,
locally non-separating subspace C such that X \ C is an open, connected, 1-acyclic at
∞ generalized 3-manifold which is dense in X. Such a subspace C will be called a super-
singular set for X. We indulge in the following minor abuse of notation: if X is admissible,
σ(X) will denote a super-singular set for X.
Definition. A map f :X → Y is hereditarily π1-injective if given any path-connected
subspaceU of Y , f−1(U) is path-connected and f |f−1(U) :f−1(U)→ U is π1-injective.
Definition. A proper, surjective map p :Y → X is zero-dimensional if there exists a
compact 0-dimensional subspace C of S(X) such that p is conservative in the complement
of C.
Definition. Suppose p :Y →X, f :Z→X and g :Z→ Y are maps with g(Z)⊂A⊂ Y .
(1) If f = p ◦ g then g is a lift of f into A under p (and we say f lifts to A under p if
there exists such a g).
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(2) If X is a metric space (with metric d), Z is compact and maxz∈Z d(f (z), (p ◦g)(z)) <
ε then g is an ε-lift of f into A under p (and we say f ε-lifts into A under p).
Observations. Note that compositions of hereditarily π1-injective (zero-dimensional)
maps are hereditarily π1-injective (zero-dimensional) and these properties are “hereditary”
(i.e., if p :Y → X is hereditarily π1-injective (zero-dimensional) and U is a path-con-
nected open subset of X then p|p−1(U) :p−1(U)→ U is hereditarily π1-injective (zero-
dimensional)).
The end-point compactification of any connected ENR is metrizable (and hence any
admissible space is metrizable). To prove this, first note that it suffices (by a metrization
theorem) to verify that the end-point compactification of any ENR Z is second countable
and regular. Let {Ci} be an exhaustion of Z by compacta such that, for all i , Z \ Ci has
finitely many components (that such an exhaustion exists follows easily from local path-
connectivity). Let B0 be a countable basis for Z and let B1 be the class of open subsets of
Ẑ each of which is the union of some components of Ẑ \Ci for some i . Then B0 ∪B1 is a
countable basis for Ẑ. By compactness of Ẑ, if Ẑ is Hausdorff then it is regular. We leave
the proof that Ẑ is Hausdorff to the reader.
Note that if p :Y → X is a surjective, hereditarily π1-injective map and X is locally
simply-connected then any map f :Bn → X (n = 1 or 2) ε-lifts to Y under p for every
ε > 0 (this property is independent of the metric on X; its easy proof is left to the reader).
We will refer to this property of such maps as “approximate lifting”.
Note also that such maps are necessarily “hereditary π1-isomorphisms”.
13. Embedded virtual disks and admissible maps
Proposition 5. Suppose X is a locally simply connected, admissible space with
gpdimS(X) 1 and {fi :B2 →X}ni=1 is a finite family of generally positioned maps such
that for all i and j = i the following conditions are satisfied: fi embeds B2 \ f−1i (S(X));
fj (B
2) ∩ fi(B2) ⊂ S(X). Then there exist a locally simply connected, admissible space
Y with gpdimS(Y ) 1 and a zero-dimensional, hereditarily π1-injective map p :Y →X
such that, for all i , fi lifts to an embedding into M(Y).
Outline of the proof. Denote C = σ(X)∪ ⋃i[fi(B2)∩ S(X)], U =X \C and, for all i ,
Dˇi = fi(B2) \ S(X). Then {Dˇi}ni=1 is a pairwise-disjoint family of virtual disks in U each
of which is in M(U). The domain Y of the map p is the end-point compactification of the
prolongation of U at {Dˇi}ni=1. The map p is conservative on U and sends each component
of Y \U to the end of U “determined” by that component (the set of components of Y \U
is in bijective correspondence with E(U)). The proof of the proposition occurs in two
stages: in stage one we demonstrate that Y defined as above is locally simply connected,
admissible and gpdimS(Y ) 1; in stage two we define the map p and demonstrate that it
is zero-dimensional and hereditarily π1-injective.
The domain Y of the map p of Proposition 5 is constructed (as outlined above) from the
following three lemmas.
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Lemma 6. If X is admissible and C is a compact, 0-dimensional subspace of X then
X \ (σ (X) ∪C) is a 1-acyclic at ∞, generalized 3-manifold.
Proof. This is a generalization of Lemma 1 of [5]. Reconstruct the proof of [5] in greater
generality by using the fact that X \ (σ (X) ∪ C) has the proper homotopy type of a
polyhedron and replace ∂Ni , (in the proof of [5]) by a neighborhood of FrNi . ✷
Lemma 7. Any finite prolongation V of an open generalized 3-manifoldU is a generalized
3-manifold. Furthermore:
(1) U 1-acyclic at ∞ implies V 1-acyclic at ∞;
(2) Û locally simply-connected implies V̂ locally simply-connected;
(3) gpdimS(U) 1 implies gpdimS(V ) 1.
Proof. Since every point of V is either inU orM(V ), V must be a generalized 3-manifold.
To demonstrate (1) use the characterization of 1-acyclicity at ∞ used in the second half of
the proof of the Virtual Loop Theorem (see the ‘characterization of perfectness’ page 205
of [15]). Use the Extension Theorem to demonstrate (2). ✷
Lemma 8. If V is an open generalized 3-manifold with gpdimS(V ) 1 and such that V̂
is locally simply connected then gpdimS(V̂ ) 1.
Proof. Let f :B2 → V̂ be an arbitrary map. Using local simple-connectivity of V̂ , we
can assume without loss of generality that dimf−1(E(V )) = 0 and that f (∂B2) avoids
E(V ). It will suffice to find a map g :B2 → V̂ ε-close to f such that g|g−1(E(V )) =
f |f−1(E(V )) and g(B2 \ g−1(E(V )) ∩ S(V ) is 0-dimensional. To construct such a g
apply the hypothesis that S(V ) has general position dimension one in V infinitely many
times to obtain a sequence of maps {fi :B2 → V̂ } (where f1 = f ) converging to the desired
g. To obtain f2 from f apply the hypothesis to f |D where D is an appropriately chosen
disk in B2 \ f−1(E(V )). Proceed recursively. ✷
To complete the proof of Proposition 5 it remains only to construct the map p :Y →X
(the domain Y is constructed using the three lemmas as previously indicated). Let Z be the
decomposition space obtained from the decomposition of Y whose only non-degenerate
elements are the components of Y \ X and let ϕ :Y → Z be the decomposition map.
By the ECC (End Compactification Characterization of [15, p. 216]) we have a split
homeomorphism h : (Z,U)→ (X,U) with h|U = id. The map p is then h ◦ ϕ. (Compare
with the Blow-up Proposition of [15, p. 218]).
It is easily verified that the map satisfies the required properties (use the Extension
Theorem to verify hereditary π1-injectivity). ✷
14. Virtual end-reductions and consequences
It is by now a rather firmly established principle that a class of noncompact 3-manifolds
can sometimes be analyzed by considering sequences of “approximating” 3-manifolds
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each possessing a more tractable “end-structure” than the elements of the given class
ordinarily have (see [16,6]). These “approximating” 3-manifolds are, in [6], the “end-
reductions” of the original manifold and, in [16], the “virtual end-reductions” of the
original manifold. These “virtual end-reductions” (of 1-acyclic at ∞ 3-manifolds with
compact boundary) are constructed using the “virtual compression procedure” of [16]
which relies on the Virtual Loop Theorem and Extension Theorem of [15]. The more
general versions of those theorems proven in this paper yield a straightforward extension
of this “virtual compression” procedure and hence broader applicability of the notion of
“virtual end-reduction” which in turn plays an important role in the proof of the Resolution
Theorem of this paper.
A “classical” end-reduction (as in [6], and implicitly [7]) of a noncompact 3-manifold
U rel M (a regular 3-submanifold of U ) is a second noncompact 3-manifold V constructed
as follows. Starting with a regular exhaustion {Mi}∞i=1 of U (where M1 =M) completely
compress (using the standard innermost circle/Classical Loop Theorem argument) all of the
surfaces{∂1Mi}∞i=2 in the complement ofM1. This yields a new sequence {Li}∞i=1 of regular
3-submanifolds (where, for i > 1, Li is obtained from Mi by the sequence of compressions
performed on ∂1Mi and L1 =M). For each i > 1, denote by Ni that component of Li
containing M . The end-reduction V is
⋃∞
i=1Ni . Obviously V ⊂ U and, (and typically
U = V ) for each i > 1, ∂1Ni is incompressible in V \M . If the noncompact 3-manifold
U is preacyclic the above procedure can be modified to include “virtual compressions”.
That is, given any i > 1 and an essential loop α in ∂1Mi which is virtually trivial in
U \M1, the “innermost circle/cut and paste” argument yields an essential loop in ∂1Mi
which is either null-homotopic in Mi \M1 (in which case, by the Loop Theorem, a standard
compression can be performed) or which is virtually trivial in U \Mi . In the latter case an
application of the Virtual Loop Theorem yields a virtual disk embedded in U \Mi at which
a prolongation can be performed. In the prolongation W (which is also preacyclic) a non-
trivial, classical compression of ∂1Mi can be effected. If the infinitely many compressions
of the surfaces {∂1Mj }j>i which can be performed in W using the same “prolonging” disk
are also done (carefully) then a regular exhaustion of W is obtained. Transfinite repetition
finally yields V , the virtual end-reduction of U rel M , together with an exhaustion {Ni}∞i=1
of V where N1 = M and, for all i > 1, ∂1Ni is “virtually incompressible” in U \ M .
Of course V is not, in general, contained in U , but satisfies the following conditions:
∂U = ∂V ; M ⊂ U ∩ V ; any loop in U ∩ V \M , which is virtually trivial in U \M is
null- homotopic in V \M; any loop in U ∩ V \M , which is null-homotopic in V , is π1-
supported by any neighborhood of ∞ in U \M .
At first glance it might appear that the definition of “virtual end-reduction” given below
has little in common with the definition found in [16, p. 409]. There are two reasons for
this. First, here as in [16] we have defined the “virtual end-reductions” in terms of certain
properties they possess (rather than the construction by which they are obtained), and, for
the sake of brevity and clarity, we have included in the definition only those properties
which are used in this paper. Second, the definition in [16] was crafted so as to allow for
compact “virtual end-reductions”. Such compact “virtual end-reductions” are not required
here which allows us to state a simpler (but more restrictive) definition.
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Definition. Suppose U is a preacyclic 3-manifold and M a regular 3-submanifold of U .
A virtual end-reduction of U relM is a preacyclic 3-manifold V such that:
(1) U ∩ V is a 3-manifold containing M with ∂U = ∂V = ∂(U ∩ V );
(2) if X is any compact subspace of U ∩V then any loop in U ∩V \X, which is virtually
trivial in U \X is trivial in V \X and any loop in V \X which is virtually trivial in
V \X is trivial in V \X;
(3) U,V and U ∩ V have regular exhaustions {Mi}, {Ni} and {Ki}, respectively such that
M =M1 =K1 and, for all i , Ki ⊂Mi , ∂1Ki ∩ ∂1Mi is a compact subsurface of ∂1Mi ,
and Ni is obtained from Ki by attaching 2-handles to Ki at ∂1Ki ∩ ∂1Mi .
Definition. A loop α :S1 → X (X noncompact) is nearly 1-movable towards infinity if
given any compact subspace C of X there exists a planar map α¯ : (P, ∂1P)→ (X,X \C)
with α¯|∂0P = α (see page 167 of [15] for the definition of “planar map”).
Before proving the existence of virtual end-reductions we state and prove the following
lemma which will play an important role in the proof of the Resolution Theorem.
Lemma 9. Suppose U is a preacyclic 3-manifold, M is a regular 3-submanifold of U , V is
a virtual end-reduction of U relM and X is a compact subspace of U ∩ V . Then any loop
in U ∩ V \X, which is trivial in V \X is nearly 1-movable towards infinity in U \X.
Proof. Let α :S1 →U ∩ V \X be the loop of the hypothesis (so we have α¯ :B2 → V \X
such that α¯|∂B2 = α). Given a compact subspace Y of U we must construct a planar
map g : (P, ∂1P)→ (U \X,U \ (X ∪ Y )) such that g|∂0P = α. To do this choose j ∈ N
large enough so that α¯(B2)⊂ Nj , Y ⊂ ˚Mj ; and X ⊂Kj (where {Ni}, {Mi} and {Ki} are
exhaustions as in the definition of “virtual end-reduction”). Let Hj denote the 2-handles
Nj −Kj (attached to Kj at ∂1Kj ∩ ∂1Mj ). We can assume that (α¯)−1(Hj ) is a pairwise-
disjoint family of disks in ˚B2.
Let P = B2 − (α¯)−1(Hj), ∂0P = ∂B2 and g = α¯|P . ✷
Theorem 10. If U is a preacyclic 3-manifold and M a regular 3-submanifold of U then
there exists a virtual end-reduction of U relM .
Proof. The reader familiar with Chapter VII of [16] will have no difficulty supplying the
proof. We indicate only a few guidelines.
First let U ⊂ X as in the definition of the term “preacyclic” (so X is a 1-acyclic at ∞
generalized 3-manifold and U ⊂X is proper). There exist exhaustions {Mi} and {Xi} of U
and X, respectively which are preperfect and perfect respectively and such that M ⊂M0
and, for all i , Xi ∩U =Mi (to show that such exhaustions exist use the fact that X has the
proper homotopy type of a polyhedron). Now the proof is almost identical to that found
in [16] pages 422 to 428 where, of course, the more general versions of the Virtual Loop
Theorem and Extension Theorem proven in this paper are substituted for the versions found
in [15] (and the terms “precompact” and “perfect” should be replaced by “preacyclic” and
“preperfect” respectively; the term “regular” should be reinterpreted using the definition
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of this paper). Also in the definition of cut number (at the top of page 424 in [16]) replace
“closed orientable R” by “compact orientable R”.
Now the proof in [16] establishes that the handle-sequence {(Mi,Mi)}∞i=1 has a virtually
incompressible reduction. We leave it to the reader to verify that the total space of this
reduction has the desired properties. ✷
15. Blowing up admissible spaces
Proposition 11. If W is a preacyclic 3-manifold and {αi}ni=1 a family of pairwise disjoint
simple loops in ∂W each of which is virtually trivial in W then there exist pairwise-disjoint
embedded virtual disks {Dˇi}ni=1 in W such that, for each i , ∂Dˇi = αi .
Proof. By repeated application of the Virtual Loop Theorem and the Extension Theorem
(recalling that prolongations of preacyclic 3-manifolds are preacyclic) we obtain a finite
prolongation V of U such that each of {αi}ni=1 bounds an embedded disk in V . By the
standard cut and paste argument we can assume that the disks are pairwise disjoint. If
Di is the disk in V such that ∂Di = αi let Dˇi be that component of Di ∩ U containing
∂Di . ✷
Blow-up Proposition 12. Suppose:X is a locally simply-connected, admissible space with
gpdimS(X) 1, d is a metric on X; ε is a positive real number; and {fi :B2 →X}ni=1 is
a finite family of disks in X. Then there exist a locally simply-connected, admissible space
Y with gpdimS(Y ) 1 and a zero-dimensional, hereditarily π1-injective map p :Y →X
such that, for all i , fi ε-lifts to M(Y).
Proof. We can assume that the family {fi}ni=1 is in general position. Denote C = σ(X) ∪
[S(X) ∩ (⋃ni=1 fi(B2)]] and, using Lemma 6, choose an open neighborhood X′ of C
having finitely many components, each with diameter less than ε, such that the inclusion
X′ \ C ⊂ X \ C is H1-trivial. For each i choose a finite family {D(i)j }nij=1 of pairwise-
disjoint disks in ˚B2 such that f−1i (C)⊂
⋃ni
j=1 D
(i)
j and fi(D
(i)
j )⊂X′ for all 1 j  ni .
Denote the family {fi |D(i)j :D(i)j →X′}i,j by {gk :Ek →X′}mk=1. In what follows we will
assume without loss of generality that X′ is connected (the argument can be repeated for
each component).
Denote Eˇk = g−1k (X′ \ C) and let U be a regular neighborhood in M(X′ \ C),
of
⋃m
k=1 gk(Eˇk). Note that U is preacyclic and let M be a regular 3-submanifold of
U containing
⋃m
k=1 gk(∂Eˇk) and let V be a virtual end-reduction of U relM . Then
each of the maps gk |∂Eˇk : ∂Eˇk → V is null-homotopic. Letting {Ki} and {Ni} be as in
the definition of the term “virtual end-reduction”, choose n ∈ N large enough so that,
for each k, gk(∂Eˇk) ⊂ Kn and gk : ∂Eˇk → Nn is null-homotopic. Denote Kn = K and
Nn = N . Recalling that the components of N \K are 2-handles attached to ∂1K we
then have, for each k, a planar map γ k : (Pk, ∂1Pk)→ (K, ∂1K ∩ ˚N) with γ k|∂1Pk an
embedding and γ k|∂0Pk = gk|∂Eˇk . Each component of ∂1K ∩ ˚N is an annulus whose
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core is trivial in V \K and hence, by Lemma 9, nearly 1-movable towards infinity in
U \K . Let {ϕi :S1 → ∂1K ∩ ˚N}ri=1 be embeddings whose images are these cores and
let L2 ⊂ L1 be neighborhoods in X′ of C such that the inclusion is π1-trivial and such
that L1 ∩ K = φ (such neighborhoods exist by local simple-connectivity of X). Since
ϕi is nearly 1-movable towards infinity in U \K there exists, for each i , a planar map
ϕi : (Qi, ∂1Qi)→ (U \K,L2 ∩ U) with ϕi |∂0Qi = ϕi . By π1-triviality of the inclusion
L2 ⊂ L1, for each i the restriction of ϕi to each component of ∂1Qi is null-homotopic
in L1 and hence we can construct generally positioned maps {ψi :B2 →X′ \K }ri=1 with
ψi |∂B2 = ϕi for each i . Denote C′ = σ(X) ∪ [S(X) ∩ (⋃ri=1 ψi(B2))] and let W be a
regular neighborhood in M(X′) \K of [⋃ri=1ψi(B2)] \C′.
Now apply Proposition 11 letting αi = ψi |∂B2 for all i . The virtual disks so obtained
extend to disks in X′ satisfying the hypotheses of Proposition 5. Apply that Proposition to
complete the proof. ✷
16. The inverse sequence
In this section we construct the inverse sequence of spaces and maps referred to in the
outline of Section 12.
Lemma 13. If X is a separable, metrizable space then the space {f :B2 →X} (the space
of singular disks in X with the topology of uniform convergence) is also separable.
Proof. Let d be a metric on X (note that the topology induced on the space {f :B2 →X}
by the metric max{d(f (x), g(x)) | x ∈ B2} is independent of the metric d). The space
X embeds in the Hilbert cube H and hence {f :B2 →X} embeds in {f :B2 →H}. Since
subspaces of separable metric spaces are separable it will suffice to show that {f :B2 →H}
is separable. Let T1 be an arbitrary triangulation of B2 and, for each integer n > 1, let
Tn+1 be the first barycentric subdivision of Tn. For each n, denote by Qn the subspace of
{f :B2 →H} consisting of the semi-linear maps sending each vertex of Tn to a point in H
all of whose coordinates are rational and all but finitely many zero. It is easily verified that⋃∞
n=1Qn is a dense, countable subspace of the space of singular disks in H. ✷
Proposition 14. Let (X1, d1) be a locally simply-connected, admissible metric space with
gpdimS(X1) 1. There exists a sequence {(Xi, di)}∞i=1 of locally simply-connected admis-
sible metric spaces and zero-dimensional, hereditarily π1-injective maps pi :Xi+1 → Xi
such that, for all i , gpdimS(Xi) 1 and such that given m ∈N, α :B2 →Xm and ε > 0,
there exists n >m such that α ε-lifts to M(Xn) under pm ◦ pm+1 ◦ · · · ◦ pn−2 ◦ pn−1 .
Proof. First let D1 = {α(1)1 , α(1)2 , . . .} be a dense countable subspace of the space
{f :B2 → X1} (an application of the previous lemma). We will construct, by induction,
a sequence {(Xi, di),pi,Di}∞i=1 where, for all i , the following four conditions are satisfied
(it is then left to the reader to complete the proof of the Proposition):
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(1) (Xi, di) is a locally simply-connected, admissible metric space with gpdimS(Xi) 1
and pi :Xi+1 →Xi is a zero-dimensional, hereditarily π1-injective map;
(2) for all x, y ∈Xi+1, di+1(x, y) di(pi(x),pi(y));
(3) Di = {α(i)1 , α(i)2 , . . .} is a countable, dense subspace of {f :B2 →Xi};
(4) for any i, k < n, α(i)k 1n -lifts to M(Xn) under pi ◦ pi+1 ◦ · · · ◦ pn−1.
Suppose {(Xi, di),pi,Di}ni=1 have been constructed. For each i < n and k < n + 1
let β(i)k be a
1
2n+2 -lift of α
(i)
k to Xn (which exists by approximate lifting) and denote
β
(n)
k = α(n)k for all k  n. Applying the Blow-up Proposition 12 to {β(i)k | i, k < n + 1}
in Xn (and letting ε = 12n+2 ) we obtain a locally simply-connected, admissible space
Xn+1 and a zero-dimensional, hereditarily π1-injective map pn+1 :Xn+1 → Xn such that
each β(i)k
1
2n+2 -lifts to M(Xn+1). It follows from condition (2) above (as satisfied for
i  n) that α(i)k 1n+1 -lifts to M(Xn+1) for all i, k < n + 1. Adopt a metric dn+1 for Xn+1
satisfying condition (3) (for example, if d is an arbitrary metric on Xn+1 one could define
dn+1(x, y)= [d(x, y)2+dn(pn(x),pn(y))2]1/2). Finally chooseDn+1 to be any countable
dense subspace of {f :B2 →Xn+1}. ✷
17. The resolution
In this section we complete the proof of the Resolution Theorem as follows. If X1 is
the generalized 3-manifold of the hypothesis we adopt an arbitrary metric d1 for X1 and
let {pi :Xi+1 →Xi}∞i=1 be the sequence of spaces and maps (together with metrics {di}) in
the conclusion of Proposition 14. We denote X∞ = lim←Xi and let p∞,1 :X∞ →X1 be
projection. We will show that X∞ is a 3-near manifold and that p∞,1 is proper, surjective,
conservative and cell-like.
We adopt the following notation: p∞,n :X∞ → Xn is projection and, if n > m,
pn,m :Xn → Xm is pm ◦ pm+1 ◦ · · · ◦ pn−1; if x ∈ X∞ then xn = p∞,n(x); S∞ = {x ∈
X∞ | for all n, xn ∈ S(Xn)}.
We require the following definition and lemmas.
Definition. A sequence {Ui}ki=1 of open subsets of a topological space is nice if:
(1) for all 1 i  k − 1, Ui+1 ⊂Ui and the inclusion is π0-trivial and π1-trivial;
(2) for all 2 i  k − 2 the inclusion Ui \Ui+1 ⊂Ui−1 \Ui+2 is π0-trivial.
Lemma 15. Given a neighborhoodU of a point x in a locally simply-connected admissible
space X and k ∈ N there exists a nice sequence {Ui}ki=1 of neighborhoods of x with
U1 ⊂U .
Proof. We leave most of this to the reader. Condition (1) in the definition of “nice” is easily
satisfied using local simple-connectivity. Condition (2) follows easily from local path-
connectedness and the fact that admissible spaces have no locally separating points. ✷
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Lemma 16. If p :Y → X is a hereditarily π1-injective map of locally path-connected
spaces and {Ui}ki=1 is a nice sequence in X then {p−1(Ui)}ki=1 is a nice sequence in Y .
Proof. Left to the reader. ✷
Proposition 17. X∞ is a 3-near manifold.
Proof. We lay out the proof in a series of claims.
Claim 1. Given x ∈ X∞ and a neighborhood U of x there exists a compact, connected
neighborhood N of x such that N ⊂U and FrN is a 2-sphere in X∞ \ S∞.
Proof. We can assume x ∈ S∞. We will establish that, for some n ∈ N, there is a closed
neighborhood K of xn in Xn such that p−1∞,n(K) ⊂ U and FrK is a 2-sphere in M(Xn).
Then p−1∞,n(K) will serve as the desired N . First choose k large enough so that there
exists a neighborhood V of xk with p−1∞,k(V ) ⊂ U . Furthermore we choose V “small
enough” so that V \σ(Xk) is orientable. Choose a nice sequence {Vi}4i=0 of neighborhoods
of xk with V0 ⊂ V . Let α : [0,1] → V 1 be a path such that α(0) = xk,α(1) ∈ FrV1
and α((0,1)) ⊂ M(Xk) (such a path is easily constructed using the hypothesis that
S(Xk) has general position dimension one in Xk). By Poincaré duality for generalized
3-manifolds (applied to V4 \ ({xk} ∪ σ(Xk))) there exists a map f :R → V4 \ {xk} of
a closed orientable surface R such that f−1(S(Xk)) is 0-dimensional, f is transverse
to α and the Z-intersection number of f with α is nonzero (note that the intersection
number can be measured “geometrically”, i.e., as the number of points of f−1(α((0,1)))
counted according to sign.) Since f−1(S(Xk)) is 0-dimensional, we can choose a compact
2-submanifold D of R each component of which is a disk such that f−1(S(Xk))⊂D and
α misses D. Choose a closed 1-submanifoldL of R \D which avoids α and such thatR \L
is planar and attach a disk to each component of L to obtain a 2-polyhedron R+ in which
each component of L bounds a disk. We can extend f to f+ :R+ → V3 by π1-triviality of
the inclusion V4 ⊂ V3. Applying the lifting properties of the sequence {pi} to the singular
disks f+|D ∪ (R+ \R) in Xk we can choose n > k such that, denoting Wi = p−1n,k(Vi)
for 0  i  4, we have a map g+ :R+ → W3 ∩ M(Xn) such that g+(R) ⊂ W3 and
pn,k ◦ g+|(R \ D) = f |(R \ D). We denote g = g+|R. It follows that, if β is the lift
of α|(0,1) to Xn, then the intersection number of g with β is the same as that of f
with α (since α−1(R)⊂M(Xk) and pn,k is conservative). Choose a path-connected open
neighborhoodW5 of p−1n,k(xk) such thatW5 ⊂W4 and, using path-connectivity of W5 and β
we can construct a path γ : [0,1]→W1 with γ (0)= xn, γ (1) ∈ FrW1, γ ((0,1))⊂M(Xn)
and such that γ has nonzero intersection number with g. Now, using the disks g+|R+ \R,
we “surger” g to obtain a map ϕ :S2 → M(W3) having nonzero intersection number
with γ .
The Sphere Theorem allows us to assume that ϕ is an embedding. We will show
that every generally positioned path in W1 connecting xn with FrW1 must have nonzero
intersection number with ϕ. It then follows easily that the closure of the component of
W1 \ ϕ(S2) containing xn has ϕ(S2) as its frontier and so can serve as the desired K .
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Denote γ0 = γ and let γ1 be any other generally positioned path in W1 connecting xn and
FrW1. By π0-triviality of the inclusion W1 \W2 ⊂W0 \W3 together with π1-triviality of
the inclusion W0 ⊂Xn, there exists a homotopy γt of γ0 to γ1 such that, for all t ∈ [0,1],
γt (0)= xn and γt (1) ∈Xn \W3. Furthermore we can choose γt to be transverse to ϕ(S2)
and hence γ0 and γ1 must have the same intersection number with ϕ(S2). This completes
the proof of Claim 1. (Observe that Claim 1 implies that S∞ is 0-dimensional.) ✷
In the following two claims Z denotes any compact subspace of S∞ such that S∞ \ Z
is closed.
Claim 2. Given any neighborhood U of Z such that U ∩ S∞ = Z there exists a compact
neighborhood N of Z with N ⊂U and such that the frontier of each component of N is a
2-sphere in X∞ \ S∞.
Proof. By Claim 1 and compactness of Z there exists a family {Ni}ki=1 of compact
connected subspaces of X∞ such that { ˚Ni}ki=1 covers Z and, for each i , FrNi is a 2-sphere
in X∞ \ S∞ and Ni ⊂U . By a standard “innermost circle—cutting and pasting” argument
applied to {FrNi}ki=1 we can “eliminate” the components of
⋃
i =j (FrNi ∩FrNj ) to obtain
a compact neighborhoodK of Z with K ⊂U and such that the frontier of each component
of K is a closed surface of genus zero in X∞ \ S∞. Given a component K0 of K whose
frontier is disconnected we need only “drill holes” to connect the different components
of FrK0. That the holes can be chosen to avoid S∞ is an immediate consequence of the
following assertion (whose easy proof, using the properties of {pn}∞k=1, is left to the reader):
given any path α : (I, {0,1})→ (X∞,X∞ \ S∞) and neighborhood V of α(I) there exists
β : I →X∞ \ S∞ such that β|{0,1} = α|{0,1} and β(I)⊂ V . This completes the proof of
Claim 2. ✷
Claim 3. Suppose V is a neighborhood in Xn of p∞,n(Z) such that the inclusion V ⊂Xn
is π1-trivial and p−1∞,n(V ) ∩ S∞ = Z. Then, denoting U = p−1∞,n(V ), the N as in Claim 2
is a 3-near manifold.
Proof. By the assertion at the end of the proof of Claim 2, X∞ has no locally separating
points and hence by the characterization of the end-point compactification (the ECC of
page 216 of [15]) we have (N \ Z)∧ is homeomorphic to N (we leave it to the reader to
verify that N is a “nice” space as in the statement of the ECC, i.e., locally compact, locally
arc-connected and separable). By Corollary 2 page 210 of [15] it will suffice to show that
N \ Z is simple-ended (i.e., there is an exhaustion of N \ Z by compact 3-submanifolds
with simply-connected complements). Choose a sequence {Ni}∞i=1 of neighborhoods of Z
as in the conclusion of Claim 2 such that N =N1,Nk+1 ⊂ ˚Nk for all k and ⋂∞k=1 Nk =Z.
We will show that N \ Z is simple-ended by demonstrating that, for each k, Nk \Nk+1
is simply-connected. Since Nk \Nk+1 is a compact subspace of X∞ \ S∞ there exists
m> n such that p∞,m|Nk \Nk+1 is an embedding. It follows from π1-injectivity of pm,n
that the inclusion p∞,m(Nk \Nk+1 ) ⊂ Xm is π1-trivial. Hence, since p∞,m(Nk \Nk+1 )
is a compact 3-submanifold of M(Xm) whose boundary has genus zero, we conclude
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that p∞,m(Nk \Nk+1 ) (and thereforeNk \Nk+1 ) has simply-connected components. This
completes the proof of Claim 3 and hence Proposition 17. ✷
The following two propositions establish that p∞,1 :X∞ →X1 is cell-like (surjectivity
is immediate).
Proposition 18. p∞,1 is hereditarily π1-injective.
Proof. LetU be a path-connected open subset of X and denote V = p−1∞,1(U). (We leave it
to the reader to verify that V is path-connected.) Let α :S1 → V such that p∞,1 ◦α :S1 →
U is null-homotopic. Since X∞ is a 3-near manifold we can assume without loss of
generality that α(S1) ⊂ U \ S∞. Also since α(S1) is a compact subspace of X∞ \ S∞
there exists n ∈N such that p∞,n(α(S1))⊂M(Xn). Now from hereditary π1-injectivity of
pn,1 we conclude that p∞,n ◦α :S1 → p−1n,1(U) is null-homotopic. By the lifting properties
of {pi} we can find, for some k > n, a null-homotopy of p∞,k ◦α :S1 → p−1k,1(U)∩M(Xk).
Such a null-homotopy can be lifted to a null-homotopy of α by “conservativity” of
p∞,k . ✷
Proposition 19. Any surjective, hereditarily π1-injective map from a 3-near manifold to a
locally simply-connected space with no locally separating points is cell-like.
Proof. Let p :Y → X be the map and x ∈ X. Given a neighborhood N of p−1(x) we
can choose path-connected neighborhoods U3 ⊂ U2 ⊂ U1 of x such that the inclusions
are π1-trivial and p−1(U1)⊂ N . Denote p−1(Ui) = Ni for i = 1,2 and 3. By hereditary
π1-injectivity of p the inclusions N3 ⊂ N2 ⊂ N1 are π1-trivial. We can assume without
loss of generality that N1,N2 and N3 are compact 3-near manifolds with boundary whose
frontiers lie in M(Y). Since x is not locally separating in X it follows from hereditary
π1-injectivity of p that there exist paths in [N2 \ p−1(x)] ∩ M(Y) which connect the
different components of ∂N3. By the usual hole-drilling, 1-handle attaching argument
(applied to N3) we obtain a compact 3-near manifold N ′3 with connected frontier such
that N ′3 ⊂ N2. Now it will suffice to show that N ′3 is aspherical. If it were not then, by
the Sphere Theorem, there would exist a 2-sphere S ⊂ N ′3 \ FrN ′3 not null-homotopic in
N ′3. By an intersection theoretic argument and π1-triviality of the inclusion N ′3 ⊂ N1 we
conclude that S must separate N ′3 and hence, since FrN ′3 is connected, S must bound a
compact 3-near manifold M in N ′3. Then M must be 1-connected by π1-triviality of the
inclusion N ′3 ⊂N1. It follows easily that M is contractible and hence S is null-homotopic
in M (a contradiction). ✷
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