A Human-Computer Interaction (HCI) system that is designed for individuals with severe disabilities to simulate control of a traditional computer mouse is introduced. The camera-based system monitors a user's eyes and allows the user to simulate clicking the mouse using voluntary blinks and winks. For users who can control head movements and can wink with one eye while keeping their other eye visibly open, the system allows complete use of a typical mouse, including moving the pointer, left and right clicking, double clicking, and click-and-dragging. For users who cannot wink but can blink voluntarily the system allows the user to perform left clicks, the most common and useful mouse action. The system does not require any training data to distinguish open eyes versus closed eyes. Eye classification is accomplished online during real-time interactions. The system had an accuracy of 8027/8306 = 96.6% in classifying sub-images with open or closed eyes and successfully allows the users to simulate a traditional computer mouse.
INTRODUCTION
In recent years, there has been an effort to design assistive technology that provides individuals with severe disabilities a tool for communication and access to the computer. Such technology may augment traditional human-computer interfaces like the keyboard and mouse. These traditional human-computer interfaces demand good manual dexterity and refined motor control, which may be absent or unpredictable for people with severe disabilities.
The motivation of our research is to provide an alternative communication tool for non-verbal individuals whose motor abilities are extremely limited by conditions ranging from traumatic brain injuries to degenerative diseases such as multiple sclerosis (MS), muscular dystrophy (MD), or amyotropic lateral sclerosis (ALS). These individuals may only be able to control their head and eyes. Our goal was to develop a computer vision system that replaces the traditional computer mouse with a system that can be completely controlled with the head and eyes.
We propose an algorithm that allows a user to interact with the computer by using their eyes to simulate clicking a traditional mouse. The algorithm is able to automatically locate the user's eyes and learn the appearance of the user's open and closed eyes. Online learning provides a level of robustness that allows the algorithm to work consistently for various individuals and has also shown success for individuals wearing glasses.
Work on camera-based blink detection has focused on specific tasks such as human-computer interaction [4, 7] or fatigue detection [5] . Blink detection modules have been part of more general systems on eye motion analysis [1, 10, 11, 12] . Some research efforts in camera-based blink detection use infrared lighting [8, 13] . The advantage of an infrared system is that the pupils of the user are highlighted when exposed to infrared lighting. While infrared systems make the problem of detecting the eyes easier, the typical user does not have access to infrared lighting and there are safety concerns about long-term exposure to infrared lighting. Our system uses standard lighting with a typical USB camera that is easily available to users. Other systems [1] use active appearance models to locate and track the eyes of the user and make assumptions about the shape, color, and lighting of the user's eyes. The online templates of the users' eyes that our system automatically captures eliminate the need for us to make such assumptions.
Previous interaction systems for people with disabilities [4, 7] interpret a user blink as a trigger for binary switch applications. By tracking and interpreting both eyes of the user (for users who are capable of winking both eyes), our system allows interaction with a computer on a level that is closer to using a traditional mouse. Our system enables users to move the mouse pointer on the screen and issue mouse-clicking commands hands-free. For individuals who are not able to control the muscles around their eyes to a degree that they can wink, the system still enables them to simulate the left-click command of a traditional mouse. This is an improvement over current assistive mouse-replacement systems such as Camera Mouse [2, 3] , which limits the user to left-click commands by hovering over a certain location for a predetermined amount of time. This is counterintuitive as the lack of action on the part of the user causes a click to occur. It can lead the system to issue a click command that was not intended by the user if the user is not moving the mouse within the threshold of hovering time. Our system provides a more intuitive method for controlling the mouse, as it requires a specific action by the user to simulate a mouse click.
METHODS
The algorithm used to detect blinks has a three-stage initialization phase. Stage one involves detecting the eyes by looking for the involuntary or voluntary blinks of the user. In stage two, appropriate tracking points are obtained. Stage three involves obtaining online template images of the eyes. The online templates are then used to detect closed and open eyes and two finite state machines are used to control clicking. A flowchart depicting the main stages of the algorithm is shown in Figure 1 .
Initialization: Detecting Eyes and Learning Appearance of Open and Closed Eyes
The first step of the algorithm is to locate the eyes of the user. This is accomplished by looking for the motion that occurs when the user blinks. First, three consecutive images are obtained. No computations occur while obtaining these images so they are as close together in time as determined by the frame rate of the camera. Two difference images are obtained using the three consecutive frames and then thresholded to produce two binary images. Erosion with a cross-shaped structure element [9] is applied to both binary images to reduce noise and then a union operation [9] merges the images into a final motion image. The algorithm then finds the largest connected component [9] of the motion image and the second largest connected component that is a minimum distance away from the first. The minimum distance requirement is necessary because sometimes the motion of a single eye blinking can create two separate connected components and, by requiring that the two connected components are located sufficiently apart, the algorithm can avoid misinterpreting these two components as two blinking eyes.
The two connected components are now the candidate eye locations and are tested against common properties that hold for all individuals. These include neither component is exceptionally large, the width is greater than the height of each component, the two components have approximately the same vertical position and the sub-images at each location are mirror images of each other. Determining whether the sub-images s and m are mirrored images of each other is accomplished using the normalized correlation coefficient
where n is the number of pixels, si and mi are the brightness values at pixel i in images s and m,s andm are the average brightness values of images s and m, and σs and σm are the standard deviations of the brightness values of images s and m. If the candidate eye locations pass all of these tests the algorithm assumes these are the location of the user's eyes. Next, the algorithm obtains tracking points that will be used throughout the use of the program ( Figure 2 ). Three tracking points are obtained; one is located near the upper lip and is used to control the mouse pointer. The other two tracking points are on each eyebrow of the user and are used to track the eyes indirectly. All the tracking points are obtained by finding the point with the highest summations of Sobel gradient magnitudes [9] in an 11 × 11 pixel region within a specific search region ( Figure 2 ). For the mouse tracking point, the search region is the area between and below the eyes with a height equal to 0.6 times the distance between the eyes. The fraction 0.6 was chosen as a conservative value since obtaining a tracking point below the face and on the neck or clothing is very undesirable. This results in the tracking point near the upper lip, which is a desirable point for tracking because of the intensity changes. For the eye tracking points, the search region is the area directly above the eye. This results in the tracking point being on the eyebrows. Finally, the offset vectors − → p left and − → p right between each eye and the tracking point on the corresponding eyebrow are calculated. These vectors will be used later to approximate the locations of the eyes. Tracking is performed with the Lucas-Kanade optical flow algorithm, which has been tested for mouse-replacement systems [6] .
The third and final stage of the initialization is obtaining the online templates of the user's open and closed eyes ( Figure 3) .
We observed that, right after a user blinks, their eyes are open for a few seconds. This gives us a time window to identify a template of each eye while the eye is open. We collect m consecutive frames of the eyes, assuming that the sub-images to be mostly sub-images of open eyes (in practice, m = 20 works well). For each left eye sub-image, the correlation coefficient ci,j between sub-image i and j is cal- After the open-eye templates are learned, the system obtains closed-eye templates by looking for a sub-image that is significantly different from the open-eye sub-image. More specifically, the system again collects m sub-images of the user's eyes. All are compared to the open-eye templates using the normalized correlation coefficient. If the sub-image most unlike the open-eye template has a normalized correlation coefficient value below a threshold it is chosen as the closed-eye template. If no sub-image below the threshold exists, the system would start to collect m new sub-images and repeat the process until such a sub-image was found. In practice, a correlation threshold of 0.8 worked well. After the system found closed-eye templates for both eyes, the initialization phase is complete.
Control of Mouse Pointer Movement
The tracking point located near the upper lip is used to control the location of the mouse (lowest disk in Figure 2) . Movement in the image is mapped to movement of the mouse. Smoothing is applied to the sequence of mouse pointer locations, so that the mouse pointer is easier to control. The distance the pointer moves on the screen that one-pixel movement of the tracking point maps to can be adjusted to the user's preference.
Blink Detection
The algorithm, on a frame by frame basis, determines if the user's eyes are open or closed. This is accomplished by performing a normalized correlation search with both templates. The center of each search is the approximate loca- tion of the respective eye, which is obtained by using the respective eyebrow tracking point and offset vector − → p left or − → p right . To allow the template search area to be sufficiently large to always contain the actual eye location and to allow real-time use, we do not employ a pixel-by-pixel search. Instead an initial search is performed by skipping over every k pixels vertically and horizontally (e.g., k = 4). Then a pixelby-pixel search is performed around the three best-matched locations. This allows the search area to be large enough and does not sacrifice any significant accuracy. The final decision of whether the eye is open or closed is determined by which template has a higher correlation.
Interpretation of Mouse Commands with Finite State Machines
The algorithm uses two finite state machines (FSM), one for each eye, to control the clicking of the mouse (Figure 7) . The FSMs are used to determine if a blink is voluntary or involuntary, filter out false detections, and determine which type of mouse command the user is attempting. False detections are filtered out by comparing a single detection to the detections around it and taking a majority vote. The algorithm allows the user two modes of control for simulating mouse commands. If a user is able to wink, the algorithm simulates a double-click when a user blinks and a left or right click when the user winks with their left or right eye. The algorithm simulates a left-drag action which occurs when the user closes their left eye and keeps it closed while they move the mouse pointer. When the user opens their left eye, the algorithm sends a left-release signal to the operating system. If a user is only able to blink and cannot wink the same FSMs can be used with a slight modification. Instead of double clicking when the user blinks, the algorithm sends a left-click signal to the operating system. All other transitions and states can still exist but do not perform any mouse commands.
System Feedback to Users
The system presents the user with feedback so the user knows if the system is working properly. This is especially important right after initialization. The algorithm moves a semi-transparent feedback window ( Figure 4 ) along with the mouse pointer so the user can be informed about whether the system is detecting a closed or open eye. The window also contains a mouse image that changes as the user initiates mouse commands so the user knows when a command has been executed. In addition to the window, the algorithm also performs a beep to signal that it has detected a voluntary blink. This is helpful since the user is not able to see the window when their eyes are closed.
EXPERIMENTS AND RESULTS
Two types of tests were performed. The first was to determine the accuracy of the template matching for open-eye versus closed-eye classification. The second was to test the usability of the click interface system. Tests were performed with a 640×480 resolution camera with the test subjects sitting approximately 60 cm away from the camera (Figure 6 ). The camera was a built-in laptop camera and the computer had a 2.16 GHz Intel Core 2 processor with 2 gigabytes of RAM.
Tests were conducted with a total of 20 subjects (13 males and 7 females). Test subjects had various ethnicities and included individuals wearing glasses (Figure 6 ).
Eye Classification Accuracy
To test the accuracy of the template matching system in an environment similar to how the entire system would be used, we asked test subjects to move the mouse pointer to a region on the screen that was highlighted. The test subject opened and closed their eyes with the mouse pointer in the region and then proceeded to the next region. The positions of the regions included all edges and corners of the screen. The images received by the camera were recorded by the system. Each eye was then manually marked as open or closed. Images in which eyes appeared in between being open or closed were not considered. A total of 8306 left and right eye sub-images were tested. An overall accuracy of 8027/8306 = 96.6% was obtained with the template matching classification method (Table 1) .
Mouse Pointer Clicking
The mouse-click functionality of the system was tested by simulating the typical tasks that a user performs with a computer mouse. For left, right and double clicking this involved moving the mouse pointer to a specific location of the screen and performing the desired task. To simulate a left click and drag command, this involved moving the pointer to a desired location, performing a left-down-click command, moving the pointer to another location and performing a left-release command. During testing the user was presented with a white screen in which circles appeared one at a time ( Figure 5 ). The user's task was to move the mouse pointer inside each circle and send a mouse command. The color of the circle indicated the mouse command the user was asked to perform.
We added an intermediate task between every mouse command that the user was asked to perform. This task only required the user to move the pointer to a new location. This intermediate task added rigor to our testing protocol. It increased the period of time during which the user was not supposed to perform a mouse command and thus allowed us to measure occurrences of false-positive detections of mouse commands.
The tests that required users to wink had fewer subjects because not all test subjects were able to wink both their left and right eyes while keeping the other eye visibly open. The success rate for sending left-click commands via blinking was 91.8% = 201/219. This is significant because left-clicking is the command most commonly used to interact with a computer. The success rates for each mouse command is presented in Table 2 .
A successful action required the user to perform the correct type of mouse command in the target circle within a 10-second time limit. We imposed the time limit so if the system was not detecting a blink or wink, our tests would record this. Failed actions included performing the wrong type of mouse command, performing the mouse command while the pointer was outside the target circle, and failing to issue the mouse command within the time limit.
DISCUSSION AND CONCLUSION
The system presented here extends the functionality of the camera-based binary-switch systems by Grauman et al. [7] and Chau and Betke [4] and thus provides a more versatile system for users. By interpreting the motion of three facial regions, including both eyes, the system enables a user to control the mouse pointer on a level similar to a traditional mouse. Also, during system development we observed that by using both an open-eye and closed-eye template, instead of one template, the system was more accurate in classifying the eye state during head turns. As a user's head turned and their eyes were open, the correlation coefficient for the openeye template dropped. However, since a slightly-turned open eye looks more like the open-eye template than the closedeye template, the system still registered it as an open-eye. The same is true for when the user's eye or eyes were closed and their head turned. A system that uses a single-eye template has difficulty in interpreting the eye state when the Figure 5 : Six screenshots of the testing environment taken while a user was performing mouse commands. At the beginning of the test (frame 1), a blue circle appeared in a white screen and the user was asked to move the mouse pointer into the blue circle. The location of the mouse is underneath the feedback window (Figure 4) . When the mouse pointer reached the blue circle, a red circle appeared at another location on the screen, as shown in frame 2. The user moved the mouse pointer to the red circle and sent a click command. The screen changed to contain a blue circle, again in a different location, as shown in frame 3. This process was repeated until a total of 20 red and 20 blue circles had appeared. The user issued a mouse command whenever a red circled was reached and just passed through the blue circles without sending a mouse command. We used the blue circles in our test, because they provided an opportunity for us to evaluate if the system made any false-positive interpretations of the eye state that resulted in unintended mouse commands. head is turned significantly. The second template did not result in a significant decrease in speed of our system because we implemented a fast two-state template search as described in Section 2.3. The system does not require any equipment beyond a standard USB camera. It makes no assumptions about the shape or skin color of the user's face. Some tests were also conducted with users wearing glasses and the system has shown success with individuals with glasses. Lighting was sometimes required to be moved so there was not a glare on the user's glasses, but after this precaution was taken the system was able to detect the location of the users eyes and accurately classify open and closed eyes.
Click
The tests for evaluating the success of the left-and-rightclick and dragging commands had fewer subjects because not everybody was able to wink with one eye while keeping the other eye open.
Another issue with wink detection was that winking and blinking eyes may appear different which impacted the initialization phase. Before the system could be fully used, the online templates might have to be reinitialized to detect winking eyes. Also when a user winks their other eye involuntarily begins to close which the system might interpret as a blink. This fact would sometimes require the eye templates to be reinitialized during testing. The user feedback window allowed the user to quickly know when new templates needed to be obtained. When being used by individuals with severe motion impairments, the feedback window would indicate to a caregiver that new eye templates should be acquired. If the user was only performing left-click commands via blinks, the eye templates would rarely need to be reinitialized.
Future work will include efforts to improve the performance of wink detection. An improved system could automatically detect when new templates needed to be obtained so the assistance of a caregiver would not be necessary. We also plan to transition this system from a basic research environment into a web accessible technology. This has shown to be effective for the Camera Mouse system which had started as a research system and is now a popular assistive technology. A large user base providing feedback would be beneficial to the improvement of the system.
