ABSTRACT
INTRODUCTION
Information Retrieval (IR) [1] is an open research field where scientists attempt to automatically extract information from large corpora. A well-known sample of IR systems is the search engines on the Web like Google, Yahoo!, etc. These systems allow the user to introduce a query like "Who was the first President of Algeria". Then, they answer the query by returning a list of indexed web pages or documents that hold the given list of words. But probably what the user like better is to get the answer explicitly. Thus, the system answers directly the previous query by returning "Ahmed Ben Bella". Question Answering (QA) [2] systems are dedicated to handle this task. As their name indicates, they are IR systems that answer questions.
Nowadays, many factors has reignited the interest in developing QA systems, including the booming increase of the web data, the improvements in information technology and the continuous demand of internet users to access to the correct information rapidly. So, the availability of huge document collections (e.g., the web itself), combined with improvements in information retrieval (IR) and Natural Language Processing (NLP) techniques, has attracted the development of a special class of QA systems that answers natural language questions by consulting documents on the web [3] [4] [5] [6] [7] [8] , or using special knowledge base such works presented in [9] [10] [11] and [12] .
One of the richest corpora, available on the web, is the free encyclopaedia Wikipedia 3 that holds thousands of information in all knowledge fields. Wikipedia represent this information in articles under a semi-structured way. DBpedia 4 is a project that aims at extracting information based on the semi-structured data presented within the Wikipedia articles, interlinking it with other knowledge bases and publishing this information as Resource Description Framework (RDF) documents freely on the Web. Thus, it's crucial to use this rich source of structured information in building new QA systems.
Hence, we propose in this paper a factoid question answering system based on the DBpedia extraction framework and the DBpedia ontology. By factoid question answering system we mean a system that can understand and response simple question types. We coin the developed system by "Selni" which means ask me in the Arabic language. SELNI is a sentence level questionanswering system that integrates natural language processing, ontologies, machine learning and information retrieval techniques.
The paper is organised as follow, in section two we present the DBpedia project. The architecture of the system is presented in section three. An implementation of the proposed architecture is covered in section four. Tuning, experiments and evaluation of the developed system is discussed in section five.
DBPEDIA
Wikipedia has grown into one of the central knowledge sources of mankind. Actually, it's the largest encyclopedia on the web maintained by thousands of contributors. It's being the 7th most visited website according to Alexa.com 5 (June 2013). Wikipedia is available in more than 285 languages, and the English Wikipedia contains more than 3.5 million articles. The DBpedia project [13] aims to extract information from Wikipedia and make this information available on the emerging web of data [14] .
The three major parts of the DBpedia project are the website, the datasets and the Extraction Framework. The dataset based on English Wikipedia infoboxes is probably the most interesting one. The extraction work is performed by the DBpedia Extraction Framework. The DBpedia ontology 6 has been created for the purpose of classifying this extracted data. It's a cross-domain ontology based on infobox templates in Wikipedia articles. The ontology currently covers 359 classes which form a subsumption hierarchy and are described by 1,775 different properties.
In addition, the DBpedia 3.8 knowledge base describes 7 : 3.77 million things, out of which 2.35 million are classified in a consistent Ontology, including 764,000 persons, 573,000 places (including 387,000 populated places), 333,000 creative works (including 112,000 music albums, 72,000 films and 18,000 video games), 192,000 organizations (including 45,000 companies and 42,000 educational institutions), 202,000 species and 5,500 diseases.
The DBpedia knowledge base has several advantages over existing knowledge bases: It covers many domains, it represents real community agreement, it automatically evolves as Wikipedia changes, and it is truly multilingual.
SYSTEM ARCHITECTURE
We propose to build a question answering system that answers English questions based on the DBpedia Infobox ontology. Hence, the next sections describe the necessary steps to build such system. In fact, three steps are followed to build this system as depicted in Schema (Figure 1 ). The first step deals with the comprehension of the question and the detection of its answer type (the answer is human, numeric value, Location …). This later lay out on decision QuestionModel. The decision question model is built based on question classification and machine learning techniques, as we'll explain it in subsection (3.1). In fact, these question models are built only once and reused every time the system is used. We label the first step by "Question Classification and decision Model Generation". In the third step, the resources and keywords extracted from the question are used to build SPARQL query and execute it by interrogating the DBpedia ontology. The result of the query is the answer of the given question. We label the third step by "Query Formulation and Execution" and full details about this step are given in subsection (3.3).
Questions Classification and Decision Model Generation
The nucleus of the proposed system is the decision model issue from machine learning computation; the decision model is built from question classification using the SVM (Support Vector Machines) algorithm with a dataset of 3000 question. The goal of this model is to return the answer type of a question, for example if the system gets the question "What is the capital of Norway?" the answer type of this question is "City" which belongs to the class "Location". Hence, the system should seek for a city as an answer to the given question.
The question classification and decision model generation are ensured by two components which are depicted in (figure 2). The first component is the question classifier which pre-processes the question dataset and trains it by the SVM algorithm. And the second component is the decision model generator which establishes the models that we will use in the proposed question answering system. The mechanisms of both question classifier and decision model generator are explained in the subsections (3.1.1 and 3.1.2) respectively.
Question Classification
Question Classification (QC) is a vital component of any Question Answering system. Research on QA such like those done by Srihari and Li [15] has demonstrated the importance of classifying questions with respect to their answer types. Knowing the answer type, reduces processing and effort and provides a feasible way to select correct answers from among the possible answer candidates. In literature, Question Classification is defined as "given a question, map it to one of k classes, which provide a semantic constraint on the sought-after answer" [15] . Hence, the overall goal of question classification is to categorize questions into different semantic classes that impose constraints on potential answers.
The first question we have to answer is what technique or approach we've to use in our question classifier? In fact, many techniques and approaches have being used in question classification. Nevertheless, machine learning approaches (especially SVM) have proved to achieve the highest answer type accuracy according to the comparative study of Li and Roth which has the best performing question classifier yet [15] . For that reason, we use the Support Vector Machines algorithm to train the systems question classifier (subsection A). Also, we adopted the coarsegrained classes and the fine-grained classes of answers types proposed by the authors of the previous work. Where, they used 6 coarse-grained classes plus the Boolean class. And 50 finegrained classes, all classes are listed in (Table 1) . These classes denote the answer type of question; for example let's have the question "What is the capital of Norway?" the coarse-grained class for this question is LOC which means location. And the fine-grained class for this question is City. Other illustration samples are presented in (Table 2) . 
CLASS DESCRIPTION EXAMPLE

A) Support Vector Machines (SVMs) algorithm
Support Vector Machines (SVMs) [16] , are supervised learning machines based on statistical learning theory that can be used for pattern recognition and regression. The SVM are linear functions of the form ƒ(x) = w • x + b, where (w • x) is the inner product between the weight vector w and the input vector x. The SVM is a binary classifier by setting the class to 1 if ƒ (x) > 0 and to -1 otherwise. SVMs are based on the class of hyperplanes
Where, the vector w defines a direction perpendicular to a hyperplane while varying the value of b move the hyperplane parallel to itself. Which basically divide the input space into two: one part containing vectors of the class −1 and the other containing those that are part of class +1. If there exist such a hyperplane, the data is said to be linearly separable. To find the class of a particular vector x, we use the following decision function. For multi-class SVM, Directed Acyclic Graph [7] strategy has been demonstrated to work well.
-Directed Acyclic Graph: A Directed Acyclic Graph (DAG) is a graph whose edges have an orientation and no cycles. A Rooted DAG has a unique node such that it is the only node which has no arcs pointing into it. A Rooted Binary DAG has nodes which have either 0 or 2 arcs leaving them. We will use Rooted Binary DAGs in order to define a class of functions to be used in classification tasks. The class of functions computed by Rooted Binary DAGs is described in (Figure 3 ). Certainly, we could not cover all SVM concepts, hence for farther reading consult [8] To train the question classifier we use a dataset; it consists of two sets of annotated questions. The first one contains 5.500 questions for the training task, and the second holds 500 questions for the testing task. The dataset is retrieved from TREC 10 8 .
C) Question Classifier
Logically, the question classifier makes use of a sequence of two simple classifiers each utilizing the SVMs. The first classifier classifies questions into coarse classes (Coarse Classifier), and the second classifier classifies questions into fine classes (Fine Classifier). A feature extractor automatically extracts the same features for each classifier. The second classifier depends on the first one.
The goal of the question classifier is to generate a decision models that could be used to classify future question. More details on the work of the classifiers and how to generate decision models are given in the following subsection.
Decision Model
For both coarse and fine classifiers, the same decision model is used to choose class labels for a question. (Figure 4 ) show question classification steps followed to generate SVM models. These steps are:
The classifier starts by tokenizing questions of the dataset (Train and Test sets). Tokenization role is splitting up the entire questions to a bag of words. Which serves later to the construction of the question vector (called also sample vector). More details about tokenization are done in the subsection (A).
2): The classifier removes stop words from the bag of words generated after the tokenization process. Details about stop words removing are given in point (B).
3): The classifier uses the bag of words to extract features. We have a lot of kind of feature as explained in point (C). These features must be presented numerically as vectors. To do so, each word is indexed by an integer which represents also its index in the sample's (question) vector.
The resulting data structure is a matrix with dimension [number of question, number of features].
We denote with X to the resulted matrix. The value X[n, m] is the frequency value of the feature m in the question n.
4):
The classifier constructs a train file from the matrix and the sample vector.
4'):
The classifier constructs a test file from the test Matrix and the sample vector.
& 6):
Once the train file is ready for process, the classifier starts the training process (DAG-SVM) based on the linear SVM algorithm. After the training process is done the decision model (SVM Question model) is generated.
7 & 7'): After constructing the decision model, it's time to evaluate its accuracy. To do so, we use the test file prepared in step 4' from the test set which is a set of question annotated with their coarse and fine classes for every question in the set. We feed the test file to the model and we compare its result by the original annotated classes. The ratio between the correct answers of the model by the number of questions in the test file is the accuracy ratio. If this later is acceptable the model is ready to be used for QA system tasks. The training phase has to be redone if the models accuracy is not sufficient. In that case adjusting SVM parameters is crucial. This process is repeated until the decision model is accurate enough.
Questions Processing
The first step allows the system to identify the question type of given question. Nevertheless, knowing the question type alone is not sufficient to find the relevant answer of the question neither in DBpedia nor in any other corpora. For example, what questions can be quite ambiguous for the classifier in term of the sought answer. So, to deal with that kind of ambiguity, an additional component which extracts the question focus is necessary. The question focus in our case is represented by Resources and Keywords. Hence, we need to build two components the first extracts resources and the second extracts Keywords from the question (see Figure 5 ).
Figure 5: Question processing
As an illustrative example, let's have the question "What is the largest city in China?" The question classifier will return the coarse class "LOC" and the fine class "City". This information is not enough, thus, we need to find the focus of the question which is "largest city" as the keyword and "China" as the resource.
Resource Extraction
Our system use DBpedia spotlight [9] to extract resources from the question. In fact, DBpedia spotlight is a tool designed for automatically annotating mentions of DBpedia resources in text. It provides a solution for linking structured information sources to the Linked Open Data cloud through DBpedia.
Once the set of resources is retrieved from the question, we select only resource compatible with the course and the fine classes. For example if a question has the fine class "country", then we have to focus only on location resources by adjusting DBpedia spotlight (to: only Per. Loc. Org. for example ).
Keywords Extraction
In order to extract keywords from the question, the system chooses any word in the question satisfying one of the following seven conditions [10] : The schema depicted in (Figure 6 ) resume the process of "resources and features" extraction. To illustrate this process, we give two examples:
-Example 1: for the question "What is the largest city in China?"  First, we select all non-stop words in quotations: Largest, City, China.
 Second, select words recognized as proper nouns (DBpedia Spotlight): China, we save word "China" as resource.  finally, then we apply chunking on the question and we get:
([the_DT largest_JJS city_NN]) in_IN ([China_NNP])?_. So, we save "the_largest_city" as the keyword after removing the stop-word "the". -Example2: let's have the question "how tall is Lionel Messi?"
 First, select all non-stop words in question: tall, Lionel Messi.  Second, select words recognized as proper nouns by DBpedia Spotlight: Lionel Messi.  So the Key word is the "tall". We can enrich keywords by extracting all synonyms of the word "tall" and we get:
 The synonym sets retrieved from merriam-webster (merriam-webster.com) dictionary could be used to expand the set of question keywords.
After retrieving question keywords and resources, the system moves to the step of Query formulation and execution. 
Query Formulation and Execution
Answer type, resources and keywords aren't the only needed elements to retrieve the answer from DBpedia. But also determination of ontology classes and properties from keyword set is needed. These later are crucial to build the appropriate SPARQL queries before interrogating the DBpedia server. We schematize these steps in (Figure 7 ). 
Ontology Class Determination
In this step, the system should determine ontology classes and their properties which will be used to construct the final SPARQL query. For illustration, let's take two examples: The resource of the first question is "Lionel Messi". And "Algeria" is the resource of the second question. Now, to retrieve the DBpedia ontology classes and properties we have to build a SPARQL query with the resource itself. For our examples the two queries are the following:
The result of the query is an RDF file which holds ontology classes and properties and other information belonging to that resource.
The system parses the Query result (RDF file) and retrieves all the ontology classes and properties figuring there. To determine which ontology class to be used in the final SPARQL query, we compute similarity between the keywords and the ontology classes and properties. Thus, similar classes and properties are selected.
Query formulation
Once ontology classes and properties are well fixed, it's time to build the appropriate SPARQL query to retrieve the answer from DBpedia. The query is composed from resources and ontology classes determined by the keyword set.
To illustrate this step, let's back to the previous question "how many people in Algeria?" as we seen previously we got:
Recourses: Algeria Keywords: people, colonize, settle, populate, colonize, settle, populate, depopulate, unpeople. Ontology class: populationCensus. Thus, the system formulates the SPARQL query from ontology classes and properties as follows: OPTIONAL { filter (lang(?v)="en")} }
Execution
Finally, the system interrogates the DBpedia Server 9 to get response to the query built in the previous step. The response of the server is received as an RDF file. This later is parsed to get the answer of the given question. The type of the retrieved answer should belong to the coarse class identified during question classification.
Illustrative Example
To illustrate the logic implemented Question: What is the highest place of Karakoram? Results of tokenization, Part Of Speech POS tagging, chunking and stop words removing are:
The final SPARQL query is: SPARQL Query:
The execution of the query done:
Answer: K2 More information: K2 is just 237 m (778 ft) lower than the 8,848 m (29,029 ft) tall Mount Everest…
Global schema
By encompassing the three steps detailed previously, we obtain the global architecture of our proposed 'DBpedia based factoid question answering System'. The system starts by receiving question from the system user, and finishing by providing the appropriate answer for that question, passing through the different phases explained previously and depicted in (figure 8) Figure 9 : screenshot of SELNI.
SELNI SYSTEM IMPLEMENTATION
TUNING, EXPERIMENTS END EVALUATION
During the development of the SELNI system, it was crucial to get a very good accuracy ratio by training its system classifier. As we presented in the previous sections, we used the SVM algorithm to train our proposed system. The SVM algorithm holds many parameters that need tuning and adjustments.
First, Tuning SVM parameter strongly depends on the chosen SVM kernel. LibSVM provides four kernels functions to be used. These kernels are listed in table (table 4) .
Radial basis function exp(-gamma*|u-v|^2)
Sigmoid tanh(gamma*u'*v + coef0) Table 4 : Type of kernel function tested Hence, we run many training with different kernels. Finally, we decided to use the linear Kernel implemented by the Library "LibLinear". This kernel is faster than other kernels against the very large dataset that we have. Using this kernel and after many adjustments of its associated parameters, we got an accuracy ration of 87% which is acceptable in question classification.
SELNI evaluation
In order to evaluate the SELNI system we used a set of 200 factoid question collected from different sources. The results obtained by our QA are compared to results obtained by the QAKis [17] , and True_knowledge (evi 23 ) [18] for the same question dataset. We selected this two question answering systems because QAkis uses the same knowledge base (DBPedia) as Selni.
And, True_knowledge QA uses its own knowledge base which holds 24 283,511,156 facts about 9,237,091 things. Unfortunately, we could not find the implementation of the QASYO [12] system, which uses the Yago ontology, to compare its results with our QA system. The evaluation has been done manually (see table 5 The results shows that SELNI gives for this question set better results than QAKis and true knowledge systems do. This evaluation shows that the proposed system gives encouraging results. And with some enhancement and tweaks on the system, we can rich better accuracy result
CONCLUSION AND FUTURE WORK
The architecture and the implementation of a new question answering system were discussed in this paper. The proposed system uses the SVM algorithm to train its question classifier. Questions of the TREC10 dataset were used to train the classifier. This later reaches an accuracy of 86% based on TREC 10 test set. In addition, the proposed system interrogates the DBpedia server by SPARQL queries to retrieve the correct answer that belongs to the answer type class identified during question classification. A java-based implementation of the system is coined by 'SELNI'. Moreover, the developed System was evaluated with a set of factoid questions. We compared results obtained by our system against results obtained from another question answering systems. We found that SELNI system offers encouraging results. Nevertheless, SELNI cannot answer all factoid questions due to the absence of the information in DBpedia knowledge framework, or due to the quality of the decision model used by the system. Consequently, enhancements have to be done on the system in order to achieve better results. It's crucial to use other knowledge bases and ontologies like YAGO. In addition, it's possible to use IR techniques with search engine results to improve answers retrieval.
In future extensions, the system could be customized in different ways; as a desktop, Web service, mobile application, web application or even as a java API.
Finally, we look for building an extension to SELNI question answering system that uses other languages for questioning and answering.
