Innovations in material science, (nano) fabrication techniques, and availability of fast computers are rapidly changing the way we design and develop modern defence applications. When we want to reduce R&D and the related trial-and-error costs, virtual modelling and prototyping tools are valuable assets for design engineers. Some of the recent trends in computational electromagnetics are presented highlight the challenges and opportunities . Why researchers should equip themselves with the state-of-the-art tools with multiphysics and multiscale capabilities to design and develop modern defence applications are discussed.
InTRoDuCTIon
Prior to the 1960s, electromagnetic applications were developed mostly using analytical methods. Using those methods, one can easily derive closed-form expressions for calculating electromagnetic field quantities. As the applications advanced, the material properties and geometries became more complex to be modelled using analytical methods. With the advent of computers came a new area of research, namely computational electromagnetics (CEM), which brought sophisticated algorithms and tools to the design development process. Though problems involving complex geometries and material properties still pose a great challenge to researchers, new computational methods are continuously being developed to overcome these difficulties. The demand for improved accuracy, speed, and efficiency are keeping this domain evergreen. Over the last few decades, CEM has emerged into a prominent field of research. Various advanced methods were developed to solve complex real-world problems. But still there isn't a single method that we can call as the best method for all kinds of engineering challenges. It often comes to the expertise of the design engineers, which plays a critical role in choosing the most suitable method for a given problem.
Defence applications span a broad electromagnetic frequency range. Radio frequency (RF) 1,2 , microwave antennas [3] [4] [5] , radars and spaceborne imaging 6, 7 , terahertz and optical applications [8] [9] [10] [11] are some of the major applications. An emerging area combining radio and optical frequencies, namely RF photonics, shows great promise for defence applications 12, 13 . CEM tools play a crucial role in improving compactness, robustness, efficiency, and cost of the end product. Design of advanced applications demand attention to fine details while modelling. One such example in antenna engineering is as shown in Fig. 1 . Various design specifications of an actual Archimedean spiral antenna were carefully modelled in the virtual prototype capturing all design details 14, 15 . We will quickly review some mainstream, non-mainstream, and recent CEM methods, which are of interest to defence research.
MAIn TIME-DoMAIn CEM METhoDs
In the world of computational electromagnetics, the finitedifference time-domain (FDTD) method 16, 17 and the finiteelement method (FEM) [18] [19] [20] are extensively used for practical problem solving. The FDTD method is popular among engineers and physicists primarily due to its simple algorithm and implementation. These factors propelled big developments in this method over the years. However, the classical (standard) FDTD formulation is limited to structured spatial grids. These structured grids inherently suffer from staircasing errors while modelling complex curved or irregular geometries. As most of the advanced real-world problems fall in this category, the FDTD method is not an ideal choice to model those problems. If we still want to use only the FDTD method for such problems, we may have to unnecessarily mesh the entire domain with tiny FDTD cells in order to accurately capture the fine details in the problem. One cannot selectively refine the mesh only in regions where it is required in the standard FDTD method. There are some advanced FDTD methods, which use subgridding techniques to address this issue, however, at the cost of increasing the complexity of the resulting advanced FDTD method [21] [22] [23] . Another important time-domain method worth mentioning is the transmission line matrix (TLM) method [24] [25] [26] [27] . This method uses the Huygen-Fresnel wave propagation principle to model field propagation. The TLM method uses a structured mesh of transmission lines, which are interconnected at nodes. One has to build the scattering matrix for modelling wave propagation. Inhomogeneous and lossy media can be modelled by adapting the scattering matrix. Different boundaries can be simulated by adjusting respective connection equations. Like in the case of standard FDTD method, the TLM method also is limited to mainly structured transmission lines grids. Local adaptation of grids requires more complex algorithms with special treatments to calculate the scattering matrix.
Selective grid refinement is characteristic to all multiscale methods. This feature allows us to easily adapt the size of the cells only in areas of interest without unnecessarily refining the cell size in the entire domain. A practical example employing unstructured conformal tetrahedral mesh is shown in the Fig. 2 . Notice the size of cells used in the feeding balun region of the horn antenna compared to side flare region. Multiscale modelling examples using unstructured triangular (2D) and tetrahedral (3D) grids are as shown in Fig. 3 . Many practical problems have layered structures with high dielectric (refractive index) contrast as shown in Fig. 4 . In these layered structures, the electro-magnetic wavelengths and velocities of wave propagation vary according to the dielectric constant or refractive index of the material. For example, inside high refractive index materials, the wavelengths are smaller compared to low refractive index materials. In other words, the wave propagates faster inside a low refractive index material than inside a high refractive index material. For accurately modelling a slow propagating wave (short wavelengths), we need to use small cells inside high refractive index materials and vice versa.
Using standard FDTD method for such problems again requires unnecessary refining of grid in the entire domain so as to properly resolve short wavelengths. The real strength of the FEM lies in its flexibility to employ unstructured mesh as shown in Fig. 4 . This feature enables us to easily refine the mesh only in regions where it is really needed. This way we avoid global mesh refining, which we normally end up doing in the case of standard FDTD method. Furthermore, methods employing conformal unstructured mesh can be adapted naturally to slanted or curved boundaries and hence, they avoid any special treatments in those boundary cells.
Though FEM gives maximum flexibility to model complex structures employing conformal unstructured mesh, the standard FEM is predominantly used as a frequency-domain tool. If you are interested in modelling broadband response of your technology, you require several individual simulations to cover the entire frequency range of interest. Moreover, in FEM, the memory requirement varies disproportionately with the total number of cells in the computational domain. For example, if we double the number of cells in the computational domain, then memory required to simulate the problem increases by more than a factor of two.
We mainly use the classical FEM in its frequency-domain formulation. This is because when we model FEM in the timedomain, we normally get an implicit time-stepping scheme 28, 29 . Normally, methods employing implicit time-stepping schemes are computationally heavier than explicit time-stepping counterparts. This is due to the global matrix inversion required at each time-step for implicit schemes. The sparseness of the matrix controls the speed of matrix inversion operation. The related computational effort grows in a nonlinear manner for implicit schemes. This limits the size of problems that can be solved within a given computational resource (time and memory). With the availability of cheap computer memory, one can still use implicit time-stepping methods for certain problems where the total number of cells in the computational domain is rather small. Such implicit schemes will become, however, prohibitively expensive for majority of practical problems. Because of these constraints, FEM is mostly used in frequency-domain formulation. The search for an explicit conformal time-domain method that has the flexibility of using unstructured mesh continued.
ConFoRMAL ExpLICIT TIME-DoMAIn METhoDs
To precisely model all the fine structural features with complex (curved) geometries and material properties, we need to use unstructured mesh. This is one of the highly desirable features in a computational method. Several research efforts are continuously being made to extend the standard FDTD method to model conformal geometries. One of the earliest efforts to expand the FDTD for generalised conformal mesh led to the development of the finite integration technique (FIT) 30, 31 . The FIT is a state-of-the-art method for modelling complex geometries using conformal mesh, which can reduce or completely avoid stair casing errors.
There were several efforts in last two decades to develop other time-domain conformal methods. One such nonmainstream method well studied by the author and collaborators is the finite-volume time-domain (FVTD). The FVTD method was originally developed for computational fluid dynamics (CFD) and was later adapted to model electromagnetic problems 32, 33 . In FVTD method we can get the best of both worlds -FEM and FDTD. Like in FEM, we can employ unstructured mesh and like in FDTD we can employ a fully explicit time-stepping scheme 5 . This explicit time-stepping provides broadband frequency response just from a single simulation run. This is obtained through post-processing of the time-domain results with Fast Fourier Transform. Moreover, multiscaling fits naturally within the FVTD framework, which allows for detailed modelling of electromagnetic structures as shown in Fig. 2 . As in the case of FEM, it is straightforward to model materials with high dielectric-contrast and curved geometries in the FVTD method.
Though FVTD offers these highly desirable features, there is one serious limitation to this method. The FVTD method suffers from high numerical dissipation and hence, cannot be applied for long distance wave propagation problems. This led to the development of methods, which extend the positive features of the FVTD method and overcomes the bottleneck of numerical dissipation as discussed in the next section.
sTATE-oF-ThE-ART CEM METhoDs
In traditional FEM the tangential-continuity condition is kept across cell boundaries. However, if we are able to relax this condition, we can get to a new class of method called the Discontinuous galerkin Method (DgM). Here, instead of forcing the tangential fields on the cell interface, we impose the continuity constraints on the computed flux components. This is similar to the FVTD based method, however, with a few advantages over FVTD and FETD. The main advantage of DgM over conventional FETD is due to the resulting blockdiagonal linear system of equations to be solved. This greatly reduces the computational load by requiring only a single inversion of K square matrices of N × N elements. Here, K and N denote the number of elements and the number of basis functions per element, respectively. As we need this information only once, we can easily do this in the pre-processing stage. The additional computational load due to doubling the number of unknowns in the cell interfaces is tolerated because we can substantially improve the computational efficiency and accuracy of the resulting scheme. Furthermore, we get the well-deserved explicit time-domain formulation [34] [35] [36] . Let h and p denote the size of the spatial element (cell) and the order of the basis function inside each element, respectively. Then, the numerical error of DgM is of the order h 2p+1 . If we set the order of the basis function p = 0 inside each cell, this corresponds to constant value inside each cell. Then the order of numerical error will be h, which corresponds to the FVTD method discussed earlier. The Dg time-domain (DgTD) is increasingly used in the recent times and it is certainly one of the state-of-the-art methods in CEM.
non-MAInsTREAM ALGEbRAIC
TopoLoGICAL METhoD Another unconventional approach in CEM was developed by the author and others using the tools of algebraic topology. The domain of algebraic topology is still not widely known to majority of engineering communities. Algebraic topological method (ATM) emerges from a radically different way of thinking about modelling electromagnetic problem. In ATM we do not use vector calculus and differential equations. Literatures 37, 38 provides historical development of ATM. We have developed a more intuitive and meaningful way to model electromagnetic problems using ATM 39 . For electromagnetic modelling using ATM, we start by describing the physical quantities only using physically measurable scalar variables and hence, avoid vector calculus completely. This is counter intuitive. However, in retrospect we can understand by examining all the quantities in electromagnetics that can be physically measured. These are voltage, current, electric and magnetic fluxes, charge content and charge flow, etc., which are only scalar quantities. We have demonstrated that there is absolutely no need for vectors like electric and magnetic fields and the respective field densities to model an electromagnetic problem. In addition, we can also represent all the relationships between these scalar quantities only using discrete algebraic summation. Hence, there is also no need for differential equations. It is important to note that the algebraic formulation of the underlying physical problem gives an exact discrete representation of the continuous differential (MaxwellHeaviside) equations. For more details on the mathematics involved, readers refer to literature 39 .
The power and elegance of ATM lie in two inter-related tools, namely boundary and coboundary operators 40 . Let us first explain the boundary operator. The boundary operator is a mathematical tool, which operates on the underlying topological object, which could be lines, surfaces, or volumes. Note that there is no boundary operation possible on a point because the boundary of boundary does not exist 41, 42 . It is worth noticing that the boundary operator reduces the dimensionality of the topological objects by one. That is, when operated on a surface or a volume, we get the enclosing lines or surfaces, respectively as results. The coboundary operator operates on the cochains, which are physical quantities explained in the previous section. The coboundary operator operates on the node potentials to give the potential difference between the nodes (electromotance). When it operates on the potential difference on a chain of lines forming a contour, then we get the flux passing through the surface enclosed by the contour. In that sense, the coboundary operator does the opposite of what the boundary operator does -increases the dimensionality of the cochains by one. For more discussion on the ATM framework, refer to 39, [43] [44] [45] . We will briefly describe the ATM formulation for a simple electrodynamic problem. The power of the ATM framework lies in the relationship between the boundary and coboundary operators acting on chains and cochains, respectively. This relationship creates a direct discrete framework to describe underlying physics close to the experimental principles 46, 47 . The 4+1 equations describing an electrodynamic problem written using ATM framework are as follows 39, 48 .
For simplicity, we use the same notations introduced in 39 . One can relate Eqns. (1) and (2) to the gauss magnetic and electric divergence equations, respectively. Similarly, Eqns. (3) and (4) correspond to ATM formulation of the Faraday and Ampere laws, respectively. Lastly, Eqn. (5) is the ATM formulation of the electric charge continuity equation. It is important to note that we are not using any field vectors or differential equations in deriving the above ATM formulations. One can derive the above 4+1 ATM equations directly from the experimental principles. In doing this, we only use physically measurable quantities such as potential φ, electromotance impulse V, magnetomotance impulse U, electric flux Ψ, magnetic flux Φ, electric charge content Qc and charge flow Qf . We can use the same approach to also derive the ATM formulation for other multiphysics problems as briefly described in the next section.
MuLTIphYsICs CApAbILITIEs AnD ACCuRATE bounDARY ConDITIons
We have seen so far that there is a major push for developing flexible multiscale CEM tools, which can provide explicit time-stepping formulation to capture complex geometries and phenomena without heavy computational memory requirements. The recent breakthroughs in material science and engineering, (nano) fabrication techniques, and 3D printing are allowing us to develop new applications. Advanced terahertz devices, wearable antennas, graphene, novel meta-and nanomaterial based devices are some of the recent trends. These new applications demand multiphysics features in addition to explicit time domain formulation and unstructured multiscale capabilities.
These multiphysics phenomena include electrodynamic, thermodynamic, photoelectric, electrochemical aspects of the problem in quantum-and macro-levels. Major efforts are done to incorporate mulitiphysics capabilities in standard CEM tools. To achieve this, we first need a method that can naturally interface different physics in a single underlying model. For example, while modelling nanoscale device like a quantum-tunnelling diode, we need to study not only the electrodynamic aspects, but also the impact of thermodynamic and thermoelectric effects 10 . All practical CEM tools need two major features, namely, perfectly matched layer (PML) and absorbing boundary conditions. These two features are beyond the scope of this paper. The PML is introduced as a new class of boundary truncation technique for the FDTD-based applications 49 . The author and various collaborators have extensively studied PMLs [50] [51] [52] for conformal time-domain methods. Apart from the standard PML formulation, which involves field-splitting, there are a couple of other important formulations and complexspace stretching approach is used 54 . Corner reflections and special treatment for different orientations of the classical PML was overcome by implementing a radial PML with single formulation for all orientations 55 . Instability issues in certain PML implementations attracted many mathematicians to rigourously study PML for stability and error limits 56 . The author and collaborators compared different PMLs for application in FVTD and other conformal time-domain methods 57 .
Several efforts are ongoing to develop advanced CEM tools in the Radical Innovations group. We are incorporating multiscale, multiphysics, and explicit time-stepping features in our tools, which results in powerful capabilities for CEM modelling and simulation. These advanced capabilities are going to elevate the standard of modelling and rapid virtual prototyping for advanced defence applications. Interested readers are encouraged participate in one of the world's largest online learning and certification programme on CEM through the government of India's National Programme on Technology Enhanced Learning (NPTEL) platform 58 .
CuRREnT DEFEnCE AppLICATIon
DEVELopMEnTs Some of the major defence applications are in design development of microwave, terahertz and optical communications devices. Recent breakthroughs in developing compact, affordable, high precision radars have led to a renaissance of the radar technology with many new applications in defence stealth and signal jamming. Development of radar systems in the millimeter-wave range is catching up as they are ideal for surveillance tasks in the immediate environment, particularly when visibility is poor 59, 60 . Many space borne satellites are now equipped with state-of-the-art synthetic aperture radars (SAR) with full polarimetric features to monitor land and ocean surfaces 7, 61 . Accurate modelling of ocean and land surface demands complex material models with dynamically changing geometries like ocean surface due to wind and water currents. Such models for space borne imaging radar are made using the scattering theory and can be adapted to patterns such as oil spills, vegetation or defence deployments as shown in Fig. 5 .
Modelling based on full polarimetric SAR imaging is as shown in Fig. 6 where a ship contaminating the ocean surface with oil spill is captured using SAR. This research was done by the author in collaboration with the European Commission, Joint Research Centre (JRC), Italy.
The radar cross-section (RCS) in different polarimetric channels can be extracted from the total power intensity radar image. In fact, total intensity image is an ensemble of information from all 4 channels namely HH, HV, VH and VV. Each channel consists of two polarisations -receive and transmit. For a (quasi)monostatic case of spaceborne radar imaging, reciprocal condition HV ≈ VH holds.
Radar backscatter from various imaged objects is described using the target scattering or Sinclair matrix S. All elements in the scattering matrix S are dimensionless. The first and second subscripts of each element represent the received and transmitted radar polarisation, respectively. For example, consider one element SHV, where the first H and second V subscripts represent horizontal receive and vertical transmit polarisations, respectively. Elements of S are functions of frequency, incidence angle, and scattering angle of the radar incident wave.
The covariance matrices can be exploited to study the reflectivity (RCS) variations in different channels. A generic model is described here to understand the behaviour of co-tocross covariances from ocean surface. The polarimetric radar covariance matrix for a (quasi) monostatic case has 3 real and 3 complex covariance elements. This matrix provides a complete set of measurements from an ocean surface. Variation in the reflected signals from the surface features can be examined using various covariance parameters for different transmit and receive polarisations 62 . Let us define a few parameters for identification, which will be used in the polarimetric synthesis 63 . Total Power Image contains data fused from all channels. For the reciprocal (quasi) monostatic case we have, Reflectivity corresponds to the radar backscattered power in a particular channel. For the (quasi) monostatic and full-polarimetric system we have the three standard linear reflectivity measurements corresponding to HH, HV, and VV channels as below, where RHH, RHV and RVV represent reflectivity in HH, HV and VV channels, respectively. A typical example of these parameters extracted from the total power image is as shown in Fig. 7 . This is the variation of reflectivity parameters along the azimuth direction for the same image as shown in Fig. 6 .
Co-polarised differential reflectivity is the ratio of radar backscattered power from two different co-polarised channels (HH and VV ) written as, For more detailed description of the RCS measurements using full-polarimetric data 63 . Dynamically controlling radiated phase-fronts without mechanical motion using electronically reconfigurable apertures is becoming more popular. This enables in fast beam-forming. Normally antennas are designed for far-field applications. This is also the case for electronically scanned antennas. Conventional design of electronically scanned antennas relies on the distribution of a large array of antennas, each backed by an active phase-shifter.
Such designs were successfully used for beamforming and beam-steering applications such as radars, sensor arrays, long-distance communication systems, etc. In spite of having excellent high-fidelity beam patterns, phased array technologies have several limitations. For example, each antenna in a phased array aperture requires a separate phase shifting circuit. A significant number of phase shifters are required even for a moderately-sized antenna aperture. This makes the overall system complex and expensive. Furthermore, these systems suffer from high insertion losses, which must be offset using power amplifiers. This means such systems are high power consuming. Some of these limitations can be overcome by employing meta-surfaces. These metasurfaces are typically arrays made of sub-wavelength elements. The electromagnetic properties of these metasurfaces can be finetuned to achieve required electromagnetic response. There has been an in-creased interest in static metasurface, which shows great potential wavefront shaping applications 64, 65 . Stealth technologies using microwave absorbers demand complex modelling capabilities to accurately capture material behaviours under different conditions 66 . Tools used to predict the scattered fields and compute RCS of complex structures require multiscale modelling capabilities.
Among other developments in CEM, the IEEE initiative to validate and standardise CEM tools is worth mentioning 67 .
The IEEE Standard 1597.2-2010 stipulates various criteria to validate CEM simulation codes. Many engineering applications need such a standard approach to meaningfully compare methods and results for their efficiency and accuracy claims. A method can be validated by comparing various data set obtained through experiments, simulations, analytical processes, etc. This will certainly help users of CEM tools to make informed decision about the choice of a tool for a particular problem. These are some of the recent trends in defence and aerospace applications. It is an interesting period to venture into R&D in these topics. It is paramount to update our knowledge and knowhow about the state-ofthe-art CEM tools. We have argued why the old tools for designing engineering applications will not be enough for the future needs in this domain. A new set of CEM tools with multiscale and multiphysics capabilities are needed to model and simulate advanced functional materials like graphene, meta-and nanomaterials. These materials are increasingly introduced for different defence applications. The future of defence application developments is going to strongly depend on design engineers' mastery of these advanced CEM tools.
suMMARY
Recent trends in the domain of computational electromagnetics for defence application development have been reviewed. Innovations in material science and (nano) fabrication techniques and availability of fast computers are rapidly changing the way we design and develop modern defence applications. When we want to reduce R&D and the related trial-and-error costs, virtual modelling and prototyping tools are invaluable assets for design engineers. We have argued why defence researchers should update their knowledge and know-how about the state-of-the-art CEM tools with multiphysics and multiscale capabilities to design and develop modern defence applications. Some of the recent innovations in advanced materials like graphene, meta-and nanomaterials are leading to new applications in microwave, terahertz, and photonics. The future CEM tools should have multiphysics, multiscale and explicit time-stepping features. Multiphysics features like electrodynamics, thermodynamics, and thermoelectric modules are becoming a minimum requirement for various advanced applications. In addition, these tools have to be computationally efficient and accurate to model large complex real-world problems. 6 ).
