ABSTRACT Online hashing methods have achieved a good tradeoff between the accuracy and the efficiency for learning the hash functions in the online settings. Compared to the stochastic gradient descent-based online hashing methods, the data sketching-based online hashing methods can preserve more information from the streaming data to learn the hash functions. However, the existing data sketching-based methods are unsupervised hashing methods which cannot utilize the supervised information to alleviate the gap between the binary codes and the semantic similarity. In this paper, we propose an online supervised hashing method in which a semantic similarity graph is designed to describe the data similarity according to the supervised information, and a data sketch is developed to preserve the characteristics of the graph with significantly smaller size in the online settings. Hence, the hash functions can be learned online from the data sketch with low computational time cost and small space storage. Furthermore, we develop a parallel computing version of the proposed method, aiming at accelerating the process of learning the hash functions. The experiments on three large-scale datasets show that our method can achieve comparable or better search accuracy compared to other online hashing methods.
I. INTRODUCTION
Nearest neighbor search is critical in many computer vision applications, such as image retrieval [1] - [4] , image cluster [5] , cross-modal retrieval [6] - [9] , image sematic indexing [10] , and feature matching [11] . However, as the data scale increases rapidly, the cost of finding the exact nearest neighbors among the high-dimensional image data is prohibitively high. To solve this problem, hashing methods are used to perform the Approximate Nearest Neighbor (ANN) search by encoding high-dimensional data into compact binary codes and using Hamming distance to represent the data similarity. As the binary codes can be loaded in the memory and the Hamming distance between the binary codes can be calculated fast, hashing methods have the advantages in both storage and computation when performing the ANN search.
Locality-Sensitive Hashing (LSH) [12] is one of the representative hashing methods, which generates hash functions by
The associate editor coordinating the review of this manuscript and approving it for publication was Nuno Garcia. random projections. It is a data-independent hashing method and usually needs a long bit length to achieve a good search accuracy. To generate the compact binary codes that can effectively index the large-scale data, data-dependent hashing methods learn the hash functions from the training data rather than generating the hash functions by random projections. Data-dependent hashing methods [13] are usually categorized as unsupervised hashing methods and supervised hashing methods. The representative unsupervised hashing methods include Iterative Quantization (ITQ) [14] , Spherical Hashing (SPH) [15] and K-means Hashing (KMH) [16] . These hashing methods learn the hash functions according to the data distribution without any supervised information. Compared to unsupervised hashing methods, with the supervised information, supervised hashing methods can alleviate the gap between the binary codes and the semantic similarity. For example, LDA Hashing (LDAHash) [17] and Supervised Discrete Hashing (SDH) [18] uses the point-wise supervised information to learn the hash functions and Fast Hashing (FastHash) [2] learn the hash functions by using the pair-wise supervised information. Benefitting from the deep learning VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ methods [19] , [20] , deep hashing methods [21] - [23] have achieved some good results. Although the above data-dependent hashing methods have achieved promising performance in image retrieval, they are batch-based hashing methods and confront with challenges in learning the hash functions in the real applications. Since the data scale keeps growing, it is expensive in time and space to load the large-scale data into the memory for learning the hash functions. And when receiving new data, it is prohibitively expensive for these methods to relearn the hash functions by accumulating all the available data.
Inspired by the online learning methods, recently, online hashing methods [24] - [27] are proposed to learn the hash functions in the online settings by processing the data in a sequential order with one pass. According to the ways of learning the hash functions from the streaming data, the online hashing methods can be roughly categorized as the stochastic gradient decent (SGD)-based online hashing methods [27] - [29] and the data sketching-based online hashing methods [30] , [31] .
Online Kernel-based Hashing (OKH) [28] , Online Supervised Hashing (OSupH) [29] , Mutual Information Hashing (MIH) [32] are the representative SGD-based online hashing methods. Each time, OKH receives a pair of points with a label to denote whether they are similar or not, and updates the hash functions by the SGD algorithm. OSupH is an online hashing method based on error correct output codes which takes the point-wise label information. Given a training data point and its label, OSupH finds its corresponding target binary code. Then, it updates the hash functions to fit the target binary code by the online boosting algorithm which is also based on SGD. MIH uses the information-theoretic quantity, mutual information, as a measurement to evaluate the hash functions. By taking the point-wise label information as input, an objective function is constructed based on the mutual information and is solved by SGD. Due to the memory limitation, deep hashing methods adopt SGD to learn the hash functions from the database. However, deep hashing methods are different from the SGD-based online hashing methods. Deep hashing methods need multiple passes through the database to learn the neural network as there are a lot of parameters to be tuned in the network. Also, when new data come, deep hashing methods need to re-learn the hash functions by accumulating all the available data, which is computationally expensive.
Different from the SGD-based online hashing methods, Online Sketching Hashing (OSH) [30] is an unsupervised online hashing method based on a data sketch. Inspired by the idea of data sketching [33] , it maintains a small-size data sketch from the streaming data to preserve the data distribution. Then, a PCA-based hashing method [14] is used to learn the hash functions online from the data sketch. Faster Online Sketching Hashing (FROSH) [31] attempts to speed up the data sketching in OSH. Compared to the SGD-based online hashing methods, OSH and FROSH can preserve more information from the streaming data. When receiving new data, instead of updating the hash functions with new data, OSH and FROSH maintain the data sketch by combining the new data with the previous data sketch that preserves the data distribution of the received streaming data. Hence, the relationship between the new data and the received streaming data can be preserved in the data sketch. And the hash functions are learnt from the data sketch.
Although OSH and FROSH can effectively preserve the data distribution, they cannot take advantage of the supervised information to alleviate the gap between the binary codes and the semantic similarity. In this paper, we propose a new online supervised hashing method, Online Supervised Sketching Hashing (OSSH), based on the idea of data sketching. By maintaining a data sketch from the streaming data along with the supervised information, we can learn the hash functions from the data sketch, which combines the advantages of the idea of data sketching and the supervised information. Taking advantage of the point-wise label information, we construct a semantic similarity graph to describe the sematic similarity of the data and learn the hash functions from the similarity graph. Since the computational cost of the similarity graph is proportional to the square of the data size, rather than directly maintaining the graph, we maintain a data sketch to represent the similarity graph from the streaming data. Hence, the hash functions can be learnt in an online fashion from the data sketch with low computational time cost and small space storage. The features of the proposed method are as follows:
• An objective function is constructed to learn the hash functions from a similarity graph to preserve the data sematic similarity. As the size of the graph is proportional to the square of the data size, the developed data sketch can preserve the characteristics of the similarity graph with significantly smaller size.
• The data sketch can preserve the supervised information from the streaming data efficiently without the assumption of the number of possible class labels. And the size of the data sketch is independent of the size of the streaming data.
• Our method can be extended to the parallel computing with some adjustments, aiming at accelerating the process of learning the hash functions from the streaming data with the same search accuracy.
II. ONLINE SUPERVISED SKETCHING HASHING A. OBJECTIVE FUNCTION
Assume there is a set of data points {x 1 , · · · , x N } in a form of the matrix X ∈ R D×N where D denotes the dimensionality of the data and N denotes the number of the data points. The aim of the hashing methods is to learn a set of hash functions H to map the data X ∈ R D×N into binary codes B ∈ {−1, 1} L×N , where L is the length of the binary codes. In this paper, we adopt a linear projection vector with a threshold as a hash function to map the data into binary codes. Let H = {h 1 , · · · , h L } be a set of hash functions and for the data point x, the corresponding binary code is
The l th hash function is defined as
where w l is the l th column of the projection matrix W, u l is a mean threshold u l = − 1 N N j=1 w T l x j , and sgn(·) is an element-wise function defined as
Without loss of generality, it is assumed that the data has zero-mean, N j=1 x j = 0 and u l = 0. Eq. (1) is rewritten as
Considering that each data point x has its corresponding label y, we can represent the data similarity with a pairwise similarity matrix S ∈ {−1, 1} N * N of which 1 denotes two data points with the same label, and −1 otherwise. For the similar data, the Hamming distance between the generated binary codes should be small. For the dissimilar data, the Hamming distance should be large. It can be formulated as
where b i is the i th column of B and d H (·, ·) calculates the Hamming distance.
In [34] , it shows that the inner product of two binary codes has one-to-one correspondence to the Hamming distance between two binary codes. Therefore, Eq. (4) can be rewritten as
In addition to preserving the data similarity, the generated bits should be independent of each other. This requirement can be is formulated as
Combining Eq. (3), (5), (6), the objective function of our method is written as
B. HASH FUNCTION LEARNING
Since the objective function Eq. (7) is difficult to solve due to the sgn(·) function, following [35] , we relax the objective function by replacing the sign of projection with its signed magnitude in Eq. (7). The relaxed objection function is written as
By decomposition, we have S = 2F − E. F ∈ {0, 1} N * N where 1 denotes that two data points share the same label and 0 otherwise. E = ee T of which e is an all-ones vector and Hence, according to Eq. (8), we have
As X is a zero-mean matrix, Xe = 0. Therefore, the above objective function can be rewritten as
Eq (10) is the same as the objective function of Supervised Principal Component Analysis (SPCA) [36] . The projection matrix W can be obtained by taking the top L eigenvectors of XFX T as the columns of W. In [14] , it shows that directly using the projection vectors W as the hash functions leads to the large quantization error, as most of the data information is contained in the top few projection vectors. Hence, we adopt the Iterative Quantization (ITQ) algorithm [14] to learn a rotation matrix to reduce the quantization error, which is formulated to minimize
where V = W T X and R ∈ R L×L is the rotation matrix.
Therefore, the hash functions are obtained as
wherew l is the l th column ofW = WR C. DATA SKETCHING
In the real applications, as the data keeps growing, there are two challenges for learning the hash functions. 1). In Eq. (10), the data is assumed to be zero-mean. However, as new data arrives consecutively, this assumption will bring the data bias.
2). When the data size is too large, it is prohibitive to construct the similarity graph as the size of the similarity graph is the square of the data size.
To overcome these challenges, we propose a new data sketching algorithm to represent the similarity graph by a data sketch. Let y ∈ {1, 0} K ×1 be a label vector, of which 1 denotes the data point x belongs to this label class and 0 otherwise. The corresponding label matrix about the data matrix is Y ∈ {1, 0} K ×N of which each column is a label vector y. Therefore, for the single-label case, the similarity graph is formulated as F = Y T Y. For the multiple-label case, the similarity graph can be approximated by the label matrix, which is formulated as Let P = XY T . For each column of P, we have
where Y k,i is the element of Y. Obviously, p k is the sum of all the x i that belong to the k th class. Therefore, the matrix P can be maintained from the streaming data.
In Eq. (10), it is assumed that the data has zero-mean. Since the data comes sequentially, we need to calculate the mean of the received streaming data and to make the received streaming data zero-mean. Let u denotes the mean value of the received streaming data,x i the streaming data point, and x i the streaming data point that is subtracted by the data mean u. To obtain the data mean u, we maintain a vector m to calculate the sum of the streaming data we have received and a scalar z to record the number of the received streaming data points. When a new data pointx i arrives, m = m +x i and z = z + 1. Therefore, the mean value of the received streaming data is calculated as
And we have
where s k is the k th column of S and n k is the number of the data points that belong the k th class. Therefore, we can maintain a data sketch S from the streaming data and derive P from S. Each time when a new data pointx i arrives with its corresponding class label y, we accumulate the data point to the class k that the data point belongs to, which is s k = s k +x i . We have
and
where n k denotes the number of the received data of class k.
T , according to Eq. (13), we can learn W by taking top L eigenvectors of PP T . As the number of the class labels K may be smaller than the number of the bits L in some cases, when K < L, like [37] , the projection matrix W is obtained by taking top L eigenvectors of PP T + I. It is worth noting that our method makes no assumption about the number of possible class labels. When a new class label K +1 comes, we just need to extend S with an additional dimension, which is as follows
The pseudo-code of maintaining the data sketch is shown in Algorithm 1.
Algorithm 1 Data Sketch Maintaining
Input: streaming data points {x i } N i=1 and their class labels
Output: data sketch Finding k that satisfies y k = 1 where y k is the k th element of y i 7:
Maintaining the data sketch S as S = [s 1 , . . . , s K ] 10: end for D. DATA SAMPLING According to Eq. (12), the hash functions are composed of the projection matrix and the rotation matrix. The literature [38] theoretically proves that the rotation matrix learnt by ITQ from the database can be approximated by the rotation matrix learnt from a small data set sampled from the database. The details can be seen in [38] . Therefore, we use the Reservoir Sampling (RS) algorithm [39] to select a random sample of M data points Z ∈ R D×M without replacement from the streaming data. RS guarantees that each data point is selected with the same probability of M /N . The pseudo-code of RS is shown in Algorithm 2. And the rotation matrix R is learnt from the data sample Z according to Eq. (11) by ITQ. We analyze the time complexity and the space complexity of our method. Following [30] , we assume the data arrives chunk by chunk where the size of the data chunk is N .
Time complexity: For the process of data sketching, our method performs O(KD) additions for a data point, where D is the dimensionality of the data and K is the number of the classes. Hence, maintaining a data sketch from a data chunk needs T sketch = O(KDN ). And learning the projection functions from the data sketch needs T pro = O(KD 2 ).
For the process of data sampling, the time complexity of maintaining a data sample is T sample = O(M (1 + log(N /M ) ).
And learning the rotation matrix from the data sample needs T rot = O((t + 1)ML 2 ), where t is the number of iterations to compute R and is usually set to 50. The overall time complexity is
where D is the dimensionality of the data, N is the number of the received data points, K is the number of the classes, L is the length of the binary codes, and M is the size of the data sample.
Space complexity: In our work, all the operations are conducted on the data sketch and the data sample. The space complexity of the data sketch is sketch = O(KD) and the space complexity of the data sample is sample = O(MD). Both are independent of the data scale. The main space complexity of our method is
F. RELATION TO EXISTING METHODS
The significant difference between our method and OSH is the aim of the data sketch. The data sketch in OSH is used to approximate the covariance of the data, while the data sketch in our method is used to approximate the similarity graph. Besides, the algorithms of maintaining the data sketch are different in our method and OSH. There are other hashing methods based on the graph [17] , [40] , [41] . Since the computational cost of constructing a graph to describe the data similarity is expensive, especially when the number of the data is large, some graph-based hashing methods [42] , [43] construct the graph approximately by treating a few data points as the landmarks. However, these methods are batch-based hashing methods. When the new data arrives, the graph need to be re-built by combining the new data with the previous data. Different from them, our method does not need to re-build the graph. Our method maintains a data sketch from the streaming data to represent the similarity graph.
III. PARALLEL COMPUTING
To further accelerate the process of learning the hash functions, we extend our method, OSSH, to parallel computing with C CPUs. The parallel computing version of our method is called P-OSSH.
An example of P-OSSH with 4 CPUs is shown in Fig. 1 . The data is separated into C parts each of which is assigned to one CPU. For the c th CPU, a data sketch S c ∈ R D×K is maintained according to Algorithm 1, and RS is performed to maintain a data sample Z c ∈ R D×M /C . Then, an entire data sketch is obtained by aggregating the data sketches from (22) where s k is the k th column of S and s c k is the k th column of S c from the c th CPU.
Obviously, according to Eq. (18), the data sketch S of P-OSSH is the same as the one of OSSH.
An entire data sample is obtain by concatenating the data samples from different CPUs, which is
For the data points in Z c , each one is selected with the same probability of (M /C)/(N /C) = M /C. Therefore, the probability of the data point in Z of P-OSSH to be selected is M /C, which is the same as that in OSSH.
As the processes of learning the projection functions and learning the rotation matrix are unchanged, the hash functions learnt from P-OSSH are the same as the hash functions learnt from OSSH.
In P-OSSH, maintaining a data sketch for each CPU needs T sketch = O(KDN /C), and aggregating the data sketches needs T aggre = O(KDC). As N is larger than C, obviously, T sketch + T aggre < T sketch in Eq. (20) . The time complexity of maintaining a data sample is T sample = O(M /C(1 + log(N /M )), and the time complexity of concatenating the data samples is T concat = O(M ). Hence, T sample + T concat < T sample in Eq. (20) . Since the processes of learning the projection functions and learning the rotation matrix are unchanged, the overall time complexity of the P-OSSH, T P−OSSH , is smaller than that of OSSH, which is
IV. EXPERIMENTS A. DATASETS
The experiments are performed on the following datasets: (a). Places205 dataset [32] . The Places205 dataset contains 2.5M images from 205 scene categories. Each image is VOLUME 7, 2019 represented by a feature extracted from the fc7 layer of an AlexNet [19] pre-trained on ImageNet [44] , and reduce the dimensionality to 128 using PCA [32] . For each category, we randomly take 50 images as the query images and 5,000 images as the database images. Hence, we have a database of 1,025,000 images and 10,250 queries.
(b). NUS-WIDE dataset [45] . The NUS-WIDE dataset is a multi-label dataset, which consists of 269,648 web images associated with tags. Following [46] , we only select the images that belong to the 21 most frequent concepts. If two images share at least one common label, they are defined as a groundtruth neighbor. Each images is represented by a 4096-D feature extracted from the fc7 layer of a VGG-16 network [20] pretrained on ImageNet. For each category, we randomly take 50 images as the query images and the rest as the database images.
(c).MS-COCO dataset. The MS-COCO dataset is a multilabel dataset consisting of 82,783 training images and 40,504 validation images. Each image is labeled by some of the 80 concepts. We combine the training images and the validation images, and filter the images that do not contain any concept label. Thus, we obtain 122,218 images. Each images is represented by a 4096-D feature extracted from the fc7 layer of a VGG-16 network [20] pretrained on ImageNet. For each category, we randomly take 50 images as the query images and the rest as the database images.
B. COMPARISON IN A STATIC ENVIRONMENT
In this subsection, we simulate a static environment where the database is unchanged, and in the next subsection, we simulate a dynamic environment where the database keeps growing. In this static environment, we construct a static database by using all the database images from the dataset and use all the query images from the dataset as the queries. We use mean of Average Precision (mAP) to measure the accuracy of retrieving the similar images from the static database according to the queries. For the Places205 dataset, as calculating mAP is time-consuming [32] , mAP on the top 1,000 retrieved images (mAP@1000) for each query is calculated. The results are averaged by repeating the experiments 3 times.
We compare our method, OSSH, with the following online hashing methods: Online Sketching Hashing (OSH) [30] , Online Kernel Hashing (OKH) [28] , Adaptive Hashing (AdaptH) [27] , Online Supervised Hashing (OSupH) [29] , Mutual Information Hashing (MIH) [32] with the trigger update module, Hadamard Codebook based Online Hashing (HCOH) [24] . All the methods are provided by the authors. OSH is an online unsupervised hashing method and the others are online supervised hashing methods. Except for MIH, the values of the parameters in these methods are set as the suggested ones in the corresponding papers. The size of the reservoir used in MIH is related to the performance of MIH. When the size of the reservoir increases, the search accuracy of MIH improves with a larger computational cost. To make VOLUME 7, 2019 FIGURE 6. The pre@100 results with new data chunks arriving on Places205.
a tradeoff between the accuracy and the efficiency, the size of the sample reservoir is set to 300 for MIH and our method.
The mAP results of different online hashing methods on three datasets are shown in Fig. 2 . On the Places205 dataset, MIH achieves the highest mAP result for 32 bits and HCOH achieves the highest mAP result from 64 bits to 128 bits. Our method obviously achieves a higher mAP result than OSH from 32 bits to 128 bits as our method utilizes the supervised information. Except for MIH and HCOH, our method is comparable to OSupH, and better than other online hashing methods. On the NUS-WIDE dataset, HCOH achieves the poor mAP results as HOCH is designed only for the single-label case. Our method is obviously better than OSH, achieves comparable results to OSupH. Our method and OSupH are better than other online hashing methods. On the MS-COCO dataset, HCOH still achieves the poor mAP results since MS-COCO is also a multi-label dataset. Our method achieves the best result from 32 bits to 128 bits, and OSupH is the second best method among the online hashing methods. Fig. 3 , Fig. 4 , and Fig. 5 show the mAP results of different online hashing methods changing as the number of the data points for learning the hash functions increases on Places205, NUS-WIDE, and MS-COCO, respectively. In Fig. 3 , we can see that the mAP results of HCOH and our method improve faster than other hashing methods in the initial stage. In Fig. 4 and Fig. 5 , the mAP results of our method also improve faster than other hashing methods in the initial stage. In addition to our method, the mAP results of OSH improve faster than other hashing methods in the initial stage. It shows that maintaining a data sketch from the streaming data can effectively preserve the data properties.
C. COMPARISON IN A DYNAMIC ENVIRONMENT
Following [25] , we simulate a dynamic environment where the data points arrive chunk by chunk. Each time, a chunk of data is used for learning the hash functions and added into the dynamic database for search. The data points in the chunk are sampled from the database images and the size of the chunk is set to 1000. Apart from the above online hashing methods, we compare our method with Incremental HashBit Learning (IBL) [25] , which is an online semi-supervised hashing method. For IBL, the top 100 images are selected as the labeled images and the remaining 900 images are unlabeled images in each chunk. The performance of the online hashing methods in the dynamic database is measured by pre@100 which is calculated as the precision of top 100 retrieved images from the queries. The results are averaged by repeating the experiments three times.
On the Places205 dataset, 30 classes are randomly selected initially, and the database images from these classes are randomly selected to construct the appearing data chunks. The query images from these classes are used as the queries. In the 15th iteration, the database images from 20 new and random classes are randomly selected and also added into newly appearing data chunks with the database images that are randomly selected from the previous 30 classes. The corresponding query images from these classes are added into the query process. Fig. 6 shows the pre@100 results of different online hashing methods on Places205. In the 15th iteration, as new classes of images are added into the database, the difficulty of retrieving the similar images increases, and the pre@100 results of all the online hashing methods decrease. Although HCOH performs well in the static environment, it performs poorly in the dynamic environment. MIH achieves Z. Weng, Y. Zhu: OSSH for Large-Scale Image Retrieval the best performance among the online hashing methods from 32 bits to 128 bits. Our method is the second best method from 32 bits to 128 bits.
On the NUS-WIDE dataset, 16 classes are randomly selected initially. The database images from these classes are randomly selected to construct the appearing data chunks and the query images from these classes are used as the queries. In the 15th iteration, the database images from the remaining 5 classes are added into newly appearing data chunks, and the corresponding query images are added into the query process. Fig. 7 shows the pre@100 results of different online hashing methods on NUS-WIDE. From the results, we can see that our method achieves the best pre@100 results among the online hashing methods from 32 bits to 128 bits. OSH is the second best method and OKH is the third best method. On the MS-COCO dataset, 50 classes are randomly selected initially. The database images from these classes are randomly selected to construct the appearing data chunks and the query images from these classes are used as the queries. In the 15th iteration, the database images from the remaining 30 classes are added into newly appearing data chunks, and the corresponding query images are added into the query process. Fig. 8 shows the pre@100 results of different online hashing methods on MS-COCO. Although MIH performs well in the static environment and the dynamic environment on Places205, MIH performs poor in the both environments on NUS-WIDE and MS-COCO. It shows that MIH is not suitable for the multi-label dataset. According to the results, our method still achieves the best per@100 results among the online hashing methods from 32 bits to 128 bits. It demonstrates that our method can achieve good results for both the single-label and the multi-label datasets, especially for the multi-label datasets. Except for our method, OSH and OSupH are comparable, and better than other online hashing methods. Table 1 shows the averaged time of the online hashing methods for learning the hash functions from the data chunk of 1000 data points. The experiments are conducted on a computer with 3.60 GHz Intel I7 CPU and 24 GB RAM. On the Places205 dataset, MIH and OSupH are the slowest hashing methods. Our method is slower than OSH, OKH, and HCOH. However, when the dimensionality of the data increases, our method has an advantage in learning the hash functions. On the NUS-WIDE dataset, MIH and OSupH are still the slowest hashing methods. Our method is comparable to OSH in terms of the time cost of learning the hash functions, and is faster than OKH and HCOH.
D. SPEEDUP WITH PARALLEL COMPUTING
To evaluate the performance of the parallel version of our method (P-OSSH), we conduct the experiments on a computer with 4 CPUs of 3.60 GHz Intel I7. In the experiments, we learn the 64-bit binary codes on the NUS-WIDE dataset.
We use the speedup ratio to measure the efficiency improvement of learning the hash functions in P-OSSH with more CPUs. The speedup ratio is defined as speedup ratio = training time on one node training time on C nodes (25) Fig. 9 shows that the speedup ratio of P-OSSH with multiple CPUs. In the figure, we set the chunk size (N ) to 1000, 5000, 10000 and 50000 respectively. According to the results, when the number of CPUs expands from 1 to 2, the improvement of the speedup ratio is significant. Further increasing the number of CPUs leads to a small improvement. With the number of CPUs increasing, although the time cost of the data sketching process decreases, the time cost of the aggregation process increases. Obviously, as the size of the data chunk increases, the improvement of the speedup ratio becomes larger. When the chunk size is 50000, learning the hash functions with 2 CPUs can cut the time cost by more than a third compared to that with 1 CPU.
V. CONCLUSION
Our method can maintain a data sketch from the streaming data to represent the similarity graph, and the hash functions can be learnt online from the data sketch with low computational time and space storage. Furthermore, a parallel computing version of our method is developed to accelerate the process of learning the hash functions. The experiments show that our method can achieve good results in both the static and the dynamic environments on three datasets compared to other online hashing methods. It demonstrates the robustness of our method. Especially on the multi-label datasets, our method can achieve the highest search accuracy among the online hashing methods.
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