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bia.edu (X. Wang).Knowledge acquisition of relations between biomedical entities is critical for many automated biomed-
ical applications, including pharmacovigilance and decision support. Automated acquisition of statistical
associations from biomedical and clinical documents has shown some promise. However, acquisition of
clinically meaningful relations (i.e. speciﬁc associations) remains challenging because textual informa-
tion is noisy and co-occurrence does not typically determine speciﬁc relations. In this work, we focus
on acquisition of two types of relations from clinical reports: disease-manifestation related symptom
(MRS) and drug-adverse drug event (ADE), and explore the use of ﬁltering by sections of the reports to
improve performance. Evaluation indicated that applying the ﬁlters improved recall (disease-MRS: from
0.85 to 0.90; drug-ADE: from 0.43 to 0.75) and precision (disease-MRS: from 0.82 to 0.92; drug-ADE:
from 0.16 to 0.31). This preliminary study demonstrates that selecting information in narrative electronic
reports based on the sections improves the detection of disease-MRS and drug-ADE types of relations.
Further investigation of complementary methods, such as more sophisticated statistical methods, more
complex temporal models and use of information from other knowledge sources, is needed.
 2010 Elsevier Inc. All rights reserved.1. Introduction
Knowledge of relationships between biomedical entities, such
as ‘a symptom is a manifestation of a disease’ or ‘a drug causes a
symptom’, is critical for many automated biomedical applications.
Such relations are often hidden in either the biomedical literature
or narrative clinical reports because they are typically not explic-
itly stated in the text, particularly in the case of clinical reports
[1]. When processing clinical reports, as an initial step, associations
among entities are often acquired using statistical methods based
on co-occurrences in the text before speciﬁc relationships can be
identiﬁed. Natural language processing (NLP), as one of the high
throughput technologies, can extract and encode massive amounts
of text data in the literature and in clinical reports within a rela-
tively short time [2]. Various NLP systems have been applied to
the biomedical literature and to narrative clinical reports [3–8].
Text mining methods involving statistical methods combined with
NLP systems have been explored in recent years for extracting and
establishing associations between entities from textual data. Sev-
eral studies have demonstrated the use of narrative clinical reports
for discovering associations [9,10]. Rindﬂesch and colleagues ex-ll rights reserved.
omedical Informatics, Colum-
NY 10032, United States. Fax:
.edu, xiw7002@dbmi.colum-tracted drug and disease entities from the Mayo Clinic notes using
the natural language system SemRep, and constructed a repository
of drug-disease co-occurrences to validate inferences produced by
SemRep from the literature about drug treatments for diseases
[10].
Our group has been developing automated methods for detect-
ing associations between clinical entities from both the biomedical
literature and narrative clinical records [11–13]. Recently, we ex-
tended that work and adapted use of NLP and statistical methods
to acquire knowledge of disease-symptom associations as well as
potential drug-adverse drug event (ADEs) associations for pharma-
covigilance [14,15]. The ﬁeld of pharmacovigilance was introduced
after the tragedy of thalidomide [16], and surveillance systems
have been developed to monitor large populations [17,18]. Data
mining algorithms using spontaneous reporting systems, pharma-
coepidemiology databases and electronic health record (EHR) sys-
tems have produced some interesting results [19–21]. However,
data mining algorithms for pharmacovigilance have focused on
coded and structured data, and therefore missed important clinical
data that is relevant for pharmacovigilance, which are generally
only available in the narrative EHR reports, such as ‘‘chills” and
‘‘suicidal thoughts”. Our work involving detecting associations of
drug-potential ADEs is intended to provide a high throughput
model and method to identify drug safety signals by mining narra-
tive reports in the EHR [15]. Similarly, our work concerning detec-
tion of disease-symptom associations not only provides statistical
evidence of association strength, but also enables automated
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speciﬁc information. In addition, our work also demonstrates a
method for customizing knowledge for particular patient popula-
tions. These knowledge bases are essential for clinical applications
ranging from quality of care to hypothesis generation [14].
Determining clinically relevant relations from narrative reports
using text mining remains challenging, however. There are two is-
sues concerned with the use of statistical associations obtained
from text mining. First, the associations basically depend on the
strength of statistics only. Statistically signiﬁcant associations
however, may not be medically important. Second, these methods
usually identify statistically signiﬁcant associations without refer-
ence to discrimination between the various types of relationships.
For example, a drug-symptom association may represent the fol-
lowing relations: (1) a ‘treat’ relation in which the drug is used
to treat a symptom or disease (i.e. ibuprofen-headache); (2) a ‘cause’
relation in which the drug causes the symptom (i.e. rosiglitazone-
headache); or (3) an ‘indirect treat’ relation in which the drug treats
a disease that is manifested by the symptom (i.e. rosiglitazone-(dia-
betes)-polyuria). In contrast, a disease-symptom association could
represent the following relations: (1) a ‘manifestation’ relation in
which the symptom is a direct manifestation of the disease (i.e.
diabetes-polyuria); (2) an ‘indirect manifestation’ relation in which
the symptom is a manifestation of a disease that is highly associ-
ated with the disease of the interest (i.e. diabetes- (heart disease)-
angina pectoris); or (3) a ‘treatment-induced’ relation in which
the symptom is caused by a treatment or procedure (i.e. depressive
disorder-(paroxetine)-chills). In order to detect the appropriate rela-
tion between drugs and potential ADEs for pharmacovigilance, it is
critical to obtain the ‘drug cause symptom’ relationship and not the
others, and therefore it is critical to eliminate the ‘treat’ or ‘indirect
treat’ relations. Similarly, ‘treatment-induced’ symptoms should be
eliminated when acquiring ‘disease-related manifestation’.
One of the possible solutions to help in the detection of certain
speciﬁc types of relations is to use temporal information related to
clinical entities when computing statistical associations. For exam-
ple, a symptom occurring before a drug is given is unlikely to be a
‘cause’ relation for that drug, and can be eliminated as a potential
ADE. Temporal reasoning has received a great deal of attention
from the medical and computer science communities [22]. Unlike
structured data in EHRs, which is usually time-stamped, narrative
reports frequently do not provide detailed temporal information
corresponding to clinical entities or if they do provide temporal
information, it is frequently vague. A sophisticated temporal rea-
soning system, Timetext, has been developed to represent, extract
and reason with temporal information in clinical narrative reports
and may be useful in future work [23]. Other methods focused on
determining whether an event occurred in the past or whether it is
current. A method developed by Harkema and colleagues used a
regular-expression based algorithm (ConText) to infer the status
of a condition, including the temporal status from clinical reports,
and the study demonstrated reasonable performance [24]. Auto-
matic acquisition of temporal status of a condition, such as smok-
ing status (‘past’ vs ‘current’), from clinical reports was also shown
to be challenging [25]. However, more sophisticated temporal sys-
tems would be needed to determine whether or not the start of a
medication event precedes or follows the occurrence of a condi-
tion. Other alternative approaches to resolve the problem would
involve applying information from other knowledge sources. For
example, relations between a drug and diseases the drug treats
could be obtained from terminologies such as National Drug For-
mulary Reference Terminology (NDFRT) in the UMLS [26].
However, before using the more complex approaches, a simple
strategy of selecting information would be interesting to explore.
Clinical information is usually expressed as either structured dat-
abases or narrative reports. Some clinical reports, such as dischargesummaries for inpatients, often contain sections (i.e. ‘‘History of
Present Illness”, ‘‘Chief Complaints”), which are demarcated by
well-deﬁned section headers. The section headers are often re-
garded as ‘containers’ of the clinical information providing relevant
context, where coding systems and terminologies are considered
as ‘contents’ [27]. Although many clinical NLP applications do not
recognize section headers explicitly, several NLP systems can iden-
tify predeﬁned sections among clinical notes [27–30].
In this study, we experiment with a simple approach to improve
acquisition of relations, which is based on use of contextual ﬁlters
consisting of the sections in the report where the clinical entities
are found. We continue to build upon previous work that extracts
certain types of entities (e.g. medications, diseases, symptoms),
and establishes statistical associations between them [12–15]. We
focus on detection of two types of relations: disease-manifestation
related symptom (MRS), which includes both ‘manifestation’ and
‘indirectmanifestation’ relations between a disease and a symptom,
and a drug-potential ADE relation that denotes a ‘possible cause’
relationbetweenadrugandadisease/symptom. In thepresent study
we consider side effects of drugs only if they occurred during the
hospital stay. We measure the performance of relation detection
with andwithout the contextual ﬁlters, in order to analyze the effec-
tivenessof theseﬁlters and toexplore theusefulnessof various types
of information based on the section where the information occurs.2. Methods
2.1. Materials
The data warehouse in NYPH maintains a variety of structured
and unstructured patient information including narrative reports,
coded laboratory data, and pharmaceutical orders. Textual dis-
charge summaries for patients admitted in 2004 were used to
determine associations in this study after IRB approval was ob-
tained. An example of a partial discharge summary written in
NYPH (some information has been modiﬁed to ensure patient pri-
vacy) is shown in Fig. 1A, and the sample output generated by a
NLP system is shown in Fig. 1B, and is described in Section 2.2.2.
The discharge summary describes a patient with metastatic breast
cancer and mild myocardial infarction, who previously had hyper-
tension, asthma and complained of severe cough, headache, chest
pain and increased sweating at admission. In this study, a NLP sys-
tem, MedLEE (the Medical Language Extraction and Encoding Sys-
tem), was used to parse and transform discharge summaries into
structured representations consisting of UMLS codes with modiﬁ-
ers [8]. MedLEE output of the sentence ‘The patient has severe
cough’ is illustrated in Fig. 1B.
2.2. Research design and experiments
2.2.1. Contextual ﬁlters
A regular ﬁlter in this study is always applied and is used to in-
clude entities that are current and asserted about the patients, and
not information occurring in the past, negated, or concerning fam-
ily members. A contextual ﬁlter for a clinical entity in this study is
deﬁned as a ﬁlter that consists of the section in the discharge sum-
mary where the clinical entity occurs. Four contextual ﬁlters were
designed, as described below, to determine the two types of rela-
tions of interest, and their effectiveness was evaluated.
2.2.1.1. Disease-MRS. In order to avoid those symptoms primarily
caused by subsequent treatments or procedures occurring in the
hospital course, two ﬁlters were developed to obtain diseases
and symptoms occurring primarily at or before the time of admis-
sion. The ﬁlter Dx-Adm used information in the Diagnosis and His-
Chief Complaint: 
The patient has severe cough. She also complained of headache, chest pain and increased sweating.   
History of Present Illness:  
Hypertension, asthma - no emergency room visits or hospitalizations Osteoarthritis h/o 2 DVT and 
PE 
 in the 1960s after trauma mild MI in setting of PE (has nl EF, w/ no wall motion abnl on recent T 
TE) TAH (unclear if had oopherectomy) cataracts.  
Admission/Discharge Diagnosis: 
metastatic breast CA;  mild MI 
Hospital Course: 
stable.  
Medications: 
atenolol 50 qd ecasa 325 qd colace 100 bid prn aldactone 50 po bid. 
A. A partial discharge summary from NYPH data repository 
---------------------------------------------------------------------------------------------------------------------------------
<problem v = " cough " code = "UMLS:C0010200_Cough"> 
<certainty v = "high certainty"></certainty> 
<sectname v = "Chief Complaint "></sectname> 
<degree> v = “high degree”> 
<code v = " UMLS:C0010200_Cough "></code> 
</problem> 
B. MedLEE output in XML format for the first sentence above: the patient has severe cough
Fig. 1. Example of a partial discharge summary in NYPH and simpliﬁed MedLEE output for the ﬁrst sentence.
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developed that used information in the History of Present Illness
and Chief Complaints sections only.
2.2.1.2. Drug-potential ADE. An adverse drug event (ADE) in this
study is used to denote a symptom/disease, as shown by clinical
evidence, which is the result of taking a particular drug. In order
to capture ADE relations, a ﬁlter Rx-HC was designed to capture
drugs mentioned only in the Hospital Course and Medications sec-
tion in an effort to eliminate medications not given in the hospital,
such as Discharge Medications. Drugs in the Medications section
were included because typically, unless otherwise speciﬁed, these
contain medications continued in the hospital that were prescribed
during an outpatient visit prior to admission or medications given
at admission. Another contextual ﬁlter ADE-HC was designed to in-
clude symptoms/diseases occurring in the section Hospital Course
only and to avoid diseases/symptoms mentioned in sections signi-
fying that they occurred at the time of admission or before the hos-
pital stay, such as Chief Complaints and History of Present illness
(HPI) since these sections more frequently describe the disease a
patient has rather than an ADE.
2.2.2. Association detection
The framework for acquiring clinical associations from narrative
reports has been described in more detail in previous work [15].
The method consists of ﬁve main phases.
(1) Collecting the set of reports for the study: Discharge summa-
ries in 2004 were extracted from NYPH data repository
and de-identiﬁed in this study after obtaining IRB approval.
(2) Processing the reports: NLP was used to extract and encode
clinical entities into UMLS codes with modiﬁers, such as
negation, time, change, and degree. For example, as shown
in Fig. 1B, a sentence ‘the patient has severe cough’ is
encoded as UMLS code C0010200 corresponding to ‘cough’,
which has a certainty modiﬁer high certainty corresponding
to ‘has’ and a degree modiﬁer high degree corresponding to
‘severe’.(3) Selecting entities: The semantic classes of the UMLS codes
were used to select the appropriate information types for
this study, which consisted of two types of clinical entities
(disease and symptom) and one environmental entity type
(drug). For example, the UMLS codes that corresponded to
the UMLS semantic classes Disease or Syndrome [T047],
Mental or Behavioral Dysfunction [T048], and Neoplastic
Process [T191], were used for disease entities. For example,
heart failurewould be selected as a disease because it is clas-
siﬁed in the UMLS as semantic class T047.
(4) Applying regular and contextual ﬁlters: This was done in order
to reduce the amount of potentially confounding informa-
tion. By using regular ﬁlters, entities associated with modiﬁ-
ers corresponding to certain certainty values (negation, low
certainty, workup), past events, or certain sections such fam-
ily history are avoided to ensure that the entities were about
the patients and occurring in the current. Meanwhile, by
applying contextual ﬁlters, information that is most relevant
to the questions of interested are kept.
(5) Applying statistical methods to detect disease-symptom and
drug-potential ADE relations of interest: For the statistical
analysis we obtained the frequencies of drugs, diseases, and
symptoms, as well as frequencies of pairs of co-occurring
drug-disease/symptom and disease-symptom. A pair was
considered to co-occur if each entity of the pair was selected
and not ﬁltered out, and occurred within a single report.
Selected co-occurring pairs in one report that consist of a
symptom and a disease, such as ‘chest pain’ and ‘myocardial
infarction’, will be included in the statistics used for disease-
MRS detection. These types of entities frequently appear in
different sentences and in different sections of a report, and
their relationships are usually not expressed. Therefore typi-
cal linguistic characteristics, such as proximity and explicit
relationships cannot be used. For example, in the report
shown inFig. 1A, ‘atenolol’ in theMedication sectionwas likely
used to treat ‘chest pain’ in the Chief Complaint section, while
‘chest pain’was likely a symptomof ‘myocardial infarction’ in
the Admission/Discharge Diagnosis section.
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ties, the v2 statistic was used. In the present study, because the
data are 2  2 tables with the same row margins, we computed
the adjustment to the chi-square p-value that corresponds to ta-
bles with ﬁxed row margins. Fixed row margin tests are partially
conditional tests, where the conditioning argument is the variable
that describes the row marginals. This conditioning guarantees
that the margins of the table do not provide any evidence either
in favor or against the null hypothesis of independence (i.e. no
association). Fixed row margin volume tests have similar interpre-
tation with the unconditional volume tests, that is, they can be
interpreted as a distance from the surface of independence. The
larger the distance, the stronger the association. A description of
how the cutoff point was determined is described by Cao and col-
leagues [11,12]. A list was then generated consisting of associa-
tions above the cutoff and their strengths.
2.2.3. Experimental design
We evaluated the effectiveness of the contextual ﬁlters in
detecting the two types of relations of interest by performing a ser-
ies of experiments. Since the contextual ﬁlters depend on accurate
identiﬁcation of the sections where the information occurred, we
ﬁrst performed an evaluation of MedLEE’s section detection meth-
od as applied to discharge summaries. The method uses straight-
forward pattern matching, which utilizes a set of predetermined
section headers and their target forms. As shown in Fig. 1B, the
output associates each term that is extracted with the section it oc-
curred in. We then evaluated the performance of relation detection
using the contextual ﬁlters. Relations of disease-MRS were de-
tected without any contextual ﬁlter, with Dx-Adm only, with Sx-
Adm only, and with both Dx-Adm and Sx-Adm ﬁlters. Similarly,
relations of drug-potential ADE were detected without any contex-
tual ﬁlter, with Rx-HC only, with ADE-HC only, and with Rx-HC and
ADE-HC.
2.2.4. Evaluation
2.2.4.1. Evaluation of section identiﬁcation. A subset of 11 discharge
summaries was used to evaluate the performance of section iden-
tiﬁcation using MedLEE. These reports were randomly selected
from the 2004 NYPH data repository.
2.2.4.1.1. Reference standard. Two reference standards were con-
structed respectively for the evaluation of section identiﬁcation:
one for all sections and the second only for sections related to this
study (i.e. the medication, hospital course, chief complaint, and
diagnosis at admission sections). An independent physician who
was presented with selected discharge summaries, formed the ref-
erence standard by identifying the sections corresponding to the
concepts in the reports.
2.2.4.1.2. Quantitative evaluation. Two metrics were used to assess
the performance of section identiﬁcation in this study. Recall was
calculated as the ratio of the number of concept-section pairs that
were identiﬁed by MedLEE that were correct according to the ref-
erence standards over the total number of concept-section pairs in
the reference standards (i.e. TP/(TP + FN)). Precision was measured
as the ratio of the number of concept-section pairs returned by
MedLEE that were correct according to the reference standards di-
vided by the total number of concept-section pairs found by our
method (i.e. TP/(TP + FP)). Conﬁdence intervals of recall and preci-
sion were calculated by bootstrapping to estimate the variability of
the metrics.
2.2.4.2. Evaluation of contextual ﬁlters. We evaluated the perfor-
mance of contextual ﬁltering using a total of 315 associations se-
lected from the entire result set. Among the evaluation set, there
were 183 disease-MRS (Manifestation Related Symptom) pairsassociated with 12 diseases, and 132 drug-ADE pairs associated
with seven drugs/drug classes. The diseases were selected based
on their frequencies of occurrence in our database, where four stra-
ta were determined (i.e. most common, common, less common,
rare.). Three diseases were randomly chosen from each stratum.
The seven drugs were chosen to detect (1) known ADEs before
marketing, (2) known ADEs, which ﬁrst became known after
2004 and after marketing, and (3) common ADEs for drug classes.
For more detailed information of the diseases and drug/drug clas-
ses and how they were selected please refer to our previous work
[14,15].
2.2.4.2.1. Reference standard. To evaluate the relations, two refer-
ence standards (disease-MRS and drug-ADE respectively) from
our previous work were used. The reference standards consisted
of well-known reliable reference resources (i.e. Micromedex [31]
WebMD [32], a textbook [33] and two experts). For disease-MRS
(Manifestation Related Symptom), three references of a compre-
hensive consumer health online resource, a textbook and a expert
were combined to create the reference standard as follows: (1) if
an association was agreed on by at least two resources, the major-
ity was chosen as the reference standard; (2) if an association was
not agreed on by any of the resources, the response from WebMD
was chosen to be the reference standard due to its comprehensive-
ness. In contrast, for drug-ADE relation, the reference standard was
formed based on an expert and Micromedex, a well-respected, evi-
dence-based reference material [31]. The expert summarized the
ADEs for each drug/drug class based on his medical knowledge
and knowledge from Micromedex. Therefore, for evaluation pur-
poses, the study related to drug-ADE relations was based on known
ADEs, but our method was developed to detect all potential ADEs,
including ones that are not yet known.
2.2.4.2.2. Quantitative evaluation. Similarly, two metrics were used
to assess the performance of each experiment. Recall was calcu-
lated as the ratio of the number of distinct disease-MRS/drug-
ADE pairs that were identiﬁed by an experiment over the total
number of the corresponding disease-MRS/drug-ADE pairs in the
reference standards. Precision was measured as the ratio of the
number of distinct disease-MRS/drug-ADE pairs returned by an
experiment that were correct according to the reference standards
divided by the total number of disease-MRS/drug-ADE pairs found
by the experiment. Conﬁdence intervals of recall and precision
were calculated by bootstrapping to estimate the variability of
the metrics.
2.2.4.2.3. Qualitative analysis. To understand how the contextual
ﬁlters affected the performance of relation detection, a qualitative
analysis was performed. A random sample of relations in the eval-
uation set was manually reviewed and compared to the reference
standard, and an error analysis was performed to categorize the
types of errors that occurred with/without contextual ﬁlters. For
disease-MRS pairs, a relationship of ‘manifestation’ or ‘indirect
manifestation’ between a disease and a symptom was considered
as a true positive. False disease-MRS relations were categorized
into two groups: (1) ‘treatment-induced’ relations in which a
symptom was caused by treatment or procedure based on clinical
evidence (i.e. chills in diabetes-(metformin)-chills). (2) ‘unknown’
relations in which a symptom was either conceptually poorly-de-
ﬁned (i.e. difﬁculty in depressive disorder-difﬁculty) or currently un-
known to be associated with a disease (i.e. gravida 0 in kidney
disease-gravida 0). For drug-potential ADE pairs, a relationship of
‘cause’ between a drug and a symptom was considered as a true
positive. False drug-potential ADE relations were further classiﬁed
into the following categories: (1) ‘treat’ relation: a symptom/dis-
ease that a drug treats (i.e. pain in Ibuprofen-pain); (2) ‘indirect
treat’ relation: a symptom/disease is known to be highly associated
with or be a consequence of the indications that a drug treats (i.e.
tremor in rosiglitazone-(diabetes-hypercholesterolemia-stroke)-tre-
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conceptually poorly-deﬁned (i.e. thicken in paroxetine-thicken) or
currently unknown to be associated with a drug (i.e. erythema in
rosiglitazone-erythema). Since our reference standard for drug-
ADEs by necessity was based on known drug-ADE relations, it is
possible that some of the unknown drug-ADE associations could
be novel associations, but further exploration would be necessary.3. Results
3.1. Data statistics
The case reports in this study included a total of 25,074 dis-
charge summaries from NYPH. Results with and without the four
contextual ﬁlters are summarized in Table 1. There were a total
of 206,812 disease occurrences in all the sections (i.e. without
any contextual ﬁlter), whereas there were about 124,305 (60%) dis-
ease occurrences concepts selected when the Dx-Adm ﬁlters were
applied, and only 8072 (4%) diseases were found using ADE-HC ﬁl-
ters. About half of the symptoms occurred in the admission-related
sections with Sx-Adm (51%) and also in the hospital course section
ADE-HC (43%) compared to a total of 220,672 symptom occurrence
without any ﬁlters. For drug-ADE relations, Rx-HC consisted of
about 48% of the drug occurrences. Similarly, among the unique
symptom concepts of 1718 without any contextual ﬁlters, there
were 563 (32%) and 732 (42%) after Sx-ADM and Sx-HC ﬁlters
respectively. There were 1997 unique drug concepts obtained
using Rx-HC compared to a total of 2289 without ﬁlters.3.2. Results of evaluation
3.2.1. Evaluation of section identiﬁcation
There were 791 relevant concepts associated with the 11 dis-
charge summaries. Results of the section identiﬁcation evaluationTable 1
Summary of the concepts identiﬁed with and without contextual section ﬁltering.
Data in the corpus Count
No
ﬁlter
Disease-MRS
ﬁlters
Drug-ADE
ﬁlters
Total disease occurrences 206,812 124,305 8072
Total symptom
occurrences
220,672 113,299 95,290
Total drug occurrences 295,493 NA 143,828
Unique disease concepts 3449 1366 175
Unique symptom concepts 1718 563 732
Unique drug concepts 2289 NA 1997
Table 2
Summary of recall and precision for identiﬁcation of overall sections and relevant
sections.
Metrics Overall sections (95%CI) Relevant sections (95%CI)
Recall 0.91 (0.84–0.96) 0.97 (0.94–0.99)
Precision 0.92 (0.85–0.95) 0.99 (0.97–1.00)
Table 3
Summary of recall and precision with/without contextual ﬁlters.
Metrics Disease-MRS (95%CI)
No ﬁlter Dx-Adm Sx-Adm Dx-Adm & Sx-A
Recall 0.85 (0.79–0.89) 0.86 (0.81–0.90) 0.88 (0.84–0.92 0.90 (0.86–0.94)
Precision 0.82 (0.76–0.86) 0.82 (0.78–0.87) 0.89 (0.84–0.93) 0.92 (0.88–0.95)are summarized in Table 2. Recall and precision were 0.91 and
0.92, respectively for all sections. Recall and precision for the rele-
vant sections only were 0.97 and 0.99, respectively. A further anal-
ysis indicated that some rare sections (i.e. ‘Impairments’,
‘Discharge Equipment’) were not recognized by MedLEE, but these
had little effect on the terms in the relevant sections.
3.2.2. Evaluation of contextual ﬁlters
3.2.2.1. Quantitative evaluation. Table 3 presents the results of the
quantitative evaluation of the contextual ﬁlters. For ﬁlters de-
signed to detect disease-MRS relations, the Dx-Adm ﬁlter alone
barely increased recall and precision, and the Sx-Adm ﬁlter in-
creased recall slightly from 0.85 to 0.88 and precision from 0.82
to 0.89. Applying both Dx-Adm and Sx-Adm contextual ﬁlters for
acquiring disease-MRS relations indicated that the recall was in-
creased from 0.85 to 0.90 and precision was increased from 0.82
to 0.92.
For ﬁlters designed to acquire drug-potential ADE relations,
using drugs in the hospital course increased recall from 0.16 to
0.19 and precision from 0.43 to 0.48, whereas using potential ADEs
from the hospital course section improved recall from 0.43 to 0.54,
and precision from 0.16 to 0.23; when both ﬁlters were used, recall
and precision were improved almost twofold (recall: from 0.43 to
0.75; precision: from 0.16 to 0.31).
3.2.2.2. Qualitative analysis. Using contextual ﬁlters eliminated 15
of the 34 false positives for disease-MRS relation, whereas contex-
tual ﬁlters eliminated 206 out of the 298 false positives for drug-
ADE relation. A few examples of the false positive relations are pre-
sented in Table 4. Note that some known ADEs of drugs (i.e. met-
formin to treat diabetes), such as cough and chills, were
erroneously obtained as symptoms related with the disease when
contextual ﬁlters were not applied (Table 4A). Similarly, more
manifestations of diabetes, such as polyuria and visual impairment,
were erroneously obtained as potential ADEs for rosiglitazone
when contextual ﬁlters were not applied (Table 4B).
4. Discussion
This study explored the effectiveness of contextual ﬁlters for
selecting information from an EHR for use when automatically
acquiring certain relations using statistical methods. As an initial
step, four contextual ﬁlters designed for two types of relations
were examined. By applying contextual ﬁlters utilizing selective
sections where clinical entities occurred, our ﬁndings demon-
strated that both recall and precision were improved in detecting
speciﬁc relations of interests. The results highlight the potential
of the ﬁlters for improving the performance of automated knowl-
edge acquisition.
Upon examining the results obtained in the study, we found
that when the admission-related ﬁlters Dx-Adm and Sx-Adm were
used (1) more of the treatment-induced relations were removed,
(2) more of the manifestation relations were obtained, and (3)
the ADE events related to treatments or procedures performed in
hospital course were reduced. In contrast, when the hospital
course information ﬁlters were used (i.e. ADE-HC and Rx-HC ﬁl-
ters) more ADEs and fewer treatment-related manifestations wereDrug-ADE (95%CI)
dm No ﬁlter Rx-HC ADE-HC Rx-HC & ADE-HC
0.43 (0.39–0.47) 0.48 (0.43–0.51) 0.54 (0.50–0.57 0.75 (0.68–0.79)
0.16 (0.12–0.20) 0.19 (0.13–0.22) 0.23 (0.19–0.26) 0.31 (0.26–0.35)
Table 4
Elimination of false positive relations with contextual ﬁlters.
A
Disease Filter Manifestation-related symptom
Treatment induced
Diabetes No ﬁlter Cough, chills
Dx-Adm & Sx-Adm
Depressive disorder No ﬁlter Pain chest, dyspnea
Dx-Adm & Sx-Adm
B
Drug Filter Relation
Treat Indirect treat
Rosiglitazone No ﬁlter Polyuria, visual
impairment, sensory
discomfort, sciatica,
asthenia, sweating
increased, dizziness
Bruit, renal
angle
tenderness,
facial paresis,
slurred speech
Rx-HC & ADE-HC Syncope, vertigo Tremor, pins
and needle,
cyanosis, colic
abdominal
A: Contextual ﬁlters for Dx-MRS; B: contextual ﬁlters for Rx-ADE.
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improving the performance of detecting meaningful relations. In
addition, it appears that performance of drug-potential ADE rela-
tions beneﬁt more from selecting information using contextual ﬁl-
ters than that of disease-MRS, likely due to the fact that ADEs are
sparsely distributed in clinical reports while symptoms related to
diseases occur more often. Filtering information is therefore more
effective for drug-ADE relations.
Determining the speciﬁc relations is still difﬁcult, and ﬁltering by
sections is a partial solution. There are other approaches to explore
that could be combined with this approach. In a parallel study, we
have already explored an approach based on mutual information
(MI) and its property of data processing inequality (DPI) to help dif-
ferentiate thedirect and indirect type relations (i.e. a symptomcould
be directly a manifestation of a disease (disease-manifestation) or a
manifestation of a disease that is highly associated with the disease
of interest (disease-indirectmanifestation) between clinical entities
[34]. Our preliminary results demonstrate that this information the-
oretic approach also shows promise in differentiating direct and
indirect relations. Additionally, knowledge resources such as the
UMLS contain rich and manually curated biomedical knowledge,
especially disease-speciﬁc knowledge. The use of these sources of
knowledge could be explored to solve the problem as well. In addi-
tion, a further line of research, which involves extending the pro-
posed methodology to use more sophisticated statistical methods,
more complex temporal models, additional information from
knowledge sources, can be devised to differentiate between the dif-
ferent types of relations observed.
There are a number of limitations in this study. One of the lim-
itations is that we included only discharge summaries, which are
narrative reports for inpatients. As a result, our ﬁndings are based
on single admissions and applicable in the context of a sick patient
population. However, this limitation is due to the type of reports
we focused on and not the methodology. A similar approach could
be extended to the longitudinal record, including outpatient re-
ports, but it is likely that we will be presented with different chal-
lenges. Another limitation is that this method depends on accurate
section identiﬁcation. Sections in discharge summaries of NYPH
are typically regular but other reports may not have such a regular
structure. For example, outpatient clinic notes at NYPH frequently
do not have well-deﬁned sections and many section headers are
abbreviated. In that situation, a more sophisticated section identi-ﬁcation system would have to be developed. Denny JC et al. have
developed a section header terminology which contained 99.9%
of the clinical sections in the randomly selected corpus of history
and physical notes (H&P notes) [35]. These researchers further
developed an algorithm to identify and characterize certain section
headers in H&P notes [30]. The evaluation indicated the algorithm
could accurately recognize both labeled and unlabeled section
headers for these types of reports [30]. This type of algorithm
may be needed in other institutions or for other types of clinical re-
ports when selecting information in clinical documents. However,
instead of section headers, a longitudinal record consisting of mul-
tiple reports for one patient could be collected and temporal infor-
mation associated with them could be used, such as the time of the
visit. However, accurate identiﬁcation concerning the section does
not guarantee that all the information in a section is appropriate.
For example, the sentence ‘the patient presented with high fever
today’ could appear in the Past History section. More complex
methods should be investigated to identify clinical entities with
accurate information, although considering certain modiﬁers, such
as ‘today’ or ‘now’ irregardless of the section could partially solve
the problem. An additional problem is that chronic conditions of-
ten occur in the Past Medical History section although the patient
still has that condition. For example, the condition hypertension of-
ten occurs in the Past Medical History section, but based on medical
knowledge, it is likely that the patient would still have that condi-
tion currently.
A second limitation of this investigation is that, although the
evaluation involved a total of 315 relations, they corresponded to
a set of 12 diseases and seven drug/drug classes. Also, the reference
standard was obtained using only two experts and three other
information resources. The majority rule was applied to create
the reference standards and a priori preference was chosen when
there was no majority among the resources. As pointed out by Pes-
tian et al. [36], there are, however, potential problems with this
strategy, one of which is inter-rater agreements among resources.
Kappa agreement statistics were computed in this work but there
are more sophisticated techniques to evaluate and improve the
reliability of the reference standard, as discussed by Hripcsak and
Heitjan [37]. A more comprehensive evaluation involving a larger
sample size and a more reliable reference standard will be under-
taken in future work.5. Conclusion
Narrative text, such as clinical reports, has been shown to be a
rich resource for biomedical knowledge. In this study, we applied
contextual ﬁlters consisting of sections where certain clinical enti-
ties occurred in clinical discharge summaries to select relevant
clinical information from the EHR and then used the information
to improve the performance of relation detection. The results
achieved by the methodology demonstrated that contextual ﬁlters
improved automated knowledge acquisition of certain relations,
which is critical for many clinical applications including pharmaco-
vigilance and decision support. A strategy of combining other more
complex and complementary methods such as more sophisticated
statistical methods, more complex temporal models and informa-
tion from other knowledge source could be devised to help identify
speciﬁc types of relations among clinical entities.Acknowledgments
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