This paper investigates linear active disturbance rejection control (ADRC) for processes with time delay. In the past years several modified active disturbance rejection control methods, including Smith predictor based ADRC (SP-ADRC), predictor observer based ADRC (PO-ADRC) and delayed designed ADRC (DD-ADRC) have been proposed to tackle systems with time delay. In this paper it is shown that these modified ADRCs can be interpreted in the framework of a two-degree-of-freedom (TDOF) internal model control (IMC), so the analysis and design can all be done via the well-known IMC framework. With the aid of the TDOF-IMC framework, the three modified ADRCs are compared and some interesting conclusions are drawn. Analysis and simulation results show that PO-ADRC structure is the best delay compensation structure among the three methods. However, the overall performance of the three methods will also depend on the tuned parameters, and the robustness measure is helpful in tuning the parameters to achieve compromise in performance.
I. INTRODUCTION
Time delay exists widely in industrial processes. Due to the existence of delay, the controlled variable cannot timely reflect the output of the system, leading to obvious overshoot, long settling time and even instability. Moreover, the delay introduces additional reduction in the system phase, which makes the process more difficult to control with standard feedback controller.
In the past few decades, a variety of predictor-based controllers, derived from the Smith predictor(SP) [1] , have been widely studied for the time-delayed systems [2] , [3] . Predictive control adopts multi-step predictions, thus it can achieve good performance. However, predictive control relies on process models; the original SP is limited to stable processes; its ability is severely restricted in dealing with disturbance or time-delayed systems with right-half-plane poles. Numerous efforts have been made to improve the original SP [4] - [10] . In particular, the predictor observer (PO) in terms of infinite-dimensional differential equation enables
The associate editor coordinating the review of this manuscript and approving it for publication was Dong Shen . the predictor state feedback control for the systems with time delay [11] . The actual controlled system is inevitably affected by internal uncertainties and external disturbances, which can deteriorate the performance, and even destroy the stability of the existing control system. A number of disturbance/uncertainty estimation and attenuation techniques have been proposed, e.g., unknown input observer (UIO) in disturbance accommodation control, perturbation observer, equivalent input disturbance based estimator, extended state observer (ESO), uncertainty and disturbance estimator, disturbance observer (DOB), and generalized proportional integral observer, etc. [12] . Among those disturbance estimation approaches, DOB, UIO, and ESO are extensively investigated and applied in practice [13] - [16] . Disturbance observer is used to estimate the state of the plant and the disturbance. The advantage of this method is that the disturbance rejection ability is increased in the nominal feedback controller without affecting the system performance. In a word, for time-delayed systems, it is not only necessary to consider the time-delay compensation, but also deal with the influence of disturbances and uncertainties in the design of controllers.
Active disturbance rejection control (ADRC) is a new control technology proposed by Prof. Han [17] , [18] on the basis of in-depth analysis of classical PID control principle. It does not need to measure the disturbance directly, nor does it need to know the disturbance's behavior in advance. The core idea of ADRC is to construct an extended state observer (ESO) to estimate the 'generalized disturbance', including the lumped uncertain dynamics and unknown disturbances, and then the generalized disturbance are compensated quickly by a state feedback controller. The stability and robustness of ADRC to various uncertainties are well proved [19] - [23] . Therefore, it is natural to develop improved ADRCs for uncertain systems with time delay. Several prediction based ADRC methods have been proposed, such as Smith predictor based ADRC (SP-ADRC) [24] and predictor observer based ADRC (PO-ADRC) [25] . The idea of SP-ADRC is to obtain the predictions of the system states and the 'generalized disturbance' to handle long time delay. The idea of PO-ADRC is to construct extended state PO such that the resulting controller is capable of dealing with uncertainties and time delay. On the other hand, a delaydesigned ADRC (DD-ADRC) is proposed in [26] , where the control signal is delayed in ESO to match the time delay in the system plant, enabling a significant increase in the achievable observer bandwidth and therefore the performance of ADRC. The result is a promising ADRC based unified solution for time-delayed systems for stable, critically stable and unstable plants.
Actually, the modifications of ADRC, including SP-ADRC, PO-ADRC and DD-ADRC have been an active issue in controlling uncertain systems with time delay. A comparison of modified ADRCs for nonlinear uncertain systems with time delay is discussed in [27] , where the capability to tackle time delay, the necessity of stable open loop and the performance of rejecting uncertainties for these methods are fully studied and compared. This paper will investigate the modified ADRCs for time-delayed systems. Three delay compensation configures will be considered, including SP-ADRC, PO-ADRC and DD-ADRC. We will show that these modified ADRCs can be interpreted in the framework of a two-degree-of-freedom (TDOF) internal model control (IMC), so the analysis and design can all be done via the well-known IMC framework. Further, the tracking and disturbance rejection of the three methods are discussed in detail, and it is shown that the three methods exhibit different performances in terms of tracking and disturbance rejection. Analysis and simulation results show that PO-ADRC structure has the same structure as SP-ADRC but with a more sophistic predictor, and has the same structure as DD-ADRC but with a predicted-state feedback control, thus it is the best delay compensation structure among the three methods. Furthermore, a robustness measure will be used to tune the parameters to achieve compromise in performance.
II. LINEAR ACTIVE DISTURBANCE REJECTION (LADRC)
Suppose the controlled plant G(s) has the following dynamics:
where y(t), u(t) and d(t) are the output, input and disturbance of the system. For simplicity, in the LADRC design, the controlled plant is assumed to be a cascade integral model [28] 
where f (y, u, d) is a combination of the unknown dynamics and the external disturbances of the plant, which is denoted as the generalized disturbance. The parameter p is the order of LADRC and b is the gain of the cascade integral model. If we know the model from u(t) to y(t), we can use the plant information in LADRC design [28] . Assume G * (s) is the transfer functions of the controlled plant G(s), i.e.,
Now we need to estimate the unknown generalized disturbance d(t). To do so, an extended state observer (ESO) is used. Define the extended plant as
wherex
and
where 0 represents a zero vector of compatible dimension. VOLUME 8, 2020 
Clearly if
,
then the extended plant (5) is reduced to (2) in the original LADRC.
For the extended plant (5), similar to the original LADRC, a linear ESO can be designed
where z = z 1 z 2 · · · z p z p+1 T , and L o is the observer gain vector:
Now all the statesx are estimated by ESO if L o is properly designed. The real-time estimated f can be suppressed in the subsequent feedback control work. With the properly designed ESO, the final state-feedback law takes the following form
is an extended reference signal determined by the tracking differentiator (TD), and the controller gain is defined as
In a word, an LADRC can be described as followed, and its structure is shown in Fig 1 .
For ease of analysis and tuning, [29] proves that LADRC is equivalent to a two-degree-of-freedom (TDOF) internal 
the setpoint-tracking IMC controller is
and the disturbance-rejection IMC controller is
where F r (s) is the transfer function from the reference r(t) to K or (t) [28] , i.e.,
III. IMC INTERPRETATION OF MODIFIED ADRCS WITH TIME DELAY
Time delay is not considered in the above LADRC design. To tackle system with both uncertainties and time delays, three delay compensation configurations (DD-ADRC, SP-ADRC and PO-ADRC) have been proposed in the past years. Next, we will analyze the three methods under the TDOF-IMC framework.
A. DELAYED DESIGNED ADRC (DD-ADRC)
For the delay designed ADRC (DD-ADRC), the control input to the ESO is delayed so as to synchronize with the delayed output. Its structure is shown in Fig 3, which is called delay-designed ADRC (DD-ADRC) in [26] . Now the ESO can be designed using the delayed input u(t − τ ) instead of the current input u(t), otherwise, the procedure is the same as the original ADRC without time delay. 
The final DD-ADRC controller is then
where G 0 (s) is the delay-free plant model. The setpointtracking IMC controller is
Proof : By taking Laplace transform of the state-space realization (19) of a pth-order DD-ADRC controller, we have
wherez(s) is the Laplace transform ofz(t) andr(s) is the Laplace transform ofr(t). Delete the intermediate variablē
wherē
In the TDOF-IMC structure (Fig 2) , we have
Compared with (24), in order for the two structures to be equivalent, the following must be satisfied:
Solving forQ d andQ, we havē
With G * (s) defined in (20) ,C 1 (s) andC 2 (s) in (25) and (26), by direct manipulation of the state-space realization, it is straightforward to prove thatQ andQ d have the form shown in (21) and (22).
and the model in controller design is still G * (s). Delay does not 'disappear' in the controller design procedure.
B. SMITH PREDICTOR BASED ADRC (SP-ADRC)
For the Smith predictor based ADRC (SP-ADRC), the plant output to the ESO is modified so as to get a prediction of the delayed output. Its structure is shown in Fig 4 .
In SP-ADRC, the plant output to the ESO is modified as
where the model of the controlled plant is G * (s) = G 0 (s)e −τ s as defined in (20) , and G 0 (s) is the delay-free plant model. It is clear from Fig 4 that what the SP-ADRC really controls is the 'augmented' plantG(s), wherẽ
So an SP-ADRC controller has the following form [24]     ż 
and the setpoint-tracking IMC controller is
and the disturbance-rejection IMC controller is Proof : By taking Laplace transform of the state-space realization (33) of a pth-order SP-ADRC, we have
Now consider the TDOF-IMC design for the augmented plant G(s) (32) . If the original controlled plant model is perfect, i.e., G(s) = G 0 (s)e −τ s , then the augmented plant model becomesG
Thus the TDOF-IMC structure for SP-ADRC is equivalent to Fig 5. In the SP-ADRC TDOF-IMC structure ( Fig 5) , we have
Compared with (38), in order for the two structures to be equivalent, the following must be satisfied:
Solving forQ d andQ, we havẽ
. (44) 
Remark 2: For SP-ADRC, the plant model is supposed to be
but the model in controller design is
Delay 'disappears' in the controller design procedure.
C. PREDICTOR OBSERVER BASED ADRC (PO-ADRC)
The delayed designed ADRC tries to delay the control output to the ESO to synchronize with the delayed plant output, and the Smith predictor based ADRC tries to advance the plant output to the ESO to achieve synchronization. Like the DD-ADRC method, the predictor-observer based ADRC utilizes the same delayed-input ESO, i.e.,
However, the predicted output of the observer is used in the state-feedback control law, i.e., the state-feedback control law becomes
). The PO-ADRC structure is shown in Fig 6 . Unfortunately x o (t + τ ) cannot be estimated directly from ESO. However it can be calculated if the plant model is known.
So the predictor observer based ADRC (PO-ADRC) is [25] 
From (51), we have
Substituting (54) into (53), we get
then the PO-ADRC controller becomes
Since the delay-free model is G 0 (s) = C e (sI − A e ) −1 B e , the impulse response of the delayed system G 0 (s)e −τ s is
Clearly the impulse response ofĜ(s) iŝ
For any rational transfer function G 0 (s), the completion of the delayed system G 0 (s)e −τ s is defined as
π τ G 0 (s)e −τ s is a linear time-invariant system with impulse response 
Thus the TDOF-IMC structure for PO-ADRC is equivalent to Fig 8. In the TDOF-IMC structure (Fig 8) , we have
Compared with (70), in order for the two structures to be equivalent, the following must be satisfied:
Solving forQ d andQ, we havê The delay does not 'disappear' in the controller design procedure, but compared with DD-ADRC, the design model is different.
IV. COMPARISON OF DELAY COMPENSATION METHODS
In summary, all the three methods (DD-ADRC, SP-ADRC and PO-ADRC) modify the conventional LADRC method with some delay compensation configurations to synchronize the input and the output of the delayed process. DD-ADRC delays the controller output (plant input) to synchronize with the delayed plant output; while SP-ADRC adopts the prediction of the plant output with a Smith predictor so that the controller output is synchronized with the prediction of the plant output. Both DD-ADRC and SP-ADRC modify the inputs to the ESO. In contrast, the original idea of PO-ADRC is to modify the outputs of the ESO by predicting the extended states, while the ESO is the same as that in DD-ADRC. However, the final effect of PO-ADRC is similar to SP-ADRC in that the prediction of the plant output is adopted and the inputs to the ESO are the normal controller output (without delay) and the predicted plant output, as shown in Fig 7. From Theorems 1-3, we arrive at the following conclusions:
1) All the three delay compensation methods for LADRC can be analyzed and designed via TDOF-IMC structure. IMC is the unified framework for the three delay compensation methods. 2) For all three methods, the controlled plant models are all supposed to be G * (s). However, the design models (the model used in controller design) are G * (s) for DD-ADRC, G 0 (s) for SP-ADRC, andĜ(s) for PO-ADRC.
3) The disturbance-rejection IMC controller of SP-ADRC
is the same as that of DD-ADRC when K o , L o are the same, but the setpoint-tracking IMC controller is different, so it can be predicted that the two have different disturbance rejection and tracking performance. In DD-ADRC, since the setpoint-tracking IMC controller Q(s) contains the delay, there is a limitation on the controller gain K o , which sets a bound on the controller bandwidth ω c , as shown in [30] .
4) The setpoint-tracking IMC controller of SP-ADRC is the same as that of PO-ADRC when K o , L o are the same, but the disturbance-rejection IMC controller is different, so it can be predicted that the two have the same tracking performance, but the disturbance rejection performance is different. 5) Originally PO-ADRC adopts the same ESO as DD-ADRC but uses the predicted extended states in the state feedback, so it is expected to achieve better performance than DD-ADRC if the same model information is used in controller design and the controller gain K o and observer gain L o are the same. Moreover, the final effect of PO-ADRC is similar to SP-ADRC in that they use the same ESO but different predictors. As more plant information is used in PO-ADRC design, better prediction may be achieved and better performance is expected if the controller gain K o and observer gain L o are the same. That is, with the same K o and L o , PO-ADRC will be the best structure among the three delay compensation methods. 6) It should be noted that the overall performance depends not only on the structure of a controller, but also on the parameters of the controller, thus though PO-ADRC is the best delay-compensation structure among the three delay compensation methods, we cannot say that PO-ADRC will achieve the best control performance among them, as the control performance is a compromise of many conflicting performances, such as setpoint tracking, disturbance rejection, noise attenuation, and robustness. The parameters of the three delay compensation methods are also important for a fair comparison among the three methods.
V. ROBUSTNESS ANALYSIS
As an application of the IMC interpretation, we consider robustness analysis of the three delay compensation methods via IMC framework. The robustness of a control system is one of the most important issues in controller design, because a model is always inaccurate in some sense. Two well-known measures for robustness are:
where G * is the controlled plant model, K is the designed unity-feedback controller, L = G * K is the open-loop transfer function. M s is a good measure of system robustness against the low and mid-frequency uncertainties, and M p is a good measure of system robustness against the mid-and high frequency uncertainties.
In [31] , another robustness measure is proposed to compare the robustness of a unity feedback controller. Suppose K is a stabilizing controller for the nominal plant G * in a unity feedback control structure. Suppose the process has the following uncertainty:
and define
(84) and
By the small µ theorem [32] , the closed-loop system under K is robustly stable for all G with ∞ ≤ γ if and only if ε := µ (M ) < 1/γ .
Thus µ (M ) is a measure of system robustness. It is shown that for a single-loop control system [31] 
thus ε is a combination of M s and M p , and is a good robustness measure for a single-loop control system. The larger ε is, the weaker the robustness is. For the TDOF-IMC structure in Fig 2, it is easy to show that the equivalent conventional unity feedback controller K is equal to
thus the 'four-block' transfer function in (84) equals
thus we can compute µ (M ) to measure the robustness of the three delay compensation methods.
As pointed out in [31] , the peak of the robustness plot should lie between 3 to 5 to have a compromise in control performance. It is well-known that a linear ADRC can be tuned by the observer bandwidth (ω o ) and the controller bandwidth (ω c ) [33] . With the aid of the robustness plot, the bandwidths of the three structures can be tuned to achieve compromise between time domain performance and frequency domain robustness as shown in the following case study.
VI. CASE STUDY
Example 1: Consider a first-order process with time delay, which is the model of fuel dynamics for a boiler turbine unit in [26] with the following transfer function,
where the input is the fuel rate fed into the furnace and the output is the power generated by burning the fuel. Three different ADRC designs (DD-ADRC, SP-ADRC and PO-ADRC) are compared. For fair comparison, the parameters of the three ADRC designs are chosen the same as ω c = 0.015, ω o = 0.15 (91) which gives the peaks of the robustness measure between 3 and 5 for the three structures. For DD-ADRC, from Theorem 1, the corresponding TDOF-IMC can be obtained: can obtain the same tracking performance, but the disturbance rejection performance is different as the two have the same setpoint-tracking IMC controller, but the disturbance-rejection IMC controller is different. It is seen that the disturbance d(t) can be estimated quickly and correctly in all the three methods.
Besides the structure, the performance of the control system also depends on the parameters of the controller. To see how the parameters will affect the delay compensation methods, consider the following two sets of bandwidths. It can be observed:
• For each set of parameters, the robustness measure of SP-ADRC is smaller at low and mid-frequency than the other two methods, which means that SP-ADRC is more insensitive to low and mid-frequency uncertainty.
The measure of PO-ADRC is larger at mid-and high frequency than the other two methods, which means that PO-ADRC is more sensitive to mid-and high frequency uncertainty. The peak of the robustness measure of DD-ADRC is the largest, thus DD-ADRC will be most sensitive to mid-frequency uncertainty. • For different set of parameters, a larger ω c has clearly impact on the magnitude of the robustness measure, but the effect of a larger ω o is not quite clear, which agrees with the responses in Fig 11. However, a larger ω o definitely affects the robustness measure at high-frequency, thus ω o is important for high-frequency uncertainty. To verify the observations from the robustness measure plot, suppose that the time delay is actually 15% larger (high frequency uncertainty). The actual process is assumed as
The responses for the perturbed system under the three methods with parameter (91) are shown in Fig 13. The responses under PO-ADRC are oscillatory, while those for SP-ADRC and DD-ADRC are not, thus PO-ADRC is less robust than SP-ADRC and DD-ADRC against high-frequency uncertainty.
For the noise attenuation performance, since noise is usually in the high frequency, thus it can be regarded as high frequency uncertainty. From the robustness measure plots (Fig 12) , it is observed that PO-ADRC is more sensitive to noise than other two methods. To verify this, suppose a white sensor noise with the noise power 0.01 is introduced into the process output. With the bandwidths given in (91), the variances of outputs are 4.0833e-04, 5.2238e-04 and 6.7397e-04 for SP-ADRC, DD-ADRC and PO-ADRC, respectively. So SP-ADRC and DD-ADRC have better noise attenuation performance than PO-ADRC. The plots are omitted for brevity.
Since model information is used in the proposed method, the results are applicable not only to first-order systems with time delay but also to higher order systems with time delay, as illustrated in the following example.
Example 2: Consider a second-order process with time delay with the following transfer function [34] , For SP-ADRC, from Theorem 2, the corresponding TDOF-IMC can be obtained: .
(102) Fig 14 shows the corresponding comparison responses of DD-ADRC, SP-ADRC and PO-ADRC with their corresponding TDOF-IMC, respectively with a step reference input at t = 5s and a step disturbance input at t = 20s. These responses totally agree with those from the ADRC, so they are indistinguishable.
The robustness measures of DD-ADRC, SP-ADRC, and PO-ADRC are shown in Fig 15. The peak of the robustness measure of DD-ADRC is the largest, thus DD-ADRC will be least robust among the three methods with the given parameters.
To verify the observations from the robustness measure plot, suppose that the time delay is actually 15% larger, the gain is 15% larger and the time constants are 15% smaller, i.e., the actual process is G(s) = 2.3 (2.55s + 1)(0.85s + 1) e −0.345s (103)
The responses for the perturbed system are shown in Fig 16 .
It is clear that the SP-ADRC and PO-ADRC have better robustness than DD-ADRC.
VII. CONCLUSION
This paper investigates linear active disturbance rejection control for processes with time delay. It is shown that three delay compensation configures (SP-ADRC, PO-ADRC and DD-ADRC) can be interpreted in a TDOF-IMC framework.
With the aid of the TDOF-IMC framework, the three modified ADRCs are compared and some interesting conclusions are drawn. Analysis and simulation results show that PO-ADRC structure has the same structure as SP-ADRC but with a more sophistic predictor, and has the same structure as DD-ADRC but with a predicted-state feedback control, thus it is the best delay compensation structure among the three methods, however, to achieve compromise in performance the parameters should also be carefully chosen.
