Abstract-In dynamic selection (DS) techniques, only the most competent classifiers, for the classification of a specific test sample are selected to predict the sample's class labels. The more important step in DES techniques is estimating the competence of the base classifiers for the classification of each specific test sample. The classifiers' competence is usually estimated using the neighborhood of the test sample defined on the validation samples, called the region of competence. Thus, the performance of DS techniques is sensitive to the distribution of the validation set. In this paper, we evaluate six prototype selection techniques that work by editing the validation data in order to remove noise and redundant instances. Experiments conducted using several state-of-the-art DS techniques over 30 classification problems demonstrate that by using prototype selection techniques we can improve the classification accuracy of DS techniques and also significantly reduce the computational cost involved.
I. INTRODUCTION
Multiple Classifier Systems (MCS) aim to combine classifiers in order to increase the recognition accuracy in pattern recognition systems [1] , [2] . MCS are composed of three phases [3] : (1) Generation, (2) Selection, and (3) Integration. In the first phase, a pool of classifiers is generated. In the second phase, a single classifier or a subset having the best classifiers of the pool is(are) selected. We refer to the subset of classifiers as the Ensemble of Classifiers (EoC). In the last phase, integration, the predictions of the selected classifiers are combined to obtain the final decision [1] .
Recent works in MCS have shown that dynamic selection (DS) techniques achieve higher classification accuracy when compared to static ones [3] , [4] , [5] , especially when dealing with small sized datasets [6] . Dynamic selection techniques consist of, based on a pool of classifiers C, in finding a single classifier c i , or an ensemble of classifiers C , that has (or have) the most competent classifiers to predict the label of an unknown sample, x j . Usually, the competence of a base classifier is estimated based on instances that are similar to the query sample, using the K-Nearest Neighbors (K-NN) technique, and a set of labeled samples, which can be either the training or validation set. Such set is called the dynamic selection dataset (DSEL). The set with the K-Nearest Neighbors is called the region of competence and is denoted by θ j = {x 1 , . . . , x K }. The instances belonging to θ j are used to estimate the competence level of the base classifiers, according to a given DS criteria such as local accuracy [7] , classifier behavior [8] , [6] and probabilistic models [9] , [10] .
In a recent analysis [11] , we found that the performance of DS techniques is very dependent on the distribution of DSEL. When the samples in this set are not representative enough of the query sample, the DS technique may not select the most competent classifiers to predict its label. This phenomenon can happen due to the high degree of overlap between different classes or due to the presence of noise (e.g., mislabeled samples). In a recent publication [12] , [13] , we show that a simple edition of the DSEL distribution, using a prototype selection (PS) technique, significantly improves the classification accuracy for several DS methods. In this case, the Edited Nearest Neighbor (ENN) [14] , [15] was used, since it is a classical PS technique for removing noise and decreasing the amount of overlap in the class borders, producing smoother decision borders.
Another important aspect of editing the distribution of DSEL comes from the observation that, by removing samples in this set, the running time of the dynamic selection techniques decreases. For every DS technique, the running time to classify a given test instance x j of each method is a combination of the definition of the region of competence and evaluating the competence level of each classifier in the pool. The definition of the region of competence is conducted using the KNN technique, hence, the computational cost involved is of order O(d × N ), given that d and N are the number of dimensions and samples in the dataset. Moreover, several dynamic selection techniques pre-calculate the outputs of the base classifiers for the samples DSEL during the training stage and store them into a matrix. The storage requirement for the pre-calculated information is O(M × N × Ω), with M and Ω being the number of classifiers in the pool and the number of classes in the dataset. Thus, by reducing the size of the dynamic selection dataset through PS techniques, we can significantly reduce the computational cost involved in applying dynamic selection techniques, making them usable for large datasets.
However, the ENN technique only removes overlapping samples, which are closer to the class borders, while redundant instances which are close to the class centers remain unchanged. As reported in [16] , the ENN presented one of the lowest dataset reduction rates when compared to over 50 different PS techniques. Dataset reduction rate is important for DS as the size of the dynamic selection dataset (DSEL) has the highest influence in the computational complexity of the system during the generalization steps. So, by significantly reducing the size of DSEL, such dynamic selection techniques can also be applied for large datasets. Since the ENN present a low dataset reduction rate, it does not significantly reduce the computational complexity cost involved on DS techniques. Furthermore, based on a recent comparison among PS techniques [16] , there are several techniques that outperform the ENN also regarding classification accuracy.
Thus, the objective of this work is to analyze the impact of different PS techniques for dynamic selection. We compare the performance of different PS techniques based on the classification accuracy as well reduction in computational time for dynamic selection techniques. A total of six PS techniques is evaluated in this work over 30 classification problems. Moreover, six state-of-the-art dynamic selection techniques are considered in this study.
In a nutshell, the following research questions are investigated in this paper:
1) Is the ENN [12] the best PS technique for dynamic selection techniques? 2) Do different prototype selection techniques improve the classification performance of dynamic selection techniques? 3) Is the selection of best PS technique application dependent? 4) Can we significantly reduce the computational complexity of dynamic selection techniques by reducing the size of DSEL without losing generalization performance? This paper is organized as follows: Section II presents the prototype selection techniques analyzed in this work. Experiments are conducted in Section III. The conclusion is given in the last section.
II. PROTOTYPE SELECTION FOR DYNAMIC SELECTION
There are three types of prototype selection mechanisms available [16] : condensation, edition and hybrid.
• Condensation techniques remove instances that are closer to the center of the classes, which are considered redundant, while the points close to the class border remain unchanged. The goal is to reduce the dataset size without losing the generalization performance of the KNN classifier.
• Edition techniques aim to improve the performance of the KNN classifier by removing instances with a high risk of being noise. The editing process occurs in regions of the feature space with a high degree of overlap between classes, producing smoother class boundaries.
• Hybrid techniques perform both a condensation of the data and edition of the class borders. Since we are interested in increasing the generalization performance of the system and reducing the computational complexity, only hybrid and edition techniques were considered. We selected the best hybrid and edition prototype selection technique which presented the best overall results according to [16] .
Three prototype selection from each paradigm were evaluated. Random Mutation Hill Climbing (RMHC) [17] , Relative Neighborhood Graph (RNG) [18] and Edited Nearest Neighbor (ENN) [14] as edition techniques. The following techniques were considered from the hybrid paradigm: SteadyState Memetic Algorithm (SSMA) [19] , CHC Evolutionary Algorithm (CHC) [20] and, Generational Genetic Algorithm (GGA) [21] , [22] . For the following definitions, we refer to the edited distribution of DSEL (i.e., the set after applying the PS method) as DSEL .
A. Steady-State Memetic Algorithm (SSMA)
The SSMA [19] 
where, accuracy is the leave-one-out classification accuracy of the 1NN, and perc red is the percentage of reduction achieved with regard to the original size of DSEL 4) Parent selection: A binary tournament is used to select the two parents that will generate two offsprings. 5) Genetic operators: since the technique uses GA, two operators are used for generating the next population. For the crossover, each offspring randomly receives half of the genes from each parent. In addition, through mutation, a random gene will change its state (0 to 1 or vice versa) according to a predefined mutation probability. 6) The algorithm ends when the maximum number of iterations is achieved. After the maximum number of iterations is reached, the chromosome that achieved the best fitness is considered as the edited dynamic selection dataset, DSEL .
B. Generational Genetic Algorithm (GGA)
The basic idea in GGA is to maintain a population of chromosomes, which represent plausible solutions to the particular problem, and evolving this population through a process of competition and controlled variation. A binary array represents each chromosome, where each element of the array indicates whether the corresponding instance is included (1) in the dataset or not (0).
The classical GGA algorithm consists of three operations: 1) Estimate the fitness of all individuals.
2) Generation of an intermediate population (gene pool) using the selection mechanism. 3) Combination of the selected individuals through the crossover and mutation operators. At each generation, the algorithm produces a new population, S, by copying the chromosomes from the previous population S(t-1). In this case, chromosomes with higher fitness S(t-1) have a greater probability of being selected to form new population S(t). The fitness of each individual is computed according to Equation 1. Thus, this technique aims to reduce the size of the dataset and improve the classification accuracy.
Next, the crossover and mutation operators are applied. It is important to mention that the crossover operator is not used to all pair of chromosomes in the new population. A random choice is made, in which the probability of crossover being used depends on a predefined parameter, called crossover rate. Next, the mutation operator occurs, and it consists of flipping one or more random bits in the chromosome string with a probability that is equal to the mutation rate. The algorithm ends after the maximum number of generations are reached. The chromosome that achieved the best fitness is considered as the edited dynamic selection dataset, DSEL .
C. CHC Adaptive Search Algorithm
Proposed in [20] , this algorithm is also based on evolutionary computation to perform prototype selection. Three steps are conducted at each generation of the CHC algorithm:
1) It generates an intermediate population with N chromosomes.
2) The intermediate population is paired, and used to generate N new offsprings. 3) A survival mechanism is held, where the best N chromosomes from the intermediate population (parents) and the generated offspring are selected to form the new generation of chromosomes. An important point of the CHC algorithm that differs this technique from the other PS presented in this paper comes from the observation that this algorithm uses a heterogeneous recombination of the chromosomes using a half uniform crossover scheme, called HUX. This operator exchanges half of the bits that differ between parents, where the bit position to be exchanged is randomly determined.
No mutation operator is applied to increase diversity in the search by the CHC technique. However, when the search fails to improve the fitness for a consecutive number of iterations, the population is reinitialized in order to introduce more diversity to the search. The fitness of each chromosome is measured using Equation 1. The reinitialization occurs as follows: The chromosome that achieved the best solution (best fitness) during the search is used as a model to reinitialize N-1 chromosomes. The reinitialization process is accomplished by randomly changing 35% of the bits in the model chromosome to generate the other N -1 new chromosomes in the population.
After the maximum number of iterations is reached, the chromosome that achieved the best fitness is considered as the edited dynamic selection dataset, DSEL .
D. Random Mutation Hill Climbing (RMHC)
The RMHC method [17] works by selecting an initial subset S selected randomly from DSEL. Then a random mutation is applied to S, which means that an instance is either added or removed from S randomly. Next, the fitness of S is evaluated using the accuracy of the 1NN classifier. If the resulting S have a better fitness than its predecessors it is kept as the best S best . The phases of mutation and fitness evaluation are repeated for a predefined number of iterations. The subset S best , which achieved the best fitness is considered as the edited DSEL, DSEL .
E. Edited Nearest Neighbor (ENN)
Given the dynamic selection dataset DSEL, the ENN algorithm works as follows (Algorithm 1): For each instance x j,DSEL ∈ DSEL, the class label of x j,DSEL is predicted using the KNN algorithm using a leave-one-out procedure. A K = 3 was used, as suggested by Wilson [14] , in order to satisfy the asymptotic properties of the NN technique. If x j,DSEL is misclassified by the KNN technique, it is removed from the set, since x j,DSEL is located in a region of the feature space where the majority of samples belongs to a different class. The edited dynamic selection dataset, denoted by DSEL , is obtained at the end of the process.
Algorithm 1 The Edited Nearest Neighbor rule
Require: Dynamic Selection Dataset DSEL 1: DSEL = DSEL 2: for each x j,DSEL ∈ DSEL do 3:
end if 6: end for 7: return DSEL It should be mentioned that the ENN does not remove all samples in the class borders, and that the intrinsic geometry of the class borders and the distribution of the classes are preserved. Only instances that are more likely of being noise, i.e., those for which the majority of neighbors belong to a different class, are removed. Hence, the DS techniques can better estimate the local competence of the base classifiers [12] .
F. Relative Neighborhood Graph (RNG)
The RNG edition technique [18] is based on the concept of Proximity Graph (PG). In this case, the Relative Neighborhood Graph [23] is considered as PG. Such graph, G = (V,
where d(·, ·) is the Euclidean distance between two samples. The RNG is based on the disjoint intersection between two hyperspheres centered at the instances x i and x j , whose radius is equal to the Euclidean distance between the two instances. Two samples are graph neighbors if and only if this intersection do not contain any other data point from DSEL. The graph neighborhood of an instance is the collection of all its graph neighbors. After constructing the graph, the instances whose class differs from the class of the majority of its graph neighbors are removed from DSEL.
III. EXPERIMENTS

A. Datasets
The experiments were conducted on 30 datasets. Sixteen datasets were taken from the UCI machine learning repository [24] , four from the STATLOG project [25] , four from the Knowledge Extraction based on Evolutionary Learning (KEEL) repository [26] , four from the Ludmila Kuncheva Collection of real medical data [27] , and two artificial datasets generated with the Matlab PRTOOLS toolbox [28] . Those 30 datasets were chosen in order to compare the results obtained in this paper with previous results in the literature [4] , [12] , [29] . 
B. Experimental protocol
For each dataset, the experiments were conducted using 20 replications. For each replication, the datasets were divided using the holdout method [?] on the basis of 50% for training, 25% for the dynamic selection dataset, DSEL, and 25% for the test set, G. The divisions were performed while maintaining the prior probabilities of each class. For the proposed META-DES-Oracle, 25% of the training data was used in the metatraining process T λ .
For the two-class classification problems, the pool of classifiers was composed of 100 Perceptrons generated using the Bagging technique. For the multi-class problems, the pool of classifiers was composed of 100 multi-class Perceptrons. The use of linear Perceptron classifiers was motivated by the results reported in Section ?? showing that the META-DES framework can solve non-linear classification problems with complex decision boundaries using only a few linear classifiers. The values of the hyper-parameters, K, K p and h c , were set at 7, 5 and 70%, respectively. They were selected empirically based on previous publications [13] , [30] , [4] . Hence, the size of the meta-feature vector is 67 ((7×8) +5+6).
The prototype selection techniques were implemented using the KEEL software (version 3.0) [31] . The hyper-parameters of each PS method were set using the standard values from the KEEL software. They are illustrated in Table II .
C. Results
In order to know whether the edition of DSEL, by different prototype selection techniques, leads to a significant improvement in classification accuracy by dynamic selection techniques, we conducted a pairwise comparison between the results obtained using the original distribution of DSEL, and those obtained using the six PS techniques analyzed in this paper. We refer to the results obtained using the original distribution of DSEL (without prototype selection) as the baseline result for the rest of this paper. For each PS technique, the six DS methods were evaluated over the 30 datasets, giving a total of 180 experiments (30 datasets × 6 DS methods). Then, a pairwise analysis was conducted based on Sign test [32] , computed on the computed wins, ties and losses obtained by each PS technique when compared with the baseline. The null hypothesis, H 0 , meant that both techniques obtained statistically equivalent results. Rejection in H 0 meant that the classification performance obtained by corresponding prototype selection was significantly better at a predefined significance level α. In this paper we set α = 0.05 (95% confidence). The null hypothesis, H 0 , is rejected when the number of wins needs to be greater than or equal to a critical value, denoted by n c . The critical value is computed using Equation 3:
where n exp is the total number of experiments and z α = 1.645, for a significance level of α = 0.05. For a n exp = 180, the critical value is n c = 101. Figure 1 shows the results of the Sign test for the six PS techniques. We can observe that all edition techniques (RNG, RMHC and ENN) presented a significant improvement in classification accuracy when compared to the baseline. The RNG method obtained the best performance with 140 wins and 8 ties, followed by the ENN with 124 wins and 7 ties, and the RMHC with 107 wins and 40 ties. On the other hand, for the hybrid techniques, only the SSMA obtained a significant gain in performance with 104 wins and 9 ties. The two other hybrid techniques presented a higher number of losses than wins (108 losses for the CHC and 89 for the GGA).
To compare the results of all the DES techniques over the 30 classification datasets, the Friedman rank test [33] was conducted. For each PS technique, the six DS methods were evaluated over the 30 datasets, giving a total of 180 experiments (30 datasets × 6 DS methods). For each dataset and dynamic selection method, the Friedman test ranks each PS method, with the best performing one getting rank 1, the second best rank 2, and so on. Then, the average rank of each PS was computed. The PS method which obtained the best overall performance is the one presenting the lowest average rank.
Moreover, the post-hoc Bonferroni-Dunn test was applied for a comparison between the ranks achieved by each PS method. The performance of two PS techniques is significantly different if their difference in average rank is higher than the critical difference (CD) calculated using the Bonferroni-Dunn post-hoc test. The average ranks of the six prototype selection techniques, as well as the result of the post-hoc test, are presented using the CD diagram proposed in [32] . Figure 2 shows the comparison among the six PS techniques. We can see that the three edition techniques considered in this paper, ENN, RNG and RMHC obtained the best overall results (lowest average ranking). Furthermore, their classification results were also statistically superior when compared to the three hybrid techniques, SSMA, GGA and CHC, as well as the original distribution of DSEL. Surprisingly, the CHC method obtained the worst performance in the experiments. Its average rank is significantly worse when compared to the other PS techniques. In addition, even the original distribution of DSEL presented a significantly superior result. Based on the recent survey [16] , this PS method achieves the highest accuracy for small and medium sized datasets. Therefore, we can also conclude that the best PS technique for improving the classification accuracy of the KNN classifier may not be suitable to improve the performance of dynamic selection techniques. The same phenomenon happened to the GGA technique, which is always among the top 3 techniques in the study conducted in [16] . However, its result is not significantly superior when compared Fig. 2 . Critical difference diagram considering the six Prototype Selection techniques. The best algorithm is the one presenting the lowest average rank.
Techniques that are statistically equivalent are connected by a black bar. Baseline indicates the result obtained using the original distribution of DSEL.
to those obtained using the original distribution of DSEL. Furthermore, we also analyze the impact of the prototype selection methods for the six dynamic selection techniques independently. The results of the Sign test are shown in Figure 3 . It can be seen the RNG significantly improved the classification performance of all DS techniques. In contrast, the CHC and GGA reduced the accuracy of all DS techniques.
D. Dataset analysis
In this section, we analyze whether or not different PS techniques are more suitable for different classification problems. Table III shows the average accuracy obtained by the PS techniques for each dataset. The best results are highlighted in bold. Also, Figure 4 shows the number of datasets that each PS method achieved the highest accuracy. For each dataset, the Kruskal-Wallis non-parametric statistical test with a 95% confidence interval was conducted to perform a pairwise comparison between the baseline and the best results obtained by any of the six PS techniques. Results that are significantly better are marked with a •.
We can observe that the DS using the RNG obtained the highest classification accuracy for the majority of datasets (19 in total), followed by 6 using the ENN and 4 using the RMHC technique. Only for the Mammography dataset, a hybrid technique (SSMA) obtained the highest average accuracy. However, the gain in classification accuracy for this dataset was not statistically significant. Hence, we can conclude that PS methods from the edition paradigm are better suited to improve the classification performance of dynamic selection techniques. Moreover, among the three edition techniques, the one presenting the best result varies (as illustrated by 4). Thus, the choice of the best PS method may be application dependent.
Another interesting finding comes from the observation that the results using the original DSEL distribution (baseline) never achieved the highest classification accuracy. Hence, the results obtained in this work shows how dynamic selection can be benefited from PS techniques.
E. Computational complexity analysis
In this section, we analyze the trade-off between dataset reduction and accuracy obtained by the PS techniques. Table IV shows the average reduction rate obtained by each PS technique. We can see that the reduction rate of the edition techniques is much lower when compared to the hybrid ones. In addition, the techniques which presented the worst dataset reduction rates (RNG and ENN) presented the best overall performance.
In contrast, the techniques which presented the highest reduction rates were the ones with the worst classification accuracy (GGA and CHC). For some datasets such as Sonar and Heart, only three instances were kept in DSEL. As reported in [11] , DS techniques may not perform well, when there is not enough sample in DSEL. Hence, we believe that techniques presenting a very high reduction rate may not be suitable to be used with DS.
The results obtained using the SSMA technique are promising since it presented a very high reduction rate, on average more than 95% of the instances were removed, as well as good classification performance when compared to the baseline (original distribution of DSEL). The SSMA significantly reduced the computational time involved to run the DS techniques. Thus, by using the SSMA, it is possible significantly reduce the computational cost involved during the generalization steps in dynamic selection, while having a slightly better performance when compared to the baseline (as shown in Figures 1 and 2) . Even though this technique is behind the edition ones in terms of recognition rate, it presented a good trade-off between classification accuracy and computational time. Number of datasets the corresponding prototype selection techniques obtained the highest accuracy In this paper, we evaluate six prototype selection techniques in order to edit the distribution of the dynamic selection dataset, DSEL. The analysis is conducted using six stateof-the-art dynamic selection techniques and is based on the classification accuracy and computational complexity points of view.
Based on the experimental study, all three PS techniques from the edition paradigm presented a significant improvement in classification accuracy when used to edit DSEL. Moreover, the RNG method achieved better results when compared to the previously proposed ENN. For the Hybrid PS techniques, only the SSMA presented a slight improvement in classification accuracy. The CHC and GGA techniques reduced the performance of the system. Furthermore, the edition methods outperformed the three hybrid ones. Thus, based on this analysis, edition PS techniques are the better candidate to be used in conjunction with dynamic selection.
The only hybrid technique that showed an improvement in classification performance for the DS methods was the SSMA. This technique was able to significantly reduce the size of DSEL (average compression rate of 95%), and achieve good classification performance. This result is promising since by reducing the size of DSEL the computational time required to apply the DS methods is significantly reduced. An interesting direction for future work would involve the use the performance of DS techniques, (e.g., the accuracy of the LCA technique) as a criterion inside those techniques in order to determine which data points should be removed from DSEL, i.e., use the classification accuracy of a DS technique, such as, the LCA rather than the accuracy of the 1NN to evaluate the fitness of each dataset generated.
