Three equivalence relations are considered on the set of n x n matrices with elements in F o ' an · abelian group with absorbing zero adjoined. They are the relations of diagonal similarity, diagonal equivalence, and restricted diagonal equivalence. These relations are usually considered for matrices with elements in a field, but only multiplication is involved. Thus our formulation in terms of an abelian group with 0 is natural. Moreover, if F is chosen to be an additive group, diagonal similarity is characterized in terms of flows on the pattern graph of the matrices and diagonal equivalence in terms of flows on the bipartite graph of the matrices. For restricted diagonal equivalence a pseudo-diagonal of the graph must also be considered. When no pseudo-diagonal is present, the divisibility properties of the grO\iP F playa role. We show that the three relations are characterized by cyclic, polygonal, and pseudo-diagonal products for multiplicative F. Thus, our method of reducing propositions concering the three equivalence relations to propositions concerning flows on graphs, provides a unified approach to problems previously considered independently, and yields some new or improved results. Our consideration of cycles rather than circuits eliminates certain restrictions (e.g., the complete reducibility of the matrices) which have previously been imposed. Our results extend theorems in Engel and Schneider [5] , where however the group F is permitted to be non-commutative.
o. Introduction
In Section 1 we give preliminaries, which have been included for the sake of clarity because many intuitive graph theoretic concepts have been formalized in a variety of ways by different authors. In the main, we have followed Berge [2] or Pearl [11] ; no attempt is made to trace graph theoretic results to their origins. Certain graph theoretic definitions will also be found in Sections 3 and 4. In Section 5 we make comments concerning alternative versions of our theorems and we relate our results to the published literature. Applications to the scaling problem for real or complex matrices will appear in a forthcoming paper.
Preliminaries
Definition 1.1. A set F 0' furnished with a binary operation *, is an abelian group with 0, if (i) Fo=FU{o}, where o¢F, (ii) F is an abelian group under *, (iii) a*o=o*a=o for all aEF o .
Except where specifically indicated otherwise, the composition * will be taken to be mUltiplication (juxtaposition). As usual, we write sm for the set of all (column) vectors with entries in the set Sand smn for the set of all (m x n) matrices with entries in S.
The three equivalence relations mentioned in the abstract are the following: Definition 1.2. Let F 0 be an abelian group with 0 and let A, B E F~r.
(i) A is diagonally similar to B if n = r and there exists an invertible diagonal matrix X E F~n such that XAX-1 = B. (ii) A is diagonally equivalent to B if there exist invertible diagonal matrices X E F~n, y E F: such that XA y-l = B.
(iii) A is restricted diagonally equivalent to B if there exist invertible diagonal ' matrices X E F~n, y E F: such that XA y-l = Band det X . det y-l = 1, where 1 is the identity of F.
For the sake of completeness, we observe that a matrix is diagonal if the off-diagonal entries are 0, that X = diag (Xl>' .• , Xn) is invertible if Xj EF, for i = 1, ... , n, that X-1 = diag (xI\ ... , X;l), and that det X = rr?~l Xj.
Notations 1.3. (i)
The symbol 0 denotes the absorbing element of an abelian group with o. The symbol 0 denotes the additive identity of the additive group Z of integers or of zm. When F is an additive group, we also use 0 for its group identity.
(ii) Elements <;>f Z or zm (and occasionally of Qm, where Q is the rational field) will be denoted by lower case Greek letters. Matrices in zmn will be denoted by upper case Greek letters. Graphs, their elements (arcs), vertex sets, vertices, and positive integers used ' for counting purposes will be denoted by upper or lower case Roman letters in the range G to V. The remainder of the Roman alphabet .' . (A -F, W -Z) will be reserved for elements of Fo and F~ in the lower case and for matrices in F~r in the upper case. Definition 1.4. (i) A (directed) graph G on the vertex set V is a subset of VxV.
(ii) A (directed) bipartite graph H on the pair of vertex sets (V, V'), where
This definition of bipartite graph excludes graphs which have arcs directed from V' to V. Such graphs are not used in this paper. Normally, for our purposes, V={1,2, ... ,n}=(n) and V'={n+1,n+2, ... ,n+r}=(r),. For the sake of convenience, we assume that a graph a has been ordered lexicographically. Thus 0= {g17"" g",} where m = 101, the number of elements of a, and if 8q = (~j), g. = (k, l) then q < S if and only if either i < k or i = k and j < I. Note that ' Yqi t: 0 implies that q E a. and i E V., for some s. Then r is a direct sum of matrices r. where r. = ( 'Yqi), q E a., i E V., and each r. is not decomposable as a direct sum after independent permutation of rows and columns. If V itself is a vertex component then a is called connected.
We simply refer to "components", when we count such components and it does not matter whether arc or vertex components are intended. For technical reasons, arc components are defined as index sets, but they correspond to the usual topological notion.
We now make the association between graphs and matrices which is crucial for our development. We begin · by defining two graphs commonly associated with A EF~n. 
The point of the mapping is this: If F is a multiplicative group, our equivalence relations will be characterized by certain products. 
Then ± -y, ± -y' are the cycles for G(A),±/) are the only cycles for H(A), and the corresponding cyclic and polygonal products for A are
A theorem on diagonal similarity
We are ready to state our first theorem. Theorems related to the results of this section are mentioned in Comments 5.1 and 5.2.
Theor, em ,2.1. Let A, B E ~n, where Fo is a abelian group with o. Then the,., following are equivalent:
Proof. In this proof, F is taken to be an additive group. and let a be a fixed chain from i to s. We define X; = at(b -a) and we shall show
If aij = 0, then b 1j = 0 and there is nothing to prove, so suppose that aij =f 0 and q is such that &q = (i, j). Let {3 be any chain from s to i. Then {3 + a is a flow, whence
Let u be the qth unit vector in zm. Then {3 + u is a chain from s to j. Hence, by a It is not necessary to check all flow products for A and B, as in Theorem 2.1, to prove diagonal similarity. Suppose K is a spanning forest (tree, if G(A) is connected). Complete each arc of G(A) which does not belong to K to the unique cycle all the other arcs of which are in K. In this way we obtain cycles'Y1' ... , ' Y. In the rest of this section, we omit proofs, since item (2.1) corresponds to item 
Theorems on restricted diagonal equivalence
Necessary and sufficient conditions for two matrices to be restricted diagonally equivalent involve the · divisibility properties of the group F and some graph theoretic concepts which will be defined as the need arises.
. , Notations 4.1. (i) By e we shall denote (as before) the vector in zn or zn+r with all entries equal to 1.
(ii) By cp we shall denote the vector in zn+r with first n entries equal to 1, and last r entries equal to -1. Lemma 4.2. Let G be a connected graph on (n), let TJ e zn and let r = r( G). The following are equivalent:
(ii) There exists an a eZ m such that a'r= TJ'.
Proof. (ii)~(i):
Since re=O, a'r=TJ' implies that TJ's=a're=O.
Since G is connected, the rank of r is n -1 and a basis for the right null-space of r in Qn is {e}, cf. Pearl [11, pp. 390-391] . Suppose that TJ'e = O. Since the orthogonal complement in Qn of the right null-space of r is the left hand range of r, there exists an a e Qn such that a'r = TJ'. We may suppose that the top left hand (n -1) x (n -1) submatrix r l of r is non-singular. Then the first (n -1) rows of r form a basis for the left hand range, and so there exists where a' e Qn-\ Oe Qm-n+l such that (a')'r = TJ', and so also, a'r = TJ'. It follows that (a')trl ~ (TJ')' where -and TJ' e zn-l, TJ" e zm-n+l. But all minors of r l are 1,0 or -1 (cf. Chen [3, p. 80]), whence rll e zn-l.n-l. It follows that a' = r l l TJ' e zn-l and so a e zm.
Definitions 4.3. Let H be a bipartite graph on (V, V'). (i) If K is a vertex component of H then the excess of K is the absolute value
of IKnvl-IKnV'I .
.
_ (ii) The graph H is vertex-balanced if the excess of all of its vertex components is O. Otherwise H is vertex-unbalanced.
Let A e F~r. The graph H(A) is vertex-balanced if and only if the chainable direct summands of A are square. Hence, if H(A) is vertex-balanced, then A is square.
Definitions 4.4. Let H be a bipartite graph on «n), (r)').
(i) A pseudo-diagonal of H is a vector B eZ m such that B'Ll = cp' (here Ll = r(H).
(ii) A diagonal (or one-factor) of H is a {O, 1}-pseudo-diagonal.
Note that if n f r, then H will have no pseudo-diagonals. An example of a graph that has a pseudo-diagonal but no diagonal is furnished by H(A) where 
Proof. (i)~(ii):
For any TJ Ezn+r we define 'TJ(') to be the vector indexed by V. 
Theorem 4.6. Let Fo be an abelian group with o. Let A, B EF~n. If H(A) is a vertex-balanced graph and I) is a pseudo-diagonal of H(A), then the following are equivalent: (i) A is restricted diagonally equivalent to B, (ii) A is diagonally equivalent to Band

115(A) = 115(B).
Proof. It is enough to show that XA y-l = B implies that det xy-1 = 115 (A)1l5(B)-1. In the rest of this proof, F will be an additive group. 
Suppose Vs is a vertex component with excess k. We assume that F is an additive group and use the notation of Lemma 4.5. By hypothesis, there is a
and ""' i = 0 otherwise. Then .1.,.., = 0 and cpt.,.., Observe that the multiplicative group of non-zero complex numbers and the multiplicative group of positive real numbers are divisible. We nOw show that, conversely, the equivalence of (i) and (ii) of Theorem 4.8 implies the divisibility properties of F. For k = 1,2, ... , let A (k) be the matrix in 
On adding these (2k + 2) equations we obtain If is easy to prove an analogous theorem in which, in (ii) F~n is replaced by F,~", or other classes of matrices. ]. As far as we know, the simple observation has not previously been made in print that if cycles are considered in place of circuits, the restriction to completely reducible matrices may be eliminated.
5.1.
We define the flow space (over Q) for a graph G to be the subspace of Qm generated by all (integer) flows for G. Our remarks preceding Corollary 2. [7, p. 239, Theorem XIV, B]: A non-negative integral matrix with all row and column sums equal is a linear combination of permutation matrices with positive integral coefficients.) One may use this result to prove that, when A is totally supported, each pseudo-diagonal is a linear comhination with integral coefficients of diagonals. Hence in this case, "pseudo-diagonal" may be replaced by "diagonal" in the result stated at the end of 5.5. We take this opportunity to observe that Konig's Theorem XIV, B (quoted above) can be proved in a manner completely analogous to a result in Berge [2, p. 91] . If A is square, then each non-negative flow in G(A) is a linear combination of circuits with positive integral coefficients. Moreover, this approach shows that we require at most (m -2n + p' + 1) diagonals and (m -n + p) circuits respectively.
It is also interesting that it was known to Polya [12] already in 1916 that (in our terminology) if A has no entries equal to 0, the diagonals of H(A) span a space over Q of dimension n 2 -2n + 2(m = n 2 , p' = 1). With a little hind-sight, one can easily find circuit, diagonal, and polygonal products in his paper.
5.7. We give two examples to show that some mention of G(A) (or H(A» is essential to our theorems, and that they cannot be formulated in terms of the complete graph G n on (n). 
