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ON THE OPTIMAL VORONOI PARTITIONS FOR
AHLFORS-DAVID MEASURES WITH RESPECT TO THE
GEOMETRIC MEAN ERROR
SANGUO ZHU, YOUMING ZHOU
Abstract. Let µ be an Ahlfors-David probability measure on Rq with support
K. For every n ≥ 1, let Cn(µ) denote the collection of all the n-optimal sets
for µ with respect to the geometric mean error. We prove that, there exist
constant d1, d2 > 0, such that for each n ≥ 1, every αn ∈ Cn(µ) and an
arbitrary Voronoi partition {Pa(αn)}a∈αn with respect to αn, we have
d1n
−1 ≤ min
a∈αn
µ(Pa(αn)) ≤ max
a∈αn
µ(Pa(αn)) ≤ d2n
−1.
Moreover, we prove that each Pa(αn) contains a closed ball of radius d3|Pa(αn)∩
K|, where d3 is a constant and |B| denotes the diameter of a set B ⊂ Rq . Some
estimates for the measure and the geometrical size of the elements of a Voronoi
partition with respect to an n-optimal set are established in a more general
context.
1. Introduction
Let ν be a Borel probability measure on Rq. The quantization problem for ν
is concerned with the approximation of ν by discrete measures of finite support
in Lr-metrics. This problem has a deep background in information theory and
engineering technology such as signal processing and pattern recognition [1, 8]. We
refer to [4, 5] for rigorous mathematical theory of the quantization problem. In
the past decades, this problem has attracted great interest of mathematicians (cf.
[4, 5, 7, 9, 11, 12, 13, 14, 15, 16]).
1.1. Some definitions and basic facts. Let r ∈ [0,∞) and k ∈ N. Let d denote
the Euclidean metric on Rq. For every k ≥ 1, let Dk := {α ⊂ Rq : 1 ≤ card(α) ≤ k}.
For x ∈ Rq and α ⊂ Rq, let d(x, α) := infa∈α d(x, a). The kth quantization error
for ν of order r can be defined by
ek,r(ν) =


(
inf
α∈Dk
∫
d(x, α)rdν(x)
)1/r
r > 0
inf
α∈Dk
exp
( ∫
log d(x, α)dν(x)
)
r = 0
.(1.1)
One may see [4] for some equivalent definitions and interpretations in various con-
text. For r ∈ [1,∞), en,r(ν) is equal to the minimum error when approximating ν
by discrete probability measures supported on at most n points in the Lr-metrics.
A set α ∈ Dk is called a k-optimal set for ν of order r, if the infimum in (1.1)
is attained at α. We call the points in such an α k-optimal points. As in [4, 5], we
denote the collection of all the k-optimal sets for ν of order r by Ck,r(ν) and simply
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write Ck(ν) for Ck,0(ν). For r > 0, Ck,r(ν) 6= ∅ if
∫
|x|rdν(x) < ∞; and Ck(ν) is
non-empty if the following condition is satisfied:∫ ∞
0
s−1 sup
x∈Rq
ν(B(x, s))ds <∞.
In particular, Ck(ν) 6= ∅ if for some constants C, t > 0, we have
sup
x∈Rq
ν(B(x, ǫ)) ≤ Cǫt
for every ǫ > 0. Furthermore, whenever the support Kν of ν is an infinite set, we
have that en,r(ν) is strictly decreasing as n increases and card(αn) = n for every
αn ∈ Cn,r(ν). One can see Theorem 4.12 of [4] and Theorem 2.4 of [5] for more
detailed information.
Let α be a non-empty finite subset of Rq. For each a ∈ α, the Voronoi region
generated by a with respect to β is defined by
(1.2) W (a|α) := {x ∈ Rq : d(x, α) = d(x, a)}.
A Voronoi partition (VP) with respect to the set α is defined to be a Borel partition
{Pa(α)}a∈α of Rq such that
Pa(α) ⊂W (a|α), a ∈ α.
Let us call a VP with respect to an α ∈ Ck,r(ν) a k-optimal Voronoi partition.
For a Borel set A ⊂ Rq and a non-empty finite subset α of Rq, we define
Iν,r(A,α) :=
{ ∫
A d(x, α)
rdν(x) r > 0∫
A
log d(x, α)dν(x) r = 0
.(1.3)
In the following, we simply write Iν(A,α) for Iν,0(A,α) for convenience.
1.2. A significant concern about the Voronoi partition. Let ν be an abso-
lutely continuous probability measure on Rq. In [3], Gersho conjectured that for
αn ∈ Cn,r(ν) and an arbitrary VP {Pa(αn)}a∈αn with respect to αn, we have
(1.4) lim
n→∞
Iν,r(Pa(αn), {a})
n−1ern,r(ν)
= 1, a ∈ αn.
This conjecture is also significant for singular Borel probability measures.
In [7], Graf, Luschgy and Page`s proved that, for a large class of absolutely
continuous probability measures ν, there exist constants A1, A2 > 0 such that:
(1.5) A1n
−1ern,r(ν) ≤ Iν,r(Pa(αn), {a}) ≤ A2n
−1ern,r(ν), a ∈ αn.
This is a weak version of (1.4). For other related work, one may see [13, 20].
It is known from [5] that en,r(ν)→ en(ν) as r decreases to zero. Thus, by letting
r → 0 in (1.5), it is natural to conjecture that, for a Borel probability measure ν,
there exist some constants B1, B2 such that, for an arbitrary αn ∈ Cn(ν) and an
arbitrary VP (Pa(αn))a∈αn , the following holds:
(1.6) B1n
−1 ≤ min
a∈αn
ν(Pa(αn)) ≤ max
a∈αn
ν(Pa(αn)) ≤ B2n
−1, a ∈ αn.
This can be regarded as a limiting case of the weak version (1.5).
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1.3. Statement of the main result. Recall that a Borel measure µ is called an
s0-dimensional Ahlfors-David measure if there exists some ǫ0 > 0 such that, for
every x ∈ supp(µ),
(1.7) C1ǫ
s0 ≤ µ(B(x, ǫ)) ≤ C2ǫ
s0 , ǫ ∈ (0, ǫ0).
The asymptotics of the quantization errors for Ahlfors-David measures have been
studied by Graf and Luschgy (cf. [4, Proposition 12.12]). One can see [2, 4, 10] for
various examples on such measures.
In the remaining part of the paper, we always denote by µ a probability measure
satisfying (1.7). In addition, by Lemma 12.3 of [4], we assume that the second
inequality in (1.7) holds for all x ∈ Rq and all ǫ > 0. For a set B ⊂ Rq, we denote
the diameter of B by |B|. We will prove
Theorem 1.1. Let µ be an Ahlfors-David probability measure on Rq with support
K. There exist positive constants d1, d2, d3, such that for each n ≥ 1, every αn ∈
Cn(µ) and an arbitrary VP {Pa(αn)}a∈αn, we have
d1n
−1 ≤ min
a∈αn
µ(Pa(αn)) ≤ max
a∈αn
µ(Pa(αn)) ≤ d2n
−1;
moreover, for every a ∈ αn, Pa(αn) contains a ball of radius d3|Pa(αn) ∩K|.
Our main idea for the proof of Theorem 1.1 is to reduce the quantization problem
for µ with respect to an arbitrarily large n to that for some conditional measures of µ
with respect to some bounded integers, and then we apply Theorem 2.4 of [5] which
says that a subset β of a k-optimal set is card(β)-optimal for the corresponding
conditional measure of µ. In order to accomplish the above-mentioned reduction,
we will select some auxiliary integers and establish a characterization for n-optimal
sets for µ with respect to the geometric mean error. In order to complete the proof
of Theorem 1.1 by using [5, Theorem 2.4], we will prove some weak estimates for the
measures and geometrical size of elements of an optimal Voronoi partition. These
results will be given in a more general context and allow us to drop an additional
condition in [19] that the considered measure vanishes on every hyperplane.
Unlike the Lr-quantization problem, in the study of the geometric mean error,
the involved integrals are usually negative and the integrands are in logarithmic
form. It turns out that those methods to characterize the optimal sets in the Lr-
quantization problem are often not applicable. For instance, let A ⊃ B be Borel sets
and α a non-empty finite set, we have Iν,r(A,α) ≥ Iν,r(B,α) for r > 0; while for
r = 0, we usually have an inequality in the reverse direction: Iν(A,α) ≤ Iν(B,α),
because the integrands are usually negative. For this reason, the arguments in
the present paper are substantially different from those in [20] which are for Lr-
quantization for µ.
2. Preliminaries
Let m be the smallest integer with m > 2(C−11 C2)
1/s0 . Let k0 be the smallest
integer such that 2m−k0 < ǫ0. Note that K is compact. Thus, for every k ≥ k0,
we denote by φk the largest number of closed balls of radii m
−k which are pairwise
disjoint and centered inK. We fix such φk closed balls and denote them by Ek,i, 1 ≤
i ≤ φk. We define
Ωk := {(k, i) : 1 ≤ i ≤ φk}.
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Using (1.7) and the arguments in Lemma 2.1 [20], one can see that φk < φk+1. For
σ ∈ Ωk, we denote the center of Eσ by cσ and define Aσ := B(cσ , 2m−k). Then we
have K ⊂
⋃
σ∈Ωk
Aσ. The following lemma is a consequence of (1.7).
Lemma 2.1. There exist constants η1, η2 > 0, such that for every σ ∈ Ωk,
η1φ
−1
k ≤ µ(Aσ) ≤ η2φ
−1
k .
Proof. Note that K ⊂
⋃
σ∈Ωk
Aσ. By (1.7), for every σ ∈ Ωk, we have
1 ≤
∑
τ∈Ωk
µ(Aτ ) ≤ φkC2C
−1
1 µ(Aσ);
µ(Aσ) ≤ C2C
−1
1 2
s0µ(Eσ).
It follows that µ(Aσ) ≥ C
−1
2 C1φ
−1
k . Because Eτ , τ ∈ Ωk, are pairwise disjoint, by
(1.7),
1 ≥
∑
τ∈Ωk
µ(Eτ ) ≥ φkC1C
−1
2 µ(Eσ) ≥ φkC
2
1C
−2
2 2
−s0µ(Aσ).
Hence, we have µ(Aσ) ≤ (C
−1
1 C2)
22s0φ−1k . It suffices to define
η1 := C
−1
2 C1 and η2 := (C
−1
1 C2)
22s0 .

Let C1, C2 be as given in (1.7). We define
δ :=
1
16
(
C1C
−1
2
) 1
s0 ;(2.1)
Aσ := {τ ∈ Ωk : (Aτ )2δ|Aτ | ∩ (Aσ)2δ|Aσ | 6= ∅};(2.2)
Mσ := card(Aσ); A
∗
σ :=
⋃
τ∈Aσ
Aτ , σ ∈ Ωk.(2.3)
Remark 2.2. The number δ is defined as above for two reasons. First, δ should
be small enough so that the set Eω \ B(x0, 2−1δ|Aω |) is large enough. Second, it
will be convenient for us to estimate the µ-measure of a ball B(x0, 2
−1δ|Aω |) by
using (1.7). One may see Lemma 4.1 below for more details.
For x ∈ R, let [x] denote the largest integer not exceeding x. For t > 0 and a set
A ⊂ Rq, we denote the closed t-neighborhood of A by (A)t.
Remark 2.3. Let L0 := [4δ
−1+18]. By estimating the volumes, we know that for
each σ ∈ Ωk, the set (Aσ)2δ|Aσ | can be covered by L0 closed balls of radii 2
−1δ|Aσ|
which are centered in (Aσ)2δ|Aσ |. This can be seen as follows. First, we consider
the largest number of pairwise disjoint closed balls of radii 4−1δ|Aσ| which are
centered in (Aσ)2δ|Aσ|; and then we double the radii of the balls and get a cover
for (Aσ)2δ|Aσ |. In the remaining part of the paper, we denote by Bσ the set of the
centers of such L0 closed balls.
Using the next lemma, we collect some basic facts regarding A∗σ. These facts
will be very helpful in our characterization for the optimal sets for µ.
Lemma 2.4. Let σ ∈ Ωk and let ∅ 6= β ⊂ Rq be a finite set. Then
(a1) there exists an integer M0 such that Mσ ≤M0.
(a2) for every τ ∈ Ωk \ Aσ and every x ∈ Aτ , we have
d(x, (β \ (Aσ)δ|Aσ |) ∪Bσ) ≤ d(x, β).
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Proof. (a1) Note that A∗σ ⊂ B(cσ, 2(1 + 2δ)|Aσ|) and Eτ , τ ∈ Aσ, are pairwise
disjoint. By estimating the volumes, one can see that
Mσ(4
−1|Aσ|)
q ≤ (2(1 + 2δ)|Aσ|)
q.
Hence, it is sufficient to define M0 := [(8(1 + 2δ))
q] + 1.
(a2) Let τ ∈ Ωk \ Aσ and x ∈ Aτ . Then we have (Aσ)2δ|Aσ | ∩ (Aτ )2δ|Aτ | = ∅.
Therefore, x ∈ Rq \ (Aσ)2δ|Aσ |. We have two cases:
Case 1: d(x, β) = d(x, β \ (Aσ)δ|Aσ|), then (a2) is clearly true.
Case 2: d(x, β) = d(x, β ∩ (Aσ)δ|Aσ |). We denote the boundary of a set B by
∂B. Note that (Aσ)2δ|Aσ | is compact with non-empty interior. We may select a
z0 ∈ ∂(Aσ)2δ|Aσ | such that
d(x, z0) = d(x, (Aσ)2δ|Aσ|) = d(x, ∂(Aσ)2δ|Aσ |)
By the definition of Bσ, there exists some b ∈ Bσ such that d(z0, b) ≤ 2−1δ|Aσ|.
For every a ∈ β ∩ (Aσ)δ|Aσ |, we have
d(x, a) ≥ d(x, z0) + δ|Aσ| > d(x, z0) + d(z0, b) ≥ d(x, b).
Hence, d(x, β ∩ (Aσ)δ|Aσ |) ≥ d(x, b).
d(x, β) = d(x, β ∩ (Aσ)δ|Aσ|) ≥ d(x,Bσ) ≥ d(x, (β \ (Aσ)δ|Aσ|) ∪Bσ)).
This completes the proof of the lemma. 
Remark 2.5. The sets Bσ will play an important role in the characterization for
the optimal sets. These sets will allow us to adjust the number of perspective
optimal points in (Aσ)δ|Aσ | without affecting the points in K \ A
∗
σ unfavorably.
One may see [17, 18] for earlier applications of such ideas.
3. Weak estimates for measures and geometrical size of Pa(αk)
Let C, t > 0. We consider compactly supported measures ν satisfying
(3.1) sup
x∈Rq
ν(B(x, ǫ)) ≤ Cǫt for every ǫ > 0.
Without loss of generality, we may assume that C ≥ 1. As in [5], we write
eˆk(ν) = log ek,0(ν) = inf
α∈Dk
Iν(R
q, α).
The following lemma can be seen as an analogue of [20, Lemma 2.1].
Lemma 3.1. Let ν be a Borel probability measure on Rq with compact support Kν .
Assume that |Kν | ≤ 1 and (3.1) is satisfied. Then for every k ≥ 2, there exists a
real number ζk > 0, which depends on C and t such that
eˆk−1(ν) − eˆk(ν) ≥ ζk.
Proof. Let αk−1 = {ai}
k−1
i=1 ∈ Ck−1(ν). We define
δk,1 := (4C(k − 1))
− 1
t ; δk,2 := (2C(k − 1))
− 1
t ;
δk := 2
−1min{δk,1, δk,2 − δk,1}.
By (3.1), we have ν(K \
⋃k−1
i=1 B(ai, δk,2)) ≥ 2
−1. Let lk := [(2δ
−1
k + 2)
q] + 1.
Note that K ≤ 1. Hence, K \
⋃k−1
i=1 B(ai, δk,2) can be covered by lk closed balls
Bi(1 ≤ i ≤ lk) of radii δk which are centered in the set K \
⋃k−1
i=1 B(ai, δk,2) (cf.
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Remark 2.3). Thus, there exists some ball Bi such that ν(Bi) ≥ (2lk)−1. Let bi
denote the center of Bi. Then
eˆk−1(ν)− eˆk(ν) ≥ Iν(R
q, αk−1)− Iν(R
q, αk−1 ∪ {bi})
≥ Iν(Bi, αk−1)− Iν(Bi, αk−1 ∪ {bi})
≥ Iν(Bi, αk−1)− Iν(Bi, {bi})
≥ ν(Bi)(log δk,1 − log δk)
≥ (2lk)
−1 log 2.
The proof of the lemma is complete by defining ζk := (2lk)
−1 log 2. 
Using the next lemma, we establish a lower bound for the ν-measure of the
elements of a VP with respect to a k-optimal set for ν of order zero. The proof of
the lemma is based on Lemma 3.4 of [5].
Lemma 3.2. Assume that the hypothesis of Lemma 3.1 is satisfied. For each k,
there exists a positive real number dk such that, for every αk ∈ Ck(ν) and an
arbitrary VP {Pa(αk)}a∈αk with respect to αk, we have
min
a∈αk
ν(Pa(αk)) ≥ dk.
Proof. Let αk ∈ Ck(ν) and a ∈ αk. Let {Pa(αk)}a∈αk be a VP with respect to αk.
We define β := αk \ {a}. For every x ∈
⋃
b∈β Pb(αk), we have d(x, β) = d(x, αk).
Thus,
eˆk−1(ν)− ek(ν) ≤ Iν(R
q, β)− Iν(R
q, αk)
= Iν(Pa(αk), β)− Iν(Pa(αk), {a}).(3.2)
Note that supx∈Kν d(x, αk) ≤ 2|Kν| ≤ 2. Therefore for every x ∈ Pa(αk) ∩Kν , we
have, d(x, β) ≤ 3|Kν | ≤ 3. As a consequence, we obtain
(3.3) Iν(Pa(αk), β) ≤ ν(Pa(αk)) log 3.
Now by [5, Lemma 3.4], we have
(3.4) Iν(Pa(αk), {a}) ≥
1
t
(
ν(Pa(αk)) log ν(Pa(αk))− Cν(Pa(αk))
)
.
We define h(x) := −x log x for x > 0. Then h(x) → 0 as x decreases to zero.
Thus, there exists some ηk > 0 such that 0 < x < ηk implies −x log x < 2−1tζk.
Therefore, if µ(Pa(αk)) < ηk, using Lemma 3.1 and (3.2)-(3.4), we deduce
ζk ≤ eˆk−1(ν) − ek(ν) ≤ ν(Pa(αk)) log 3 +
1
2
ζk +
C
t
ν(Pa(αk)).
Thus, we obtain ν(Pa(αk)) ≥ 2−1(log 3 + Ct−1)−1ζk. It suffices to define
dk := min
{
ηk, 2
−1(log 3 + Ct−1)−1ζk
}
.

Remark 3.3. In [19], we have studied the optimal VP for self-similar measures ν.
Lemma 3.2 allows us to drop the additional condition in [19, Theorem 4.2] that the
measure ν vanishes on hyperplanes.
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Lemma 3.4. Assume that the hypothesis of Lemma 3.1 is satisfied. For each k,
there exists a positive real number dk such that, for every αk ∈ Ck(ν) and an
arbitrary VP {Pa(αk)}a∈αk with respect to αk, we have
max
a∈αk
ν(Pa(αk)) ≤ dk.
Proof. Let αk ∈ Ck(ν) and a ∈ αk. By Theorem 2.4 [5], ν(Pa(αk)) > 0. We define
δk,3 := (2C)
− 1
t ν(Pa(αk))
1
t .
Then we have δk,3 < 1, since C ≥ 1. By (3.1), we deduce that
ν(B(a, δk,3)) ≤ Cδ
t
k,3 = 2
−1ν(Pa(αk)).
It follows that
(3.5) ν(Pa(αk) \B(a, δk,3)) ≥ ν(Pa(αk))− ν(B(a, δk,3)) ≥
1
2
ν(Pa(αk)).
Let Nk := [(8δ
−1
k,3)
q] + 3. One can easily see that
(3.6) Nk ≤ (16δ
−1
k,3)
q and N−1k ≥ 16
−qδqk,3.
Note that |Pa(αk) ∩Kν | ≤ |K| ≤ 1. By estimating volumes, one can see that
(Pa(αk) ∩Kν) \B(a, δk,3)
can be covered by Nk closed balls Bi(1 ≤ i ≤ Nk) of radii 4
−1δk,3 which are centered
in (Pa(αk) ∩Kν) \ B(a, δk,3). Thus, by (3.5) and (4.4), there exists some ball Bi
such that
ν(Bi ∩ Pa(αk)) ≥
1
2Nk
ν(Pa(αk) ≥ 32
−qδqk,3ν(Pa(αk))
≥ 32−q(2C)−
q
t ν(Pa(αk))
1+ q
t
=: D1ν(Pa(αk))
1+ q
t .(3.7)
Now we define β := αk ∪ {bi}. Then we have the following estimate:
eˆk(ν)− eˆk+1(ν) ≥ Iν(R
q, αk)− Iν(R
q, β)
≥ Iν(Bi ∩ Pa(αk), αk)− Iν(Bi ∩ Pa(αk), β)
≥ Iν(Bi ∩ Pa(αk), {a})− Iν(Bi ∩ Pa(αk), {bi})(3.8)
By the definition of Bi, for every x ∈ Bi, we have
(3.9) d(x, a) ≥
1
2
δk,3, d(x, bi) ≤
1
4
δk,3.
Now by the proof of [5, Lemma 5.8], for every n ≥ 1, we have
eˆn(ν) − eˆn+1(ν) ≤
1
n+ 1
log(3|Kν |) + C
1
2
2
t
( 1
n+ 1
)1/2
=: χn.
Using this and (3.7)-(3.9), we deduce
χk ≥ eˆk(ν)− eˆk+1(ν) ≥ ν(Bi ∩ Pa(αk)) log 2 ≥ D1 log 2 (ν(Pa(αk))
1+ q
t .
The proof of the lemma is complete by defining dk :=
(
χk(D1 log 2)
−1
) t
t+q .

We end this section with an estimate for the geometrical size of the elements of
a VP with respect to a k-optimal set αk ∈ Ck(ν).
8 SANGUO ZHU, YOUMING ZHOU
Lemma 3.5. Assume that the hypothesis of Lemma 3.1 is satisfied. For each
k, there exists a number gk > 0 such that, for every αk ∈ Ck(ν) and a VP
{Pa(αk)}a∈αk with respect to αk, we have, Pa(αk) contains a closed ball of radius
gk|Pa(αk) ∩Kν | for a ∈ αk.
Proof. Let dH denote the Hausdorff metric. We define φ : Ck(ν) 7→ R by:
φ(αk) := min
a∈αk
min
b∈αk\{a}
d(a, b).
We first show that φ is continuous on Ck(ν). To see this, it is sufficient to consider
an arbitrary accumulation point (if any) αk = {ai}ki=1 of Ck(ν). Assume that
βk,n = {bi,n}ki=1 ∈ Ck(ν) and dH(βk,n, αk) → 0 as n → ∞. Without loss of
generality, we assume that φ(αk) = d(a1, a2). Let η0 := 4
−1φ(αk). Then for
every ǫ ∈ (0, η0), there exists some N0 ≥ 1, such that for all n ≥ N0, we have
dH(βk,n, αk) < ǫ. Thus, for every 1 ≤ i ≤ k, there exists a unique 1 ≤ j(i) ≤ k such
that d(bj(i),n, ai) < ǫ. Thus, we rewrite βk,n as {bj(i),n}
k
i=1. For 1 ≤ i1 6= i2 ≤ k,
by the triangle inequality, we have
d(bj(i1),n, bj(i2),n) ≥ d(ai1 , ai2)− d(ai1 , bj(i1),n)− d(ai2 , bj(i2),n)
≥ d(a1, a2)− 2ǫ.(3.10)
It follows that φ(βk,n) ≥ φ(αk)− 2ǫ for every n ≥ N0. Also, we have
φ(βk,n) ≤ d(bj(1),n, bj(2),n)
≤ d(bj(1),n, a1) + d(a1, a2) + d(a2, bj(2),n)
< φ(αk) + 2ǫ.(3.11)
From (3.10) and (3.11), we obtain that |φ(βk,n)− φ(αk)| < 2ǫ for every n ≥ N0. It
follows that φ(βk,n)→ φ(αk) as n→∞. Thus, φ is continuous on Ck(ν).
By [5], Ck(ν) is dH -compact. Thus, for some αk,1, αk,2 ∈ Ck(ν), we have
λk(ν) := min
α∈Ck(ν)
φ(α) = φ(αk,1); λk(ν) := max
α∈Ck(ν)
φ(α) = φ(αk,2).
Clearly, we have λk(ν), λk(ν) > 0. Now let αk be an arbitrary k-optimal set for ν
and {Pa(αk)}a∈αk an arbitrary VP with respect to αk. Then
|Pa(αk)| ≥ λk(ν) and |Pa(αk) ∩Kν | ≤ λk(ν).
B(a, 3−1λk(ν)) ⊂ Pa(αk), Pa(αk) ∩Kν ⊂ B(a, λk(ν)).
Thus, the proof of the lemma is complete by defining gk = (3λk(ν))
−1λk(ν). 
4. Auxiliary measures and auxiliary integers
4.1. Some subsets of A∗ω and auxiliary measures. For a finite subset α of R
q,
letW (a|α), a ∈ α, be as defined in (1.2). Let δ be as defined in (2.1). Let ω, σ ∈ Ωk
with σ 6= ω. Let x0 ∈ Aω ∩K. The following three types of subsets of A
∗
ω will be
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considered in the characterization for the optimal sets for µ:
D
(α)
ω,1 := Eω ∪
( ⋃
a∈α∩(Aω)δ|Aω |
(W (a|α) ∩ A∗ω)
)
\B(x0, 2
−1δ|Aω|);
D
(α)
ω,2(σ) := Eω ∪
( ⋃
a∈α∩(Aω)δ|Aω |
(W (a|α) ∩ A∗ω)
)
\ Eσ;
D
(α)
ω,3 := Eω ∪
( ⋃
a∈α∩(Aω)δ|Aω |
(W (a|α) ∩ A∗ω)
)
.
If no confusion arises, we write Dω,i for D
(α)
ω,i and write Dω,2 for D
(α)
ω,2(σ).
For ω ∈ Ωk, recall that cω is the center of Eω. We define
Dω,4 := B(cω, (2
−1 − δ)|Eω |) ⊂ Eω .
For 1 ≤ i ≤ 4, let µ(·|Dω,i) denote the conditional measure of µ on Dω,i:
(4.1) µ(·|Dω,i)(A) =
µ(A ∩Dω,i)
µ(Dω,i)
, A is a Borel set.
Let fDω,i be a similarity mapping of similarity ratio |Dω,i| and define
(4.2) νDω,i := µ(·|Dω,i) ◦ fDω,i , KνDω,i := supp(νDω,i ).
Then νDω,i is a probability measure satisfying µ(·|Dω,i) = νω,i◦f
−1
Dω,i
and |KνDω,i | ≤
1.
In a similar manner, we define the measures νEσ , σ ∈ Ωk. We have
Lemma 4.1. There exists a constant C such that, for B ∈ {Dω,i}4i=1 ∪ {Eω}, we
have supx∈Rq νB(B(x, ǫ)) ≤ Cǫ
s0 for every ǫ > 0.
Proof. By the definition, Dω,i ⊂ A∗ω and A
∗
ω ⊂ B(cω , 2(1 + 2δ)|Aω |). Hence,
(4.3) |Dω,i| ≤ |A
∗
ω | ≤ 4(1 + 2δ)|Aω|, 1 ≤ i ≤ 3.
Since the diameter of B(x0, 2
−1δ|Aω|) is equal to δ|Aω |, we have
(4.4) (1− 2δ)|Eω| ≤
∣∣∣∣Eω \B(x0, 2−1δ|Aω|)
∣∣∣∣ ≤ |Dω,1| ≤ 4(1 + 2δ)|Aω|.
It follows that |Eω| = 2−1|Aω| ≥ (8(1 + 2δ))−1|Dω,1|. This and (1.7) yield that
µ(Dω,1) ≥ µ(Eω \B
(
x0, 2
−1δ|Aω|)
≥ µ(Eω)− µ(B
(
x0, 2
−1δ|Aω |))
≥ C1(2
−1|Eω|)
s0 − C2(2
−1δ|Aω |)
s0
≥ C1(2
−1|Eω|)
s0 − C1(16
−1|Eω|)
s0
= C1(2
−s0 − 16−s0)|Eω|
s0
≥ C1(2
−s0 − 16−s0)(8(1 + 2δ))−s0 |Dω,1|
s0 .
We write ξ1 := C1(2
−s0 − 16−s0)(8(1 + 2δ))−s0 . On the other hand, by (4.4),
µ(Dω,1) ≤ µ(A
∗
ω) ≤ C2(2(1 + 2δ)|Aω |)
s0
≤ C2(4(1 + 2δ))
s0(1− 2δ)−s0 |Dω,1|
s0 =: ξ2|Dω,1|)
s0 .
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Note that for distinct words σ, ω ∈ Ωk, we have Eσ ∩ Eω = ∅. Thus, for i = 2, 3,
we have Eω ⊂ Dω,i ⊂ A∗ω. Using these facts and (4.3), we deduce
µ(Dω,i) ≤ µ(A
∗
ω) ≤ C2(2(1 + 2δ)|Aω|)
s0
≤ C24
s0(1 + 2δ)s0 |Eω |
s0 ≤ C24
s0(1 + 2δ)s0 |Dω,i|
s0 =: ξ3|Dω,i|
s0 ;
µ(Dω,i) ≥ µ(Eω) ≥ C1(2
−1|Eω|)
s0 ≥ C14
−s0 |Aω|
s0
≥ C14
−s0(4(1 + 2δ))−s0 |Dω,i|
s0 =: ξ4|Dω,i|
s0 .
For every ω ∈ Ωk, we have
C1(2
−1|Eω|)
s0 ) ≤ µ(Eω) ≤ C2(2
−1|Eω|)
s0);
C1(2
−1|Dω,4|)
s0) ≤ µ(Dω,4) ≤ C2(2
−1|Dω,4|)
s0)
We define ξ := max{ξ−11 , ξ
−1
4 , ξ2, ξ3}. Then by the above analysis, we obtain
(4.5) ξ−1|B|s0 ≤ µ(B) ≤ ξ|B|s0 .
for B ∈ {Dω,i}3i=1 ∪ {Eω}. Thus, the lemma follows from [20, Lemma 2.5]. 
Remark 4.2. Let ξ be as defined in (4.5). For 1 ≤ i ≤ 3, we have
µ(Dω,i) ≤ ξ|Dω,i|
s0
≤ ξ|A∗ω |
s0 ≤ ξ(4(1 + 2δ)|Aω |)
s0
≤ ξ(8(1 + 2δ))s0 |Eω |
s0
≤ ξ(8(1 + 2δ))s0C−11 (2
−1 − δ)−s0 min
σ∈Ωk
µ(Dσ,4).
Let ζ := ξ(8(1 + 2δ))s0C−11 (2
−1 − δ)−s0 . Then for every σ ∈ Ωk, we have
max
1≤i≤3
µ(Dω,i) ≤ ζµ(Dσ,4) ≤ ζµ(Eσ).
In the following we always denote by fB the similarity mapping in the definition
of the measure νB. The subsequent two lemmas will be very important for the
characterization for the optimal sets. One of them is a consequence of the definition
of the auxiliary measures νB, and the other is based on Lemma 2.4.
Lemma 4.3. Let B ∈ {Dω,i}4i=1 ∪ {Eω}. Let α be a finite subset of R
q with
card(α) = lα. Then Iµ(B,α) ≥ µ(B) log |B| + µ(B)eˆlα(νB), and equality holds if
f−1B (α) ∈ Clα(νB).
Proof. By the definition of νB (cf. (4.1)), we have
Iµ(B,α) =
∫
B
log d(x, α)dµ(x)
= µ(B)
∫
B
log d(x, α)dµ(·|B)(x)
= µ(B)
∫
B
log d(x, α)dνB ◦ f
−1
B (x)
= µ(B) log |B|+ µ(B)
∫
f−1
B
(B)
log d(x, f−1B (α))dνB(x)
≥ µ(B) log |B|+ µ(B)eˆlα(νB).
This completes the proof of the lemma. 
THE OPTIMAL VORONOI PARTITIONS FOR AHLFORS-DAVID MEASURES 11
Let ω, τ, σ ∈ Ωk with σ 6= ω and τ ∈ Ωk \ Aω. Let Dω,i, 1 ≤ i ≤ 3, be as defined
above. We write
Fω,i =


Dω,1 ∪B(x0, 2−1δ|Aω |) i = 1
Dω,2 ∪ Eσ i = 2
Dω,3 ∪Dτ,4 i = 3
.
Lemma 4.4. Let α, γ be non-empty finite subsets of Rq. Let Bω be as defined in
Remark 2.3. We define β := (α \ (Aω)δ|Aω|) ∪Bω ∪ γ. Then
Iµ(R
q \ Fω,i, β) ≤ Iµ(R
q \ Fω,i, α), 1 ≤ i ≤ 3.
Proof. Let 1 ≤ i ≤ 3 be fixed. By the definition of Dω,i and Fω,i, we have
{x ∈ A∗ω : d(x, α) = d(x, α ∩ (Aσ)δ|Aσ|)} ⊂ Fω,i.
Therefore, for every x ∈ Rq \ Fω,i, we have the following two cases:
(b1) x ∈ A∗ω and d(x, α) = d(x, α \ (Aσ)δ|Aσ |); then clearly d(x, β) ≤ d(x, α);
(b2) x ∈ K \A∗ω. Note that K ⊂
⋃
τ∈Ωk
Aτ . Thus, x ∈ Aτ for some τ ∈ Ωk \Aω.
By Lemma 2.4 (a2), we also have, d(x, β) ≤ d(x, α).
Thus, d(x, β) ≤ d(x, α) for every x ∈ Rq \ Fω,i, which implies the lemma. 
4.2. Selection of some auxiliary integers. Let L0 be as defined in Remark 2.3.
We define
L1 := [(4δ
−1 + 2)q] + 1, L2 := 6
q; n0 := [(8δ
−1 + 8)q] + 1.
Remark 4.5. By estimating the volumes, one can see the following facts:
(c1) for each σ ∈ Ωk, the set Eσ can be covered by L1 closed balls of radii
2−1δ|Eσ| which are centered in Eσ. We denote by γEσ the set of the centers
of such L1 balls.
(c2) for x ∈ Aσ ∩K, the ball B(x, 2−1δ|Aσ|) can always be covered by L2 closed
balls of radii 4−1δ|Aσ | which are centered in B(x, 2−1δ|Aσ|). We will denote
by Gx the set of the centers of such L2 closed balls.
(c3) Aσ can be covered by n0 closed balls of radii 4
−1δ|Aσ| which are centered
in Aσ. We denote by Hσ the set of the centers of such n0 balls.
With the above preparations, we are able to define an integer n1 which will be
used to give a lower estimate for the number of optimal points in (Aσ)δ|Aσ |.
Lemma 4.6. Let ζ be as defined in Remark 4.2. There exists a smallest integer
n1 such that for every ω ∈ Ωk and n ≥ n1, we have
eˆn−L0−L2(νDω,2)− eˆn+L1(νDω,2) < ζ
−1C1C
−1
2 δ
s0 log 2.
Proof. By Lemma 4.1 and [5, Lemma 5.8], we deduce,
lim
n→∞
(eˆn−L0−L2(νDω,2 )− eˆn+L1(νDω,2 ))
=
L1−1∑
h=−(L0+L2)
lim
n→∞
(eˆn+h(νDω,2)− eˆn+h+1(νDω,2)) = 0.
This implies the lemma. 
By [20, Lemma 2.1], there exists an integer N such that φk+1 ≤ Nφk. Next,
we select three more integers n2, n3, n4. These integers will be used to establish an
upper bound for the number of optimal points in (Aσ)δ|Aσ |.
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Lemma 4.7. Let ζ and M0 be as defined in Remark 4.2 and Lemma 2.4. Then
(d1) there exists a smallest integer n2 > n1+L0+L1, such that for every n ≥ n2,
σ, ω ∈ Ωk, the following holds:
eˆn−L0−n1−L1(νDω,2)− eˆn+L1(νDω,2 ) < ζ
−1
(
eˆn1+L1−1(νEσ)− eˆn1+L1(νEσ )
)
;
(d2) let n3 := (n2 + n0)N ; there exists a smallest integer n4 > M0n3 +L0+L1,
such that for n ≥ n4 and every pair σ, ω ∈ Ωk, the following holds:
eˆn−L0−n3−L1(νDσ,3)− eˆn+L1(νDσ,3) < ζ
−1
(
eˆn3+L1−1(νDω,4 )− eˆn3+L1(νDω,4 )
)
.
Proof. This is an immediate consequence of [5, Lemma 5.8] and Lemma 4.1. 
5. A characterization for the n-optimal sets
Let αn ∈ Cn(µ). Our first lemma in this section provides us with an estimate
for the cardinality of αn \ (
⋃
σ∈Ωk
(Aσ)δ|Aσ |). Its proof is analogous to that of [20,
Lemma 4.1].
Lemma 5.1. We have Lc := card(αn \
⋃
σ∈Ωk
(Aσ)δ|Aσ|) ≤ n0φk.
Proof. Assume that Lc > n0φk. Let Hσ be as defined in Remark 4.5 (c3). Set
β :=
(
αn ∩
⋃
σ∈Ωk
(Aσ)δ|Aσ |
)
∪
( ⋃
σ∈Ωk
Hσ
)
.
Then card(β) ≤ n. For x ∈ K ⊂
⋃
σ∈Ωk
Aσ, we have d(x, β) ≤ d(x, αn). We choose
an arbitrary x ∈ K with d(x, αn) = d(x, αn \
⋃
σ∈Ωk
(Aσ)δ|Aσ|). Then we have,
d(x, αn) > δ|Aσ| for some σ ∈ Ωk. Thus, for every y ∈ Bx := B(x, 4−1δ|Aσ|), we
have d(y, αn) ≥
3
4δ|Aσ|. Hence,
Iµ(R
q, αn)− Iµ(R
q, β) ≥ Iµ(Bx, αn)− Iµ(Bx, β)
≥ µ(Bx)
(
log(
3
4
δ|Aσ|)− log(
1
4
δ|Aσ|)
)
= µ(Bx) log 3 > 0.
It follows that Iµ(R
q, αn) > Iµ(R
q, β), contradicting the optimality of αn. 
For every n ≥ (n0+n2)φk0 , there exists a unique k ≥ k0 (cf. Sect. 2), such that
(5.1) (n0 + n2)φk ≤ n < (n0 + n2)φk+1.
Recall that n3 = (n0 + n2)N . By [20, Lemma 2.1], we have
(5.2) (n0 + n2)φk ≤ n < (n0 + n2)Nφk = n3φk.
From now on, we assume that n, k satisfy (5.1). We fix an αn ∈ Cn(µ) and an
arbitrary VP {Pa(αn)}a∈αn . We write Dω,i for D
(αn)
ω,i for 1 ≤ i ≤ 4. We define
Lσ := card(αn ∩ (Aσ)δ|Aσ |), σ ∈ Ωk.
Using the subsequent two lemmas, we establish a lower bound for Lσ.
Lemma 5.2. Let ω ∈ Ωk and B ∈ {Dω,i}3i=1 ∪ {Eω}. Then
Iµ(B,αn) ≥ µ(B)(log |B|+ eˆLω+L1(νB)).
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Proof. We divide B into two parts:
B(1) := {x ∈ B : d(x, αn) = d(x, αn ∩ (Aω)δ|Aω|)}; B(2) := B \B(1).
By the definition, we have B(2) ⊂ Eω . Let γEω be as defined in Remark 4.5. We
define γ(ω) :=
(
αn ∩ (Aω)δ|Aω |
)
∪ γEω . Then card(γ(ω)) ≤ Lω + L1 and clearly
d(x, αn) ≥ d(x, γ(ω)) for every x ∈ B(1). For x ∈ B(2), we have
d(x, αn)) > δ|Aω| = 2δ|Eω| > d(x, γEω ) ≥ d(x, γ(ω)).
Thus, for every x ∈ B, we have d(x, αn) ≥ d(x, γ(ω)). Thus, by Lemma 4.3,
Iµ(B,αn) ≥ Iµ(B, γ(ω)) ≥ µ(B)(log |B|+ eˆLω+L1(νB)).
This completes the proof of the lemma. 
Next, we give a lower bound for min
σ∈Ωk
Lσ.
Lemma 5.3. For every σ ∈ Ωk, we have Lσ ≥ n1.
Proof. Assume that Lσ < n1 for some σ ∈ Ωk. We deduce a contradiction. By the
assumption and Lemma 5.1, we obtain∑
τ∈Ωk\{σ}
Lτ > n− L0 − n1 ≥ (n2 + n0)φk − n0φk − n1 > (φk − 1)n2.
Hence, there exists some ω ∈ Ωk \ {σ} such that Lω > n2. We consider
Dω,2 = Eω ∪
( ⋃
a∈αn∩(Aω)δ|Aω |
(W (a|αn) ∩ A
∗
ω)
)
\ Eσ.
Note that it is possible that Eσ ∩ (Aω)δ|Aω| = ∅. Let
γLω−L0−n1−L1(Dω,2) ∈ CLω−L0−n1−L1(νDω,2), γn1+L1(Eσ) ∈ Cn1+L1(νEσ);
β :=
(
αn \ (Aω)δ|Aω |
)
∪Bω ∪ fDω,2(γLω−L0−n1−L1(Dω,2)) ∪ fEσ(γn1+L1(Eσ)).
Then by applying Lemma 4.4 to Fω,2 = Dω,2 ∪ Eσ, we obtain
(5.3) Iµ(R
q \ Fω,2, β) ≤ Iµ(R
q \ Fω,2, αn).
Next, we focus on the sets Dω,2 and Eσ. By the assumption, we have Lσ ≤ n1− 1.
Hence, by applying Lemmas 4.3 and 5.2 with B = Eσ, we deduce
∆Eσ : = Iµ(Eσ, αn)− Iµ(Eσ, β)
≥ Iµ(Eσ, αn)− Iµ(Eσ, γn1+L1(νEσ )
≥ µ(Eσ)
(
eˆn1+L1−1(νEσ)− eˆn1+L1(νEσ )
)
.(5.4)
On the other hand, we apply Lemmas 4.3 and 5.2 with B = Dω,2, we have
∆Dω,2 : = Iµ(Dω,2, β)− Iµ(Dω,2, αn)
≤ Iµ(Dω,2, γLω−L0−n1−L1(Dω,2)))− Iµ(Dω,2, αn)
≤ µ(Dω,2)
(
eˆLω−L0−n1−L1(νDω,2 )− eˆLω+L1(νDω,2 )
)
.(5.5)
Note that Lω > n2. By Lemma 4.7 (d1) and Remark 4.2, we obtain that ∆Eσ >
∆Dω,2 . This and (5.3), yield that Iµ(R
q, αn) > Iµ(R
q, β), contradicting the opti-
mality of αn. 
Our next lemma is very helpful for us to characterize the geometrical structure
of an optimal VP. It also gives some interpretations for the choice of the integer n1.
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Lemma 5.4. For every σ ∈ Ωk, the following holds:
sup
x∈Aσ∩K
d(x, αn) ≤ δ|Aσ|.
Proof. Assume that for some σ ∈ Ωk and some x0 ∈ Aσ ∩K, we have, d(x0, αn) >
δ|Aσ|. We will deduce a contradiction. By the assumption, for every x ∈ B(x0, 2−1δ|Aσ|),
we have d(x, αn) > 2
−1δ|Aσ|. Let Gx0 be as defined in Remark 4.5 (c2). We con-
sider
Dσ,1 = Eσ ∪
( ⋃
b∈αn∩(Aσ)δ|Aσ |
(Wb(αn) ∩ A
∗
σ)
)
\B(x0, 2
−1δ|Aσ|).
Let γLσ−L0−L2(Dσ,1) ∈ CLσ−L0−L2(νDσ,1). We define
γ :=
(
αn \ (Aσ)δ|Aσ |
)
∪Gx0 ∪Bσ ∪ fDσ,1(γLσ−L0−L2(Dσ,1)).
Then by applying Lemma 4.4 to Fσ,1 = Dσ,1 ∪B(x0, 2
−1δ|Aσ|), we obtain
(5.6) Iµ(R
q \ Fσ,1, γ) ≤ Iµ(R
q \ Fσ,1, αn).
For every x ∈ B(x0, 2−1δ|Aσ |), we have d(x, γ) ≤ 4−1δ|Aσ|. It follows that
∆x0 : = Iµ(B(x0, 2
−1δ|Aσ|), αn)− Iµ(B(x0, 2
−1δ|Aσ|), γ)
≥ µ(B(x0, 2
−1δ|Aσ|)) log 2
≥ C1(2
−1δ|Aσ|)
s0 log 2
≥ C1C
−1
2 δ
s0µ(Aσ) log 2.(5.7)
By applying Lemmas 4.3 and 5.2 with B = Dσ,1, we have
∆Dσ,1 : = Iµ(Dσ,1, γ)− Iµ(Dσ,1, αn)
≤ Iµ(Dσ,1, γLσ−L0−L2)− Iµ(Dσ,1, αn)
≤ µ(Dσ,1)
(
eˆLσ−L0−L2)(νDσ,1)− eˆLσ+L1(νDσ,1)
)
(5.8)
From Lemma 5.3, we know that Lσ ≥ n1. Thus, by Lemmas 4.1, 4.6 and Remark
4.2, we obtain that ∆x0 > ∆Dσ,1 . This and (5.6) imply that Iµ(γ) < Iµ(αn), which
contradicts the optimality of αn. 
Remark 5.5. By Lemma 5.4, we obtain that, whenever n ≥ (n0+ n2)φk, we have
Lc = card(αn \
⋃
σ∈Ωk
(Aσ)δ|Aσ |) = 0. Therefore, we have
αn ⊂
⋃
σ∈Ωk
(Aσ)δ|Aσ |.
To establish an upper bound for Lσ, we need the following lemma which can be
proved analogously to Lemma 5.2.
Lemma 5.6. Let ∅ 6= β ⊂ Rq be a finite set and lβ(ω) := card(β ∩Eω) for ω ∈ Ωk.
Then the following estimate holds:
Iµ(Dω,4, β) ≥ µ(Dω,4)(log |Dω,4|+ eˆlβ(ω)+L1).
Proof. Let γEω be as defined in Remark 4.5 (c1). Since Dω,4 ⊂ Eω, we have
d(x, γEω ) ≤ 2
−1δ|Eω | for every x ∈ Dω,4. We define
γ(ω) := (β ∩ Eω) ∪ γEω .
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Then card(γ(ω)) ≤ lβ(ω) + L1. Let x ∈ Dω,4. If d(x, β) = d(x, β ∩ Eω), then it is
clear that d(x, γ(ω)) ≤ d(x, β). Otherwise, we have
d(x, β) = d(x, β \ Eω) ≥ δ|Eω| > d(x, γEω ) ≥ d(x, γ).
Thus, Iµ(Dω,4, β) ≥ Iµ(Dω,4, γ(ω)). The lemma follows by Lemma 4.3. 
Now we are able to give an upper bound for maxσ∈Ωk Lσ.
Lemma 5.7. For every σ ∈ Ωk, we have Lσ ≤ n4.
Proof. Assume that, for some σ ∈ Ωk, we have Lσ > n4(> M0n3). Next, we deduce
a contradiction. By the assumption and (5.2), we deduce
card(αn \ (Aσ)δ|Aσ |) ≤ n− n4 < n3φk −M0n3 ≤ (φk −M0)n3.
By Lemma 2.4, we have card(Ωk \ Aσ) ≥ φk − M0. Note that Eρ, ρ ∈ Ωk, are
pairwise disjoint. There exists some ω ∈ Ωk \ Aσ such that card(αn ∩ Eω) < n3.
We consider
Dσ,3 = Eσ ∪
( ⋃
a∈αn∩(Aσ)δ|Aσ |
(Wa(αn) ∩A
∗
σ)
)
.
One can see that Eω ∩Dσ,3 = ∅. We define
γn3+L1(Dω,4) ∈ Cn3+L1(νDω,4), γLσ−L0−n3−L1(Dσ,3) ∈ CLσ−L0−n3−L1(νDσ,3);
β :=
(
αn \ (Aσ)δ|Aσ|
)
∪Bσ ∪ fDσ,3(γLσ−L0−n3−L1(Dσ,3)) ∪ fDω,4(γn3+L1(Dω,4)).
We have card(β) ≤ n. By applying Lemma 4.4 to Fσ,3 = Dσ,3 ∪Dω,4, we obtain
Iµ(R
q \ Fσ,3, β) ≤ Iµ(R
q \ Fσ,3, αn).(5.9)
This allows us to focus on integrals over the sets Dσ,3 and Dω,4. Note that for
every x ∈ Dω,4, we have d(x, β) ≤ d(x, γn3+L1(Dω,4)). Applying Lemma 4.3 with
B = Dω,4 and Lemma 5.6 , we have
∆Dω,4 : = Iµ(Dω,4, αn)− Iµ(Dω,4, β)
≥ Iµ(Dω,4, αn)− Iµ(Dω,4, γn3+L1(Dω,4))
= µ(Dω,4)
(
eˆn3−1+L1(νDω,4)− eˆn3+L1(νDω,4)
)
.
Similarly, for every x ∈ Dσ,3, we have d(x, β) ≤ d(x, γLσ−L0−n3−L1(Dσ,3)). Thus,
we apply Lemmas 4.3 and 5.2 with B = Dσ,3 and obtain
∆Dσ,3 : = Iµ(Dσ,3, β)− Iµ(Dσ,3, αn)
≤ Iµ(Dσ,3, γLσ−L0−n3−L1(Dσ,3)) − Iµ(Dσ,3, αn)
= µ(Dσ,3)
(
eˆLσ−L0−n3−L1(νDσ,3)− eˆLσ+L1(νDσ,3)
)
.
By the assumption, we have Lσ > n4. Thus, from Lemmas 4.1, 4.7 (d2) and
Remark 4.2, we deduce that ∆Dω,4 > ∆Dσ,3 . Combining this with (5.9), we obtain
that Iµ(R
q, β) < Iµ(R
q, αn), contradicting the optimality of αn. 
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6. Proof of Theorem 1.1
Let a ∈ αn. By Remark 5.5, we have a ∈ (Aσ)δ|Aσ| for some σ ∈ Ωk. Set
Λ(a) := {τ ∈ Ωk : Pa(αn) ∩ Aτ ∩K 6= ∅}.
Let τ0 be an arbitrary word in Λ(a). We define
Γ(τ) := {b ∈ αn : Pb(αn) ∩ Aτ ∩K 6= ∅}, τ ∈ Λ(a);
G(a) := Aτ0 ∪
⋃
τ∈Λ(a)
⋃
b∈Γ(τ)
(Pb(αn) ∩K);
H(a) :=
⋃
τ∈Λ(a)
Γ(τ); Ta := card(H(a)).
Let fa be a similarity mapping of similarity ratio |G(a)|. We define
νG(a) = µ(·|G(a)) ◦ fa = µ
(
·
∣∣∣∣
⋃
τ∈Λ(a)
⋃
b∈Γ(τ)
(Pb(αn) ∩K)
)
◦ fa.
Lemma 6.1. Let G(a) and νG(a) be as defined above. Then we have
(i) Pa(αn) ∩K ⊂ G(a) and Ta ≤M0n4 =: n5;
(ii) there exists some constant C, such that
sup
x∈Rq
νG(a)(B(x, ǫ)) ≤ Cǫ
s0 for every ǫ > 0.
Proof. The first part of (i) is an easy consequence of the definition. For every
τ ∈ Ωk \ Aσ, we have (Aτ )2δ|Aτ | ∩ (Aσ)2δ|Aσ | = ∅. This implies that for every such
τ , infx∈Aτ d(x, a) > 2δ|Aτ |. Thus, by Lemma 5.4, we deduce
(Ωk \ Aσ) ∩ Λ(a) = ∅.
It follows from this and Lemma 2.4 that Λ(a) ⊂ Aσ and card(Λ(a)) ≤M0. Further,
for every τ ∈ Λ(a) and b ∈ αn \ (Aτ )δ|Aτ |, we have, infx,∈Aτ d(x, b) > δ|Aτ |. Hence,
by Lemma 5.4, we deduce that b /∈ Γ(τ). It follows that
Γ(τ) ⊂ αn ∩ (Aτ )δ|Aτ |, τ ∈ Λ(a).
Therefore, by Lemma 5.7, we know that card(Γ(τ)) ≤ n4 for every τ ∈ Λ(a). Now
we combine the above analysis and obtain
H(a) =
⋃
τ∈Λ(a)
Γ(τ) ⊂
⋃
τ∈Aσ
Γ(τ).
We conclude that Ta ≤M0n4 = n5. This completes the proof of (i).
Next, we show (ii). By the definitions of G(a),Aρ and Aρ, ρ ∈ Ωk, we have
(6.1) Aτ0 ⊂ G(a) ⊂
⋃
τ∈Aσ
⋃
ρ∈Aτ
Aρ ⊂ B
(
cσ, (8δ +
5
2
)|Aτ0 |
)
Thus, we have the following estimate:
(6.2) |Aτ0 | ≤ |G(a)| ≤ (5 + 16δ)|Aτ0 |.
Let η3 := C2(3 + 8δ)
s0 and η4 := C12
−s0 . By (6.1), (6.2) and (1.7),
µ(G(a)) ≤ C2(3 + 8δ)
s0 |Aτ0 |
s0 ≤ η3|G(a)|
s0 ;(6.3)
µ(G(a)) ≥ C12
−s0 |Aτ0 |
s0 ≥ η4(5 + 16δ)
−s0 |G(a)|s0 .(6.4)
Thus, from [20, Lemma 2.5], we obtain (ii). 
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Now we are able to give the proof of the main result.
Proof of Theorem 1.1
By (1.7), Lemmas 3.2 and 3.4, it is sufficient to consider n ≥ (n0 + n2)φk0 . Let
a ∈ αn and let G(a), H(a), νG(a) be as defined above. By Theorem 2.4, Lemma
2.3 of [5] and the similarity of fa, we know that f
−1
a (H(a)) ∈ CTa(νG(a)). From
Lemma 6.1 (i), we have that Ta ≤ n5. Because of Lemma 6.1 (ii), we may apply
Lemmas 3.2, 3.4 to the measure νG(a). We define
d := min
1≤h≤n5
dh, d := max
1≤h≤n5
dh, η := min
1≤h≤n5
gh.
Thus, using the similarity of fa and Lemma 3.2, we obtain
µ(G(a))d ≤ µ(Pa(αn)) = µ(G(a))νG(a)
(
Pf−1a (a)(f
−1
a (H(a)))
)
≤ µ(G(a))d.
By Lemma 2.1, (6.3), (6.4) and (5.1), we have
µ(G(a)) ≤ η3|Aτ0 |
s0 ≤ η3η2φ
−1
k ≤ (n0 + n2)
−1η2η3n
−1;
µ(G(a)) ≥ η4|Aτ0 |
s0 ≥ η4η1φ
−1
k ≥ n
−1
3 η1η4n
−1.
Thus, it suffices to define d1 := (n0 + n2)
−1η2η3 and d2 := n
−1
3 η1η4. One can see
that d1, d2 are independent of n and αn ∈ Cn(µ).
By Lemma 3.5, we know that Pf−1a (a)
(
(f−1a (H(a))
)
contains a ball of radius
η
∣∣Pf−1a (a)
(
f−1a (H(a))
)
∩KνG(a)
∣∣.
Thus, using the similarity of fa, we conclude that Pa(αn) contains a ball of radius
η|Pa(αn) ∩K|. This completes the proof of Theorem 1.1.
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