Although there have been many researches on cluster analysis considering feature (or variable) weights, little effort has been made regarding sample weights in clustering. In practice, not every sample in a data set has the same importance in cluster analysis. Therefore, it is interesting to obtain the proper sample weights for clustering a data set. In this paper, we consider a probability distribution over a data set to represent its sample weights. We then apply the maximum entropy principle to automatically compute these sample weights for clustering. Such method can generate the sampleweighted versions of most clustering algorithms, such as k-means, fuzzy c-means (FCM) and expectation & maximization (EM), etc. The proposed sample-weighted clustering algorithms will be robust for data sets with noise and outliers. Furthermore, we also analyze the convergence properties of the proposed algorithms. This study also uses some numerical data and real data sets for demonstration and comparison. Experimental results and comparisons actually demonstrate that the proposed sample-weighted clustering algorithms are effective and robust clustering methods.
Introduction
Clustering methods are used to partition a data set into several subsets so that the sample points in the same subsets are the most similar to each other and the sample points in the different subsets are the most dissimilar. Nowadays, clustering algorithms have been widely and successfully applied in a variety of substantive areas, such as image processing, data mining, pattern recognition, machine learning, etc. In general, clustering could be roughly divided into two categories of a (probability) model-based approach and a nonparametric approach. A model-based clustering approach is assumed where the data set follows a mixture model of probability distributions so that a mixture likelihood approach to clustering is used [1] . For a nonparametric approach, clustering methods are generally based on an objective function of similarity or dissimilarity measures where partitional methods are popularly used [2] . The most popular partitional methods with cluster prototypes are k-means [3, 4] , fuzzy c-means (FCM) [5, 6] , mean shift [7, 8] and possibilistic c-means (PCM) [9, 10] .
In general, most clustering algorithms treat feature components as equal weights. To improve their clustering strengths, there are many researches considering feature weighting extensions of clustering methods, such as Modha and Spangler [11] , Huang et al. [12] , Wang et al. [13] and Hung et al. [14] . Some researchers had also considered feature selection based on feature-weighted clustering, such as Marcelloni [15] , Witien and Tibshirani [16] and Breaban and Luchian [17] . However, most clustering methods, even with those feature weighting extensions, are always considering all sample points as equal weights during clustering processes. In practice, it is not good to suppose that every sample in a data set has the same weight in cluster analysis. For example, the outlying sample points should have less impact on the clustering results than other regular sample points. Hence, it would be very useful to assign an appropriate sample-weighted function in cluster analysis.
For most clustering studies in the literature, there is little effort in considering sample weights. Sometimes, the sample weights in clustering algorithms need to be provided by users or heuristic methods, such as conditional FCM [18] , deterministic annealing for clustering [19] and general c-means [20] . According to our knowledge, Li et al. [21] seems to be the first attempt at considering a sample-weighted clustering. In Li et al. [21] , they determined the sample weight for a sample point x by the total sample number around the sample point x less than a threshold. However, the procedure in Li et al. [21] is complicated and a good threshold is also not easily chosen. Zhang et al. [22] gave document clustering using sample weights by calculating the so-called PageRank value of each document according to the citing relationship among them. Celebi [23] considered sample weights for color quantization. However, these sample-weighted clusterings were not considering an objective-function optimal solution for sample weights. This limits their efficiency in clustering. Therefore, an approach for automatically computing sample weights is important. We find that Nock and Nieslen [24] seem to be the first considering sample weights based on an objective-function solution. In [24] , they proposed a formalized clustering framework motivated by the boosting algorithm, which offers penalizing solutions via the weights on sample points. However, such a method lacks global formulation of the objective function. Thus, its performance may be more difficult to evaluate than most original clustering algorithms.
In this paper, we propose a new and simple way to generate every sample weight in the clustering process. Since no prior information about the sample weights is given, we apply the maximum entropy principle to the clustering algorithm. The new clustering framework can be applied to most clustering algorithms. For instance, we can construct the sample-weighted versions for k-means, FCM and EM based on the proposed framework. These sample-weighted algorithms are actually useful and robust. The rest of this paper is organized as follows. In Section 2, we propose a sample-weighted clustering framework. We then use the maximum entropy principle to adaptively compute the sample weights during the clustering process. For the sake of comparison, we also analyze Nock and Nielsen's method [24] . In Section 3, we consider the convergence properties of these sample-weighted clustering algorithms. In Section 4, several examples are made with numeric and real data sets to demonstrate the effectiveness and usefulness of the proposed algorithms. Finally, conclusions are stated in Section 5. 
Sample-weighted clustering
where for each k, p (x k ) ≥ 0 and ∑ n k=1 p (x k ) = 1. In this sense, formula (1) becomes a general framework for most clustering algorithms. In cluster analysis, the best partitioning results should minimize the objective function D. However, the direct minimization of Eq. (1) with respect to a distribution p(x) and the cluster centers v 1 , v 2 , . . . , v c may produce unreasonable clustering results. This is obvious from the following lemma.
Therefore, we can obtain a unique minimum for Eq. (1) with the sample weight p
0 elsewhere. However, this weighting function for a data set only produces a cluster with a data point, which obviously makes no sense for clustering. In fact, most previous studies have always taken p(x) as a predefined function by users and a heuristic method or calculated by some other way [18] [19] [20] [21] [22] [23] .
There are results of Lemma 1 because there is no prior knowledge about the distribution p(x). In this sense, we may add a penalized term to Eq. (1) and then apply the maximum entropy principle so that we can get an optimal sample-weighted function p * (x). Therefore, we propose the following general objective function (2):
where for each k, p (x k ) ≥ 0 and ∑ n k=1 p (x k ) = 1 and ς > 0. By minimizing Eq. (2) with respect to p(x) and the cluster centers v 1 , v 2 , . . . , v c , a clustering algorithm can be obtained. Thus, by the standard Lagrange multiplier method, we can get the update equation for p(x) as
If we substitute (3) into (2), we can get Eq. (4) as follows:
Furthermore, we can use the objective function D E of Eq. (2) to create the sample-weighted versions of most popular clustering algorithms. In general, if we give (2) where u ik represents a membership degree of the data point x k belonging to the ith cluster with u ik ≥ 0 and ∑ c i=1 u ik = 1, then we can construct a new sample-weighted fuzzy c-means (SW-FCM) clustering algorithm through the following update equations:
Note that Eq. (3) tells us that the larger the distortion measure between the sample points and the cluster centers is, the smaller the weight of such a sample is. Since the outlying sample point is casually mixed into the data set and is often far from most sample points in the data set, it should have a small weight. Our method guarantees that the sample farthest from the cluster centers has the smallest sample weight so that it is robust to outlying sample points. In the following numerical experiments, we will demonstrate this point.
Naturally, Eq. (3) has a predefined parameter ς . As follows, we first give a rough analysis of ς . If ς approaches zeros from positive and p (x k ) approaches 1/n, then the minimization of Eq. Obviously, such a result is not good for cluster analysis. Therefore, how a proper parameter ς is chosen has a great impact on the performance of the corresponding clustering algorithm. This will be discussed and demonstrated in the experimental section. Certainly, the convergence properties of the sample-weighted method present another interesting question. We will discuss this issue in the next section.
We mentioned that Nock and Nielsen [24] proposed a formalized clustering framework motivated by the boosting algorithm (see also [25] ), which considered weights on the sample points. For the purpose of comparison, we briefly review the construction of their framework. Nock and Nielsen [24] 
Here f (x, θ j ) for 1 ≤ j ≤ c represents a probability density, where θ j denotes its parameter, and π j is the mixing proportion of X that comes from the jth probability density f (x, θ j ). m (j, k) is called a membership function of the data point x k belonging to the jth cluster. Nock and Nielsen [24] focused on finding the optimal sample weights. They first defined the quantity γ t ∈ ℜ as the advantage over the distribution p t (x) at the iteration t that satisfies D t+1 − D t = −γ t , ∀t ≥ 0. They then defined the vector b t,k with
where D t represents the value of the objective function of the corresponding clustering at the iteration t. Thus, the inner product ⟨p t (x), b t ⟩ has ⟨p t (x), b t ⟩ = −γ t . They considered this by minimizing the Bregman divergence (see [26] ) to find the optimal solution for the weights p (x k ) according to the following minimization:
Minimize ⟨1, κ t ⟩ subject to ⟨1, p t+1 (x)⟩ = 1 and ⟨p t+1 (x), b t ⟩ = 0 where κ t is the vector whose coordinate for the data point
Nock and Nielsen [24] gave the update equation for p (x k ) as follows:
where c t has the constraint with
On convergence of sample-weighted clustering
In Section 2, we gave the sample-weighted fuzzy c-means (SW-FCM) based on the proposed clustering framework. We here give the sample-weighted versions of three popular algorithms, k-means, FCM and EM, as shown in Table 1 . 
Table 2
The SW-kM algorithm.
Initialization: Choose c cluster centers and ς
Step 1: Compute the membership u ik according to Table 1 Step 2: Computer p (x k ) according to Table 1 Step 3: Calculate cluster centers according to Table 1 .
Step 4: If a convergence criterion is not met, go to Step 1. Typical convergence criteria are: the maximal iteration number, or minimal decrease of objective function.
Obviously, if we set ∀k, p (x k ) = 1/n, then the sample-weighted algorithms in Table 1 will become their original versions. In fact, most clustering algorithms can be constructed through the minimization of Eq. (2) under the special case of ∀k, p (x k ) = 1/n. A number of previous studies had investigated the convergence properties of k-means [27, 28] , FCM [29] [30] [31] and EM [32, 33] . Since the extended convergence proofs for the sample-weighted versions of k-means, FCM and EM are very similar, we only prove the convergence of the sample-weighted k-means (SW-kM) clustering algorithm. In order to show the convergence clearly, we describe the SW-kM in a clearer way, as shown in Table 2 . According to Table 1 , the objective function of SW-kM is as follows:
where ∀k, 
, . . . , 
Obviously, it is positive definite. Therefore, Eq. (8) reaches its unique global minimum if and only
By the above three propositions, it is apparent that every iterative step of SW-kM leads to the decrease of the objective function (8) . We set 
 T . Then, the above three propositions guarantee that Zangwill's Theorem can be applied to prove the following theorem.
Similarly, we can prove those convergence properties of SW-FCM and SW-EM.
Examples and comparisons
When one or several sample points in a data set are far from other sample points, most clustering algorithms, such as kmeans, FCM, EM, etc., may perform poorly. The reason is that each piece of data has the same importance in these clustering processes. However, such an assumption does not hold when outlying sample points exist in a data set. In general, our sample-weighted methods can avoid this problem because they can output small sample weights for these outlying sample points. In this section, we will compare the original k-means, FCM and EM algorithms with our sample-weighted versions in several data sets with outliers.
We first describe the two data sets used in this section. The first data set is IRIS data with 150 data points. It is divided into three groups and two of them are overlapping. Each group has 50 data points and each point has four attributes. More details about the IRIS data are available in [34] . The second data set is Data_3, which is a set of 600 sample points including N (µ i , I ). For the purpose of comparison, we add outliers to the two data sets, IRIS and Data_3, as shown in Table 3 .
The two data sets with the outlier are denoted by IRIS * and Data_3 * . We implement k-means, FCM, EM and their sampleweighted versions on the two data sets, IRIS * and Data_3 * , 100 times for some parameter settings. We then compute the average error number of the clustering results. These experimental results are shown in Tables 4 and 5. According to Table 4 , it is evident that the outlier may heavily impact the performance of the clustering algorithms. Moreover, Table 4 clearly tells us that k-means outputs the largest deviation between the average and minimum error number for IRIS, IRIS * , Data_3 and Data_3 * , followed by EM and FCM. We implement these sample-weighted algorithms
with different values of ς on the data sets IRIS, IRIS * , Data_3 and Data_3 * . The clustering results with the average and minimum error number are shown in Tables 5 and 6 , respectively. Obviously, Tables 5 and 6 strongly suggest that these sample-weighted methods are quite useful for k-means, FCM and EM with outlying sample points. On the other hand, when ς is chosen properly, these sample-weighted versions improve a lot with greatly enhanced performance compared Table 5 Average error number of clustering results for SW-kM, SW-FCM and SW-EM with 100 runs. to their original versions. On average, the sample-weighted FCM are more robust than the sample-weighted k-means and the sample-weighted EM when dealing with the outliers. From the results of Table 5 , we find that if ς is too large, these sample-weighted clustering methods may give worse clustering results. These results from Table 5 actually support our analysis of ς in Section 2.
Since the numerical experiments suggest that the sample-weighted FCM are the most robust, we further investigate the robustness of sample-weighted FCM with respect to outlying points. If the sample-weighted FCM is robust to the outlying points, the sample weights of the outlier sample should be close (even equal) to zero. To clearly show this point, we plot the sample weights of the outlying points with different values of ς generated by the sample-weighted FCM for Data_3 * and IRIS * , respectively, as shown in Fig. 2. From Fig. 2 , we find that the increase of ς decreases the sample weights of the outlying points. However, ς values which are too large lead to poorer performance. In general, we suggest that the suitable values of ς are between 0.001 and 0.3. As a whole, these sample-weighted clustering methods are actually more robust than their original versions.
Conclusions and discussion
In this paper, we propose adaptive sample-weighted methods for partitional clustering algorithms, such as k-means, FCM and EM, etc. Such methods are not only able to automatically determine the sample weights, but also to decrease the impact of the initialization on the clustering results during clustering processes. In particular, k-means, FCM and EM are greatly influenced by the outlying samples in the data set. However, their sample-weighted versions are not significantly influenced by such outlying samples. Numerical experiments demonstrate the superiority and effectiveness of these sample-weighted versions. Furthermore, we also discuss the convergence properties of the sample-weighted k-means clustering algorithm. In our future work, we will further study parameter selection for these sample-weighted clustering algorithms.
