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Abstract
The rigidity of a matrix M is the function RM(r), which, for a given r, gives the minimum
number of entries of M which one has to change in order to reduce its rank to at most r.
This notion has been introduced by Valiant in 1977 in connection with the complexity of
computing linear forms. Despite more than 20 years of research, very little is known about
the rigidity of matrices. Nonlinear lower bounds on matrix rigidity would lead to new lower
bound techniques for the computation of linear forms, e.g., for the computation of the DFT,
as well as to more general advances in complexity theory. We put forward a number of linear
algebra research issues arising in the above outlined context. © 2000 Elsevier Science Inc. All
rights reserved.
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1. Introduction
The purpose of this note is to bring the notion of matrix rigidity to the attention
of the linear algebra community, and to stimulate research in related open questions
of linear-algebraic flavour.
Matrix rigidity has been introduced and used in the context of a very difficult
subject in complexity theory, namely that of proving nontrivial lower bounds on the
length of computations. So far there have been only a very few significant advances
in the above area. As an example, despite more than 20 years of research, it is still
unknown whether or not the existing FFT algorithms, which run in time proportional
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to n logn, are optimal, i.e., whether or not n logn is asymptotically a lower bound
for the computation of the n-point DFT.
Motivated by such lower bound issues, several authors have introduced suitable
linear algebra techniques, which allow one to view certain computational questions
as equivalent algebraic questions. One of such questions is finding matrices with
high rigidity, the subject of this paper.
In 1977 Valiant suggested that nonlinear lower bounds on the length of programs
(or, equivalently, on the size of circuits) can be proved by constructing matrices
satisfying given properties, based on the notion of matrix rigidity. The rigidity of
a matrix M is the function RM(r), which, for a given r, gives the minimum number
of entries of M which one has to change in order to reduce its rank to at most r.
The notion of rigidity combines sparsity and rank issues in such a way that they
become “responsible” for lower bounds. Indeed the intuition behind the next theorem
by Valiant is that linear forms associated with matrices of high rigidity cannot be
computed by particularly simple circuits.
Theorem 1 [26]. If the n× n matrix Mn has rigidity RMn(εn) > n1+ε , where ε is a
positive constant, then the transformation x → Mnx cannot be computed by linear
size and logarithmic depth circuits with gates computing linear functions over a
given field.
Theorem 1 stimulated a number of research efforts aiming at finding matrices with
high rigidity. Although both a random matrix and a matrix whose entries are different
indeterminates have rigidity even larger than required by Theorem 1 (i.e., close to n2,
as Theorem 3 will show), we will see that very little has been proved about explicit
matrices. The best known lower bounds on the rigidity of explicit matrices are indeed
of the form X( n2
r
log n
r
) [7], which gives only linear lower bounds on RM(εn).
The rest of this paper is organized as follows. In Section 2 we introduce the main
notation used throughout the paper. In Section 3 we provide some background on
graphs which describe linear circuits, and we introduce the fundamental combinator-
ial properties from which the notion of rigidity originates. In Section 4 we sketch the
central issues underlying the history of lower bounds on linear form computations,
especially in connection with matrix rigidity. In Section 5 we describe the basic
results and main open questions. Finally in Section 6 we summarize the state-of-the-
art concerning the techniques used to analyze matrix rigidity, and propose a number
of related research issues.
2. Notation and definitions
We use the symbols R and C to denote the real and complex field, respectively. We
adopt the standard “big-oh” notation for asymptotic analysis. Im denotes the identity
matrix of size m.
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For a matrix A, the notation A ≡ (aij ) indicates that aij is the (i, j)th entry of A.
Given a complex matrix A, we denote by A∗ its conjugate transposed.
A matrix T ≡ (tij ) is a Toeplitz matrix if tij = ti−j . A Toeplitz matrix is circulant
if its (i + 1)th row is the cyclic shift of the ith one, i = 1, 2, . . . , n− 1.
The Fourier matrix of order n is the matrix whose (i, j)th entry is defined as
ω(i−1)(j−1), where ω is an nth primitive root of the unity.
An n× n complex matrix H ≡ (hij ) is called generalized (or arbitrary) Hadam-
ard matrix if |hij | = 1 for all i, j and HH ∗ = nIn.
For n = 2k , we say that Hn is an Hadamard matrix if it satisfies the following
recursive definition:
H1 =
(
1 1
1 −1
)
, Hn =
(
Hn/2 Hn/2
Hn/2 −Hn/2
)
.
With the notationG ≡ (V ,E) we refer to a graph G whose vertex (resp. edge) set is
V (resp. E).
3. Graphs, circuits, and lower bound issues
Models of computation like circuits can be described as directed graphs, whose
nodes and arcs correspond to computation gates and communication links, respect-
ively. This leads to looking at computational complexity issues, which arise when
analyzing circuits, in terms of graph properties. More precisely, the idea is to seek
properties which must be satisfied by the family of graphs which correspond to all
possible circuits for performing a certain computation, and try to see if such proper-
ties lead to complexity result. For instance, it has been proved that the computation
graph of the DFT must be a superconcentrator, although it was proved later that this
property does not lead to complexity lower bounds [27].
A popular model used to analyze the computation of linear forms is that of linear
circuits, e.g., fan-in two circuits whose gates compute a linear combination of their
inputs.
In the following we give the precise definition of linear form, linear program, and
linear circuit.
Definition 1. A linear form in the indeterminates x1 , x2 , . . . , xn over a field F
consists of any expression of the type
∑n
i=1 λixi , where λi ∈ F.
A linear program is a sequence of assignments of the form x := αy + βz, where α
and β are constants, and x, y, z are variables over a given domain, e.g., a field. There
is only one restriction on the sequence, i.e., a variable which is on the left-hand
side of an assignment cannot appear in any previous assignment in the sequence.
Variables which are never on the left-hand side of an assignment are called input
variables.
A linear circuit associated with a given linear program is a directed and acyclic
graph with a node rˆ for each variable r of the linear program, and two directed arcs
184 B. Codenotti / Linear Algebra and its Applications 304 (2000) 181–192
(yˆ, xˆ) and (zˆ, xˆ), labeled α and β, respectively, for each assignment of the form
x := αy + βz.
Note that the above definition implies that a linear circuit has fan-in 2.
Definition 2. The size of a linear circuit is given by the number of its nodes. The
depth of a linear circuit is equal to the length of the longest path from any input node
to any output node.
A specific graph property, which turns out to be essential to explain the role of
rigidity in the computation of linear forms, has been analyzed by Valiant in [26,28].
Using combinatorial results on long paths in sparse graphs which had been obtained
by Erdös et al. [6], Valiant has shown that a logarithmic depth circuit of linear
size is characterized by a computational “bottleneck”, provided by a set of nodes
of sublinear size which must be crossed by all the long paths of the circuit.
More precisely, Valiant has proved the following result (see [26]).
Theorem 2 (Bottleneck). For every ε > 0, c, and d, there exists k such that for any
directed acyclic graphG ≡ (V ,E) with cn nodes and depth d logn there exists a set
of edges S ⊆ E of cardinality kn/(log logn) such that every directed path of length
at least ε logn contains an edge from S.
Theorem 2 provides us with a tool for the analysis of linear circuits of linear
size and logarithmic depth. Roughly speaking, the computation can be conveniently
viewed as composed by two parts, associated to a set of linear forms computed on
long and short paths, respectively.
By applying the just mentioned results by Erdös et al., one can show that the part
of computation which requires long paths must cross a sublinear number of nodes,
and thus that the corresponding portion of the linear circuit can only compute linear
forms associated with a matrix of sublinear rank. On the other hand, the remaining
portion of the circuit does not contain long paths, which, together with the fact that
circuit size must be linear, implies that it computes linear forms satisfying strong
sparsity constraints.
The above outlined framework provides a way to turn the computational limita-
tions of this kind of circuits into linear algebraic properties, which, as we will see
later on, are precisely captured by the notion of rigidity.
In order to clarify the above discussion, let us present a simple example of a matrix
whose associated linear forms can be computed by linear size and logarithmic depth
circuits.
Example 1. Let A be an n× n matrix with off-diagonal entries equal to 1 and with
diagonal entries equal to k, k /= 1. Let x = [x1 x2 · · · xn]T be a vector of indeterm-
inates. It is clear that the matrix A can be written as the sum of a rank one matrix B
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with all the entries equal to 1, and of a very sparse matrix, i.e., the diagonal matrix
C = (k − 1)I .
This suggests a very simple circuit for computing Ax. In fact y = Bx can be
computed by
• a complete binary tree of size n and depth log2 n with arcs labeled by ones, which
computes z = x1 + x2 + · · · + xn;
• a complete binary tree of size n and depth log2 n rooted at the node computing z,
which broadcasts the value z towards all the n output nodes.
The computation of Cx can be done by a circuit of depth one with n gates comput-
ing (k − 1)xi , and finally Ax can be recovered by adding the values z and (k − 1)xi
on n further gates.
It should be clear that this is an extreme case of the property discussed above: the
low rank part can be computed crossing the “bottleneck” of the circuit, which in this
case is the single node computing z, while the sparse part can be computed in small
depth, which in this case is just one.
Summarizing, we are dealing with a model of computation which can be de-
scribed in terms of graphs, so that complexity issues (circuit size and depth) are
mapped into graph-theoretic properties. Further restrictions on the nature of the
circuits under investigation allow us to identify their computational limitations in
combinatorial terms. We will see how these combinatorial properties lead to an al-
gebraic notion, which is responsible for the complexity of linear form computations.
The existence of such algebraic tool allows us to claim that the general difficulty
of analyzing computations is mitigated in the setting of linear size and logarithmic
depth linear circuits.
4. History
The study of the complexity of linear forms computation originated from the
work of Morgenstern [16,17], Grigoriev [10], and Valiant [26] during the 1970s.
We can probably say that the starting point of these investigations has been the
attempt of identifying the algebraic features which are responsible for computational
complexity, such as sparsity, low rank, vanishing minors, properties of determinants.
In particular, Morgenstern obtained in [17] some partial results towards the goal of
determining all the algebraic relations which could be exploited when computing
linear forms.
Another piece of work by Morgenstern [16] aims at establishing lower bounds
for linear circuits with bounds on the coefficients of the linear forms computed
by the gates of the circuit, i.e., circuits which only use constants not larger than a
given absolute upper bound. With such restrictions, Morgenstern succeeded to derive
nontrivial lower bounds on the size of linear circuits, by proving that the number of
additions and scalar multiplications in a fan-in 2 circuit for computing linear forms
associated with a matrix A is at least logc |Det(A)|, where c is the maximum of the
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sum of the absolute values of the coefficients used in any linear combination. He
was thus able to show, e.g., an 12n log2 n lower bound for the circuit size required to
compute an n× n DFT, under the restriction that c 6 2. Classical FFT algorithms
satisfy these constraints, and so they turn out to be optimal among a significant
class of algorithms. Unfortunately, Morgenstern’s method gives large lower bounds
also for diagonal matrices with large entries, which suggests that it cannot be easily
modified in order to handle the unrestricted case.
Several researchers further analyzed the complexity of computing linear forms in
such restricted linear model, using information on the singular values of the matrix,
and taking advantage of Wielandt–Hoffman inequality (see the work by Chazelle [3],
Lokam [24], and also by Nisan and Wigderson [18], who analyzed linear vs bilinear
form computation).
In a recent paper [20] Pudlák has shown that several of these results can also be
obtained using bounds on determinants, as in the original approach of [16].
It is still an open problem to prove superlinear lower bounds on general circuits,
for which the only available algebraic tool is Valiant’s notion of matrix rigidity [26].
Partial results towards nonlinear lower bounds have been first obtained by Alon [1],
who analyzed the rigidity of Hadamard matrices, and by Friedman [7], who ana-
lyzed matrices derived from codes. Subsequently Kashin and Razborov [13] used
new techniques to analyze the rigidity of Hadamard matrices, and their efforts also
lead to an improvement of the results of [24] for the restricted linear model, by
allowing larger constants to be used in the computation. Although it seems clear that
Hadamard matrices do have large rigidity over the real field, the best bound so far
obtained is just X(n2/r) [13].
In general, the best known lower bounds on the rigidity of explicit matrices are of
the form X( n
2
r
log n
r
) [7,25], which only gives linear lower bounds on RM(εn).
Therefore, we are, at present, unable to prove a nonlinear lower bound on the
length of linear programs, with unbounded coefficients, that compute the Hadamard
Transform, the DFT, or any other explicit matrix–vector product. However, Pudlák
proved in [19] that the existing lower bounds on matrix rigidity are sufficient to prove
nonlinear lower bounds on linear circuits of very small depth. Other applications of
rigidity to complexity theory have been analyzed by Razborov [23], Pudlák et al.
[22], and Satyanarayana [24].
5. Valiant’s Theorem and related issues
In this section we formally define the notion of rigidity, discuss the already stated
Valiant’s Theorem and some background, and conclude by arguing about a restricted
version of rigidity which can be analyzed by using spectral methods.
Definition 3. The density of a matrix A (Dens(A)) is the number of its nonzero
entries.
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Definition 4. The rigidity of a matrix A with entries from a field F is the function
RFA(r), defined as
RFA(r) = min
B
{Dens(A− B) |RankF(B) 6 r }.
When the field in question is clear from the context, we use the notation RA(r)
instead of RFA(r).
It is easy to check that the rigidity of an n× n matrix A always satisfies RA(r) 6
(n− r)2 (see [26]). However, we are interested in the reverse inequality, since, ac-
cording to Theorem 1, the issue which concerns lower bounds amounts to finding
matrices for which the minimum number of entries to be changed in order to reduce
the rank below a linear value is nonlinear.
It is important to notice that a nonlinear lower bound can be proved for ran-
dom matrices and for matrices whose entries are independent indeterminates (as
follows from suitable corollaries of Theorem 3), although these results do not have
complexity implications.
Theorem 3 [26].
1. Let F be a field of characteristic 0. Then, for every n, there exists an n× n matrix
A with entries from F such that RA(r) = (n− r)2.
2. Let F be a finite field with c elements. Then, for every n, there exists an n× n
matrix A with entries from F such that, for all r < n−√2n logc 2+ log2 n,
RA(r) >
(n− r)2 − 2n logc 2− log2 n
2 logc n+ 1
.
Theorem 3 can be viewed as just one of the many facets of the well-known
phenomenon of nonconstructive lower bounds, e.g., proofs by counting arguments
of the existence of hard functions. Note that the characteristic of the field in question
influences the bound only in a marginal way.
Nonlinear rigidity bounds have also been proven for matrices defined over the
rational numbers, and whose entries are very large integers. However, what really
matters to the extent of establishing significant complexity lower bounds is to define
explicit matrices of high rigidity with entries from a fixed finite set.
We now proceed to analyze some work by Satyanarayana [24] (see also [3,20]),
which constitutes a sort of bridge between Morgenstern and Valiant approaches.
In [24], the author introduces a restricted version of rigidity where the size of
the entries of the matrix A− B from Definition 4 has to satisfy certain upper and/or
lower bounds. The main tools from linear algebra that have been used in [24] are
based on the notion of singular values.
Recall that the singular values s1 > s2 > · · · > sn > 0 of an n× n matrix A are
the entries of the diagonal matrix D in the decompositionUTAV = D, where U and
V are orthogonal matrices. Alternatively, one can write A =∑ni=1 siuivTi , where the
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ui’s and vi’s are the ith columns of the matrices U and V, respectively. We denote by
‖ · ‖2 and ‖ · ‖F the L2 and the Frobenius matrix norm, respectively. We have that:
• the rank (over R) of a matrix is equal to the number of its nonzero singular values;
• ‖A‖2F =
∑n
i=1 s2i ;• ‖A‖2 = s1.
The above properties reveal how the singular values are related to rank and to
different matrix norms. But there is more to their role: indeed the following two
results show that the singular values give a precise indication of how close a given
matrix is to a matrix of lower rank [8, pp. 73, 429].
• min
rk(B)=k ‖A− B‖2 = ‖A− Ak‖2 = sk+1, where Ak =
∑k
i=1 siuivTi (1);
• ‖A− B‖2F >
∑n
i=1(si (A)− si (B))2 (2).
Equality (1) shows that the problem of rigidity becomes easily tractable if one
evaluates the L2 norm of the changes instead of computing the actual number of
changes. This means that one can transfer the results obtained under the L2 norm
onto rigidity bounds by using inequality (2) (which is known as Wielandt–Hoffman
Theorem [11]). Unfortunately, the resulting bounds are significant only by making
assumptions on the magnitudes of the changes, so that they can only be applied to
the restricted version of rigidity.
Building upon relations (1) and (2), Satyanarayana shows in [24] that the n× n
Hadamard matrix, whose singular values are all equal to
√
n, has rigidity X(n2/θ2),
where θ is an upper bound on the magnitude of the changes; such result leads to a
nonlinear lower bound holding in the restricted model analyzed by Morgenstern.
6. Challenges
The main open problem left by Valiant can be expressed as follows.
Problem 1 (Valiant). Explicitly define a matrix with nonlinear rigidity, i.e., a matrix
whose rank can be reduced below a given linear value only after changing a nonlinear
number of its entries.
Suitable candidates for nonlinear rigidity are Hadamard and Fourier matrices.
Concerning Hadamard matrices, it is worthwhile to mention the following results
obtained by Alon [1]:
• if t > n− n/r , then every r × t submatrix of an n× nHadamard matrix has rank
r;
• if less thanm = n2/r2 entries of an n× nHadamard matrix are changed, then the
rank of the resulting matrix remains at least r, which means that the rigidity of an
n× n Hadamard matrix H satisfies RH(r) > n2/r2.
In [13] one can find important improvements over Alon’s result, where the strength-
ening is obtained by proving that the rank of submatrices of an Hadamard matrix is
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rather large, at least on the average. More precisely, Kashin and Razborov prove the
following lemma and corollary.
Lemma 1. Let A ≡ (aij ) ∈ Cq×n, with q 6 n, be such that |aij | = 1 for all i, j .
Assume that AA∗ = nIq . Let now B be a randomly chosen q × q submatrix of A.
Then, for any r, we have that the probability that the rank of B is less than or equal
to r does not exceed 2r/q .
From Lemma 1 one can derive the following corollary.
Corollary 1. Let H be an n× n generalized Hadamard matrix, and Hq be a q × q
random submatrix of H. Then the expected value of the rank of Hq is at least q/8.
Using Lemma 1 and Corollary 1, one can show that at least X(n2/r) entries must
be changed in an arbitrary Hadamard matrix in order to reduce its rank below r.
Kashin and Razborov also mention some literature in functional analysis ded-
icated to the amount of orthogonality in random submatrices of a given othogonal
matrix [12,14,15], an issue which could be relevant for the analysis of rigidity, since
“sufficiently orthogonal” matrices have certainly full rank.
Shokrollahi et al. [25] analyze the rigidity of the Cauchy matrix, i.e., a matrixC ≡
(cij ) such that cii = 0 and cij = 1/(ci − cj ), for i /= j , where the ci’s are pairwise
distinct constants. More precisely, they consider the rigidity of the n× n Cauchy
matrix over a field with at least 2n elements, and with some additional properties,
and prove that it satisfies RCn(r) = X( n
2
r
log n
r
).
The main ingredient in the proof of the above lower bound is the following
combinatorial lemma.
Lemma 2. Let log2 n6r <n/2, and let n be sufficiently large. If less than n24r log nr−1
entries of an n× n matrix are “marked”, then there exists an r × r submatrix that
has not been marked.
The proof of Lemma 2 can be found in [25], and uses a result from extremal graph
theory [2].
The current situation concerning lower bounds on the rigidity of specific matrices
leads us to formulate the following question.
Problem 2. Improve upon the R(r) = X( n2
r
log n
r
) record on the rigidity of a spe-
cific family of matrices whose entries are small integers. Reasonable candidates are
Hadamard, Fourier, Cauchy matrices, as well as the circulant matrices analyzed in
[4].
Another research subject concerns matrices whose entries are indeterminates. In
the general case, arguments similar to those used in the proof of Theorem 3 lead
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to a proof of nonlinear rigidity. The proof uses the presence of a quadratic number
of indeterminates, and thus motivates the following natural questions (which were
raised in [21]) on the rigidity of matrices defined in terms of a linear number of
indeterminates, and satisfying certain structural constraints.
Problem 3. Analyze the rigidity of a Toeplitz or a circulant matrix whose entries
are different indeterminates.
Note that the solution to Problem 3 could have implications on the rigidity of
Fourier matrices. Indeed any circulant matrix is diagonalized by the Fourier mat-
rix, and thus any hardness result for the computation of linear forms associated to
circulant matrices would translate into a hardness result for Fourier matrices.
Even the solution to the two following weaker versions of Problem 3 would be
interesting.
Problem 4. Analyze the rigidity of a Toeplitz or a circulant matrix whose entries
are different indeterminates, when the changes are restricted to be polynomials in the
indeterminates.
Problem 5 (Smolensky). Analyze the rigidity of a Toeplitz or a circulant matrix
whose entries are different indeterminates, when the changes are restricted to be
linear polynomials in the indeterminates.
The results obtained by Kashin and Razborov in [13] include improvements over
[24], for what concerns the restricted version of rigidity. They prove that if the abso-
lute value of the changes are bounded from above by the quantity θ > n/r , then the
number of changes must be at least X(n3/rθ2), improving upon the bound X(n2/θ2)
[24].
These recent results indicate that the following question is of major importance.
Problem 6. Characterize the extent to which spectral techniques can be useful to
tackle general lower bound issues. As as example, analyze the question of the (un-
restricted) rigidity of matrices whose entries are small constants and whose singular
values are (almost) all “high”. We already know that this property can be applied
to find significant lower bounds on restricted rigidity. Are the singular values also
responsible for rigidity?
Two kinds of techniques have been used so far to analyze matrix rigidity. On the
one side, there are arguments of combinatorial flavour, where, e.g., one evaluates the
size of submatrices still satisfying some properties, after a certain amount of modi-
fication has been done on the original matrix. On the other side, there are spectral
techniques and volume arguments which (at least so far) only take care of lower
bounds for the restricted version of linear circuits.
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Some sort of combination of the two approaches seems to be the right way to go
in order to obtain stronger results, although radically new ideas are probably needed.
Some partial results towards this goal have been presented in [4], where a general
plan for obtaining nonlinear lower bounds by analyzing certain properties of low
rank matrices is outlined.
It is finally worthwhile to point out some possibly related work which has been
already done in the field of linear algebra, i.e., [5,9,29]. These papers analyze condi-
tions under which some constrained perturbations lower the rank of a given matrix,
and thus could be relevant for suggesting new approaches to matrix rigidity.
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