We describe a number of modeling applications of advanced Cell-DEVS models, a modeling formalism Norbert Giambiasi and I defined in the late 1990s. We discuss improved versions of these models built using the CD ++ toolkit, which was built in order to study, model, and simulate such cellular models. The models have removed some limitations that standard cellular models have, which allow each cell to use multiple state variables and multiple ports for inter-cell communications. We show the application of the formalism in three different areas of science and engineering: social models, pedestrian analysis and occupancy in buildings, and virus spreading in computer networks.
Introduction
In 1995, under the supervision of Norbert Giambiasi, we started working on new modeling simulation techniques to study complex systems. The idea was to help understand the dynamic behavior of real systems where analytic solutions are impossible to find. We were initially interested in studying a combination of parallel simulation algorithms and formal models that could be executed by simulation engines. Formal models can improve the definition of the model and making easier their execution, as these executable models can be verified against a formal specification. A parallel simulator could run these executable models with high performance. Such models, built using a modeling formalism, could also be used to translate formal specifications into executable models, making the modeling process simpler. Even though it contains many assumptions, an executable model is far less ambiguous than a text-based requirements document.
One such formalism, known as DEVS (discrete events systems specification), was well suited to achieve our goals.
1 DEVS formal definitions allow modular description of the phenomena to model, and it attacks complexity using a hierarchical approach. This hierarchical modeling strategy allows the reuse of tested models, enhancing the security of the simulations, reducing the testing time and improving productivity. During our initial research on parallel simulation of DEVS models, we found an interest in extending these concepts to cellular models, based on the original formal specifications of cellular automata (CA). CA is a formalism well suited to describe complex systems with different description levels, using a spatial notation that is useful to understand the results of the simulations, and analyzing their results. 2 A CA is a formal model defined as an infinite regular n-dimensional lattice containing cells that can execute a local computing function. Each cell state is discrete and is modified in discrete time steps. To do so, it uses the local transition function based on the present cell state and a finite set of nearby cells (called the cell's neighborhood).
One of the issues we wanted to address was the fact that CA use discrete time, and DEVS is discrete-event. This is a major difference when we build executable cell spaces. DEVS timing representation is more general, and CA time-stepped definition poses restrictions in the precision of the model. Discrete time bases are more imprecise, as the time is represented as a positive integer number. The use of a continuous time base allows higher time precision to be achieved, periods of inactivity are skipped, and the use of the computer resources is improved. Likewise, using a discrete time base makes it difficult to integrate phenomena with different timing delays. Finally, combining CA with other models is complex. Considering these issues, we extended the original definition of cellular models and defined Cell-DEVS, a timed cellular model specification based on DEVS with explicit timing delays. Based on Norbert's experience in the circuit design domain, we added semantics for transport and inertial delays, two basic constructions usually employed in circuit design. Norbert had a long research experience in the domain of digital circuits, and his experience was focused on this part of the formalism. Transport delays reflect the straightforward propagation of signals over lines of infinite bandwidth. Inertial delays, instead, allow defining preemptive semantics in the models. These constructions are very useful to define advanced timing delays in the cells, and we showed in different case studies how to use them to model other physical phenomena that can be described as cell spaces (i.e., fire propagation, environmental models, urban traffic, crowd modeling, etc.). The original ideas were presented elsewhere. [3] [4] [5] [6] It is important to notice that each of the cells in the cell space is updated at different times (a real number, or extended representations like the ones defined in Goldstein et al.), 7 as set by a rule's delay component. This is a clear departure from the classical approach to CA, where all active cells are updated at the same time, thus reducing computation time. Another advantage is that expressing timing delays is simple, which allows the modeler to reduce the development time related with timing control modeling. The specification of such a cellular model can be translated into an executable model.
The Cell-DEVS formalism has been used for modeling and simulation of varied phenomena, [8] [9] [10] [11] based on our work with Norbert and our original discussions. This noncomprehensive list can be classified in various areas: traffic, [12] [13] [14] [15] [16] physics, [17] [18] [19] environmental modeling, [19] [20] [21] [22] [23] [24] [25] networking, [26] [27] [28] [29] architecture and construction, [30] [31] [32] [33] [34] biology and medicine, [35] [36] [37] [38] [39] defense and emergency planning, [40] [41] [42] [43] [44] [45] [46] [47] [48] social models, [48] [49] [50] crowd modeling, [51] [52] [53] [54] and many others, ranging from power models, music generation, image detection, etc. [55] [56] [57] Cell-DEVS was extended and combined with different methods to improve the modeling further. One of the first contributions in the year 2000 was the definition of activity-based models, in which we proposed to use the level of activity of the different cells in the model to reduce the computation required to run the Cell-DEVS models. This idea, based on the dynamic quantization of the cell's value, was presented in the paper by Wainer and Zeigler and recently detailed by Wainer. 58, 59 By conducting varied experimentation, we could realize that when we use a quantizer for a cell, and we reduce the outputs generated by each of them, we gain speed while having a cost of added error. We saw that when we increased the quantum size for the active cells, they became inactive quickly and reduced computation time (at increased error rate). Thus, detecting the activity level in the different zones of the cell space would improve the performance of the simulation even further. Then, we combined Cell-DEVS was combined with G-DEVS, another contribution of Norbert Giambiasi, in which we approximate the local computation function using a polynomial approximation of the local computing function. 60 We also combined with quantized DEVS models with hysteresis, which later became formalized and extended as the set of quantized state system numerical methods. 61 Other extensions included extending Cell-DEVS for quantum dot computing, computational fluid dynamics, 62 and finite element and finite differences methods. 63 The Cell-DEVS formal specifications allowed us to define a variety of simulation algorithms in different environments, which include parallel simulation using conservative approaches, 64, 65 optimistic algorithms, multi-core architectures, and using multi-coarse-grained parallelism. [66] [67] [68] [69] All the models can also be executed in distributed fashion using a variety of distributed middleware algorithms. [70] [71] [72] The executable specification and the independence between simulation algorithms and model specification provided by DEVS allowed us to define these multiple simulation engines with ease.
The formal specifications for Cell-DEVS models were defined by different teams of students throughout the years, based on the formal specifications built based on our discussions with Norbert. The tools are different instantiations of the CD ++ toolkit, 7 which was originally built to simulate DEVS and Cell-DEVS models. CD ++ was originally built including a high level modeling language for binary CA combined with timing delays. It was then extended to include an advanced modeling language, which was further extended to enhance expressivity for defining complex applications. 73, 74 All these advances have been summarized in Figure 1 .
In the following sections we will discuss the basic ideas of Cell-DEVS, introduce the CD ++ modeling language for modeling Cell-DEVS applications, and will present different case studies that are useful to understand the formalism better. We will first present a simple example of a social model in which we study the influence of peers for choosing products in a duopolistic markets. We then focus on a complete different area: modeling of pedestrian movement and occupation of buildings, and the integration of the cellular model with three-dimensional (3D) visualization engines. Finally, we show a model of malware in computer networks, showing how Cell-DEVS models can be used to study this modern security problem. The models are based on existing literature, in which the authors have conducted validation of the correctness of the models proposed. Here we show how to define those models and some basic extensions as Cell-DEVS models, and their implementation in CD ++ , as a way to show concrete results of the theoretical work we conducted with Dr. Giambiasi in three different areas of knowledge.
Formal description of Cell-DEVS models (revisited)
As discussed in the Introduction, Cell-DEVS was defined as a combination of CA and DEVS with explicit timing delays. The DEVS formalism provides a framework for the construction of modular hierarchical models, allowing for model reuse, and for reducing development time and testing. In DEVS, basic models (called atomic) are specified as black boxes, and several DEVS models can be integrated together forming a hierarchical structural model (called coupled). DEVS not only proposes a framework for model construction, but also defines an abstract simulation mechanism that is independent of the model itself. Cell-DEVS define a cell as a DEVS model and a cellular automaton as a coupled model, and introduces an explicit timing mechanism for each cell. Using Cell-DEVS has different advantages. First, we have asynchronous model execution, which, as shown in our work with Giambiasi, 3, 4 results in improved simulation execution times. Timing constructions permit defining complex conditions for the cells in a simple fashion, as showed in also early work done on the topic with Norbert. 5, 6 As DEVS models are closed under coupling, seamless integration with other types of models in different formalisms is possible. The independent simulation engines permit these models to be executed interchangeably in single-processor, parallel or real-time simulators.
Cell-DEVS allows building cellular models in which each cell holds a state variable and a computing apparatus. This function is in charge of updating the cell state according to a local rule, by using the present cell state and those in a finite set of nearby cells (called its neighborhood). Each cell is defined as a DEVS atomic model, and it can be later integrated to a coupled model representing the cell space. A Cell-DEVS atomic model is defined as follows:
-X2 R is a set of external input events; -Y2 R is a set of external output events; -I is the model's modular interface; I = \ h + g, P x , P y . defines the model interface. Here, h, g 2 N are the number of inputs coming from the neighborhood size and other inputs, and, for I = X or I = Y, P I is a port definition (input or output, respectively), where
, and T i I =binary (port type)}; -S is the state set, where
The formal specification of a cell with inertial delays only changes the state definition:
-E is the set of values for the input external events;
, is the set of the external events (from the neighborhood's and other inputs); -delay is the type of delay: transport, inertial, or others defined; 7 -d 2 R 0 + is the delay value for the cell; -d int : S!S is the internal transition function; -d ext : QxX ! S is the external transition function, where Q is the state set defined by Q = { (s, e) / s 2 S, and e 2 [0, ta(s)]}; -t: E ! S is the local transition function; -l: S !Y is the output function; and -ta: S !R 0 + [N, is the time advance function.
A cell uses a set of input values E to compute its future state, which is obtained by applying the local computation function t. A delay function is associated with each cell, deferring the output of the new state to the neighbor cells. Two types of delays were defined originally, which are used in most applications: inertial and transport delays (although there are other variations). 7 When a transport delay is used, the future value will be added to a queue sorted by output time. Therefore, all the previous values that were scheduled for output but that have not yet been transmitted; will be kept on the queue. On the other hand, inertial delays use a preemptive policy: any previous scheduled output value, unless the same as the new computed one, will be deleted and the new one will be scheduled. This activation of the local computation is carried by the d ext function. After the basic behavior for a cell is defined, the complete cell space will be constructed by building a coupled Cell-DEVS model:
y . represents the definition of the interface for the modular model whose size is h 2 N , h \ '; p x is the set of all input ports (h neighbor ports + g x external ports) and p y is the set of all output ports (h neighbor ports + g y external ports); -X2 R is a set of external input events; -Y2 R is a set of external output events; -n2 N is the dimension of the cell space; -{t 1 ,...,t n } with t i i2 N" i 2 [1, n] is the number of cells in each of the dimensions; -N ={ (i, j) / i, j 2 Z i, j \ N } is the neighborhood set; -C ={ C k1,...,kn ) / k i 2 [0, t i ]} is the cell space; -B 4 C [ {;} is the set of border cells; and -Z: P ij Yq ! P kl X q, where P ij Y q 2 I ij , P kl X q 2 I kl , q 2[0, h] and, " (f, g) 2 N, k = (i + f) mod m; l=(j + g) mod n; -Zij: Y(f,g) i ! X(k,l) j "(f,g) Ylist i , and (k,l) Xlist j .; and -select, is the tie-breaking selector function, with the restriction that select
This specification defines a coupled model composed of an array of atomic cells. Each cell is connected to the cells defined in the neighborhood, but as the cell space is finite, either the borders are provided with a different neighborhood than the rest of the space, or they are ''wrapped,'' meaning that cells in one border are connected with those in the opposite one. Finally, the Z function defines the internal and external coupling of cells in the model. This function translates the outputs of the mth output port in cell C ij into values for the mth input port of cell C kl . Each output port will correspond to one neighbor and each input port will be associated with one cell in the inverse neighborhood. The transport delay model allows introducing a delay between the occurrence of an external transition function and the state change of the cell. Only when the transport delay is consumed, the internal transition function is executed and the system changes its state. The squeue is introduced because new external events can occur while the transport delay is consumed. These must be recorded and later executed by the internal transition functions.
In this definition, presented in Figure 2 , insert, first, tail and empty are the traditional functions employed to manage a FIFO queue. The external transition function schedules a new time for an internal transition function. To do so, it uses the value of the transport delay. The local transition function is executed using the new input values stored in E. Then, we update the times of the waiting events in the transport delay queue, and update the state of the cell. This is only done only if there was a change; otherwise, the cell passivates. The output function is activated at the next time for an internal event, and it generates an output based on the first element in the queue. The internal transition function then cleans up the queue and schedule the next internal event based on the queue information.
The inertial delay constructions allow a behavior to be represented with a preemptive semantic. The construction says that, if an input value is not kept a certain period (the inertial delay), the state change is not recorded. Instead, if the value is kept during that time, the state changes after the delay. To model this kind of delays, the transition functions are different.
The last arrived event can be preempted if a new external event (with different value) arrives before the end of the inertial delay. If a new external event has the same value of the old one, the result is equivalent to have a unique external event. This is described in Figure 3 .
If an event occurs in one cell, the neighbors are influenced through the execution of the Z function. Besides, certain cells in the space can be chosen as input and output cells, and they will be included in the Xlist and the Ylist, respectively. Xlist is a list of cell's positions where the inputs to the model are received. Ylist records the cells whose outputs will be sent to the other models in the hierarchy.
When a Cell-DEVS model is executed, the Z ij function translates inputs into outputs by using both lists. The names of the input and output ports are also defined by using the contents of the Xlist and Ylist.
The specification models here presented are independent of the simulation technique used. Therefore, they allow specifying the system behavior independently of the implementation details of the chosen simulation technique.
The CD ++ toolkit
CD ++ is a tool built to implement DEVS and Cell-DEVS models. 7 There are numerous tools, and some recent efforts include DesignDEVS, 75 DEVS-SOA, 76 PythonDEVS, 77 and others. [78] [79] [80] The tool allows models to be defined according to the specifications introduced in the previous section. DEVS atomic models can be incorporated into a class hierarchy in C++ . Coupled and Cell-DEVS models are defined using a specification language specially defined with this purpose, following DEVS and Cell-DEVS formal definitions. The tool includes an interpreter for a specification language that allows describing the behavior of each cell, including the local computing function and delay. In addition, it allows defining the coupled model, including size of the cell space and its connection with other DEVS models, the border and the initial state of each cell.
The behavior specification of a cell is defined using a set of rules, each indicating the future value for the cell's state if a precondition is satisfied. The local computing function evaluates the first rule, and if the precondition does not hold, the following rules are evaluated until one of them is satisfied or there are no more rules. Figure 4 shows an example for the specification of a Cell-DEVS model developed using CD ++ . The specification follows the Cell-DEVS coupled model's formal definitions introduced in the previous section. In this case, Xlist = Ylist = {;}. Here, the dimension n = 2, therefore the set {t 1 , t 2 } is defined by the keywords width-height, which specifies the size of a two-dimensional (2D) cell space (in this example, t 1 = 20, t 2 = 40). The N set is defined by the sentence neighbors. The border (B) is wrapped. Using this information, CD ++ builds an executable cell space, defines the I/O ports, and the Z translation function following Cell-DEVS specifications.
The behavior of these rules, which define the local transition function, is defined using a set of rules in which there is a precondition to the right, a postcondition to the left, and a delay value between them. When the precondition is satisfied, the new value of the cell should change the postcondition value. The output of such value should be delayed using a transport, inertial, or other delay for the specified time. The tool's main operators available to define rules include: Boolean, comparison, arithmetic, neighborhood values, time, conditionals, angle conversion, pseudo-random numbers, error rounding and constants (i.e., gravitation, acceleration, light, Planck, etc.). In the example, the local computing function executes very simple rules. The first one indicates that, whenever a cell state is 1 and the sum of the state values received in the input set E is 7, the cell state changes to 0. This state change will be spread to the neighboring cells after 200 ms. The second rule states that, whenever a cell state is 0 and the sum of the inputs whose value is 0 is smaller than 4, the cell value changes to 1 and the output is sent after 300 ms. In any other case (t = true), the result remains unchanged, and it will be spread to the neighbors after 110 ms. As we can see, cells evolve using a discrete-event approach.
The local computing function scans the specification, verifying the logical expressions included and computing the new state value for the cell. Several errors of the specification can be found at runtime, allowing the detection of inconsistencies in the model definition:
-Ambiguous models: a cell with the same precondition can produce different results; -Incomplete models: no result exists for a certain precondition; -Non-deterministic models: different preconditions are satisfied simultaneously. If they produce the same result, the simulation can continue, but the modeler is notified. Instead, if different results are found, the simulation should stop because the future state of the cell cannot be determined.
CD ++ extended the concept of ''one state variable per cell'' defined by CA, and also includes the means to define ports to/from the neighbors, which are used to send/receive values from one cell to another in a coupled cell model. Using this idea, we need to declare state variables, which is done as follows (once declared, the state variables can be referenced in the rules). The first line declares the list of state variables that can be used by every cell. The second line declares the default initial values for these states variables. The basic grammar for the rule is as follows:
The precondition is a set of expressions that, if met, will result in the postcondition. This is a mix of three components: assigning values to output ports (optional, if there are any), to state variables (if any), and changing the value of the current cell's main state variable. 74 A variable is referenced by the name declared in StateVariables sentence, preceded by a $, from any part of a rule, for instance: In the example, we are not using the optional port assignment section. Here, if the condition (0,1,0) . 5.5 is true, the variable temp will be assigned half of vol value, pend will be assigned the value of the neighbor cell (0,1,0), and vol's value will remain unmodified. The new value will be the one the cell holds plus one, and this value will be transmitted after 10 time units. The identifier ':=' is used to assign values to a state variable. Assignments can be placed in an expression within the rules (enclosed between curly brackets). A list of assignments can be defined, separated by semicolons. 74 We can use multiple I/O ports to communicate with the neighbors (besides a default port that transmits the cell's value). They are defined as a list of neighbor port names as follows:
NeighborPorts: alarm weight number
The input and output neighbor ports share names, making possible to calculate automatically the influences: an output port from a cell will influence exclusively the input port with the same name in every cell in its neighborhood. In the example, we define three ports (alarm, weight, and number). When a cell outputs a value through one of these ports, it will be received by all its neighbor cells through their input ports with the same name. 74 A cell can read the value sent by one of its neighbors, specifying the input port. Both the cell and port must be specified, separated by a tilde (~):
rule : 2 300 {(1,0)~weight . 20 } In this case, if the cell receives an input in the weight port from the cell to the left and that value is larger than 20, the cell state will change to 2, and this change will be transmitted through the default output port 300 time units after that. As one might need to output values through many ports at the same time, the assignment can be used as many times as needed (each followed by a semicolon), as follows:
rule: {~alarm := 1;~weight := (0,-1)~weight; } 100 { (0,1)~number . 50 }
In this example, if we receive a value larger than 50 from the port number in the cell to the right, we will wait 100 time units, and we will generate an output of 1 in the alarm port, and we will copy the weight value received from the cell to the left into the weight output port. 74 The rules defining the models coupling and those related to the behavior of a cell should be translated into an executable definition. To do so, the rules specifications are associated with a function's identifier, which is registered by each cell, and each one of the rules is represented with a tuple (value, delay, condition) represented by a tree. In order to evaluate a rule, we evaluate the tree that represents the condition recursively. If the result of the evaluation is True, we evaluate the trees corresponding to the value and the delay, and the result of these evaluations are the values used by the cell. To do so, we built a lexical analyzer for the new language, whose grammar can be found in the Appendix. The \ port_assignments . produces a sequence of output operations triggered by the output function. 
Simulation mechanism
The software architecture of CD ++ is based on the algorithms presented elsewhere, 1, 4, 5, 8 which use the architecture in Figure 5 . Models is the basic abstract class, from which all the models are subclasses. It is responsible for managing all the input and output ports, knowing when the next event is scheduled, and knowing its identifier and its parent model. Atomic is an abstract specialization of the model class that represents the interface of an atomic model. In addition to all the responsibilities inherited from model, it also provides the interfaces for the initialization function, the internal and external transition functions, the output function, and the time advance function. Atomic Cell, which is focused on Cell-DEVS models specifically, is a specialization of Atomic that provides the interfaces for the cells of a cellular model. Its responsibilities are to knowing the local computation function, the cell's neighborhood, the available ports, and the cell's value. When an instance of a non-abstract subclass is created, this class will take care of notifying the neighbor cells the cell's initial value (using default ports called neighborChange for inputs and out for outputs; the other ports are created dynamically and they stored in two lists named in and output).
As described in Zeigler et al.'s Theory of modeling and simulation, 1 the simulation mechanism is driven by messages passing between processing entities (processors). This simulation mechanism has been described in the literature and will not be repeated in this section. 1, 8 In order to implement the simulation algorithms, we use different message types carrying information specific to the type of event they represent (input, output, internal transition, etc.). The message passing mechanism is encapsulated, thus the message distribution policy can be changed without affecting the rest of the software modules. Figure 6 shows the root abstract class for all messages. It is responsible for knowing the time of the message and its sender. Here, InitMessage is a subclass of Message representing the information that the processors receive when the simulation begins. InternalMessage tells the destination processor that the time for an internal event has arrived. ExternalMessage is used to transmit the information carried by external events (X set). In addition to the information provided by Message, this class includes the port of arrival, and its value. DoneMessage sent from a child processor to its parent indicating the time for the child's next scheduled event (which is defined by programming the time advance function ta as discussed earlier). OutputMessage represents the output messages (Y set). In addition to the information provided by its superclass, it includes the output port, and its value.
As we discussed in the previous section, the rules used for defining the models coupling and the cell's behavior should be translated into an executable definition. We will now discuss how the rules for cellular models are evaluated (and the expressions used for defining coupled models are handled similarly). The rules specifications are associated with a function's identifier, which is registered by each cell. When the models to be simulated are loaded, if the definition of a transition function is not is registered, then it is added to a table that includes the function name (identifier), and each of the rules represented as a tuple (postcondition, delay, precondition). Each element of the tuple is represented as a tree. The following class hierarchy is devoted to build such rule definition tree presented in Figure 7 .
SyntaxNode is an abstract class that allows describing a node in the rule evaluation tree. It is composed by the following subclasses:
-ConstantNode: it is used to store a constant with domain in the Reals, Integers, or three-valued logic. -CountNode: it allows defining the functions TrueCount, FalseCount, and UndefCount. -VarNode: it stores a reference to a neighbor cell, defined as an offset from the present cell. -PortDefNode: it defines a reference to an input port of the cell. -StringNode: it contains a string of characters representing the name of an input port of the cell. It is used to evaluate the PortValue function. -TimeNode: it allows defining the Time function, which returns the present simulated time.
-OpNode: it is an abstract class representing functions with one or more parameters. It has the subclasses: UnaryOpNode, BinaryOpNode, ThreeOpNode, and FourOpNode, which represent the functions with 1-4 parameters, respectively.
Each rule defining the behavior of a cell can be represented by a tree structure. For example, let us assume we want to represent the following rule extracted from the Life Game Cell-DEVS model: After the rule tree is defined, every time we need to evaluate it, the tree that represents the condition is parsed recursively. If the result of the evaluation is True, it proceeded to evaluate the trees corresponding to the value and the delay, and the result of these evaluations is the values used by the cell.
We have now defined Cell-DEVS models formally, then we have discussed the implementation of Cell-DEVS models in the CD ++ tool, and we will now show different application examples, focusing on the use of the formalism in different domains. We have chosen three different areas. We will first show a social model in which we use a cellular model implemented in Cell-DEVS to study the influence of consumers in a duopolistic market based on consumer preference and their influence to their peers. We then show the application of Cell-DEVS to human movement in buildings and the application of this model to study occupancy in buildings and integration with 3D tools. The objective of this example, which has been presented earlier in related research, is to show a different version of the model in which we can see how to build a four-dimensional (4D) model in Cell-DEVS, showing a higher dimensional model, and discussing advantages and issues with such approach. Finally, we focus on a model with application to information technology. In this case, we discuss a model of malware spreading in computer networks. This model shows the application of an advanced model using varied state variables and input/output ports on each of the cells.
A model of consumer influence in a duopolistic market
As discussed earlier, in this section we show a Cell-DEVS model representing the influence of consumers in making their choices for a given product in a duopolistic market. Consumers choose among competing products, and their purchasing decisions are normally made not only based on their own preferences but also under the influence by others. The model is based on that proposed by Martín del Rey, 82 in which the author discusses a cellular model in which three factors contribute to consumers' purchasing behavior: the utility obtained, the effect of network externality (i.e., the influence exerted by peers), and price. Based on the original article's ideas, we here show how to build a Cell-DEVS version of such model in CD ++ , in which each cell in the space represents an individual who will choose between products in a duopolistic market.
There are two choices of products (representing, for instance, two types of cell phones or internet service providers). Each cell has three possible states: it has one instance of Product A, of Product B, or none (denoted as 1, 2, or 0, respectively). We use the following notation to describe a cell's state variable: X(c ij , n, t), with n = 1 or 2 for cell c ij , which represents a user of product n at time t. X(c ij , n, t) = 0 if the cell c ij does not have a user. There is only one possible product for each cell. The values of the contributing factors to make a decision are computed as follows:
for all the three possible states, and choose the state that maximizes V(c ij , n, t) as its next state. Here:
is the utility of the product. U min is the basic utility for a beginner user, while U max is the maximal utility that a user can get within a time cycle. The second term represents the effect of consumers' learning-by-doing: the utility of the product increases when we use it longer. Here, L(c ij , n, t) is the skill needed for using a product that a consumer has acquired until time t. The skill is defined as
where l is a constant between 0 and 1 that represents the speed of skill depreciation. L(c ij , n, 0) is an initial condition between 0 and 1. As a result, the learning-by-doing effect is the product of the skill accumulation L(c ij , n, t) and its absolute weight on the total utility u(U max 2U min ).
is the network externality, where N(c ij , n, t2 1) = P neighborhood X(c neighborhood , n, t2 1) /h. Here h is the number of cell's neighbors. For each cell, we compute the number of neighbors that use the product n at the previous time step. The term (1 2u)(U max 2U min ) is the absolute weight for the effect of network externality.
is the pricing function, where P n (c ij , n, t) is the price for the corresponding product, defined as follows:
Here Q(n, t) is a given constant representing the global price for a product and R(m, n, t) is a variable representing the changing price for the product. In order to maintain a balance between profits and market share, companies may reduce the local price to attract more consumers when it loses market share to its rivals, and raise the local price to gain more profits when it has a bigger market share than its competitors. The changing local price is defined as follows:
where Rn max and Rn min are the maximum and minimum local price for the product, and m is a constant representing a fluctuation coefficient. The value of N(c ij , n, t2 1) 2N(c ij , 3 2n, t2 1) reflects the influence of the market share on the local price. When a product has a bigger share of the local market, this item has a positive value, which means the local price will rise; when the local market share goes down, the local price will fall accordingly. We used these rules, which were defined by Martín del Rey as a standard CA, 82 and we redefined them using Cell-DEVS formal specifications and executed the model using CD ++ . In the following discussion, we will use a 30 3 30 cell space that represents the market, with Moore neighborhood (the 9 near neighbors) and transport delays. Based on this, the coupled Cell-DEVS model is as follows:
where Xlist = Ylist = I = X = Y= F as this is a closed model. As this is a 2D model, n = 2, and {t 1 , t 2 } = {30, 30}. B is the border cells set, here the cell space is wrapped, that is, B = {v}.
Z is the translation function, defined by:
The tie-breaking function select = {(21,21), (21,0), (21,1), (0,21), (0,0), (0,1), (1, 21) , (1,0), (1,1)}.
The atomic Cell-DEVS specification is as follows:
where X = {0, 1, 2} is the set of external input events; Y = {0, 1, 2} is the set of external output events; I = \ h, g, P x , P y . , where h = 9, g =0, P x = {(X 1 ,integer), (X 2 ,integer), (X 3 ,integer), (X 4 ,integer), (X 5 ,integer), (X 6 ,integer), (X 7 ,integer), (X 8 ,integer), (X 9 , integer)}, t: EàS is the local transition function, computed as a set of rules considering the skill accumulation function L(c ij , n, t) discussed above, and the corresponding rules shown in Table 1 .
Using this formal specification as a basis, we defined the corresponding rules and the coupled model in CD ++ , which can be categorized as rules for a mature market and for a new market. The former group uses an initial cell space where the three possible states for each cell are uniformly distributed to represent a mature market; the latter group uses only a few cells active. In each group, we modeled products having the same price, products with different prices, and prices fluctuating. The atomic Cell-DEVS specification uses variables vproduct1 and vproduct2 to keep the value of L(c ij , n, t), whose values are updated at the beginning of each time step to keep track of the values of L(c ij , 1, t) and L(c ij , 2, t), respectively. The resulting rules are as follows:
[choice_rule] % if state = 0, vProduct1 and vProduct2 are deprecated by l(1 -l), i.e., 0.25 rule : {if((stateCount(1) + 9*$vProduct1) . (stateCount(2) + 9*$vProduct2), 1, if((stateCount(2) + 9*$vProduct2)- When we execute this model, the results obtained are as shown in Figure 9 .
The simulation result shows that non-users begin to use one of the two products with approximately equal probability, and users using the same products tend to aggregate together to form their own society, which in turn enhances the network externality.
When we modify the model to consider products with different price, the local computation rules change as follows: Since the price for product1 is lower than for product2 and all other parameters are the same, most of the nonusers choose to use product1. At the same time, some original product2 users shifted to product1 as well. The effect of network externality results in the aggregation of users of the same products.
When we consider a mature market with fluctuating price, we modified he local computation rules as follows: When we execute this model, the results obtained are as shown in Figure 11 . In this case, product2 has higher pricing flexibility (m 2 = 1), while product2 offers more rigid (m 1 = 0.2) prices. As a result, product2 gains bigger market share. Besides, if the local market shares for both products are equal, i.e., for cells that have exact four red neighbors and four blue neighbors, the price fluctuation disappears. A tie happens. In this situation, the network externality becomes the sole force in determining consumers' decisions.
In the case of a new market with different price, the local computation rules are the same as those in a mature market (but the initial values of the model are different, as seen in Figure 12 ). When we run this model, we obtain the results shown in Figure 12 . Figure 12 shows how product1 rapidly monopolizes the whole market by virtue of its lower prices (sensitivity of price is high in a new market).
Occupancy model: pedestrian movement in a building
In this section, we show a Cell-DEVS model that simulates the behavior of individuals moving through a 3D object representing a building, as presented elsewhere. 30, 34, 52 As can be seen in Figure 13 , the building has two floors connected by stairs. Each floor uses 10 3 22 cells to represent the building space; cell (3, 0, 0) represents the entrance, cell (8, 21, 1) represents the stair going downstairs, etc.
If we build this model using a traditional CA, we need to consider that we have a single state variable per cell. How can one model such application using a Cell-DEVS model that mimics the CA behavior? In order to represent a complex model like this one, we can use a higher dimensional model, as seen in the figure. In this example, we can add a fourth dimension to each cell to represent different phenomena. We can see the model as a set of 3D rectangular cuboid interconnected by a fourth dimension orthogonal to each cell. Each cuboid contains the computation devices for different phenomena: movement, pathway, layout, and hot zones. Therefore, each ''cell'' in the figure above is, in reality, a 3D model with four layers each. Each layer is defined as follows:
Movement: this layer is used to track the movement of individuals. A cell with a value of 0 is empty, and 1 means the cell is occupied; the cuboid also records other states related to four phases that reflect the relationship with the neighbors. Phase: each person's movement is done in a four phase cycle (Intent, Grant, Wait, Move), whose details will be discussed later. Pathway: shows the possible visit routes. Visitors of the building tend to move following this pathway with a given probability. Layout: the shape of the building, including walls and obstacles. Hot zone: this cuboid reflects the popularity levels of different areas of the building, which is defined by using different delays. The higher value of the hot zone is, the higher the probability that a visitor would stay there.
In order to represent the people's movement in all possible directions, the model uses a combination of an extended Moore and Von Neumann neighborhood, as shown in Figure 14 .
We first use nine neighbors ((21,21,0,0). (1,1,0,0) ), indicating one cardinal direction each. For the stairs, we need two other neighbors: one to go down (0,0,21,0), and one for receiving people from upstairs (0,0,1,0). We also need to access the pathway (0,0,0,1), the layout information (0,0,0,2), and hot zone information (0,0,0,3), each represented by a different cuboid connected to the others through orthogonal 4D links. The pathway layer uses a Von Neumann neighborhood ((0,1,0,1).(21,0,0,1) ). The pathway is a route plan for the movement, which is built by overlaying a Voronoi diagram of the route to an exit or stair. The layout layer contains the building information, which enables a building designer to use and extend this layer during the design process.
As discussed earlier, the movement behavior is divided into four phases (Intent, Grant, Wait, and Move), which can be represented by the state diagram shown in Figure 15 .
When a cell is occupied, the individual will first choose a direction at random at the first phase, known as the intent phase, where we check and see if the target cell accepts the individual. In that case, the occupied cell changes to the get grant state, and then we wait a certain amount of time according to the hot zone data for the cell where the visitor is standing. After this period, which reflects the visitor moving through the building, we empty the cell at the move phase. If we get rejected, the visitor waits and the cell keeps occupied. An empty cell chooses a neighbor that is at the grant phase and changes to occupied during the move phase.
At the beginning of the simulation, we add visitors at the main entrances with certain probability, in order to mimic different input flow rates with rush/slash hour during the opening time. Each cycle takes 4 time units. We first check to see if it is the beginning of the cycle (remainder(time, 4)=0), we check the second dimension cuboid (where the building layout is store) in order to see if this cell is an entrance ((0,0,0,2)=entrance), and then generate a person at each entrance of Floor 1, as seen in the following rule: During this phase, the intent direction is determined by two factors: the pathway direction and its probability. We first check if we are in the intent phase (remainder(-time,4)=0), and if the cell is a stair, it gets the intent direction intentDown as seen in the following rule. If the cell is not a stair, we find the probability of moving in different directions according to the value stored in the pathway cuboid. For example, if the pathway is N, we would move according to the first chart of Figure 16 . Then, we check in which direction that random number is located. For example, if the random number is 58, it is in %F (0-69), so we get the intent direction to go N (or ''Front'').
The first step is to generate a random number between 0 and 100 on each cell, as follows:
rule : {uniform(0,1)} 1 {remainder(time,4)=0 and (0,0,0,0)=1 } Finally, the cell state is changed to a value corresponding to the intent direction, as defined in the following rules (one rule for each direction). Note here that we do not care whether the target cell is available; this will be checked in the following phases. 
Phase 2: Grant
After we chose our intended direction, more than one individual may want to enter into a same cell (which would result in a collision). To handle this problem, each empty Figure 16 . Intent probability distribution with the pathway. cell will choose only one neighbor between all the candidates, and change its state accordingly. We first check if the cell above cell above wants to come down ((0,0,-1,0)=wantDown), and in that case, we grant it. We need to check the phase (remainder(time, 4)=1).
rule : {GrantDown} 1 { remainder(time, 4)=1 and (0,0,0,0)=0 and (0,0,-1,0)=wantDown } Otherwise, we choose an intent cell in the neighborhood (in a predefined order), and we change to the Grant Target state with the corresponding direction, whose value corresponds with one of the reverse eight directions. For example, in the rules below GTW means that the current cell accepts the left neighbor to come in (Grant Target West). We also need to ensure that the cell is empty, and this is not a building wall (found on the layout plane). Finally, we need to ensure that we are in the Grant phase (remainder(time,4)=1). The rules for doing this are summarized below. We use this phase to mimic the behavior of random wait in the building. If an individual has been granted to move by the target cell (they have an intent direction and the target cell choses them), we do not move until a given random amount of time has passed, in order to better represent the movement delays in the building. The visitors will stop in different areas with different probability. These delays are generated according to the hot zone value. We implement this by using different delays for each cell. We first get a random number between 0 to the hot zone value. As the cycle is 4 time units long, plus 1 time unit for the fourth Move phase; we need to wait 4*N + 1 (if the random result N is, for instance 2, then we wait 9 time units). After that, a cell's value will change. The stairs do not use this delay, as seen in the following rule. The following rules summarize the rest of the movement behavior. We check that we are in phase 3, and that the movement we intent to do has been granted. Then, we change the state to reflect that we can move in the chosen direction. We inform this after the random delay based on the information found on the hotspot cuboid. If not granted, the person cannot move, and they should try again during the next moving cycle, and will only wait a 1 time unit until the next Move phase. Now, every cell that intended to change has been granted the desired movement or it is waiting; therefore, the granted individual can move to the target cell. To finish the move, we empty the intended cells that are granted, and the rejected ones keep the individuals that have not been granted to move. As in the previous cases, we need to check in which the phase we (remainder(time,4)=3). As we can see, using multiple 4D rules is useful but it might be complex to read and debug. To reduce the complexity of the model definition, we have used different macros to make the rules more readable. Nevertheless, having a single value per cell makes increases the rules complexities. Using a 4D model with interconnected cuboids also increases the memory footprint and the number of objects required to build the cell space, which can slow down the simulation. Likewise, the size of the cell space is higher, and the definition of the neighborhood is more complex.
Instead, building advanced Cell-DEVS models multivariable and multi-port Cell-DEVS models, such as those in CD ++ , allow us to save memory, execution time, and make the models easier to read and debug. For instance, by using different state variables in a model like this, we simplify the neighborhood shape. For instance, we would only need the shape defined in the Movement plane shown in Figure 14 . The 4D model can now be represented as a 3D model, and the rules can be simpler. For instance, the rule we defined above: As in CA the cells can have only one value, we need to encode all the information in an integer value. In this case particular case, CanMoveSE is encoded as 38, where the code means that we are moving to the East (encoded as the digit 8 in the units), and the fact that we are in the third phase (represented by the tenth 3 in number 38). We need to check if our cell in phase 2 has been granted to move to the East (encoded as 28 and checked by the condition (0,0,0,0) = 28) and we need to check that in the cell to the NW has the intent to move in the SE direction ((1,1,0,0)=48). Likewise, we generate a random number and we need to remember that the hot zone information is stored in cuboid 3, therefore we check cell (0,0,0,3) and generate a random number based on the value found there.
As we can see, using a single state value like in CA can result in complex rules, in particular when we need to represent varied information on each of the cells. Instead, using specific state variables and individual ports makes the development of the applications easier, as we have seen in the section before and we will see in the following section. For instance, the rule above can be defined as: which is simpler to read and debug. As we can see, now we only use a 3D model, in which each of the layers represent the individuals on each of the two floors. The hot zone information, the movement information, and the phases for conducting the movement without risk are represented using state variables and input/output ports, making the rules more readable and the model smaller.
The version of the model using extended variables and simpler was originally presented elsewhere in detail. 30, 34, 52 The simulation software generates exactly the same log files for both versions of the model, as both models represent exactly the same phenomena but using 3D or 4D models.
Here, in Figure 17 , we show one of the tests we conducted, which shows the basic behavior of visitors under normal properties during rush hour. The simulation animation shows the two floors in the building, with different individuals (in blue) arriving and leaving the building through the doors (white cells, orange arrows) and moving downstairs (white cells, white arrows) from the top floor (in the left part of the graph), where the entrance to the building is. At rush hour, the house opens four entrances, and each entrance cell generates one visitor during each cycle as discussed earlier. As we explained, the blue cells represent visitors (light blue cells are waiting visitors, and green cells are destination cells). We conducted various studies, presented by Wang and Wainer, 52 in which we analyzed the impact of door location/stairs for occupancy. When we changed the entrance positions, there was a small change in terms of building occupancy, and no conflicts between individuals. We also changed the number of stairs. In this case, the occupancy levels changed meaningfully, except in the cases where there was congestion at the stairs. We conducted numerous tests, changing the values in hot zones, entrances location, movement direction probabilities, coming rate, etc. These changes are straightforward by doing simple modifications in the rules above and in the initial conditions of the model, and it allows a designer to do varied analysis with ease.
We built a plugin for the 3dsMax tool in order to be able to include the simulation results into a 3D scene, as presented in Figure 18 . As we can see, the floor plan includes the simulation results obtained from the model above, in which we show the two floors and the direction of each of the individuals visiting the building at different times of the simulation. All the results presented are based on the results provided by CD ++ .
Modeling computer malware
Nowadays, computer networks are ubiquitous, and these new services bring security issues, as the vulnerability of these distributed systems is high. In this section, we show how to model one kind of such attacks, namely computer malware, using a 2D Cell-DEVS model. We follow the recent research by various authors who recently proposed modeling malware using CA, [82] [83] [84] [85] and here we show how to extend those concepts in a Cell-DEVS model, which provides as a better and simpler way to model those kinds of applications. Among the different kinds of malware and viruses, we will show how to model worms, selfreplicating computer viruses that can propagate through the network without any human intervention.
Mathematical epidemiology has existed for over a hundred years. Epidemic modeling has been used to imitate the spreading of infectious diseases for a given population, such as H1N1, SARS, and influenza. 84 Infected individuals spread the virus to healthy individuals that they contact. Because worms are very similar to biological viruses in replication and spread behaviors, existing epidemiological models have been used to study how the computer viruses spread. In particular, we are interested in cellular models to study epidemics as well as worm propagation in networks. For instance, Martín del Rey presented a CA model in which each cell represents a computer in the network. 82, 84 Each computer can be in one of three possible states: S (susceptible -not infected by the virus); E (exposed -infected by the virus but not activated); or I (infected -the virus is activated and it is able to propagate). Similar results have been presented to study worm propagation in smartphones. 83, 85 Instead of using a uniform model with identical cells, we assigned different roles to different cells. We introduce an attacker, whose objective is to deploy malware that will spread to the computers that do not have anti-virus software (or have obsolete versions). The attacker can control these infected computers. The following rules show the basic behavior for spreading the virus. We use a timer that is used to decide when we attack computers; we also keep and update the version number of the current malware (virusvers). The attacker is on a cell with identity 100. The attacker cell uses the timer to implement a random interval between issuing malwares (timer). Every update will make the version number increase to a new value. The goal of the attacker is to spread it as widely as possible. Then, it can intrude and even control these infected computers. This process can be divided to two stages. In the first stage, an unprotected cell is infected. Then, its state changes from ''unprotected'' to ''infected.'' In the second stage, a new version of the malware (which is represented as one with a higher value of the variable virusvers) will replace the current version of malware in the cell. The state of cell is still ''infected,'' but at this time by more advanced malware. Each cell checks to see if its version of malware is higher than their neighbors' current versions. If so, the neighbors are also infected or they update their version of malware. The rules for doing this are as follows: Here, we use the macro virusspreading to find out the highest version number among a cell's 8 neighbors. We use a random function to take into account the probability of spreading (i.e., the cells are infected conditionally). The following figure shows the simulation results for one attacker. As we can see from Figure 19 , the initial attacker infects a few cells, which in turn will end up infecting the whole network quickly.
Our model includes the modeling of antivirus software (or technical support that can clean the malware). These ''clean'' cells are exempt from being infected. Clean cells monitor their eight neighbors and check out if they are infected. An infected neighbor will request the clean cell to transfer anti-malware software (which also has a version number). If a clean cell finds malware whose version number is lower when compared with the newest anti-malware software's, then the clean cell will ignore the request (because anti-malware software has been deployed to eliminate this malware version in the network).
The rule for producing and updating a new version of anti-malware software is shown below: Every time the clean cell encounters a new version malware, it updates the anti-malware software (the version number of malware plus 1). This ensures that the malware can be wiped out by the anti-malware software. The clean cell outputs the current version number of anti-malware to its neighbor, using a port called~anvirusvers. The state variable $myAntiVirusVers records the current version of anti-malware software. The following graphs in Figure 20 show two clean cells producing anti-malware and updating it to a new version. In the left graph, we can see that the malware has begun to spread. Several cells have been infected. In the next figure, we can see that the clean cells (white cells) have not responded to the malware, which has updated its version number to 6 (light blue cells), and the clean cells have detected the malware and have updated its version of antimalware to 7 to fight the malware. As we can see in the following figures, the anti-malware is transmitted to the neighboring cells, the malware is cleaned (black cells), and eventually most of the cells are clean.
A clean cell needs to spread its anti-malware software to its neighbors and eventually the whole network in order to fight against the malware made by attacker. Typical anti-malware software cannot spread in the network automatically. Therefore, compared with the spread of malware, the spread of anti-malware software is more passive, which leads to a poor efficiency to fight against the malware in the network. In order to consider this feature, we decide to design a pattern of anti-malware, which can also spread from one computer to others automatically using a similar process to the one used for malware.
In this case, the attacker in the network updates malware frequently. Thus, the clean cells have to update their anti-malware frequently as well and they have little chance to wipe out the attacker finally. In order to satisfy this setting, we changed the timer frequency. The simulation results can be seen in Figure 21 .
In the first graph, the clean cell has detected the malware in their neighboring cells, and it produces anti-malware. In the second graph, we can see the malware spread fast, and the anti-malware has only secured a small part of computers in the upper-left corner of this scene. Finally, every cell in the network has been involved but the malware still controls most of the cells. The clean cell has no chance to eliminate the attacker because of the frequent update of malware.
Instead, we now assume that every cell in the network has a better anti-malware strategy, which will make the spread of malware more difficult and the spread of antimalware easier. To do so, we just adjust some basic settings in the model. We lower the possibility of spread of malware whereas we increase the possibility of anti-malware, while keeping all other settings unchanged. The simulation results are shown in Figure 22 .
Initially, the malware has infected a few cells and the anti-malware is defending many others. The malware expands slowly, therefore giving enough time to update the anti-malware software. In the second graph, we can see that the anti-malware has spread out quickly and the malware is advancing. Nevertheless, at the end, the anti- malware has been distributed to all the cells, getting rid of the malware, which has successfully secured or protected all the cells in the network.
Conclusion
We introduced different modeling applications of advanced Cell-DEVS models, a modeling formalism Norbert Giambiasi and I defined in the late 1990s. This work, which started in 1995, focused on new methods for studying complex systems with emergent dynamic behavior. Our focus was on formal models, which can improve the definition of the model and making easier their execution, as we could see in the different examples presented here. As shown in the paper, the executable models can be verified against a formal specification. The same models can be run in centralized, distributed or parallel simulators without change.
We extended the original definition of cellular models and defined Cell-DEVS, a timed cellular model specification based on DEVS with explicit timing delays, using Norbert's ideas on circuit design. Norbert's previous experience in digital circuits was fundamental for this new formal specification. These ideas have resulted in numerous research projects and interesting results in different domains. We discussed improved versions of these models built using the CD ++ toolkit, which was built in order to study, model and simulate such cellular models. The models have removed some limitations that standard cellular models have, which allow each cell to use multiple state variables multiple ports for inter-cell communications. We showed the application of the formalism in social models, pedestrian analysis, and computer networks.
Cell-DEVS was extended and combined with different methods to improve the modeling further. One of the first contributions in the year 2000 was the definition of activity-based models based on the dynamic quantization of the cell's value. We also combined Cell-DEVS with G-DEVS, another contribution of Dr. Giambiasi, and we combined Cell-DEVS and quantized DEVS with hysteresis, as well as computational fluid dynamics and finite elements and finite differences methods.
Several types of models can be integrated in an efficient fashion, allowing multiple points of view to be analyzed using the same model. The tools are public domain and can be obtained at http://cell-devs.sce.-carleton.ca. The new implementation of CD ++ runs on the Cloud, allowing users around the world to run distributed experiments with ease. The simulator's features add power to the specification language, simplifying the modeling task at a cost of increased overhead required for the management of these features. In order to reduce this overhead, the modelers must pay more attention to model optimization. Cell-DEVS simplifies the construction of the models, allowing intuitive specification. The CD ++ logic rules facilitated the debugging phase and reduced development time, and the modeler does not need to focus on the simulation algorithms, which are handled internally by the CD ++ engine. Complex model modifications can be integrated easily and quickly. The numerous results provided by Cell-DEVS models are a testimony to the mentorship and legacy of Dr. Giambiasi and his contribution to different areas of knowledge.
