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1 Introduction
Mathematically-based “formal” methods for developing software and systems
have had an interesting history. Over the past twenty-five years, the subject
has moved from controversies surrounding code verification, through work on
data types, design methodology, refinement and “Lightweight” Formal Meth-
ods, to automated proof and model-checking technology. The panel discussion
recorded here brought together four computer scientists who have been active as
leading researchers and practitioners in the field over the last quarter century.
Held at the BCS London Headquarters, Southampton Street, on 30th January
2006, it provided an opportunity to learn about the motivations behind some of
the major developments in the field, to discuss trends, fashions, successes and
failures and set them in their recent historical context.
The panelists were Jean-Raymond Abrial of ETH Zurich, Ian Hayes from
the University of Queensland, Cliff Jones, now at the University of Newcastle
upon Tyne, and John Tucker of Swansea University. John Fitzgerald, Chairman
of Formal Methods Europe, chaired the meeting.
In forming the panel, we were not trying to provide comprehensive coverage
of the range of formalisms that have been explored over the last twenty-five
years. Instead, we chose to focus on strands of work related to model-based and
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property-oriented specification. Three of the panelists, Jean-Raymond Abrial,
Ian Hayes and Cliff Jones, shared a common point of reference through their
time working at Oxford in the late 1970s and early 1980s. We asked John
Tucker to join the panel as a figure closely associated with property-oriented
view of specification. Indeed the distinctions between the two approaches were
a prominent subject of discussion.
The meeting was divided into two phases. Each panelist gave a short ini-
tial presentation, identifying issues that could be taken up in discussion in the
second session. Three of the panelists have provided summaries of their presen-
tations, given in Section 2 below. Topics identified in the presentations formed
the starting points for a discussion among the panelists and between the pan-
elists and audience. Section 3 is a slightly edited transcript based on an audio
recording made during the meeting.
Although intended as a “history” meeting, the issues raised by the panelists
were clearly still contemporary concerns and excited passionate responses. The
main technical topics covered were the distinction between model-oriented and
property-oriented specification, and the debate over logics handling partial func-
tions. The recognition and perception of formal methods was a major topic, in
particular the observation that formal analysis, especially once automated, “dis-
appears” into tools supporting design or compilation, and loses the potential to
be acknowledged as a formal methods success. Issues in education and training
were also highlighted, notably the debate over whether the fundamentals of the
discipline, notably in syntax, grammars and programming language semantics,
should be core to the teaching of computing.
Records of the meeting, including slides, will be available at the Formal
Methods Europe web site (www.fmeurope.org). Corrections and clarifications
should be directed to the editor.
Acknowledgments The editor is particularly grateful to Ken Pierce and
Ivana Mijajlovic for their time and effort in producing a coherent transcript
of an often lively discussion, using an audio recording prepared by Conrad Tay-
lor. We are grateful to the British Computer Society, its staff and members,
for the provision of a venue; to The Centre for Software Reliability and Formal
Methods Europe for generous financial support, and to BCS-FACS, especially
Paul Boca, for organising the event.
2 Position Statements
2.1 John V Tucker: History of Abstract Data Types and
their Specification
In this talk I described the origin of the modern conception of data types in
programming languages and programming methodology, and the development of
the algebraic theory of data based on many sorted algebras, equations and term
rewriting. The period was 1966 to 1985, from A Wijngaarden on axiomatising
numerical data types to my work with Jan Bergstra on computable data types
and the widespread application of algebraic methods.
I considered the programming methodology literature, as represented by
IFIP WG 2.3. E W Dijkstra’s interest in specification started with his writing
programs from specifications of un-built machines at the MC (now CWI) in
1950s. The emphasis on structured programming, specification, and reasoning
was influential in making software a subject for theoretical analysis. The treat-
ment of data in C A R Hoare’s axiomatic approach to language definition of
1969, and in data refinement of 1972, helped untie data types from code. David
Parnas work on software engineering in Philips Apeldoorn in 1971 led to his
ideas on information hiding, the fundamental role of interfaces, and documen-
tation, which freed data via the notion of module.
S Zilles made an independent formal study of data types in 1974-77; he knew
about axioms and presentations and the Birkoff-Lipson paper on heterogenous
(= many sorted) universal algebras of 1970. Combined with Barbara Liskov’s
introduction of modules as a collection of procedures with information hiding,
in Venus (1972) and the CLU language (1976), a complete treatment of data
types became possible. At the same time, there was a study of the represen-
tation independent specification of data in J V Guttag’s PhD Thesis in 1975.
But the subject took its current mathematical form through the work of the
ADJ Group: Jim Thatcher, Eric Wagner, Jesse B Wright and Calvin Elgot at
IBM Yorktown Heights, and Joseph Goguen, who wrote many basic papers on
equational specifications, initial algebras, parameteristion, errors, etc., starting
1975.
I also noted the early work of Peter Landin, Rod Burstall, and Tom Maibaum
on using algebraic methods for general questions about program languages; and
the huge CIP project on software engineering.
Finally, I came to my work with Jan Bergstra on the classification of power of
algebraic specifications using initial, final semantics and complete term rewriting
systems. By 1985, module algebra, process algebra and tools such as ASF-SDF
were in production in Holland, entirely dependent on the algebraic theory of
the previous 10 years. I was delighted to pay tribute to some of the many
intellectual pleasures of hanging out in Leiden, Utrecht and Amsterdam from
1979 to the present.
2.2 Cliff B Jones: A few threads around VDM
There are in fact many “threads” around the early days of VDM (I’ll spell
out the acronym in a while). There is the whole background of work on the
verification of programs which slowly moved in the direction of methods for
getting programs “right by construction”. My version of this story is written
up in [Jon03]. The move from post facto verification to using broadly the same
ideas in design was, in my opinion, absolutely crucial to the usefulness of “formal
methods”. The name “VDM” was really a play on “VDL” and betrays the
fact that one influence on VDM was the research on formally describing the
semantics of programming languages. During the 1960s, the IBM Laboratory
in Vienna wrote three major versions of an operational semantics for the PL/I
programming language. Internally, this work was called “ULD-III” (the third
version of a “Uniform Language Description”) but the notation used was known
externally as the “Vienna Definition Language”. (The authors of VDL always
acknowledged John McCarthy, Peter Landin and Cal Elgot for inspiration —
see [LW69, BW71, JL71, Luc81].)1
1Another book on VDL was [Oll75]. I met Alex in Vienna but only learnt from John Tuck-
ers’ talk at this event that he had played a role in influencing the research in The Netherlands.
Although I’ll mention below other work before 1973, the name “VDM” came
about during the attempt to develop formally a PL/I compiler for a novel IBM
machine (which never became a product). The group which worked on denota-
tional semantics at the Vienna Lab from 1973-75 spoke of the “Vienna Develop-
ment Method” (notice the change in the expansion of the “D”). The language
definition work is described in [BBH+74, BJ78, BJ82] and a discussion of the
move from VDL to VDM is contained in [Jon01] but this is not where I want to
focus this description.2 Nor do I really have the space/time to discuss –what is
to me– the fascinating challenges relating to concurrency (see [dR01]).3
One thing that connects with John Tucker’s talk is that the Vienna group
did use –what I would call– “property-oriented specifications”. In fact, the first
time I saw anyone try to capture the meaning of the operations on a “stack” by
giving properties was in an unpublished paper by Lucas and Walk given to a
group of patent lawyers in the 1960s.4 One can see why this particular extension
of McCarthy’s basic “abstract interpreter” idea was needed by looking at the
model of PL/I storage in the VDL descriptions — see [BW71].
The thread on which I really want to focus is that of VDM as a development
method for general (i.e. not just compilers) programs. I feel the work on “data
reification” was important and the story leading up to the happy time I spent
sharing an office in Oxford with my good friend Jean-Raymond is fun.
I had spent a first two year stint at IBM’s Vienna Lab starting August
1968. The main work on the VDL descriptions was already done and I went
to look at whether they could be used to avoid the mess I had just seen in
IBM’s Hursley Lab which might be described as “trying to test quality into an
imperfect design”.
The two years were enormous fun and I learnt a great deal.5 Partly, we
found out how excesses of “operational semantics” (e.g. the “Grand State”)
made compiler proofs more difficult.
Of special importance was the work on proving properties of machines work-
ing on different data types. (Recall that VDL already used sets, sequences and
“composite objects”.) Lucas had used a “twin machine” (with what we would
now call a “data type invariant” linking the two representations) in [Luc68].6 I
realised that in nearly all cases one could work with a “retrieve function” (ho-
momorphism) from the (more) concrete to the abstract representation [Jon70].
Back in Hursley, 1970-22, I managed a small “Advanced Technology” group.
Apart from experimenting with a style of definition which avoided some of the
problems Lucas and I had found [JL71] with operational semantics (a “func-
tional semantics” of Algol 60 is given in [ACJ72]), I began to look more seri-
ously at developing “general programs”. Reports like [Jon72b, Jon73] used post
2Of more relevance to the discussion here is [Jon99].
3There is also an interesting story to be told about “support tools” — I was one of Jim
King’s first customers for “Effigy” [Kin69, Kin71].
4I later learned about the PhD research of John Guttag [Gut75] from his supervisor Jim
Horning at a WG 2.3 meeting; Steve Zilles [Zil74] was about the same time. It was a challenge
from these folk to say why “model oriented” specifications did not possess “implementation
bias” which led to [Jon77] (which was thought out at the Niagara-on-the-Lake WG 2.3 meet-
ing).
5Dana Scott’s 1969 vist to the Lab was memorable! He came clutching the hand written
manuscript of [dBS69].
6It was a side effect of working in an industrial lab that much of the interesting research
was only “published” as Technical Reports/Notes.
conditions which specified a relation(this was to become a distinctive aspect of
VDM — at that time, most researchers followed Hoare’s use of post-conditions
which were predicates of just the final state (with various fudges to talk about
constants for initial values)) and a development of Earley’s Recogniser [Jon72a]
made another experiment with data refinement (interestingly, a more “property
oriented” approach).
Peter Lucas called me in late 1972 and said that the Lab had been given
a project to develop a PL/I compiler using formal methods (of its choice) — I
think I accepted his invitation to return even before it was made! We also had
the chance to pull in some new people and Dines Bjørner was hired from IBM’s
San Jose Lab. That second spell in Vienna yielded the language description
part of VDM: notably the denotational description [BBH+74] was a fraction
of the size of the VDL descriptions (often, though unkindly, referred to as the
“Vienna telephone directories”). But the machine for which we were designing
the compiler was “killed” and the material on (the language semantics part of)
VDM almost never saw the light of day. The checkpoint of [BJ78] was extremely
important in the preservation of the research because the group had dispersed
around the globe.
My next place of work turned out to be IBM’s “European Systems Research
Institute” at La Hulpe near Brussels. There I taught experienced IBM engineers
about the idea of formally developing programs and wrote what was to be the
first book (in Tony Hoare’s famous “red and white” series for Prentice Hall) on
this aspect of VDM [Jon80].7 One of the things I am proud of is that I took
“data refinement” seriously at this time; it was years before other books did
so and there are still books published on “formal methods” for program design
that only talk about program combinators.
During the time in Belgium, I received two invitations to “regularise my
resume” (the wording comes from Brian Randell’s invitation which was not
the one I eventually accepted). I had become interested in computing while
at Grammar School and had skipped the conventional “first” degree — there
weren’t any in computing at that time. So I ended up doing a doctorate under
Tony Hoare’s supervision in Oxford from 1979-81 (the ideas of rely/guarantee
conditions date from this time — but I said I’d leave the concurrency story for
another time).
Tony wrote to me (and I’d guess to Jean-Raymond) suggesting that our
independent research on ways of specifying and reasoning about programs had
a lot in common and that it would be fun to discuss it. Tony “facilitated” this
by putting us in the same office in 45 Banbury Road.8
Abrial and I (and many other friends from this time) certainly did have fun
discussing aspects of specification and design. There was never a problem with
details of notation: Jean-Raymond would write Z-like notation on one half of
the board and I would scribble VDM on the other side. We all knew it was the
deeper concepts which were crucial.
Bear in mind that I considered VDM’s style of sequential program devel-
7There is an amusing side show on getting the book printed on an APS/5 laser printer in
San Jose.
8Another very important visitor was Lockwood Morris. We together “exhumed” Turing’s
early verification paper [Tur49, MJ84] and Lockwood helped me see that the way invariants
were handled in [Jon80] made proofs more difficult than they need be — this led directly to
the change to viewing invariants as type restrictions in [Jon86].
opment was reasonably thought through (and that I was supposed to be doing
my DPhil research on concurrency). There was one problem that we could all
see was unsolved: in order to build large specifications one might want to use
specifications of smaller constituent parts. The need to (in the most general
sense) “promote” an operation on an object to work within a larger state was
often discussed.9 This is a very good topic to explore today with this super line
up of panelists.
I concede at once that the “operation quotation” idea in VDM [Jon86] was
“clunky”; but I also have to say that I never felt that (what became) Z’s “schema
calculus” was safe in the hands of other than real experts. We would never design
a programming language with such a textual capture concept; why assume it
was a good idea for specification languages?10
Contrary to assumptions by some people who were not there, I was far from
negative about Z. In fact, I consistently encouraged them to publish Z11 and was
involved in getting the IBM/CICS project for Oxford. I happen to think that
Ian Hayes’ [Hay86] (first and second editions) is one of the best books around on
“formal modelling”. Ian and I went on both to propose changes to VDM and Z
that would remove some of the irrelevant differences and to write our infamous
“Magic Roundabout” paper [HJN94].
I’d like to add a few words about VDM post Oxford. When I arrived
in Manchester, Peter Aczel had been studying [Jon80]. He wrote me a let-
ter [Acz82] (which he sadly saw as not worth publishing) about Hoare axioms
and my proof rules. His comments indicated that Jones was obviously right to
choose post-conditions which were relations (of initial and final states) but his
rules are “unmemorable” (a less polite person might have said ugly!). Peter’s
proposed cleaning up of the style for presenting inference rules for relational post
conditions yields rules which are as elegant and memorable as the Floyd/Hoare
rules. (And in my opinion, the well-founded relation has always been more nat-
ural than Dijkstra’s “variant function” [DS90].) The clarity of these rules was
one of the major stimuli to writing [Jon86] in which I also took the plunge and
presented “data reification” before “operation decomposition”.
VDM’s influence on other notations/methods has been considerable:12
• Jim Horning acknowledged the influence on Larch [GHW85]
• VVSL [Mid93] is a close derivative of VDM
• RAISE [Gro95, Gro92]
• I am honoured by Jean-Raymond’s generous acknowledgement to the in-
fluence on B [Abr96]
• Our esteemed chairman has shown how to combine VDM with OO con-
cepts in [FL98, FLM+05]
9As far as I can remember, Tim Clement had the best proposal at the time.
10Martin Henson was in the audience and has very interesting nw proposals.
11I took to the meeting a “spoof” paper with Bernard Sufrin’s name on the cover: “Reading
Specifications” was a rather crude prompt!
12One could also mention the many (at first) “VDM-Europe” symposia [BJMN87]; later
broadened to “FM-(E)” of which our panel chairman is also chairman.
Discussion points
We were invited to seed the discussion with some “provocative” comments of
our own. I offered:
• VDM, Z and B (as specification languages) are close cousins; they all use a
“model oriented” approach; the approach of documenting “abstract mod-
els” has proved very productive. (But it is fun to look at the differences
between cousins.)
• one of the most interesting differences is the way in which specifications
of components are used in the specifications of larger systems;
• in the 1970s/80s most researchers (outside of the VDM/Z schools) were
working on “property oriented” specification techniques; the model-orinted
camp felt in a distinct minority (thus the “bias” test);
• data refinement is more important than proof rules for programming con-
structs;
• formalism pays off — use in the early stages of design
• (ISO) standards don’t (pay off)!
2.3 Ian Hayes
My introduction to Oxford and Z (1982). In January of 1982 I was
visiting Carroll Morgan at Oxford and met amongst others Tony Hoare, Ib
Holm Sørensen, and Bernard Sufrin. During the visit, as well as being exposed
to the cold and grey of a Oxford winter for the first time, I was exposed to the
pre-“schema calculus” form of Z via Jean-Raymond Abrial’s handbook on Z, and
Bernard’s editor specification, and I went away with a pile of reading including
more of Jean-Raymond’s writings and Cliff Jones’s Software Development: A
Rigorous Approach.
The IBM CICS Project (1983-85). A year later, in another freezing cold
January, I returned to Oxford to work as a researcher on the IBM CICS project,
which was tackling the challenge of formalising the CICS Application Program-
mer’s Interface using Z. By now Z had grown to include the early schema calculus
as presented by Carroll Morgan and Bernard Sufrin in their Unix Filing System
paper (IEEE Transactions on Software Engineering).
The project had Ib Holm Sørensen and myself as researchers, working under
the direction of Tony Hoare. We also had Cliff Jones and Rod Burstall as
consultants. We worked with the likes of Peter Collins and Peter Lupton at
IBM, spending a day a week at the IBM (UK) Laboratories at Hursley.
Motivations. The researchers were primarily programmers, rather than theo-
reticians, and the emphasis was on trying to specify real systems. Our objective
was to devise a specification of the system that was an accurate description
of its desired behaviour but also as easy to comprehend as possible. To this
end we emphasised using set theory to provide abstract descriptions of the sys-
tem’s state, implicit specification of operations using “relational” predicates,
and building/structuring specifications from components. Even then we were
interested in combining multiple views of a system to give a clear specification.
Early Z. In the early days, operations were specified in Z as either functions or
relations. Schemas were initially just used to specify a “record” type, but with
an invariant constraining the permissible combinations. They weren’t used to
specify operations, but they were used to specify the state of the system. As well
as being used for records, they started being used as a shorthand in quantifiers.
For example,
∀ s : seq N; n : N1 • n ≤ #s ⇒ ...
was converted to
∀ s : seq N; n : N1 | n ≤ #s • ...
and abbreviated to
∀SS • ...
where
SS
s : seqN
n : N1
n ≤ #s
Operations were specified as functions, but using schemas for the state:
λ x : N •
(λSS • (µSS ′ | s ′ = s a 〈x 〉 ∧ n ′ = n))
This allowed succinct reference to system state as well as implicit inclusion of
the state invariant as the predicate part of the schema describing the state.
Using schemas to specify operations. The next step was to use schemas
to give a relational specification of an operation, as first used in the Unix Filing
System paper. This allowed specifications to be nondeterministic, and precon-
ditions could be extracted by taking the domain of the relation. To allow the
state of the system to be specified as a schema (along with its implicit state
invariant), schema inclusion and schema decoration (initially with just a “′”)
were required. Then came ∆S and ΞS and variations on these to help manage
the frame problem.
From there, schema disjunction was used to allow alternative behaviours (e.g.
error behaviours) to be specified, and schema conjunction and hiding were used
for promoting operations to a larger state space. Schema conjunction was of
particular interest as it didn’t have a programming language counterpart.
Other operations on schemas included relational composition which, al-
though it was written with a “;”, was quite different to the sequential com-
position in programming languages.
VDM and Z. The work at Oxford was heavily influenced by the pioneering
work of Jean-Raymond on Z as well as by VDM. At one stage we tried to
converge the syntax for the mathematical notation used in VDM and Z. This
wasn’t completely successful, but they are much closer than what they might
have been. There are also great similarities between the refinement rules used
in Z and VDM.
Refinement. Peter Lupton and Ib Holm Sørensen started to use Z schemas
as components of programs written in Dijkstra’s guarded command language.
This influenced Carroll Morgan’s development of his refinement calculus, which
helped provide a detailed semantic basis for what Peter and Ib had been doing.
But the history of the refinement calculus is another story, so I’ll finish here.
3 Discussion
3.1 Panel reactions
John Fitzgerald: First of all I would like to thank all four of the panelists
for giving such a broad range of talks trying to describe twenty five years in
twelve minutes. I am going to first of all ask the panelists to respond to any of
the issues that they felt came out of the other presentations and just really to
identify the issues that we should discuss in the open session.
First of all I would like to ask John if there is anything that stood out for
him from the other talks. Perhaps you feel the other talks were coming from
the areas of the discipline that were rather closer to one another historically and
intellectually.
John Tucker: Well perhaps in some sense, my own talk was rather narrowly
focused. There are overlaps in different ways, but I would first like to invite Cliff
to define very precisely the difference between “model approach” and “property
approach”.
I think what also came out is this idea of the way we handle these subjects
educationally: how well known, for example, are the highlights of the activity in
the last 25 years? It is a very big thing this thing called computer science and it
is quite natural that all colleagues should have some information about what is
achieved in the last 25 years, some primary landmarks, for example. Traveling
on the metro is very important for formal methods, and we should do more of it
because one can claim, “here is something where these things have been used.”
Of course there are many other examples but it is not the case that the average
researcher in formal methods, never mind the average computer scientist, could
recite some classic examples where these techniques have been used.
If I were looking in engineering, say, forty years ago, I would say that the
finite element method – a very important modeling technique – would not be
so well known among civil engineers. But if you remember the old problems of
the box girder bridge that kept falling down, the entire analysis of how these
things work and the explanations of this big problem were analyzed by these
kinds of techniques. So gradually things like finite element methods appear on
the horizon of the average computer scientist. So that is something I would like
to put to the audience as much as the panelists.
John Fitzgerald: Good, thank you very much. Cliff are there any points
you would like to raise?
Cliff Jones: I absolutely agree we should talk about technical distinction
and education. Can I just pick up this recognition of formal methods, because
I think it is a very difficult one. So, people from Praxis here will tell you when
you land at Heathrow that formal methods matter there as well. In fact, a
certain rather large VDM specification has come back to haunt me, because
we are using it as one of the “drivers” for reformulation in Event-B within the
EU-funded Rodin project, thanks to Praxis making it available to us, I have to
look at this rather large VDM specification.
But I would like to pick up something Tom Maibaum has said many times
and this is that it is the “curse of formal methods” is that as soon as something
gets used it gets taken into “software engineering” and is no longer “formal
methods”; they are not using “formal methods” because that is the bit they
have not taken (yet). It is sort of a definitional Catch-22. Maybe we could talk
a bit about the problem of the perception of formal methods and their impact,
versus the reality.
John Fitzgerald: Thank you. Ian, are there any comments you would like
to make?
Ian Hayes: I wanted to pick up on two issues. I guess education and
application in industry.
From the Australian perspective, I don’t see that we have progressed much
in the last 25 years, especially in applications in industry. I think in the UK
and Europe it’s much better than in Australia. If anybody has got any clues
for me on how to improve things, both in applications and in education, that
would be interesting. Even convincing my colleagues is sometimes difficult.
John Fitzgerald: Thank you, Ian. Jean-Raymond?
Jean-Raymond Abrial: I have almost the same worries as Ian has ex-
plained. It is easier to convince students than to convince colleagues. I think
that education is extremely important; I also think that the field of software
engineering these days is still focusing too much on the problem of discussing
programming languages and adding features to programming languages. In
“Software Engineering”, the most important word is engineering; I think as
such it is not taught enough in education.
Of course we have UML, but as my colleagues agree, its semantics and
definition are not at all well enough defined. Again and again, I would like to
put the emphasis on education. From my experience with using formal methods
in industry, it is not difficult for engineers to learn something like Z, B or VDM,
it is not difficult, it is far easier to learn than C++.
John Fitzgerald: Thanks very much.
3.2 Models vs properties
John Fitzgerald: I’ve had a couple of questions in advance from members of
the audience and I think we’ll fold those into the discussion around some of the
topics that have already been mentioned. First of all, I’d like to address some
of the more technical aspects; I’m going to put my friend Cliff on the spot on
“models vs. properties”, if we could talk around that topic.
Cliff Jones: I believe what characterises property-oriented specifications is
that you write equations between the operators. In what I call model-oriented
specifications, you introduce a model and you define things in terms of changes
to that model, rather than equations between the operators. That’s the distinc-
tion I would like to make.13.
John Fitzgerald: John, did you find that a satisfactory distinction?
John Tucker: You can easily see in the case of the stack and other examples,
that the guessing of equations comes quickly and easily and is designed not to
bother about models.
Cliff Jones: Can I interrupt with an anecdote? We all know the equations
of stacks. I’d heard Jim Horning talk about John Guttag’s thesis very early
on. I remember approaching a number of distinguished computer scientists (I’d
better leave names out of this) and saying, “Could you dash off the axioms for
queue for me?”. Most of them scratched their heads. One very distinguished
computer scientist, with great confidence, went to the blackboard and wrote the
axioms for a . . . stack. It’s not that easy to get just the right equations.
John Tucker: Well to write the equations for the stack properly is extremely
difficult. I think I could go on about that ad nauseam. Largely because the
stack is one of those things, if there is such a thing, that is a prima facie case
where one might be advised to use partial functions.
However, putting aside that unique distinction that the stack has got, what
I was trying to say was that with certain structures, like the stack, you start by
guessing these operators and properties and of course you run into trouble. The
property-oriented idea comes when you see the operators and you start wanting
to write down these properties.
Typically, although this is plausible, it strikes me that for the average prob-
lem that you want to specify, you’re rather clueless over the properties. So really
you need to make models first in order see whether or not you want to have
specifications that are somewhat more abstract, later. I think it’s fair to say
that many techniques in the algebraic specification method, when you actually
get round to using them, do require you to make these models first and then
find these axiomatic equations as a second stage.
Tom Maibaum: I think that the discussion so far perhaps misses the
point, because really there is a simple distinction between property-oriented
and model-oriented approaches. In the property-oriented approach, you take
some standard logic and you specify theories over that standard logic. In the
model-oriented approach, you extend that logic with things like sets and you
write theories over this extended logic. Otherwise I agree that the distinction is
neither here nor there, if you accept both approaches as logics over which you
write specifications.
Cliff Jones: I’m comfortable with that.
Jean-Raymond Abrial: I had to teach a course, some time ago, on pro-
gramming languages. There exists this distinction between imperative languages
and logic languages and so on; so the exercise that I set the students was to
develop an interpreter for logic programming in Pascal and an interpreter for
Pascal in Prolog. I believe that between models and properties we can do the
same thing, we can simulate one in the other and that would be very interesting.
It is possible to completely simulate property-oriented specifications in models
and vice versa.
13A fragment of the draft paper “Model-oriented Specifications” by Clement and Jones,
comparing algebraic and model-based approaches, is to be found in the present issue of FACS
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John Fitzgerald: What a diplomatic note! Are there any other comments
or questions from the audience on this issue?
Peter Mosses: I felt somehow rather dissatisfied with Tom Maibaum’s
exposition; washing out the difference and saying that it’s all a matter of logic
and which logic you happen to prefer.
It seems to me that the model-oriented approach is a definitional approach.
We give a definition for our various functions based on what, in an algebraic
sense, would be hidden things (for example, the concrete representation in an
abstract model of particular functions). Rather that just relating the things in
the signature in the interface directly to each other, as in the property-oriented
approach, which are essentially the things the user is concerned with. I feel this
is an important distinction.
3.3 Partial Functions
John Fitzgerald: I’m going to ask Peter Mosses to stand up again. If models
vs. properties was controversial, perhaps the next question will be just as good.
Peter Mosses: The different formal methods tend to have differences of nu-
ance, or perhaps even bigger differences, in their treatment of partial functions.
There was some lively debate about this around ten years ago. I’d like to ask
the panelists what their perceptions are of that debate about the differences be-
tween the approaches to partial functions in the different frameworks. Did any
kind of consensus emerge from that debate and what would they recommend
now as the best way of doing it?
John Fitzgerald: I’m going to ask the panel to concentrate on the history
and their recollections of the debate and less on holding the debate again, if
possible.
Cliff Jones: The subject of logics for partial functions comes up in one of
McCarthy’s papers from the 1960s and I first met the topic when Peter Lu-
cas introduced me to that paper. The Vienna Definition Language had indeed
taken McCarthy’s “ordered view” of operators: “false and undefined” evaluated
to “false”, but “undefined and false” was “undefined”. This seemed an unfor-
tunate property to me. I’m not going to go through all the attempts I made to
circumvent this problem since,14 but I met that problem during my first stay in
Vienna during the late 60s and I didn’t like the answer.
I subsequently attempted to use bounded quantifiers and I also attempted to
use two sets of operators (as Dijkstra does) called AND/CAND, where commu-
tativity is preserved when possible and the ordered version is used as necessary;
but the laws for this approach are horrible. The only approach I never tried
was the one that Z used at one time, where the factorial of -1 denotes some
unknown integer — I really don’t like that approach.
The cute answer would be that after I came up with the “Logic of Partial
Functions” with Jen Cheng and Howard Barringer, I saw no need to try further.
The honest answer would be that the differences, which I agree are still there,
come from what you’re trying to do. If you look very carefully at the formal
proofs that we did in VDM, the way we handle partial functions works rater
neatly. I was talking to Jim Woodcock about this last week and his point is that
14See [Jon06] for references.
the Z proofs are just different proofs; they don’t come up with the same sort of
constructs and therefore they suggest different requirements for the logic.
I believe there is no consensus and I doubt there ever will be, because the
differences probably come more from what you are doing with the logic than
just cussedness or blindness.
John Fitzgerald: Ian Hayes, do you agree there’s no consensus?
Ian Hayes: I was just going to make the comment that when I’m presenting
this to my students, one of the things that I’ve learned over the years is that
I need to distinguish between undefinedness of expressions in a programming
languages and those in specifications. It is often the case that exactly the same
syntax is used and people get confused about the two different issues. In a
programming language, things like CAND make sense, but in a specification
they don’t.
John Fitzgerald: Any comments from the many people in the audience
who have been involved in this issue?
Bernie Cohen: Undefinedness in a specification has got be be related to
an absence of specificity in the statement of demand for the product. So it’s
usually plausible to generalize and say that in this particular circumstance, one
resolves the undefinedness this way or that way. It depends on how the system
is going to be used and that’s a question of the demand of the user. That is
a major gap in the whole development of formal methods and I think that’s a
partial answer to Jean-Raymond’s prompt about what is missing from Event-B,
in that we’ve never learned how to deal with demand and that’s been absent
from our formal methods for the last 25 years.
Jean-Raymond Abrial: I think this is a very old mathematical problem.
Mathematicians have always made progress in mathematics by saying, “by the
way, it is possible to talk about division by zero or complex solutions to equa-
tions”, for example. A normal mathematician will, when working with series,
for example, be sure that the series is not divergent.
My view is that proving that the problem you have has not got anything that
is undefined or ill-defined is (along with type checking), another filter in proving
the well-definedness of your expression. Lexical analysis, syntactic analysis,
type-checking, well-definedness and then proof. If you go through all these
filters, then at some point you are certain that your specification is well-defined;
you factorize out completely the use of division by zero or the maximum of an
empty set and so on. This is my view, I know that Cliff and I do not share the
same view, but we are extremely good friends and we still argue about it!
Rob Arthan: My view on this topic is that you get out from a logic or
a proof something that is proportional to the amount of work you put into it.
So if you do a constructed proof you get something really good out, you get a
program.
If you do a logic of partial functions proof, you get a guarantee that your
specification doesn’t depend on the result of two undefined values. If you do a
really classical proof, in which 1 / 0 is some unknown integer, then what you
often get is a proof, because you’ve made life easy for yourself. I think it’s very
much a technological question and a question about what you want. If you
want good tool support and lots of automation then maybe you need classical
reasoning; perhaps in 20 years time our automation will be so much better in
that we can all do logic of partial functions using tools.
Cliff Jones: I’m glad you brought tools into the discussion. If you’ve got
the right sort of mechanical theorem assisting tool, then you really don’t notice
the difference between the logics, you just learn to live within it. Frankly today,
with the possible exception of Click and Prove, most of the tools are so difficult
to use, that the least of your problems is the specific axiom set.
That, I see as an opportunity as opposed to a reason to give up; we need
to do a lot more work on making our proof tools more usable. The proof tool
which is good and embeds a particular logic will define which logic we’re using
in ten years time, I think.
Which is a worrying observation.
John Tucker: I have to say a few words on partial functions. If you work
with the so-called algebraic specification method, at the end of the day, you
are making a statement that says, I’m going to have operators and formulae
expressing properties of these operators. So you’ve just got these operators
in the signature and equations (possibly conditional equations) and not much
more, to play with.
As I mentioned in the presentation, this can express virtually anything you
want, which is a testimony to how complicated equations are. Logically, you
are dealing with a very simple logic; you write down terms and you use the
equations to rewrite them. Everything is stripped down to nothing. If you
let these operators be partial, suddenly you see that a really big, nasty set of
problems start emerging in these calculae.
Even in the simple case of equations with operators, partial functions start
stretching the mind and patience of those who work with algebraic methods. I
would say, that this is the sort of experience that you want to be very careful
about using. On the other hand, when you use algebraic methods, in terms of
the great spectrum of formal methods, you really are using a high-resolution
microscope. You are looking at very sharp, precise details of a model or a set
of models, that satisfy the axioms — increasing the technical rigour.
I agree with the idea of avoiding partial operations, try to make these models
in situations or with conditions where you are able to check that the partial
operations don’t appear. But on those occasions where you want a wider view,
algebraic specifications show up the great gap there is in technical terms between
a world without them and a world with them.
If you deal with the stack, it turns out that it is a non-trivial problem to
formulate any kind of satisfactory specification. You can do it, but it’s difficult.
Whereas in other situations, such as division by zero, if you want to have the
inverse of zero equals zero, go ahead. This produces the most fantastic calculus
with everything you could possibly want, just don’t use it for continuous data
types, because it does interfere with the continuity — but not the algebra.
3.4 Recognition and perception of formal methods
John Fitzgerald: I would like to broaden the discussion a little to some grander
themes that came out of the presentations and the comments afterwards. If
we could concentrate for a while on “recognition of formal methods” — the
perception of formal methods, in some sort of engineering community.
I’d like to ask the panelists how they feel that perception has changed, if at
all, over the last 25 years. Is it better, or is it worse, and why? Would any of
the panelists like to start off? Jean-Raymond?
Jean-Raymond Abrial: I think that in some sense it has not changed, but
in ways it has. For example, at Southampton University, the chair of Michael
Butler is called “Formal Methods”. On the other hand, at Ecole Polytechnique
in France, they do not recognize, at all, this idea of formal methods. In Zurich,
where I am presently, there is a very strong “Chair of Software Engineering”,
where they do almost no formal methods at all, they just add new language
features and things like this.
So the situation is quite different from one place to another; but again I think
the problem is the one of tools. If we have good tools for formal methods we
can teach them together with the tool, and I think that is very, very important.
I remember, for example, Hoare logic was taught years ago and then in many
universities it was abandoned, because there were not enough tools around for
Hoare logic. This is less and less the case now, because there are more and more
things developing in this area.
So the situation is not simple, the situation is complex, but I think from the
point of view of the formal methodists, we have to continue, it is very important.
Another interesting example is that of artificial intelligence. I think in formal
methods we go slowly, while in artificial intelligence there was a peak and then
it went down. I think we have to continue to go at that speed.
John Fitzgerald: Thank you. Are there any other comments from the
members of the panel?
Brian Wichmann: Cliff mentioned CICS which was a mega user system.
What systems do we have these days, which have been developed using formal
methods, even specified using formal methods, which are in the same category?
Cliff Jones: Brian’s question is very interesting, but it comes back to Tom’s
puzzle of formal methods. Microsoft are now making extensive use of verification
style technologies getting the many bugs out of their software. That’s not called
–in general– formal methods. There is a wonderful quote from Bill Gates which
talks about the adoption of formal methods. It is a speech in 2002 or in 2003 –in
front of a very wide audience– how they are beginning to adopt formal methods
in their driver testing-debugging cycle.
There is no bigger software example than that, but I suspect it is not seen as
a formal methods success. They need assertions in order to cut the false alarms
in their extended static checking. Where did assertions come from? So, I think
there are plenty of examples.
Richard Bornat: I will correct you on that, Cliff. It is seen as a formal
methods success, it’s based on Byron Cook’s tool, which is SLAM, and it is
absolutely formal methods success.
But I think the interesting point is that of the question of what is the status
of formal methods. We are having this discussion in England, and two people on
the panel, one of them is French, the other is half Dutch, and one is Australian,
and the fact is, software engineering, it’s important to be as rude as we possibly
can about software engineering. I will mix this up with the discussion about
education.
Dijkstra defined software engineering as how programming should be taught.
It is a process which has been developed from the English class system. A
question they ask over and over again in their histories, how do we run a system
where upper class idiots are supervising lower-class clever clogs? Over and over
again: the first World War was a disaster, the English Civil War was a disaster,
over and over again they get the answer, it does not work.
The fact is software engineering is nothing to do with computer science,
never has been and never will be. When they steal things from us, they just
steal things from us and they don’t know how to use them.
Part of the problem we have at the moment is, there is a massive failure
of confidence in computer science education and it is caused by the fact that
we are not sure, why it is that most of the people who come to the computer
science departments, can never learn programming. Interestingly enough, this
is an advert for me. A student and I have discovered a test to tell you who in
your intake can never learn to program – and I mean never – and who in your
intake can learn to program.
Half of those who can learn to program will not like it and they will become
software engineers. We should, as formal methodists, recognize that 60% of the
male population can never learn to program and I am not exaggerating. It is a
big problem because that means we have only got 20% who could be software
engineers and 20% who could be programmers.
That is actually if we can begin to sort them out and we can continue to be
extremely rude about software engineering.
We also have to be rude about formal methods, because the truth is there are
not that very many programs that we care about enough to have Jean-Raymond
Abrial spend 5 years writing them. Most of the times someone says, “I would
like you to order my chickens in order of who lays the most eggs.” It does not
matter if your program crashes most of the week; formal methods is completely
inappropriate here. You want to write the program today and run it tomorrow.
You do not want to sit down for 5 years and get it right. It’s not worth it! The
chickens will be dead!
John Fitzgerald: Thank you. I would like to keep the education point until
a bit later, and for the moment stick with the perception of formal methods in
the profession.
Peter Amey: I think there are several ingredients. I think the biggest
problem is having the name “Formal Methods” with a capital F and a capital
M with big quotes around it. We have heard about things going into tools, we
have heard about industry adoption and documenting using formal methods.
I think actually formal methods will have succeeded when it does vanish,
because people are just doing this because it is good engineering and they are
doing it because it is embodied in the tools that they are using.
We have got a whole lot of Spark users around the world putting in proofs
all over the place. None of them would admit to using “Formal Methods”
and probably wouldn’t even understand what you meant if you said “Formal
Methods”. The secret is to make this attractive, usable engineering and to get
rid of the capital letters; stopping it being something special and scary that
everybody is frightened of because it has got a label.
John Fitzgerald: Thank you very much. Any other comments from the
audience, please?
Martin Campbell-Kelly: The latest paradigm for producing quality soft-
ware is the “open source” initiative. I just want to know how those two things
fit together — formal methods and open source — where “bugs become shallow
under many eyes”.
John Fitzgerald: Thank you. Any comments from the panel?
Jean-Raymond Abrial: I think open-source is very important for the tools
and for the people using the tools. For example (this is a case that Cliff and
I know of), in our RODIN project, one of the main emphases on the project
was to have tools that are completely open-source. So I think it is very, very
important to have this. There have been too many tools that are proprietary
and that has not given any good results.
Cliff Jones: I am delighted Martin is here, because he is real historian.
He helped me when I tried to write the history of program verification for the
“Annals of Computer History” some years ago. I think he is too much of a
historian that even open source is not that latest thing any more! I thought
that you were going to say “XP”.
What I really wanted to say constructively was that I would love to see
our community –with or without capital F and M– publish public, open-source
specifications. A lot of my career has been in industry, there was the time when
I was relying on something called CORBA and I would loved to have had a
formal specification up there that I could have just referred to and found out
what this wretched thing was supposed to do — none of the implementations
did the same!
I think if we could infiltrate people’s working life by publishing a lot of, what
Peter Mosses calls, formal descriptions (they are not necessarily “specifications”
— specification has a formal legalistic status). But for things that people use,
if they found it was handy to go off and look at this formal description (with
the small f), that might influence what we are doing more than anything.
Jean-Raymond Abrial: One of the problems was with using formal meth-
ods in industry, researching the formal methods in industry, is that very, very
often, what is lacking or what is very bad in industry is the requirements doc-
uments. So it has nothing to do with formal methods. Most of the time either
it is extremely verbose or it is almost nothing and it has to be rewritten. So
one of the main points, before formal methods (and this is again something to
do with education), we have to educate young students about just writing good
requirements documents.
Rob Arthan: On the take-up of formal methods, I started using formal
methods in industry with VDM in the late 80s and Z ever since. One of the
things that made life hard then was precisely something Cliff raised, which is
the lack of standardization. Of course standardization was hell, I spent 12 years
or more of my life on a Z standard committee and it was hell.
I hope things are going to get better and that we’ll have got better at com-
ing up with formal methods which are immediately accessible with tools and
rigorous definitions of the languages themselves.
Cliff Jones: Well, I am really tempted to raise the question of how much
harm we did by having different methods, which to a certain extent, as Ian and
I showed, were different in completely silly ways — which symbol we chose to
write something, for example.
Some differences are interesting, I believe they are technically interesting
and need thinking about, but a lot of confusion was avoidable. A really classic
problem was that Dines Bjørner put up a project to EU called VDM-Fit, which
was “clean up VDM”. That got turned down as far too boring, but he put up
a project called RAISE, which was to design yet another specification language
(as though we needed one) and the EU funded that!
Maybe we do need a way of sorting out some problems behind the scenes
and putting out something that looks more uniform to the rest of the world, so
that they don’t get confused.
Bernie Cohen: On the subject of descriptions, providing descriptions in
a formal language does not help, because they are always descriptions of what
somebody else wants and not something that you want.
A very clear example of that comes from way back in the 70s from the HOS
girls, who produced the world’s first properly tool-supported formal method,
with abstract data types and everything. They had nice contract from US to
specify weapons acquisitions, up to, but not including, transition to war. One
of the things they had to specify was a truck and they had a whole catalogue of
abstract data types available and they went looking in it and they couldn’t find
“truck”. So they started from scratch and they specified truck, and found out
to they horror, after a couple of weeks of work, what they had was isomorphic
to stack. They did not not know that in advance! Well it is obvious, a truck
is something where what ever you put on first gets takes off last. That’s the
problem, you publish the specifications and the descriptions of things expressed
in formal terms, but they are not the things that you want, they never are.
Tom Maibaum: I would just like to report that my impression is that this
is a pessimistic discussion and I want to report something very optimistic. I
want to report we have entered popular culture. So we are now in a position
like physicists and mathematicians, to pull the wool over politician’s eyes and
say how what we are doing is great, and get a lots of funding.
How many of you have heard of the Fiver? Not one of you? Well the Fiver
is an electronic bulletin sent out at five o’clock every day by the Guardian, via
e-mail, with a humorous take on the day’s events in football. So two or three
weeks ago, when the draw for the world cup was taking place, they had a report
about the ranking of the various teams participating and how this ranking was
obtained. The description began by saying that in order to understand this
complicated method, you needed to appreciate something about Iron Maiden
and something else and a Ph.D. in the polymorphic Pi-calculus15. My contention
is that we’ve made it. We don’t have to worry any more!
Richard Bornat: For a large part of computer science, I would say the
only interesting bits of computer science are the formal methods — and the bits
of formal computer science that work are all in compilers.
Compilers do completely magical things. John Reynolds once told me that
when someone told him that you would write a description of a program and a
computer would write the program –this was before FORTRAN was invented –
he thought it was magic. He couldn’t see how that could possibly happen.
Now, of course, we know that it is not magic at all. When I sat behind
Rod Burstall, he showed me how a computer could work out the type of an
expression in ML. I thought that was magic — and I still think it is magic, even
though I know how it works.
Formal methods is just bits of computer science that we haven’t got into
compilers yet. This suggests to us that the old bits of formal methods, inter-
esting though they may be, are possibly not going to get into compilers at all.
There are lots of new bits of formal methods, like Event B and the bits that I
work on, which are going to get into compilers, aren’t they?
15“The Fifa Coca-Cola world rankings (yes, that’s their official title) are so fiendishly com-
plicated you need a PhD in polymorphic pi-calculus, a deep love of Iron Maiden, and a fondness
for making jokes about “picking two from the top and one from the bottom, Carol” to under-
stand them.” Iron Maiden; and Slapstick Farce, Sean Ingle and Georgina Turner, The Fiver,
Tuesday December 6, 2005.
So formal methods rolls on and it will always be that formal methods is never
going to be invisible, because there are always be the stuff that we are trying
to do, that we haven’t done yet. 90% of it is not going to work, 10% of it is and
and we don’t know which 10% will. We go battling on with algebraic data types
if you want to, VDM if you want to, Event B if you want to, Separation Logic
if you want to. Formal methods is just what we haven’t put in a compiler. As
soon it gets into compiler it becomes invisible.
Brian Wichmann: Responding to Richard’s point about compilers. Of
course, there is a lot of that. But I am not really concerned so much with
compilers, but what they produce. The fact of the matter at the moment is
that (perhaps with the exception of Java if you don’t use concurrency), almost
every program that is ever written with more than a 1000 lines will, under some
circumstance, execute unpredictably. I think that is, 50 years after the advent
of the first compiler, atrocious. We should be disgusted with ourselves.
Cliff Jones: I think that our colleagues from Praxis will argue that there
are several counter-examples (Spark).
Brian Wichmann: Yeah, but that’s not 99% of computing, I’m afraid.
Cliff Jones: I agree, unfortunately. They would not mind if it was!
3.5 Education
John Fitzgerald: I want to move on to the education issue, which several of
you have mentioned and indeed two of the presentations did. By education I
assume we mostly mean university education, but I’d like it if people talking
about this issue could at least make a nod in the direction of industry training
as well.
Peter Amey: One of the things that troubles me is the commercialization
of university education, in that students are being asked to pay a lot more and
they’re coming out of universities in debt. As a result of that they seem to
want to learn things that they believe have an immediate application and the
universities are responding by giving them that. It seems to me that actually
the universities are abandoning education and moving into training and actually
they are quite distinct.
What I want from people who apply for jobs at Praxis to have, is an engi-
neering education, upon which we can do technology specific training. I don’t
want people to come knowing what the latest programming language is, having
no idea about engineering principles. I don’t know how to solve that problem,
but I think it’s a big one and a growing one.
John Tucker: I drew attention to this in the narrow sense of data type
theory, but generally speaking, I’m rather interested in what people have to
say. We already have these problems about what is software engineering, what
is formal and what is not formal. For example, Richard Bornat mentioned
compilers, which are forever being expanded as programming languages get
more and more abstract and high-level. As such the notion of a compiler grows,
the specifications become more abstract and we all expect the machine to do
the donkey work of producing simulations or translations into other formalisms.
If you take, for example, the 50s and 60s, when grammars started to ap-
pear in the vocabulary of everybody, people would learn a lot about grammars.
When the tools came along, particularly with UNIX, many universities used to
have plenty of interesting exercises for second year students. So if you take a
fifteen year period, which some people here would probably be intimately con-
nected with, you go from a situation where nobody could see how the future of
compilation and higher-order languages would go, to second year students being
able to do many compiler exercises.
So there’s a question again there, is that formal methods? Well of course it
is. It has come out of a formal community of people doing formal languages and
working in connection to logic, yet it has become mainstream. Now ladies and
gentlemen, show me your courses on grammars where you really go into detail on
pumping lemmas and sophisticated algorithms. If you’re not teaching the basic
theory of context-free grammars to your students, what the hell are you doing?
Grammars, abstract data types, finite state machines and various other things
are part of a scientific analysis of the fundamental notions underlying software
and computer science. We’ve gone so far as to forget about these things, which
I find shocking.
Cliff Jones: It’s even worse than you make out. I teach students semantics
and want to assume they know about syntax; I couldn’t figure out why they
didn’t until I looked into the Java books. We went through 40 Java books and
not one of them had a concrete syntax for Java in it. The standard does, but
of the normal textbooks that students use, very few of them have a grammar in
them.
Richard Bornat: It’s important never to be old. Ever since the beginning
of time, the old have complained that the young are now rubbish. That they’re
not learning grammars anymore and so on. I wrote a book on compiling, which
had lots of information on grammars in it and I’m extremely glad that we don’t
teach grammars anymore, they are not foundational they are accidental. Lots
of people needed to know grammars, because lots of people needed to write
compilers and compiler-like programs; now almost nobody does.
You can learn about grammars in about ten minutes by reading my book,
it’s extremely easy — grammars are not a problem. The old will always say the
young are rubbish and the young will always be cleverer than you behind your
back — just as we did, they are doing it to us now.
Cliff Jones: I disagree with several things. I never said the young were
stupid, I think it’s their teachers who are to blame!
Andy ?: I’m probably the oldest person here and I’m retired. I worked at
Hursley on PL/I, on an interpreter that ran in 100k. My first piece of formal
methods was when Harlan Mills walked through the door at Hursley and said
the way to write a program is with structured programming using if, then, else
and do, we won’t have go to.
That was the beginning of what I thought was formal methods. That has
slowly got into the system and now you don’t see people writing really unstruc-
tured programs. The bigger problem I see now is not that everybody that comes
out of university is unable to program, it’s that they aren’t able to communicate
and write decent English. So if you can’t write English, how can you write a
specification that somebody else can understand and then implement.
John Fitzgerald: I believe we now call those “key transferable skills”.
Margaret West: I think it was Richard Bornat who mentioned a test for
students being able to program or not. When I was applying for jobs after
graduating in mathematics, I was told “they’ll probably make you program,
because they think females are good at programming because it is like knitting.”
Jawed Siddiqi: I think there’s a very valid point about how education is
moving towards training. It’s not an issue of whether the young know better or
the old know better, I think it is the pressure that we live in to try to make things
that are supposedly more immediately exploitable. A system where students
are customers means that at many times, it becomes much more difficult for
universities to hang on.
When you talk about grammars, there is a whole series of courses that are
now advertised as computing, rather than computer science. Given that it is
(or was) one of the most popular courses, I think the range of material that’s
taught is huge and you would not expect that in any other discipline. There’s a
problem that some people are graduating who clearly have a computer science
background underpinning their learning and there are those with supposedly
immediately exploitable skills who aren’t going to be much use in a few years
time.
Cliff Jones: The line I use to “con” my students to come on my semantics
course, is to talk about the half-life of knowledge. VB won’t be there very long;
but understanding the semantics of whatever language they are going to do, will
be there for the rest of their career.
David Crocker: With the mass out-sourcing of programming jobs to low
cost countries, I think there’s a very good case to be made, that it’s the higher
skills of things like genuine design and real software engineering, rather than
just programming, which are going to be the useful ones for students in the
future.
3.6 Closing answer and comments
John Fitzgerald: I would like to finish with one question, which was sent to
me in advance by Janos Korn, who is not a formal methods person, but asks a
question that I think would be very appropriate to finish with.
Janos Korn: Thank you very much. I am an alien to formal methods, but
I feel that it is probably very much relevant to the work I am interested in. In
fact I value remarks and comments, that make me feel as though it is relevant
— the verbosity of requirements; syntax and grammar and semantics, but I may
be completely wrong. So if you allow me just for a few minutes to describe what
I am interested in.
I am interested in the systemic view of the world, in other words, looking
at the parts of the world, as consisting of interacting or interrelating objects
or properties. This is a very general view that you can apply to anything. In
fact, I believe that it is pervasive, empirical and indivisible. Hundreds of people
at different universities are engaged in this, but the problem is that they are
all extremely verbose and airy-fairy and talkative in terms of using abstract
linguistics. What I am trying to do is to make this more concrete, relevant
and structured and relatable to experience. In order to do this you need a
symbolism to create models. The symbolism is not exclusively mathematics,
but language. In fact, natural language matches the generality of this view,
but natural language is full of problems, as we know. It is used as means of
communication, but I am trying to use it as means of creating a model.
The problem is that the manifestations of the systemic view, with every-
thing being an interrelated object, is so diverse with enormous variety, how can
we adopt natural language? What I believe we have to do is to use linguistic
analysis to discover the smallest elements of natural language from which we
can construct scenarios, which are formal and structured. These smallest ele-
ments are one and two phrase sentences, in other words, ordered pairs. I have
developed this idea for some time, but my problem is that I lack the expertise
in formal methods and of course development of software that can handle these
complexities. This is where I think that formal methods perhaps could be a way
towards the further development of this idea of formalized natural language.
John Fitzgerald: Thank you very much. The question that comes out of
this is whether, over the last 25 years, formalists have done enough to relate the
work that they have been doing in their laboratories to the much wider systems
engineering process, rather then just the particular specialization on software?
So I would like to ask you individually to comment on this issue.
Cliff Jones: No, we have not done enough!
Jean-Raymond Abrial: This is precisely the goal of Event B and also
what precisely what I learned from Action Systems and from the people at the
Finnish school. I think that studying the global system, not only the software
part, but also the environment of it and having a model of this entire closed
body is extremely important.
Bernie Cohen: It cannot be closed if there are people in it. That is the
point.
Jean-Raymond Abrial: People are part of it.
Bernie Cohen: But it cannot be closed if there are people in it, it must be
open.
John Fitzgerald: Any other comments? John, please.
John Tucker: I have a comment about theoretical models, the sort of
classical corpus that Richard dislikes and classical corpus that I personally think
is extremely important.
Over the course of many years, various notions have come out of computer
science, or speculations on problems that are recognized as computer science.
Grammars are examples, so are neural nets and of course many more things,
not least a great number of process algebras.
Most of these things have arisen because we are all working on a certain kind
of computing technology; they have arisen to try to produce understanding. But
the first thing I would say is that, ignoring the responsibility of getting these
tools integrated into the wider picture of design, I believe most of these tools
will have a future becoming mainstream in the modeling of physical systems.
The physical systems that I am talking about may be indeed in pure science,
but they could equally well be in engineering science. It is quite obvious that if
you look at very theoretical work, for example on new models of computation, all
the expertise and knowledge of formal description languages and their semantics,
has a little role to play, to express certain intuitions about the way in which
quantum mechanics and various other things can be described.
Although this is a highly technical area, it is nevertheless those tools that
are gradually migrating, slowly but surely, into areas on the fringes of physics.
Similarly, you can see these things in engineering. If you go to any big engi-
neering department, you realize that the core business of virtually everybody in
that engineering department (whether it is geology, aeronautics or chip design)
is registered by the production of software models.
These software models typically come from continuous models, but as time
goes by we see endless experiments in non-continuous modeling, for example of
turbulence and various other things, using fancy discrete space models. I don’t
think we have seen the beginning of the future of our methods.
It is quite interesting that many technical things in the history of applied
mathematics started as studies of practical problems in engineering, very con-
crete problems. For example, Chebyshev polynomial approximation — incredi-
bly important. What was Chebyshev doing? He was trying to understand the
gearing of railroads in Russia. So a problem to do with engineering of the dif-
ferent gears and the connecting rods between the wheels, needed certain kind
of approximation and that is Chebyshev polynomial.
We see lots of these examples throughout time; I think it is just a matter of
time before formal syntax, formal semantics, formal methods and particularly
specification, start to play a fundamental role as they start to migrate out of
our community into other scientific communities. Just as logic has done.
John Fitzgerald: I would like to thank all the members of the panel.
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