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Abstract 
This thesis investigates the impact of financial stress on monetary policy in Norway. Financial 
distress has a negative impact on the economy, and if the shocks are large enough, it may 
possibly lead to a recession in the economy with sustained deflationary pressure, low 
production and high unemployment rates. The manner and extent to which the central bank 
reacts to counteract the effects of financial stress may thus be key in avoiding longer spells of 
reductions in the economic growth of a country. This thesis will investigate the impact of 
financial stress on the monetary policy decisions in Norway– both how large the effect has 
been and whether the central bank has responded ex ante or ex post to financial stress. 
The effect of financial stress on the monetary policy is estimated using an augmented Taylor 
rule using monthly data from 1998 to 2011. All regressors are treated as endogenous in a 
model framework where the parameter capturing the effect of financial instability is time 
varying. The results show a negative relationship between financial instability and monetary 
policy decisions. That is, the estimation results imply that an increase in the financial stress 
index contributes to lower interest rates. The effect is found to be larger in late 2008, when a 
full-blown financial crisis hit the global economy, than during the rest of the period covered 
by my sample. Furthermore, the estimates suggest that the central bank reacted more 
aggressively after an increase in financial stress had occurred than before such an increase. 
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1 Introduction 
In recent years, especially in the wake of the recent financial crisis, interest in the impact of 
financial imbalances on monetary policy decisions has increased. The Norwegian central 
bank’s core responsibilities include the promotion of price stability by the means of monetary 
policy, as well as promoting financial stability and contributing to robust and efficient 
financial infrastructures and payment systems
1
. As an example of the latter, the Deputy 
Governor of Norges Bank, Jan F. Qvigstad, argued that increased financial turmoil abroad 
calls for a monetary ease, in a press release dated December 14
th
 2011
2
. The authority has also 
taken extraordinary measures in order to cope with threats of financial stress in recent years, 
e.g. by the easing of collateral requirements
3
. The central bank also points to changes in the 
economic environment abroad that are needed to be taken into account when adjusting its 
interest rates (Norges Bank, 2012). 
In light of this, this master thesis investigates the impact of financial distress on monetary 
policy decisions in Norway in recent years. Furthermore, I investigate the reaction from the 
Norwegian central bank when financial stress increases as well as the nature of the response, 
i.e. the size and timing of the central bank reaction. That is, the thesis examines whether the 
monetary authority in Norway has reacted to financial stress, and if this has been an ex ante or 
ex post response. 
By applying an augmented Taylor rule in a time-varying parameter framework, I estimate the 
effect of financial stress on interest rates. I estimate a Taylor-type rule with endogenous 
regressors by first utilizing the two-stage least squares method. The model is later estimated 
by letting the coefficient in which the effect of financial instability is measured vary across 
time. The index measuring financial stress is based on an index developed by the International 
Monetary Fund, and uses different measures of financial stress in the bank sector, stock 
market and exchange rate market; see Cardarelli et al. (2011). 
In recent years, there has been an increased interest in this field of research. Empirical 
findings imply that central banks in recent years have decreased their interest rates in cases of 
increased financial instability (Baxa et al., 2011). There is also evidence that points to the 
                                                 
1
 http://www.norges-bank.no/en/about/mandate-and-core-responsibilities/  
2
 http://www.norges-bank.no/en/about/published/press-releases/2011/key-rate-14-december/ 
3
 http://www.norges-bank.no/en/about/financial-turbulence-and-norges-bank/steps-taken-by-norges-bank/ 
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central bank being asymmetric in its response towards financial stress, by decreasing its 
interest rates more in periods of stress than during normal times (Borio and Lowe, 2004).  
Additionally, in periods during which banks have difficulties in attaining credit, this can be 
counteracted by monetary policy easing (Cecchetti and Li, 2008).  
The evidence apprehended in this thesis suggests that the Norwegian central bank has 
decreased its interest rates when financial stress has increased heavily. Specifically, there was 
a rather big decrease in interest rates as a response to the massive increase of financial stress 
following the financial turmoil in 2008. 
The thesis is organized as follows. Section 2 gives an overview of literature in the field. 
Section 3 provides the modelling framework. Section 4 describes the data utilized in 
estimating the model. Section 5 presents the econometric results. Finally, section 6 concludes.  
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2 Literature 
In recent years, there has been an increased interest in studying how monetary policy 
decisions are affected by financial imbalances. Results from Bernanke and Gertler (1995) and 
Bernanke et al. (1999) suggest that the financial sector may amplify shocks to the real 
economy – the so-called financial accelerator effect. There is, however, disagreement 
concerning the extent to which the central bank should include a measure of financial 
instability in its reaction function. Bernanke and Gertler (1999) claim that the central bank 
should not respond to asset prices, a finding that is supported by Bernanke and Gertler (2001). 
On the other hand, Akram et al. (2007) and Akram and Eitrheim (2008) find that there may be 
gains from responding to asset prices. There is also some evidence suggesting that the 
monetary authorities have decreased their interest rates after the occurrence of financial stress 
(Baxa et al., 2011; Bulíř and Čihák, 2008).  
Bernanke et al. (1999) include credit-market frictions in a standard macroeconomic model, 
and show that the frictions propagate both nominal and real shocks to the economy, e.g. 
through a monetary contraction or expansion. Their findings suggest that even relatively small 
shocks to the economy will be amplified through the financial accelerator effect. 
Bernanke and Gertler (1995) find that the effect of a monetary contraction tends to have an 
impact on the consumers demand quite rapidly, whereas the effect on the production side 
comes with a lag and is far more persistent. Furthermore, they show that the financial 
accelerator works through two channels– the balance sheet channel and the bank lending 
channel. A monetary tightening works directly through the balance sheet channel of the 
borrowers by decreasing their net cash flows and collateral values. For the firms, there is also 
an indirect effect with a longer lag than the direct effects. That is, a monetary contraction 
tends to reduce the consumers’ spending, through their decreased budget balance, while the 
firms’ short-term costs are rigid. This will over time decrease the net worth of firms. The 
other channel, through which the financial friction is affected, is the bank lending channel. An 
increase in the interest rates will increase financial friction through the decrease in the supply 
of loans from commercial banks. 
According to Bernanke and Gertler (1999), inflation-targeting central banks should not 
respond to asset prices. This is further backed up in Bernanke and Gertler (2001), where they 
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found that the policy rules minimizing the volatility in output gap and inflation were so-called 
aggressive inflation targeting regimes. That is, by responding to increasing asset prices as 
well as inflation, the volatility in both output and inflation increased. Moreover, they found 
that the optimal policy never involved an interest rate response to stock prices.  
Akram et al. (2007) show that there may be gains from pursuing financial stability for an 
inflation-targeting central bank. It is, however, highly dependent on the nature of the shock. 
By estimating an augmented Taylor rule, they find that the response to credit shocks yield 
higher volatility in both output gap, inflation and the interest rate than the simple Taylor rule. 
For house price shocks the results show that the augmented rule outperforms the simple 
Taylor rule when looking at the volatility in output gap and inflation.  
Akram and Eitrheim (2008) expand the framework used in Akram et al. (2007). Their results 
show that an interest rate rule that responds to exchange rates, house prices, equity prices or 
credit growth lower the volatility of both inflation and the output gap compared to a Taylor-
type rule with interest rate smoothing. They also find that including these variables in the 
interest rate rule tends to increase the interest rate volatility, which in turn might increase the 
degree of financial instability. Furthermore, their findings suggest that pursuing stability of 
the exchange rate tends to increase the interest rate volatility more than the other rules. 
In Christiano et al.’s (2008) model, booms in asset prices are correlated with a strong growth 
in credit. They suggest that the monetary authority includes a measure for credit growth in 
their Taylor rule. That is, in their model there is a monetary tightening when credit growth is 
strong. Furthermore, they show that this will reduce the magnitude of the boom-bust cycle. 
Baxa et al. (2011) estimate the effect of a financial stress index on the interest rate setting in 
five countries: the U.S, the U.K, Sweden, Canada and Australia. The authors estimate a 
modified Taylor rule with time-varying parameters. This approach allows them to look at the 
effect of the different variables on monetary policy rates through time. They find that there 
are significant reductions in the interest rate during periods of financial instability. 
Furthermore, the results show that the effect is larger in the most recent period of financial 
distress, i.e. during the global financial crisis of 2008- 2009.  
Mishkin (2009) argues that aggressive monetary policy easing during financial distress is 
effective, as it tends to minimize the likelihood of adverse feedback loops. That is, since 
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negative shocks to the financial sector have a tendency to reduce the value of collateral and 
thereby increase credit frictions, an aggressive central bank may alleviate some of these 
frictions by cutting its policy rates. 
Fuhrer and Tootell (2008) investigate whether the Federal Reserve explicitly targets stock 
prices in its interest rate decisions, and find little evidence that it has responded directly to 
stock values other than through its impact on the monetary policy goal variables. 
Cecchetti and Li (2008) research the impact of capital requirements on monetary policy. They 
find that capital requirements are pro-cyclical in the case of a passive monetary authority. 
Furthermore, their results show that optimal monetary policy can counteract the pro-cyclical 
impact of capital requirements, i.e. a tightening of credit. In a model framework that includes 
loan supply, loan demand and bank deposits, the authors estimate the impact of capital 
requirements on monetary policy by minimizing a loss function subject to the model 
framework. 
Bulíř and Čihák (2008) use an augmented Taylor rule, with measures of financial sector 
vulnerability included, to see if the monetary authority responds to financial instability. They 
report some evidence in support of this hypothesis. 
Chadha et al. (2004) find statistically significant, though small, effects of asset prices and 
exchange rate changes on monetary policy. They interpret the evidence in the direction of 
these effects being asymmetric in their impact on interest rate setting. That is, the central bank 
is likely to react quite aggressively on misalignments that might act to destabilize the 
economy. 
Moreover, Borio and Lowe (2004) find evidence that point in the direction of asymmetric 
interest rate decision in the face of financial imbalances. That is, central banks generally 
loosen their policy beyond normal when bubbles burst, but do not tighten it in the build-up of 
these imbalances. 
Siklos and Bohl (2008) include asset prices as instruments in monetary policy rules, and find 
that this improves the model fit. Their results suggest that asset prices are part of the 
information set used in the determination of policy responses to inflation and output gap. 
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3 Model of interest rate setting 
In line with Clarida et al. (1998, 2000), I will assume that the central bank sets its nominal 
interest rate according to a forward-looking rule: 
(1)    
                      
                                
   
where   
  is the target interest rate,   is the policy neutral rate,      is the inflation rate at time 
t+i,     
  is the central bank’s target inflation rate.      is the output gap, defined as the 
difference between the realized and potential output in period t+j.      is the exchange rate at 
time t+k, while     
  may be interpreted as a steady state level or desired level of the exchange 
rate. E is an expectation operator conditional on the information,   , available for the central 
bank when monetary policy decisions are made.  
This model is an expansion of the interest rate rule presented by Clarida et al. (1998), since I 
have included the exchange rate in my model. In that respect, the model I use is somewhat 
similar to the one utilized in de Andrade and Divino (2005). The exchange rate variable is 
included since my data set includes a time period when the central bank aimed to stabilize the 
exchange rate. Thus, one would expect that the exchange rate has had an impact on the central 
bank’s interest rate setting decision. Moreover, Norges Bank has often pointed out that they 
take the exchange rate into account when making their interest rate decision, even after the 
inflation targeting regime was implemented.  
Goodfriend (1991) points to the tendency the central bank has in not adjusting its interest rate 
target immediately. Specifically, as argued by Clarida et al. (1998), a simple Taylor-type rule, 
e.g. Eq. (1), does not capture the central bank’s propensity to smooth interest rates over time. 
That is, the central bank has a tendency to adjust its interest rate somewhat sluggishly to avoid 
highly volatile interest rates, which may act destabilizing on the real economy. Therefore, I 
assume that the interest rate adjusts gradually to the target rate in the following manner:  
(2)                 
 , 
where         is a measure of the central bank’s degree of interest rate smoothing. 
Specifically, the parameter captures the tendency central banks have in adjusting the interest 
rate somewhat sluggishly toward their target. 
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Since one would expect the central bank to also adjust their policy rates in situations of 
financial turmoil, a variable measuring financial instability should be included. Insertion of 
(1) into (2) and including a term for financial instability,   , yields: 
                                 
                                
    
                            
Due to the inclusion of unobservable future dated variables in the former expression, the 
policy rule is rewritten in order to eliminate these and instead include observable future dated 
variables. Imposing this assumption, and defining           
       
 , (3) can be 
rewritten in the following way: 
                                                , 
Where the error term is defined as:                                           
                           Consequently, the error term is a linear combination of the 
forecast errors of inflation, output gap and the exchange rate, where it is assumed that 
          ,           , and            are the central bank’s forecasts of the 
aforementioned variables. 
However, the fact that the central bank’s objective has changed through the years, in my 
sample from a stable exchange rate regime to the current inflation targeting regime, indicates 
that there are some difficulties by using the constant parameter rule described in (4). This can 
be overcome by dividing the sample into different sub-samples, as in Clarida et al. (2000). 
Valente (2003) argues that one should apply a more general, nonlinear model rather than a 
linear time-invariant model. His argument in favour of a nonlinear model is strengthened as 
the test for parameter stability is rejected. Nevertheless, one can estimate the policy rule under 
different regimes in two alternative ways. That is, one may use a state-dependent Markov-
switching model as Valente (2003), or a state-space model with time-varying parameters as in 
Kim (2001), Kim and Nelson (2003) and Trecroci and Vassalli (2009).  
Since the shifts in the central bank’s regimes are more likely to follow a smooth transition 
rather than an abrupt and sudden change, I will employ a model where the parameters vary 
through time. In addition, the weights the central bank puts on its objectives are also likely to 
vary within each regime, which further strengthens the argument of using a time-varying 
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parameter model. That is, the central bank is likely to vary the emphasis it puts on its 
objectives, e.g. the inflation rate, both across regimes and within each regime. These shifts are 
likely to happen more smoothly rather than abruptly as in the Markov-switching model. In 
Norway, the transition from an exchange rate targeting regime to an inflation targeting regime 
was a gradual one. Furthermore, there might also be changes in the weights put on the 
variables in the objective function due to changes in the central bank management. 
The inclusion of a measure for financial instability also points in the direction of having a 
model in which the parameters vary across time. One would expect that shocks stemming 
from financial instability would strike the economy with different power at different points in 
time. In that respect, a time-varying parameter model provides a viable alternative to the state-
dependent Markov-switching model.  
As in Kim (2006) I will consider a model where the coefficients are allowed to vary across 
time, and where the regressors are endogenous. In contrast to Kim (2006), however, I will use 
time-invariant parameters in the equations for the endogenous regressors.  
I will use a model framework as presented by Baxa et al. (2011), which is found by rewriting 
(4) along the lines of Kim (2006), resulting in the following model in a state-space 
framework: 
(5)                                                     
(6)                                   
   
(7)                                   
   
(8)                                   
   
(9)                                   
   
(10)                                   
   
(11)                                   
   
(12)          
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(13)          
                          
(14)          
                          
(15)          
                          
Equation (5) is the time-varying representation of the time-invariant policy rule, i.e. Eq. (4). 
Eqs. (6) – (11) show how the parameters are assumed to vary across time. The movements of 
the parameters are represented by random-walk processes without a drift, where unexpected 
movements in the parameter values are picked up by the error terms. Eqs. (12) – (15) 
demonstrate the relationship between the endogenous right-hand side variables in (5),     , 
    ,      and     , and their instrumental variables, represented by the vector   
 . The 
instruments that will be used, are lagged values of the inflation rate, the output gap, the 
exchange rate, the interest rate and foreign interest rate, along with lagged values of oil price 
inflation, foreign interest rates, foreign output gap and foreign inflation.  
The covariance between the error terms in (5) and the standardized errors in (12) – (15), are 
defined as      ,      ,       and      , where     denotes are the correlation coefficients 
between residual   and  .  
In the model framework above, the parameters in the equations for the endogenous regressors 
(equations 12 – 15) are assumed time-invariant. By contrast, Kim (2006) and Kim and Nelson 
(2006) assume time-varying parameters for the endogenous right-hand-side variable.  
Consistent estimates of the coefficients in (5) are obtained by estimation in two steps. In the 
first step, (12) – (15) are estimated. In this step, standardized prediction errors of the residuals 
in the equations for the endogenous right-hand-side variables in the policy rule are found. 
Furthermore, as is done in Kim and Nelson (2006), the error terms in (5) and (12) – (15) are 
decomposed utilizing the Cholesky method. Hence, the error term in (5) is allowed to be 
rewritten as follows: 
(16)                                         
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Inserted into (5), the standardized residuals from (12) – (15) act as bias correction terms, 
thereby securing unbiased and consistent estimates. Specifically, the correction terms are 
included due to the endogeniety of the right-hand-side variables in (5). 
Insertion of (16) into (5) yields the following equation to estimate: 
(17)                                                     
                                                                                                        
In the second stage of the estimation, I estimate (17) along with (6) – (11) by employing the 
Varying Coefficients (VC) method proposed by Schlicht (1981, 2005) and Schlicht and 
Ludsteck (2006). In contrast to Kim and Nelson (2006), who use the maximum likelihood 
estimator through the Kalman filter to estimate the parameters in (17), the VC method 
suggested by Schlicht and Ludsteck (2006) is a generalization of the ordinary least squares 
method. Rather than minimizing the sum of squares,   
  
   , their VC method minimizes the 
weighted sum of squares             
  
         
  
           
  
   . The 
weights,   , are defined as the inverse variance ratio of the residuals from eq. (5),   , and the 
error terms of the time-varying parameters,   , formally defined as    
 
  
.  
Moreover, the time-average of the parameters in (17) coincides with the GLS estimate of the 
fixed parameters, i.e.               , where   denotes the parameters in (17) that is to be 
estimated. 
This method has several advantages when estimating the modified Taylor-rule. First, no initial 
values are needed, as the estimator uses an orthogonal parameterization (Schlicht & Ludsteck, 
2006).  
Schlicht and Ludsteck (2006) also compare the estimator generated by the VC-method with 
the corresponding estimator produced by estimation through utilization of the Kalman filter. 
The performance of the two estimation methods is quite similar. However, the ease of 
estimation through applying the VC-method is greater than the Kalman filter, as no initial 
values are needed. They conclude that the VC-method is preferable for estimating linear 
models with parameters that are following a random walk. 
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4 Data 
All data are monthly observations, with the first observation being August 1998 and the last 
being December 2011. During this period, the central bank changed its objective from 
keeping a stable exchange rate to keeping a stable inflation rate. The era of the floating 
exchange rate regime was officially abandoned in 2001, from which the objective of the 
monetary authority has been to keep a stable inflation rate. 
To represent the monetary policy interest rates, I use the three month Norwegian Interbank 
Offered Rate (NIBOR). In general, Norges Bank’s liquidity policy is able to ensure that the 
money market interest rate stays close to the policy rate, which is its overnight deposit rate. 
However, during the recent financial crisis, there was occasionally relative large divergence 
between the policy rate and money market interest rates. Source: Norges Bank. 
The inflation rate is measured as the 12-month percentage change in the consumer price 
index, excluding energy prices (CPI-AE). Starting in 2001, Norges Bank has had an explicit 
inflation target rate of 2.5 per cent, where the targeted inflation rate is the change in CPI 
adjusted for tax changes and excluding energy goods (CPI-ATE).  Due to the limited number 
of observations based on this measure, I use CPI-AE as a proxy. Source: Statistics Norway. 
The output gap is calculated as the log deviation of actual output from an estimated trend. The 
trend is calculated using an HP filter with the smoothing parameter set to 129 600. The output 
data consists of seasonally adjusted quarterly GDP in Norway
4
, and is measured in millions of 
Norwegian Kroner. As my data set consists of monthly data, I obtained monthly output data 
by linearly interpolating the quarterly data. Source: Statistics Norway. 
The data from the last few quarters will typically be revised at a later point in time, and may 
thus not be alike for samples collected at different periods. To avoid this problem, the 
difference in the unemployment rate from its natural level could be used as a proxy for the 
output gap. There are some advantages from using the unemployment rate, such as the 
availability of monthly data and that the data will not be revised. That is, there are no 
uncertainties concerning the data gathered, as opposed to the use of the output gap. I will use 
                                                 
4
 The data used are the Statistics Norway series called “Value added at basic prices. Current prices (NOK 
million), for Total Industry.” 
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monthly data for the unemployment rate, and construct the proxy for the gap as the log 
unemployment rate divided by the log natural rate of unemployment, which is set to 3.5 per 
cent. Source: Statistics Norway. 
As a measure of the exchange rate, I will use the monthly growth rate of the import weighted 
exchange rate, I44. It is the nominal effective exchange rate measured as a geometric average 
over Norway’s 44 most important trading partners. Source: Norges Bank. 
Finally, the set of instruments consists of monthly data for oil price inflation, average 12-
month inflation rate for the G7 countries, the average nominal short term interest rate for the 
Euro economies and the output gap for the 27 European Union countries, measured as the 
deviation of the logged average gross production from its trend, where the trend is calculated 
using an HP filter with the smoothing parameter set to 129 600. Sources: FRED St. Louis 
Fed, OECD, EuroStat. 
Financial Stress Index (FSI) 
The variable measuring the degree of financial instability is based on the index created by 
Cardarelli et al. (2011). However, due to data availability the index presented in this thesis is 
somewhat different from the one constructed by them. All sub components of the index are 
demeaned and standardized. That is, I have subtracted the arithmetic mean and divided by the 
standard error. The financial stress index (FSI) is constructed as the sum of seven 
components, the beta for the banking sector, the spread between the NIBOR and the overnight 
lending rate, the inverted term spread, stock market return, stock market volatility and finally 
the exchange market volatility. The index itself is also demeaned and standardized. 
The banking sector beta is a measure of the risk of the banking sector, and is defined as the 
covariance between the banking and market returns divided by the variance of the market. 
This measure gives an indication of how risky the banking sector is – the higher the value of 
beta the more risky is the banking sector stocks. As a proxy for the banking market 
performance in the Norwegian stock market I use the stock price of Norway’s largest bank, 
DNB. The returns are measured as the twelve month growth in the DNB stock and the market 
index. Source: Oslo Børs. 
As a proxy for the TED spread used by Cardarelli et al. (2011), I use the spread between the 
overnight lending rate and the three month NIBOR. Since the overnight lending rate is 
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considered to be safer than the interbank rate, this provides a measure of uncertainty in the 
interbank market as it captures the premium that banks charge over the overnight lending rate 
to lend out money in the interbank market. An increase in the spread corresponds to an 
increase in the premium and thus increased uncertainty in the interbank market. Source: 
Norges Bank. 
The inverted term spread is calculated as the government overnight lending rate minus the 
NIBOR long term rate, the NIBOR 12-month rate. Hence, an increase in the term spread 
shows that there are increased difficulties in attaining short-term funding, indicating increased 
uncertainty in the banking sector. Source: Norges Bank. 
The stock market returns are computed as the monthly change in the stock market index 
multiplied by minus one. By multiplying the returns with minus one, a drop in the stock prices 
corresponds to an increase in the index. Source: Oslo Børs. 
Stock market volatility is measured as the six-month backward-looking moving average of the 
squared monthly returns of the stock market. An increase in the time-varying volatility 
measure corresponds to increased uncertainty in the stock market. Source: Oslo Børs. 
The foreign-exchange market volatility is measured as the six-month backward-looking 
moving average of the squared monthly growth rate of the nominal effective exchange rate 
and captures the amount of stress in the foreign exchange rate market. Source: IMF. 
Figure 1 below shows the evolution of the financial stress index, as well as bank related 
stress, stock market stress and instability in the exchange rate market. As seen from the figure, 
financial stress caused by negative shocks to the bank sector was the biggest contributor to the 
massive increase in the FSI in 2008. Moreover, it is clear that the stress was great during the 
latest financial crisis of 2008- 2009, for all the financial sectors covered by the index. 
However, it is evident that the biggest shocks to the index came through the stock market, as 
well as the banking sector. There are two large shocks to the banking sector, resulting in a 
small, second shock to the index around 2010. The massive increase in the banking sector and 
stock market sub indexes illustrates the nature of the last financial crisis, which was initiated 
in the banking sector before it spilled over to the real economy. Furthermore, it is clear from 
looking at the figure that during what might be dubbed normal times, the index fluctuates 
around 0, in the interval of -1 to 1.  
14 
 
 
Figure 1: The evolution of the financial stress index (FSI) and its sub indexes. In the top left 
corner is the FSI, in the top right corner is the FSI for the bank sector, in the bottom left 
corner is the FSI for the stock market, and finally, in the bottom right corner is the FSI for the 
exchange rate. The bank sector FSI is defined as the sum of the banking beta, the TED spread 
proxy and the inverted term spread variables, the stock market FSI is defined as the sum of 
the stock market returns and stock market volatility variables, and the exchange rate market 
FSI is simply the exchange rate volatility variable. The sub indexes are demeaned and 
standardized. 
Moreover, by having a glance at Figure 2 below, in which the evolution of the variables 
included in the stress index are depicted, it is easily seen that stress caused by shocks to the 
banking beta is the largest contributor to the stress seen in the most recent financial turmoil. 
This increase represents an amplification of the banking sector risk. Furthermore, the graph 
representing the TED spread, which is proxied by the spread between the overnight lending 
rate and the three month NIBOR, suggests that the increase in the interbank rate over the 
overnight lending rate in 2007 has been persistent. Together with the inverted term spread, the 
evolution of the interest rates suggests that short-term borrowing has been relatively harder to 
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receive and long-term borrowing relatively easier for the banks after 2007 than in the period 
up until 2007. That is, it seems as though the risk premium the banks charge each other in the 
interbank market has been persistent, even though the central bank has kept its interest rates 
low, ultimately resulting in a tougher climate in the interbank market. The graphs also show 
that the volatility in the stock market increased abruptly in 2008. Around the same time, the 
stock market returns measure increased heavily. Keeping in mind that this corresponds to a 
decrease in the actual returns, it is clear that these three graphs capture the increased risk and 
uncertainty in the securities market. Additionally, the volatility of the exchange rate increased 
rapidly in the same period, implying a higher degree of uncertainty in the exchange rate 
market. 
 
Figure 2: The evolution of the variables measuring financial stress in which the FSI is 
constructed from. In the upper left corner is the Banking beta, the upper right corner the TED 
spread proxy, to the left in the middle is the inverted term spread, to the right in the middle is 
the stock market returns, in the bottom left corner is the stock market volatility, and finally, in 
the bottom right corner is the exchange rate volatility. 
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5 Econometric Analysis 
Based on the theoretical model, I anticipate that an increase in the expected rate of inflation 
results in an increase in the interest rate, due to the inflation target embedded in the Taylor 
rule. As Norway has had an inflation targeting regime the last decade, the effect of inflation 
on interest rates should be stable or even slightly decreasing, if the central bank is able to 
anchor inflation expectations, which in turn might diminish the central bank’s need to act 
aggressively towards changes in the inflation rate. Moreover, the time horizon at which the 
central bank wants the inflation rate to approach its target has increased since the introduction 
of the inflation targeting regime. This effect might give results corresponding to a decrease in 
the aggressiveness towards inflation from the earlier parts of the inflation targeting regime to 
the more recent parts of the sample. 
Through the effects that an increase in the output gap has on the inflation rate, one would 
expect an increase in the output gap to be followed by an increase in the interest rate. When 
using the deviation of the unemployment rate from its natural rate, it is expected that an 
increase in this measure will tend to have an expansionary effect on monetary authority. 
As an increase in the exchange rate variable corresponds to a depreciation of the Norwegian 
Krone, one would expect that this would lead to an increase in the interest rate. Moreover, the 
response of an exchange rate depreciation should be larger during the period with a stable 
exchange rate regime than during the inflation targeting regime, when the exchange rate has 
been floating. 
Moreover, by implementing a model with time-varying parameters, I am able to see whether 
the emphasis put on inflation and the exchange rate actually varies across time. 
An interesting question in this study is how the financial stress index affects the interest rate. 
This variable is likely to have a negative effect on the interest rate. That is, as the degree of 
financial distress increases, I anticipate the central bank to decrease the interest rate in order 
stabilize the financial side of the economy. As the degree of financial instability is likely to 
vary across time, the utilization of a time-varying parameter model will help capture the 
differing in the effect this variable has on the interest rate. Additionally, by employing this 
type of model, one could also explore if the central bank adjusts its interest rate in the build-
up of financial instability. That is, the model exposition can be used to check whether the 
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interest rate is adjusted solely ex post or if there is an ex ante component in the interest rate 
adjustment to financial stress.  
5.1 Estimation 
I have estimated the model by utilizing different methods. The estimation procedures are 
repeated using both the output gap constructed from the production data and by using the 
deviation of the unemployment rate from its natural rate as an output gap proxy. The model is 
estimated in the three following ways: 
- First, the estimation is carried out by running the regression as a two-stage least 
squares. In the first stage, the endogenous regressors in the Taylor rule, equations (12) 
– (15), are estimated. In the second stage, the Taylor rule, equation (4), is estimated. 
The estimation procedure has been implemented while applying different lags and 
leads for the right-hand-side variables in the final estimation step. That is, the interest 
rate was estimated by applying different lags and leads for the fitted values of the 
right-hand-side variables. Moreover, this procedure is executed using data from the 
official inflation targeting regime, i.e. from April 2001 until December 2011. 
- Second, the process is repeated for the preferred lag-/lead structure by the means of 
recursive estimation so as to find the evolution of the coefficients in the final Taylor 
rule. This estimation is implemented using data from August 1998, using twelve 
observations for initialization.  
- Finally, I estimate the Taylor rule by the means of the varying coefficients method, 
keeping the coefficients with a stable time path constant. That is, some of the 
coefficients in (17) are time-invariant, i.e. do not follow a random walk. Consistent 
estimates of the coefficients in (17) are provided by estimation in two steps. In the 
first, I estimate the endogenous right-hand side variables, given by eqs. (12) – (15), 
and store the standardized residuals,   ,   ,   ,   . In the second step, I estimate the 
model with time-varying parameters, i.e. equations (17) and (6) – (11), using the fitted 
values of the regressors. Estimation using time-varying coefficients is carried out in 
order to isolate the effect of financial stress on the interest rate setting over time. The 
estimation is carried out using observations from August 1998, as the estimation 
process does not work with fewer observations. 
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I will to begin by turning to the case where the output gap is constructed as the deviation of 
the log production from its trend. 
In estimating eq. (4) by employing the two-stage least squares method, I have chosen different 
lags and leads for the variables in order to find the structure that yields the best results. I 
estimated the model using 0, 6, 9 and 12 leads for the inflation rate and exchange rate 
variables, -3,-1, 0, 1, 3, 6, 9 and 12 leads for the output gap and finally -3, -2, -1, 0, 1 and 2 
leads for the financial stress index, where -3, -2 and -1 leads refers to 1, 2 and 3 lags. That is, 
with reference to the model specification above, i=k= 0, 6, 9, 12, j= -3, -1, 0, 1, 3, 6, 9, 12 and 
m= -3, -2, -1, 0, 1, 2. 
5.2 Estimation results 
5.2.1 Estimating using output gap 
Two stage least squares estimation 
In the tables below, the results are presented, with the deviation of log production from its 
trend being used as the output gap. The rest of the right-hand side variables in the Taylor-type 
rule are the inflation rate, the per cent monthly growth in the nominal exchange rate and the 
financial stability index.  
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Table 1: Results from two-stage least squares estimation, with a lead of 1 period on the 
financial stress index. 
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Table 2: Results from two-stage least squares estimation, with a lag of 1 period on the 
financial stress index. 
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Tables 1 and 2 above depict the cases where the central bank adjusts its interest rates in 
response to an expected increase in the financial stress index and in response to past shocks to 
the financial stress index, respectively. That is, Table 1 shows the effects on the different 
parameters in the Taylor-type rule when the central bank is assumed to have an ex ante 
approach toward adjusting its monetary policy following an increase in the financial stress 
index. Table 2 shows the results when the opposite is assumed – namely that the central bank 
has an ex post policy towards financial stress. 
From Tables 1 and 2 above, it can be seen that the model specification which yields the most 
reasonable results is a structure where the inflation rate and exchange rate are led nine periods 
(i=k=9) ahead and the output gap is led one period (j=1); that is, when it is assumed that the 
central bank adjusts its interest rates in response to expected changes in the inflation rate and 
exchange rate nine periods ahead and the output gap one period ahead. Both for a one period 
lead (m=1; see Table 1) and a one period lag (m=-1; see Table 2) on the financial stress index, 
this yields significant results for the inflation rate, the exchange rate, the financial stress index 
and the interest rate smoothing parameter, and mostly significant results for the output gap. 
For this specification, both Tables show that there is a positive relationship between the 
inflation rate and the interest rate, implying that a unit increase in the expected inflation rate 
results in an interest rate increase by the central bank. Conversely, a reduction in the expected 
inflation rate will cause the central bank to decrease its interest rates. Moreover, an increase in 
the expected exchange rate results in an increase in the interest rates. That is, an expected 
depreciation of the Norwegian Krone tends to yield a monetary contraction through increased 
interest rates. It can also be seen that there is a positive relationship between the expected 
output gap and interest rates. Thus, increased economic activity leads to higher interest rates.  
The interest rate smoothing parameter, ϱ, is also positive and significant for all specifications.  
Moreover, conferring Table 1, an increase in the financial stress index one period ahead yields 
a negative response by the central bank, in that it is found to reduce the interest rate when the 
financial stress index is expected to increase in the next period. That is, if the central bank 
expects the financial stress index to increase by one unit one period ahead, it decreases the 
interest rate by 0.148 percentage points. The same effect is evident when having a glance at 
Table 2, where it can be seen that an increase in the financial stress index last period results in 
a slashing of the interest rate by the central bank. Specifically, a unit increase in the stress 
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index one period ago brings about a decrease of the interest rate by the central bank of 0.197 
percentage points in this period. 
Hence, it can be seen that an ex ante policy towards financial stress yields a lower interest rate 
cut than with an ex post policy. That is, with reference to the tables above, if the central bank 
adjusts its interest rates to respond to past shocks to the financial stress index, it decreases 
interest rates by more than if it adjusts its interest rates due to an expected increase in the 
index. These results suggest that the central bank is more concerned with financial stress after 
it has occurred rather than being pre-emptive by adjusting its interest rates in order to 
minimize future financial stress.  
These results could be intuitively explained, as financial stress stemming from the bank sector 
and stock market might be difficult to forecast and thus react to ex ante. Additionally, by 
loosening its policy during episodes of financial stress originating in the banking sector, the 
central bank adds liquidity to the bank market which in turn may reduce the likelihood of 
crisis that reach systemic proportions. The larger the stress to the financial sector, the higher 
the probability that the drainage of liquidity may spill over to the real economy and cause low 
inflation and weak economic growth.  
Furthermore, Tables 1 and 2, as well as Tables A1 – A4 in Appendix A.1, show that an 
increase in the financial stress index yields an interest rate reduction. There are also similar 
results from applying different lags and leads to the financial stress index; suggesting that the 
central bank is more aggressive in its response toward financial stress ex post rather than ex 
ante. 
Some of the specifications also yield somewhat counterintuitive results. First, the results 
show, in both tables, that for all but 9 leads on the exchange rate (k=9), for all other leads and 
lags in the output gap and the financial stress index, an increase in the variable leads to a 
decrease in the interest rate. This corresponds to the central bank lowering its interest rate if 
there is an expected depreciation of the exchange rate, thus further fueling the depreciation.  
Second, in Table 1, with a specification of a one period lead on the financial stress index and 
a six period lead on the output gap, it is shown that an increase in the inflation rate today 
makes the central bank decrease its rate of interest. Hence, this result claims that the central 
bank fuels inflation by decreasing its interest rates in the case of growth in the inflation rate. 
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Moreover, the rather low values of the impact of the inflation rate on the interest rate, suggest 
that a unit increase in the inflation rate gives less than a unit increase in the real rate of 
interest, which in turn implies that the interest rate rule is destabilizing or accommodative to 
shocks to the economy. Table A1 also show similar results for a specification of 0 lags or 
leads on the inflation rate, different lag and lead structures of the output gap, as well as two 
leads on the financial stress index. 
Third, from Table 2, if the central bank responds to an increase in the output gap this period 
as well as an expected increase in the inflation and exchange rate twelve periods into the 
future, it can be seen that the impact of an increase in the output gap brings about a reduction 
in the interest rates. That is, if the economy goes through a rough patch with a decrease in 
production, these results state that the central bank increases its interest rates. 
Finally, from Table 1, it can be seen that for some specifications, the interest rate smoothing 
parameter yields a value above 1, which violates the assumptions of this coefficients being 
between 0 and 1. 
For other specifications of different leads and lags, the tables show mixed results. The 
relationship between the inflation rate and the interest rate is positive and mostly significant. 
As already stated, for nearly all specifications the results states that an increase in the 
expected exchange rate impacts the interest rate negatively, with some of the results being 
significant and others not. For all lead and lag structures, the estimates of the smoothing 
parameter yields significant results. 
For other lead and lag structures of the monetary authority’s reaction towards the financial 
stress index, the results are similar to the ones described above. These results is presented in 
Tables A1 – A4 in appendix A.1, which show the estimation results for m=2, 0, -2, -3. 
Recursive estimation 
For further estimation, some of the lead specifications can thus easily be removed when 
estimating recursively. Immediately, an instant response to inflation rate and exchange rate 
may be removed from further estimation, as well as leads of -3, -1, 0, 3, 6, 9 and 12 for the 
output gap. For the exchange rate, leads of 6 and 12 can also be ruled out due to the 
insignificance of the coefficient for these lead lengths. That is, I will in the following assume 
that the central bank adjusts its interest rate in response to expected changes in the output gap 
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one period ahead and expected changes in the inflation rate and exchange rate 9 periods 
ahead. Specifically, as the lead structure in the estimation that follow I will use i= k= 9, j= 1 
and m= -3, -2, -1, 0, 1, 2.  
By recursively estimating the Taylor equation specified by eq. (4), I am able to find an 
estimated time path of the coefficients. The figures below show the recursive graphics of 
different lead length specifications for the financial stress index. 
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Figure 3: Recursive graphics, panels a- c. The plots show the time paths of the coefficients in 
the Taylor-type rule. In each panel, the top left graph is inflation, top right graph is the output 
gap, the bottom left graph is the exchange rate and the bottom right graph is the financial 
stress index. 
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Figure 4: Recursive graphics, panels d- f. The plots show the time paths of the coefficients in 
the Taylor-type rule. In each panel, the top left graph is inflation, top right graph is the output 
gap, the bottom left graph is the exchange rate and the bottom right graph is the financial 
stress index. 
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The figures show that the different coefficients all vary somewhat across time. However, the 
jumps in the beginning of all the plots might be attributed to the initialization. Thus, the 
inflation rate, output gap and exchange rate seem to demonstrate a steady convergence in all 
panels. For the financial stress index, the coefficient drops around 2008, seemingly giving a 
negative effect on the interest rate setting. This abrupt fall in the stress indicator fits well with 
the latest financial turmoil where it was seen that interest rates were reduced in the wake of 
the increased stress to the financial sector. 
Time- varying coefficients estimation 
In employing the varying coefficients method, I will therefore keep all the coefficients but the 
financial stress index parameter constant in order to isolate the time-varying effect of financial 
instability on the interest rate. The exchange rate coefficient could also have been included as 
a time-varying parameter. However, as my previous results have shown that the effect of the 
exchange rate on monetary policy is minimal, I will therefore treat it as time-invariant. 
Thus, the time-varying model that is to be estimated is: 
(18)                                               
                                                                                                        
(19)             
In the estimating the equation above, I have once more used different lags and leads for the 
financial stress index, with m= -3, -2, -1, 0, 1, 2. 
The time-varying impact of changes in the financial stress index on the interest rate for the 
different lags and leads are showed in the figures below. 
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Figure 5: Time-paths for all lags and leads on the financial stress index. That is, δ_x is the 
time-path of the financial stress coefficient when the financial stress index is led x periods, 
while δ_-x is the time-path of the financial stress coefficient when the stress index is lagged x 
periods. Figures for each of the time-paths can be found in appendix A.2. 
 
Figure 5 above show the time-varying effect of financial stress on the interest rate for m=2, 1, 
0, -1, -2, -3, and demonstrates that there is an abrupt drop in the impact of financial stress on 
the interest rate in late 2008. The effect is especially evident when estimating using lagged 
data, i.e. the time-paths dubbed δ_-1, δ_-2 and δ_-3. The effect also seems to become smaller 
when assuming that the central bank acts less sluggish to the increased stress in the financial 
sector. That is, the negative interest rate response is largest for δ_-3, and it can be seen that 
the effect diminishes as m increases. Moreover, the effect is smaller when the model 
specification assumes that the central bank acts to counteract the effects of financial stress. 
That is, the evidence suggests that the central bank decreases its interest rate more ex post 
than ex ante as a result of an increase in financial stress. In the most recent period of financial 
turmoil, the central bank lowered the interest rate by roughly 0.7 basis points three months 
after a unit increase in the financial stress index, whereas the decrease in the interest rate was 
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about 0.4 percentage points as a response to an expected unit increase in the stress index two 
periods ahead. 
These results are comparable to those found by Baxa et al. (2011), who estimate the impact of 
financial stress on interest rates for five countries. They find that there was in fact a reduction 
in interest rates when financial instability increased, especially during the last period of 
financial distress, in 2008. Moreover, the results are supported by Borio and Lowe (2004), in 
that the central bank is asymmetric in its response towards financial instability. 
Moreover, it can be seen that interest rate increases also exist as an effect of increased 
financial stress. Specifically, the plot named δ_1in Figure 5 shows a large increase for the 
estimation with m= 1, i.e. when the central bank responds to an expectation of a change one 
period ahead. Depending on the nature of the expected increase in financial stress, i.e. from 
which sector the shock is initiated, an interest rate increase may serve to amplify a situation 
with financial distress. That is, if there is a shock to the financial sector through an increase in 
the risk premium in the interbank market, this effect may be propagated if the central bank 
increases its interest rates. Furthermore, as financial instability may cause reduced output and 
inflation, increasing the interest rates might make matters worse by further amplifying a 
potential economic decline. The time-path of the δ_1 plot in Figure 5, that there is an increase 
in the interest rate as a result of increased financial stress, can also be seen as a lowering of 
the interest rates by the central bank as it anticipates a decrease in the financial stress index.  
5.2.2 Estimating using unemployment as an output gap proxy 
In what follows, I will turn to the case where the output gap is being proxied by the deviation 
of the unemployment rate from its natural rate. The inflation rate, the exchange rate and 
financial stress index are all defined as before. I have gone through the same steps of 
estimation as above, i.e. estimation of (4) by estimation through the use of the two-stage least 
squares method, recursively estimating (4) and finally estimating (18) – (19) by utilizing the 
varying coefficients method. 
Two stage least squares estimation 
In the first estimation process, I once more estimate the augmented Taylor rule using different 
lags and leads for the inflation rate, exchange rate, output gap proxied by unemployment rate 
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date and the financial stress index. The lags and leads used were the same for the inflation 
rate, exchange rate and the stress index, with i=k= 0 ,6, 9, 12 and m= -3, -2, -1, 0, 1, 2. The 
leads for the output gap proxy were j= -1, 0, 1, 3, 6, 9, 12. 
The results apprehended through the two-stage least squares estimations procedure can be 
seen in Tables 3 and 4 below, as well as in Tables A5 – A8 in appendix A.1. In Tables 3 and 
4, the estimation results using m=1, -1 are depicted, the estimation results using m=2, 0, -2, -3 
are found in the tables in the appendix. 
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Table 3: Results from two-stage least squares estimation, with a lead of 1 period on the 
financial stress index. 
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Table 4: Results from two-stage least squares estimation, with a lag of 1 period on the 
financial stress index. 
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The results in Tables 3 – 4 above show similar results as the ones obtained when using the 
output gap instead of the deviation of the unemployment rate from its natural rate. That is, for 
a structure using nine leads on the inflation and exchange rate, as well as a lag of one period 
on the output gap proxy, the 2SLS estimation again yields the most reasonable results. To be 
precise, the results show that an expected increase in the inflation rate or exchange rate nine 
periods ahead yields an interest rate increase. For the inflation rate, a target horizon of six 
months also gives results that state that the central bank increases its interest rate when the 
inflation increases. Unsurprisingly, an increase in the unemployment rate also leads the 
central bank to a lower the interest rate. Hence, if the unemployment gap is to increase 
through an increase in the level of unemployment, the central bank wants to counteract a 
possible economic downturn by reducing the interest rate. This relationship holds for all lead 
and lag specifications of the model, both the estimation results shown in Tables 3 and 4 above 
and Tables A5 – A8 in appendix A.1. The interest rate smoothing parameter is positive and 
significant in both tables above. 
Moreover, an increase in financial stress leads to a monetary expansion, through a decrease in 
the interest rates. This result applies for all lead and lag structures imposed on the financial 
stress index. In general, the results also show that an increase in the financial stress index has 
a bigger impact on the interest rate setting decision when it is assumed that the monetary 
authority adjusts its interest rates in the same period as or after the increase in the stress index 
has occurred, rather than due to an expected increase. Specifically, the impact of financial 
stress is greater when the model is estimated using a lag structure rather than a lead structure 
on the financial stress index. This can, once more, be interpreted as the central bank being 
more aggressive towards financial stress ex post rather than ex ante.  
For the more counterintuitive results, it can once again be seen from Table 3 that if the 
monetary authority adjusts the interest rate according to an increase in inflation rate and 
exchange rate today, as well as an increase in the unemployment rate gap 12 periods ahead; 
the interest rate smoothing parameter is above 1, which, as already noted, violates the 
assumption that this parameter should take a value between 0 and 1. Moreover, from Table 3 
it can be seen that, for a 0 lead on the inflation rate and for all lags and leads on the output gap 
proxy, an increase in the inflation rate yields a reduction of the interest rate. This is quite 
counterintuitive, as this means that the central bank fuels inflation, as cutting the interest rates 
in the case of an inflation rate increase in turn leads to an increase of the inflation rate. Hence, 
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in this model specification, the initial inflation rate increase may ultimately lead to a case 
where inflation ultimately spirals out of control. Both Tables 3 and 4, as well as Tables A5- 
A8, also show that an increase in the exchange rate, i.e. a nominal depreciation, for most 
model specifications tends to cause a reduction in the interest rates, which will cause a further 
depreciation of the exchange rate. 
Recursive estimation 
In the next step, I will estimate the augmented Taylor rule through recursive estimation. The 
object of this procedure is once again to identify the coefficients that seem to exhibit 
somewhat unstable time-paths. Moreover, I will remove some of the leads and lags used when 
estimating by the means of the two-stage least squares method. Specifically, I assume that the 
central bank’s target horizon for the inflation rate and exchange rate is nine months, whereas 
the target horizon for the output gap is one period, giving i= k = 9 and j= 1. For the financial 
stress index, I will use all the different leads and lags as above, with m= -3, -2, -1, 0, 1, 2. 
Below are the graphs showing the recursive graphics. They present estimated time-path 
results when running the regression with different lead lengths for the financial stress index. 
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Figure 6: Recursive graphics, panels a- c. The plots show the time paths of the coefficients in 
the Taylor-type rule. In each panel, the top left graph is inflation, top right graph is the output 
gap, the bottom left graph is the exchange rate and the bottom right graph is the financial 
stress index. 
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Figure 7: Recursive graphics, panels d- f. The plots show the time paths of the coefficients in 
the Taylor-type rule. In each panel, the top left graph is inflation, top right graph is the output 
gap, the bottom left graph is the exchange rate and the bottom right graph is the financial 
stress index. 
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Once more, all the coefficients are somewhat unstable in the early parts of the sample, for all 
different leads and lags for the financial stress index. However, the plots suggest that the 
time-paths of the coefficients become more stable after the initial unstable phase, with the 
exception of a sudden drop in the coefficient measuring financial instability’s impact on the 
interest setting decisions of the monetary authority. 
Time- varying coefficients estimation 
In estimating the model using the varying coefficients method, I will assume that most of the 
coefficients are time-invariant. As the plots above suggest convergence toward a steady-state 
for all parameters but the one measuring the impact of financial stress on the interest rate, I 
assume that all coefficients but the latter are time-invariant. Furthermore, I will utilize the 
specification given by eqs. (18) – (19), namely: 
(18)                                               
                                                                                                        
(19)            
The time-varying results for the financial stress index coefficient are presented below, for 
different leads and lags imposed on the financial stress index. 
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Figure 8: Time-paths for all lags and leads on the financial stress index. That is, δ_x is the 
time-path of the financial stress coefficient when the financial stress index is led x periods, 
while δ_-x is the time-path of the financial stress coefficient when the stress index is lagged x 
periods. Figures for each of the time-paths can be found in appendix A.2. 
 
In the time-varying plots in Figure 8 above, it is evident that the occurrence of financial 
distress in late 2008 led the central bank to decrease the interest rate. Specifically, for all 
specifications of leads and lags on the financial stress index, in late 2008, the monetary 
authority responded by cutting its interest rate by at least 0.25 basis points per unit increase in 
the stress index. The largest cut is seen when the model is estimated under the assumption that 
the central bank was rather sluggish in its response, which can be seen looking at the plots for 
δ_-1, δ_-2, and δ_-3 in Table 8 above. In particular, the plot named δ_-3 in the figure above 
show that three months after the initial shock, the interest rate was reduced by more than 0.7 
basis points by the monetary authority, either by lowering its policy rates, through open 
market operations, or both, ultimately resulting in a drop in the interbank rate. As the stress 
index increased by more than three units at its peak, this result means that the reduction in the 
interest rates were roughly 2.1 basis points three months after the increase in the stress index. 
It can also be seen from the figure above that the expansionary effect on monetary policy 
decreases as the time elapsed since the financial stress occurred tends to zero. Additionally, 
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the evidence from the figures suggests that there is a double-dip in the central bank’s response 
to the financial distress in 2008, except for in the specifications where the central bank 
responds three periods after the initial shock and two periods prior to an expected shock. This 
suggests that the initial slashing of the interest rates was not enough, and that a second cut in 
the interest rates was needed.  
Moreover, it can also be seen, by conferring the plots dubbed δ_2 and δ_1, that the interest 
rate was increased in response to an increase in financial stress in 2003. These results are 
especially evident when assuming that the central bank adjusts its interest rate when there is 
an expected increase in financial instability. That is, plot δ_2 shows that there is a monetary 
contraction when financial stress is expected to increase two periods ahead. The increase in 
the interest rate as a result of an increase in the financial stress index is, however, at its peak 
in the case where it is assumed that the central bank adjusts the interest rate to an expected 
increase in the financial stress index one period ahead. As an increase in the stress index 
might lead to a contraction in the real economy, through higher unemployment and lower 
inflation, an increase in the interest rate may act so as to propagate a possible economic 
downturn.  
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6 Conclusion 
In this thesis, I have looked at the impact of increased financial stress on monetary policy in 
Norway. Periods of financial instability affect the real economy through their negative impact 
on the supply of credit. A situation with credit rationing tends to slow down the economy. 
Hence, shocks to the economy originated in the financial sector might spread to the real 
economy and thereby cause deflationary pressure and setbacks in production. For that reason, 
I found it interesting to investigate the Norwegian Central bank’s response to such shocks. 
The thesis sought to find an answer to the size and timing of the central bank’s response, i.e., 
by how much it reduced its interest rates and if it responded before or after the shock had 
occurred. 
By estimating a Taylor-type rule in a model framework where the parameter measuring the 
effect of financial stress on interest rates was time-varying, the effect of an increase in the 
financial stress index was found. The augmented Taylor rule was also estimated using the 
two-stage least squares method. The interest rate estimated was the three month interbank 
rate, which also captures open market operations executed by the central bank, thus covering 
more of the set of instruments the monetary authority can utilize. 
The results showed that there was a negative impact of a shock to the financial sector on the 
interest rates. That is, the estimation results implied that an increase in the financial stress 
index caused the central bank to decrease its interest rates. Moreover, by applying the time-
varying coefficients method to the model, it was clear that the past financial crisis caused the 
central bank to be more expansionary in its policy than usual towards financial stress. The 
findings also suggested that the monetary authority reacted more on the increase in financial 
instability ex post than ex ante. That is, there seemed to be a more aggressive reaction towards 
financial stress after the impact rather than a reaction towards an expected increase in the 
stress index. 
 
41 
 
References 
Akram, Q. F., & Eitrheim, Ø. (2008). Flexible Inflation Targeting and Financial Stability: Is it 
Enough to Stabilize Inflation and Output? Journal of Banking & Finance, 32, 1242-
1254. 
Akram, Q. F., Bårdsen, G., & Lindquist, K.-G. (2007). Persuing Financial Stability Under an 
Inflation-Targeting Regime. Annals of Finance, 3, 131-153. 
Baxa, J., Horváth, R., & Vašíček, B. (2011). Time-Varying Monetary-Policy Rules and 
Financial Stress: Does Financial Instability Matter for Monetary Policy? Journal of 
Financial Stability. 
Bernanke, B., & Gertler, M. (1995). Inside the Black Box: The Credit Channel of Monetary 
Policy Transmission. Journal of Economic Perspectives, 9(4), 27-48. 
Bernanke, B., & Gertler, M. (1999). Monetary Policy and Asset Price Volatility. Federal 
Reserve Bank of Kansas City Economic Review, 17-52. 
Bernanke, B., & Gertler, M. (2001). Should Central Banks Respond to Movements in Asset 
Prices. American Economic Review, 91(2), 253-257. 
Bernanke, B., Gertler, M., & Gilchrist, S. (1999). The Financial Accelerator in a Quantitative 
Business Cycle Framework. In J. B. Taylor, & M. Woodford (Eds.), Handbook of 
Macroeconomics. Amsterdam, North- Holland. 
Borio, C., & Lowe, P. (2004). Securing Sustainable Price Stability: Should Credit Growth 
Come Back From the Wilderness? BIS Working Paper no. 157. 
Bulíř, A., & Čihák, M. (2008). Central Bankers’ Dilemma When Banks Are Vulnerable: To 
Tighten or not to Tighten? IMF Mimeo. 
Cardarelli, R., Elekdag, S., & Lall, S. (2011). Financial Stress, Downturns, and Recoveries. 
Journal of Financial Stability, 7, 78-97. 
Cecchetti, G., S., & Li, L. (2008). Do Capital Adequacy Requirements Matter for Monetary 
Policy? Economic Inquiry, Western Economic Association International, 46(4). 
Chadha, J. S., Sarno, L., & Valente, G. (2004). Monetary Policy Rules, Asset Prices and 
Exchange Rates. IMF Staff Papers, 51(3). 
Christiano, L., Ilut, C., Motto, R., & Rostagno, M. (2008). Monetary Policy and Stock Market 
Boom-Bust Cycles. ECB Working Paper no. 955. 
Clarida, R., Galí, J., & Gertler, M. (1998). Monetary policy rules in practice: Some 
international evidence. European Economic Review, 42, 1033-1067. 
42 
 
Clarida, R., Galí, J., & Gertler, M. (2000). Monetary Policy Rules and Macroeconomic 
Stability: Evidence and some Theory. The Quarterly Journal of Economics, 115(1), 
147-180. 
de Andrade, J. P., & Divino, J. A. (2005). Monetary Policy of the Bank of Japan- Inflation 
Target versus Exchange Rate Target. Japan and the World Economy, 17, 189-208. 
Goodfriend, M. (1991). Interest Rates and the Conduct of Monetary Policy. Carnegie-
Rochester Conference Series on Public Policy, 32, 7- 30. 
Kim, C.-J. (2006). Time-Varying Parameter Models with Endogenous Regressors. Economics 
Letters, 91, 21-26. 
Kim, C.-J., & Nelson, C. R. (2006). Estimation of a Forward-Looking Monetary Policy Rule: 
A Time-Varying Parameter Model Using ex-post Data. Journal of Monetary 
Economics, 53, 1949-1966. 
Mishkin, F. (2009). Is Monetary Policy Effective During Financial Crises? American 
Economic Review, 99(2), 573-577. 
Norges Bank (2006). http://www.norges-bank.no/en/about/mandate-and-core-
responsibilities/. Retrieved January 19, 2012 
Norges Bank (2008). http://www.norges-bank.no/en/about/financial-turbulence-and-norges-
bank/steps-taken-by-norges-bank/. Retrieved January 19, 2012 
Norges Bank (2011). http://www.norges-bank.no/en/about/published/press-releases/2011/key-
rate-14-december/. Retrieved January 19, 2012 
Norges Bank (2012). Monetary Policy Report 1/12. 
Rigobon, R., & Sack, B. (2003). Measuring the Reaction of Monetary Policy to the Stock 
Market. The Quarterly Journal of Economics, 118(2), 639- 669. 
Schlicht, E. (1981). A Seasonal Adjustment Principle and a Seasonal Adjustment Method 
Derived from this Principle. Journal of the American Statistical Association, 76(374), 
374-378. 
Schlicht, E. (2005). Estimating the Smoothing Parameter in the so-called Hodrick-Prescott 
Filter. Journal of the Japan Statistical Society, 35(1), 99-119. 
Schlicht, E., & Ludsteck, J. (2006). Variance Estimation in a Random Coefficients Model. 
IZA Discussion Paper No. 2031. 
Siklos, P. L., & Bohl, M. T. (2008). Asset Prices as Indicators of Euro Area Monetary Policy: 
An Empirical Assessment of Their Role in a Taylor Rule. Open Economics Review, 
20(1), 39- 59. 
43 
 
Trecroci, C., & Vassalli, M. (2010). Monetary Policy Regime Shifts: New Evidence from 
Time-Varying Interest Rate Rules. Economic Inquiry, 48(4), 933-950. 
Valente, G. (2003). Monetary Policy Rules and Regime Shifts. Applied Financial Economics, 
13, 525-535. 
 
 
44 
 
Appendices 
A.1 Tables 
 
Table A 1: Results from two-stage least squares estimation, with a lead of 2 periods on the 
financial stress index, estimating using the output gap constructed from production data. 
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Table A 2: Results from two-stage least squares estimation, with a lead of 0 periods on the 
financial stress index, estimating using the output gap constructed from production data. 
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Table A 3: Results from two-stage least squares estimation, with a lag of 2 periods on the 
financial stress index, estimating using the output gap constructed from production data 
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Table A 4: Results from two-stage least squares estimation, with a lag of 3 periods on the 
financial stress index, estimating using the output gap constructed from production data 
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Table A 5: Results from two-stage least squares estimation, with a lead of 2 periods on the 
financial stress index, estimating using the output gap proxied by the deviation of the 
unemployment rate from the natural rate of unemployment.  
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Table A 6: Results from two-stage least squares estimation, with a lead of 0 periods on the 
financial stress index, estimating using the output gap proxied by the deviation of the 
unemployment rate from the natural rate of unemployment. 
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Table A 7: Results from two-stage least squares estimation, with a lag of 2 periods on the 
financial stress index, estimating using the output gap proxied by the deviation of the 
unemployment rate from the natural rate of unemployment. 
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Table A 8:  Results from two-stage least squares estimation, with a lead of 2 periods on the 
financial stress index, estimating using the output gap proxied by the deviation of the 
unemployment rate from the natural rate of unemployment. 
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A.2 Time-varying plots of the financial stress effect 
 
Figure A 1: Time-paths for all lags and leads on the financial stress index, where δ_x is the 
time-path of the financial stress coefficient when the financial stress index is led x periods, 
and δ_-x when the stress index is lagged x periods. The effect is estimated using the output 
gap constructed from production data. 
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Figure A 2: Time-paths for all lags and leads on the financial stress index, where δ_x is the 
time-path of the financial stress coefficient when the financial stress index is led x periods, 
and δ_-x when the stress index is lagged x periods. The effect is estimated using the output 
gap constructed from production data. 
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Figure A 3: Time-paths for all lags and leads on the financial stress index, where δ_x is the 
time-path of the financial stress coefficient when the financial stress index is led x periods, 
and δ_-x when the stress index is lagged x periods. The effect is estimated using the output 
gap constructed from production data. 
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Figure A 4: Time-paths for all lags and leads on the financial stress index, where δ_x is the 
time-path of the financial stress coefficient when the financial stress index is led x periods, 
and δ_-x when the stress index is lagged x periods. The effect is estimated using the output 
gap proxied by the deviation of the unemployment rate from the natural rate of 
unemployment. 
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Figure A 5: Time-paths for all lags and leads on the financial stress index, where δ_x is the 
time-path of the financial stress coefficient when the financial stress index is led x periods, 
and δ_-x when the stress index is lagged x periods. The effect is estimated using the output 
gap proxied by the deviation of the unemployment rate from the natural rate of 
unemployment. 
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Figure A 6: Time-paths for all lags and leads on the financial stress index, where δ_x is the 
time-path of the financial stress coefficient when the financial stress index is led x periods, 
and δ_-x when the stress index is lagged x periods. The effect is estimated using the output 
gap proxied by the deviation of the unemployment rate from the natural rate of 
unemployment. 
