Conversion Factors
Inch/Pound to International System of Units Water year is the 12-month period of October 1 through September 30 and is designated by the calendar year in which it ends.
Multiply
Climate year is the 12-month period of April 1 through March 31 and is designated by the calendar year in which it ends.
v Datums
Vertical coordinate information is referenced to the North American Vertical Datum of 1988 (NAVD 88).
Horizontal coordinate information is referenced to the North American Datum of 1983 (NAD 83).
Altitude, as used in this report, refers to distance above the vertical datum. 
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Abstract
Knowledge of the magnitude and frequency of low flows in streams, which are flows in a stream during prolonged dry weather, is fundamental for water-supply planning and design; waste-load allocation; reservoir storage design; and maintenance of water quality and quantity for irrigation, recreation, and wildlife conservation. This report presents the results of a statewide study for which regional regression equations were developed for estimating 13 flow-duration curve statistics and 10 low-flow frequency statistics at ungaged stream locations in Minnesota. The 13 flow-duration curve statistics estimated by regression equations include the 0. 0001, 0.001, 0.02, 0.05, 0.1, 0.25, 0.50, 0.75, 0.9, 0.95, 0.99, 0.999 , and 0.9999 exceedance-probability quantiles. The low-flow frequency statistics include annual and seasonal (spring, summer, fall, winter) 7-day mean low flows, seasonal 30-day mean low flows, and summer 122-day mean low flows for a recurrence interval of 10 years. Estimates of the 13 flow-duration curve statistics and the 10 low-flow frequency statistics are provided for 196 U.S. Geological Survey continuous-record streamgages using streamflow data collected through September 30, 2012.
The study area includes 196 streamgages located within Minnesota and 50 miles beyond the State's borders in North Dakota, South Dakota, Iowa, and Wisconsin. The study area was divided into five regions that were developed in a previous study using the concept of hydrologic landscape units. Geographic information system software was used to calculate 18 characteristics investigated as potential explanatory variables in regression analyses for each streamgage drainage basin. Trend analyses indicated statistically significant trends in summer 7-day low flows that were not related to precipitation patterns for 19 streamgages. For 16 of these streamgages, the streamflow record was subset using structural change analysis to identify the most recent period of record without a significant trend. The three remaining streamgages with significant trends were excluded from the final analysis because the effective period of record without a significant trend was less than 10 years.
Because several streams in this study have zero flow as their minimum reported flow, weighted left-censored regression was used to analyze the flow data in an unbiased manner, with weights based on the number of years of record. A total of 115 regression equations were developed in this study to calculate flow-duration curve and low-flow frequency statistics for ungaged locations in the study area. In addition, data from 25 pairs of streamgages were used to develop drainage-area ratio equations that can be used to estimate streamflow statistics at ungaged locations on streams that have a streamgage in another location. Streamflow statistics estimated using regional regression and drainage-area ratio equations were compared among regions. For regions A, D, and E, drainagearea ratio equations were more accurate than regional regression equations for flows, but regional regression equations were more accurate for high flows. For region F, regional regression equations were consistently more accurate than drainage-area ratio equations. For region BC, the pattern in accuracies of regional regression and drainage-area ratio equations between low flows and high flows was not consistent.
Equations developed in this study apply only to stream locations where flows are not substantially affected by regulation, diversion, or urbanization. All equations presented in this study will be incorporated into StreamStats, a web-based geographic information system tool developed by the U.S. Geological Survey. StreamStats allows users to obtain streamflow statistics, basin characteristics, and other information for user-selected locations on streams through an interactive map.
Introduction
Low flow can be defined as "the flow of water in a stream during prolonged dry weather" (U.S. Environmental Protection Agency, 2013). Knowledge of the magnitude and frequency of low flows for streams is fundamental for watersupply planning and design; waste-load allocation; reservoir storage design; and maintenance of water quality and quantity for irrigation, recreation, and wildlife conservation (Eash and Barnes, 2012) . Because low-flow frequency (LFF) statistics indicate the probable availability of water in streams during times when conflicts between water supply and demand are most prevalent, LFF statistics can be used by Federal, State, tribal, and local agencies for water-quality regulatory activities, water-supply planning, and water management. For example, LFF statistics can be used as thresholds when setting wastewater-treatment plant effluent limits and allowable pollutant loads to meet water-quality regulations. In addition, LFF statistics can be used by commercial, industrial, and hydroelectric facilities to determine availability of water for water supply, waste discharge, and power generation. Finally, LFF statistics can be used in ecological research because lowflow conditions can disturb ecosystems and create biological responses that include changes in habitat, reduced populations of aquatic species, and shifts in the relative distribution of species (Miller and Golladay, 1996) .
In 2014, 1,649 stream reaches in Minnesota were designated as impaired (Minnesota Pollution Control Agency, 2014) and are scheduled to have pollutant loads analyzed and maximum loading rates established by total maximum daily load (TMDL) assessments (U.S. Environmental Protection Agency, 2012). Reliable estimates of expected streamflow are needed for specific periods of the year when determining the maximum allowable load of a pollutant in a stream. Estimates of expected streamflow are especially important for low-flow periods when agencies need to determine waste-load allocations (WLAs) for National Pollution Discharge Elimination System (NPDES; U.S. Environmental Protection Agency, 2012) discharge permits for municipalities, industries, and other entities with facilities that release treated wastewater into a stream. A WLA is the loading capacity or maximum quantity of a pollutant each point-source discharger is allowed to release into a particular stream (U.S. Environmental Protection Agency, 2012), and WLAs are used to establish water-qualitybased limits for point-source discharges.
The U.S. Geological Survey (USGS) operates a network of streamgages in Minnesota and throughout the Nation that are used to compute streamflow data for a variety of purposes. Flow-duration curve (FDC) and LFF statistics are calculated using streamflow data collected at these locations; however, streamgages are not available for every stream, and therefore, methods are needed for estimating FDC and LFF statistics at ungaged stream locations. The USGS initiated a statewide study in 2012 in cooperation with the Minnesota Pollution Control Agency (MPCA) to estimate FDC and LFF statistics for ungaged stream locations in Minnesota using streamflow data collected through September 30, 2012. Major components of the study included (1) computing 13 selected FDC statistics and 10 selected LFF statistics at 196 continuousrecord streamgages within Minnesota and adjacent States, (2) measuring 18 basin characteristics for each streamgage, (3) developing 115 regional regression equations to estimate 23 selected statistics for ungaged stream locations based on basin characteristics, and (4) developing drainage-area ratio equations to provide estimates of low flow at ungaged locations on gaged streams in Minnesota. The regression equations developed for this study will be incorporated into StreamStats, a web-based geographic information system (GIS) tool developed by the USGS (Ries and others, 2008) .
This study builds upon the work presented in several previous USGS reports (Warne, 1978; Arntson and Lorenz, 1987; Winterstein and others, 2007; Lorenz and others, 2010; Eash and Barnes, 2012) . Warne (1978) presented a map in atlas form to demonstrate variability in LFF data for streamgages in Minnesota. Arntson and Lorenz (1987) and Winterstein and others (2007) compiled LFF characteristics for continuousrecord streamgages in Minnesota. Lorenz and others (2010) used data from streamgages in Minnesota and adjacent States to develop techniques for estimating the magnitude and frequency of peak flows on small, ungaged streams in Minnesota, and the results of their study were incorporated into StreamStats. Finally, Eash and Barnes (2012) used data from continuous-record streamgages in Iowa and adjacent States to estimate selected LFF statistics and harmonic mean flows for ungaged stream locations in Iowa.
Purpose and Scope
This report presents methods used to develop regional regression equations for use in estimating FDC and LFF statistics at ungaged locations on unregulated streams in Minnesota. The regression equations relate selected FDC and LFF statistics to physical and hydrologic soil characteristics of gaged drainage basins for five defined hydrologic regions. The regression equations can be used to estimate 13 selected FDC statistics and 10 selected LFF statistics for ungaged locations on unregulated streams in Minnesota. The 13 FDC statistics estimated by regression equations include the 0. 0001, 0.001, 0.02, 0.05, 0.1, 0.25, 0.50, 0.75, 0.9, 0.95, 0.99, 0.999, and 0 .9999 exceedance-probability quantiles. The LFF statistics include annual and seasonal (spring, summer, fall, winter) 7-day mean low flows, seasonal 30-day mean low flows, and summer 122-day mean low flows for a recurrence interval of 10 years.
The FDC and LFF statistics were computed using streamflow data collected through September 30, 2012. Names of LFF statistics used in this report were selected to maintain consistency with names used within StreamStats (http:// water.usgs.gov/osw/streamstats/StatisticsDefinitions.html). All statistics reported in this study were computed for each streamgage using the longest, most recent period of record without a significant trend in low flow related to factors other than precipitation patterns. The accuracy and limitations of the regression equations and the methodology used to develop the equations are described in the report.
Description of Study Area
The study area ( fig. 1) Canadian portions of the basins were not included because many of the characteristics were not available in the same format as those for U.S. portions of the basins. The study area is divided into five hydrologic regions ( fig. 1 ) developed using a combination of statistical analyses from previous studies (Jacques and Lorenz, 1987; Lorenz and others, 1997; Lorenz and others, 2010) and the concept of hydrologic landscape units (Winter, 2001; Wolock and others, 2004) . Region BC represents the combined regions B and C from Lorenz and others (2010) because not enough streamgages with low-flow data were available in region C to develop regional regression equations. Analyses of residuals from regressions confirmed that regions B and C could be combined without affecting the ability of regional regression equations to accurately estimate FDC and LFF statistics. Streamgages included in this study were assigned a map number, and information associated with each map number (streamgage) can be found in table 1-1 of the appendix.
Differences among the five hydrologic regions are addressed using the hydrologic landscape unit information presented in Lorenz and others (2010) . Region A has the most heterogeneous landscapes, with generally low slopes that become more moderately sloped near the boundary. Most of region BC is dominated by sandy soils and low to moderate slopes, but the northeastern part of region BC along the north shore of Lake Superior and the northeastern Canadian border generally is high in slope. Low slopes near the center of region D change to moderate slopes and less sandy soils around the regional boundaries. Region E is similar to region D, with moderate slopes and low sand content in the soils; however, there are distinct differences in the drainage patterns between regions D and E (Lorenz and others, 2010) . Finally, high slope areas in region F change to moderately sloped areas along the western regional boundary.
Methods for Data Development
Data used in this report were collected for 196 active and inactive continuous-record streamgages located in Minnesota or within 50 miles of Minnesota in the neighboring States of Iowa, North Dakota, South Dakota, and Wisconsin ( fig. 1 ; table 1-1). Selected streamgages met the following criteria:
(1) at least 10 complete water years of daily mean streamflows (a water year is the 12-month period from October 1 through September 30 and is designated by the calendar year in which it ends); (2) streamflows unaffected by regulation, diversion, or urbanization; and (3) drainage areas less than 3,000 square miles. 1, 2008 1, , through September 30, 2012 were appended to streamflow data from USGS streamgages 04012500, 04014500, 05095000, 05374900, and 05376800, respectively.
Streamflow data from USGS streamgages in neighboring States were used to improve the representativeness of selected FDC and LFF statistics and to provide better estimates of the error associated with the regression equations for ungaged locations near the Minnesota border. Nationwide, USGS streamflow data are collected using consistent methods and instrumentation specifications to ensure data are comparable (Rantz and others, 1982) . Daily mean streamflow data collected through water year 2012 (September 30, 2012) were retrieved for the 196 streamgages from the USGS National Water Information System (U.S. Geological Survey, 2013) and used in computing selected FDC and LFF statistics. All statistical analyses presented in this report were performed using R version 3.1.3 (Venables and others, 2010) .
Trend Analyses
Trends in data can introduce bias into the calculation of FDC and LFF statistics because the statistical analysis is based on the assumption that statistical parameters associated with the data do not change over time (National Institute of Standards and Technology, 2013) . Such parameters include the percentiles of flow, which are used in FDCs for the distribution of low flows and for determining the 10 selected LFF statistics. For this study, trends were evaluated based on the summer (June through September) 7-day low flows. An initial assessment of trends using the Mann-Kendall trend test (Helsel and Hirsch, 2002) determined that 69 streamgages had significant trends at a significance level of 0.05 (p-values less than 0.05); however, precipitation patterns have a considerable influence on streamflow.
To further evaluate those trends in streamflow, a linear regression model was used to relate the summer 7-day low flow, minimum monthly summer precipitation (June through September); the total antecedent precipitation in the year (January through September); the total precipitation from the previous calendar year; and the year of the observation (to indicate the time trend). Mean monthly precipitation data were available by climate division for the period of January 1895 to December 2012 from the National Climatic Data Center (National Oceanic and Atmospheric Administration, 2013). After accounting for precipitation effects on streamflow, 50 streamgages had significant trends at a significance level of 0.05. To reduce the statistical chance of making a type I error (identifying a trend when it is not present in all of the trend analyses), p-values from the linear regression analyses were adjusted for a false discovery rate (Benjamini and Hochberg, 1995) ; 19 streamgages had significant trends at a false discovery level of 0.05. The 19 streamgages with significant trends not related to precipitation patterns could indicate changes within the basin due to human activities, such as changes in cropping patterns, drainage, wetland restoration, and other factors. Such temporal changes would affect the relation between the basin characteristic and the FDC and LFF statistics. For example, previous studies attributed increases in streamflow in many rivers to increasing precipitation beginning in the 1940s (Houghton and others, 1996; Griggs and Noguer, 2002) ; however, Zhang and Schilling (2006) demonstrated that increases to streamflow and base flow in the Mississippi River basin actually resulted from reduced evapotranspiration and increased groundwater recharge associated with conversion of land from perennial vegetation to seasonal row crops. For 16 of the 19 streamgages, the streamflow record was subset using structural change analysis (Zeileis and others, 2002) , which identified changes in the relation between the summer low flows and precipitation patterns, to define the most recent period of record of at least 10 years without a significant trend at a significance level of 0.05 (table 1-1). Three streamgages were excluded from the final analysis because their effective period of record was less than 10 years; the three excluded streamgages were not included in the 196 streamgages listed in table 1-1.
Flow-Duration Curves
For a given streamgage, the FDC was computed from daily mean streamflows from complete water years for the entire streamflow period of record (Searcy, 1959) , except for the 16 streamgages with significant trends identified in the streamflow data not attributable to precipitation patterns and for which a subset streamflow record was used, as described previously in the "Trend Analyses" section. The FDCs were computed by sorting daily-value data and assigning exceedance probabilities to each value by means of the plotting position formula:
where p i is the non-exceedance probability, i is the rank (1 to n, smallest to largest), n is the number of values, and a is a constant, taken here as 0.4 (Helsel and Hirsch, 2002 ). The 0.0001, 0.001, 0.02, 0.05, 0.1, 0.25, 0.50, 0.75, 0.9, 0.95, 0.99, 0.999, and 0.9999 exceedance-probability quantiles were obtained from the daily streamflow data. The computed FDC quantiles are provided in table 1-1 of the appendix, along with information on the period of record used to compute the quantiles. The FDC for USGS streamgage 05279000 (map number 78; fig. 1 ), the South Fork Crow River near Mayer, Minnesota, is shown in figure 2 as an example. Figure 2. Flow-duration curve developed using 13 exceedance-probability quantiles for the South Fork Crow River near Mayer, Minnesota, (U.S. Geological Survey streamgage 05279000) for water years 1941-79.
Low-Flow Frequency
A frequency analysis was conducted to estimate 10 selected low-flow statistics at the 196 streamgages used in the study. The LFF statistics typically consist of mean low flows for a specified number of days within a season or climate year for a specified recurrence interval. A climate year is defined as the 12-month period from April 1 through March 31 and is designated by the calendar year in which the period ends. Recurrence interval, in years, is the reciprocal of the annual or seasonal non-exceedance probability. The MPCA uses a recurrence interval of 10 years for regulatory protocols (Minnesota Pollution Control Agency, 2008), which was used for all LFF analyses in this study.
Climate years were used to divide annual and seasonal low-flow data because the start of the climate year (April 1) generally corresponds with high flow in the spring, so lowflow conditions do not span across multiple years. Low-flow frequencies were estimated for the annual (climate year) 7-day mean low flows, the seasonal (June through September, October through November, December through March, and April through May) 7-and 30-day mean low flows, and the summer seasonal (June through September) 122-day mean low flows. More simply, 7-day mean low flow with a recurrence interval of 10 years is the lowest 7-day mean flow that occurs (on average) once every 10 years (U.S. Environmental Protection Agency, 2013).
For a given streamgage, the occurrence of each lowflow value was computed over the climate year or season by identifying consecutive days with the lowest 7-, 30-, or 122-day mean streamflows. If there were fewer than six nonzero values, then an empirical fit was used to fit the data. Otherwise, the magnitude and frequency for each of the LFF statistics were computed by fitting each nonzero value to one of three distributions: log-Pearson type III, three-parameter lognormal, or log-generalized extreme value (Vogel and Kroll, 1989; Helsel and Hirsch, 2002) . The distribution used to determine LFF statistics at each streamgage is listed in table 1-1 of the appendix. The log-Pearson type III distribution was used unless the data fit the distribution poorly. Fit of the data to the log-Pearson type III distribution was assessed by using the probability plot correlation coefficient (PPCC) from the observed nonzero data and the predicted values (Helsel and Hirsch, 2002) ; the closer the linear correlation coefficient was to 1.0, the better the data fit the distribution.
In this study, the log-Pearson type III distribution automatically was used when computed linear correlation coefficients were greater than 0.985. Otherwise, PPCCs were computed for all three distributions (log-Pearson type III, three-parameter lognormal, log-generalized extreme value), and the distribution that resulted in the highest PPCC was selected. In addition, a conditional probability adjustment for zero-flow values (appendix 5 in U.S. Interagency Advisory Committee on Water Data, 1982) was used for streamgages with one or more annual 7-, 30-, or 122-day low-flow values of zero. The 7-day annual LFF graph for USGS streamgage 05279000 (map number 78; fig. 1 ), South Fork Crow River near Mayer, Minn., is shown in figure 3 to provide a comparison of the three distributions used to compute LFF statistics in this study. The log-Pearson type III analysis was used for the 7-day annual LFF analysis of the 33 nonzero values for streamgage 05279000, and a conditional probability adjustment was included in the analysis for the 5 zero-flow years in the annual 7-day low-flow record.
Basin Characteristics
Low-flow characteristics of streams are related to the physical, geologic, and climatic properties of drainage basins (Smakhtin, 2001) . In most basins, drainage area is a statistically significant variable in explaining low-flow variability (Funkhouser and others, 2008; Kroll and others, 2004) . Basin characteristics investigated in this study as potential explanatory variables in regression analyses were selected on the basis of their theoretical relation to low flows, results of previous studies in similar hydrologic areas, and the ability to quantify the basin characteristics using GIS technology. The use of GIS enables the automation of the basin-characteristic calculations and solution of the regional regression equations using StreamStats (http://water.usgs.gov/osw/streamstats/index. html).
Using GIS technology, 18 basin characteristics (table 1) were calculated for each of the 196 streamgage basins in this study and investigated as potential explanatory variables in regression analyses with 23 selected low-flow statistics as response variables (table 1-1). Basin characteristics generally can be divided into three categories: (1) physical measurements, (2) land cover, and (3) soils. Physical measurement characteristics include drainage area, in square miles (DRNAREA); mean basin slope, in feet per foot (BSLDEM10M); percent streamgage drainage basin area consisting of lakes and wetlands (STORAGE); precipitation minus potential evapotranspiration, in millimeters (PMPE); and percent mean basin low-lying flatland (PFLATLOW) and upland flatland (PFLATUP). Land-cover characteristics include percent areas of lakes (LAKEAREA), forested land (FOREST), and cultivated land (CROPSNLCD01). Soil characteristics include percent mean basin organic matter content (SSURGOM), sand (SSURGSAND), silt (SSURGSILT), clay (SSURGCLAY); mean basin hydraulic conductivity of saturated soils, in micrometers per second (SSURGOKSAT); and percent streamgage drainage basin areas consisting of hydrologic soil groups A (SOILA), B (SOILB), C (SOILC), and D (SOILD). Sources of data were the National Elevation Dataset (http://ned.usgs.gov/; Gesch and others, 2009) 7-day annual low flow, in cubic feet per second Estimated 7-day low-flow values using log-Pearson type III, in cubic feet per second 7-day annual low flow, in cubic feet per second Estimated 7-day low-flow values using 3-parameter log-normal, in cubic feet per second 7-day annual low flow, in cubic feet per second Estimated 7-day low-flow values using log-generalized extreme value, in cubic feet per second Figure 3 . Relation between observed 7-day annual low-flow values and values estimated using log-Pearson type III, threeparameter lognormal, and the log-generalized extreme value distributions for computing a 7-day annual low-flow frequency graph for the South Fork Crow River near Mayer, Minnesota (U.S. Geological Survey streamgage 05279000). 
Regression Analysis
Because some streams in this study have values of zero for selected FDC or LFF statistics, special regression techniques are required to analyze these statistics in an unbiased manner. Estimates of zero flow computed from observed streamflow commonly are treated as left-censored data (Kroll and Stedinger, 1996; Kroll and Vogel, 2002) , and the use of multiple-linear regression is not recommended for censored data (Helsel and Hirsch, 2002) . For this study, weighted left-censored regression was used for all regression analyses, with weights based on the number of years of record (Lorenz, 2014) . When no data are censored, weighted left-censored regression provides the same results as weighted least-squares regression (Helsel and Hirsch, 2002) . Because of the uncertainty in measuring low flows and estimating FDC and LFF statistics less than 0.1 cubic foot per second (ft 3 /s), the censoring threshold used to develop the left-censored regression equations was set at 0.1 ft show no regional pattern. Region BC ( fig. 1) represents the combined regions B and C from Lorenz and others (2010) because the number of streamgages in region C is too small to develop regional regression equations. A consistent set of explanatory variables was used in all of the regression equations for each region to make consistent estimations at the selected FDC exceedance probabilities or LFF statistics. A set of consistent explanatory variables that had logical coefficients and were statistically significant at the 0.05 level was selected for the regression equations for all FDC exceedance probabilities or LFF statistics within that region. This approach guarantees consistency for uncensored regressions but does not guarantee consistency when censored data are included. In this report, "inconsistency" refers to situations when an estimated low flow for a smaller number of consecutive days is greater than an estimated low flow for a larger number of consecutive days. For example, an estimated 7-day low flow may be larger than the estimated 30-day low flow.
Regional Regression Analysis
In a regional regression study, dividing a large study area into subregions that are relatively homogeneous in terms of hydrology typically helps to reduce error in the regression equations. Hydrologic regions were developed for peak flows in Minnesota by Lorenz and others (2010) using the concept of hydrologic landscape units (Winter, 2001; Wolock and others, 2004) and not peak-flow residuals. For this study, the regions of Lorenz and others (2010) were used as the initial hydrologic regions, but residual analyses based on the regressions were used to verify that the hydrologic regions form reasonably homogenous FDC and LFF regression equations. As previously mentioned, regions B and C were combined.
Flow-Duration Curve Regression Equations
The weighted left-censored regression method (Helsel and Hirsch, 2002 ) was used to develop regression equations for each exceedance probability for each region in figure 1. One streamgage (05412100, Roberts Creek above Saint Olaf, Iowa) was excluded from the analysis for development of regression equations in region F because it was an extreme outlier, but regression results for the gage are provided for completeness (table 1-1). The regression equations and corresponding standard errors of the estimate (SEEs) are listed in table 2. The number of explanatory variables was minimized in regression equations to maximize residual degrees of freedom and minimize multicollinearity, which is the condition where at least one explanatory variable is closely related to one or more other explanatory variables (Helsel and Hirsch, 2002) .
Nine of the 18 examined basin characteristics were used as explanatory variables in the development of FDC regional regression equations (table 2) . Explanatory variables used in regression equations for region A were DRNAREA, SSUR-GOM, and BSLDEM10M. Explanatory variables used in regression equations for region BC were DRNAREA, STOR-AGE, and SOILC. Explanatory variables used in regression equations for region D were DRNAREA, PMPE, and PFLAT-LOW. Explanatory variables used in regression equations for region E were DRNAREA and CROPSNLCD01. Finally, explanatory variables used in regression equations for region F were DRNAREA, FOREST, and PFLATLOW. For each region, selected explanatory variables minimized SEEs and produced consistent FDCs. Generally, SEEs (expressed as percentage-based values) were largest for the largest exceedance probabilities and generally increased with increased censored data.
Low-Flow Frequency Regression Equations
The weighted left-censored regression method was used to develop regression equations for each LFF statistic for each region shown in figure 1. One streamgage (05412100, Roberts Creek above Saint Olaf, Iowa; map number 159; fig. 1 ) was excluded from the analysis for development of regression equations in region F because it was an extreme outlier, but regression results for the gage are provided for completeness (table 1-1). The regression equations and corresponding SEEs are listed in table 3. The number of explanatory variables were minimized in regression equations to maximize residual degrees of freedom and minimize multicollinearity (Helsel and Hirsch, 2002) .
Eight of the 18 examined basin characteristics were used as explanatory variables in the development of LFF regional regression equations (table 3) . Explanatory variables used in regression equations for region A were DRNAREA, SSUR-GOM, and BSLDEM10M. Explanatory variables used in regression equations for region BC were DRNAREA, STOR-AGE, and SOILC. Explanatory variables used in regression equations for region D were DRNAREA, PMPE, and PFLAT-LOW. Explanatory variables used in regression equations for region E were DRNAREA and CROPSNLCD01. Finally, explanatory variables used in regression equations for region F were DRNAREA, CROPSNLCD01, and BSLDEM10M. For each region, explanatory variables were selected to minimize SEEs, produce consistent LFF statistics, and minimize multicollinearity (Helsel and Hirsch, 2002) . [SEE, standard error of the estimate; number censored, number of streamflow values less than or equal to 0.1 cubic foot per second; D0_01, streamflow with an exceedance probability of 0.0001; DRNAREA, drainage area, in square miles; SSURGOM, percentage organic matter estimated using the Soil Survey Geographic Database; BSLDEM10M, mean basin slope computed from a 10-meter digital elevation model; D0_1, streamflow with an exceedance probability of 0.001; D2, streamflow with an exceedance probability of 0.02; D5, streamflow with an exceedance probability of 0.05; D10, streamflow with an exceedance probability of 0.10; D25, streamflow with an exceedance probability of 0.25; D50, streamflow with an exceedance probability of 0.50; D75, streamflow with an exceedance probability of 0.75; D90, streamflow with an exceedance probability of 0.90; D95, streamflow with an exceedance probability of 0.95; D99, streamflow with an exceedance probability of 0.99; D99_9, streamflow with an exceedance probability of 0.999; D99_99, streamflow with an exceedance probability of 0.9999; STORAGE, the percentage of area of water storage in lakes, ponds, reservoirs, and wetlands; SOILC, percentage of area of hydrologic soil type C; PMPE, precipitation minus potential evapotranspiration, in millimeters; PFLATLOW, percentage of low-lying flatland; CROPSNLCD01, percentage of area of cultivated land; FOREST, percentage of area covered by forest] [SEE, standard error of the estimate; number censored, number of streamflow values less than or equal to 0.1 cubic feet per second; M7D10Y, annual 7-day low flow for a recurrence interval of 10 years; DRNAREA, drainage area, in square miles; SSURGOM, percentage organic matter estimated using the Soil Survey Geographic Database; BSLDEM10M, mean basin slope computed from a 10-meter digital elevation model; M7D10Y_FAL, fall (October and November) 7-day low flow for a recurrence interval of 10 years; M30D10Y1011, fall 30-day low flow for a recurrence interval of 10 years; M7D10Y1203, winter (December through March) 7-day low flow for a recurrence interval of 10 years; M30D10Y123, winter 30-day low flow for a recurrence interval of 10 years; M7D10Y0405, spring (April and May) 7-day low flow for a recurrence interval of 10 years; M30D10Y45, spring 30-day low flow for a recurrence interval of 10 years; M7D10Y0609, summer (June through September) 7-day low flow for a recurrence interval of 10 years; M30D10Y69, summer 30-day low flow for a recurrence interval of 10 years; M122D10Y69, summer 122-day low flow for a recurrence interval of 10 years; STORAGE, percentage of area of water storage in lakes, ponds, reservoirs, and wetlands; SOILC, percentage of area of hydrologic soil type C; PMPE, precipitation minus potential evapotranspiration, in millimeters; PFLATLOW, percentage of low-lying flatland; CROPSNLCD01, percentage of area of cultivated land]
Regression equation SEE (percent) Number censored
Region A (35 streamgages) are spring-fed as a result of the underlying karst topography (Ruhl, 1989) , and the springs likely sustain streamflows during low-flow periods and reduce ice thicknesses in the winter time. Also, region F generally has higher-gradient streams than regions A, D, and E (Gesch and others, 2009), which corresponds to higher BSLDEM10M values (table 1-1). Region BC is characterized by high-gradient streams in the northeastern part of the region (Gesch and others, 2009 ), lake-fed streams in the central and northern parts of the region, and spring-fed streams in the northwestern part of the region. In contrast, regions A, D, and E generally consist of low-gradient streams (Gesch and others, 2009 ) that develop thick ice in the winter. Ice formation shrinks the effective depth of stream channels and reduces winter streamflows (Melcher and Walker, 1992) . Summer flows in regions A, D, and E generally are low because potential evapotranspiration exceeds precipitation in most years, reducing recharge from groundwater (Delin and others, 2007; Lorenz and Delin, 2007) . This hypothesis is further supported by small or negative PMPE values for regions A, D, and E (table 1-1).
Drainage-Area Ratio Calculations
For some ungaged locations on streams that have a streamgage at another location, a more accurate estimation of FDC or LFF statistics can be made based on ratios of the drainage areas between ungaged and gaged locations than from regional regression equations, provided landscapes did not change drastically within examined watersheds. For all FDC and LFF statistics computed in this study, the direct application of the drainage-area ratio (DAR) provides a good estimate of the value at the ungaged location for DARs ranging from 0.25 to 4. Of the 196 streamgages used in this statewide analysis, there were 25 pairs of streamgages from the same stream or tributary that were used to develop a DAR equation (table 4) . The selected streamgages produced DARs greater than 0.25 and less than 1 (table 4) .
For the 25 selected pairs of streamgages, the relation between DARs and ratios of corresponding values for FDC and LFF statistics was compared for selected FDC exceedance probabilities (0.02, 0.10, 0.50, 0.90, and 0.99) and LFF Table 4 . Paired streamgages selected to develop within-basin equations that use drainage-area ratios to estimate streamflow statistics at ungaged locations on streams with a streamgage in another location.
[Basin name, the river basin containing the paired streamgages; hydrologic region, the hydrologic region of the basin; upstream, the farthest upstream of the paired streamgages; downstream, the farthest downstream of the paired streamgages; DAR, drainage-area ratio calculated by dividing the drainage area at the upstream streamgage by the drainage area at the downstream streamgage]
Basin name
Hydrologic region ( fig. 1 statistics (annual and seasonal 7-day mean low flows for a recurrence interval of 10 years; table 5). The relation was assessed visually and statistically using nonlinear least squares (Bates and Watts, 1988) . None of the nonlinear least-squares results indicated that the coefficient for the DAR was significantly different from 1, resulting in the general DAR equation:
where Stat u is the selected FDC or LFF statistic for the ungaged stream location, Stat g is the selected FDC or LFF statistic for the gaged stream location, DRNAREA u is the drainage area of the ungaged stream location, and DRNAREA g is the drainage area of the gaged stream location. Figure 4 shows the relation between the DARs and the observed 0.5 FDC exceedance-probability ratios for the 25 pairs of streamgages as an example, as well as a line that represents a 1:1 relation between DAR and 0.5 FDC exceedanceprobability ratio. The SEEs for selected FDC and LFF statistics calculated using DAR equations for DARs ranging from 0.25 to 1 are reported in table 5. The relation between DARs and 0.5 exceedance-probability ratios for DARs ranging from 1 to 4 can be obtained by plotting the reciprocals of DARs and reciprocals of the associated 0.5 exceedance-probability ratios presented in figure 4 . Table 5 . Standard errors of selected flow-duration curve and low-flow frequency statistics based on statewide drainage arearatio equations developed in this study.
[SEE, standard error of the estimate; D2, streamflow with an exceedance probability of 0.02; D10, streamflow with an exceedance probability of 0.10; D50, streamflow with an exceedance probability of 0.50; D90, streamflow with an exceedance probability of 0.90; D99, streamflow with an exceedance probability of 0.99; M7D10Y, annual 7-day low flow for a recurrence interval of 10 years; M7D10Y_FAL, fall (October and November) 7-day low flow for a recurrence interval of 10 years; M7D10Y1203, winter (December through March) 7-day low flow for a recurrence interval of 10 years; M7D10Y0405, spring (April and May) 7-day low flow for a recurrence interval of 10 years; M7D10Y0609, summer (June through September) 7-day low flow for a recurrence interval of 10 The SEEs of the selected flow statistics calculated using DAR equations (table 5) were compared to SEEs of the same flow statistics calculated using the regional regression equations (tables 2 and 3). For regions A, D, and E, comparisons of the SEEs (tables 2 and 5) indicate that regional regression equations may be more accurate than DAR equations for higher flows with exceedance probabilities less than or equal to 0.10. However, DAR equations seem to be more accurate than regional regression equations for lower flows with exceedance probabilities of greater than or equal to 0.50 (tables 2 and 5). Furthermore, in regions A, D, and E, SEEs consistently were lower using DAR equations for annual and seasonal 7-day LFF statistics (tables 3 and 5).
Comparisons of SEEs for region BC were less consistent than comparisons for regions A, D, and E. For FDC statistics, SEEs were lower for regional regression equations than for DAR equations for exceedance probabilities of 0.02, 0.10, and 0.50. Standard errors for exceedance probabilities of 0.90 and 0.99 were within 1 percent but still slightly lower using regional regression equations (tables 2 and 5). In contrast, SEEs for annual and seasonal 7-day LFF statistics generally were lower using DAR equations than using regional regression equations (tables 3 and 5), with the exception of the spring (April and May) 7-day low flow. For the spring 7-day low flow, the SEE using the DAR equation was 66 percent (table 5), but the SEE using the regional regression equation was 57 percent (table 3) .
For streamgages in region F, SEEs of FDC and LFF statistics indicate that regional regression equations consistently were more accurate than DAR equations. The observed differences between region F and other regions in the study may be related to the karst topography of region F (Ruhl, 1989) . In karst topography, low flows could be affected substantially by gains from large springs and by losses from sinkholes (Eash and Barnes, 2012) . 
Limitations of Regression Equations
Several limitations warrant consideration when using the regression equations presented in this report. The regional regression equations apply only to stream locations in Minnesota where flows are not substantially affected by regulation, diversion, or urbanization. The applicability and accuracy of the regional equations depend on whether the basin characteristics calculated for an ungaged stream location are within the range of the values for variables used to develop the regression equations. The acceptable range of basin characteristic values used to develop each regional regression equation are tabulated as maximum and minimum values in table 6. The mean is included to represent the most typical values for the range of the data; for PMPE, the mean is the arithmetic mean, and for all other basin characteristics, the mean represents geometric mean (table 6). Where the minimum value is 0, the geometric mean is adjusted by adding 1 to each value, computing the geometric mean of the adjusted values and subtracting 1 to produce the adjusted geometric mean. The applicability of the regional equations is unknown when any characteristic value calculated for an ungaged location is outside the acceptable range. In addition, basin-characteristic calculations at ungaged locations should be computed using the same GIS datasets and calculation methods used in this study. The USGS StreamStats Web-based GIS tool (http://water.usgs.gov/osw/streamstats/ index.html; Ries and others, 2008) includes the same GIS data layers and calculation methods as used to develop the regression equations in this study.
The regression equations presented in this report should be used with caution for ungaged stream locations with basincharacteristic values approaching the minimum or maximum values (table 6) because of the potential for inconsistencies in the estimates. Although the occurrence of inconsistencies were minimized by using the same set of explanatory variables for each regional set of LFF equations, inconsistencies still may occur. Inconsistencies may occur because regional regression equations were developed separately and have variable estimation intervals depending on the size and variability of the datasets used to develop regression equations. If inconsistencies are obtained for an ungaged stream location, a comparison of all LFF estimates for the location and a check of streamgage data or other published data may help determine which LFF statistic is inconsistent (Eash and Barnes, 2012) .
Several factors affect the estimation accuracy of the presented regression equations. Estimation accuracy depends on the sample size, the accuracy of each recorded streamflow, and how well the chosen distribution fits the actual distribution of the data (Lorenz and others, 2010) . The accuracies of regression estimates are affected by errors in explanatory variables, and systematic errors in the computation of the response variable can bias estimates. Although streamgages used to develop the regression were weighted based on the number of years of record, the period of record also can bias estimates of response variables because of patterns in precipitation, flow conditions, other weather-related factors, and land use changes. Finally, estimating flow statistics at a location immediately downstream from a lake or wetland also could affect the accuracy of estimates made using the presented regression equations.
The DAR equations to estimate streamflow statistics at ungaged locations on streams that have a streamgage were developed using paired streamgage data from all regions presented in this study ( fig. 1; table 4) . However, each region was not equally represented in the DAR equations. Regions BC and E each were represented only by one pair of streamgages. Regions A and D each were represented by 6 pairs of streamgages, and region F was represented by 11 pairs of streamgages. Region E is the smallest region in Minnesota, and region BC contains a small number of suitable streamgages because of a lack of streamgages along the high-gradient north shore of Lake Superior, extensive connected wetlands in the northern part of the region, and rivers affected by regulation or diversion in the southwestern part of the region.
The regression equations presented in this report also should be used with caution in areas where flows are affected by substantial gains as a result of large springs or substantial losses as a result of sinkholes common to karst topography. Region F, in southeastern Minnesota ( fig. 1 ), contains karst areas where flows may vary considerably because of gaining or losing stream reaches (Eash and Barnes, 2012) . User judgement may be required to decide if an ungaged location in a karst area may be affected by substantial gains or losses in flow, and regression estimates should be compared against streamgage data or other published data. If the equations are used at ungaged locations on regulated streams, or on streams affected by water-supply and agricultural withdrawals, then the estimates will need to be adjusted by the amount of regulation or withdrawal to estimate the actual flow conditions if that is of interest.
Special attention must be given to censored values and the number of significant figures used. Because of the uncertainty in measuring and estimating flows less than 0.1 ft 3 /s, the censoring threshold used to develop the left-censored regression equations was set at 0.1 ft 3 /s. Thus, any regression estimates that are 0.1 ft 3 /s or less should be reported as less than 0.1 ft 3 /s. Because the precision of response-and explanatoryvariable data used to develop the equations commonly was limited to three significant figures, selected-statistic streamflows estimated from the regression equations also should be limited to three significant figures.
Constructing Consistent Flow-Duration Curves
Flow-duration curves are constructed from point estimates of streamflow for 13 exceedance probabilities using the regression equations developed for this report. The regression equations were developed to produce reasonably consistent FDCs, which means the magnitude of the predicted value Table 6 . Maximum, minimum, and mean values of the basin characteristics used in the regional regression analysis of each region in this study.
[DRNAREA, drainage area; BSLDEM10M, mean basin slope; STORAGE, area of lakes and wetlands; PMPE, precipitation minus potential evapotranspiration; PFLATLOW, low-lying flatland; PFLATUP, upland flatland; LAKEAREA, area of lakes; FOREST, area of forested land; CROPSNLCD01, area of cultivated land; SSURGOM, organic matter; SSURGSAND, sand; SSURGSILT, silt; SSURGCLAY, clay;
SSURGOKSAT, hydraulic conductivity of saturated soils; SOILA, soil in hydrologic group A; SOILB, soil in hydrologic group B; SOILC, soil in hydrologic group C; SOILD, soil in hydrologic For PMPE, the mean is the arithmetic mean, but for all other basin characteristics, the mean represents the geometric mean.
decreases with increasing exceedance probability. However, the regression equations for the largest exceedance probabilities are less stable than the equations for the smaller exceedance probabilities because regression equations for the largest FDC exceedance probabilities were developed using censored data. Decreased stability resulting from the use of censored data can result in inconsistent FDCs. Inconsistencies can be removed from FDCs by forcing succeeding magnitudes of increasing exceedance probability to be less than or equal to the previous value. The process of removing inconsistencies in regression-equation estimates of FDC exceedance probabilities is illustrated in figure 5 . In the example (fig. 5) , the predicted flow for the 0.999 exceedance probability (0.143 ft 3 /s) is greater than the predicted value for the 0.99 exceedance probability (0.110 ft 3 /s), but the predicted flow for the 0.9999 exceedance probability (0.061 ft 3 /s) is less than the predicted flow for the 0.99 exceedance probability (0.110 ft 3 /s). Log-q-normal interpolation is used to compute a consistent flow value for the 0.999 exceedance probability. First, the logarithms of the flows for the 0.99 and 0.9999 exceedance probabilities are computed. Second, the value for the logarithm of the flow for the 0.999 exceedance probability is linearly interpolated along the normal quantiles for the 0.99, 0.999, and 0.9999 exceedance probabilities. The normal quantiles of the 0.99, 0.999, and 0.9999 exceedance probabilities in this example are 2.326, 3.090, and 3.719, respectively. Back-transformation of the interpolated logarithm results in an estimated flow of 0.079 ft 3 /s for the 0.999 exceedance probability. However, if the flow for the 0.9999 exceedance probability also had been larger than the flow for the 0.99 exceedance probability, then the flows for the 0.999 and 0.9999 exceedance probabilities would have been set to the flow for the 0.99 exceedance probability (0.110 ft 3 /s).
StreamStats
StreamStats is a USGS Web-based GIS tool (http://water. usgs.gov/osw/streamstats/index.html; Ries and others, 2008) that allows users to obtain streamflow statistics, basin characteristics, and other information for user-selected locations on streams. Users can select stream locations of interest from an interactive map and can obtain information for these locations. If a user selects the location of a USGS streamgage, the user will receive previously published information for the streamgage from a database. If a stream location is selected where no data are available (an ungaged location), a GIS program will estimate information for the location. The GIS program determines the boundary of the drainage basin upstream from the stream location, calculates the basin characteristics of the drainage basin, and solves the appropriate regression equations to estimate streamflow statistics for that location. The results are presented in a table and a map showing the basinboundary outline. The estimates are applicable for stream locations not substantially affected by regulation, diversions, or urbanization. In the past, it could take an experienced person more than a day to estimate this information at an ungaged location. StreamStats reduces the effort to only a few minutes. StreamStats makes the process of computing streamflow statistics for ungaged locations much faster, more accurate, and more consistent than previously used manual methods. Examples of streamflow statistics that can be provided by StreamStats include the 1-percent flood probability, the median annual flow, and the mean 7-day, 10-year low flow. Examples of basin characteristics include the drainage area, stream slope, mean annual precipitation, and percent of area underlain by hydrologic soil groups. Basin characteristics provided by StreamStats are the physical, geologic, and climatic properties that have been statistically related to the movement of water through a drainage basin to a stream location.
Use of the regression equations developed in this study to estimate FDC and LFF statistics will be facilitated through incorporation into the USGS StreamStats Web-based GIS tool (http://water.usgs.gov/osw/streamstats/index.html). Streamflow statistics can be estimated at any location along a stream and can assist with the following: (1) water-resources planning, management, and permitting; (2) design and permitting of facilities such as wastewater-treatment plants and water-supply reservoirs; and (3) design of structures such as roads, bridges, culverts, dams, locks, and levees. In addition, planners, regulators, and resource managers often need to know the physical, geologic, and climatic properties (basin characteristics) of the drainage basins upstream from locations of interest to help them understand the processes that control water availability and water quality at these locations.
Summary
Knowledge of the magnitude and frequency of low flows in streams, which are flows in a stream during prolonged dry weather, is fundamental for water-supply planning and design; waste-load allocation; reservoir storage design; and maintenance of water quality and quantity for irrigation, recreation, and wildlife conservation. The U.S. Geological Survey initiated a statewide study in 2012 in cooperation with the Minnesota Pollution Control Agency to estimate selected flowduration curve and low-flow frequency statistics for stream locations in Minnesota.
Regional regression equations were developed to estimate 13 flow-duration curve statistics and 10 low-flow frequency statistics at ungaged stream locations in Minnesota. The 13 flow-duration curve statistics estimated by regression equations include the 0. 0001, 0.001, 0.02, 0.05, 0.1, 0.25, 0.50, 0.75, 0.9, 0.95, 0.99, 0.999, and 0 .9999 exceedance-probability quantiles. The low-flow frequency statistics include annual and seasonal (spring, summer, fall, winter) 7-day mean low flows, seasonal 30-day mean low flows, and summer 122-day mean low flows for a recurrence interval of 10 years. Estimates of the 13 flow-duration curve statistics and the 10 lowflow frequency statistics are provided for 196 U.S. Geological Survey continuous-record streamgages using streamflow data collected through September 30, 2012.
The study area includes 196 streamgages located within Minnesota and 50 miles beyond the Minnesota border in the states of North Dakota, South Dakota, Iowa, and Wisconsin. The study area was divided into five regions that were developed in a previous study using the concept of hydrologic landscape units. Geographic information system software was used to calculate 18 selected basin characteristics for each streamgage, which were investigated as potential explanatory variables in regression analyses. Trend analyses indicated statistically significant trends in summer 7-day low flows that were not related to precipitation patterns for 19 streamgages. For 16 of these streamgages, the streamflow record was subset using structural change analysis to identify the most recent period of record without a significant trend. The three remaining streamgages with significant trends were excluded from the final analysis because the effective period of record without a significant trend was less than 10 years.
Because several streamgages in this study have minimum reported flows of zero, weighted left-censored regression was used to analyze the flow data in an unbiased manner, with weights based on the number of years of record. Flow-duration curve and low-flow frequency estimates calculated from censored regression equations that are 0.1 cubic foot per second or less should be reported as less than 0.1 cubic foot per second to maintain a consistent prediction-streamflow-reporting limit for Minnesota. Geographic information system software is required to calculate the basin characteristics included as explanatory variables in the regression equations. A total of 115 regression equations were developed in this study to estimate 23 selected flow-duration curve and low-flow frequency statistics for ungaged locations in the study area.
In addition to regional regression equations, data from 25 pairs of streamgages were used to develop drainage-area ratio equations that can be used to estimate streamflow statistics at ungaged locations on streams or tributaries that have a streamgage in another location. Standard errors of selected streamflow statistics determined using drainage-area ratio and regional regression equations were compared among regions. For regions A, D, and E, drainage-area ratio equations were more accurate than regional regression equations for flows, but regional regression equations were more accurate for high flows. For region F, regional regression equations were consistently more accurate than drainage-area ratio equations. For region BC, there was not a consistent pattern in accuracies of regional regression and drainage-area ratio equations between low flows and high flows. All regional regression and drainage-area ratio equations presented in this study will be incorporated into StreamStats, a web-based geographic information systems tool developed by the U.S. Geological Survey. StreamStats allows users to obtain streamflow statistics, basin characteristics, and other information for user-selected locations on streams through an interactive map.
Several limitations warrant consideration when applying the results presented in this study. The regression equations developed in this study apply only to stream locations in Minnesota where flows are not substantially affected by regulation, diversion, or urbanization. Furthermore, the regression equations developed in this study are not intended for use at ungaged stream locations in which the basin characteristics are outside the range of those used to develop the equations. Inconsistencies in estimates may result for flow-duration curve and low-flow frequency equation estimates if basin-characteristic values approach the minimum or maximum values of the range. The regression equations should be used with caution in areas where low flows are affected by substantial gains as a result of large springs or substantial losses as a result of sinkholes common to karst topography. If the equations are used at ungaged locations on regulated streams, or on streams affected by water-supply and agricultural withdrawals, then the estimates will need to be adjusted if actual flow conditions are of interest.
