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Abstract
It is shown that the Coulomb many-particle Hamiltonians are always factorized. This fact can
be used to obtain the closed analytical formula(s) for the bound state spectra of an arbitrary many-
particle Coulomb system. For few- and many-electron atoms and ions these formulas are similar in
some sense to the Bohr’s formula which describes the bound state spectra of the hydrogen atom.
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I. INTRODUCTION
In this short communication we discuss the bound state spectra of the actual atoms and/or
ions, i.e. one-center Coulomb systems which contain a number of bound electrons. Let us
consider the atom/ion which contains Ne bound electrons. In hyperspherical coordinates
[1], [2] the Hamiltonian of such an atom is written in the form (see [3] for more detail and
references)
H(r,Ω) = −1
2
[ ∂2
∂r2
+
3Ne − 1
r
∂
∂r
− Λ
2
Ne
(Ω)
r2
]
+
W (Ω)
r
(1)
where Λ2Ne(Ω) is the hypermomentum of the atom, while W (Ω) is the hyperangular part
of the Coulomb interaction potential which includes electron-nucleus and electron-electron
parts. Here and everywhere below we apply the atomic units (where h¯ = 1, | e |= 1 and
me = 1) and use the notation defined in [3]. In particular, Ω means the 3Ne−1 angular and
hyperangular electron’s coordinates (compact variables), while r designates the hyper-radius.
In the basis of the ‘physical’ hyperspherical harmonics [3] Y ~K(c),~ℓ(c), ~m(c)(Ω) (below HH, for
short) and for the radial functions represented in the form r−
3Ne−1
2 Ψ(r) this Hamiltonian
takes the self-conjugate form
H(r) =
1
2
[
p2r +
(
Kˆ + 3Ne+1
2
)(
Kˆ + 3Ne−1
2
− 1
)
r2
]
+
Wˆ
r
(2)
where the hyper-radial momentum operator pr is defined as follows pr = (−ı) ∂∂r , Wˆ is
the matrix of the hyperangular part of the Coulomb interaction potential in the basis of
physical HH (definition of the physical HH can be found, e.g., in [3], [4]). Also, in Eq.(2)
the notation Kˆ stands for the matrix of hypermomentum which is a diagonal matrix in the
basis of hyperspherical harmonics. The self-conjugate form of these two operators is more
appropriate for our present purposes.
In [3] (see also [5]) we have shown that the atomic HamiltonianH(r), Eq.(2), is factorized,
i.e. H(r) is represented in the form
H = Θ∗1(r)Θ1(r) + aˆ1 (3)
where aˆ1 is a matrix defined below, while the operator Θ1(r) and its adjoint operator Θ
∗
1(r)
are the first-order differential operators defined as follows
Θ1(r) =
1√
2
[
−ıpr + βˆ1
r
+ αˆ1
]
=
1√
2
[
− ∂
∂r
+
βˆ1
r
+ αˆ1
]
(4)
2
and
Θ∗1(r) =
1√
2
[
ıpr +
βˆ1
r
+ αˆ1
]
=
1√
2
[ ∂
∂r
+
βˆ1
r
+ αˆ1
]
(5)
where the notations βˆ1, αˆ1 and aˆ1 from Eq.(3) stand for the symmetric, infinite-dimensional,
in principle, matrices which do not commute with each other. In actual applications the
dimensions of these matrices coincide with the total number of hyperspherical harmonics
used. By substituting these two expressions, Eqs.(4) - (5), into Eq.(3) one finds the following
equations for the αˆ1, βˆ1 and aˆ1 matrices:
βˆ1(βˆ1 − 1) =
(
Kˆ +
3Ne − 1
2
)(
Kˆ +
3Ne − 1
2
− 1
)
(6)
αˆ1βˆ1 + βˆ1αˆ1 = 2Wˆ (7)
aˆ1 = −1
2
αˆ21 (8)
where the matrix of hypermomentum Kˆ is a diagonal matrix in the basis of hyperspherical
harmonics (or, in K−representation, for short). Solution of Eq.(6) is written in the form
βˆ1 = Kˆ +
3Ne − 1
2
(9)
where we use the fact that the atomic wave function must be regular at r = 0, i.e.
at the atomic nucleus. As follows from this equation the matrix βˆ1 is also diagonal in
K−representation. Below, we apply only this K−representation, since it substantially sim-
plifies a large number of formulas derived below. In particular, by using the formula from
[6] (see Chapter 10, $ 18) we can write the explicit expression for the αˆ1 matrix
αˆ1 = 2
∫ +∞
0
exp(−βˆ1t)Wˆ exp(−βˆ1t)dt (10)
Since the βˆ1 matrix is diagonal, then for the (ij)−matrix element of the αˆ1 matrix one finds
[
αˆ1
]
ij
=
2Wij
[β1]ii + [β1]jj
=
2Wij
[β1]i + [β1]j
=
2Wij
Ki +Kj + 3Ne − 1 (11)
Finally, we can determine the aˆ1 matrix from Eq.(8). In particular, for the (ij)−matrix
elements of the aˆ1 matrix we have
[
aˆ1
]
ij
= −2∑
k
Wik
βi + βk
· Wkj
βk + βj
= −2∑
k
1
βi + βk
[
WikWkj
] 1
βk + βj
(12)
At the second stage of the procedure, we introduce the radial operators Θn(r) for n =
2, 3, . . ., which are similar to the operators Θ1(r) defined above (see, Eq.(4), i.e.
Θn(r) =
1√
2
[
−ıpr + βˆn
r
+ αˆn
]
=
1√
2
[
− ∂
∂r
+
βˆn
r
+ αˆn
]
(13)
3
The adjoint operators take the form
Θ∗n(r) =
1√
2
[
ıpr +
βˆn
r
+ αˆn
]
=
1√
2
[ ∂
∂r
+
βˆn
r
+ αˆn
]
(14)
The logically closed method of matrix factorization method is based on the following ‘ladder’
conditions (see, e.g., [7])
Θn(r)Θ
∗
n(r) + aˆn = Hn+1 = Θ
∗
n+1(r)Θn+1(r) + aˆn+1 (15)
which must be obeyed for n = 1, 2, . . .. By substituing the explicit expressions, Eqs.(13) and
(14) into Eq.(15) we obtain the following equations for the βˆn, βˆn+1, αˆn, αˆn+1, aˆn and aˆn+1
matrices
βˆn+1(βˆn+1 − 1) = βˆn(βˆn + 1) , (16)
αˆnβˆn + βˆnαˆn = 2Wˆ = αn+1βˆn+1 + βˆn+1αˆn+1 , (17)
aˆn = −1
2
α2n , aˆn+1 = −
1
2
α2n+1 (18)
These matrix equations look very similar to the analogous numerical equations known in
the traditional (or numerical) factorization method for the hydrogen-like atomic systems
(see, e.g., [7]). However, Eqs.(16) - (18) are written for the symmetric, infinite-dimensional
matrices, which do not commute with each other, e.g., the βˆn matrix do not commute with
the αˆn and aˆn+1 matrices, etc. Solution of these equations, Eqs.(16) - (18), regular at r = 0
is written in the form
βˆn+1 = βˆn + 1 = . . . = βˆ1 + n = Kˆ +
3Ne − 1
2
+ n (19)
αˆn+1 = 2
∫ +∞
0
exp(−βˆn+1t)Wˆ exp(−βˆn+1t)dt (20)
aˆn+1 = −1
2
α2n+1 (21)
The equation, Eq.(20)), produces the explicit formula for the (ij)−matrix element of the
αˆn+1 matrix
[
αˆn+1
]
ij
=
2Wij
[βn+1]ii + [βn+1]jj
=
2Wij
[β1]i + [β1]j + 2n
=
2Wij
Ki +Kj + 3Ne − 1 + 2n (22)
where [β1]i is the (ii)−matrix element of the diagonal βˆ1 matrix and we can write in the
general case that [βn+1]ij = δij[βn+1]ii = δij [βn+1]i and [β1]ij = δij [β1]ii = δij [β1]i. This leads
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to the following analytical expression for the (ij)−matrix elements of the aˆn+1 matrix
[
aˆn+1
]
ij
= −2∑
k
Wik
[β1]i + [β1]k + 2n
· Wkj
[β1]k + [β1]j + 2n
(23)
= −2∑
k
1
Ki +Kk + 2n + 3Ne − 1
[
WikWkj
] 1
Kk +Kj + 2n+ 3Ne − 1
where Ki are the matrix elements of the diagonal Kˆ-matrix (the matrix of hypermomentum)
and n ≥ 0, where n is the hyper-radial quantum number which is always integer and non-
negative. Formally, this formula is a direct generalization of the Bohr’s formula, originally
derived by N. Bohr (in 1913) for the hydrogen atom, to an atom/ion which contains Ne
bound electrons. For Ne = 1 the formula Eq.(23) exactly coincides with the Bohr’s formula
(in atomic units). Indeed, in this case 3Ne − 1 = 2, Wˆij = −Qδij , Ki = Kj = ℓ and ℓ is the
good quantum number. Therefore, one finds from Eq.(23) Ei =
[
aˆn+1
]
ii
= − Q2
2(ℓ+1+n)2
.
Note that for the one-electron atom/ion the energy bound state spectrum can be deter-
mined without any reference to the wave functions. However, this is not the case for few-
and many-electron atoms/ions which have been analyzed in [3]. Here we present a very brief
description of the results derived in [3]. For an arbitrary atom/ion with Ne bound electrons
we chose some atomic term
[
L,M, S, Sz, π
]
[3]. For this term we construct the system of
physical HH (hyperangular basis). In these basis calculate we calculate all elements of the
atomic matrix of the Coulomb potential Wˆ (see, e.g., 1 and 2 above). By using the known
expressions for the matrix elements of the Wˆ matrix we can determine the matrix elements
of the following matrices Aˆ(n) [3]
[Aˆ(n)]ij = Γ(Ki +Kj + 2n+ 3Ne)√
Γ(2Ki + 2n+ 3Ne)Γ(2Kj + 2n + 3Ne)
· 2Wij
Ki +Kj + 3Ne − 1 + 2n (24)
=
(Ki +Kj + 2n+ 3Ne − 1)!√
(2Ki + 2n+ 3Ne − 1)!(2Kj + 2n+ 3Ne − 1)!
· 2Wij
Ki +Kj + 3Ne − 1 + 2n
where n = 0, 1, 2, . . .. The matrices [Aˆ(n)] are symmetric and all their eigenvalues are nega-
tive. At the second stage of the procedure we determine the lowest eigenvalue λn+1 of each
of these matrices Aˆ(n), where n = 0, 1, 2, . . .. The total energies En+1 of the correspond-
ing bound states in the atom/ion with Ne bound electrons are simply related to the λn+1
eigenvalues by the formula En+1 = −12λ2n+1. This gives us the complete energy spectrum of
bound states for this atomic term
[
L,M, S, Sz, π
]
. The procedure to obtaining the corre-
sponding eigenfunctions is described in [3]. An obvious advantage of our approach follows
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from the fact that all bound state energies are determined in a closed analytical form as
the solutions of simply related eigenvalue problems. This allows one to investigate explicitly
the dependencies of the total energies of one atomic term upon the conserving quantum
numbers (e.g., upon the hyper-radial quantum nuber n which is also called the number of
excitations). Also, we do not need to solve any hyper-radial eigenvalue problem. In other
words, the hyper-radial dependence of the actual wave function of the Ne−electron atom/ion
is uniformly determined by the corresponding hyperangular matrix of the potenetial energy.
There are some other advantages of our procedure, but we cannot discuss them in our short
communication.
In conclusion we want to answer the following question: why is it possible to determine
the bound state spectra of atoms and ions only in hyperspherical coordinates? In other
words, why we cannot use for these purposes any alternative set of coordinates, e.g., Carte-
sian coordinates, or any other set of coordinates which include two or more non-compact
variables? After careful investigation of this problem and after reading of [1], [8] and [9] I
understood the reason of such a special role of hyperspherical coordinates. It can be formu-
lated in the form: in hyperspherical coordinates the bound and continuous parts of atomic
spectra are separatred by a simple algebraic (even arithmetic) transformation of the wave
function, while in other coordinates mentioned above it is not possible to perform. This
also follows from the following theorem [10]: the three operators S, T and U defined by the
formulas
S =
1
2
r
(
p2r +
K2Ne(Ω)
r2
+ 1
)
, T = rpr and U =
1
2
r
(
p2r +
K2Ne(Ω)
r2
− 1
)
(25)
form the O(2, 1)−algebra, i.e. the obey the following commutation relations
[S, T ] = −ıU , [T, U ] = ıS , [U, S] = −ıT (26)
and the Casimir operator of the second order (C2) equals
C2 = K
2
Ne
(Ω) = Λ2Ne(Ω) +
(3Ne − 1
2
)2 −
(3Ne − 1
2
)
(27)
All notations used in Eqs.(25) - (27) are exactly the same as in Eq.(1). The proof of
this theorem can be found in [10]. Based on this theorem one can reproduce all our results
obtained in [3] and in this study (see, e.g., [10]). The coincidence of the Casimir operator (C2)
6
of this hyper-radial O(2, 1) algebra with the analogous Casimir operator of the hyperangular
(compact) O(3Ne)-algebra is not a random fact [11].
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