Three-dimensional laminar hypersonic boundary-layer flows are investigated applying the compressible bi-global linear stability theory (B-LST) in flow crossplanes. The flat-plate flow is altered by an obliquely placed discrete fence-like roughness element that is about half the boundary-layer thickness high. Roughness setup and flow conditions resemble the STS-119 flight experiment. A cold-flow case and hot-flow cases are considered. The influence of non-perfect gas properties such as variable chemical composition, or thermal energy relaxation are included. The steady base flows are extracted from Navier-Stokes simulations. The underlying gas modell for reacting and non-reacting air accounts for thermal as well as chemical nonequilibrium. Rarefaction effects are considered in terms of a slip condition for velocity and temperature at the wall. Stability properties of the roughness wake under cold, hot, and hot rarefied flow conditions are compared in terms of local and integral growth.
I. Introduction
The design of atmospheric (re-)entry vehicles aims at a minimized heat load to reduce the structural weight of the thermal protection system (TPS). For sustained hypersonic flight additionally drag reduction is of high importance to lower fuel consumption. Both, thermal load as well as skin friction, significantly depend on the state of the boundary layer. Thus, understanding the transition mechanisms of the boundary layer from laminar to turbulent flow is of particular importance.
During first flights resumed after the Columbia disaster (STS-107), astronauts, leaving the vehicle for a spacewalk, checked the ceramic-tiles TPS for damage before return. Since at that occasion gap fillers have been found protruding from the TPS attention has been directed to the influence of discrete three-dimensional roughness elements on boundary-layer transition. The number of following research projects attacking this topic met these concerns. In addition to the experimental approach, see, e.g., the STS-119 flight experiment or the work of Casper et al. 6 , there is numerical simulation 3, 18, 19 , or a theoretical analysis 7 of the flow. The latter method aims at investigating the disturbance growth, whereas the former often delivers only steady base flows without simulation of instabilities because the latter demands elaborate direct numerical simulation (DNS).
Groskopf et al. 10, 12 investigated the influence of discrete three-dimensional roughness elements at wind tunnel conditions by applying their B-LST code BIGSTAB for two-dimensional eigenfunctions in crossplanes of the roughness wake. The roughness geometry was either symmetric 10 or asymmetric/oblique 12 with respect to the oncoming flow. In both cases enhanced growth of first-mode-type instabilities was found due to the strong wall-normal and spanwise shear layers in the wake flow of the roughness element. Transition of the boundary layer is enhanced compared to the flat-plate case without roughness. The horseshoe vortices play only a minor role for the investigated cases with a roughness height of half the undisturbed boundary-layer thickness, in accordance with the results of Bartkowicz et al. 2 . Horseshoe vortices cause bypass transition for element heights in the order of or greater than the undisturbed boundary-layer thickness, whereas the flow is subject to enhanced instability for lower heights caused by the main trailing vortices. A symmetric roughness configuration 10, 12 excites a pair of equally strong counter-rotating main vortices, in the oblique setup 12 the main vortex induced at the leading edge of the roughness element is significantly stronger than the trailing-edge main vortex. Therefore Groskopf et al. 10, 12 expected the oblique configuration to cause a stronger destabilization of the flow owing to the relative dominance of one of the developing vortices, and, thus, to be more dangerous. This hypothesis could only be confirmed for the near-wake region behind the roughness element.
For hot high-speed flows, which shall be investigated here in detail, high-temperature effects, i.e. variable gas composition and properties, have to be taken into account. For two-dimensional flows Bertolotti 4 , Malik & Anderson 17 , and Hudson et al. 13 included these phenomena in their respective 1-d-eigenfunction stability analysis. For a first 2-d-eigenfunction analysis 3 a calorically perfect gas model was applied for the perturbations to a chemically reacting base flow. This approach is justified because the growth of an eigenmode is predominantly ruled by the base flow, and thus by the gas model applied in its computation 8 .
II. Bi-global linear stability theory

II.A. Governing equations
The B-LST is based on the compressible three-dimensional Navier-Stokes equations. The flow variables are split into steady base flow and unsteady perturbation. The usual assumptions and requirements for (primary) linear stability theory apply. Specifics of the bi-global approach in the y-z-(cross-)plane are as follows: Non-zero wall-normal velocity is allowed for the base flow as long as it does not contribute to boundary-layer growth. Hence the mean value or, in spanwise Fourier-spectral space, the zeroth mode has to be zero. In the modal perturbation ansatz the complex amplitude distribution is two-dimensional. 2 . In addition to the calorically perfect gas model, the thermally perfect gas model, including the bulk viscosity, has been implemented. Thus, the temperature dependence of flow properties like heat capacity, thermal conductivity, and Prandtl number can be accounted for. Chemical reactions, causing an additional pressure dependence of the gas properties, and vibrational energy relaxation are neglected in the linearized perturbation equations. Still these effects have a significant, albeit indirect, influence on the flow-stability calculations that rely on steady base-flow computations including these real-gas phenomena. As instabilities in hypersonic flows exhibit very high frequencies, it is assumed that chemical reactions involved in atmosperic (re-)entry are too inert to follow the fast changes induced by the perturbations (no "turbulence-chemistry interaction"). Therefore, the chemical composition of the base-flow is frozen for the stability analysis, it being understood that the properties still have disturbances depending on the temperature perturbation. In the B-LST rotational energy relaxation is approximated by the bulk viscosity, see Bertolotti 4 , thus avoiding the need of introducing a rotational temperature. The relevance of the damping effect of rotational as well as vibrational energy relaxation on disturbance growth has been shown by Linn & Kloker 16 conducting unsteady DNS. Further details regarding the biglobal theory can be found in Groskopf et al. 10, 12 .
II.B. Numerics and discretization
Base flow as well as perturbations are discretized on structured flow-crossplane grids using compact finite differences of up to tenth order in wall-normal as well as spanwise direction to model the derivatives. In wall-normal direction, alternatively, a spectral Chebyshev collocation method including a transformation for grid-point clustering in high-shear regions 9, 14 can be applied. The resulting linear eigenvalue problem for the temporal approach is solved using the implicitly restarted Arnoldi method provided by the Arnoldi Package (ARPACK 15 ). Spatial eigenvalues are obtained by either Gaster's relation or an iteration of the general solution as ω i → 0. In most cases, applying the relation has been found sufficient because the additional computational cost of the iteration usually does not justify the minor gain of accuracy.
The eigenmode tracking is based on the comparison of the eigenfunctions' amplitude shape (scalar product) to identify the corresponding eigenvalues in two consecutive tracking steps.
III. Base flows
III.A. Roughness setup and flow conditions
The investigated roughness configuration is shown in Fig. 1 . The height of the roughness k equals about 0.5 thermal boundary-layer thicknesses δ Tu of the unperturbed flow at that position. The fence-like element (e = 4δ Tu , b = δ Tu ) is placed obliquely (ψ = 45
• ) with respect to the oncoming flow. Spanwise periodicity is assumed (s z /e = 4). The chosen s z ensures that the setups represent isolated discrete roughness elements. Owing to restrictions of the numerical methods used for the base-flow computations the edges of the oblique roughness element are rounded, see Fig. 1 (b) . The difference between soft-edge and sharp-edge roughness will be discussed below. A similar configuration with symmetric square elements was previously considered by Groskopf et al. 10 . A cold-flow and a hot-flow case are defined, see Table 1 . For the cold flow a calorically perfect-gas flow and an adiabatic wall are assumed.
For the hot case a radiative-adiabatic wall condition is defined. The heat flux from the flow to the wall is compensated by the radiation from the wall to the fluid, resulting in zero heat flux penetrating the wall. The gas model comprises chemical reactions of air and is capable of handling chemical nonequilibrium; rotational as well as vibrational energy relaxation are considered. An additional case considering rarefaction effects in the wake of the roughness element is set up (case "(non-)rarefied hot" in Table 1 ). This case follows the shuttle experiment's conditions and roughness height. 
III.B. Numerical methods for base-flow computation
The quality of the stability calculations inherently relies on the accuracy of the steady base flows. Therefore, careful temporal as well as spatial convergence studies in computing the flowfield are required. (In case the base flow does not converge to a steady state necessary for the B-LST analysis, the method of selective frequency damping 1 can be applied.)
III.B.1. Continuum base flows
Base-flow computations within the continuum regime are based on NASA's DPLR code 19 . DPLR employs the Data Parallel Line Relaxation method for solution of the Navier-Stokes equations and is capable of handling chemical as well as thermal nonequilibrium. Primarily it is used to solve re-entry flow problems in possibly short handling time.
In this work, all flowfields generated with DPLR are solved as steady-state solutions, allowing for relatively large time steps. A third-order upwind-biased MUSCL Steger-Warming scheme with a minmod flux limiter is used for the extrapolation of the Euler fluxes in the streamwise, wall-normal and spanwise directions. The eigenvalue limiter values were chosen to avoid additional dissipation within the boundary layer.
DPLR is used to simulate cold and hot cases. The cold-flow case is modeled using the perfect-gas model for air. Rotational as well as vibrational nonequilibrium are neglected in the cold-flow solutions.
The hot-flow cases are modeled using Park's five-species air (N 2 , O 2 , N O, N, O) model assuming finiterate chemistry. Both rotational and vibrational thermal nonequilibrium are considered in these cases. Species mass diffusion fluxes and the viscosity and thermal conductivity coefficients are modeled using the SCEBD model and Yos approximate mixing rule model, respectively.
The detailed flowfield solution in the region of the roughness is generated in two steps. First, a twodimensional flat-plate boundary-layer solution is obtained, and the appropriate roughness location along the plate is determined according to the dimensionless parameters criteria as discussed above. The boundarylayer flowfield quantities are then extracted from the flat-plate solution to serve as the inflow-boundary condition on a smaller, more detailed three-dimensional solution near the roughness. An adiabatic temperature condition is imposed for the cold flow at the solid surface, and a radiative-adiabatic condition for the hot flows. For the latter holds:
ǫ is the emissivity of the surface and is set to ǫ = 0.8, σ is the Stefan-Boltzmann constant, θ is the thermal conductivity, and T w is the local surface temperature.
III.B.2. Rarefied base flows
To examine the effects of rarefaction in a "first-oder approximation", DPLR solutions are obtained allowing for thermal and velocity slip at the wall. A non-reacting air model is applied for the (non-)rarefied hot case (Table 1) . This way the comparability between the rarefied and the non-rarefied flows can be ensured as occuring differences will be solely due to rarefaction.
The conditions that are selected for the comparison of rarefied and non-rarefied hot case are different from the previous conditions examined (Table 1) . These conditions are selected such that they are representative of a typical re-entry environment (before transition onset by the roughness). The smooth, asymmetrical roughness shape that is chosen in this study is similar to the roughness geometry used during the STS-119 flight experiment.
Rarefied flow solutions from another approach have not yet been available at the time of composing the paper. These solutions are obtained using a hybrid of two codes, DAC and DPLR. DAC uses the direct simulation Monte Carlo (DSMC) method to simulate rarefied gas environments, and was developed at NASA-JSC. It is an attractive way to simulate rarefied flows because it inherently captures thermal and velocity slip with a variety of gas-wall interaction models. Since the DSMC method is a particle-based approach, it does become expensive to model near-continuum flows, especially over large domains. This approach will be followed in future work.
IV. Base-flow results
IV.A. Comparison of cold-and hot-flow conditions
A topview of the vortex structures for cold-and hot-flow conditions is shown in in Fig. 2 . The following notation of the vortices refers to Groskopf et al. 12 : HV, MV, and IV indentify the horseshoe, main, and inner vortices, respectively. Contrary to the vortex structure behind the symmetric roughness shown therein, here the vortices, which can be assigned to pairs with respect to their origin, are not equally strong. In case of an oblique roughness the induced crossflow affects the vortex structure in the wake of the element. The vortices behind the leading edge (L) get stronger while the ones behind the trailing edge (T) are weakened. Thus, the leading-edge inner vortex (LIV) becomes part of the dominant vortex structures while the trailing-edge inner vortex (TIV) is extinguished immediately. In both cases the influence of the leading-edge (L) MV reaches farthest downstream. In the cold case this vortex dominates the wake-flow development. The LHV and LIV are of similar strength, the LHV benefiting from the opposite rotation sense, the LIV suffering from the same rotation sense and its closeness to the LMV. The LIV is located high above the wall compared with LMV, or LHV, see Fig. 3 (first row, left) . The origin of the steady streamwise vortex undulations to be seen in the cold case has not yet been identified but further investigations are in progress. Their influence on the following stability analysis is hard to assess.
In the hot case the distance between LMV and LIV is much larger, see Fig. 3 (first row, right), lessening their interference with each other. The LIV is located closer to the wall than in the cold flow. This difference can be attributed to the different temperature boundary conditions at the wall. The cooled wall inhibits the boundary-layer growth, and thus the vortex lift-up. That way the near-wake flow is dominated by the LIV generating much higher streamwise-velocity gradients in wall-normal as well as spanwise direction. However, the LMV decays at a slower rate, and reaches farther downstream in terms of the Q-criterion. The trailingedge (T) vortices play only a minor role. The counter-rotating pair of TMV and THV generates a high-speed streak which is less pronounced than the one on the leading-edge side. The TIV cannot be seen in Fig. 2 . As mentioned above it has been extinguished by the interference with the TMV.
Another remarkable feature is the difference in the extent of the recirculation zones in front of and in the wake of the roughness element. In the cold flow both recirculation zones are located in a narrow spanwise range, not exceeding the limits of the roughness in this direction. The wake zone reaches up to about 12 roughness heights k downstream of the element's center, whereas in the hot flow it is limited to a small region at the trailing edge reaching up to about 7k downstream of the roughness' center only. The development of the streamwise velocity distribution in crossplanes is shown by three downstream positions behind the roughness element in Fig. 3 . From the comparison of the cold (left) and hot case (right) it is obvious that the deformation of the undisturbed flat-plate boundary-layer flow is much stronger in the hot case. In the cold case a crossflow-vortex-like overturning is suppressed in the near-wake by interference of LMV and LIV. The larger distance between these vortices under hot-flow conditions leads to an independent and much earlier overturning, thus, yielding two crossflow-scenario-like vortices instead of one in the cold flow. The near-wake dominance of the LIV mentioned above can be seen in terms of the higher wall-normal and spanwise gradients of the streamwise velocity (Fig. 3 (first row, right) ). Further downstream the vortices approach. They interfere, weakening the velocity gradients due to the identical sense of rotation (lower two rows, right). The final merging into one vortex could not be observed within the computational domain considered.
The crossflow induced in the vicinity of the oblique roughness element results in a deviation of the vortex axes from the streamwise direction x (Fig. 2) , and with it from the potential streamline, also to be seen from the spanwise shift of the high-speed streak formed between HVs and MVs in consecutive downstream crossplanes (Fig. 3) . The shift is stronger in the hot-flow case indicating stronger crossflow within the boundary layer.
The effect of high shear above the wall on the temperature can be seen in the hot-flow crossplanes shown in Fig. 4 (right) . Here, a high-temperature spot coincides with the LIV's region of high velocity gradients, and, thus, high dissipation. For the cold case the region of a high-temperature streak (see also in Fig. 5 ) can be seen in Fig. 4 (left) at the wall below the high-speed streak between LMV and LHV. Its expansion along the wall in positive z-direction can be explained by the convection of the hot gas induced by the LMV. Figures 5 and 6 show the thermal and the frictional footprint under cold-and hot-flow conditions, respectively. In the cold flow the dominant high-speed streak behind the leading edge and the low-speed streak generated between LIV and TMV can clearly be identified in terms of the c f values. The temperature distribution at the wall shows one high-temperature streak whose maximum lies in between the velocity streaks. The hot-flow footprints, friction as well as wall-temperature, reveal three high-speed and hightemperature streaks. The center high-speed streak between LMV and LIV is found only in the hot flow. Its formation is dependent on the vortices' distance and the LIV's proximity to the wall, two facts that do not apply to the cold case. In the cold case with its adiabatic wall the high-temperature streak is a consequence of the high shear and the associated dissipation near the wall. In the hot case the streaks primarily form due to hot gas conveyed from the freestream to the radiatively cooled wall by adjacent vortices.
We can conclude that cold and hot flow differ essentially in vortex structure and temperature distribution implying significant differences in their stability properties. The LIV's high-shear region near the boundarylayer edge of the hot flow suggests a high-frequency instability compared to the cold flow. However, stability is also influenced by the wall-temperature condition. We again note that the hot flow is exposed to a radiatively cooled wall, and wall cooling is known to stabilize first-mode instabilities in hypersonic flat-plate flow. Whether this has an effect or not is discussed in Section V. However, from the strong downstream alterations in the hot flow, where the two crossflow-like vortices interfere and begin to merge, significantly differing eigenmode shapes in near-and far-wake can be expected. Furthermore, the parallel-flow assumption is less justified.
IV.B. Comparison of rarefied and non-rarefied hot flow
Rarefaction effects can be expected in the wake flow in direct vicinity of the roughness element. There the flow is subject to strong expansion and, thus also thermal nonequilibrium. Therefore, the near-wake is the object of interest in this section, and these effects influence the flow development further downstream.
A comparison of the vortex structures of the rarefied and the non-rarefied hot flow shows no significant differences. Therefore only the rarefied case is shown in Fig. 7 . The comparison with the hot flow discussed above (Fig. 2) shows that the vortex formation is significantly different. The leading-edge inner vortex (LIV) having an essential influence on the Mach-4.9 hot-flow wake cannot be identified in the Mach-3 hot flow. It evidently is suppressed by the LMV which, right behind the roughness' leading edge, bends strongly inwards to the element's streamwise center line. Thus, it becomes the dominant vortex in this case. Primarily the difference in vortex formation may be attributed to the reduced roughness height. The lower freestream Mach number is another influencing factor. The skin friction coefficient of the rarefied-flow in Fig. 8 (top) reveals the footprints of the high-speed streaks between MVs and HV, more pronounced behind the leading edge (see Fig. 9 ), and of the lowspeed streak between LMV and TMV. Comparing skin friction coefficient, as well as streamwise-velocity distribution in a crossplane 14k downstream the roughness element's center, for rarefied and non-rarefied flow no visible differences are found. Thus, only the rarefied case is shown in Figs. 8 (top) and 9 . Figure 8 (bottom) shows the gas temperature at the wall which is not identical to the wall temperature itself in the rarefied case (but up to 20% higher in near-wake of the roughness) since the wall condition allows for velocity as well as temperature slip. The heating of gas reveals regions of high dissipation, and therefore is another proof for the existence of the high-speed streaks causing high shear near the wall. The thermal footprint of the non-rarefied flow (not shown) exhibits a constant gas temperature at the wall that equals the wall temperature since thermal slip is not allowed. The extent of thermal nonequilibrium can be evaluated from Fig. 10 . It is negligible in the Mach-4.9 hot flow discussed above. But the comparison of translational temperature T and vibrational temperature T vib for the (non-)rarefied Mach-3 hot case shows relevant deviations. The relative difference T vib /T − 1 varies between −11% and +23% in the expansion region of the roughness element for the rarefied flow. The relative difference T rot /T − 1 between translational and rotational temperature T rot ranges from −8.5% to +3%. Slight differences can be seen at the wall comparing the rarefied with the non-rarefied solution, see Fig. 10 (upper row) . In the rarefied flow T vib /T − 1 reaches a larger absolute value right below the high-speed streak downstream the leading edge.
The stability analysis approximates the rotational energy relaxation by a bulk viscosity model, the vibrational energy relaxation is neglected. This might seem to be not suitable for deviations in temperatures of up to 23%. But in the analyzed crossplane the deviations are limited to ±6%, see Fig. 10 (upper row) . However, the more relevant quantity is the deviation of the internal energy between these two models: e LST /e − 1, where e = c v,tr · T + c v,rot · T rot + c v,vib · T vib and e LST = (c v,tr + c v,rot + c v,vib ) · T . Its absolute value does not exceed 5% in the complete flowfield, and is limited to 1.3% in the analyzed crossplane, see Fig. 10 (lower row) . Therefore, the assumptions of the B-LST in Sec. II.A are legitimate. Again slight differences between rarefied and non-rarefied solution can be seen at the wall right below the high-speed streak downstream the leading edge. The value of e LST /e − 1 is lower in the non-rarefied case with no-slip wall condition because lower velocity near the wall provides a larger time span for the flow moving toward equilibrium state. 
V. Stability analysis
The stability analysis is first carried out in one initial (y-z)-crosscut plane in the wake of the roughness element for each case. Eigenmodes of interest then can be tracked either in terms of varying frequency in the same crossplane or along successive crossplanes in streamwise direction for a fixed frequency, or streamwise wavenumber.
Spatial amplification rates α i,S (index S) are obtained from the temporal stability approach (index t) yielding frequency ω r,t and temporal amplification rate ω i,t for a given streamwise spatial wavenumber α r,t by applying Gaster's relation:
see, Bonfigli & Kloker 5 among others. Groskopf et al. 12 have shown the performance of this approximation to be excellent.
V.A. Comparison of cold-and hot-flow conditions
Under cold-flow conditions the two most amplified eigenmodes, named C1 and C2, have been identified and tracked. Their eigenfunctions of streamwise velocity and pressure are very similar and the most amplified mode is shown in Fig. 11 at two streamwise locations. At the first streamwise position shown the mode looks like an even mode, and further downstream it resembles an odd mode. The distinction is not as clear as in the case of a sharp-edge roughness 12 . The u-as well as the temperature perturbation (not shown) do not reach the wall whereas the pressure perturbation has a footprint at the wall, although the maximum is located near the boundary-layer edge, above the sonic line. The u-eigenfunctions resemble the eigenmodes shown in Groskopf et al. 12 for the oblique sharp-edge roughness configuration under cold-flow conditions where, however, the second local maximum is more pronounced. This may be explained by the presence of larger flow gradients at the trailing-edge high-speed streak due to the sharp edges.
For the hot-flow case the most amplified eigenmodes involving each of the two dominant vortices [see Figs. 2 (bottom), and 3 (right)] are shown in Figs. 12 and 13 . Here, the change in the eigenfunctions of mode H1 is not as pronounced as it is for the cold-flow modes. But the pressure eigenfunction gets larger at the wall when comparing the two streamwise locations.
Mode H1 is a crossflow-type high-frequency z-mode induced by the LMV similar to that observed already in Groskopf et al. 12 . Mode H2 is induced by the LIV, resembling a low-frequency Görtler-type odd mode combined with a crossflow-type low frequency z-mode (lower left part), has not been observed in Groskopf et al. 12 . It is found at lower frequencies than expected because the strong shear layer suggests a dominant high-frequency instability. The found eigenmode has however a phase velocity 0.25 ≤ c ph ≤ 0.55, whereas 0.7 ≤ c ph ≤ 0.9 for the other modes under cold-as well as hot-flow conditions. It has the largest growth rate and cannot be properly tracked downstream of (x − x r ) /k ≈ 70.
Owing to the normalization of all eigenfunctions by the maximum of their u-amplitude it is possible to compare the amplitudes of all flow quantities with each other. The temperature maximum is up to 7 times the streamwise-velocity maximum in the cold case, whereas in the hot case this ratio does not exceed 0.65 (not shown). This discrepancy of one order of magnitude for the nondimensional values can be put into perspective by a view on the reference values. Compared to the wall temperature T * w the reference temperature T * ∞ is roughly a factor of five lower in the cold case but a factor of three higher in the hot case. Therefore, normalizing the temperature eigenfunctions of both cases by the approximate wall temperatures would yield the same orders of magnitude for the maximum of the temperature eigenfunctions. Figure 14 (left) shows the N -factor development, N = − α i dx, for the two most amplified modes in each case. Comparing cold and hot flow it is found that the hot-flow modes exhibit higher amplification in consequence of the higher gradients in the base flow. The low-frequency mode H2 is strongly amplified in the near-wake, reaching N = 5 at about 42.5 roughness heights k, or roughly 24 δ u , behind the element. But its growth weakens farther downstream. It has a rather narrow band of unstable frequencies, and the maximum growth rate is found at a much lower value compared to H1, see Fig. 14 (right) . The far-wake is dominated by the high-frequency crossflow-type mode H1 reaching an N -factor of 9 at about 110 roughness heights k, or roughly 60 δ u , behind the element. In contrast, the cold-flow modes do not reach N = 9 within the computational domain. Mode C1 reaches N = 4.9 at its end at (x − x r ) /k = 244. A value of N = 5 has been found already sufficient for transition in wind-tunnel experiments under noisy conditions. The integral growth of this mode is similar to that of the oblique odd mode in the wake of the sharp-edge roughness under cold-flow conditions in Groskopf et al. 12 exhibiting N = 5.25 at (x − x r ) /k = 230 for virtually identical frequency. Thus, the sharp-edge roughness element is not significantly more favorable for transition tripping under cold-flow conditions.
V.B. Comparison of rarefied and non-rarefied hot flow
The stability properties of the Mach-3 rarefied and non-rarefied hot-flows are compared at one streamwise location in the near-wake of the roughness element. One amplified eigenmode has been identified in the crossplane at (x − x r ) /k = 14. Its eigenfunctions of streamwise velocity, and pressure are shown in Fig. 15 . The differences in the eigenfunctions of rarefied and non-rarefied case are small. The u-perturbation contours are virtually identical whereas the maximum of the p-perturbations is slightly more pronounced. Figure 16 shows the amplification rates of the unstable mode as a function of frequency at (x − x r ) /k = 14 for the rarefied and the non-rarefied hot-flow cases. The amplified frequency bands are similar. Small frequencies exhibit identical growth rates. The maximum growth rate is reached at identical frequency ω r δ u = 0.47. But it is 8.5% larger in the non-rarefied case which implies a relieving effect of thermal and velocity slip at the wall. 
VI. Conclusions
The far-wake flow behind a roughness element is imprinted by the near-field around the element. Thus, this region of the base flow requires a careful investigation of numerical resolution. The subsequent stability analysis inherently relies on the accuracy of the steady base flow.
The vortex structures forming behind the oblique element significantly depend on the flow conditions. The leading-edge main vortex (LMV) is found to play a dominant role in all investigated cases whereas the influence of the further vortices, e.g. the leading-edge inner vortex (LIV), varies, resulting in different formation of velocity and temperature streaks in the far-wake. For hot-flow conditions the radiatively cooled wall influences the near-field of the roughness resulting in sharp flow-quantity gradients.
For none of the investigated flow conditions the oblique roughness configuration is found to cause sudden bypass-transition (i.e., is not effective), but rather enhances the transition (i.e., leads to incipient transition). For the hot-flow case with cool wall, transition promotion is significant. The low-frequency mode H2 is strongly amplified in the near-wake, reaching N = 5 at about 42.5 roughness heights, or 24 δ u , behind the element. The crossflow-type high-frequency z-mode H1 dominates the far-wake reaching an N -factor of 9 already 110 roughness heights, or 60 undisturbed boundary-layer thicknesses, downstream the element. The comparison of the stability behavior of the wake flow for cold-and hot-flow conditions shows that the hot-flow (i) is more unstable, exhibiting the largest growth rates, (ii) has the integrally most amplified mode, the first to reach an N -factor of 9, and (iii) leads to a broader band of unstable frequencies (for mode H1), with maxima at 4 to 6 times higher nondimensional frequencies.
Under cold-flow conditions the soft-edge roughness element is found to cause roughly the same flow destabilization as the sharp-edge element investigated in Groskopf et al. 12 . Rarefaction effects in terms of thermal and velocity slip at the wall exhibit a relieving effect decreasing the maximum growth rate by 8% at the investigated streamwise position in the near-wake.
VII. Future work
Future work will focus on a comparison between the stability-theory results and unsteady DNS with controlled disturbance input. Further investigation on the differences between rarefied and non-rarefied hotflow results is necessary, e.g., a streamwise stability analysis in order to determine whether rarefaction effects delay transition. A comparison to a rare rarefied flow based on DSMC calculations is in progress.
