While the acoustic frequency domain has been widely used for speech enhancement, usage of the modulation domain is less common. In this paper, we investigate single-channel speech enhancement in the recently proposed Double Spectrum (DS) framework and provide insights on the statistical properties of speech and noise in the DS domain. Relying on our statistical analysis in the DS, we derive a maximum a posteriori estimator of speech in the DS domain. By means of experiments, we evaluate the speech enhancement performance of the proposed method and relevant benchmarks in the acoustic frequency and modulation domains and show that the proposed method achieves a good balance between noise attenuation and speech distortion for various SNRs and noise types.
Introduction
Single-channel speech enhancement is often formulated in the acoustic frequency domain generally based on a Short-Time Fourier Transform (STFT). In such an analysis-modificationsynthesis (AMS) framework, various noise reduction strategies have been studied to enhance noisy speech signals (for a review see e.g. [1] ). As an alternative to the acoustic frequency domain, the modulation transform is of particular interest for speech signal processing, but has been studied less [2] [3] [4] [5] [6] [7] [8] [9] .
The importance of the modulation domain for speech processing and speech perception has been shown in the literature. Dudley's early research on modulations in human speech showed that a speech signal is well-modeled as a radio broadcast transmitter producing amplitude modulation [10] as a result of modification of the message wave amplitude occurring at syllabic rates. The temporal modulations of the speech spectral envelope contain information about articulation and intonation and have been used successfully to develop the modulation transfer function [11] and speech intelligibility predictors [12] . On the receiver side, the auditory system has been reported to be most sensitive to modulation frequencies below 30 Hz for low acoustic frequencies [13] . According to [14] , modulation frequencies between 4 and 16 Hz are crucial for speech intelligibility and modulation frequencies outside this range can be attenuated without severely impairing speech intelligibility. Also, physiological research has provided evidence that neural responses relate to both temporal and spectral signal attributes. This has led to the conclusion that a combination of spectral and temporal modulations is a good candidate to model the auditory cortex spectrogram decomposition [15] which is a natural basis for enhancement.
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Recently, several speech enhancement methods that operate in the modulation domain have been proposed [2] [3] [4] [5] [6] [7] . For example, the conventional AMS-based acoustic domain was extended to the modulation domain by applying a secondary (modulation) AMS framework computed by again using STFT analysis. The procedure called dual AMS framework has been used for processing speech in the Short-Time Spectral Modulation (STSM) domain. Examples of STSM-based speech enhancement are modulation spectral subtraction (ModSpecSub) [2] and minimum-mean square error spectral modulation magnitude estimator (MMSESPU) [3] , both proposed by Paliwal et al.. The role of the modulation magnitude and phase spectra towards speech intelligibility was investigated in [4] . Wojcicki and Loizou [5] proposed a modulation channel selection strategy and argued that by retaining the target-dominated modulations within a narrow band of modulation frequencies (0-8 Hz), it is possible to significantly improve speech intelligibility. Later, Boldt et al. [6] studied the limits and potential of channel selection strategies in both the acoustic frequency and modulation domains. They concluded that though the modulation domain offers potential for improvement in speech intelligibility, due to the inherent compromise between the window length and modulation frequency resolution in the dual AMS framework, the ultimate gain in intelligibility was limited.
Recently, the authors in [8, 9, 16, 17] , inspired by the canonical speech representation presented in [18] , proposed a twostage transform called Double Spectrum (DS) consisting of pitch-synchronous modulation transforms providing a highly energy-concentrated representation of speech that allows separating its periodic and aperiodic components [9] . The desired properties of the DS domain were used for harmonicity enhancement and separation of slowly evolving signal components from quickly evolving ones assuming that signal parts caused by noise change more rapidly than those caused by speech. Based on these assumptions, a Wiener filter in the DS domain (DS-Wiener) approach was proposed [9] assuming a normal distribution for both speech and noise DS coefficients.
The novelty of this paper is threefold: i) we present a statistical analysis for speech and noise DS coefficients and provide insights regarding the separability of speech and noise in the DS domain in comparison to the STSM domain, ii) based on this statistical analysis, we derive a maximum a posteriori (MAP) speech estimator in the DS domain (DS-MAP), and iii) finally, we evaluate the performance of the speech enhancement methods investigated here and discuss their limits and potential in terms of noise attenuation and resulting speech distortion.
The remainder of this paper is organized as follows. Section 2 studies the statistics of speech and noise in the DS domain which are then used to derive a MAP speech estimator in the DS domain in Section 3. Experimental results are presented in Section 4, and Section 5 concludes on the work. Figure 1 : Double Spectrum tensor after [9] . Using the two-stage transform, a three-dimensional representation is obtained. Each time block l is represented by a Q × K matrix where Q is the number of modulation bands and K is the number of frequency bands.
Modulation Domains Statistical Analysis
In this Section, the two modulation domains STSM and DS are compared in terms of their statistics and we provide evidence on how well speech and noise are separated in each domain.
Signal Model and Background on DS
We assume an additive model for noisy speech x(n), i.e. the clean speech s(n) and noise d(n) are additive and independent:
where n is the discrete-time index.
To obtain the DS coefficients, the noisy signal is processed as follows. Let fs be the sampling frequency and f0 be the fundamental frequency of speech in Hz. First, the signal is segmented into L time blocks of variable length by time block segmentation (TBS) with the length of an integer multiple of the fundamental period P0 = ⌊fs/f0⌉ in samples. Each block is further subdivided into frames of length P0. To avoid discontinuities at the transition of consecutive time blocks, 50% overlap is introduced [18] . For unvoiced segments, the fundamental frequency is set to a minimum of 70 Hz. Each block then undergoes a two-stage transform [9] . The first stage, namely the pitch-synchronous transform, is implemented as a Modulated Lapped Transform (MLT) [19] , in the form of a Discrete Cosine Transform (DCT-IV), motivated by its effective energy concentration [18] . The MLT is defined as follows [9] :
where x l (n) is the input signal, l denotes the lth pitchsynchronous time block, k is the acoustic frequency band index, and w(n) is a square-root Hann window satisfying the power complementarity constraint [20] .
The MLT coefficients f (k, l) of the output evolve slowly over time for voiced speech and rapidly for unvoiced speech. In order to analyze the temporal fluctuations, the modulation transform, performed with a DCT-II which takes into account the rapid onsets of speech [18] , is applied to Q consecutive frames of MLT coefficients, using a boxcar window:
with q = 0, 1, ..., Q − 1 is the modulation band index and c(0) = 1/ √ 2, c(q) = 1 for q = 0. The number of modulation bands Q depends on the block length and is determined by energy concentration measurement as described in [9] . In further notation, we will refer to the set of L subsequent DS frames as DS(q, k, l) with K as the number of frequency bands as rows and Q modulation bands as columns. An example of a DS tensor is shown in Figure 1 . For further details on DS transform and its properties we refer to [9] . After processing the noisy DS coefficients, e.g., with a gain function, the enhanced coefficients undergo the inverse twostage transform, followed by overlap-add (OLA) [9] .
Separation of Speech and Noise in DS and STSM
In this Section, we point out the benefits of performing speech enhancement in the DS domain as opposed to STSM domain. We do so by evaluating empirical speech and noise distributions and comparing their separability in the respective domain.
As noise types we consider white, modulated pink, factory, and babble noise. As speech files we used 72 sentences from the TIMIT train database [21] , spoken by male and female speakers and sampled at 16 kHz. As it is important that the samples used to create the histogram obey the same distribution model, i.e. have the same mean and variance, they were normalized with their standard deviation σs(q, k, l). The varianceσ 2 s (q, k, l) was estimated using recursive averaging [22] ,
with the smoothing factor chosen as α = 0.98. We use Q = 4 modulation bands, which was found to be a good compromise in the resulting spectral resolution of the pitch-synchronous analysis provided for male and female speech [9] . We assume the sign of DS coefficients to be uniformly distributed, i.e. p(DSs/|DSs| = −1) = p(DSs/|DSs| = 1) = 0.5, therefore it is sufficient to use absolute values for creating the DS histograms which makes them comparable to the STSM histograms. The smoothing of the variance estimate was performed similarily for the STSM coefficients.
To compare speech and noise separability in the DS versus the STSM domain, we compute the empirical symmetric Kullback-Leibler divergence (KLD) [23] :
where ps(i) and p d (i) are the ith histogram bins of the speech and noise histograms, respectively, and N bin is the number of histogram bins. The higher the KLD score, the better the separation between speech and noise distributions. 
Distribution of Speech and Noise DS Coefficients
Following our statistical analysis for speech and noise in the DS and STSM domains, in this Section, we fit a parametric distribution to the empirical probability density functions (pdf) of speech and noise in DS domain. We then formulate a speech estimator in DS that takes into account the so-obtained prior knowledge. The statistical model of the DS speech prior is obtained by fitting a pdf to the histograms of the clean speech DS coefficients DSs(q, k). As the DS coefficients can be also negative, we choose a two-sided generalized gamma distribution which represents a flexible distribution and yields an analytically tractable cost function. The two-sided gamma distribution is defined as (with γ = 1 in Eq. (1) in [24] )
with a > 0 and b > 0 as the shape and scale parameters, respectively, and Γ(·) denoting the Gamma function. The values for a and b were determined for each acoustic frequency-modulation frequency combination separately by fitting a PDF to the respective histogram. We used the same data as in Section 2.2. According to Figure 3 , both a and b are dependent on both k and q. A similar statistical analysis was conducted on noise signals concluding that a normal distribution is a good fit.
DS-MAP Estimator
In this Section, we focus on speech enhancement in the DS domain. The MAP estimator resulting from the statistics of speech and noise will be derived. The AMS framework for speech enhancement in DS is shown in Figure 4 .
As statistical model for speech, we use (6) with z = DSs/σs, resulting in p(DSs/σs) as prior distribution of the speech DS coefficients. 1 The parameters of the prior are chosen according to the distribution fit performed in Section 2.3. For noise DS coefficients we consider the prior distribution following a zero-mean normal distribution, as
where σ 2 d is the variance of noise. Based on these models, a MAP solution
can be found. Since p(DSx) is not a function of DSs, we only need to maximize the numerator of (8) [25] . Plugging the speech and noise prior distributions in (8), we obtain
DSs σs .
As the logarithm is a monotonically increasing function, we can alternatively maximize the logarithm of (9) [25] given by:
(10) Finding the stationary point yields:
Maximization of the log-posterior, i.e., terms in the brackets in (10) with respect to the sign leads to the minimization of the term (DSx − DSs) 2 as this is the only term dependent on the DS sign yielding DSs |DSs| = DSx |DSx| . In fact, this is also inferred from the fact that both prior and likelihood are symmetric around zero. Now, plugging this DS sign into (11) we get a quadratic function for DSs:
Solving (12) for DSs by using the definitions of the a priori SNR ξ = σ 2 s /σ 2 d and the a posteriori SNR ζ = DS 2 x /σ 2 d , we finally obtain the MAP speech estimate:
The gain function is real-valued defined for a ≥ 1. In order to prevent artifact we lower-bound the gain to a minimum value Gmin. Our informal listenings revealed that a low fixed-value -25 dB for Gmin results in audible artifacts at low modulation bands as they mainly contain periodic signal contents. On the other hand, a larger Gmin as -8 dB provides not enough noise attenuation. Therefore, as a trade-off we consider an adaptive choice of Gmin implemented by assigning its value between -8 and -25 dB for q ∈ {0, 1} depending on the prior SNR estimate following a logistic function with steepness set to 0.27. For q ∈ {2, 3} a fixed value of -25 dB was chosen. 
Experiments and Results
In this Section, we evaluate modulation-based speech enhancement methods in three ways: i) comparing the maximum achievable improvement in terms of objective perceived quality and speech intelligibility in the STSM and DS domains using ideal channel selection (assuming speech and noise known), ii) visual comparison of spectrograms, and iii) reporting noise attenuation versus speech distortion in a blind scenario.
Experiment Setup
We used 100 sentences from the TIMIT test corpus [21] . The clean speech was corrupted with babble and factory noise at SNRs of -5, 0, 5, and 10 dB. As benchmark methods, we included the MMSE-STSA method in the acoustic frequency domain [26] , ModSpecSub in the STSM domain [2] , and DS-Wiener [9] . The minimum statistics noise estimator [27] was used for MMSE-STSA, and an adaptation of the MMSE noise estimator based on speech presence probability [28] was implemented for DS-MAP. For f0 estimation we used PEFAC [29] . The methods were evaluated using the black box approach [30] . Speech quality was evaluated using Perceptual evaluation of speech quality (PESQ) [31] and speech intelligibility was predicted by speech intelligibility in bits (SIIB Gauss ) [32] . As measures for speech distortion and noise attenuation we used speech-to-speech distortion rate (SSDR) versus noise attenuation (NA) as defined in [33] 
Upper bounds: Ideal Channel Selection
We first performed a proof-of-concept experiment to determine the upper bounds of the modulation-based speech enhancement methods. We performed ideal channel selection in both STSM and DS domains by computing the ratio of speech and noise energy and computing binary mask by comparing this ratio against a threshold θ = −10 dB (see [6] ). The results depicted in Figure 5 reveal that under oracle conditions, i.e., binary masking applied to noisy speech with known speech and noise power, the DS-enhanced speech achieves higher objective improvements than the STSM-enhanced speech. This is consistent with the fact that the signals are better separated in the DS domain. introduces more speech distortion while the DS-MAP estimator better preserves these regions (red box). Figure 7 shows the SSDR and NA in blind scenario. MMSE-STSA has the lowest speech distortion at the expense of the lowest noise attenuation. STSM provides the highest noise attenuation while distorting speech the most. DS-based methods provide a good trade-off between noise attenuation and speech distortion. In particular, the proposed DS-MAP achieves higher noise attenuation than STSA and DS-Wiener. It also results in less speech distortion compared to both DS-Wiener and STSM, in particular for mid-high SNRs (listening examples in [34] ).
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Conclusion
We studied the statistical properties of speech and noise in the recently proposed DS signal representation and derived a maximum a posteriori speech estimator in the DS domain. Our experiments showed that the proposed method provides a better trade-off between the noise attenuation and speech distortion for various noise types and SNRs versus its benchmarks in the modulation or acoustic frequency domains. Our preliminary experiments based on oracle sign information in DS suggests significant improvement in speech quality and intelligibility. Therefore, a natural direction of future work is the estimation of the sign from a noisy observation.
