The algebra of the integral potential (pot) operator, in combination with the usual differential operators, is briefly discussed. The main algebraic results are simple, easily remembered and of interest in themselves. A particularly important result is the operational equation that shows the separation of any vector field into two unique partial fields, one having zero curl and the other zero divergence.
The algebra of the integral potential (pot) operator, in combination with the usual differential operators, is briefly discussed. The main algebraic results are simple, easily remembered and of interest in themselves. A particularly important result is the operational equation that shows the separation of any vector field into two unique partial fields, one having zero curl and the other zero divergence.
The algebra is applied in the transformation of the well known differential electromagnetic equations intovarious integral equations, in terms of the total (applied and induced) sources of the field. The transformation process is usually based on the equation of separation mentioned above. It is simple, and its routine nature leaves the mind largely free to concentrate on the physical interpretation of the results.
Only quasi-static fields are discussed. It is well known that the concept of sources does not fail in a more general time-varying field, and it is intended to extend the application of pot algebra in this direction in later work.
A novel form of infinite operational series is presented, which expresses the total magnetic field explicitly in terms of the inducing field, in a region of varying permeability. The series is known to be convergent in particular cases, but work is still proceeding on a general proof of convergence.
The use of pot algebra stresses the close relation between equations that emphasize the field structure of an electromagnetic system and equations that emphasize the corresponding source structure. The ability to visualize the system in both ways is a valuable aid to clear understanding. 
List of symbols
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Introduction
The potential operator is usually abbreviated 'pot'. It is defined by the following equations, which show operation on an arbitrary vector field W and a scalar field s.
The volume integral is taken over all space, and r is the distance from a point of reference to the incremental volume, du. Thus pot defines the process by which, for example, the electric scalar potential <f> s is formed from a charge-density distribution q, i.e. In the author's opinion, it is difficult to see why this should be so. The main results of pot algebra are easily remembered and are of interest in themselves. In particular, they greatly simplify transformation from Maxwell's equations to various integral equations in terms of the total field sources (i.e. electric charge, electric current and magnetic polarity). The transformation process becomes almost routine, and consequently the constraints that need to be imposed in deriving a particular equation are very clearly presented.
It is well known that Maxwell's preference for the differential equations was based to some extent on a belief in the reality of fields in the ether and a dislike for the notion of 'action at a distance' between sources. Heaviside also was a firm believer in the ether. In accordance with modern physics, however, it must be recognized that field equations and source equations are equivalent methods of mathematical description, neither having greater physical reality. The use of pot algebra nicely emphasizes how closely the two methods are related.
In order to keep the paper to a convenient length, it has been restricted to quasi-static electromagnetic fields (in which the term ?)D/7)t is negligible). It is, of course, well known that the concept of sources does not fail in a more general time-varying field. In fact, the retardation of potentials that then applies is a most striking result. It is hoped to cover the application of pot algebra to this general case in a later paper.
The main intention, in the paper, is to show how the pot operator simplifies the steps of inter-relating differential and integral equations. After a brief discussion of its algebraic properties, it will be used in the derivation of several integral equations. An infinite operational series will be discussed that expresses the total magnetic field explicitly in terms of the applied field, in a region of varying permeability. The expression is thought to be novel, but as yet it presents problems with regard to a general proof of convergence.
It should not be thought that these applications exhaust the usefulness of the pot operator. They are intended rather as an introduction to its possibilities.
2
Algebra of the pot operator
Proofs will not, in general, be given in the following discussion. Reference 3 (pp. 179-259) gives detailed proofs.
Consider first the well known differential relation for an arbitrary vector field W
Operating by pot throughout eqn. 4
The first important property of the pot operator is that it is commutative with any differential operator. That is 
In fact, eqn. 10 is true for any scalar or vector operand. This means that (-pot/47r) is a general operational solution of Poisson's equation. Applying the result of eqn. 10 to eqn. 8, and reversing its order, we obtain the extremely useful general relation
It is well known that any vector field can be separated into two components, one having zero div the other zero curl. Eqn. 11 shows this separation. The first component can be written There could be, in principle, a third component having zero curl and zero div, i.e. being constant over all space. In electromagnetism, this case could arise only from a special distribution of sources at infinity. It is sufficient to specify that the total sources of the field exist in finite space and are therefore contained in the equations to ensure that the third component is always zero.
The remaining properties are stated in the following equations:
pot, 2 grad, s 2 = pot 12 V 2 s 2 = .
. (12) 2094 PROC. IEE, Vol. 110, No. 11, NOVEMBER 1963 
(H)
The similarity of these equations to each other is obvious, and they are simple to remember. The only limitation on the generality of the results so far discussed is that the functions described must exist, i.e. they must have a finite value. Certain functions do not exist. The E field of an oscillating dipole exists, for example, but pot E is infinite for all points of reference.
According to the author, this limitation does not in general restrict the algebraic manipulations which are helpful in electromagnetic theory. Its consideration is therefore left to Section 7.1.
In summary, the important results of this Section are given by eqns. 6, 11, 12, 13 and 14. Their simplicity should not lead to the supposition that it is simple to prove the results rigorously. In fact, a large amount of algebra is condensed in these equations. It is just because of this that the pot operator is so useful. Clearly, the usefulness of the (well established) differential operators is based on the same property. Transforming the left-hand side by eqn. 11
If we assume that J is a current-density field in free space, it can be said that 
directed as shown in Fig. 1 . PROC. IEE, Vol. 110, No. 11, NOVEMBER 1963 This is the well known form of the Biot-Savart law for the field of a quasi-static current element in free space. Its close relation to eqn. 15 is clearly revealed.
Fig. 1
Field of a horizontal current element
3.2
Vector potential of a free-space current density field The vector potential of any electromagnetic field is commonly defined by
Operating throughout eqn. 20 by -pot curl
ATT ATT
Assuming free space
Transforming the left-hand side of eqn. 21 by eqn. 11, 
Eqn. 27 shows that H t is the equivalent of two free-space partial fields: (a) the inducing H field due to the circuits and (b) an induced lamellar H field, derived from the gradient of a scalar potential.
The potential is that of an apparent field of magnetic charge, or polarity, of value p m = fx Q div H t .
Since the polarity arises from magnetization of the permeable body, it is usefully expressed in terms of M, the intensity of magnetization.
Thus an alternative and more common expression for the induced polarity is
• (30) Clearly this result has followed in a brief and simple manner from the differential eqn. 15. Furthermore, the assumptions made are evident.
In the theory so far, it has been assumed that /x is continuously variable. However, in the case of a closed surface containing a permeable body in free space, it is well known that div M becomes discontinuous on the surface and that there is a consequent surface density of polarity.
There is no virtue in introducing this complication earlier in the theory. In the first place, it can always be entirely avoided by considering the surfaces to be thin laminae, across which /x changes at a fast but finite rate. Secondly, it is fairly clear that, at such a surface, the volume polarity <-divM) becomes a surface polarity M p (the normally incident component). It is sufficient to recognize that the expression (-divM) in eqn. 30 requires interpretation at a surface of discontinuity.
In the solution of specific problems, which usually involve surfaces of discontinuity, it is convenient to use a modified form of eqn. 29. Hammond 11 , for example, obtains this modification, which may be written (3D
Here cr is the value of surface polarity, and Hp is the normally incident field due to all sources external to the point of incidence. The surface separates a region of relative permeability /J, from free space. Eqn. 31 is used in Section 7.3. 2096
Vector potential of a magnetized body
Eqn. 21 is a completely general expression for the vector potential field A in terms of the magnetic flux density B. That is
Assuming a variation of permeability throughout space, representing a permeable body, B -yb G H + M.
Transforming the left-hand side of eqn. 21 by eqn. 11, and substituting for B in the right-hand side
The supplementary definition of eqn. 23 has been made div A = 0, and so it follows that
ATT ATT Eqn. 32 shows that A is composed of two partial fields: (a) that due to the inducing / field, as obtained in eqn. 24, and (b) a field A m due to the magnetization of the body, where
with the usual notation. The limits of integration are reduced from all space to the volume of the body without affecting the value. Eqn. 33 again is well known.
3.5
Current density and magnetic polarity equivalents of a magnetised body
Eqn. 30 describes the total magnetic field, both within and neighbouring on a region of varying permeability. That is
The physical interpretation of eqn. 30, that the partial field of a permeable body is equal to that of a certain distribution of polarity in free space, has been noted..
Transforming 
B, = i f l
If the term l//u, had been absent in eqn. 35, the physical interpretation would have been that the partial field of a PROC. IEE, Vol. 110, No. 11, NOVEMBER 1963 permeable body was everywhere equal to that of a distribution of current density in free space
Because of the presence of the term l//x, however, this simple view holds only for points of observation outside the body, where /u. -1. Inside the body, the physical interpretation is obscured.
It has been noted elsewhere 12 that the polarity and current equivalents are correct for regions outside the body, but are inadequate inside. Some qualification of this interesting point is given below.
Eqns. 30 and 35 both give the same (correct) value of H, at all points in space, inside and outside the body. Eqn. 34 also gives the correct value of B. If it is assumed, however, that the equivalent sources can everywhere be considered to act in free space (which neglects the occurrence of /A in eqns. 34 and 35), it follows that, within the body, equivalent polarity will give the right magnetic field, but the flux density calculated therefrom will be wrong, and equivalent current will give the wrong magnetic field, but it happens that the flux density calculated therefrom will be correct.
Lorentz force law
Consider the differential equation
• • (37)
Assume an observer moving with uniform velocity v relative to the space co-ordinates (or reference frame) in which eqn. 37 is expressed. Assume v <£ c, so that there is no second-order relativistic correction needed to the field components, as seen by the observer. In order to express eqn. 37 in the observer's reference frame, a chain rule must be applied to the partial differential, DB/Dt. Cullwick 13 obtains this chain rule in vector form, so that eqn. 37 becomes, in the new reference frame,
all other terms being zero in this case. Therefore eqn. 38 can be written
Operating throughout eqn. 38 by 1/4TT pot curl, and transforming throughout by eqn. 11,
Assuming (only for simplicity) that the whole system is immersed in free space where q is an electrostatic free-charge distribution, and <f> s its electric potential. Assuming quasi-static conditions, div A = 0, as previously defined. Therefore eqn. 39 becomes
The first three terms of the right-hand side of eqn. 41 are the commonly considered components of the Lorentz force law. They correspond to the electrostatic field, the transformer induced field and the motional field.
The final term is a lamellar field, corresponding to an apparent charge distribution, seen only by the moving observer. This is a first-order relativistic effect, which is usually considered negligible. Cullwick discusses this matter 14 and shows that, if the magnetic field is due to a current loop /, the apparent charge is situated on the loop and has value v . I -2~. From eqn. 41, the same result for a general arrangement of circuits is easily shown. Thus
Therefore this component of field arises from an apparent volume distribution of electric charge, v . Jlc 2 . The charge distribution is clearly coincident in space with the currentdensity distribution.
3.7
Extension of Section 3.3 by infinite series
In Sections 3.1-3.6 the application of pot algebra to the derivation of various well known integral equations is considered. This Section briefly considers a novel expression for the total magnetic field in a region of varying permeability.
From eqn. 30 1
Since M = JLI O (/Z -1)//,, eqn. 30 can be rearranged:
It is clear that H t cannot be simply expressed explicitly in terms of H o . This is because of the awkward interdependence between the total field and the magnetic polarity. Hammond remarks that 11 apparently '. . . such problems can in general only be solved by successive approximations'.
Eqn. 43 can be written
where the operator^ is defined by
grad pot q PROC. IEE, Vol. 110, No. 11, NOVEMBER 1963 101 S28 It is known that the series is convergent in a number of special cases. It is clearly so for the class of two-dimensional problems involving a single solid iron cylinder of constant uniform permeability immersed in free space. If the cylinder is magnetized by any two-dimensional inducing field whatever, it is known 15 that at any point on the iron surface the normal field, due to all surface polarity external to the point, is zero. The series of eqn. 47 reduces to the first two terms and is therefore convergent.
In Section 7.3, the series method is applied to another simple two-dimensional problem, for which the answer is known. The solution is shown to be convergent and correct.
Eqn. 47 is not thought to have future interest as a method of analysing fields in specific cases, since the algebra is always cumbersome. This method of successive approximations is possibly useful in solving field problems by computer, although other techniques are well known. The main interest of eqn. 47 is thought to lie in the possibility of its application to a number of general problems, where the ability to specify H t formally and explicitly in terms of H Q would be an advantage.
Conclusions
The usefulness of the differential operators, in the formal manipulation of differential electromagnetic equations, is well established. The paper seeks to show that the integral pot operator is similarly useful whenever integral equations are of interest.
Historically, differential equations have been preferred to integral equations, because of the analytical techniques available for their solution. To some extent, the modern possibility of solving integral equations by iterative methods, using computers, removes this objection. However, in the author's opinion, the main value of the integral equations still lies in their physical interpretation, i.e. in the emphasis they place on the total (applied and induced) sources of the field. 2098 '
• The ability to view a particular electromagnetic problem, both as a system of fields in space and, alternatively, as a distribution of various sources is a great aid to clear understanding. The use of pot algebra is helpful, because it enables equations that emphasize the field structure to be transformed to equations that emphasize the source structure, in a simple manner. The notation of pot is also markedly more convenient than the usual integral notation.
Broadly speaking, the transformation process is the same in most applications. It is based on the fundamental fact that all the vector fields of interest can be replaced by two unique partial fields, one having zero curl and the other zero div. This enables various components of a differential equation, when suitably arranged, to be replaced by other components. The replacement fields are completely general, so that any simplifications in the theory are consciously made and their necessity clearly presented. The transformation process is sufficiently routine, so that the mind is left largely free to concentrate on the interpretation of the results.
The differential operators have well known simple physical interpretations-div, for example, measures the total field flux emerging from an incremental volume of space per unit volume. In this respect, pot is equally acceptable. It represents the manner in which, for example, an electric potential field is established by a volume charge distribution, this concept being generally familiar.
The paper has been mainly intended to contribute a systematic application of the established principles of pot algebra to the derivation of various well known quasi-static electromagnetic equations. In addition, problems associated with convergence of pot functions have been investigated, and it appears that these problems do not arise in the normal algebra of electromagnetic theory.
It has also been shown that it may be possible to express the total magnetic field explicitly in terms of the inducing field, by an infinite operational series, in a region of varying permeability. The possibility is attractive because of the explicit nature and notational brevity of the expression. Although the series is known to be convergent in particular cases, however, work is still proceeding on a general proof of convergence.
There are clearly further useful applications of the pot operator that have not been mentioned. Several of the magnetic problems considered have electrostatic analogues (including the operational series), and there are many well known integral equations that have been omitted. General considerations of energy and force in electromagnetic fields can also be usefully expressed in pot algebra. Some of these problems are sufficiently individual to merit detailed attention, and it is intended to examine these in later work. It is of particular interest and importance to extend the theory to cover the general case of a rapidly time-varying field. J, p) that is contained within finite space and has finite volume density at all points has a pot that exists (i.e. is finite). This is considered physically obvious. Artificial concepts, such as line current densities and point charges, cause pot to become infinite at particular points in space, but in general the function still exists.
Although the sources are contained in finite space, in general their associated fields extend to infinity. There is only one reason why the pot of such a field (with respect to a point in finite space) may fail to exist. The reason is that the field decays too slowly as it approaches infinity.
Static fields
When viewed from a sufficiently large distance, the field of any static source distribution contains only two components (a) the field of a point source, which decays as ( -^) / 1 \ ( b) the field of a dipole, which decays as ( --,) The pot of the point-source field is infinite, being proportional at infinity to fi h-
= oo (50)
From eqns. 12, 13 and 14, the operation of pot in conjunction with any V-operator (div, grad or curl) converges more rapidly at infinity than pot alone, by a factor (1/i?). Therefore (pot V), operating on the point-source field tends at infinity to = 0 . . (51) The combined (pot V) function therefore exists.
The pot of the dipole field exists, since it tends at infinity to
p_l (52)
Since the point source is zero in all magnetic fields and in some electric fields, the following is a sufficient, but not PROC. IEE, Vol. 110, No. 11, NOVEMBER 1963 always necessary, rule: the total operation of (pot V) on a static field of E, H, B or D exists.
Quasi-static fields
The only complication here is an extra component of the E field, which is oA/Dt. If pot A is finite, then pot (bA/7)t) is finite. A is due only to magnetic sources, which at infinity have only a dipole field. It is apparent from eqn. 33 that the vector potential of a dipole tends to 1/i? 2 at infinity. Therefore pot A is infinite, but (pot V) A tends to r -L i.
J R 2 R?
= r (53)
Therefore, for quasi-static fields, the rule for static fields is again sufficient.
Rapidly time-varying fields
In this completely general case, the dipole field decays as (l/i?)^_»oo, but its phase varies with R. A single harmonic component may be analysed, representing either part of a continuous spectrum due to a transient disturbance or a discrete oscillation. At infinity, a (pot V) operation on this component field tends to 
R cIR
Integrating by parts, the expression becomes
The first term of this expression is zero, and the second term is less than ATTC r 00 i
(54)
Therefore, the combined (pot V) function exists. These results are summarized as follows, for a completely general electromagnetic field:
(i) the pot of q, J or p exists (ii) the combined (pot V) operation on E, H, B, D or A exists (iii) any further differential operation on the above functions clearly exists (iv) these rules are sufficient to define functions that exist, but in a specific field they are not always necessary.
However, these rules do not imply any important restrictions, in practice, on the permissible algebra. It is consequently pointless to detail the specific fields in which the rules can be relaxed.
7.2
To show that curl H t = /, and div (fAH t ) = 0 The series solution is
= curl // 0 , since curl grad W = 0 Therefore curl //, = curl (-pot curl Jj which from eqn. 11 equals / -j---pot grad div / Therefore curl H, = / since div 7 -0 for quasi-static conditions. This is eqn. 48.
But div H Q -0, and from eqn. 10, -V 2 pot s = -1.
Therefore div (fxH,) = 0 which is eqn. 49.
7.3
A particular series solution Consider the two-dimensional field of Fig. 2 , in which all space is filled with a material of relative permeability /x, \\\\\T\vv\\\\\\\\\\\\\\\ Fig. 2 Particular field structure except for a sector of free space, ABC. A current / is placed at the apex of the sector.
From symmetry, the total field H t in the sector is circumferential and of such value that, at radius r from B,
H o is the inducing field, given by Applying now the series method, it is first necessary to evaluate the circumferential partial field at a general point P (radius R) due to a certain distribution of polarity on AB or BC. Let the distribution be
where F is a constant. The circumferential field at P due to an increment of polarity o8r at Q is
It follows that the total circumferential field at P, due to the polarity on BC, is
If the polarity induced on the interface AB is positive, that on BC is negative. The magnitude of polarity due to the inducing, field H o is given by the combination of eqn. 31 with eqn. 57 as (60) The polarity given by eqn. 60, distributed along the interface AB, produces a circumferential field on BC, and vice versa. This field is given by a combination of the results of eqns. 59 and 60 as Thus the polarity provides a partial field GH 0 , which will induce extra polarity on the interfaces. The extra polarity will provide an extra partial field G 2 H 0 , etc. Thus the total field at a point on an interface, due to all sources external to the point, is
The total polarity is therefore 2100 PROC. IEE, Vol. 110, No. JJ, NOVEMBER J963 At a general point P in the free-space sector, the total field is the sum of the partial field due to the polarity on AB and BC plus H Q . From a combination of the results of eqns. 59 and 62, this can be written
Eqn. 63 agrees with eqn. 56. Therefore the series is convergent and correct.
Discussion on
The vacuum switch Mr. L. Gosland: These are difficult papers to discuss in that they deal with a number of topics, each of which would require an evening's discussion for adequate treatment in detail. The broad achievement of the papers is that they elucidate the mechanisms of the vacuum circuit to the extent that the problems can be studied from two quite separate aspects.
There is first the interrupter when it is operating with what the author calls the type-A arc, in which there is a plurality of cathode spots. One understands that the voltage-interrupting capability of the switch when operating in that condition is very largely a function of the electrode materials and of the vacuum, and is not acutely dependent on the current interrupted. Study of materials and grade of vacuum in relation to voltage handling can then be carried to a considerable level of advance without using very high currents.
On the other hand, the transition from the type-A to the type-B arc, which has very little voltage-interrupting capability, appears to be governed very largely by current, and thus can very conveniently be studied at high currents but low voltage level, the only requirement being enough voltage to maintain the arc. This is a very convenient state of affairs.
It is not difficult to imagine an arc starting with a single cathode spot at a low current and then, as the current grows, breaking up into a multispot system by successive subdivision. One imagines, however, that most of the author's experiments have been made with separating contacts, the point of separation being often at a current well in excess of that appropriate to a single cathode spot in the A-type arc. It requires a greater effort to imagine the detail of the manner in which the current transfers from the single channel through the bridge to the plurality of channels necessary for the type-A arc, and it would be interesting to have the author's view on what happens.
It is evident that, even with a type-A arc, there is a not negligible amount of post-zero power in the arc channel. This would tend to make the vacuum circuit-breaker somewhat sensitive to change of rate of rise of restriking voltage, and it would be interesting to know, for example, the rate of rise associated with some of the interruptions to which the author refers, and whether he has detected sensitivity to this factor in any of his experiments.
Papers 4214 S and 4215 S by RF. ECE, M. P. (see 110, No. 4, pp. 793 and 803) Read before a joint meeting of the Science and General and Power Divisions, 18th March 1963 PROC. IEE, Vol. 110, No. 11, NOVEMBER 1963 101 S28* Mr. F. W.Waterton: In Section 4.1 of Part 1 the author suggests that the appearance of the cathode is as shown in Fig. 3 , but we have tried arcing samples of molybdenum at 150A and have obtained severe roughening of the cathode, the surface comprising a series of mushroom-shaped projections, some 0 02 in high.
Electron emission effects are mentioned in Section 4.4. Field emission seems to me to be the most important, as the cathode spots follow sharp projections producing random restrikes which can be eliminated by reducing the field intensity, i.e. by separating the contacts further.
Measurements of the arcing voltage given in Part 1, Table 2 , are difficult to obtain and results are affected by the purity of the sample used for test. We have been unable to reproduce the figure of 11.3V given for tin and suggest 14V is more nearly correct on vacuum-melted samples. The materials shown in the Table do not combine suitable melting points with low arcing voltage and are therefore not suitable for bimetal-contact manufacture. « In our search for suitable alloys we have found that there seems to be a definite relationship between arcing voltage and the phase diagram of the alloy. For example, a binary alloy with constituents having arcing voltages of 16 and 14 V shows a distinct low arcing voltage of 13 V corresponding to the j8 phase of the alloy. This probably explains why brass, given as 9-7V in Table 2 , shows an arcing voltage lower than its constituents, i.e. copper 21 -5V and zinc 10-7V. Presumably this was a standard 60/40 brass which passes through a j8 phase at this ratio.
It would be extremely interesting to extend the range of measurements of arcing voltage to the region of 5-20 kA, where the gross melting of solid contacts in switches occurs during interruption. As the author indicates in Fig. 6 , within limits the arcing voltage rises with current; probably because of this, the arc subdivides to find paths of lower.resistance, each carrying a part of the current. If it is postulated that the arc voltage starts to decrease at some value of current as yet not determined, then concentration of current into a single arc would follow, as has been found to occur when breaking currents in excess of about 10 kA.
We have built and tested switches using a bimetal contact as suggested in Section 4.8, and have repeatedly demonstrated contact lives of up to 800000 operations at 450 A. We think there is a great deal still to be learned about the life of bimetal contacts, and have demonstrated that fatigue in the backing
Correspondence POTENTIAL OPERATOR IN QUASISTATIC ELECTROMAGNETIC THEORY
The otherwise excellent paper by Mr. M. R. Harris [Proc. IEE, 1963 , 110, (11), p. 2093 ] is marred by confusion in Section 3.6. Eqn. 37, one of Maxwell's equations, is curl E = -iBflt . . . . (64) This must be applied in an agreed inertial reference system, say S, in which all quantities are measured. That is, E and B are field measures at any arbitrary point fixed in the reference system S, defined in the usual way in terms of experimental procedures carried out in the same reference system. The author transfers the viewpoint to a second reference system, say 5", that is moving with uniform rectilinear velocity v relative to S, and alleges, with very little explanation, that eqn. 64 becomes
in the new reference system, S'. This is his eqn. 38.
However, something more than a 'chain rule' is required to transform Maxwell's equations from one inertial reference system to another, for the field vectors change in the process. Here, v <^ c, and so, if the magnetic field is entirely due to current circuits or magnets, B may be assumed to remain unchanged, but this is not true of E.
The author does not define E and B in eqn. 65. If the equation applies in the system S', by definition they should be the field measures as observed in the system 5": let us denote these by E' and B'. Since Maxwell's equations, by the Lorentz transformation, fulfil the principle of relativity of inertial reference systems, eqn. 64 has the same form in S and S' and 
This is not the same as eqn. 65, and so E and B in eqn. 66 cannot be the field measures as observed in S". Presumably they are those observed in S. Consider the meaning of the 'chain rule'. If iBfdt is the time rate of change, in S, of B at a point fixed in S, and dB\dt is the time rate of change of the same field measure B at a point fixed in the moving system S', but as calculated in the system S,
Putting B = B' and / = /',
the time rate of change, in S', of B' at a point fixed in S', and hence, from eqn. 68,
Using this in eqn. 65
where E is an S-measure and B' an S'-measure. The expression is clearly incorrect, being neither eqn. 64 nor eqn. 66. There is a confusion of reference systems. Consider eqn. 41:
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and so eqn. 72 becomes
Again, this is supposed to apply in the new reference frame S', and the same confusion of reference frames exists. In the reference system S, as a general law,
which transforms to the same form in S': 
but, even so, by no endeavour can eqns. 75 and 76 be made, correctly, to produce eqn. 74. The latter, since it is derived from eqn. 65, confuses the two reference systems. Further, the author is mistaken when he says that the field of the apparent charge distribution on a moving current circuit (whose scalar potential is given by v . A) is 'usually considered negligible'. It may, by error, be usually neglected, but that is a different matter. It is in fact the polar component of the motional electric field induced by a moving constantcurrent circuit or magnet, a field of some practical importance: Eqn. 65 is intended to relate the electric field, seen by an observer with velocity v relative to system S (i.e. who is static in 5" in Prof. Cullwick's notation), to quantities measured by an observer static in S. But this electric field is E' (again in Prof. Cullwick's notation), and so eqn. 65 may be rewritten
The notation of eqn. 79 is preferable to that of eqn. 65 because the two reference frames are clearly implied. Nevertheless, the Lorentz force law is sometimes quoted as IA _, .
E = -> -grad <p s -B x v
without any written indication that E belongs to a different reference frame from all other quantities. In this instance, however, the lack of a proper notation has tended to conceal an assumption in the subsequent manipulation of eqn. 65 that Prof. Cullwick shows is wrong. The following discussion 
and eqn. 76a shows this to be wrong. Why does the scalar electric potential differ in the two reference frames, i.e. why does eqn. 76a apply rather than eqn. 82? It is not intuitively obvious, nor can it be proved from Maxwell's equations without assuming eqn. 81 correct. If I understand Prof. Cullwick correctly, he has said A this, and that an assumption of relativistic kinematics is required.
Eqn. 766 is more readily understandable, in that the reason for the difference in vector potential between the two reference frames is clear on nonrelativistic grounds. The static charge distribution in 5" is moving with respect to S, and it therefore constitutes a difference component of currentdensity field between the frames. The difference in vector potential between the two frames is the counterpart of this component, to a first-order approximation.
Eqns The term -1/4TT pot grad div {B x v) that is discussed in the paper is thus not a correction term to the Lorentz force law, as eqn. 72 suggests, but is nevertheless represented in the Lorentz law, by the lamellar (or polar) component of the motional field. This can be seen from eqn. 11, which shows the separation of any vector field into its solenoidal and lamellar components, i.e.
B x v = -pot curl curl (B x v)
4TT ---pot grad div {B x v)
