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GRADIENT FLOW FORMULATION AND LONGTIME
BEHAVIOUR OF A CONSTRAINED FOKKER-PLANCK
EQUATION
SIMON EBERLE1, BARBARA NIETHAMMER2, AND ANDRÉ SCHLICHTING2
Abstract. We consider a Fokker-Planck equation which is coupled to an
externally given time-dependent constraint on its first moment. This constraint
introduces a Lagrange-multiplier which renders the equation nonlocal and
nonlinear.
In this paper we exploit an interpretation of this equation as a Wasserstein
gradient flow of a free energy F on a time-constrained manifold. First, we
prove existence of solutions by passing to the limit in an explicit Euler scheme
obtained by minimizing hF(%)+W 22 (%0, %) among all % satisfying the constraint
for some %0 and time-step h > 0.
Second, we provide quantitative estimates for the rate of convergence to
equilibrium when the constraint converges to a constant. The proof is based
on the investigation of a suitable relative entropy with respect to minimizers of
the free energy chosen according to the constraint. The rate of convergence can
be explicitly expressed in terms of constants in suitable logarithmic Sobolev
inequalities.
1. Introduction
We consider a nonlocal Fokker-Planck equation
τ∂t%(t, x) = ∂x
(
ν2∂x%(t, x) + (H
′(x)− σ(t)) %(t, x)) with %(0, x) = %0(x), (1.1)
which describes the evolution of an ensemble of identical particles in a potential
well subject to stochastic fluctuations. Here, a single particle is characterized by
its thermodynamic state x, H is its free energy and %(t, x) denotes the probability
density of the whole system at time t. Equation (1.1) contains the small parameters τ
and ν, where ν accounts for entropic effects and τ is the typical relaxation time of a
single particle. Furthermore, σ(t) is a Lagrange multiplier which is such that the
dynamical constraint ∫
x %(t, x) dx = `(t) (1.2)
is satisfied, where ` is an externally given constraint. A direct calculation shows
that the Lagrange multiplier is obtained as a nonlocal interaction term
σ(t) =
∫
H ′(x)%(t, x) dx+ τ ˙`(t). (1.3)
Equation (1.1) together with (1.2) was introduced in [9, 7] to model hysteretic
behaviour in many-particle storage systems, such as for example Lithium-ion bat-
teries subject to externally imposed charging and discharging. In this context H
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is typically nonconvex which gives rise to nontrivial dynamics that are studied in
various scaling regimes in [13, 14].
System (1.1) has a free energy, which is also essential in the modeling and its
thermodynamic derivation [9, 7], consisting of an entropy and a potential energy
F(%) = ν2
∫
%(x) log %(x) dx+
∫
H(x) %(x) dx+ logZ0. (1.4)
Here we added a constant Z0 :=
∫
exp
(−H(x)ν2 )dx to make F(%) nonnegative. By
differentiating the free energy along the solution to (1.1), (1.2), one obtains a second
law of thermodynamics for open systems, that is
d
dt
F(%(t)) = −D(%(t), σ(t)) + τ σ(t) ˙`(t), (1.5)
where the nonnegative dissipation D is defined by
D(%(t), σ(t)) :=
∫ ∣∣∂x(ν2 log %(t, x) +H ′(x)− σ(t))∣∣2%(t, x) dx. (1.6)
If ˙` = 0 the identity (1.5) is characteristic for systems possessing a gradient flow
structure and very useful in the investigation of the long-time behaviour of solutions,
since it shows that F is a Lyapunov function. Motivated by this feature, the goal of
this paper is two-fold. First we will develop an existence theory for (1.1),(1.2) based
on an underlying gradient flow formulation. Second, we will provide quantitative
estimates of the rate of convergence of solutions to equilibrium in case that `(t)→ `∗
as t→∞.
We now give a brief overview of the corresponding results.
The first part of this paper on the gradient flow formulation is inspired by the
seminal paper [15], presenting an interpretation of a linear Fokker-Planck equation
as a gradient flow of the free energy F in the space of probability densities with finite
second moment endowed with the Wasserstein metric and subject to the physically
accurate free energy functional (1.4) (cf. also [2]). This was the starting point
of interpretations of more general nonlinear, nonlocal Fokker-Planck equations as
Wasserstein gradient flows with respect to time-dependent energies, on constrained
manifolds and even of none dissipative equations. A selection of works introducing
certain constraints into gradient flows are [11, 6, 21].
In our case, the equation has a time independent energy functional F , however
subject to a possibly time-dependent constraint (1.2). Let us point out here, that
such a setting raises the problem, that the constrained gradient cannot be simply
defined as the projection onto the constrained manifold, since this could lead to
a violation of the dynamical constraint. In Section 2, it is shown that a gradient
flow with respect to a dynamical constraint needs a further restriction of the space
of admissible tangential directions in order to match the dynamical constraint at
all times. Then, among these admissible tangential directions, the one of steepest
descent of the free energy is chosen.
This formal definition is complemented by proving rigorously in Section 3 that (1.1)
can be obtained as Wasserstein gradient flow with dynamical constraint. To that
aim we introduce time-discrete solutions obtained from an implicit time-discrete
Euler scheme. In the setting of geometric flows, the scheme was first introduced
in [17, 18] and in the setting of Fokker-Planck equations it goes back to [15]. Then,
equation (1.1) is obtained by passing to the limit in the time step of the discrete
scheme. In addition, this provides an alternative well-posedness result to [14, Lemma
1] that is based on a fixed point argument. Let us also note, that well-posedness in
the case of compact state space is also obtained in [8].
In the second part of this paper, Section 4, we prove a quantitative long-time
result under the assumption that `(t)→ `∗ ∈ R for t→∞. In order to identify the
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internal time-scale of the system we set from now on τ = 1. The main difficulty in the
investigation of the long-time behaviour is that due to the external constraint (1.2)
the system is not thermodynamically closed, that is the free energy (1.4) is not
strictly decreasing but satisfied the energy-dissipation identity (1.5). The key idea
in the analysis is to introduce a suitable comparison state γλ(`) parametrized by
the constraint ` with the help of some convenient reparametrization λ : R → R.
This state is characterized by the constrained minimization of the free energy (1.4)
among all states satisfying (1.2) (cf. Proposition 4.2). Then, we are able to establish
for the relative entropy with respect to this state, defined by
H(%|γλ(`)) := ∫ %(x) log %(x)
γλ(`)(x)
dx, (1.7)
a differential inequality which implies a quantitative convergence to the equilibrium
state. The constant in this differential estimate is characterized by the constant in
a suitable logarithmic Sobolev inequality.
Since the relative entropy dominates the L1-norm, we are able to show, provided
`→ `∗ sufficiently fast, that there exists C <∞ depending on the initial value and
the convergence assumption on ` as well as a c > 0 depending on the constant in
the logarithmic Sobolev inequalities such that (cf. Theorem 4.8 and Corollaries 4.10
and 4.13)
|σ(t)− λ(`∗)|+
∫
|%(t)− γλ(`∗)|dx ≤ Ce−c t. (1.8)
Here, we can identify three possible internal time scales: In the strictly convex case,
that is H ′′(x) ≥ k > 0 for all x ∈ R, then c in (1.8) can be chosen as k/2. In the
unimodal case where H has only one global minimum, then c = c˜/ν2 for some c˜ > 0
that is independent of ν. In the so-called Kramers case, where H has a multi-well
structure, we obtain that c = c˜ν2 exp
(−∆H/ν2) is exponentially small in ν. Here,
∆H is a characteristic energy barrier of the system (cf. Section 4.3). Moreover we
show that for `∗ outside of a certain regime and for sufficiently well-prepared initial
data, the multi-well structure does not play a role in the dynamics and c = c˜/ν2 for
some c˜ > 0.
2. Constrained gradient flows
2.1. Setting. LetM be the state manifold and F :M→ R a smooth free energy
function. Furthermore,M shall possess in each point u ∈M a tangent space TuM
and on TuM a positive definite symmetric bilinear form gu(·, ·) : TuM×TuM→ R.
Then u : R+ →M is the gradient flow with respect to F if it solves
g(∂tu, s) = −DF(u) · s for all s ∈ TuM, (2.1)
where DF(u) · s denotes the first variation of F at u in direction s.
Another formulation (cf. Mielke [20]) uses the inverse of the metric gu denoted
by the Onsager operator Ku : T ∗uM → TuM, which is assumed to be a positive
semidefinite linear operator. Then, the gradient flow of u with respect to F is
defined by
∂tu = −KuDF(u). (2.2)
By the definition of the Onsager operator, the cotangent space is given as the
preimage of the Onsager operator
T ∗uM := {v : there exists s ∈ TuM such that Kuv = s}.
Then, any covector field v : R+ → T ∗uM gives rise to a curve
(
u(t)
)
t≥0 onM by
solving in a suitable sense
∂tu(t) = Ku(t)v(t). (2.3)
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We call this the continuity equation onM, since it respects possible conservation
laws. For instance forM = P2(R) the space of absolutely continuous probability
measures with bounded second moment, we formally have TuM =
{
s :
∫
s = 0
}
and
Kuv = −∂x(u∂xv). Hence, (2.3) becomes the classical continuity equation on R:
∂tu+ ∂x(u∂xv) = 0 with driving potential field ∂xv.
In the following, we often write the identities (2.1) or (2.2) as ∂tu = −∇F(u) and
do not make the underlying metric respectively Onsager operator apparent in the
notation. Moreover, we let |∇F(u)|2u := gu(∇F(u),∇F(u)) = DF(u) ·KuDF(u).
A crucial consequence of the gradient flow formulation is the so called energy-
dissipation estimate
dF(u)
dt
= DF(u) · ∂tu = −DF(u) ·KuDF(u) = −|∇F(u)|2u ≤ 0,
which corresponds to the second law of thermodynamics for closed systems. In this
context the term |∇F(u)|2u is called dissipation.
2.2. Formalism. In this section we want to introduce our notion of a gradient flow
subject to a time dependent constraint. The solution does no longer live on the
manifoldM, but for each time t ≥ 0 the gradient flow has to be an element of a
constrained manifoldMC .
Therefore, let C be an a-priori given differentiable functional C :M×R+ → R
such that
DC(u, t) ·KuDC(u, t) = |∇C(u, t)|2u > 0. (2.4)
We call a constraint with such a property a nondegenerate constraint and we set
MCt := {u ∈ M : C(u, t) = 0} the time-dependent constrained state space. The
constraint is called stationary if C(u, t) = C(u, 0) for all t ∈ R+.
To define a constrained gradient flow for a stationary constraint, note first of all
that due to the nondegeneracy of C from (2.4), the gradient ∇C(u) is orthogonal
to TuMC and TuMC is a linear subspace of TuM with co-dimension 1. Let piC
be the orthogonal projection from TuM onto TuMC. Since piC is an orthogonal
projection, it is also self-adjoined. The constrained gradient ∇MCF(u) is then the
unique element in TuMC such that for all v ∈ TuMC :
gu(∇MF(u), v) = gu(∇MCF(u), v)
Employing that piCv = v and that piC is self-adjoined, we find
gu(∇MF(u), v) = gu(∇MF(u), piCv) = gu(piC∇MF(u), v)
and hence, since v ∈ TuMC was arbitrary,
∇MCF(u) = piC∇MF(u).
Therefore, a curve u : R+ →M is called constrained gradient flow with respect to
the stationary, nondegenerate constraint C :M→ R, if for all t ≥ 0:
∂tu = −∇MCF(u(t)).
The additional difficulty in the case of a dynamical constraint is that the orthogonal
projection of ∇M˜F˜(u, t) onto T(u,t)M˜C does not necessarily keep the flow congruent
to the dynamical constraint. To keep them synchronized, we introduce an extended
state space incorporating the time as an additional coordinate. This approach resem-
bles the basic transformation of a nonautonomous ordinary differential equation to
an autonomous one by adding the time as additional coordinate. Hence, let us define
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the extended state manifold M˜ :=M×R and for two elements (s1, c1), (s1, c1) ∈ M˜
the formal metric
gM˜(u,t)
(
(s1, c1), (s2, c2)
)
:= gMu (s1, s2) + (c1, c2)R.
Then M˜C is given by M˜∩C−1({0}) = ((C(·, t))−1({0}), t)t∈R and the tangent space
of M˜C is given by
T(u,t)M˜C = TuM∩
(∇MC(u, t)× ∂tC(u, t))⊥
In order to lift F onto M˜ we define
F˜ :M×R→ R, with (u, t) 7→ F(u) + t
and hence
∇M˜F˜(u, t) = (∇MF(u), 1).
Therefore, a constrained gradient should satisfy:
1) pit∇M˜C F˜ = 1
2) ∇M˜C F˜(u, t) ∈ T(u,t)M˜C ⇔ ∇M˜C F˜(, t) ⊥ (∇MC(u, t), ∂tC(u, t))
3) For all v ∈ TuMC(·,t) that is v ∈ TuM such that v ⊥ ∇MC(·, t) holds
gM˜(u,t)
(
∇M˜C F˜(u, t), (v, 0)
)
= gMu (∇MF(u), v)
Under these premises and the nondegenerate assumption (2.4) on the constraint, the
only possible definition of the constrained gradient flow is the projection of ∇M˜F˜
along (∇MC(u, t), 0) onto (∇MC(u, t), ∂tC(u, t))⊥. Doing so we get
∇M˜C F˜(u, t) = ∇M˜F˜(u, t)− σ(u, t)(∇MC(u, t), 0)
=
(
∇MF(u)− σ(u, t)∇MC(u, t), 1
)
where
σ(u, t) :=
gMu (∇MF(u),∇MC(u, t) + ∂tC(u, t)
|∇MC(u, t)|2u
. (2.5)
Hence, we arrive at the following definition for the gradient flow in the case of a
dynamical constraint:
Definition 2.1 (Dynamically constrained gradient flow). A curve u : R+ → M
is called constrained gradient flow with respect to the nondegenerate dynamical
constraint C :M×R+ → R, if for all t ≥ 0:
∂tu = −∇MF(u(t)) + σ(u(t), t) ∇MC(u(t), t)),
where the Lagrange multiplier σ is given by (2.5).
2.3. Formal derivation as constrained gradient flow in (P2(R),W2). In this
section, we formally show, that (1.1) can be seen as gradient flow with respect to
the free energy functional F as defined in (1.4) satisfying the constraint (1.2). In
the following discussion the parameter ν is set to one. The constraint given in terms
of a functional C : P2(R)×R+ → R such that C(%, t) = 0 reads
C(%, t) 7→M1(%)− `(t) with M1(%) =
∫
x%(x) dx.
The metric is induced by the Wasserstein distance defined on the space of absolutely
continuous probability measure with finite second moment P2(R) defined by
W 22 (%0, %1) = inf
pi∈Π(%0,%1)
{∫∫
|x− y|2 pi(dx, dy)
}
,
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where Π(%0, %1) is the set of couplings between %0 and %1, i.e. probability measures
on R×R with marginals %0 and %1, respectively. Furthermore it holds the dynamical
representation [4]:
W 22 (%0, %1) = inf
{∫ 1
0
∫
|∂xv(t, x)|2%(t,dx) dt :∂t%(t) = K%(t)v(t),
%(0) = %0, %(1) = %1
}
,
where the Onsager operator K% is defined by K%v = −∂x(% ∂xv) in the weak sense.
The differential of the free energy is given by DF · s = ∫ (log %(t) + 1 +H)sdx.
Moreover, we evaluate
|∇C(%, t)|2% =
∫
∂xx ∂xx %(x) dx =
∫
%(x) dx = 1, (2.6)
which satisfies the nondegeneracy assumption (2.4). Hence, σ(t) in (2.5) becomes
σ(t) =
∫
x∂x(%(t)∂x(log(%(t, x)) + 1 +H(x)))− ˙`(t) =
∫
H ′(x)%(x) dx− ˙`(t),
which is σ(t) as defined in (1.3). Hence, we obtain from Definition 2.1
∂t%(t) = ∂x
(
%(t)∂x(log %(t) + 1 +H)− ∂x(Λ(t)x)
)
= ∂x(∂x%(t) + (H
′ − σ(t))%(t)),
which is nothing else than (1.1).
3. The time discrete scheme and existence of weak solutions
In this section, we make the discussion of Section 2.3 rigorous by showing existence
of weak solutions of (1.1) with constraint (1.2) by using a variational implicit Euler
scheme based on the constrained gradient flow. For the existence, the parameter ν
is set to one.
First, let us fix the assumptions throughout this section and define weak solutions
for the constrained Fokker-Planck equations.
Assumption 3.1. The function H ∈ C3(R;R+) has at most quadratic growth at
infinity such that for some C <∞ and all x ∈ R
H(x) ≤ C(1 + |x|2), |H ′(x)| ≤ C(1 + |x|),
|H ′′(x)| ≤ C and |H ′′′(x)| ≤ C
1 + |x| .
(3.1)
The dynamical constraint is Lipschitz, i.e. ` ∈W 1,∞(R+;R), and the initial data
satisfies %0 ∈ P2(R) and F(%0) <∞.
Definition 3.2 (weak solutions). We say that % is a weak solution of (1.1) and
(1.2) on [0, T )×R for T > 0, if %(0) = %0 and for a.e. t ∈ (0, T ) holds %(t) ∈M`(t)
with
M`(t) :=
{
% ∈ P2(R)
∣∣∣ `(t) = ∫ x %(x) dx} (3.2)
as well as % is a distributional solution of (1.1), that is for all ζ ∈ C∞c ([0, T )×R)
holds
0 =−
∫
R
ζ(x, 0)%0(x) dx−
∫ T
0
∫
R
%(t, x)∂tζ(t, x) dxdt
+
∫ T
0
∫
R
%(t, x) ((H ′(x)− σ(t)) ∂xζ(t, x)− ∂xxζ(t, x)) dx dt.
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For the proof of existence of a weak solution of (1.1) with constraint (1.2) we
follow mainly the ideas in [15] which are to use a Wasserstein gradient flow with
respect to the free energy functional F (1.4). This gradient flow is carried out in a
time discrete manner for arbitrary but fixed time-step length h and leading thereby
to a sequence of piecewise constant approximations %h(t, x) of the solution. Finally
the limit h → 0 is taken and it is proven that the limit %(t, x) actually is a weak
solution of (1.1) with constraint (1.2). The main additional difficulty in comparison
to [15], is the need for additional estimates on the Lagrange multiplier and the
second moment.
3.1. The Euler scheme. Since the metric and Onsager operator Ku are induced
by the Wasserstein distance (cf. also [15, 1]), we use the following time-discrete
variational approximation. Let h > 0 be a fixed time step and consider the following
constrained implicit Euler scheme
%k := arg min
%∈M`(kh)
(
1
2W
2
2 (%
k−1, %) + hF(%)). (3.3)
In the following, we often investigate the entropy and potential energy inside of the
free energy (1.4) separately and write F(%) = S(%) + E(%) + logZ0 with
S(%) :=
∫
%(x) log %(x) dx and E(%) :=
∫
H(x)%(x) dx.
First of all we show the well-posedness of the scheme.
Proposition 3.3 (Well-posedness of the scheme). Given %0 ∈ M`(0), there is a
unique sequence (%k)k∈N satisfying the scheme (3.3).
The proof mainly follows the respective proof in [15, Proposition 4.1] which is
using the direct method to show existence and exploiting the strict convexity of the
functional F and the convexity ofM`(kh) for the uniqueness. The only additional
step is to show, that the first moment is preserved along the minimizing sequence in
the direct method is preserved (cf. [10, Proposition 4.2]).
3.2. Passing to the Limit. In this section we show that a constant in time
interpolation of the solution of the discrete scheme (3.3) leads to a weak solution
of (1.1) with constraint (1.2). Again we follow the structure of the respective proof
outlined in [15, Theorem 5.1]. However, the additional constraint (1.2) on the first
moment leads to the rise of a Lagrange multiplier (1.3) which needs to be extracted
from the discrete scheme (3.3).
Theorem 3.4 (Existence of a weak solution). Suppose Assumption 3.1 holds. For
fixed h > 0, let (%kh)k∈N be the solution of the scheme (3.3). Define the constant
interpolation %h : (0,∞)×R→ [0,∞) by
%h(t, x) = %
k
h(x) for t ∈ [kh, (k + 1)h) and k ∈ N. (3.4)
Then for any T > 0 and h→ 0
%h ⇀ % weakly in L1((0, T )×R) (3.5)
and %(t, ·) ∈ M`(t) is a weak solution of (1.1) with constraint (1.2). Moreover it
holds
M2(%), E(%) ∈ L∞((0, T )). (3.6)
Remark 3.5 (Regularity, energy dissipation and uniqueness). The regularity of the
solutions constructed in Theorem 3.4 can be improved. The only difference to the
unconstrained case is the Lagrange multiplier σ. However, the uniform bounds
for M2(%) and σ already contained in [14, Appendix A Proposition 2] (cf. also
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Lemma 4.4) ensure that we are able to apply standard regularity results for the
Fokker-Planck equation (cf. [15] and [10, Chapter 5]) to obtain
% ∈ L2loc(R+;H2loc(R)) ∩H1loc(R+;L2loc(R)). (3.7)
The regularity can be further improved under stronger assumptions on the potential
H and external constraint ` (cf. [10, Theorem 5.2] for a detailed statement).
Using the improved regularity properties (3.7) a chain rule is established, which
rigorously shows the energy-dissipation identity (1.5). Similarly, the improved
regularity is sufficient to establish uniqueness by a comparison argument. Due to the
nonlocal nature of the equation, the strategy for the uniqueness proof in [15] has to
be modified. Instead of proving uniqueness for the solutions itself, by following the
idea of [14] one considers the distribution function, which allows for a comparison
principle (cf. [10, Chapter 6]).
The proof of Theorem 3.4 is based on the following three Lemmas, which are
proved separately in the next section. The first one provides an approximate weak
formulation of the Fokker-Planck equation (1.1) with constraint (1.2).
Lemma 3.6 (Time-discrete approximation of the weak formulation). The solution
(%kh)k∈N to the discrete scheme (3.3) satisfies for all ζ ∈ C∞c (R) and all k ∈ N∣∣∣∣ ∫
R
%kh − %k−1h
h
ζ +
∫ (
(H ′(x)− σkh)∂xζ − ∂xxζ
)
%k
∣∣∣∣ ≤ sup
R
|∂xxζ|
2
1
h
W 22 (%
k−1
h , %
k
h),
(3.8)
where the discrete Lagrange multiplier σkh is given by
σkh =
∫
R
H ′(x)%kh(x) dx+
1
h
∫
R
(
%kh(x)− %k−1h (x)
)
xdx. (3.9)
In the next Lemma, we establish a priori bounds, which allow to pass to the
limit.
Lemma 3.7 (A priori estimates for the discrete scheme). Let (%kh)k∈N be the solution
of the scheme (3.3). Then for any T > 0 there exists C > 0 such that for all h ∈ (0, 1)
and all N ∈ N with Nh ≤ T the following a priori estimates hold true
sup
0≤k≤N
M2(%
k
h) ≤ C (3.10)
sup
0≤k≤N
∫
R
max{%Nh log %Nh , 0} dx ≤ C (3.11)
sup
0≤k≤N
E(%kh) ≤ C (3.12)
N∑
k=1
W 22 (%
k−1
h , %
k
h) ≤ Ch. (3.13)
Based on the a priori estimates of Lemma 3.7, the only additional difficulty in the
passage to the limit in the approximate weak formulation (3.8) is the convergence
of the Lagrange multiplier σkh. Hence, we prove its uniform convergence separately
in the next Lemma.
Lemma 3.8 (Convergence of the Lagrange multiplier). Let (%kh)k∈N be the solution
of the scheme (3.3) and define
σh(t) :=
∞∑
k=0
σkh 1[kh,(k+1)h)(t). (3.14)
with σkh given by (3.9). Then, there exists σ ∈ C([0, T ];R) such that
σh → σ uniformly on (0, T ). (3.15)
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With the help of the above three Lemmas, we can prove Theorem 3.4.
Proof of Theorem 3.4. The a priori estimates of Lemma 3.7 allow us to pass in the
piecewise constant interpolation %h from (3.4) to the limit h→ 0. Indeed, from (3.10)
we derive tightness of (%h)h>0 and from (3.11), since [0,∞) 3 x 7→ max{x log(x), 0}
has superlinear growth, we deduce that for any T > 0 holds up to a subsequence
%h ⇀ % in L1((0, T )×R).
In addition the tightness implies that %(t, ·) is a probability density for a.e. t ∈ (0, T ),
which shows (3.5). To prove %(t, ·) ∈ M`(t) for a.e. t ∈ (0, T ), we note that the
a priori estimate (3.10) passes to the limit and we have M2(%(t, ·)) ≤ C for all
t ∈ (0, T ). Similarly, for showing that %(t, ·) ∈M`(t), we use from the construction
the identity
1
2δ
∫ t+δ
t−δ
∑
kh≤T
`(kh)1[kh,(k+1)h)(τ) dτ =
1
2δ
∫ t+δ
t−δ
∫
R
x %h(τ, x) dxdτ.
The second moment bound (3.10) implies enough tightness to pass to the limit in the
identity. By the growth assumption (3.1) onH, the statement E(%(t, ·)) ∈ L∞((0, T ))
follows along the same argument as the proof for M2(%(t, ·)) ∈ L∞((0, T )), which
completes the proof of (3.6).
It remains to show that % solves (1.1). Therefore, we sum (3.8) from k = 1, . . . , N ,
use the a priori estimate (3.13) and obtain for any ζ ∈ C∞c ([0, T )×R) by using the
definition of σh from (3.14) the estimate∣∣∣∣ 1h
∫ T
T−h
∫
R
ζ(t, x)%h(t, x) dx dt− 1
h
∫ h
0
∫
R
ζ(t+ h, x)%h(t, x) dx dt
−
∫
(h,T−h)
∫
R
ζ(t+ h, x)− ζ(t, x)
h
%h(t, x) dx dt
+
∫
(h,T )
∫
R
(
(H ′(x)− σh(t)) ∂xζ(t, x)− ∂xxζ(t, x)
)
%h(t, x) dxdt
∣∣∣∣
≤ sup
R
∣∣∂xxζ(t, x)∣∣
2
N−1∑
k=1
W 22 (%
k−1
h , %
k
h).
To arrive at the weak formulation of (1.1), it is left to pass to the limit on both
sides. The right-hand side goes to zero for h→ 0, which follows directly from (3.13).
For passing to the limit on the left hand side, we use (3.15) from Lemma 3.8 and
finally obtain
0 =−
∫
R
ζ(x, 0)%0(x) dx−
∫
(0,T )
∫
R
%(t, x)∂tζ(t, x) dxdt
+
∫
(0,T )
∫
R
%(t, x) ((H ′(x)− σ(t)) ∂xζ(t, x)− ∂xxζ(t, x)) dx dt,
which by Definition 3.2 is a weak solution to the constrained Fokker-Planck equation.

3.3. Proof of auxiliary Lemmas 3.6–3.8.
Proof of Lemma 3.6. We can choose h arbitrary but fixed, hence we neglect it in
the notation of the proof. Since %k minimizes (3.3) among all admissible probability
densities % ∈M`(kh), the Euler-Lagrange equation has to ensure that perturbations
of %k are still in M`(kh). The perturbations are realized as a push-forward with
respect to the flow of a smooth vector field.
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In contrast to [15], we have to use a second push-forward as correction to ensure
the constraint on the first moment is met. This second push-forward causes the
Lagrange multiplier. Note, that the idea is the same as in Section 2.2 and we
would like to choose the constant vector field x 7→ 1 corresponding to ∇C (cf. (2.6)).
However, this vector field is not in C∞c (R) and we work with an admissible one and
use an approximation argument at the end of the proof.
Let ξ ∈ C∞c (R) and let Φα be the flow with respect to ξ, that is the solution of
∂αΦα = ξ ◦ Φα for all α ∈ R and Φ0 = Id .
Then the push-forward of %k with respect to Φα denoted by %kα := Φα#%k is given
by ∫
R
ϕ(x)%kα(x) dx =
∫
R
ϕ ◦ Φα(x)%k(x) dx for all ϕ ∈ C0b (R).
For the correction take another vector field η ∈ C∞c (R), that satisfies the nondegen-
eracy property
∫
R
η(x) %k(x) dx 6= 0 ensuring that the respective push-forward is
able to change the first moment of %k. We define the flow Ψβ with respect to η:
∂βΨβ = η ◦Ψβ for all β ∈ R and Ψ0 = Id .
Let the joint push-forward be given as
%kα,β := Ψβ#(Φα#%
k).
To make sure that %kα,β ∈ P2(R), it needs to be shown thatM2(%kα,β) <∞. First of all
observe, that Ψβ ◦Φα(x) = x on R\ (supp ξ∪supp η) and supp ξ∪supp η ⊂ [−K,K]
for some K > 0. Hence, we can always approximate by using a spatial cut-off
function to arrive at the estimate
M2(%
k
α,β) =
∫
R
(Ψβ ◦ Φα(x))2%k(x) dx ≤ sup
x∈[−K,K]
(Ψβ ◦ Φα(x))2 +M2(%k)
Another approximation argument with a spatial cut-off function, ensures the identity
M1(%
k
α,β) =
∫
R
(Ψβ ◦ Φα)(x) %k(x) dx (3.16)
The smoothness of the flows allows to differentiate the above functional
∂M1(%
k
α,β)
∂α
∣∣∣∣
(0,0)
(3.16)
= lim
α→0
1
α
∫
R
(Φα − Id)%k(x) dx =
∫
R
ξ(x)%k(x) dx
∂M1(%
k
α,β)
∂β
∣∣∣∣
(0,0)
(3.16)
= lim
β→0
1
β
∫
R
(Ψβ − Id)%k(x) dx =
∫
R
η(x)%k(x) dx 6= 0
Now, the constraint %kα,β ∈M`(kh) reads M1(%kα,β) != `(kh). Hence, by the implicit-
function-theorem, due to the nondegenerate property of η, there is some ε > 0 and a
function i ∈ C1((−ε, ε);R) such that M1
(
%kα,i(α)
)
= `(kh). To identify the Lagrange
multiplier, we note that i′(0) is given by
i′(0) = −
∂αM1
(
%kα,β
)∣∣
(0,0)
∂βM1
(
%kα,β
)∣∣
(0,0)
= −
∫
R
ξ(x)%k dx∫
R
η(x)%k dx
. (3.17)
For the Euler-Lagrange-equation, we proceed to calculate
a)
d
dα
∣∣∣∣
0
E(%kα,i(α)) b)
d
dα
∣∣∣∣
0
S(%kα,i(α))
c) lim sup
α→0
1
α
(
1
2W
2
2 (%
k−1, %kα,i(α))− 12W 22 (%k−1, %k)
)
.
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Ad a) By using monotone convergence, we can use H as a test function in the push-
forward and have
∫
R
H(x)%kα,i(α)(x) dx =
∫
R
H(Ψi(α) ◦ Φα(x))%k(x) dx. Therefore,
it holds
d
dα
∣∣∣∣
0
E(%kα,i(α)) = limα→0
1
α
∫
R
(
H(Ψi(α) ◦ Φα(x))−H(x)
)
%k(x) dx
=
∫
R
H ′(x) (ξ(x) + i′(0)η(x)) %k(x) dx.
Here, we used again that ξ and η have compact support and thus 1α (H(Ψi(α) ◦
Φα(x))−H(x)) converges uniformly to ddα
∣∣
0
H(Ψi(α) ◦ Φα).
Ad b) The use of log(%kα,i(α)) as a test function in the push forward is justified by
a both sided truncation and an application of Lusin’s Theorem to the truncated
function. Moreover, for α small enough, the function α 7→ Ψi(α) ◦ Φα is strictly
monotone and we can apply the transformation rule to find the following identity
%kα,i(α)
(
Ψi(α) ◦ Φα(x)
)
=
%k(x)
∂x
(
Ψi(α) ◦ Φα(x)
) .
Thus, we obtain∫
R
log(%kα,i(α)(x))%
k
α,i(α)(x) dx =
∫
R
log(%kα,i(α)(Ψi(α) ◦ Φα(x)))%k(x) dx
=
∫
R
log
(
%k(x)
∂x(Ψi(α) ◦ Φα(x))
)
%k(x) dx.
Therefore it holds:
d
dα
∣∣∣∣
0
S(%kα,i(α)) = − limα→0
∫
R
1
α
log
(
∂x(Ψi(α) ◦ Φα(x))
)
%k(x) dx
= −
∫
R
(∂xξ + i
′(0)∂xη) %k(x) dx.
Ad c) Let p be an optimal coupling of %k−1 and %k, then pα satisfying for all
ϕ ∈ C0b (R×R)∫
R×R
ϕ(x, y) pα(dx, dy) =
∫
R×R
ϕ(x,Ψi(α) ◦ Φα(y)) p(dx, dy)
is a coupling of %k−1 and %kα,i(α). Therefore it holds by the usual truncation and
approximation arguments
W 22 (%
k−1, %kα,i(α)) ≤
∫
R×R
|Ψi(α) ◦ Φα(y)− x|2 p(dx, dy)
which implies
lim sup
α→0
1
α
(
1
2W
2
2 (%
k−1, %kα,i(α))− 12W 22 (%k−1, %k)
)
≤
∫
R×R
(y − x) (ξ(y) + i′(0)η(y)) p(dx, dy).
Since %kα,i(α) is a perturbation of the minimizer %
k it holds
d
dα
∣∣∣∣
0
(
1
2
W 22 (%
k−1, %kα,i(α)) + hF(%kα,i(α))
)
= 0.
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Together with a), b), c) applied also to the reversed vector fields ξ → −ξ and
η → −η as well as noting that this does not change the sign of i′(0)), we obtain
0 =
∫
R×R
(y − x) (ξ(y) + i′(0)η(y)) p(dx, dy)
+ h
∫
R
(H ′(x)(ξ(x) + i′(0)η(x))− ∂x(ξ(x) + i′(0)η(x))) %k(x) dx.
(3.18)
To arrive at a discrete approximation of the weak formulation of (1.1) with con-
straint (1.2), it is necessary to find an explicit representation of p and generate the
time difference. Therefore, the following estimate for any ϕ ∈ C∞c (R) is used∣∣∣∣ ∫
R
(%k − %k−1)ϕ(y) dy −
∫
R×R
(y − x)ϕ′(y) p(dx, dy)
∣∣∣∣
=
∣∣∣∣ ∫
R×R
(
ϕ(y)− ϕ(x)− (y − x)ϕ′(y)) p(dx, dy)∣∣∣∣
≤ 1
2
sup
R
|ϕ′′|
∫
R×R
(y − x)2 p(dx, dy) = 1
2
sup
R
|ϕ′′| W 22 (%k−1, %k)
Let χ, ζ ∈ C∞c (R) be such that χ′ = η and ζ ′ = ξ. Now, we use ϕ = ζ + i′(0)χ in
the above estimate together with (3.18) to obtain∣∣∣∣ ∫
R
%k − %k−1
h
(ζ + i′(0)χ) +
(
H ′(x)∂x((ζ + i′(0)χ)− ∂xx(ζ + i′(0)χ)
)
%k(x) dx
∣∣∣∣
≤ 1
2
sup
R
|∂xx(ζ + i′(0)χ)| 1
h
W 22 (%
k−1, %k).
In combination with (3.17), which now reads i′(0) = − ∫
R
∂xζ %
k dx/
∫
R
∂xχ %
k dx,
we get ∣∣∣∣ ∫
R
1
h
(
%k − %k−1) ζ + (H ′(x)∂xζ − ∂xxζ) %k dx− σk ∫
R
∂xζ %
k dx
∣∣∣∣
≤ 1
2
sup
R
|∂xx(ζ + i′(0)χ)| 1
h
W 22 (%
k−1, %k).
(3.19)
with
σk :=
1
h
∫
R
(%k − %k−1)χdx∫
R
∂xχ %k dx
+
∫
R
H ′∂xχ %k dx∫
R
∂xχ %k dx
+
∫
R
∂xxχ %
k dx∫
R
∂xχ %k dx
. (3.20)
To simplify the above expression, we use the correction vector field χ(x) = x,
which obviously satisfies the nondegenerate assumption, since
∫
R
∂xχ(x)%
k(x) dx =∫
R
%k(x) dx = 1. To approximate χ, let ϕ be such that
ϕ ∈ C∞c (R, [0, 1]), ϕ = 1 on [−1, 1], ϕ = 0 on R \ [−2, 2], |ϕ′|, |ϕ′′| ≤ C
and set ϕM (x) := ϕ
(
x
M
)
and hence χM (x) := xϕM (x). Then, it holds χM ∈ C∞c (R),
χM (x) = x on [−M,M ], χM (x) = 0 on [−2M, 2M ], |χ′M | ≤ C and |χ′′M | ≤ C for all
M > 0. Since %k and %k−1 have finite second moments, we can use |%k − %k−1||x| as
an integrable majorant for (%k−%k−1)χM . Finiteness of the second moment of %k and
the at most linear growth of H ′ at infinity give that C|H ′|%k is a integrable majorant
for H ′∂xχM%k. Due to %k being probability densities and therefore in L1(R), C%k is
a simple integrable majorant for ∂xxχM%k and ∂xχM%k. Therefore taking χ = χM
in (3.20) and applying Lebesgue’s dominated convergence theorem (for M → ∞)
we arrive at (3.9). Finally, comparing with (3.19), we have also proven (3.8). 
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Proof of Lemma 3.7. The %kh are constructed by the scheme (3.3) and we want to
derive the a priori estimates from this relation. Especially, we would like to use %k−1h
at time step k as a test function. However, since it may hold `(kh) 6= `((k−1)h) and
hence %k−1h 6∈ M`(kh) we have to make a perturbation. Let us define the translation
of %k−1h as follows:
ak−1%
k−1
h := %
k−1
h (· − ak−1)
where ak−1 is chosen such that M1(ak−1%
k−1
h ) = M1(%
k−1
h ) + ak−1
!
= M1(%
k
h). Now,
ak−1%
k−1
h is admissible in (3.3), which leads to the basic bound for all k s.t. kh ≤ T
1
2W
2
2 (%
k
h, %
k−1
h ) + hF(%kh) ≤ 12W 22 (ak−1%k−1h , %k−1h ) + hF(ak−1%k−1h ).
Summing this estimate from k = 1, . . . , N , we arrive at
1
2
N∑
k=1
W 22 (%
k
h, %
k−1
h ) ≤
1
2
N∑
k=1
W 22 (ak−1%
k−1
h , %
k−1
h ) + h
N∑
k=1
(F(ak−1%k−1h )−F(%kh))
=
1
2
N∑
k=1
W 22 (ak−1%
k−1
h , %
k−1
h )︸ ︷︷ ︸
=:(Ik)
(3.21)
+ h
(
N∑
k=2
(F(ak−1%k−1h )−F(%k−1h ))︸ ︷︷ ︸
=:(IIk)
+F(%0)−F(%Nh )
)
.
The term (Ik) is easily estimated by using the shift x 7→ x+ ak−1 as transport map
W 22 (ak−1%
k−1
h , %
k−1) ≤
∫
R
|x− (x+ ak−1)|2%k−1h (x) dx = a2k−1.
Now, we use the growth assumption (3.1) on H to estimate (IIk)
F(ak−1%k−1h )−F(%k−1h ) =
∫
R
(H(x+ ak−1)−H(x)) %k−1h (x) dx
≤
∫
R
(
|H ′(x)ak−1|+ 12a2k−1 sup
y∈[x,x+ak−1]
|H ′′(y)|
)
%k−1h (x) dx
≤ C|ak−1|
(∫
R
x2%k−1h (x) dx+ 1 + |ak−1|
)
≤ C|ak−1|
(
M2(%
k−1
h ) + 1 + |ak−1|
)
.
Since ` is assumed to be Lipschitz, there exists L > 0 such that |ak−1| = |`(kh)−
`((k − 1)h)| ≤ Lh. Moreover, we use the standard lower bound on the entropy [15,
Equation (14)] in terms of the second moment, that is S(%) ≥ −C(M2(%) + 1)α for
any α ∈ ( 13 , 1). Since H ≥ 0 by Assumption 3.1, we can conclude that
−F(%Nh ) ≤ C(M2(%Nh ) + 1)α ≤ C(M2(%Nh ) + 1).
Applying these bounds to (3.21) yields
1
2
N∑
k=1
W 22 (%
k
h, %
k−1
h ) ≤ Ch
(
T +
N∑
k=0
M2(%
k
h)
)
(3.22)
for some uniform constant C only depending on L and Assumption 3.1. Hence, once
we have established (3.10), also (3.13) follows. To estimate the difference-quotient
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of the second moment, we use (3.8) with ζ = x2, which is justified by the finiteness
of the second moment of each of the %k and the growth assumption (3.1) on H ′
1
h
(
M2(%
k
h)−M2(%k−1h )
)
=
1
h
∫
R
x2
(
%kh − %k−1h
)
dx
(3.8)
≤
∣∣∣∣ ∫
R
((
H ′ − σkh
)
2x− 2) %kh(x) dx∣∣∣∣+ 1hW 22 (%kh, %k−1h )
≤ 2
∫
R
|H ′||x|%kh(x) dx︸ ︷︷ ︸
=:(I)
+ 2|σkh|
∫
R
|x|%kh(x) dx︸ ︷︷ ︸
=:(II)
+2 +
1
h
W 22
(
%kh, %
k−1
h
)
.
By the growth assumption (3.1) follows (I) ≤ C(1 +M2(%kh)). By using the definition
of σkh from (3.9) follows
(II) ≤ 2
(
C
∫
R
(|x|+ 1)%kh dx+ L
)∫
R
|x|%kh(x) dx ≤ C
(
1 +M2(%
k
h)
)
.
Altogether, we arrive at
1
h
(
M2(%
k
h)−M2(%k−1h )
) ≤ C(1 +M2(%kh))+ 1hW 22 (%kh, %k−1h ).
Summing from k = 1, . . . , N and multiplying by h yields
M2(%
N
h )−M2(%0) ≤ ChN + Ch
N∑
k=1
M2(%
k
h) +
N∑
k=1
W 22 (%
k
h, %
k−1
h )
(3.22)
≤ CT + Ch
N∑
k=1
M2(%
k
h).
Hence, a discrete Gronwall argument gives the estimate
M2(%
N
n ) ≤ (M2(%0) + C) exp(CT ),
which establishes (3.10) and by (3.22) also (3.13). By theses bounds, we can
rewrite (3.21) as
1
2
N∑
k=1
W 22 (%
k
h, %
k−1
h ) ≤ CTh+ h
(F(%0)−F(%Nh )) . (3.23)
Now, the estimates (3.11) and (3.12) follow by using once more the lower bound
S(%) ≥ −(M2(%) + 1)α for α ∈ ( 13 , 1) along the lines as in [15]∫
R
max{%Nh log(%Nh ), 0}dx ≤ S(%Nh ) +
∫
R
|min{%Nh log(%Nh ), 0}|dx
≤ S(%Nh ) + C(M2(%Nh ) + 1)α
≤ F(%Nh ) + C(M2(%Nh ) + 1)α
(3.23)
≤ F(%0) + CT + C(M2(%Nh ) + 1)α,
which by (3.10) yields (3.11). Similarly, we can estimate
E(%Nh ) = F(%Nh )− S(%Nh )− logZ0
(3.23)
≤ F(%0) + CT + C(M2(%Nh ) + 1)α + C,
which again with (3.10) gives (3.12). 
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Proof of Lemma 3.8. The proof is based on an Arzelà-Ascoli argument. Since σh is
not continuous, we approximate it by a continuous function as follows
σ˜h(t) := σ
k
h +
(
σk+1h − σkh
) t− kh
h
for t ∈ [kh, (k + 1)h)
To apply the Arzelà-Ascoli argument, it is necessary to proof uniform boundedness
and a uniform modulus of continuity of (σ˜h(t))h>0.
Uniform boundedness. By using the Lipschitz bound on ` as well as the growth
estimates on H from Assumption 3.1, it holds
sup
h>0,t∈(0,T )
|σ˜h(t)| ≤ max{k,h:kh≤T} |σ
k
h|
(3.9)
= max
{k,h|kh≤T}
∣∣∣∣ 1h
∫
R
(
%kh − %k−1h
)
x dx+
∫
R
H ′(x)%kh(x) dx
∣∣∣∣
≤ max
{k,h|kh≤T}
(
L+ C(1 +M2(%
k
h))
) (3.10)≤ C.
(3.24)
Uniform modulus of continuity. We prove an Lipschitz bound, by first noting that
for any t, t′ ∈ (0, T ), it holds
|σ˜h(t)− σ˜h(t′)|
|t− t′| ≤ maxk∈{1,...,N}
|σkh − σk−1h |
h
Hence, it suffices to estimate the increment for any k with kh ≤ T . Therefore, based
on the definition of σkh from (3.9) we apply (3.8) with H
′ instead of ζ, which is
justified by an approximation using dominated convergence and the second moment
estimate, and arrive at
|σkh − σk−1h |
h
(3.9)
=
1
h
∣∣∣∣ 1h
∫
R
(
%kh − %k−2h
)
xdx+
∫
R
H ′(x)(%kh − %k−1h ) dx
∣∣∣∣
(3.8)
≤
(∣∣∣∣ 1h2
∫
R
(
%kh − %k−2h
)
xdx
∣∣∣∣+ ∣∣∣∣ ∫
R
((
H ′(x)− σkh
)
H ′′(x)−H ′′′(x)) %kh dx∣∣∣∣
+ sup
x∈R
|H ′′′(x)|
2
1
h
W 22 (%
k−1
h , %
k
h)
)
≤
(∣∣∣∣ 1h2 (`(kh)− `((k − 2)h))
∣∣∣∣+ ∣∣∣∣ ∫
R
H ′(x)H ′′(x)%kh(x) dx
∣∣∣∣
+
∣∣∣∣σkh ∫
R
H ′′(x)%kh dx
∣∣∣∣+ 12 sup
R
|H ′′′(x)| 1
h
W 22 (%
k−1
h , %
k
h)
)
=: (I) + (II) + (III) + (IV)
Now, each term is bounded by using Assumption 3.1 and the a priori estimate of
Lemma 3.7. Indeed, it holds (I) ≤ supt∈[0,T ]|l¨(t)| ≤ C since ` ∈ C2(R+;R). Then,
the growth condition on H as stated in (3.1) imply (II) ≤ C ∫
R
(1+ |x|)%kh(x) dx ≤ C
by (3.10). Likewise the already proven uniform bound on σkh in (3.24) and uniform
assumption on H ′′ imply (III) ≤ C. Finally, the term (IV) is bounded by the
uniform assumption on H ′′′ and the a priori estimate (3.13). Hence, we have proven
the discrete Lipschitz estimate for any t, t′ ∈ [0, T ]
|σ˜h(t)− σ˜h(t′)|
|t− t′| ≤ maxk∈{1,...,N}
|σkh − σk−1h |
h
≤ C (3.25)
Therefore, by an Arzelà-Ascoli argument exists σ ∈ C([0, T ];R) such that σ˜h → σ
uniformly on (0, T ) along a subsequence. It remains to estimate the error done by
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the linear interpolation of σh(t)
sup
t∈(0,T )
|σh(t)− σ˜h(t)| ≤ sup
(k+1)h≤T
|σk+1h − σkh|
(3.25)
≤ Ch for all h > 0.

4. Long time behaviour
In this section we investigate the evolution of the constrained Fokker-Planck
equation (1.1) under the assumption that the external forcing becomes constant
and under quadratic growth assumption at infinity of the potential H. The general
idea is based on exploiting the entropy-dissipation identity (1.5). This strategy was
partly also applied in [8, Chapter 5] and [10, Chapter 7] to derive the qualitative
trend to equilibrium. We complemented this result with a quantitative rate of
convergence to equilibrium based on the investigation of suitable relative entropies
with respect to local equilibrium sates. Therefore, let us first characterize these
states and prove some auxiliary results
We set the parameter ν to one within the next two sections and discuss the
ν-dependence of the constants later in Section 4.3.
4.1. Local equilibrium states and first properties. For the qualitative long-
time behaviour, we make the following slightly stronger assumptions in comparison
to Assumption 3.1 on the potential H and forcing term `.
Assumption 4.1. The function H ∈ C3(R;R+) has quadratic growth at infinity
such that for two constants cH,± > 0
lim inf
x→±∞H
′′(x) = cH,± and lim
x→±∞H
′′′(x) = 0. (4.1)
The forcing ` ∈W 1,∞(R+;R) becomes stationary
lim
t→∞ `(t) = `
∗ and ˙` ∈ L1(R+).
The initial data %0 ∈ P2(R) has finite free energy (1.4), that is F(%0) <∞.
A simple example for a potential, that satisfies these assumptions is a double-
well-potential with quadratic growth at infinity like H(x) = (
√
x2 + 1− 2)2.
Let us introduce a family {γσ}σ∈R of probability measures on R parametrized
by the Lagrange multiplier σ with density defined by
γσ(x) :=
1
Zσ
exp
(−H(x) + σ x) with Zσ := ∫ exp(−H(x) + σ x) dx. (4.2)
Note, that under the growth assumption (4.1) the partition sum Zσ is finite. More-
over, for a probability density γ ∈ P2(R), we define its variance by
Var(γ) :=
∫
x2γ(x) dx−
(∫
xγ(x) dx
)2
.
First of all we characterize the energy minimizer for a constant constraint.
Proposition 4.2 (Constrained free energy minimization). The constrained min-
imization of the free energy functional F as given in (1.4) over the constrained
manifold M` defined in (3.2) has a unique minimum given by γλ(`) as in (4.2).
Here, the function λ : R→ R is implicitly defined as the solution to
∀` ∈ R : M1
(
γλ(`)
) !
= `. (4.3)
In addition, by defining the constants
cVar := inf
η∈R
Var(γη) and CVar := sup
η∈R
Var(γη) (4.4)
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it holds the bi-Lipschitz estimate
0 < cVar ≤ dM1(γλ)
dλ
= Var(γλ) ≤ CVar <∞. (4.5)
Proof. The uniqueness of the minimizer follows from strict convexity and weak-
L1(R)-lower semicontinuity of F over the weakly L1(R)-closed and convex setM`
by the direct method of the calculus of variations (cf. Proposition 3.3 and [15,
Proposition 4.1]).
To characterize the minimizer %`, we use the convexity of x 7→ x log(x) on R+
and obtain
x log(x) ≥ y log(y) + (log(y) + 1)(x− y) for x ≥ 0, y > 0.
Then, for all % ∈M`, we find
F(%) =
∫
(% log %+H%) dx ≥
∫ (
%` log %` +
(
log(%`) + 1
)
(%− %`) +H%)dx
= F(%`) +
∫ (
log(%`) +H(x)− λ(`)x− z(`)) (%− %`) dx
Here, by using the fact that
∫ (
λ(`)x + z(`)
)
(% − %`) dx = 0 for %, %` ∈ M`, we
introduced two additional Lagrange multipliers z(`), λ(`) ∈ R corresponding to the
conversation of total mass and the constraintM1(%) = `, respectively. Since the lower
bound has to hold for all % ∈M`, we obtain that log(%`) +H(x)− λ(`)x− z(`) = 0
and by uniqueness in M`, %` is exactly of the form %` = γλ(`) as defined in (4.2)
and ` 7→ λ(`) yet to be determined. Therefore, it remains to show that for any
` ∈ R there is a unique λ(`), such that M1(γλ(`)) = `. We calculate the derivative
of λ 7→M1(γλ)
dM1(γλ)
dλ
=
d
dλ
∫
x γλ(x) dx =
d
dλ
∫
x
exp(−H(x) + λx)
Zλ
dx
=
∫
x2 γλ(x) dx−
(∫
x γλ(x) dx
)2
= Var(γλ).
Assumption 4.1 ensures that the constants cVar and CVar defined in (4.4) are
positive and finite, respectively. Indeed, for λ→ ±∞, the quadratic growth (4.1)
ensures that γλ converges to a Gaussian distribution with standard deviation c−1± ,
respectively, implying a finite and positive variance. Therefore, the function λ→
M1(γλ) is uniformly bi-Lipschitz and especially strictly monotone with M1(γλ)→
±∞ as λ→ ±∞. 
It is convenient to consider the relative entropy as given in (1.7) with respect to
the measures γσ as defined in (4.2).
By comparing the above definition with the free energy (1.4), we observe the
identity H(%|γ0) = F(%). We need to compare the relative entropies with the
dissipation. The according energy–dissipation inequality is called a logarithmic
Sobolev inequality and is well studied in the literature (cf. [12, 16, 3, 19]).
Lemma 4.3 (Logarithmic Sobolev inequality). Under Assumption 4.1, the measure
γσ from (4.2) satisfies for any σ ∈ R a logarithmic Sobolev inequality with constant
CLSI(σ) > 0, that is for all % ∈ P2(R) with D(%, σ) <∞ it holds
H(%|γσ) ≤ CLSI(σ) D(%, σ) (4.6)
Moreover, for any M > 0 exists CLSI,M <∞ such that
sup
|σ|≤M
CLSI(σ) ≤ CLSI,M . (4.7)
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Moreover, if H is uniformly convex, that is if for some k > 0 it holds infx∈RH ′′(x) ≥
k, then CLSI = 1k independent of σ.
Proof. Using the function Hσ(x) := H(x) − σx, we can write γσ = e−Hσ/Zσ
with Zσ as defined in (4.2). Then by Assumption (4.1) on the growth of H it
follows, that there exists a decomposition of Hσ = Hc,σ +Hb,σ into two functions
Hc,σ, Hb,σ : R → R such that Hc,σ is uniformly convex and Hb,σ is compactly
supported and bounded such that
inf
x∈R
H ′′c,σ(x) ≥
min{cH,+, cH,−}
2
and sup
x∈R
Hb,σ − inf
x∈R
Hb,σ ≤ CH,σ.
The measure γσ is of the form such that [16, Corollary 1.7] can be applied and we
conclude
CLSI(σ) ≤ 2e
2CH,σ
min{cH,−, cH,+} .
Statement (4.7) is an immediate consequence, since CH,σ and in particular CLSI(σ)
depends by the smoothness of H continuously on σ and hence is bounded on each
compact interval. Finally, in the convex case, we can directly apply [16, Corollary
1.6]. 
To apply the logarithmic Sobolev inequality, we have to ensure that σ is bounded,
which is the content of the following lemma.
Lemma 4.4. Under Assumption (4.1), it holds for any solution to (1.1) with
constraint (1.2)
(i) The second moment and the Lagrange multiplier σ remain bounded, that is
for some C > 0 we have
‖M2(%(·))‖L∞(R+) ≤ C and ‖σ‖L∞(R+) ≤ C. (4.8)
(ii) The free energy along solutions remains bounded, that is for some C > 0 it
holds
‖F(%(·))‖L∞(R+) ≤ C. (4.9)
(iii) For any sequence {tn}n∈N with tn →∞ there exists a subsequence tn(k) such
that
%tn(k) ⇀ %
∗ in L1(R) with %∗ ∈M`∗ .
Proof. (i): This is content of [14, Appendix A, Proposition 2]. The basic idea is to use
a comparison principle for scalar ODEs and the quadratic growth Assumption (4.1)
on H, to establish the bound M2(%(t, ·)) ≤ C
(
1 + ‖σ‖L∞(R+)
)
. By using again
the explicit quadratic growth, the equation (1.3) yields |σ(t)| ≤ C(1 +M2(%(t, ·))).
Hence, together it follows that ‖σ‖L∞(R+) ≤ C
(
1 + ‖σ‖L∞(R+)
)1/2.
(ii): The upper bound for the free energy follows from the energy-dissipation
identity (1.5)
F(%(t)) ≤ F(%0) +
∫ ∞
0
σ(t) ˙`(t) dt ≤ F(%0) + ‖σ‖L∞(R+)‖ ˙`‖L1(R+).
The lower bound for the free energy follows by estimating the negative part of the
entropy function in terms of the second moment. For any α ∈ ( 13 , 1) exists C > 0
such that
∫
% log % ≥ −C(M2(%) + 1)α (cf. [15, Equation (14)]), which together with
(i) gives the lower bound.
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(iii): The sequence (%(tn))n∈N is uniformly integrable. Indeed, we obtain
from (4.9) the bound ∫ (
%(tn) log(%(tn))
)
+
dx ≤ C,
where for a ∈ R, (a)+ := max{a, 0} denotes the positive part. This estimate implies
uniform integrability of (%(tn))n∈N via∫
{|%(tn)|>M}
%(tn,dx) ≤ 1
log(M)
∫
{|%(tn)|>M}
(
%(tn) log(%(tn))
)
+
dx ≤ C
log(M)
,
where M > e is arbitrary. Therefore, we find a subsequence (%(tnk))k∈N such that
%(tnk) ⇀ %
∗ in L1(R). It remains to show %∗ ∈M`∗ .
The uniform bound on the second moment in (4.8) implies tightness, which implies∫
R
%∗ dx = 1. Similarly, the convergence of the first moment and boundedness of the
second moment follow from a standard truncations argument from the bound (4.8).
This shows %∗ ∈M`∗ and finishes the proof. 
Remark 4.5. From the results of Lemma 4.4, it is possible to identify the limit %∗
as γλ(`∗) and to show that %(tn) ⇀ γλ(`∗) as well as F(%(tn))→ F(γλ(`∗)) (cf. [10,
Chapter 7]) for some sequence (tn)n∈N.
4.2. Convergence to equilibrium in relative entropy. The previous section
indicates, that under Assumption 4.1 the free energy of solutions F(%(t)) converges
to F(γσ∗) whenever the constraint becomes constant `(t)→ `∗ with σ∗ such that∫
xγσ∗ = `
∗. This suggests, that the relative entropy H(%(t)|γσ∗)→ 0 as t→∞ as
defined in (1.7). In order to prove this, one could seek for a differential inequality
involving the relative entropy with respect to γσ∗ . However, a direct approach in
this direction needs to show convergence of the Lagrangian multiplier σ, since terms
involving σ − σ∗ would occur along the calculation.
To avoid the occurrence of terms involving σ, which cannot easily be controlled,
we introduce a quasistationary equilibrium following the constraint, which is given by
γλ(`(t)) with λ(`) as defined in Proposition 4.2. It turns out, that the relative entropy
with respect γλ(`(t)) allows for a control without the need to show convergence of σ.
The first observation is the following relative entropy comparison as well as a
comparison of certain free energy differences with relative entropy.
Lemma 4.6. For all η ∈ R, all ` ∈ R and all % ∈M` it holds
cVar
2
(η − λ(`))2 ≤ H(%|γη)−H
(
%|γλ(`)
) ≤ CVar
2
(η − λ(`))2 (4.10)
as well as
F(%)−F(γη)−H(%|γη) = η
(
`−M1(γη)
)
. (4.11)
Moreover, for any `∗ ∈ R, any ` ∈ R and all % ∈M` it holds
H(%|γλ(`∗)) ≤ H(%|γλ(`)) + CVar
2c2Var
|`∗ − `|2. (4.12)
Proof. Let us first rewrite for any η, λ ∈ R and all % ∈ M` the relative entropy
difference
H(%|γη)−H(%|γλ) = log Zη
Zλ
+ `(λ− η) =
∫ η
λ
(∂ξ logZξ − `) dξ
=
∫ η
λ
(M1(γξ)− `) dξ.
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Choosing λ = λ(`) as defined in (4.3), it follows ` = M1(γλ(`)) and hence
H(%|γη)−H(%|γλ(`)) =
∫ η
λ(`)
∫ ξ
λ(`)
dM1(γθ)
dθ
dθ dξ =
∫ η
λ(`)
∫ ξ
λ(`)
Var(γθ) dθ dξ.
The result (4.10) follows from the lower and upper bound on the variance (4.4).
For the second identity, we consider in a similar manner the free energy difference
F(%)−F(γη) and the relative entropy H(%|γη)
F(%)−F(γη) =
∫
% log %+
∫
H%−
∫
γη log γη −
∫
Hγη
=
∫
% log
%
γη
−
∫
% logZη + η
∫
x%+
∫
γη logZη − η
∫
xγη
= H(%|γη) + η(`−M1(γη)).
The estimate (4.12) is an immediate consequence of the bound (4.5) on ` 7→ λ(`),
which implies
|`∗ − `|
CVar
≤ |λ(`∗)− λ(`)| ≤ |`
∗ − `|
cVar
. (4.13)

The next Lemma calculates the entropy with respect to some time dependent
parametrized steady states γη for any η ∈ C1(R+,R).
Lemma 4.7. Let η ∈ C1(R+,R) and % be a solution to (1.1) then it holds
d
dt
H(%(t)|γη(t)) = −D(%(t), σ(t)) + ˙`(t)(σ(t)− η(t))− η˙(t)(`(t)−M1(γη)). (4.14)
Proof. The proof consists in a straightforward calculation using the chain rule and
several integrations by parts, where we for the sake of notation neglect the time
dependence of %, η, σ and `. We calculate
d
dt
H(%|γη) =
∫ (
log
%
γη
+ 1
)
∂t%− η˙
∫
%∂η log γη
= −
∫ (
∂x log
%
γη
) (
∂x log
%
γσ
)
%− η˙
∫
(x− ∂η logZη)%
= −D(%, σ)−
∫ (
∂x log
γσ
γη
) (
∂x log
%
γσ
)
%− η˙(`−M1(γη)).
The conclusion follows from∫ (
∂x log
γσ
γη
) (
∂x log
%
γσ
)
% = (σ − η)
∫
(H ′ − σ)% = −(σ − η) ˙`,
by the equation of the Lagrange multiplier (1.3). 
The identity (4.14) shows that the choice η(t) = λ(`(t)) has the advantage that
the term involving η˙ vanishes. With this preliminary considerations, we can prove
the quantitative long-time behaviour.
Theorem 4.8. Let Assumption 4.1 be satisfied, then for a solution to (1.1) with
constraint (1.2) holds
H(%(t)|γλ(`(t))) ≤ e−τtH(%|γλ(`(0)))+ C`,σ ∫ t
0
e−τ(t−s)
∣∣ ˙`(s)∣∣ds, (4.15)
where τ := C−1LSI,‖σ‖L∞ > 0 from Lemma 4.3 and C`,σ := ‖|λ(`(·))|‖L∞(R+) +‖σ(·)‖L∞(R+) <∞. In particular, if ` satisfies for some κ > 0 and L0 > 0 and all
t ≥ 0
| ˙`(t)| ≤ L0e−κt, (4.16)
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it holds
H(%(t)|γλ(`(t))) ≤ e−τtH(%|γλ(`(0)))+ C`,σ L0 e−τt − e−κt
κ− τ . (4.17)
Remark 4.9. The exponential term in (4.17) is bounded by
e−τt − e−κt
κ− τ ≤

e−τt
κ−τ , κ > τ
te−κt , κ = τ
e−κt
τ−κ , κ < τ.
Hence, whenever τ < κ, it holds for an explicit C = C(τ, κ, L0, C`,σ) the bound
H(%(t)|γλ(`(t))) ≤ e−τt(H(%|γλ(`(0)))+ C).
Proof. We have from (4.8) in Lemma 4.4 that ‖σ‖L∞(R+) <∞, which by Lemma 4.3
implies that there is a uniform constant τ := C−1LSI,‖σ‖L∞ such that τ H(%|γσ) ≤D(%, σ) for all |σ| ≤ M . Moreover, the bi-Lipschitz estimate (4.5) on λ and since
` ∈ L∞(R+) by Assumption 4.1, we also get ‖λ(`(·))‖L∞(R+) < ∞. Hence, the
constant C`,σ <∞ is well-defined.
With these preliminary considerations we apply Lemma 4.7 with the choice η(t) =
λ(`(t)) with λ defined implicitly in (4.3) of Proposition 4.2 and note that the last
term in (4.14) vanishes, since `(t) = λ
(
γλ(t)
)
by definition. By neglecting for brevity
the explicit time dependence in the notation, we calculate
d
dt
H(%|γλ(`) = −D(%, σ) + ˙`(σ − λ(`))
(4.6)
≤ −τH(%|γσ) + ˙`(σ − λ(`))
(4.10)
≤ −τH(%|γλ(`))+ C`,σ| ˙`|.
Integrating this equation gives (4.15), which after using (4.16) yields (4.17). 
There are several possible reformulations of the statement. First, we investigate
the convergence of the free energy difference F(%)−F(γσ∗), which is related to the
relative entropy H(%|γσ∗).
Corollary 4.10. Under the exponential convergence Assumption (4.16) on `, it
follows
H(%(t)|γσ∗) ≤ e−τtF(%0) + L0 C`,σ e
−τt − e−κt
κ− τ +
CVarL
2
0
2c2Varκ
2
e−2κt (4.18)
as well as ∣∣F(%(t))−F(γσ∗)−H(%(t)|γσ∗)∣∣ ≤ |σ∗|L0
κ
e−κt (4.19)
Remark 4.11. The convergence in relative entropy also implies convergence the
L1-norm via the classical Csiszár-Kullback-Pinsker inequality: For all %, γ ∈ P(R)
holds ∫
|%(x)− γ(x)|dx ≤
√
2H(%|γ).
Hence, we have for instance in the case of τ < κ∫
|%(t, x)− γσ∗(x)|dx ≤
√
2H(%(t)|γσ∗) ≤ Ce− τ2 t,
for some C explicitly given in terms of the constants on the right hand side of (4.18).
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Proof. Let us start by using the comparison (4.12) to estimateH(%|γλ(`)) from above
by H(%|γσ∗). Then, we can conclude (4.18) from the convergence assumption (4.16)
implying
|`∗ − `(t)| ≤ L0
κ
e−κt.
On the other hand, we can use the comparison (4.11) for free energy difference
F(%)−F(γσ∗) and the relative entropy relative entropy H(%|γσ∗), which yields the
identity
|F(%)−F(γσ∗)−H(%|γσ∗)| = |σ∗||`− `∗|.
Hence, for all t and by the convergence assumption (4.16) on ` follows (4.19). 
To obtain a convergence statement for the Lagrange multiplier, we introduce the
weighted Csiszár-Kullback-Pinsker inequality due to [5].
Lemma 4.12 (Weighted Csiszár-Kullback-Pinsker inequality [5, Theorem 2.1]).
Let %, γ ∈ P2(R+) be absolutely continuous. Let w : R+ → R+ be such that
Cw :=
∫
ew
2
dγ <∞. Then, it holds∫
w|%− γ| ≤
√
2(1 + logCw)H(%|γ).
The weighted Csiszár-Kullback-Pinsker inequality allows to compare (σ − σ∗)
with the relative entropy H(%|γλ(`)).
Corollary 4.13. Under Assumption 4.1 holds for all t ≥ 0 and for a constant C
depending on the potential H and the constants in Assumption 4.1 the estimate
(σ(t)− σ∗)2 ≤ CH(%(t)|γλ(`(t)))+ 4∣∣ ˙`(t)∣∣2 + 2
c2Var
|`(t)− `∗|2.
In particular, under the exponential convergence Assumption (4.16) on ` with κ > τ
it follows for some explicit constant C˜
(σ(t)− σ∗)2 ≤ C˜e−τ t.
Proof. It is sufficient to estimate the difference (σ − λ(`))2 and (λ(`)− σ∗). Let us
note, that for all η ∈ R it holds the identity
0 =
∫
∂xγη(x) dx =
∫
(H ′ − η) dγη.
Hence, η =
∫
H ′ dγη and together with the definition (1.3) of σ follows that
(σ − λ(`))2 ≤ 2
(∫
|H ′| ∣∣%− γλ(`)∣∣)2 + 2∣∣ ˙`∣∣2.
Assumption 4.1 implies that there exists CH such that |H ′(x)| ≤ CH(1 + |x|)
for all x ∈ R. By choosing w := min{cH,+, cH,−}/2 (1 + |x|) with cH,± from
Assumption 4.1, we obtain since |λ(`)| ≤ λ(0) + ‖`‖L∞/cVar =: M that there exists
CM such that
∫
ew
2
dγλ(`) ≤ CM . Hence, we can apply Lemma 4.12 and obtain(∫
|H ′| ∣∣%− γλ(`)∣∣)2 ≤ 8C2H
min{c2H,+, c2H,−}
(1 + logCM )H
(
%|γλ(`)
)
.
It remains to estimate (λ(`)− σ∗), which immediately follows from the bi-Lipschitz
estimate (4.13) by noting that σ∗ = λ(`∗). 
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4.3. Rate of convergence in dependence on ν. In this section, we outline how
the results of the previous section can describe the behaviour of the system in
different regimes. Let us include again the dependence on the viscosity parameter ν2
in the equation as stated in (1.1) but keep the time scale τ = 1.
Let us incorporate the ν2 dependence in to the local equilibrium states by defining
γσ,ν(x) :=
1
Zσ,ν
exp
(
−H(x)− σ x
ν2
)
with Zσ,ν :=
∫
exp
(
−H(x)− σ x
ν2
)
dx.
(4.20)
Moreover, let us describe the potential H in more detail. The quadratic growth (4.1)
of Assumption (4.1) implies that the spinodal region is finite, that is
Ω := {x : H ′′(x) ≤ 0} satisfies |Ω| <∞.
Let us for the sake of simplicity of the presentation assume that H does not have
flat pieces, i.e. {x : H ′′(x) = 0} is a null set.
It is possible to deduce the scaling of the constants cVar,ν and CVar,ν defined
analogously as in (4.4) and it holds
cVar,ν = inf
η∈R
Varγη,ν & ν2 and CVar,ν = sup
η∈R
Varγη,ν . ν2 + |Ω|.
Theorem 4.8 shows that the exponential rate of convergence is determined by the
logarithmic Sobolev constant as defined in (4.6) and we need a ν-dependent analysis
for it. To do so, we introduce the set
Σ = {σ ∈ R : H ′(·) = σ has more than one solution}.
The quadratic growth assumption (4.1) on H implies once more that |Σ| < ∞.
Hence, in the case σ ∈ Σ the function Hσ(x) = H(x)− σx is a multiwell potential.
That is, there is a finite set of points {Xi(σ)}Mi=0 and we can w.l.o.g. assume that
X0(σ) is a global minimum. Then the potential posses an energy barrier defined as
the largest energy difference between any local minima and the global minimum,
that is for σ ∈ Σ
∆Hσ := inf
ϕ∈C([0,1],R)
sup
t∈[0,1]
{
Hσ(ϕ(t))−Hσ(ϕ(0)) : ϕ(0) ∈ {Xi(σ)}Mi=1, ϕ(1) = X0(σ)
}
.
Now, we can formulate the dependency of the logarithmic Sobolev constant on ν.
Lemma 4.14 (Logarithmic Sobolev inequality (ν-dependent)). Under Assump-
tion 4.1 satisfies the measure γσ,ν from (4.20) for any σ ∈ R a logarithmic Sobolev
inequality with constant CLSI,ν(σ) > 0. Here the constant CLSI,ν(σ) satisfies
CLSI,ν(σ) .
{
ν−2 , σ 6∈ Σ
ν−2 exp
(
∆Hσ
ν2
)
, σ ∈ Σ.
Moreover, if H is convex with H ′′(x) ≥ k > 0 for all x ∈ R, it holds
CLSI,ν(σ) ≤ 1
k
.
Proof. The results are contained in the literature. However, we have to be careful
by translating the results and the scaling of ν. In [19], the following logarithmic
Sobolev inequality is proven
H(%|γσ,ν) ≤ C˜LSI,ν(σ)
∫ (
∂x log
%
γσ,ν
)2
d%.
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By comparing (1.4) and (1.7) it follows that ν2H(%|γ0,ν2) = F(%). Likewise, the
dissipation D in (1.6) comes with an additional factor ν4 and therefore the ν-
dependent logarithmic Sobolev inequality from (4.6) takes the form
ν2H(%|γσ,ν) ≤ CLSI,ν(σ)ν4
∫ (
∂x log
%
γσ,ν
)2
d%.
By comparison, we can read of CLSI,ν(σ) = ν−2C˜LSI,ν(σ). The detailed scaling of
C˜LSI,ν(σ) in ν for the case σ 6∈ Σ follows from [19, Theorem 2.10]. The case σ 6∈ Σ
is content of [19, Corollary 2.17]. Finally, the convex case follows as in Lemma 4.3,
by taking the rescaled Hamiltonian H/ν2 into account. 
With Lemma 4.14 we can now conclude on the different cases. For that, we
assume that ` satisfies the exponential convergence Assumption 4.16 for some κ,
which in the next statements is always assumed to be larger then τ . Then, there
exists τ > 0 and a constant C0 only depending on the initial values and L0 such
that
|σ(t)− σ∗|+
∫ ∣∣%(t)− γλ(`∗)∣∣ ≤ C0 exp(−τ
2
t
)
, (4.21)
where τ = τ(ν) is given as follows
Convex case: If H ′′(x) ≥ k > 0, then τconvex = k.
Unimodal case: If |Σ| = 0, then τunimodal = cν2 for some c > 0.
Kramers case: If |Σ| > 0, then τKramers = cν2 exp
(
−∆H∗ν2
)
for some c > 0 and the
∆H∗ := supσ∈Σ ∆Hσ.
Let us point out that in Kramers case, the convergence rate can be improved by
also taking σ∗ = λ(`∗) into the account. The bound (4.21) allows for a self-
improvement of τKramers in time in the case when σ∗ 6∈ Σ. By defining the
time T0(σ∗, ν) such that C0 exp
(− τKramers2 T0(σ∗, ν)) = dist(σ∗,Σ) =: d∗, it fol-
lows from (4.21) that σ(t) 6∈ Σ for all t ≥ T0(σ∗, ν) and hence, we are back in the
unimodal case. The total convergence estimate becomes
|σ(t)− σ∗|+
∫ ∣∣%(t)− γλ(`∗)∣∣ ≤ d0(max{C0
d0
, 1
}) τunimodal
τKramers
exp
(
−τunimodal
2
t
)
.
The estimate shows, that at least in the case of sufficiently well-prepared initial
values such that C0 ≤ dist(σ∗,Σ), the convergence rate is not exponentially small
but behaves linear in ν2. The reason is, that the a priori estimates on the Lagrange
multiplier does ensure, that the effective potential Hσ has always a unimodal
structure.
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