Abstract. The effect of rapid oscillations, related to large dispersion terms, on the dynamics of dissipative evolution equations is studied for the model examples of the 1D complex GinzburgLandau and the Kuramoto-Sivashinsky equations. Three different scenarios of this effect are demonstrated. According to the first scenario, the dissipation mechanism is not affected and the diameter of the global attractor remains uniformly bounded with respect to the very large dispersion coefficient. However, the limit equation, as the dispersion parameter tends to infinity, becomes a gradient system. Therefore, adding the large dispersion term actually suppresses the non-trivial dynamics. According to the second scenario, neither the dissipation mechanism, nor the dynamics are essentially affected by the large dispersion and the limit dynamics remains complicated (chaotic). Finally, it is demonstrated in the third scenario that the dissipation mechanism is completely destroyed by the large dispersion, and that the diameter of the global attractor grows together with the growth of the dispersion parameter.
Nevertheless, a lot of averaging results are now available for the case of PDEs (which at least formally contain infinitely many frequencies) in both Hamiltonian and dissipative cases, see, e.g., [8, 9, 13, 15-17, 19, 22-24, 27, 28, 30, 33, 34, 36, 49] and references therein.
Very often the analytic structure of the limiting averaged equations is simpler than the structure of the initial problem and this allows us to obtain a reasonable description of the initial dynamics involving rapid oscillations using the averaged equations and singular perturbation technique (see, e.g., [1, 25, 51] ). In particular, rapid oscillations may prevent solutions from blowing up in finite time (e.g., for the complex Burgers equation with fast rotation, see [8, 37] ), or may give the global in time regularity (e.g., for the 3D Navier-Stokes equations involving strong Coriolis force term, see [9] ) or global well-posedness of weak solutions due to the averaging and dispersion effects in large Fourier modes (e.g., for the KdV equations, see [8, 15, 16, 30] ). A similar phenomenon has been observed in [25] concerning three-dimensional high Reynolds number turbulent flows in a periodic box. Specifically, it is shown that a background flow in a periodic domain with large enough spatial average can suppress the turbulent behavior of the flow, viz. it enhances the dissipation (damping) mechanism and effectively reduces the size of the Reynolds number.
However, the opposite effects when rapid oscillations destroy the dissipation mechanism and make the dynamics essentially more complicated are also known (e.g., for the damped hyperbolic equations, see [52] ). It is remarkable to observe that, even though the limit averaged equations may remain relatively simple and dissipative, but the global dynamics of the initial system involving rapid oscillations cannot be described by these averaged equations no matter how fast the oscillations are.
This situation somehow emerges in more general class of coupled slow-fast system, where the separation of scales is not strong enough to provide an effective splitting of the state variables into the "slow" and "fast" parts. For instance, this is typical for multi-component systems (where the resonant surfaces may be dense in the phase space) or for systems with chaotic fast component. As a result, an "essential number" of resonant trajectories with the anomalous behavior which is not described by the classically averaged system may appear. This in turn motivates the approaches involving measures and probabilistic arguments. Indeed, as shown in [39] (see also references therein), the limit slow-fast dynamics with uniformly hyperbolic fast part can be effectively described (under some natural assumptions) in terms of a stochastic differential equation. An alternative approach which uses so-called Young measures and treats averaging as a weak limit in the space of measures has been developed in [3] [4] [5] [6] [7] , see also references therein.
It is worth adding that averaging has turned out to be an appropriate technical tool also for explaining the effective damping mechanism in some energy conservative systems, the so-called Landau damping, see [18, 35, 41] and [12] for the cases of Vlasov-Poisson system and the 2D Euler equations of incompressible flows respectively.
The aim of the present paper is to study and demonstrate the effect of rapid oscillations induced by large dispersion on the long-time dynamics of dissipative PDEs. For simplicity, we restrict ourselves to consider only the 1D complex Ginzburg-Landau and the KuramotoSivashinsky equations where, on the one hand, the resonances are not complicated and the averaged equations possess a complete description and, on the other hand, a number of nontrivial phenomena which are likely to have general nature can be detected.
To be more precise, we consider the following three model problems on R:
∂ t u = (1 + iγ)∂ subject to periodic boundary conditions with fundamental periodic domain (−π, π). Here a, γ, ω are given real parameters, β is a given complex parameter and ε −1 is a large real parameter. In the first two equations u is assumed to be a complex-valued function: u = u 1 + iu 2 , and it is real-valued in the third equation.
Based on the analysis given below, we detect three principally different scenarios (paradigms) of how the large dispersion may effect the global dynamics:
Paradigm I (corresponds to equation (1.2) ). The dissipation mechanism is not affected by large values of the dispersion parameter ε −1 and the diameter of the global attractor remains bounded, as ε −1 → ∞. However, the large dispersion limit trivializes the dynamics and the limit averaged equations is a gradient system, up to some simple change of variables. Thus, the global attractor of the limit equation consists of equilibria and heteroclinic connections only (the so-called regular attractor) and no complicated dynamics is possible in the non-averaged equations, when ε −1 is large, see section 5 for more details.
Paradigm II (corresponds to equation (1.1)). Similarly to the previous one, the dissipation mechanism is not affected. However, the complete trivialization of the dynamics, at the infinite dispersion limit, does not happen. Although the global attractor of the limit averaged equations is described by the finite system of ODEs, these ODEs are far from being a gradient system and their dynamics is chaotic (at least for a range of the values of parameters (γ, β, ω) that forms an open set in the space of parameters). Then this chaos persists in the initial equations (1.1), when ε −1 is large enough, see Remark 5.7 below, and also [45] for more details.
Paradigm III (corresponds to equation (1.3)). The large dispersion destroys the dissipation mechanism and the diameter of the global attractor grows, as ε −1 → ∞. In particular, as shown below, see Proposition 4.7, the L 2 -norm of the global attractor associated with equation (1.3) grows proportionally to ε −1 , as ε −1 → ∞. Moreover, we provide here rigorous justification to the numerical investigation, reported in [28] . Note that in this case, we only check that the size of the attractor grows as ε → 0. It is an interesting open problem to verify analytically whether or not the other characteristics of the attractor (like dimension, entropies, complexity, etc.) grow as ε → 0.
The paper is organized as follows. The resonances and the corresponding infinite dispersion limit equations are presented in section 2 for all three cases of equations (1.1), (1.2) and (1.3). The existence of the corresponding global attractors for these limit equations, as well as the upper bounds for the diameter of these global attractors, are verified in section 3. The singular limit, ε −1 → ∞, is studied in section 4. In particular, the convergence of the global attractors of the Ginzburg-Landau equations to the corresponding global attractors of the infinite dispersion limit equations, as well as the growing lower bounds for the diameter of the global attractor of the Kuramoto-Sivashinsky equation, are established in section 4. Finally, the gradient structure of the infinite dispersion limit equations, corresponding to the Ginzburg-Landau equations (1.2) and its consequences, are presented in section 5.
Preliminaries
In this section, we prepare some technical tools which are necessary for our study of equations (1.1)-(1.3). We first note that all of these equations have the form of (2.1)
where A is an elliptic operator, D is an antisymmetric operator and R is a non-linearity. Crucial for us is that A commutes with D. In addition, in all three cases e τ D will be 2π-periodic operator with respect to τ . By these reasons, the natural change of variables w(t) := e −ε −1 tD u(t) formally leads to the equation
involving rapid periodic oscillations in time. According to the classical Krylov-Bogolubov averaging principle, we expect that the solution w = w ε (t) of problem (2.2) will be ε-close (at least on a finite time interval) to the corresponding solution of the averaged equation
In order to justify this scheme, we need to study in more detail the groups e τ D and the structure of the operators F and N for each of the considered cases. Namely, we introduce the groups of solution operators associated with the auxiliary linear dispersion equations:
on R, subject to periodic boundary conditions with fundamental periodic domain (−π, π).
We denote by H = L 2 per (−π, π), the space of complex-valued 2π-periodic square integrable functions, and introduce the family H s , s ∈ R, of Sobolev spaces of periodic functions with periodic fundamental domain (−π, π). Let e n := e inx , n ∈ Z, be the standard orthogonal basis in H and let
Neglecting the scalar factor 2π, we define the H s -norm of v as follows:
Lemma 2.1. The solution operators H ε (t) and F ε (t), associated with equations (2.4) and (2.5) respectively, are isometries on the Sobolev spaces H s , for any s ∈ R. Moreover, e n = e inx are eigenfunctions satisfying (2.7) H ε (t)e n = e −iε −1 n 3 t e n , F ε (t)e n = e −iε −1 n 2 t e n , n ∈ Z.
Finally, these groups of solution operators are 2πε-periodic with respect to time.
Indeed, formulas (2.7) follow immediately from equations (2.4) and (2.5) and all other assertions of the lemma are immediate corollaries of these explicit expressions.
We are going to change the variable u in equations (1.1) and (1.3) using the transformation
and using the transformation
for equation (1.2) . Then we will average the obtained rapidly oscillating in time terms. To this end, we need to compute the resonant terms appearing from the nonlinearities. We will do that in the following several subsections.
Dispersive Ginzburg-Landau equation.
We start with the most difficult case of equation (1.1).
Lemma 2.2. Let w ∈ H s , s > 1/2, and let
Then, for every fixed τ , the map w → F (τ, w) is a smooth map from H s to itself, in particular,
with a constant C s that is independent of τ . Moreover, the operator F is 2π-periodic with respect to τ , and its time averaging has the form:
where the operator N has the following explicit form:
with [w, v] := n∈Z w n v −n and w = n∈Z w n e n . Furthermore,
Proof. Indeed, estimate (2.11) follows immediately from the fact that H s is an algebra, for s > 1/2, and that H 1 (τ ) are isometries. So, we only need to compute the average of F (τ, w). Indeed, inserting (2.14)
to (2.10) and using that e k e l = e k+l , we have
Thus, the resonance condition reads
which is equivalent to (n + m)(m + k)(n + k) = 0. Each of the resonance cases n + m = 0 and m + k = 0 give the term where we have used the fact thatē m = e −m . However, these three families of resonances are not disjoint, but intersect when m = n = k = 0, for the zero mode (i.e., the corresponding term w 0 |w 0 | 2 e 0 is counted three times, so the term 2w 0 |w 0 | 2 e 0 should be substracted). Moreover, there are three pairwise intersections at (m, n, k) = (−l, l, l), (l, l, −l) and (l, −l, l), for l = 0 (all counted twice). These intersections give the remaining terms in formula (2.12). It remains to note that (2.13) is equivalent to (2.12) and Lemma 2.2 is proved.
The next corollary gives the dissipativity of the non-linear operator N (w). Proof. Indeed, using (2.13), we have
and the fact that [N (w),w] is real is proved. Let us prove (2.16) . To this end, we transform the last formula to a more convenient form:
Using now the Young inequality |ab| ≤
This estimate together with (2.17) gives the desired estimate (2.16) and finishes the proof of the lemma.
Remark 2.4. We recall that, according to our notations, H = L 2 per ((−π, π), C),
(note thatw = n∈Z w n e n = n∈Zw −n e n ). Thus, inequality (2.16) can be rewritten in the form
which indeed a standard form of the dissipativity condition. Lemma 2.5. Let w ∈ H s , s > 1/2, and let
Then, for every fixed τ , the map w → F (τ, w) is a bounded smooth map from H s to itself, and its norm is uniformly bounded with respect to τ :
H s , with a constant C s that is independent of τ . Moreover, the operator F is 2π-periodic with respect to τ , and its time averaging has the form:
Proof. As before, we only need to compute the average of F (τ, w). Inserting 
which is equivalent to (n − m)(k − m) = 0. Thus, we have two families of resonances n = m and k = m. Each of them gives the term
Observe that these resonance families are not disjoint, and intersect when (n, k, m) = (l, l, l), l ∈ Z. The common resonance terms are counted twice, so we need to subtract the corresponding term n∈Z w n |w n | 2 e n . This gives the desired formula (2.21) and finishes the proof of Lemma 2.5.
Analogously to the case of equation (1.1), we also have the dissipativity for N = N GL2 . Lemma 2.7. Let w ∈ H s , s > 1/2, and let
Then, the operator F (τ, ·) is well-defined and is smooth as an operator from H s to H s−1 , and the analogue of uniform bounds (2.11) holds, namely
H s , with a constant C s that is independent of τ . Moreover, this operator is 2π-periodic with respect to time, and its time averaging has the form:
where
Proof. As before, we only need to check formula (2.26). Indeed, inserting (2.14) into (2.24), after some elementary calculations, we get
and, therefore, the resonance condition is
which gives nm(n + m) = 0. Moreover, the case n = 0 gives nothing due to the multiplier in. So, we only have the cases m = 0 and m + n = 0 which give the first and the second terms in formula (2.26) respectively. In contrast to the previous cases, these two families intersect only by (n, m) = (0, 0), which gives zero effect on N due to the multiplier in. Thus, Lemma 2.7 is proved.
Remark 2.8. In the case of real-valued functions u and w (which is the case for the KuramotoSivashinky equation), we have the additional condition
and, therefore, the second term in the expression for N KS (w) equals zero identically. Moreover, in the case of the Kuramoto-Sivashinsky equation, we have the additional restriction w 0 = 0. Thus, in that case the average of N KS equals zero identically:
Global attractors
The aim of this section is to formulate and prove some uniform (with respect to ε → 0) estimates for the global attractors of Ginzburg-Landau equations and verify that their analogue does not take place for the KS equation. The estimates provided here are formal and can be justified in a rigorous way, for instance, by using Galerkin approximation method and then passing to the limit using the appropriate Aubin compactness theorems, see, e.g., [11, 19, 50] and references therein.
3.1. Ginzburg-Landau equations. We start with the case of equation (1.1).
Theorem 3.1. Equation (1.1) is well-posed in every H s , with s ≥ 0, and the following dissipative estimate holds:
where the monotone function Q s and the positive constantsγ and C * depend on s, but are independent of ε, as ε → 0. Moreover, the following smoothing property is valid:
where the monotone functionQ s and the constant M s are also uniform with respect to ε, as ε → 0. Finally, for any two solutions u 1 (t) and u 2 (t) of problem (1.1), the following estimate holds:
where the constant K depends on the H-norms of u i (0), i = 1, 2, but is independent of ε and t.
Proof. Since the assertion of the theorem is more or less standard, we give below only brief derivation of the estimates stated in the theorem, see, e.g., [50] for more details. Moreover, to avoid the technicalities, we derive the dissipative estimate (3.1) for s = 0. The estimate in a general case, s ≥ 0, can be obtained in a straightforward way by using the bootstrapping arguments.
Taking the inner product in H of equation (1.1) with u and integrating by parts, after the straightforward transformations, we have
Using that
H −C, and applying the Gronwall inequality to estimate (3.4), we obtain the following uniform with respect to ε, as ε → 0, estimate
which coincides with the desired estimate (3.1), for s = 0. Let us now verify the smoothing property (3.2). For simplicity, we deduce estimate (3.2) for s = 1 only (for s > 1, it can be obtained in a standard way using bootstrap arguments). Indeed, due to the embedding theorem
estimates (3.4) and (3.5) one can establish an estimate for the L 2 ((t, t + 1) × (−π, π))-norm of the nonlinearity. Multiplying now equation (1.1) by −t∂ 2 x u and taking the real part, after the standard transformations, we have
where K, B and C are positive constants. Integrating this relation with respect to time on [0, t), with t ∈ (0, 1), and using (3.5), we deduce estimate (3.2) for s = 1. Let us now verify the Lipschitz continuity (3.3). Indeed, let u 1 (t) and u 2 (t) be two solutions of equation (1.1) and let v = u 1 − u 2 . Then, the function v satisfies (3.8)
. Taking the inner product in H of this equation with v and arguing as before, we get
The right-hand side of this inequality can be estimated using the Hölder inequality with exponents 3 and 3/2, and the interpolation inequality
Thus, we derived the following estimate:
where the constant C is independent of L, u 1 and u 2 . Applying the Gronwall inequality to this relation and using that the space-time L 6 -norm of u i is under control, due to estimate (3.5) and the embedding (3.6), we derive the desired estimate (3.3). The uniqueness of a solution follows from (3.3). Thus, Theorem 3.1 is proved.
Let us consider now the Ginzburg-Landau equation (1.2).
Theorem 3.2. Equation (1.1) is well-posed in every space H s , with s ≥ 0, and estimates (3.1), (3.2) and (3.3) hold uniformly with respect to ε, as ε → 0.
The proof of this theorem follows word by word the proof of the previous one and, thus, is omitted.
Due to Theorems 3.1 and 3.2, the solution semigroups S ε GL1 (t) and S ε GL2 (t) associated with equations (1.1) and (1.2) are well-defined in H:
∈ H, where i = 1, 2, and u(t) solves equations (1.1) or (1.2) if i = 1 or i = 2, respectively. Moreover, according to estimate (3.1), these semigroups are dissipative in H s , s ≥ 0:
where Q s ,γ s and C s depend on s, but are independent of L. Our next step is to study the global attractors of the introduced semigroups. For the convenience of the reader we start by recalling the definitions related with global attractors, see, e. g., [11, 50] for more details. Definition 3.3. Let X be a Banach space and S(t) : X → X, t ≥ 0, be a semigroup in X. Then, a set B is an absorbing set for the semigroup S(t) if for any bounded subset B ⊂ X there exists T = T (B) such that
A set B ⊂ X is an attracting set for the semigroup S(t) if for every bounded B ⊂ X and every open neighbourhood O(B) there exists time T = T (B, O) such that
S(t)B ⊂ O(B)
for all t ≥ T . In the case where B is compact, the attraction property can be rewritten in the equivalent form using the so-called non-symmetric Hausdorff distance. Namely, B is an attracting set for the semigroup S(t) if, for every bounded B ⊂ X,
where the non-symmetric Hausdorff distance between sets U and V of X is defined as follows:
Finally, a set A is the global attractor for the semigroup S(t) if the following conditions are satisfied:
1) The set A is compact in X;
2) The set A is strictly invariant: S(t)A = A for all t ≥ 0;
3) The set A is an attracting set for the semigroup S(t).
The next corollary gives the existence of global attractors and their uniform bounds with respect to ε, as ε → 0, for equations (1.1) and (1.2).
Corollary 3.4. Let S ε GL1 (t) : H → H and S ε GL2 (t) : H → H be the solution semigroups generated by equations (1.1) and (1.2), respectively. Then these semigroups possess global attractors (A GL1 (ε) and A GL2 (ε), respectively) in the phase space H. Moreover, these global attractors are uniformly bounded with respect to ε, as ε → 0, in H s , for every s ≥ 0:
where C s depends on s, but is independent of ε (here and below A H s := sup u∈A u H s ) Finally, the global attractors A GLi (ε), for i = 1, 2, can be described as follows:
, are the sets of all solutions of equation (1.1) (resp. (1.2)) which are defined for all t ∈ R and are bounded.
Proof. Indeed, according to the abstract theorem on the existence of a global attractor existence, see, e. g., [11, 50] , we need to verify that 1) Operators S ε GLi (t) are continuous in H, with respect to the initial data, for every fixed t; 2) Semigroups S ε GLi (t) possess compact absorbing sets in H. Note that the first assertion is an immediate corollary of estimate (3.3), so we only need to verify the existence of a compact absorbing set. According to estimate (3.11), the set B := {u ∈ H, u 2 H ≤ 2C * } is an absorbing set for the semigroups S ε GLi (t), i = 1, 2. However, this set is not compact in H. To overcome this difficulty, we consider the sets
Then, due to estimate (3.2), the sets B i are uniformly (with respect to ε, as ε → 0) bounded in H s , for all s > 0, and, therefore, they are compact in H. Thus, all of the assumptions of the abstract global attractor existence theorem are verified and, consequently, the global attractors A GLi (ε), i = 1, 2, exist. Since the global attractor is always a subset of an absorbing set, estimate (3.12) follows from the fact that the absorbing sets B i are uniformly bounded, with respect to ε, in any H s . The description (3.13) also follows from the above mentioned global attractor existence theorem and the corollary is proved.
Remark 3.5. It is well-known (see, e.g., [26] ) that the global attractors A GL1 and A GL2 are not only smooth (i.e., consist of smooth functions), but also analytic (belong to certain class of Gevrey regularity). Moreover, arguing in a standard way, one can also show that they are uniformly (with respect to ε → 0) bounded in the appropriate Gevrey norm.
Kuramoto-Sivashinsky equation.
We now turn to the case of Kuramoto-Sivashinsky equation, where the situation is a bit different. Theorem 3.6. Equation (1.3) possesses a unique solution u(t) ∈ H 0 := {u ∈ H, u sp = 0} for every u 0 ∈ H 0 , and the following estimate holds:
where the positive constant C is independent of ε, but depends on the parameter a.
Proof. We only verify below the dissipative estimate (3.14). The existence and uniqueness can be checked in a usual way (see, e.g., [50] ). To this end, we need the following standard lemma (see, e.g., [21, 29, 42, 44, 50] ).
Lemma 3.7. For every M > 0, there exists an odd function φ = φ(M ) ∈ C ∞ ∩ H 0 such that the following inequality
holds for all w ∈ H 2 such that w(0) = 0.
Following [29] , we fix φ from Lemma 3.7 with M being large enough, consider a family of shifted functions φ s (x) := φ(x − s), s ∈ R, and introduce a functional
where u is a solution of equation (1.3). Obviously, the minimum exists and is achieved for some value s * = s * (t) which satisfies the following orthogonality condition:
Let now v(t) := u(t) − φ s * (t) . Then, this function formally satisfies the equation
Multiplying this equation, again formally, by v, integrating by x and using the orthogonality condition (3.17), we obtain
In addition, we claim that the inequality (3.15) with φ = φ s * (t) is satisfied for w = v(t), for every t (although v(t, s * ) = 0 in general). Indeed, from Lemma 3.7, we know that (3.15) with φ = φ s * holds for any w ∈ H 2 such that w(s * ) = 0. Let now K := v(t, s * ) and w = v − K. Then, using again the orthogonality condition and the facts that v sp = ∂ x φ s * sp = 0 and w(s * ) = 0, we get
H . Thus, estimates (3.19) and (3.20) give
It remains to recall that f ε (t) H ≤ C(ε −1 + 1) and that, due to interpolation, we have
if M is large enough, depending on the parameter a. This gives
and by the Gronwall inequality we formally derive the desired estimate (3.14). However, there is still an essential gap in the proof, namely, although the minimizer s * = s * (t) for problem (3.16) exists, it is non-necessarily unique. To overcome this problem, we may select one-valued (measurable) branch of the multi-valued function s * (t) (which will be also denoted by s * (t)). More essential is the fact that s * (t) may be non-differentiable and even have discontinuities (jumps) at the points where the value s * (t) is not unique. Thus, neither ∂ t s * (t) nor ∂ t v(t) are properly defined and the multiplication of equation (3.18) by v(t) should be justified. This is done in the following lemma.
Lemma 3.8. Let u(t) ∈ H 0 , t ∈ [0, T ], be smooth. Then the function t → F (u(t)) is absolutely continuous in time and the following formula is valid:
where v(t) = u(t) − φ s * (t) and s * (t) is a minimizer of (3.16).
Proof. We first note that, due to the triangle inequality, the distance function
is Lipschitz continuous with Lipschitz constant one. For this reason, for any t 1 , t 2 ∈ [0, T ], we have
so the function t → v(t) 2 H is Lipschitz continuous despite the fact that v(t) may have jumps. Moreover, if the function u is regular enough, we have
Inequalities (3.25) and (3.26) show that the function t → v(t) 2 H is absolutely continuous and, therefore, is differentiable for almost all t ∈ [0, T ]. Thus, we only need to find the derivative. To this end, we take 0 < t 2 < t 1 < T such that v(t) 2 H is differentiable at t 1 and t 2 , and we introduce w = u(t 1 ) − u(t 2 ). Then using the fact that F (u(t i )) is a minimum, we have u(t 1
Passing now to the limit t 1 → t 2 in the right-hand side of (3.27), we see that, for almost all
(recall that the existence of the derivative has already been proved). Analogously, passing to the limit t 2 → t 1 in the left-hand side of inequality (3.27), we get
for almost all t 1 ∈ [0, T ]. The last two inequalities imply (3.24) and finish the proof of the lemma. Now, it is not difficult to finish the proof of the theorem. Indeed, the already proved lemma justifies the derivation of the key inequality (3.23) for the case where the solution u(t) is smooth (which will be the case if we start from smooth initial data). The validity of the desired estimate (3.14) for any u(0) ∈ H 0 follows then by the usual approximation arguments. Thus, Theorem 3.6 is proved.
Corollary 3.9. Let the assumptions of Theorem 3.6 hold. Then, the Kuramoto-Sivashinsky equation (1.3) possesses a global attractor A KS (ε), in the phase space H 0 . Moreover, this global attractor is smooth and
for some positive constant C dependent on s, a and ε. In particular, C 0 (ε) = Cε −1 with some C independent of ε, but dependent on the parameter a.
Proof. Indeed, analogously to (3.2), we have the smoothing property on a finite interval for the parabolic equation (1.3) (see, e.g., [32] ):
Ms H ) for some positive C and M s . Moreover, the analogue of the Lipschitz estimate (3.3) also holds for this equation (and can be proved analogously to the proof given in Theorem 3.1). Thus, the proof of the corollary repeats word by word the proof of Corollary 3.4 and, for this reason, is omitted. Remark 3.10. As before, one can show that the global attractor A KS (ε) is analytic in the sense of Gevrey class. However, in contrast to the cases of Ginzburg-Landau equations, its Gevrey norm is not uniformly bounded as ε → 0. As we will see in the next section, the norms of the global attractors A KS (ε) indeed grow, as ε → 0.
The limit ε → 0
The main aim of this section is to study the dependence of the above constructed global attractors on ε, as ε → 0. We start with the case of complex Ginzburg-Landau equations (1.2) and (1.1).
4.1.
Ginzburg-Landau equations. Following section 2, we change the dependent variable u as follows (4.1) u(t) = H ε (t)w(t) for the case of equation (1.1), u(t) = F ε (t)w(t) for the case of equation (1.2),
where the isometries H ε and F ε are defined by (2.7). Then, equations (1.1) and (1.2) read
, and
, respectively. The functions F GL1 and F GL2 are defined by (2.10) and (2.19).
Equations (4.2) and (4.3) contain rapidly oscillating in time terms F GLi (t/ε, w), and we can (formally) write the limit averaged equations:
, and (4.5)
, where the nonlocal operators N GL1 and N GL2 are introduced in Lemma 2.2 and Lemma 2.5. Our first assertion gives the dissipative estimate for the solutions of the limit averaged equations. Since the averaged problems (4.4) and (4.5) are globally well-posed, the corresponding solution semigroupsŜ GL1 (t) : H → H andŜ GL2 (t) : H → H are well defined: possess global attractorsÂ GL1 andÂ GL2 , respectively, which are bounded in H s , for any s. Moreover, these semigroups are invariant with respect to H 1 (s) and F 1 (s), respectively:
for all s ∈ R and t ≥ 0, therefore,
for all ε > 0 and s ∈ R.
Proof. Indeed, the existence of global attractors can be verified exactly as in Corollary 3.4, and (4.7) is an immediate corollary of the invariance (4.6). Thus, we only need to check (4.6). In turn, in order to check (4.6), it is enough to verify the invariance of the nonlinearities N GL1 and N GL2 :
Finally, the invariance of N GLi can be easily verified using the explicit formulas (2.7), (2.13) and (2.21). Thus, the proposition is proved.
Our next observation shows that the global attractors A GL1 and A GL2 of the limit equations belong to the finite-dimensional invariant hyperplane of the phase space and, thus, can be obtained by solving a system of ODEs. 
a n e n , a n ∈ C .
Then the spaces H d are invariant with respect to equations (4.4) and (4.5), for all d. Moreover, their global attractors belong to
In particular, we may take d = √ Re β + 1 for the case of equation (4.5), here z denotes the integer part of the number z (the global attractor of (4.5) is trivial if Re β < 0).
Proof. Indeed, the invariance of spaces H d follows immediately from the explicit structure of nonlinearities N GLi (w) given by (2.13) and (2.21). So we only need to prove the embeddings (4.9) if d is large enough. Let us start with the case of the equation (4.4).
Let us consider the equations for w k and w −k from (4.4). Then, multiplying them byw k and w −k respectively, adding and taking the real part, after the standard calculations, we get
where we denote by [N (w)] k the kth coordinate of N (w) in the basis {e n } n∈Z . Using the explicit formula (2.13) for the coordinates of N (w), we see that
where the constant C is independent of k and ω. Thus, (4.10) reads
Since the H-norm of w is bounded on the global attractor, for sufficiently large k, the second term in (4.11) becomes positive and the Gronwall inequality gives
Thus, w k (t) = w −k (t) = 0 on the global attractor, for |k| large enough, and embedding (4.9) is verified for the case of equation (4.
4).
Let us now consider equation (4.5) . The situation here is simpler since the expression
is real and is non-negative and the analogue of (4.11) reads 1 2
Thus, indeed, w k (t) = 0 on the global attractor if k 2 > Re β, and the proposition is proved.
The next result shows that the distance between the appropriate averaged and non-averaged trajectories is indeed small on the finite time interval.
Theorem 4.4. Let w 0 ∈ H s , for some s ≥ 1, and let w ε (t) and w(t) be the non-averaged and averaged solutions of (4.2) and (4.4), respectively, (or of (4.3) and (4.5), respectively). Assume also that
Then, the following estimate holds:
where the constants C s and K depend on s and on the H s norm of w(0), but are independent of ε, as ε → 0.
Proof. Estimate of the form (4.12) is a standard result of the averaging theory and can be referred to as the first Bogolyubov theorem, see, e.g., [14, 19, 36, 48] . However, verifying that the difference between the averaged and non-averaged solutions is of order O(ε) requires some analysis especially in the case of PDEs. For this reason, we sketch below the proof of this fact for the case of equation (4.2) and s = 1 (following mainly [27] ). The case of equation (4.3) is treated analogously. We first note that, according to the estimate (3.1) all of the trajectories w ε (t) and w(t) are uniformly bounded in H 1 . The usual L 2 -parabolic regularity theorem applied to equations (4.2) and (4.4) gives
where the constant C depends on the H 1 -norm of the initial dataŵ(0), but is independent of ε, as ε → 0, and T ≥ 0, and the same estimate holds for the limit function w as well. Let us define a function θ = θ ε (t) as the solution of the following equation:
(4.14)
for some constant C that is independent of ε. Indeed, expanding the function H(τ, w ε (t, x)) into the Fourier series with respect to τ , we have
Moreover, by the definition of the operator N ,
and, by the Parseval identity
Integrating these equalities in x, we get
Since w ε are uniformly bounded in H 1 , we have
where the constant C is independent of ε and t (here we have implicitly used (2.20) ). Furthermore, using the fact that ∂ t w ε (t) are uniformly bounded in L 2 ([T, T + 1], H), and w ε (t) are uniformly bounded in L 2 ([T, T + 1], H 2 ), with respect to ε, and the explicit formula (2.10) for the nonlinearity F , arguing analogously, we can prove that
where the constant C is independent of ε and T . We fix approximate solution θ of (4.14) in the form
(we solve equation (4.14) with respect to the "fast" variable considering the "slow" variable t as a parameter). Then, since the operator −(1 + iγ)∂ 2 x generates an analytic semigroup in H s , we have
see, e.g., [32] . Estimate (4.20) together with (4.17) gives
We now setθ := θ − θ. Then, this function solves
Using now estimate (4.18) together with (4.20), we obtain
where the constant C is independent of ε and T . Estimates (4.21) and (4.23) show that the solutionθ of equation (4.22) satisfies
where the constant C depends on the initial condition w 0 , but is independent of ε and t. Thus, since θ = θ +θ, estimate (4.15) is indeed satisfied. Now, we are ready to finish the proof of the theorem. Letw := w ε − w + θ where θ solves (4.14). Then, this function satisfies the following equation
Multiplying this equation by ∂ 2 xw and integrating over x, we deduce that
Using that w ε and w are uniformly bounded in H 1 , one can easily see that
for some K and C independent of t and ε. Applying the Gronwall inequality for that relation and using (4.15), we deduce estimate (4.12) and finish the proof of the theorem.
As a standard corollary of this theorem (see, for instance, [19] or [31] ), we obtain the following result on the convergence of global attractors A GL1 (ε) and A GL2 (ε) as ε → 0. .5), respectively. Then the family of global attractors A GL1 (ε) (resp. A GL2 (ε)) of equations (1.1) (resp. (1.2)) converge, as ε → 0, to the global attractors A GL1 (resp. A GL2 ) associated with limit equations (4.4) (resp. (4.5)) in the sense of the upper semicontinuity in H s , s ≥ 0:
recall that dist V (X, Y ) denotes the non-symmetric Hausdorff distance between sets X and Y in the V norm:
Proof. Let u 0 ∈ A GLi (ε) for i = 1 or i = 2. We need to estimate the distance between u 0 and the global attractorÂ GLi . According to (3.13), there exists a complete bounded trajectory u ε (t), t ∈ R, such that u ε (t) ∈ A GLi (ε), for all t ∈ R. Moreover, due to (3.12), this trajectory is uniformly bounded by a constant independent of ε in any space H s . Let also w ε (t) := H ε (−t)u ε (t) (resp. w ε (t) := F ε (−t)u ε (t)). Then, clearly
and w ε (t), t ∈ R, solves equation (4.2) (resp. (4.3)). Take now an arbitrary T > 0 and consider the solutionŵ(t), for t ≥ −T , of the averaged equation (4.4) (resp. (4.5)) with the initial datâ
Then, due to estimate (4.12), we have
where the constants C and K depend only on s. On the other hand, since the limit averaged equation possesses a global attractor in H s , for any δ > 0 we may find T = T (δ, s) such that
for i = 1 or i = 2, respectively. Finally, fix ε ∈ (0, ε 0 ] where ε 0 > 0 is small enough that C s ε 0 e KT ≤ δ/2, and using the triangle inequality, we see that
and since δ > 0 and u 0 are arbitrary, this inequality proves the desired convergence (4.26), which finishes the proof of the corollary.
Kuramoto-Sivashinsky equation.
We now turn to the case of Kuramoto-Sivashinsky equation (1.3) . In contrast to the case of cubic nonlinearities, the quadratic Kuramoto-Sivashinsky nonlinearity disappears after the averaging and we end up with the non-dissipative averaged equation. This explains why the norm of the global attractor grows with ε −1 , as ε → 0. To be more precise, the following result holds.
Theorem 4.6. Assume that a = k 2 , k ∈ N. Then, for every R > 0 there exists ε 0 = ε 0 (R) such that u(t) ≡ 0 is the only complete trajectory on the global attractor A KS (ε), for ε ≤ ε 0 which belongs to the R-ball in H for all t ∈ R, i.e, the inequality
where u ∈ A KS (ε), implies that u ≡ 0.
Proof. Let u(t) be a complete trajectory of the KS equation (1.3) satisfying (4.28). Then, according to the smoothing property, see (3.29), we infer that
where the constants C s depend on s, but are independent of ε.
Let us now introduce a new dependent variable w(t) := H ε (−t)u(t). Then, equation (1.3) reads (4.30)
, where the operator F KS is defined by (2.24) . Using now the fact that u is real, we obtain that w −n =w n and, since u sp = 0, formula (2.29) gives that the τ -average of F KS equals zero. Thus, the limit averaged equation for (4.30) reads Then, using estimate (4.29) and arguing exactly as in Theorem 4.4, we establish that, for any τ ∈ R and t ≥ 0, the following estimate holds:
where the positive constants C and K are independent of t, τ and ε.
However, the situation is principally different from the case of Ginzburg-Landau equations, since the averaged equation is now linear and have exponentially growing modes. We claim that inequalities (4.32) and (4.28) imply the estimate
for some positive C which may depend on R, but is independent of ε → 0. Instead of proving estimate (4.33) for the function u, we will prove its analogue for w which is equivalent to (4.33) since H ε is an isometry in H. Indeed, let P N be an orthogonal projector onto the unstable modes of equation (4.31) (i.e., to the vectors e n with n 2 < a) and Q N := 1 − P N is the associated projector to the stable ones (we recall that √ a / ∈ N, so the equilibrium w = 0 is hyperbolic). Thus, the solution w satisfies the standard exponential dichotomy estimates (4.34)
for some positive C and α. Let us first consider P N -component of w. Then, using the solution w and estimate (4.34), we get
Taking now the supremum over τ ∈ R from the both sides of that inequality, we arrive at
Fixing here t in an optimal way, we obtain the analogue of (4.33) for the P N -component of w:
where C * is independent of ε. Let us consider now the Q N -component of w. Then, the analogous arguments lead to the inequality
Taking again the supremum over τ ∈ R, we arrive at
Minimizing the right-hand side with respect to t over [ln(
Thus, estimate (4.33) is verified. We see that any trajectory w(t) of equation (4.30) which is contained in the ball of radius R in H should belong to the Cε-neighbourhood of zero equilibrium w ≡ 0 (where the constant C depends on R, but is independent of ε). It remains to note that, since the equilibrium w ≡ 0 is hyperbolic and F KS (τ, 0) = 0, D w F KS (τ, w)| w=0 = 0, the usual implicit function theorem shows that the only solution w(t) of (4.30) which belongs to some small r-ball of H for any t (r is independent of ε!) is w ≡ 0. Thus, u ≡ 0 if ε is small enough and the theorem is proved.
The proof of Theorem 4.6 indicates particularly that the diameter of the global attractor A KS (ε) (say, in the H-norm) indeed expands as ε → 0:
but gives no information about the rate of expansion. The next proposition removes this drawback and shows that the upper bound given by estimate (3.14) is optimal. The proof is based on the well-known fact on the existence of rotating waves for the perturbed KdV equation with periodic boundary conditions, see [43] (see also [28] for the numerical study of the stability of these waves as well as the related attractors).
Proposition 4.7. Let a > 1 and ε be small enough. Then, the global attractor A KS (ε) satisfies the following estimate:
where the positive constants C 1 , C 2 are independent of ε.
Proof. Indeed, the upper bound is an immediate corollary of estimate (3.14), so we only need to establish the lower one. To this end, we do change of variables u(t) = ε −1 v(t) where v is a new dependent variable. Then, equation (1.3) reads
x v, and, finally, introducing the fast variable τ = ε −1 t, we end up with
is a symmetry group of (5.4). For this reason, if v is an equilibrium of equation (5.4), then we automatically have the whole torus of equilibria generated by this symmetry group:
, for any equilibrium and, consequently, all these tori are, in a fact, finite-dimensional). Thus, the assumption on the hyperbolicity of equilibria should be naturally replaced by the assumption that all of the equilibria tori (5.8) are normally hyperbolic. In order to verify this normal hyperbolicity and the consequent structure of the global attractor A GL2 of the limit equation (4.5), we use a simple observation that a real linear subspace (5.9)
is invariant with respect to the limit equation (5.4) . Moreover, every initial data v ∈ H can be reduced to this hyperplane by the appropriate action of the symmetry group S(φ). Thus, it is sufficient to check all of the hyperbolicity assumptions for the case of real equations (5.4) and after that obtain the required result for the initial complex phase space by the action of the symmetry group. In particular, one has a natural relation between the real and complex attractors:
The next lemma gives an explicit description of all possible equilibria for problem (5.4) and establishes their hyperbolicity for generic β. Then, for v n = 0,
and every sequence of v n satisfying these conditions gives an equilibrium.
Moreover, a non-zero equilibrium v is not hyperbolic (i.e., the corresponding torus is not normally hyperbolic) if and only if
Finally, zero equilibrium is hyperbolic if and only if α = k 2 for some k ∈ Z. In particular, all of the equilibria are hyperbolic if α = Z.
Proof. Indeed, let v be a non-zero equilibrium. Then, equations (5.4) for v n = 0 are equivalent to
Solving these equations (by using that v 2 H = n,vn =0 |v n | 2 ), we obtain (5.11). Let us now study the hyperbolicity. As we have already mentioned before, to this end, it is sufficient to consider the case of real equilibrium v ∈ R ∩ H real and real perturbation θ ∈ H real . For that class of perturbations, the equation of variations reads
Let us try to find a non-zero eigenvector θ ∈ H real for the right-hand side of these equations which would correspond to the zero eigenvalue. For nth with v n = 0, equations (5.13) allow to transform the equilibria equation for (5.14) as follows −4v n (v, θ) + 2θ n v 2 n = 0 or, since v n = 0, this gives
Taking a sum of that equations, we see that (v, θ) = 2N 0 (v, θ) and consequently (v, θ) = 0. Equation (5.15) now gives that θ n = 0 for all n such that v n = 0. Let us now consider k ∈ Z such that v k = 0. Then, equation for θ k reads
which implies θ k = 0 if (5.12) is not satisfied. This implies θ ≡ 0 and non-zero equilibrium v is hyperbolic. Moreover, we see that (5.12) cannot be true if α is not integer, so, for the non-integer α any non-zero equilibrium v is automatically hyperbolic. Finally, the assertion about zero equilibrium is evident and Lemma 5.1 is proved.
The next lemma gives the stability of the equilibria found in the previous lemma. Proof. Let us prove that any equilibrium with two or more non-zero components is unstable. Indeed, let v ∈ R be such that v k = 0 and v m = 0 for some k = m. Then, equation (5.13) holds for n = k and n = m. Then, (5.14) for these components reads
Thus, if we take an inner product of the right-hand side of (5.14) with the non-zero vector θ such that θ n = 0 if n = k, m satisfying (v, θ) = 0 (exactly for this reason we need at least two non-zero components of v), the result will be strictly positive:
By the min-max theorem, this means that the corresponding equilibrium is unstable.
Let us now study the equilibria with only one non-zero component v k = 0 for some k = 0. Then, (5.13) gives
Using this equation in order to simplify (5.14) with n = k and using that v n = 0, we have
Finally, the equation for the component with n = k reads
Thus, the linearization (5.14) at such equilibria is diagonal. Moreover, obviously, all entries on the diagonal will be negative if and only if 2k 2 − α < 0, and the lemma is proved.
As a standard corollary of this lemma and the existence of a global Lyapunov function, we obtain the following result. 
is a finite-dimensional submanifold of the phase space (say, H 1 ).
2) The global attractor A GL2 for equations (5.4) is a finite union of the finite-dimensional unstable manifolds:
Any trajectory v(t), t ∈ R, belonging to the global attractor is a heteroclinic orbit between two equilibria v
4) The global attractor A GL2 is exponential, i.e., there exists a positive constant α > 0 and a monotone function Q such that
for any bounded subset B of the phase space H 1 .
Indeed, the standard regular attractors theory (see, e.g., [10, 20] ) can be applied for the realvalued version of equations (5.4) where all of the equilibria are hyperbolic in a usual sense and the general case can be treated after that by expression (5.10).
Let us return now to the initial equation (5.1). To this end, we just need to put w n (t) = e iAn(t) v n (t), where the phases A n (t) are defined by (5.3). In particular, any equilibrium v ∈ R generates a quasi-periodic solution of (5.1). Indeed, in that case
and we see the quasi-periodic motion with no more than two independent frequencies (generated by γ−ωα and ω). Thus, invariant tori of equilibria for equation ( We first note that the non-averaged equations do not possess the symmetry group (5.7) and, consequently the equilibria tori T w 0 disappear (in general) for the perturbed equations (4.3).
However, since the (finite-dimensional) invariant tori T w , w ∈ R, are normally hyperbolic, they preserve under the small perturbations. To be more precise, in the ε-neighbourhood of every the non-perturbed torus T w 0 ∼ T N there exists a smooth (C k -smooth) invariant torus T w 0 (ε) of the perturbed system (4.3) if ε > 0 is small enough. In contrast to the non-perturbed case, the points w = w(φ) ∈ T w 0 (ε), φ ∈ T N are no more equilibria, but evolve slowly in time and this evolution is governed by the appropriate system of ODEs
where the vector field f ε is of order one as ε → 0:
We also mention that, although the non-perturbed system (4.3) depends explicitly on time, the invariant tori T w 0 (ε) are independent of time since this equation is invariant under the F ε (s)-transformations. Furthermore, according to the general theory, the normally hyperbolic invariant manifolds T w 0 (ε) possess the unstable manifolds M + w 0 (ε) which are ε-close to the unstable manifolds M + w 0 of the limit system (moreover, by the above mentioned reasons, they are also independent of t). Finally, applying the standard perturbation theory of regular attractors we end up with the following result.
Theorem 5.4. Let the assumptions of Theorem 5.3 hold and let in addition β = α ∈ R and ω = 0. Then, there exists ε 0 > 0 such that, for any ε ∈ [0, ε 0 ], 1) Every equilibria torus T w 0 , w 0 ∈ R, generates (in an ε-neighbourhood) a normally hyperbolic invariant torus T w 0 (ε) of the perturbed system (4.3) and the dynamics on it is governed by the slow equations (5.22).
2) The global attractor A GL2 (ε) is a finite union of the finite-dimensional unstable manifolds M + w 0 (ε) to that tori: where the positive constants C and κ are independent of ε.
Indeed, although, in contrast to the general theory, we have now invariant normally hyperbolic tori instead of hyperbolic equilibria, the proof of the result repeats word by word the standard arguments and for this reason it is omitted (see, e.g., [10, 20, 27] for the details).
Remark 5.5. The last result shows that, for large dispersion parameter ε −1 and ω = 0, the dynamics generated by the Ginzburg-Landau equation (1.2) generates three different time scales: 1) rapid oscillations of the phases of the Fourier coefficients (with the frequency proportional to ε −1 ) generated by the group action F ε (t); 2) order one heteroclinic motion of their amplitudes close to the limit dynamics of (5.4); 3) slow drift of their phases (of order ε) governed by equations (5.22) . We see that the first two types of dynamics are regular. However, the last small drift on the invariant tori, in principle, may be chaotic.
Remark 5.6. The analogue of Theorem 5.4 remains true in the general case β ∈ C and ω = 0. The only difference is that the invariant tori will be filled not by slow motions, but by the motions ε-close to the quasi-periodic ones.
Remark 5.7. It is natural to ask whether or not the analogous results hold for the equation (1.1). In particular, whether or not the averaged equations (4.4) are in a sense gradient or possess the global Lyapunov function which forbid the complicated dynamics. As shown in [45] , the answer on this question is negative and the dynamics of (4.4) is chaotic at least for some values of the parameters γ, β and ω. Indeed, equations ( Thus, in contrast to (4.5), the averaged equations (4.4) cannot be transformed to a gradient system. Moreover, the standard perturbation arguments show that the chaotic dynamics of the limit averaged equations (4.4) persists at the initial equations (1.1) if ε −1 is large enough.
