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Abstract of thesis presented to the Senate of Universiti Putra Malaysia in
fulfillment of the requirement for the degree of Doctor of Philosophy
GEE-SMOOTHING SPLINE FOR SEMIPARAMETRIC
ESTIMATION OF LONGITUDINAL CATEGORICAL DATA
By
SULIADI
June 2011
Chair: Prof. Noor Akma Ibrahim, PhD
Faculty: Institute for Mathematical Research
In this thesis we propose estimation methods of semiparametric marginal mod-
els for longitudinal (correlated) categorical data, where the systematic compo-
nent of the model consists of parametric and nonparametric forms. We develop
GEE-Smoothing spline as a method to analyze semiparametric model for longi-
tudinal data. The proposed methods are an extension of parametric generalized
estimating equation (GEE) to semiparametric GEE by introducing smoothing
spline into parametric GEE. We derive estimation method of GEE-Smoothing
spline in the case of longitudinal binary, ordinal, and nominal data. Derivation
of the estimating equation of GEE-Smoothing spline for these three types of
categorical data is the same. However their estimating equations have different
forms of the covariance and correlation matrices.
In the estimation of the association (correlation) parameter for binary data, we
use moment method of Liang & Zeger’s and method of Prentice’s. For ordinal
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and nominal data, we use different models of the covariance matrices than of
binary data. These models need smaller number of the association parameter
to be estimated which is different from the existing models of parametric GEE
for ordinal data. We also derive and propose the methods to estimate the
association parameter for these two types of data.
The properties of the estimate for both parametric and nonparametric compo-
nents of GEE-Smoothing spline are evaluated using simulation studies. We ob-
tained that the estimates of parametric component for binary and ordinal data
are unbiased. Whilst for nominal data, the estimates of parametric component
are almost unbiased. Meanwhile the estimates of the nonparametric compo-
nent for all types of data are biased, with the bias decreases when the sample
size increases. The estimators of both parametric and nonparametric compo-
nents are also consistent, and the consistency is not affected by the correct or
incorrect working correlation used in model. This consistency property holds
for correlated and independent data. The efficiency of the estimates of using
independent or correlated working correlation in the estimation depends on the
type of covariate, such as time varying, subject specific, or mean-balanced co-
variates. The estimates of both parametric and nonparametric components also
follow the central limit theorem (CLT), for both independent and correlated
data, and using correct or incorrect working correlation. Both components
estimate have normal distribution.
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Abstrak tesis yang dikemukakan kepada Senat Universiti Putra Malaysia
sebagai memenuhi keperluan untuk ijazah Doktor Falsafah
PELICINAN SPLINE-GEE UNTUK PENGANGGARAN
SEMI-BERPARAMETER BAGI DATA LONGITUDINAL
BERKATEGORI
Oleh
SULIADI
Jun 2011
Pengerusi: Prof. Noor Akma Ibrahim, PhD
Fakulti: Institut Penyelidikan Matematik
Dalam tesis ini kami mencadangkan kaedah penganggaran model sut semi
berparameter bagi data longitudinal (berkorelasi) berkategori, yang mana kom-
ponen sistematik bagi model terdiri dari bentuk berparameter dan tak berpa-
rameter. Kami bangunkan Pelicinan Spline-GEE sebagai kaedah untuk men-
ganalisis model semi berparameter untuk data longitudinal. Kaedah yang
dicadangkan adalah lanjutan dari penganggaran persamaan teritlak (GEE)
berparameter kepada semi berparameter GEE dengan memperkenalkan pelici-
nan spline ke dalam GEE berparameter. Kami huraikan kaedah anggaran Pelic-
inan Spline-GEE bagi data longitudinal duaan, ordinal, dan nominal. Huraian
persamaan anggaran Pelicinan Spline-GEE untuk ketiga jenis data berkategori
ini adalah sama. Walau bagaimanapun penganggaran persamaan ini mempun-
yai bentuk matriks kovarians dan korelasi yang berbeza.
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Dalam penganggaran bagi parameter hubungan (korelasi) untuk data duaan,
kami menggunakan kaedah momen Liang & Zeger dan kaedah Prentice. Bagi
data ordinal dan nominal, kami menggunakan model matriks kovarians yang
berbeza dari data duaan. Model-model ini memerlukan bilangan parameter
yang kecil untuk dianggar yang berbeza dari GEE berparameter bagi data
ordinal yang sedia ada. Kami juga menghuraikan dan mencadangkan kaedah
untuk menganggar parameter hubungan bagi kedua-dua jenis data ini.
Sifat-sifat penganggar bagi kedua-dua komponen berparameter dan tak berpa-
rameter Pelicinan Spline-GEE dinilai menggunakan kajian simulasi. Kompo-
nen berparameter bagi data duaan dan ordinal adalah saksama. Manakala
bagi data nominal, penganggar bagi komponen berparameter adalah hampir
saksama. Sementara itu penganggar komponen tak berparameter bagi semua
jenis data adalah pincang, dengan kepincangan mengecil apabila saiz sampel
meningkat. Penganggar komponen berparameter dan tak berparameter adalah
konsisten dengan kekonsistenan tidak dipengaruhi oleh struktur korelsi yang
betul atau salah yang digunakan dalam model. Sifat konsisten ini berlaku un-
tuk data berkorelasi dan merdeka. Kecekapan penganggar menggunakan sama
ada struktur korelasi merdeka atau berkorelasi dalam anggaran bergantung
pada jenis kovariat, seperti kovariat yang berubah mengikut masa, kovariat
tertentu mengikut subjek, atau kovariat seimbang min. Kedua-dua pengang-
gar berparameter dan tak berparameter juga mengikut teorem had memusat,
tidak kira samada data merdeka atau berkorelasi, dengan menggunakan struk-
tur korelasi yang betul atau salah. Penganggar bagi kedua-dua komponen
adalah bertaburan normal.
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