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Re´sume´. Soient U et V deux syste`mes de nume´ration de Bertrand, α et β deux β-nombres
multiplicativement inde´pendants tels que L(U) = L(α) et L(V ) = L(β), et E un sous-
ensemble de IN. Si E est U -reconnaissable et V -reconnaissable alors E est une re´union finie
de progressions arithme´tiques.
1 Introduction
Etant donne´ un sous-ensemble de IN = {0, 1, · · ·} peut-on trouver un “algorithme simple”
(i.e un automate) acceptant les e´le´ments de E et rejetant ceux qui n’y appartiennent pas. En
1969 Cobham a montre´ que l’existence d’un tel algorithme de´pend de la base dans laquelle les
e´le´ments de E sont e´crits. Le The´ore`me de Cobham [Co1] s’e´nonce ainsi : Soient p et q deux
entiers positifs multiplicativement inde´pendants et E ⊂ IN. L’ensemble E est p-reconnaissable
et q-reconnaissable si et seulement si E est une re´union finie de progressions arithme´tiques.
Rappelons qu’un ensemble E ⊂ IN est p-reconnaissable si le langage forme´ des e´critures en
base p ∈ IN des e´le´ments de E est reconnaissable par automate (pour plus de de´tails voir
[Ei]).
Durant les anne´es 70, et jusqu’a` la fin des anne´es 80, peu d’articles comple´te`rent ou pour-
suivirent les travaux de Cobham [CKMR, Ei, Ha1, Se].
Les ensembles d’entiers p-reconnaissables peuvent se de´finir de fac¸on e´quivalente en termes
arithme´tiques, alge´briques, de la the´orie des langages ou de la logique du premier ordre (voir
[BHMV]). Ces de´finitions sont a` l’origine de ge´ne´ralisations re´centes et varie´es du The´ore`me
de Cobham [Bes, BP, Du2, Fa1, Fag1, Fag2, MV]. Dans cet article nous e´tendons le The´ore`me
de Cobham a` des syste`mes de nume´ration “non-standard” :
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The´ore`me 1 Soient U et V deux syste`mes de nume´ration de Bertrand, α et β deux β-
nombres multiplicativement inde´pendants tels que L(U) = L(α) et L(V ) = L(β), et E un
ensemble d’entiers positifs. Si E est U-reconnaissable et V -reconnaissable alors E est une
re´union finie de progressions arithme´tiques.
Ce the´ore`me e´tend les re´sultats de Be`s [Bes] et de Fagnot [Fag2] qui conside´rent le cas
ou` α et β sont des nombres de Pisot dont les polynoˆmes minimaux sont les polynoˆmes
caracte´ristiques des relations de re´currence de´finissant U et V . Nous ne faisons d’hypothe`se
de ce type et les me´thodes employe´es sont totalement diffe´rentes.
Gardons les notations du The´ore`me 1. Dans [Fa2] Fabre montre que E est U -reconnaissable
si et seulement si sa suite caracte´ristique est ωα-substitutive. Ce re´sultat est rappele´ dans la
section 5, The´ore`me 22. Cela induit une formulation e´quivalente du The´ore`me 1 en termes
de substitutions. Pour cette raison les sections 2, 3 et 4 sont consacre´es aux substitutions.
La Section 2 est consacre´e aux de´finitions lie´es aux substitutions. Nous y rappelons la notion
de mot de retour, ainsi que quelques unes de leurs proprie´te´s obtenues dans [Du1, Du2, DHS].
Nous y ferons souvent re´fe´rence. Dans la section 3 nous e´tendons aux langages substitutifs
primitifs un re´sultat obtenu dans [Du2]
The´ore`me 2 Soient α et β deux re´els. Soient x et y deux suites non-pe´riodiques respective-
ment α-substitutive primitive et β-substitutive primitive telles que L(x) = L(y). Alors α et
β sont multiplicativement de´pendants.
Dans [Fag1] le meˆme re´sultat a e´te´ obtenu pour les langages engendre´s par des substitu-
tions (non-ne´cessairement primitives) de longueur constante. Ensuite nous faisons quelques
remarques sur les syste`mes dynamiques engendre´s par des substitutions. Dans la Section 4
nous e´tendons le The´ore`me 2 aux langages substitutifs (non-ne´cessairement primitifs) en-
gendre´ par des substitutions se projetant sur des substitutions primitives et ve´rifiant une
condition leur e´vitant d’eˆtre “trop lacunaires” (Proposition 18). La Section 5 a pour but de
rappeler les re´sultats classiques concernant les syste`mes de nume´ration et la notion de re-
connaissabilite´ d’ensembles d’entiers. Ces rappels e´tant faits nous utilisons les re´sultats des
sections pre´ce´dentes et un re´sultat de Hansel [Ha2] concernant la synde´ticite´ d’ensembles
d’entiers afin de prouver le The´ore`me 1.
2 De´finitions, terminologie et rappels
2.1 Mots et suites
Un alphabet est un ensemble fini, ses e´le´ments sont des lettres. Soit A un alphabet, un mot
sur A est un e´le´ment du mono¨ıde libre, note´ A∗, engrendre´ par A. Soit x = x0x1 · · ·xn (avec
xi ∈ A, 0 ≤ i ≤ n − 1) un mot sur A, sa longueur est n et se note |x|. Le mot vide se note
ǫ, |ǫ| = 0. L’ensemble des mots non-vides de A∗ se note A+. L’ensemble AIN est compose´ de
suites. Si x = x0x1 · · · est une suite sur A (avec xi ∈ A, i ∈ IN) et I = [k, l] un intervalle
de IN, nous posons xI = xkxk+1 · · · xl ; xI est un facteur de x. Lorsque k = 0 le mot xI est
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appele´ pre´fixe de x. L’ensemble des facteurs de longueur n de x se note Ln(x) et l’ensemble
des facteurs de x, c’est a` dire le langage de x, se note L(x). Les occurrences d’un mot u
de L(x) sont les entiers i tels que x[i,i+|u|−1] = u. Lorsque x est un mot nous utilisons la
meˆme terminologie et des de´finitions analogues. Soient u et v deux mots, nous notons Lu(v)
le nombre d’occurrences de u dans v. Le mot u est un suffixe de v lorsqu’il existe un mot
x ∈ A∗ tel que v = xu.
La suite x est ultimement pe´riodique s’il existe un mot u et un mot non-vide v tels que
x = uvω, ou` vω est la concate´nation infinie du mot v. Quand u sera le mot vide nous dirons
que x est pe´riodique. Une suite est non-pe´riodique si elle n’est pas ultimement pe´riodique.
La suite x est uniforme´ment re´currente si pour chaque facteur u de x il existe une constante
K telle que pour toutes occurrences successives i et j de u dans x nous avons |i − j| ≤ K.
On dit e´galement que tout facteur apparaˆıt a` lacunes borne´es dans x.
2.2 Morphismes et matrices
Soient A, B et C trois alphabets. Un morphisme τ est une application de A dans B∗. Un
morphisme de´finit par concate´nation une application de A∗ dans B∗. Si τ(A) est inclus dans
B+, cela de´finit une application de AIN dans BIN. Par abus nous notons toutes ces applications
τ .
A un morphisme τ , de A dans B∗, est associe´ la matrice Mτ = (mi,j)i∈B,j∈A ou` mi,j est
le nombre d’occurrences de la lettre i dans le mot τ(j). A la composition de morphismes
correspond la multiplication de matrices. Par exemple, soient τ1 : B → C∗, τ2 : A → B∗ et
τ3 : A → C∗ trois morphismes tels que τ1τ2 = τ3. Nous avons l’e´galite´ suivante : Mτ1Mτ2 =
Mτ3 . En particulier si τ est un morphisme de A dans A
∗ nous avons Mτn =M
n
τ .
Toute matrice carre´e M a` coefficients positifs a une valeur propre re´elle positive r, ayant
un vecteur propre a` coefficients positifs, telle que le module de toute autre valeur propre de
M a un module est infe´rieur ou e´gal a` r. Nous l’appelons la valeur propre dominante de M
(voir [LM]). Une matrice carre´e est primitive si elle a une puissance dont les coefficients sont
strictement positifs. Un morphisme de A dans A∗ est primitif si sa matrice l’est. Dans ce
cas la valeur propre dominante est une racine simple du polynoˆme caracte´ristique, elle est
strictement supe´rieure au module de toute autre valeur propre et elle a un vecteur propre a`
coordonne´es strictement positives ; c’est le The´ore`me de Perron-Frobenius (voir [LM]).
2.3 Substitutions et suites substitutives
Une substitution est un triplet (τ, A, a), ou` A est un alphabet, a est une lettre de A telle
que la premie`re lettre du mot τ(a) est a et τ est un morphisme de A dans A∗ tel que
limn→+∞ |τn(b)| = +∞ pour toute lettre b de A. Pour simplifier l’e´criture nous e´crirons
souvent τ au lieu de (τ, A, a).
Soit (τ, A, a) une substitution. Il existe une unique suite x = (xn;n ∈ IN) de AIN telle que
x0 = a et τ(x) = x. La suite x est le point fixe de τ , nous le notons xτ . Nous posons
L(τ) = L(xτ ). Quitte a` prendre un sous-alphabet de A on peut toujours supposer que A est
e´gal a` l’ensemble des lettres ayant une occurrence dans xτ .
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Si (τ, A, a) est une substitution primitive alors la suite xτ est uniforme´ment re´currente (pour
plus de de´tails voir [Qu]).
Soient A et B deux alphabets, le morphisme φ de A dans B∗ est unmorphisme lettre a` lettre si
φ(A) = B. Une suite y est substitutive (resp. substitutive primitive) s’il existe une substitution
(resp. substitution primitive) τ et un morphisme lettre a` lettre φ tels que y = φ(xτ). Nous
dirons e´galement que y est engendre´e par τ . Cette suite est α-substitutive si α est la valeur
propre dominante de τ (i.e. de Mτ ). Remarquons que les suites substitutives primitives sont
uniforme´ment re´currentes.
Une le´ge`re re´organisation de la preuve de la Proposition 3.1 dans [Du1] permet d’e´tablir la
proposition suivante.
Proposition 3 Soient x une suite α-substitutive sur A, B un alphabet et ϕ un morphisme
de A dans B+. Alors il existe n ∈ IN tel que la suite ϕ(x) est αn-substitutive. De plus si x
est α-substitutive primitive alors il existe n ∈ IN tel que ϕ(x) est αn-substitutive primitive.
Preuve. Il existe une substitution (ζ, C, e) de point fixe y et un morphisme lettre a` lettre ρ
de C dans A∗ tels que x = ρ(y). Posons φ = ϕρ, nous avons ϕ(x) = φ(y).
Soient D = {(c, k); c ∈ C et 0 ≤ k ≤ |φ(c)| − 1} et ψ : C → D∗ le morphisme de´fini par :
ψ(c) = (c, 0) . . . (c, |φ(c)| − 1).
Il existe un entier n tel que |ζn(c)| ≥ |φ(c)| pour tout c dans C.
Soit τ le morphisme de D dans D∗ de´fini par :
τ((c, k)) = ψ(ζn(c)[k,k]) si 0 ≤ k < |φ(c)| − 1,
et τ((c, |φ(c)| − 1)) = ψ(ζn(c)[|φ(c)|−1,|ζn(c)|−1]) sinon.
Pour tout c dans C nous avons
τ(ψ(c)) = τ((c, 0) · · · (c, |φ(c)| − 1)) = ψ(ζn(c)[0,0]) · · ·ψ(ζn(c)[|ζn(c)|−1,|ζn(c)|−1])
= ψ(ζn(c)),
par conse´quent τ(ψ(y)) = ψ(ζn(y)) = ψ(y). Ainsi ψ(y) est le point fixe de la substitution
(τ,D, (e, 0)) et τψ = ψζn. De plus remarquons que la valeur propre dominante de τ est αn.
Soit χ le morphisme lettre a` lettre de D dans B de´fini par χ((c, k)) = φ(c)[k,k] pour tout
(c, k) dans D. Pour tout c dans C on obtient
χ(ψ(c)) = χ((c, 0) · · · (c, |φ(c)| − 1)) = φ(c),
puis χ(ψ(y)) = φ(y). Par conse´quent ϕ(x) est αn-substitutive.
La relation τψ = ψζn implique que pour tout k ∈ IN nous avons τkψ = ψζkn. Par conse´quent
si ζ est primitive alors τ l’est e´galement et si x est α-substitutive primitive alors ϕ(x) est
αn-substitutive primitive.
Le re´sultat suivant est le re´sultat principal de l’article [Du2]. Il peut eˆtre vu comme une
ge´ne´ralisation du The´ore`me de Cobham pour les substitutions primitives.
4
The´ore`me 4 Soient α et β deux re´els et x une suite non-pe´riodique qui est α-substitutive
primitive et β-substitutive primitive. Alors α et β sont multiplicativement de´pendants.
Rappelons un re´sultat essentiel sur la structure des suites substitutives primitives e´tabli
dans [Du1] (The´ore`me 4.4) (mais obtenu auparavant dans [Mo] pour les points fixes de
substitutions primitives) qui sera utile dans la preuve du The´ore`me 1.
The´ore`me 5 Soit x une suite substitutive primitive non-pe´riodique. Alors il existe un entier
N tel que uN appartient a` L(x) si et seulement si u est le mot vide.
2.4 Mots de retour
Dans toute cette sous-section x sera une suite uniforme´ment re´currente sur l’alphabet A et
u un mot de L(x). Un mot w est un mot de retour sur u de x s’il existe deux occurrences
successives, i et j, de u dans x telles que w = x[i,j−1].
La suite x e´tant uniforme´ment re´currente l’ensemble des mots de retour sur u, que nous
notons Ru, est fini. On peut ve´rifier sans peine qu’un mot w est un mot de retour sur u si
et seulement s’il satisfait les trois conditions suivantes :
1. wu ∈ L(x) ;
2. u est un pre´fixe de wu ;
3. le mot wu contient exactement deux occurrences de u.
Remarquons qu’un mot de L(x) ve´rifiant 1. et 2. est une concate´nation de mots de retour
sur u.
Proposition 6 (Lemme 3.2 dans [Du1]) Soit x une suite uniforme´ment re´currente non-
pe´riodique, alors
mn = Inf{|v|; v ∈ Rx[0,n]} → +∞ lorsque n→ +∞.
Munissons Ru de l’ordre total suivant : w ≤ v, w, v ∈ Ru, si et seulement si la premie`re
occurrence de wu dans x est infe´rieure ou e´gale a` la premie`re occurrence de vu dans x. Cet
ordre de´finit une bijection Θu : Ru → Ru ⊂ A∗, ou` Ru = {1, · · · ,Card(Ru)}, de la fac¸on
suivante : Θu(k) est le k
eme mot de retour pour cet ordre.
Proposition 7 ([Du1, DHS]) Les applications Θu : R
∗
u → A∗ et Θu : RINu → AIN sont
injectives.
Cette proposition nous permet de de´finir la notion de suite de´rive´e introduite dans [Du1].
Pour tout pre´fixe v de x la suite de´rive´e de x par rapport a` v est l’unique suite Dv(x) sur Rv
telle que Θv(Dv(x)) = x. Dans [Du1] (The´ore`me 2.5) a e´te´ prouve´e la caracte´risation suivante
des suites substitutives primitives.
The´ore`me 8 Soient A un alphabet et x une suite sur A. La suite x est substitutive primitive
si et seulement si l’ensemble {Du(x); u pre´fixe de x} est fini.
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Le the´ore`me suivant a e´te´ prouve´ dans [DHS] (The´ore`me 24 et Proposition 25).
The´ore`me 9 Soit y une suite substitutive primitive non-pe´riodique. Il existe une constante
K telle que : Pour tout mot u de L(y)
1. Pour tout mot w appartenant a` Ru, |u|/K ≤ |w| ≤ K|u| ;
2. Card(Ru) ≤ K(K + 1)2.
L’ine´galite´ |u|/K ≤ |w| du the´ore`me pre´ce`dent implique que le nombre d’occurrences du
mot u dans un mot de longueur n de L(y) est infe´rieur ou e´gal a` Kn/|u|.
3 Un The´ore`me de Cobham pour les langages substi-
tutifs primitifs
Dans cette section nous allons prouver le The´ore`me 2. Avant d’en donner une preuve rap-
pelons quelques re´sultats classiques sur les substitutions. Soient (τ, A, a) une substitution
primitive, x son point fixe, M sa matrice, α sa valeur propre dominante et v = (vi; i ∈ A)
un vecteur propre associe´ a` α tel que
∑
i∈A vi = 1. D’apre`s le The´ore`me de Perron-Frobenius
ce vecteur est unique et a` coefficients strictement positifs. Nous l’appellerons le vecteur
fre´quence de τ (ou de x). Ce nom se justifie par le prochain the´ore`me. Soit u un mot de A∗,
nous notons N(u) = (ni; i ∈ A) le vecteur ou` ni est le nombre d’occurrences de la lettre i
dans le mot u. Dans [Qu] (The´ore`me V.13 et Corollaire V.14) est prouve´ le re´sultat suivant.
The´ore`me 10 Soient (τ, A, a) une substitution primitive, x = (xn;n ∈ IN) son point fixe et
v = (vi; i ∈ A) le vecteur fre´quence de τ . Alors
lim
l→+∞




Autrement dit, pour tout i dans A la fre´quence de la lettre i dans x existe et vaut vi. Gardons
les notations qui pre´ce`dent le The´ore`me 10. Soient B un alphabet, ϕ : A→ B∗ un morphisme
lettre a` lettre, P sa matrice et y = ϕ(x). Nous appelons vecteur fre´quence de Y le vecteur
Pv. Remarquons que la somme des coordonne´es de ce vecteur vaut 1. La preuve du corollaire
suivant est imme´diate.
Corollaire 11 Soient (τ, A, a) une substitution primitive, x son point fixe, v son vecteur
fre´quence, B un alphabet, ϕ : A → B∗ un morphisme lettre a` lettre, P sa matrice et y =
ϕ(x) = (yn;n ∈ IN). Alors
lim
l→+∞





Rappelons un re´sultat e´tabli dans [Du1] (Proposition 5.1).
Proposition 12 Soient x le point fixe de la substitution primitive (τ, A, a) et v l’un de ses
pre´fixes non-vides. Alors la suite de´rive´e Dv(x) est le point fixe de la substitution primitive
(τv, Rv, 1) de´finie par Θvτv = τΘv.
Remarquons dans la proposition pre´ce`dente que les substitutions (τ, A, a) et (τv, Rv, 1) ont
la meˆme valeur propre dominante.
Lemme 13 Soient y une suite α-substitutive primitive et u un pre´fixe de y. La suite Du(y)
est αk-substitutive primitive pour un certain entier k.
Preuve. Soient ϕ un morphisme lettre a` lettre , τ une substitution primitive (dont la valeur
propre dominante est α) et x son point fixe tels que ϕ(x) = y. Soit v l’unique pre´fixe de
x tel que ϕ(v) = u. Si w est un mot de retour sur v alors ϕ(w) est une concate´nation de
mots de retour sur u. L’application Θu e´tant injective (Proposition 7) cela permet de de´finir
le morphisme λ : Rv → R∗u par Θuλ = ϕΘv. Ce morphisme ve´rifie λ(Dv(x)) = Du(y). Les
propositions 3 et 12 terminent la preuve.
Preuve du The´ore`me 2. D’apre`s le The´ore`me 8 il existe une suite de pre´fixes (ui; i ∈ IN)
de x ve´rifiant pour tout i ∈ IN :
– ui est un pre´fixe strict de ui+1 (i.e. ui 6= ui+1) et
– Dui(x) = Dui+1(x) = x˜.
Notons que x˜ est αn-substitutive primitive pour un certain n (Lemme 13).
Soient (ui; i ∈ IN) une telle suite et (vi; i ∈ IN) l’unique suite de pre´fixes de y ve´rifiant pour
tout i ∈ IN :
– ui est un suffixe de vi et
– vi a exactement une occurrence de ui ; nous posons vi = diui.
Les suites x et y e´tant uniforme´ment re´currentes nous pouvons supposer (Proposition 6) que,
pour tout i ∈ IN, chaque mot de retour sur ui (resp. vi) a une occurrence dans chaque mot
de retour sur ui+1 (resp. vi+1).
Rappelons (The´ore`me 9) qu’il existe un re´el K tel que pour tout mot u ∈ L(x) = L(y) et
tout mot v ∈ Ru nous avons |u|/K ≤ |v| ≤ K|u|, puis remarquons que pour tout i dans IN
le mot di est un suffixe d’un mot de retour sur ui. Ceci implique que |vi| ≤ (K + 1)|ui| pour
tout i ∈ IN.
D’apre`s le The´ore`me 8, quitte a` prendre une suite extraite de (vi; i ∈ IN), nous pouvons
supposer que pour tout i ∈ IN nous avons Dvi(y) = Dvi+1(y) = y˜. Donc y˜ est βm-substitutive
primitive pour un certain m ∈ IN (Lemme 13).
Rappelons que si u est un pre´fixe de x alors Ru de´signe l’alphabet de la suite Du(x). Pour
tout i ∈ IN nous avons Rui+1 = Rui et Rvi+1 = Rvi . Posons Ru0 = C et Rv0 = D et rappelons
que x˜ appartient a` C IN et y˜ a` DIN.
Soient i ∈ IN et b ∈ D. Le mot Θvi(b)vi = Θvi(b)diui appartient a` L(x) donc Θvi(b)di
y appartient e´galement. Puisque vi est un pre´fixe de Θvi(b)vi, il existe un mot t tel que
Θvi(b)vi = ditui et tel que ui est un pre´fixe de tui. Donc t est une concate´nation de mots de
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retour sur ui, autrement dit il existe un unique mot ρi(b) dans R
∗
ui
tel que t = Θuiρi(b). Ceci
de´finit un morphisme ρi : D → C∗ ve´rifiant Θvi(b)di = diΘui(ρi(b)). Remarquons que si s
est un e´le´ment de L(y˜) alors nous avons e´galement diΘui(ρi(s)) = Θvi(s)di.
L’utilisation du The´ore`me 9 permet de donner une majoration de la longueur de ρi(b).






|ui| ≤ K(K + 1)
2.
Par conse´quent l’ensemble {ρi; i ∈ IN} est fini. Quitte a` prendre une suite extraite nous
pouvons supposer que ρj = ρj+1 = ρ pour tous les entiers positifs j.
Soit i ∈ IN. Puisque les mots de retour sur ui sont des concate´nations de mots de retour sur u0
et que Θu0 est injective (Proposition 7), nous pouvons de´finir une substitution σi : C → C∗
par Θu0σi = Θui . Cette substitution est primitive car chaque mot de retour sur u0 a une
occurrence dans chaque mot de retour sur ui. Elle a pour point fixe la suite x˜. En effet nous
avons
Θu0σi(x˜) = Θui(x˜) = Θui(Dui(x)) = x = Θu0(x˜),
or Θu0 est injective (Proposition 7) d’ou` σ(x˜) = x˜.
De meˆme nous de´finissons la substitution primitive τi : D → D∗ par Θv0τi = Θvi . Elle a pour





les valeurs propres dominantes respectives de σi et τi. Il vient que x˜ (resp.
y˜) est αn-substitutive primitive et α
′
-substitutive primitive (resp. βm-substitutive primitive
et β
′
-substitutive primitive). Le The´ore`me 4 implique que αn et α
′
(resp. βm et β
′
) sont
multiplicativement inde´pendants, i.e. il existe deux rationnels positifs pi et qi tels que α
pi
soit la valeur propre dominante de σi et β
qi celle de τi.






















|| = ||Mρ(v)|| = c1.
ou` ||.|| est la norme de´finie par ||(v1, · · · , vn)|| = |v1| + · · · + |vn|. Remarquons que σiρ(w)
appartient a` L(x˜) et appelons u le vecteur fre´quence de x˜. En appliquant de nouveau le









|w| = c1c2||Mσi(u)|| = c1c2α
pi.
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Notons que les constantes c1 et c2 ne de´pendent pas de i. Avec des conside´rations analogues








qi. Soit j un entier positif distinct de i. Les suites (pi; i ∈ IN) et
(qi; i ∈ IN) tendant vers l’infini nous pouvons supposer pi < pj et qi < qj. Ainsi αpj−pi est
e´gal a` βqj−qi, i.e. α et β sont multiplicativement de´pendants.
Une remarque sur les syste`mes dynamiques substitutifs
Un syste`me dynamique est un couple (X, T ) ou` X est un espace me´trique compact et T un
home´omorphisme de X sur X . Deux syste`mes dynamiques (X, T ) et (Y, S) sont isomorphes
s’il existe une bijection continue f : X → Y telle que f ◦ T = S ◦ f .
On dit que (X, T ) est un syste`me dynamique symbolique sur l’alphabet A (ou subshift sur
A) lorsque X est un ferme´ de AZ (pour la topologie produit infini des topologies discre`tes)
tel que T (X) = X ou` T : AZ → AZ est de´fini par T ((xn;n ∈ ZZ)) = (xn+1;n ∈ ZZ) pour tout
(xn;n ∈ ZZ) ∈ AZ . Soit x = (xn;n ∈ ZZ) ∈ AZ . Posons Ω(x) = {y ∈ AZ ;L(x) = L(y)}. On
ve´rifie aise´ment que (Ω(x), T ) est un syste`me dynamique, nous dirons que c’est le syste`me
dynamique engendre´ par x.
Soient x une suite α-substitutive primitive et (X, T ) le syste`me dynamique engendre´ par x
(i.e. X = Ω(x)). Posons I(X, T ) = α ou` α est la classe d’e´quivalence de α pour la relation
d’e´quivalence de´finie sur IR+ par β ≡ γ si et seulement si β et γ sont multiplicativement
de´pendants. Le The´ore`me 2 implique que I(X, T ) est un invariant d’isomorphisme pour les
syste`mes dynamiques engendre´s par des suites substitutives primitives.
The´ore`me 14 Soient (X, T ) et (Y, T ) deux syste`mes dynamiques engendre´s par des substi-
tutions primitives. Si (X, T ) et (Y, T ) sont isomorphes alors I(X, T ) = I(Y, T ).
La re´ciproque n’est pas vraie car les substitutions σ et τ , de´finies respectivement par
σ(0) = 010 et τ(0) = 001
σ(1) = 01 τ(1) = 10,
ont la meˆme valeur propre dominante α2 ou` α = (1+
√
5)/2 mais leur groupe de dimension,
respectivement (ZZ2, {(x, y) ∈ ZZ2; x+ αy > 0}, (3, 5)) et (ZZ3, {(x, y, z) ∈ ZZ3;αx+ 2y + z >
0}, (2, 0,−1)), ne sont pas isomorphes (pour plus de de´tails voir [DHS]).
4 Le cas des langages substitutifs qui ne sont pas pri-
mitifs
4.1 De´composition d’une substitution en sous-substitutions
La proposition suivante est une conse´quence du paragraphe 4.4 et de la Proposition 4.5.6 de
[LM].
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Proposition 15 SoitM = (mi,j)i,j∈A une matrice a` coefficients positifs ou nuls dont aucune
des colonnes n’est nulle. Il existe trois entiers positifs p 6= 0, q, l, ou` q ≤ l−1, et une partition




A1 A2 · · · Aq Aq+1 Aq+2 · · · Al
A1 M1 0 · · · 0 0 0 · · · 0










Aq M1,q M2,q · · · Mq 0 0 · · · 0
Aq+1 M1,q+1 M2,q+1 · · · Mq,q+1 Mq+1 0 · · · 0














ou` les matrices Mi, 1 ≤ i ≤ q (resp. q + 1 ≤ i ≤ l) , sont primitives ou nulles (resp.
primitives), et tels que pour tout 1 ≤ i ≤ q il existe i+ 1 ≤ j ≤ l tel que la matrice Mi,j soit
non-nulle.
Dans ce qui suit nous gardons les notations de la Proposition 15. Nous dirons que {Ai; 1 ≤
i ≤ l} est la partition en composantes primitives de A (par rapport a` M). Si i appartient a`
{q + 1, · · · , l} nous dirons que Ai est une composante primitive principale de A (par rapport
a` M).
Soient (τ, A, a) une substitution et M = (mi,j)i,j∈A sa matrice. Soit i ∈ {q + 1, · · · , l}.
Nous noterons τi la restriction τ
p
/Ai
: Ai → A∗ de τ p a` Ai. Puisque τi(Ai) ⊂ A∗i nous pouvons
conside´rer que τi est un morphisme de Ai dans A
∗
i dont la matrice estMi. Soient i ∈ {1, · · · , q}
tel que Mi soit non-nulle. De´finissons ϕi le morphisme de A dans A
∗
i qui a` b associe b si b
appartient a` Ai et le mot vide sinon. Conside´rons l’application τi : Ai → A∗ de´finie par
τi(b) = ϕi(τ
p(b)) pour tout a ∈ Ai. Remarquons comme pre´ce´demment que τi(Ai) ⊂ A∗i , par
conse´quent τi de´finit un morphisme de Ai dans A
∗
i dont la matrice est Mi.
Nous dirons que la substitution (τ, A, a) ve´rifie la condition (C) si :
C1. La matrice M , elle-meˆme, se met sous la forme (1) (i.e. p = 1) ;
C2. Les matrices Mi sont nulles ou a` coefficients strictement positifs si 1 ≤ i ≤ q et a`
coefficients strictement positifs sinon ;
C3. Pour toute matrice Mi non-nulle, i ∈ {1, · · · , l}, il existe ai ∈ Ai tel que τi(ai) = aiui
ou` ui est un mot non-vide de A
∗ si Mi 6= [1] et vide sinon.
D’apre`s la Proposition 15 toute substitution (τ, A, a) a une puissance (τk, A, a) ve´rifiant la
condition (C). La de´finition des substitutions implique que pour tout q + 1 ≤ i ≤ l on a
Mi 6= [1].
Soient (τ, A, a) une substitution ve´rifiant la condition (C) (nous gardons les meˆmes notations
que pre´ce´demment). Pour tout 1 ≤ i ≤ l tel que Mi soit non-nulle et diffe´rente de la matrice
[1], l’application τi : Ai → A∗i de´finit une substitution (τi, Ai, ai) que nous appellerons sous-
substitution principale de τ si i ∈ {q+1, · · · , l} et sous-substitution non-principale de τ sinon.
10
De plus la matriceMi e´tant a` coefficients strictement positifs cela implique que la substitution
(τi, Ai, ai) est primitive. Remarquons qu’il existe au moins une sous-substitution principale.
Lemme 16 Soient (σ,A, a) et (τ, B, b) deux substitutions ve´rifiant la condition (C), D un
alphabet, ϕ : A → D∗ et φ : B → D∗ deux morphismes lettre a` lettre tels que ϕ(L(τ)) =
φ(L(σ)). Si σ est une sous-substitution principale de σ alors il existe une sous-substitution
principale τ de τ telle que ϕ(L(τ )) = φ(L(σ)).
Preuve. Soit (σ,A, a) une sous-substitution principale de σ. Pour tout n ∈ IN de´finissons
kn le plus grand entier k pour lequel il existe une lettre c ∈ B telle que ϕ(τk(c)) ait une
occurrence dans φ(σn(a)). L’alphabet B e´tant fini il existe une lettre c ∈ B et deux suites
d’entiers strictement croissantes, (in;n ∈ IN) (extraite de (kn;n ∈ IN)) et (jn;n ∈ IN), telles
que ϕ(τ in(c)) ait une occurrence dans φ(σjn(a)) pour tout n ∈ IN.
Dans ce qui suit nous utilisons les notations de la Proposition 15 (pour la matrice B).
Montrons que le mot τ 2l(c) a une occurrence d’une lettre b appartenant a` une composante
primitive principale B de B.
Soit d ∈ Bi avec 1 ≤ i ≤ q. Si Mi = 0 alors il existe j ≥ i + 1 et d′ ∈ Bj tels que d′ ait une
occurrence dans τ(d) (car aucune des colonnes correspondant a` Bi n’est nulle).
D’autre part si Mi 6= 0 (i.e. Mi est a` coefficients strictement positifs) alors il existe j ≥ i+1
et d
′ ∈ Bj tels que d′ ait une occurrence dans τ 2(d) (car il existe i+ 1 ≤ k ≤ l tel que Mi,k
est non-nulle).
Donc, par induction finie, pour tout e dans B le mot τ 2l(e) a une occurrence d’une lettre
appartenant a` une composante primitive de B. A fortiori τ 2l(c) a une occurrence d’une lettre
b appartenant a` une composante primitive principale B de B.
Par conse´quent la sous-substitution principale τ associe´e a` B est telle que {ϕ(τ in−2l(b)); in−
2l ≥ 0, n ∈ IN} est contenu dans φ(L(σ)). Les substitutions τ et σ e´tant primitives leurs
points fixes sont uniforme´ment re´currents, nous en de´duisons ϕ(L(τ )) = φ(L(σ)).
4.2 Le cas des substitutions se projetant sur des substitutions
primitives
La de´finition suivante a e´te´ introduite dans [Fa2] (voir e´galement [BH1, BH2]) afin d’e´tendre
le The´ore`me de Cobham a` des syste`mes de nume´ration non-standard.
De´finition. Soient (σ,A, a) et (τ, B, b) deux substitutions. Nous dirons que (σ,A, a) se
projette sur (τ, B, b) s’il existe un morphisme lettre a` lettre ϕ : A→ B∗ tel que ϕ(a) = b et
que pour toute lettre c ∈ A
ϕσ(c) = τϕ(c).
Remarques. Soient x et y les points fixes respectifs de σ et τ . Notons que ϕ(x) = y et que
ϕσn = τnϕ pour tout n ∈ IN, i.e. (σn, A, a) se projette sur (τn, B, b) pour tout n ∈ IN.
Soit u (resp. v) un vecteur propre, a` coefficients positifs ou nuls, de la valeur propre dominante
α (resp. β) de Mσ (resp. de M
T
τ , la transpose´e de la matrice de τ). Puisque ϕ est un
morphisme lettre a` lettre Mϕu est non-nulle. Donc α est une valeur propre de Mτ (car
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α(Mϕu) = Mτ (Mϕu)) et α ≤ β. Montrons que β est infe´rieur a` α. Si (vT )Mϕ est nulle alors
ϕ(A) 6= B. Cela impliquerait l’existence d’au moins une lettre de B n’apparaissant pas dans
y, ce qui n’est pas possible. Par conse´quent les valeurs propres dominantes des matrices de
σ et de τ sont identiques.
Exemple. Il est possible qu’une substitution non-primitive se projette sur une substitution
primitive. Soient (σ, {a, b, c}, a) et (τ, {0, 1}, 0) deux substitutions et ϕ : {a, b, c} → {0, 1}∗
le morphisme de´finis par
σ(a) = ab, τ(0) = 01 et ϕ(a) = 0
σ(b) = c τ(1) = 0 ϕ(b) = 1
σ(c) = cb ϕ(c) = 0
La substitution τ est primitive sans que σ le soit.
Lemme 17 Soit (σ,A, a) une substitution ve´rifiant la condition (C) et se projetant sur une
substitution primitive (τ, B, b). Soit σ′ une sous-substitution de σ. Si σ′ est principale alors
σ′ et τ ont la meˆme valeur propre dominante, sinon la valeur propre dominante de σ′ est
strictement infe´rieure a` celle de τ .
Preuve. Soit ψ : A → B∗ un morphisme lettre a` lettre tel que ψσ = τψ. Soient A1, · · · , Al
les composantes primitives de A (par rapport a` Mσ) et q ≤ l − 1 l’entier tel que Ai est
principale si et seulement si q + 1 ≤ i ≤ l. Soient σ1, · · · , σl les sous-substitutions de σ
associe´es respectivement a` A1, · · · , Al.
Soit q+1 ≤ i ≤ l, nous notons ψi la restriction de ψ a` Ai. Nous avons ψiσi(e) = τψi(e) pour
tout e ∈ Ai. Une remarque faite pre´ce´demment indique que les valeurs propres dominantes
de τ et σi sont identiques. La premie`re partie du lemme est prouve´e.
Soit 0 ≤ i ≤ q. Par de´finition des sous-substitutions la matrice de σi, Mi, est a` coefficients
strictement positifs et diffe´rente de la matrice [1]. Soient α et β les valeurs propres dominantes
respectives des substitutions primitives τ et σi. Un re´sultat classique sur les substitutions
primitives ([Qu], Proposition V.7) donne l’existence de deux constantes positives non-nulles
K1 et K2 telles que
K1α
n ≤ |τn(d)| ≤ K2αn et K1βn ≤ |σni (c)| ≤ K2βn
pour tout n ∈ IN, tout d ∈ B et tout c ∈ Ai. Soit c ∈ Ai, nous avons pour tout n ∈ IN
K2α
n ≥ |τnψ(c)| = |ψσn(c)| = |σn(c)| ≥ |σni (c)| ≥ K1βn.
Par conse´quent β ≤ α. Nous allons montrer que l’ine´galite´ est stricte ; i.e. α 6= β.
Soit c ∈ Ai. Comme dans la preuve du Lemme 16 il existe une lettre f , appartenant a`
une composante primitive principale Aj, ayant une occurrence dans σ
2l(c). Posons s = 2l.
Puisque f appartient a` Aj nous avons σ
n(f) = σnj (f), n ∈ IN. La valeur propre dominante
de la substitution primitive σj : Aj → A∗j est α (car q+1 ≤ j ≤ l) par conse´quent pour tout
n ∈ IN nous avons
K1α
n ≤ |σn(f)| ≤ K2αn.
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D’apre`s la Proposition V.7 et la Proposition V.9 de [Qu] il existe une constante L > 0 telle
que pour tout n ∈ IN
Lβn ≤ Lc(σni (c)).
Ainsi pour tout n ∈ IN et tout k ∈ IN∗ nous avons
|σn+l(σki (c))| = |σn(σsσki (c))| ≥ |σnσk+si (c)|+ |σn(f)|Lc(σki (c)).
Par conse´quent
|σ(n+1)s(c)| ≥ |σnsσsi (c)|+ |σns(f)| ≥ |σ(n−1)sσ2si (c)|+ |σ(n−1)s(f)|Lc(σsi (c)) + |σns(f)|








Or |σ(n+1)s(c)| ≤ K2α(n+1)s pour tout n ∈ IN, par conse´quent α 6= β.
Soient A un alphabet et x une suite sur A. Nous dirons que x est a` puissances de mots borne´es
s’il existe un entier positif k tel que : uk ∈ L(x) si et seulement si u est le mot vide. Nous
dirons qu’un langage L ⊂ A∗ ve´rifie la condition (∗) s’il est factoriel (i.e. si tous les mots
ayant une occurrence dans un mot de L appartiennent a` L) et s’il existe une suite y ∈ AIN
a` puissances de mots borne´es telle que L(y) ⊂ L. Autrement dit, un langage L ve´rifie la
condition (∗) si et seulement s’il existe un entier positif k et une infinite´ de mots appartenant
a` L n’ayant pas d’occurrence de puissance k-ie`me de mot non-vide. L’une des implications
est directe, montrons la re´ciproque. Supposons que le langage L est tel qu’il existe un entier
k et une infinite´ de mots appartenant a` L n’ayant pas d’occurrence de puissance k-ie`me de
mot non-vide. Appelons L l’ensemble des mots de L n’ayant pas d’occurrence de puissance
k-ie`me de mot non-vide. L’ensemble L e´tant infini et l’alphabet A e´tant fini il existe une
suite (ui; i ∈ IN) d’e´le´ments de L telle que ui est un pre´fixe de ui+1 et |ui| < |ui+1| pour tout
i ∈ IN. Soit y l’unique suite de AIN telle que pour tout i ∈ IN le mot ui est un pre´fixe de y.
Puisque L(y) est contenu dans L, y est a` puissances de mots borne´es.
Nous dirons que x ∈ AIN ve´rifie la condition (∗) si L(x) la ve´rifie.
La proposition suivante est centrale dans la preuve du re´sultat principal de la section suivante.
Proposition 18 Soient (σ,A, a) et (τ, B, b) deux substitutions, se projetant respectivement
sur les substitutions primitives (σ′, A′, a′) et (τ ′, B′, b′), telles qu’il existe deux morphismes
lettre a` lettre ϕ : A → C∗ et ψ : B → C∗ ve´rifiant ϕ(L(σ)) = ψ(L(τ)) = L. Si L ve´rifie
la condition (∗) alors les valeurs propres dominantes de σ et de τ sont multiplicativement
de´pendantes.
Preuve. Quitte a` prendre (σk, A, a) et (τk, B, b), pour un certain k, nous pouvons supposer
que (σ,A, a) et (τ, B, b) ve´rifient la condition (C).
Pour commencer montrons qu’il existe ne´cessairement une sous-substitution principale σ de
σ de point fixe z tel que ϕ(z) n’est pas pe´riodique.
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Supposons que le langage L ve´rifie la condition (∗) : il existe une suite y ∈ C IN telle que
y soit a` puissances de mots borne´es. En utilisant des arguments analogues a` ceux de la
preuve du Lemme 16 nous montrons qu’il existe une sous-substitution principale (σ,A, a)
de σ, une lettre c ∈ A et une suite d’entiers strictement croissante (in;n ∈ IN) telles que
ϕ({σin(c);n ∈ IN}) ⊂ L(y). Soit z le point fixe de σ. Puisque y n’est pas pe´riodique, ϕ(z) ne
l’est pas non plus.
D’apre`s le Lemme 16 il existe une sous-substitution principale, que nous notons (τ , B, b), de
(τ, B, b) telle que ϕ(L(σ)) = ψ(L(τ )). D’apre`s le The´ore`me 2 σ et τ ont des valeurs propres
dominantes multiplicativement de´pendantes. Le Lemme 17 permet de conclure : les valeurs
propres dominantes de σ et τ sont multiplicativement de´pendantes.
5 Syste`mes de nume´ration et ensembles U-reconnais-
sables
5.1 De´finitions et rappels
Un syste`me de nume´ration est une suite U = (Un;n ∈ IN) strictement croissante d’entiers
telle que
1. U0 = 1,
2. l’ensemble {Un+1
Un
;n ∈ IN} est borne´ supe´rieurement.
Soient U = (Un;n ∈ IN) un syste`me de nume´ration et c la borne supe´rieure de {Un+1Un ;n ∈ IN}.
Notons AU l’alphabet {0, · · · , c′ − 1} ou` c′ est la partie entie`re supe´rieure de c. En utilisant
l’algorithme d’Euclide nous pouvons e´crire de fac¸on unique chaque entier positif x sous la
forme
x = aiUi + ai−1Ui−1 + · · ·+ a0U0;
i.e. i est l’unique entier tel que Ui ≤ x < Ui+1 et xi = x, xj = ajUj + xj−1, j ∈ {1, · · · , i}, ou`
aj est le quotient de la division euclidienne de xj par Uj et xj−1 le reste, et a0 = x0. Nous
dirons que ρU(x) = ai · · ·a0 est la U-repre´sentation de x et nous posons
L(U) = {0nρU(x);n ∈ IN, x ∈ IN}.
Nous dirons qu’un ensemble E ⊂ IN est U-reconnaissable si le langage {0nρU(x);n ∈ IN, x ∈
E} est reconnaissable par un automate. Pour la notion de langage reconnaissable par auto-
mate nous dirigeons le lecteur vers [Ei]. Nous dirons que U est line´aire s’il est de´fini par une
relation de re´currence line´aire, i.e. s’il existe k ∈ IN∗, d1, · · · , dk ∈ ZZ, dk 6= 0, tels que pour
tout n ≥ k
Un = d1Un−1 + · · ·+ dkUn−k.
Le polynoˆme P (X) = Xk − d1Xk−1 − · · · − dk−1X − dk est appele´ polynoˆme caracte´ristique
de U . Dans [Sh] Shallit a montre´ :
The´ore`me 19 Soit U un syste`me de nume´ration. Si IN est U-reconnaissable alors U est
line´aire.
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5.2 Syste`mes de nume´ration de Bertrand
Un syste`me de nume´ration U est de Bertrand [Ber3] si : w ∈ L(U) si et seulement si w0n ∈
L(U) pour tout n ∈ IN. C’est une condition naturelle puisque tous les syste`mes de nume´ration
en base p ∈ IN la ve´rifient.






avec x1 = x et pour tout n ≥ 1, an = [αxn] et xn+1 = {αxn}, ou` [.] de´signe la partie entie`re
infe´rieure et {.} la partie fractionnaire (pour plus de de´tails voir [Par]). Nous appelons α-
de´veloppement de x la suite dα(x) = (an;n ∈ IN∗). Nous notons L(α) l’ensemble des mots
finis ayant une occurrence dans l’une des suites dα(x), x ∈ [0, 1]. Si dα(1) est ultimement
pe´riodique nous dirons que α est un β-nombre (pour plus de de´tails sur ces nombres voir
[Par]). Bertrand-Mathis a montre´ les re´sultats suivants :
The´ore`me 20 [Ber3] Soit U un syste`me de nume´ration. C’est un syste`me de Bertrand si et
seulement s’il existe un re´el α > 1 tel que L(U) = L(α). Dans ce cas si U est line´aire alors
α est une racine du polynoˆme caracte´ristique de U .
The´ore`me 21 [Ber1] Soit α > 1 un re´el. Le langage L(α) est reconnaissable par automate
si et seulement si α est un β-nombre.
5.3 Les suites ωα-substitutives
Pour tout β-nombre α de´finissons la substitution ωα de la fac¸on suivante [Fa2] :
– Si dα(1) = a1 · · ·an0ω, an 6= 0, alors (ωα, {1, · · · , n}, 1) est de´finie par
1 → 1a12;
...
n− 1 → 1an−1n;
n → 1an ;
.
– Si dα(1) = a1 · · · an(an+1an+2 · · · an+m)ω, ou` n et m sont minimaux et ou` an+1 + an+2 +
· · ·+ an+m 6= 0, alors (ωα, {1, · · · , n+m}, 1) est de´finie par
1 → 1a12;
...
n+m− 1 → 1an+m−1(n+m);
n+m → 1an+m(n + 1);
.
Remarquons que dans les deux cas la substitution ωα est primitive et que α est la valeur
propre dominante de Mωα. Pour montrer cette dernie`re proprie´te´ il suffit de calculer le
polynoˆme caracte´ristique de ωα et d’exhiber un vecteur propre de α ayant des coordonne´es
strictement positives. Nous appellerons ωα-substitution toute substitution qui se projette sur
la substitution ωα et nous appellerons suite ωα-substitutive (α-automatique dans [Fa2]) toute
suite qui est l’image par un morphisme lettre a` lettre du point fixe d’une ωα-substitution.
Dans [Fa2] (Corollaire 1) Fabre a montre´ le re´sultat suivant :
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The´ore`me 22 Soit U un syste`me de Bertrand tel que L(U) = L(α) ou` α est un β-nombre.
Une partie E de IN est U-reconnaissable si et seulement si sa suite caracte´ristique (xn;n ∈ IN)
(i.e. xn = 1 si n ∈ E et xn = 0 sinon) est ωα-substitutive.
5.4 Une application aux syste`mes de nume´ration
Nous dirons que E ⊂ IN ve´rifie la condition (∗) si sa suite caracte´ristique la ve´rifie.
Proposition 23 Soient U et V deux syste`mes de nume´ration de Bertrand tels que L(U) =
L(α) et L(V ) = L(β) ou` α et β sont deux β-nombres, et E un ensemble d’entiers posi-
tifs U-reconnaissable et V -reconnaissable. Si E ve´rifie la condition (∗) alors α et β sont
multiplicativement de´pendants.
Preuve. Soit x la suite caracte´ristique de E. D’apre`s le The´ore`me 22 il existe deux substi-
tutions (σ,A, a) et (τ, B, b) se projetant respectivement sur ωα et ωβ, et deux morphismes
lettre a` lettre ϕ : A → {0, 1}∗ et ψ : B → {0, 1}∗ tels que x = ϕ(xσ) = ψ(xτ ). Puisque
les substitutions ωα et ωβ sont primitives et que x ve´rifie la condition (∗), la Proposition 18
permet de conclure.
L’e´nonce´ de la Proposition 23 peut eˆtre le´ge`rement ame´liore´ (sans modification de la preuve) :
Proposition 24 Soient U et V deux syste`mes de nume´ration de Bertrand, α et β deux β-
nombres tels que L(U) = L(α) et L(V ) = L(β), et E (resp. E ′) un ensemble d’entiers positifs
U-reconnaissable (resp. V -reconnaissable) dont la suite caracte´ristique est x (resp. x′). Si x
ve´rifie la condition (∗) et L(x) = L(x′) alors α et β sont multiplicativement de´pendants.
Un ensemble E ⊂ IN est synde´tique s’il existe p ∈ IN tel que pour tout n ∈ IN on ait
E ∩ [n, n+ p] 6= ∅ ; i.e la lettre 1 apparaˆıt a` lacunes borne´es dans la suite caracte´ristique de
E. Re´cemment Hansel [Ha2] a prouve´ un re´sultat tre`s ge´ne´ral sur la synde´ticite´ des ensembles
d’entiers reconnaissables. Dans le cas qui nous inte´resse son re´sultat s’e´nonce ainsi :
The´ore`me 25 Soient U et V deux syste`mes de nume´ration de Bertrand tels que L(U) =
L(α) et L(V ) = L(β) ou` α et β sont deux β-nombres multiplicativement inde´pendants. Si
E est un ensemble infini d’entiers positifs U-reconnaissable et V -reconnaissable alors E est
synde´tique.
Preuve du The´ore`me 1. Supposons que E est U -reconnaissable et V -reconnaissable. Soit
x = (xn;n ∈ IN) la suite caracte´ristique de E. Soient A et B les alphabets respectifs de ωα
et ωβ. Il existe deux substitutions (σ,A
′, a) et (τ, B′, b) et quatre morphismes lettre a` lettre
ϕ : A′ → A∗, ϕ′ : B′ → B∗, ψ : A′ → {0, 1}∗ et ψ′ : B′ → {0, 1}∗ tels que ϕσ = ωαϕ,
ϕ′τ = ωβϕ
′, ψ(y) = ψ′(z) = x, ou` y = (yn;n ∈ IN) et z = (zn;n ∈ IN) sont les points fixes
respectifs des substitutions (σ,A′, a) et (τ, B′, b).
Soit y
′
le point fixe d’une composante primitive principale σ de σ. Puisque α et β sont




) est pe´riodique (c’est le The´ore`me 5). Posons ψ(y
′
) = uω ou` |u| est la
plus petite pe´riode de ψ(y
′
).
Montrons que u apparaˆıt a` lacunes borne´es dans x.
Posons n = |u|. La suite y(n) = ((yi · · · yi+n−1); i ∈ IN) est le point fixe de la substitution
(σn, An, (y0y1 · · · yn−1)), ou` An = An, de´finie pour tout (a1 · · · an) dans An par
σn((a1 · · · an)) = (b1 · · · bn)(b2 · · · bn+1) · · · (b|σ(a1)| · · · b|σ(a1)|+n−1)
ou` σ(a1 · · · an) = b1 · · · bk (pour plus de de´tails voir la section V.4 de [Qu]). Soit ρ : An → A∗
le morphisme lettre a` lettre de´fini par ρ((b1 · · · bn)) = b1 pour tout (b1 · · · bn) ∈ An. Nous
avons ρσn = σρ, donc y
(n) est ωα-substitutive car
ϕρσn = ϕσρ = ωαϕρ.
De la meˆme fac¸on nous montrons que la suite z(n) est ωβ-substitutive.
Soit F = {i ∈ IN; x[i,i+n−1] = u}. On remarque sans difficulte´ que la suite caracte´ristique
de F est une projection lettre a` lettre de y(n) mais e´galement de z(n). Par conse´quent F est
U -reconnaissable et V -reconnaissable, c’est le The´ore`me 22. De plus σ e´tant une compo-
sante primitive principale de σ, u apparaˆıt une infinite´ de fois dans x (i.e F est infini). Par
conse´quent F est synde´tique (c’est le The´ore`me 25) ; i.e u apparaˆıt a` lacunes borne´es dans
x.
Bien que x n’est pas ne´cessairement uniforme´ment re´currente, la notion de mot de retour
sur u a un sens. L’ensemble Ru des mots de retour sur u est fini (car u apparaˆıt a` lacunes
borne´es dans x), donc il existe i ∈ IN tel que tout w ∈ Ru ∩ L((xn;n ≥ i)) apparaˆıt une
infinite´ de fois dans x. De plus le meˆme raisonnement que pre´ce´demment montre que les
mots w ∈ Ru ∩ L((xn;n ≥ i)) apparaissent a` lacunes borne´es dans x.
Soient w ∈ Ru ∩ L((xn;n ≥ i)) et K = max{in+1 − in;n ∈ IN} ou` (in;n ∈ IN) est la suite
strictement croissante des occurrences de wu dans x. Dans tout mot de longueur K+ |w|+ |u|
apparaˆıt le mot wu.
Nous remarquons sans peine que pour tout n ∈ IN le mot un appartient a` L(x) car L(y′) est
contenu dans L(x). Soit n ∈ IN tel que |un| > K+ |w|+ |u|. Alors le mot wu a une occurrence
dans un et par conse´quent il existe j ∈ IN tel que w = uj. Cela implique que x est ultimement
pe´riodique.
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