With the popularity of the Internet, the transmission of images has become more frequent. It is of great significance to study efficient and secure image encryption algorithms. Based on traditional Logistic maps and consideration of delay, we propose a new one-dimensional (1D) delay and linearly coupled Logistic chaotic map (DLCL) in this paper. Time delay is a common phenomenon in various complex systems in nature, and it will greatly change the dynamic characteristics of the system. The map is analyzed in terms of trajectory, Lyapunov exponent (LE) and Permutation entropy (PE). The results show that this map has wide chaotic range, better ergodicity and larger maximum LE in comparison with some existing chaotic maps. A new method of color image encryption is put forward based on DLCL. In proposed encryption algorithm, after various analysis, it has good encryption performance, and the key used for scrambling is related to the original image. It is illustrated by simulation results that the ciphered images have good pseudo randomness through our method. The proposed encryption algorithm has large key space and can effectively resist differential attack and chosen plaintext attack.
Introduction
With the development of rapid application of computer and internet technology, considerable attention has been paid to the secure transmission of multimedia video information such as texts, images and videos [1] . Therefore, it is becoming more and more important to study an image encryption algorithm with good performance [2] [3] [4] [5] . Chaotic systems are very important systems in nonlinear dynamics. Because of their sensitive dependence on initial conditions and initial values, they are often used in image encryption systems [6] [7] [8] .
Chaos systems generally have one-dimensional and high-dimensional (HD) [9] . However, most of the traditional one-dimensional discrete chaotic maps have the disadvantages of relatively narrow chaos parameter range and small Lyapunov exponents [10] . Therefore, how to design a chaos map with a large Lyapunov exponent, a wide range of chaotic parameters, and the design of efficient and secure image encryption algorithms are currently the focus of research.
The 1D chaotic map usually contains only one variable and a few parameters so that the structure is simple. It is easy to predict [11] the initial conditions and initial values of the mapping, resulting in an image encryption algorithm that is insecure and vulnerable to attack. For example, the encryption algorithms proved to be insecure, which is based on the Logistic map [6, 12] . However, although the HD chaotic system has many variables and parameters, the structure is often too complicated and the encryption efficiency is not high. Hua et al. [8] put forward a two-dimensional Sine Logistic modulation map (2D-SLMM) model. In addition, Liu et al. [7] also proposed a system based on two-dimensional sine and an iterative chaotic map with infinite collapse modulation map (2D-SIMM). They all have relatively complex maps in encryption algorithms [13, 14] . Their performance evaluation of maps is not ideal, including the fact that the phase diagram and Lyapunov exponent spectrum, complex performance analysis and the implementation of their hardware are relatively complicated. Therefore, a chaotic map with a relatively simple structure and excellent performance is proposed, which can greatly improve the performance of the encryption algorithm, and can make the hardware application relatively simple and inexpensive [15] [16] [17] [18] .
In this study, we proposed a novel one-dimensional delay and linearly coupled Logistic chaotic map. It has a relatively simple structure and large enough key space. In the encryption scrambling process of the algorithm, an improvement is proposed over the classical encryption scrambling and diffusion method. In the diffusion process, an improved diffusion strategy is adopted to perform exclusive OR (XOR) operations with the current pixel value not only with the encryption value and diffusion sequence of the previous pixel, but also with the encrypted value of the pixel above the current pixel. The diffusion effect and a good encryption effect are achieved, and the encryption efficiency of the algorithm is improved. In Section 2, we introduced DLCL and analyzed its performance by comparing it with chaotic maps in some other algorithms [7, 8, 13, 14] . We proposed a color image encryption algorithm based on DLCL in Section 3, and we analyzed some of the performance of image encryption algorithms in Section 4. Finally, we provide conclusions in Section 5.
Delay Linear Coupling Logistics Map

DLCL Model
The structure of delay linear coupling is defined by:
where a is system parameters, and a ∈ (0, 1), When function F(x) is set as the Logistic map, then the DLCL is obtained as:
where u ∈ (0, 4) is used to enhance its nonlinearity and randomness. Compared to the 2D-SIMM, 2D-SLMM, the parameter-varying Baker map (PVBM) [13] and the 2D Logistic-adjusted-Sine map (2D-LASM) [14] , the structure of DLCL is relatively simple and significantly improves the speed of iteration. Figure 1 shows the trajectories of DLCL, 2D-SLMM, 2D-SIMM, PVBM and 2D-LASM. For DLCL, 2D-SLMM,2D-SIMM, 2D-LASM, they have the same initial values (0.3, 0.4). We can see that the trajectory of the DLCL is distributed in the region [0, 1] × [0, 1] from the graph, and, compared with the other three in the same size area, we can see that DLCL has a relatively larger area than 2D-SLMM and 2D-SIMM and DLCL has a more even distribution than 2D-LASM. For DLCL and PVBM, the trajectories of DLCL and PVBM are distributed in the region [0, 1] . This means that DLCL has excellent spatial ergodicity property. 
Performance Evaluation of DLCL
Trajectory
Analysis of Lyapunov Exponent
The sensitive dependence of initial values and initial conditions is the most important feature of chaotic systems. The LE is used to quantitatively characterize the chaotic system, which characterizes the average exponential rate of convergence or divergence between adjacent orbits in a phase space. For discrete systems, the system is in a chaotic state when the LE is greater than zero. The hyperchaotic systems is defined as a chaotic system with several positive LE [19] . Figure 2 shows the LEs (λ1, 1] , is hyperchaotic. Comparison shows that DLCL has a much wider chaotic range, which is six times more than that of other two maps. In addition, DLCL's LE value is also bigger than that of 2D-SLMM. This means that DLCL is more sensitive to initial values and initial conditions and larger key space can be produced using DLCL. 
Analysis of Permutation Entropy
Permutation entropy (PE) [20, 21] is suitable for measuring the complexity of series of chaos. The larger the value of PE, the more difficult it is to predict the generated chaotic sequence. The PE of DLCL, 2D-SLMM, and the PE of 2D-logistic map, 2D-SIMM and logistic map from Figure 3 can be seen. Obviously, the PE value of DLCL is greater than all maps except 2D-SIMM. The PE value of DLCL and 2D-SIMM are both close to 1 when α/4(a 0 ) ∈ [0.74, 1] , and DLCL has a wider range than 2D-SIMM. This means that DLCL has better chaotic properties. 
Randomness Analysis
National Institute of Standards and Technology (NIST) tests are used to test the randomness of binary sequences generated by hardware or software-based encryption random or pseudo-random number generation programs [22] . A statistical package consisting of fifteen tests. We performed a NIST test on the chaotic sequence map, by setting α = 0.01, as long as p-value is greater than α, the tests passed:
In order to improve the randomness of the chaotic sequence, we perturb it in terms of Equation (3). We set k = 7, where each sequence is of size 10 8 . Tests results show that the sequence we generated passed fifteen tests in Table 1 , indicating that the generated sequence has a good randomness. 
Image Encryption Algorithm Based on DLCL
Based on the DLCL model, we propose an image encryption algorithm. Separate R, G, B information from the size of M × N image, and then recombine these three gray-scale images into one image according to certain combination rules and get the image size of M × 3N. The chaotic sequence is then used to generate two sets of sorted sequences to perform row and column scrambling on the merged image. In the diffusion process, an improved diffusion strategy is used to XOR the current pixel value with not only the encryption value of the previous pixel and the diffusion sequence, but also XOR with the encryption value of the pixel above the current pixel, so that the diffusion has excellent results. The encryption flowchart of algorithm shows in Figure 4 . Image Encryption Algorithm 1. Input original color image. 2. Image pre-processing. The color image is separated, and then combined to get a new image according to the Formula (4):
where j = 0, 1, 2, . . . , N. 3. The initial value is obtained according to the image P ' M×3N , we set init1 = 0.3 and init2 = 0.4. A chaotic sequence for permutation is generated. The average value of the pixel P ' M×3N values is averaged and mapped to the range of (0,1) according to the determined transformation formula to obtain the first initial value, the pixel value of the image P ' M×3N is subtracted from the average value of all the pixels, after calculating the variance, the variance is mapped to the range of (0,1) according to the determined transformation formula to obtain the second initial value, and the expression is as follows:
where M is the row of input image, N is the column of image, and x is the average value of all the pixels. By Formula (4), we can get the length of L = M + N series S. 4. Given a 256-bit external binary key K, 8-bit as a unit of its block is divided, we can get
Generating two initial values of the chaotic sequence according to Formula (8) and substituting the sequence S' for diffusion:
5. The sequence S is used for scrambling and diffusion of the image. First, S is divided into two series S 1 and S 2 according to Formula (7). Then, S 1 and S 2 , are used, respectively, to replace the rows and columns of the image P ' :
The two subsequences S 1 and S 2 obtained in Equation (7) are sorted from small to large. The permutation of the image P ' is performed according to the subscript array ind1 of the sorted subsequence S 1 . According to the sorted S 2 subsequence generating the standard array ind2, then column replacement gets a new image P M×3N ; 6. Transform the series S ' to S ' M×N according to two initial values from Formula (7), execute the diffusion to image P M×3N according to Formula (9):
where floor(x) is the smallest integer not greater than x, and ⊕ is the operation that two numbers are bit-XORed by their binary values. P is the encrypted image after diffusion. 7. Let P divide into R M×N , G M×N , B M×N according to Formula (4). They are then combined for the imageP M×N . The image decryption process is the reverse process of the encryption.
Experimental Results and Analysis of Performance
We set system parameters u as 3.57, α as 0.6, and have one round of encryption of the original image. Figure 5 shows the results before and after the size of 512 × 512 × 3 Lena encryption and decryption. Figure 6 shows the the encryption results of R, G, B components, and we can see the encrypted image correctly from the results, in order to show the effectiveness of the algorithm. At the same time, we can see through the histogram and R, G, B image encryption results in Figure 6 that the algorithm can also encrypt the size of M × N gray-scale image effectively. 
Secret Key Size Analysis
A good encryption system should have enough large key space to effectively prevent brute force attacks. The cryptographic system key space includes Logistic mapping control parameters, coupling gain and two initial values used to generate chaotic sequences. The proposed encryption algorithm has a 256-bit key, and it has 2 256 of key space. In Table 2 , we compare the proposed algorithm's key space with other algorithms. Therefore, the key space of this paper is sufficient to resist the exhaustive attack and has larger key space. 
Secret Key Sensitivity Analysis
Key sensitivity indicates that the key is slightly altered, which can greatly change the decoding result. This image adopts Lena to detect the key sensitivity of algorithms. The key's offset size is set to 10 −15 . The result can be seen in Figure 7 , (a) is to make α diverge 10 −15 and (b) is to make u diverge 10 −15 . It is easy to see in the figure, in the case of 10 −15 deviation from the decryption key, that no meaningful information can be obtained from the decryption result. Therefore, the key sensitivity of the algorithm is strong. 
Histogram Analysis
Image pixel histograms can directly reflect the degree of confusion of image pixels. In the proposed algorithm, each encrypted image pixel is evenly distributed. We can see from the graphs in Figure 8 , that the distribution of the plaintext image approaches a diagonal line, indicating that the correlation is strong and the encrypted image is added horizontally, vertically and diagonally. We can also see the distribution of a more uniform direction, indicating that the encrypted image adjacent pixels greatly reduced the correlation between them. 
Correlation Analysis
Correlation coefficients between adjacent pixels are another measure of image statistical information. From the image, we select 4000 adjacent pixels in vertical, horizontal and diagonal directions, respectively, and then use Formula (10) to calculate the correlation coefficient:
where
] 2 is variance. The corresponding calculation results tested by the size of 256 × 256 × 3 Lena image are shown in Table 3 . From this table, after encryption, the correlation coefficient of the image in all three directions is significantly reduced apparently. The correlation of adjacent pixels in each direction of the image before encryption is close to 1, and the result of after encryption is close to 0. This shows that the correlation between adjacent pixels in the encrypted image is greatly reduced and the proposed algorithm has low correlation. Figure 9 plots the distribution of the original image's correlation, indicating that the original image's correlation is quite strong, and the encrypted image is more evenly distributed in the horizontal, vertical, and diagonal directions. 
Analysis of Information Entropy
Information entropy can be used to measure the randomness of image. Let m be the source of information in this section, and the formula of information entropy of m can be defined as:
. (11) P(m i ) indicates the probability that the symbol appears. For a 256-grayscale image, the ideal value is 8. The closer the information entropy of the encrypted image is to 8, the closer the pixels of the ciphertext image are to the random distribution. We use Lean image with the size of 512 × 512 × 3 to calculate the information entropy of the three channels of the encrypted image. From the results in Table 4 , it can be seen that the information entropy of the three channels after image encryption is very close to 8. In addition, compared with other algorithms, the information entropy of our proposed algorithm is relatively closer to 8. Therefore, our proposed encryption algorithm can make ciphertext images exhibit good random performance. 7.997200 7.997200 7.997600 7.997333 Ref. [28] 7.997300 7.997000 7.997100 7.997133 Ref. [7] 7.997500 7.997200 7.997300 7.997333 Ref. [29] 7.997400 7.997100 7.997200 7.997233 Ref. [30] 7.997300 7.996800 7.997200 7.997100 Ref. [24] 7.989300 7.989800 7.989400 7.989500
Differential Analysis
The more an image encryption system is sensitive to plaintext, the better the ability to resist differential attacks. To describe the sensitivity of the image encryption algorithm to plaintext, we use the number of pixels change rate (NPCR) and unified average changing intensity (UACI) to measure it. The formula can be defined as [31] :
where T is number of pixels in total, and F is the maximum support pixel values in the image. We can use the NPCR test defined by Equation (14) [32] . If in the NPCR test the encryption algorithm NPCR value is greater than the one-sided hypothesis test under the significance level α defined by Formula (14) , it means that the NPCR test passes:
At the same time, we also need to do a UACI test [32] , and this test defined by Formulas (15) Table 5 show that they all pass NPCR and UACI tests. It can be seen that the image encryption algorithm proposed in this paper is very sensitive to plaintext. Therefore, this algorithm can resist differential attacks well: 
Encryption Efficiency Analysis
One of the important indicators to measure the performance of image encryption algorithms is encryption efficiency, which has many indicators to measure, such as encryption/decryption time, the encryption throughput (ET) and the number of cycles [33] , and they are defined as:
Number o f cycles per byte = CPU speed (Hertz) ET(byte) .
We choose the size of 256 × 256 × 3 Lena image. The lab platform is Inter(R) Core(TM) i7-4172MQ CPU@2.30 GHZ with RAM 8.0 GB in MATLAB R2015b (The MathWorks, Inc, Natick, MA, USA) on Windows 8.1 OS (Microsoft, Redmond, WA, USA). Table 6 shows the results that the image encryption algorithms have relatively low complexity and high encryption efficiency. By comparison, we conclude that the proposed encryption algorithm is slower than Refs. [24, 34] , but quicker than Refs. [23, 35] . The algorithm proposed by Murillo et al. [24] is for real-time application. As a result, the encryption time is shorter and the encryption speed is faster and the algorithm of Ref. [34] is for encrypting gray-scale images. The reason why the speed is relatively slow is that our algorithm is complicated in the scrambling and diffusion of images. However, comparing other encryption performances such as information entropy, the algorithm can achieve relative balance in performance. (20) and (21):
where H × W is the size of original image, X(i, j) is the original image and Y(i, j) is the encrypted image. The smaller the MSE value is, the larger the PSNR value is, which means that there is a high degree of similarity between the tested images. By calculation, the MSE between the original image and the decrypted image is 0, and the value of PSNR is Inf. The MSE between the original image and the decrypted image is 30,390, and PSNR is 3.304. The results show that the quality metrics of the tested images is good.
Chosen Plain Image Attack Analysis
In chosen plain image attack, attackers usually select simple images, such as black images. Because its pixel value is zero, it eliminates the normal image features on the algorithm and the key for encryption. We use the black image for the chosen plain image attack, and the results are shown in Figure 10b . The cryptanalyst uses this information as a possible key and attempts to decrypt other passwords that may be encrypted with the key. Then, we use the possible information to decrypt the original image, and the results show no useful information can be obtained in Figure 10 . Therefore, our proposed algorithm can resist the chosen attack.
Occlusion Attack Analysis
In an occlusion attack, we choose 12.5%, 25%, and 50% of occlusion in an encrypted image. In Figure 11, 
Noise Attack Analysis
In order to verify the anti-noise performance of the proposed algorithm, Gaussian noise with different intensities was added to the encrypted image. The intensities were 10, 15, and 20, respectively, and they were then decrypted. The results are shown in Figure 12 . For 10 of intensity, the MES value is 7900 and PSNR value is 9.1545. For 15 of intensity, the MES value is 10,865 and PSNR value is 7.7704. For 20 of intensity, the MES value is 13,383 and PSNR value is 6.8653. It can be seen that the original image can be basically recovered after the noise image is decrypted. Therefore, the proposed algorithm has a certain anti-noise attack capability. 
Conclusions
We proposed a new one-dimensional delay and linearly coupled Logistic chaotic map in this paper. It has a relatively simple structure, excellent ergodicity property, good sensitivity and better chaotic properties. In the proposed algorithm based on DLCL, through a round of scrambling and diffusion, excellent performance was achieved in many experiments including secret key size analysis, secret key sensitivity analysis, histogram analysis, correlation analysis, information entropy analysis, differential analysis and encryption efficiency analysis. Through the analysis of algorithm performance, this algorithm can resist some common attacks, such as brute force attack, differential attack, statistical attack, chosen plain image attack, and noise attack. Therefore, this algorithm has relatively better encryption performance than other algorithms and is more effective for image encryption applications. In the future, we would improve the construction of chaotic map, reduce the complexity of the algorithm and shorten the encryption time. 
