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ALGEBRAS OF GENERALIZED QUATERNION TYPE
KARIN ERDMANN AND ANDRZEJ SKOWRON´SKI
Abstract. We introduce and study the algebras of generalized quaternion
type, being natural generalizations of algebras which occurred in the study of
blocks of group algebras with generalized quaternion defect groups. We prove
that all these algebras, with 2-regular Gabriel quivers, are periodic algebras
of period 4 and very specific deformations of the weighted surface algebras of
triangulated surfaces with arbitrarily oriented triangles. The main result of the
paper forms an important step towards the Morita equivalence classification
of all periodic symmetric tame algebras of non-polynomial growth. Applying
the main result, we establish existence of wild periodic algebras of period 4,
with arbitrary large number (at least 4) of pairwise non-isomorphic simple
modules. These wild periodic algebras arise as stable endomorphism rings
of cluster tilting Cohen-Macaulay modules over one-dimensional hypersurface
singularities.
Keywords: Symmetric algebra, Tame algebra, Periodic algebra, Triangulated
surface, Weighted surface algebra, Triangulation quiver, Generalized quater-
nion type, Auslander-Reiten quiver, Hypersurface singularity, Cohen-Macaulay
module
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0. Introduction and the main result
Throughout this paper, K will denote a fixed algebraically closed field. By
an algebra we mean an associative finite-dimensional K-algebra with an identity.
For an algebra A, we denote by modA the category of finite-dimensional right A-
modules and by D the standard duality HomK(−,K) on modA. An algebra A
is called self-injective if AA is injective in modA, or equivalently, the projective
modules in modA are injective. A prominent class of self-injective algebras is
formed by the symmetric algebras A for which there exists an associative, non-
degenerate symmetric K-bilinear form (−,−) : A×A→ K. Classical examples of
symmetric algebras are provided by the blocks of group algebras of finite groups and
the Hecke algebras of finite Coxeter groups. In fact, any algebra A is the quotient
algebra of its trivial extension algebra T(A) = A ⋉ D(A), which is a symmetric
algebra. Two self-injective algebras A and Λ are said to be socle equivalent if the
quotient algebras A/ soc(A) and Λ/ soc(Λ) are isomorphic.
From the remarkable Tame and Wild Theorem of Drozd (see [8, 13]) the class of
algebras over K may be divided into two disjoint classes. The first class consists of
the tame algebras for which the indecomposable modules occur in each dimension
d in a finite number of discrete and a finite number of one-parameter families. The
second class is formed by the wild algebras whose representation theory comprises
the representation theories of all algebras over K. Accordingly, we may realistically
hope to classify the indecomposable finite-dimensional modules only for the tame
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Science Center Poland.
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algebras. Among the tame algebras we may distinguish the representation-finite
algebras, having only finitely many isomorphism classes of indecomposable modules,
for which the representation theory is rather well understood. On the other hand,
the representation theory of arbitrary tame algebras is still only emerging. The
most accessible ones amongst the tame algebras are algebras of polynomial growth
[46] for which the number of one-parameter families of indecomposable modules in
each dimension d is bounded by dm, for some positive integer m (depending only
on the algebra).
Let A be an algebra. Given a moduleM in modA, its syzygy is defined to be the
kernel ΩA(M) of a minimal projective cover of M in modA. The syzygy operator
ΩA is a very important tool to construct modules in modA and relate them. For A
self-injective, it induces an equivalence of the stable module category modA, and
its inverse is the shift of a triangulated structure on modA [31]. A module M in
modA is said to be periodic if ΩnA(M)
∼=M for some n ≥ 1, and if so the minimal
such n is called the period of M . The action of ΩA on modA can effect the algebra
structure of A. For example, if all simple modules in modA are periodic, then A is a
self-injective algebra. Sometimes one can even recover the algebra A and its module
category from the action of ΩA. For example, the self-injective Nakayama algebras
are precisely the algebras A for which Ω2A permutes the isomorphism classes of
simple modules in modA. An algebra A is defined to be periodic if it is periodic
viewed as a module over the enveloping algebra Ae = Aop ⊗K A, or equivalently,
as an A-A-bimodule. It is known that if A is a periodic algebra of period n then
for any indecomposable non-projective module M in modA the syzygy ΩnA(M) is
isomorphic to M .
Finding or possibly classifying periodic algebras is an important problem. It is
very interesting because of connections with group theory, topology, singularity the-
ory and cluster algebras. Periodic algebras have periodic Hochschild cohomology.
Periodicity of an algebra, and its period, are invariant under derived equivalences
[43] (see also [22]). Therefore, to study periodic algebras we may assume that the
algebras are basic and indecomposable.
We are concerned with the classification of all periodic tame symmetric alge-
bras. In [14] Dugas proved that every representation-finite self-injective algebra,
without simple blocks, is a periodic algebra. We note that, by general theory
(see [48, Section 3]), a basic, indecomposable, non-simple, symmetric algebra A is
representation-finite if and only if A is socle equivalent to an algebra T(B)G of
invariants of the trivial extension algebra T(B) of a tilted algebra B of Dynkin
type with respect to free action of a finite cyclic group G. The representation-
infinite, indecomposable, periodic algebras of polynomial growth were classified by
Bia lkowski, Erdmann and Skowron´ski in [4] (see also [47, 48]). In particular, it
follows from [4] that every basic, indecomposable, representation-infinite periodic
symmetric tame algebra of polynomial growth is socle equivalent to an algebra
T(B)G of invariants of the trivial extension algebra T(B) of a tubular algebra B of
tubular type (2, 2, 2, 2), (3, 3, 3), (2, 4, 4), (2, 3, 6) (introduced by Ringel [44]) with
respect to free action of a finite cyclic group G.
We also mention that there are natural classes of periodic wild algebras. For
example, with the exception of few small cases (see [21]), the preprojective algebras
of Dynkin type [2, 5, 28], or more generally, the deformed preprojective algebras of
generalized Dynkin type [3, 22], have this property.
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It would be interesting to classify the Morita equivalence classes of all indecom-
posable periodic symmetric tame algebras of non-polynomial growth. Such alge-
bras appeared naturally in the study of blocks of group algebras with generalized
quaternion defect groups. Motivated by known properties of these blocks, Erdmann
introduced and investigated in [17, 18, 19, 20] the algebras of quaternion type, being
the indecomposable, representation-infinite tame symmetric algebras A with non-
singular Cartan matrix for which every indecomposable non-projective module in
modA is periodic of period dividing 4. In particular, Erdmann proved that every
algebra A of quaternion type has at most 3 non-isomorphic simple modules and
its basic algebra is isomorphic to an algebra belonging to 12 families of symmetric
representation-infinite algebras defined by quivers and relations. Subsequently it
has been proved in [34] (see also [42] for the polynomial growth cases) that all these
algebras are tame, and are in fact periodic of period 4 (see [4, 21]). In particular
it shows that a finite group G is periodic with respect to the group cohomology
H∗(G,Z) if and only if all blocks with non-trivial defect groups of its group algebras
KG over an arbitrary algebraically closed field K are periodic algebras (see [23]).
By the famous result of Swan [51] periodic groups can be characterized as the finite
groups acting freely on finite CW-complexes homotopically equivalent to spheres
(see [22, Section 4] for more details). Some of the algebras of quaternion type
occur as endomorphism algebras of cluster tilting objects in the stable categories
of maximal Cohen-Macaulay modules over odd-dimensional isolated hypersurface
singularities (see [6, Section 7]).
In this paper, we introduce and investigate algebras of generalized quaternion
type. Let A be an algebra. We say that A is of generalized quaternion type if it
satisfies the following conditions:
(1) A is symmetric, indecomposable, representation-infinite and tame.
(2) All simple modules in modA are periodic of period 4.
We note that every algebraA of generalized quaternion type with the Grothendieck
group K0(A) of rank at most two is an algebra of quaternion type, and hence its
basic algebra is known (see [20]). An algebra A is called 2-regular if its Gabriel
quiver is 2-regular (see Section 1).
In [24] and [25] we introduced and investigated weighted surface algebras of
triangulated surfaces with arbitrarily oriented triangles, and their deformations
(see Sections 2 and 3 for details).
The following theorem is the main result of the paper.
Main Theorem. Let A be a basic, indecomposable, 2-regular algebra over an al-
gebraically closed field K, with the Grothendieck group K0(A) of rank at least 3.
Then the following statements are equivalent:
(i) A is of generalized quaternion type.
(ii) A is a symmetric tame periodic algebra of period 4.
(iii) A is socle equivalent to a weighted surface algebra, different from a singu-
lar tetrahedral algebra, or is isomorphic to a non-singular higher tetrahedral
algebra.
Moreover, if K is of characteristic different from 2, we may replace in (iii) “socle
equivalent” by “isomorphic”.
We note that the implication (ii) ⇒ (i) follows from general theory, and the
implication (iii) ⇒ (ii) is a consequence of results established in [24] and [25].
4 K. EDRMANN AND A. SKOWRON´SKI
Hence the main aim of the paper is to provide a highly non-trivial proof of the
implication (i) ⇒ (iii).
We note that the 2-regularity assumption imposed on the algebra A is essential
for the validity of the above theorem. Namely, there are symmetric tame periodic
algebras of period 4 which are derived equivalent but not isomorphic to algebras
occurring in (iii). For example, the trivial extension algebra T(C) of a canonical
tubular algebra C of type (2, 2, 2, 2) is derived equivalent to a non-singular tetra-
hedral algebra but not socle equivalent to a weighted surface algebra (see [24, 32]).
We also stress that the class of weighted surface algebras occurring in (iii) contains
as a subclass the class of Jacobian algebras of quivers with potentials associated
to orientable surfaces with punctures and empty boundary, whose quivers have no
loops nor 2-cycles (see [9, 10, 29, 30, 37, 39, 52] for details and relevant results).
We would like to mention that all algebras occurring in (iii), except non-singular
tetrahedral algebras, are of non-polynomial growth. Moreover, those algebras with
the Grothendieck group of rank at least 4 have singular Cartan matrix. Further,
the orbit closures of algebras in (iii) in the affine varieties of associative K-algebra
structures contain a wide class of symmetric tame algebras, being natural general-
izations of algebras of dihedral and semidihedral type, which occurred in the study
of blocks of group algebras with dihedral and semidihedral defect groups. We refer
to [26] and [27] for a classification of algebras of generalized dihedral type and a
characterization of Brauer graph algebras, using biserial weighted surface algebras.
A prominent role in the proof of implication (i) ⇒ (iii) of the Main Theorem is
played by the following consequence of Theorems 2.1, 5.1 and 6.1.
Triangulation Theorem. Let A be a basic, indecomposable, 2-regular algebra of
generalized quaternion type with the Grothendieck group K0(A) of rank at least 3.
Then there is a bound quiver presentation A = KQ/I of A and a permutation f of
arrows of Q such that the following statements hold.
(i) (Q, f) is the triangulation quiver (Q(S, ~T ), f) associated to a directed trian-
gulated surface (S, ~T ).
(ii) For each arrow α of Q, αf(α) occurs in a minimal relation of I.
An important combinatorial and homological invariant of the module category
modA of an algebra A is its Auslander-Reiten quiver ΓA. Recall that ΓA is the
translation quiver whose vertices are the isomorphism classes of indecomposable
modules in modA, the arrows correspond to irreducible homomorphisms, and the
translation is the Auslander-Reiten translation τA = DTr. For A self-injective,
we denote by ΓsA the stable Auslander-Reiten quiver of A, obtained from ΓA by
removing the isomorphism classes of projective modules and the arrows attached
to them. By a stable tube we mean a translation quiver Γ of the form ZA∞/(τ
r),
for some r ≥ 1, and call r the rank of Γ. By general theory, an infinite connected
component C of ΓsA is a stable tube if and only if C consists of τA-periodic modules
(see [50, Section IX.4]). We note also that, for a symmetric algebra A, we have
τA = Ω
2
A (see [49, Corollary IV.8.6]).
We have the following direct consequence of the Main Theorem.
Corollary 1. Let A be a 2-regular algebra of generalized quaternion type. Then
the stable Auslander-Reiten quiver ΓsA of A consists of stable tubes of ranks 1 and
2.
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The next corollary is a consequence of results proved in [6, 15] and the Trian-
gulation Theorem, and solves the open problem concerning the existence of wild
periodic algebras of period 4.
Corollary 2. Let n ≥ 4 be a natural number and K an algebraically closed field.
Then there exist a one-dimensional hypersurface singularity R over K and a clus-
ter tilting module T in the category CM(R) of maximal Cohen-Macaulay modules
over R such that for the stable endomorphism algebra B = EndR(T ) the following
statements hold.
(i) B is a basic, indecomposable, finite-dimensional symmetric 2-regularK-algebra,
with the Grothendieck group K0(B) of rank n.
(ii) B is a wild algebra.
(iii) B is a periodic algebra of period 4.
(iv) The stable Auslander-Reiten quiver ΓsB of B consists of stable tubes of ranks
1 and 2.
This paper is organized as follows. In Sections 1, 2, 3 we present necessary
background and results needed for the proof of the main theorem. Section 4 is
devoted to preliminary results on minimal relations of 2-regular algebras of gen-
eralized quaternion type. In Section 5 we prove the implication (i) ⇒ (iii) for
algebras whose quiver is the Markov quiver. In Section 6 we prove that the quiver
of a 2-regular algebra of generalized quaternion type admits a triangulation, and
hence comes from a directed triangulated surface. Section 7 is devoted to a local
presentation of algebras with almost tetrahedral quiver, while in Section 8 we prove
the main theorem for algebras with the tetrahedral quiver. Section 9 is devoted
to local presentation of 2-regular algebras of generalized quaternion type, which
are not treated in Sections 5 and 8. In Section 10 we complete the proof of the
implication (i) ⇒ (iii) of the main theorem. The final Section 11 is devoted to the
proof of Corollary 2.
For general background on the relevant representation theory we refer to the
books [1, 20, 45, 49, 50]. We assume throughout that Q has at least three vertices,
algebras of generalized quaternion type with at most two simple modules are of
quaternion type and can be found in [20].
1. Bound quiver algebras
A quiver is a quadruple Q = (Q0, Q1, s, t) consisting of a finite set Q0 of vertices,
a finite set Q1 of arrows, and two maps s, t : Q1 → Q0 which associate to each
arrow α ∈ Q1 its source s(α) ∈ Q0 and its target t(α) ∈ Q0. We denote by KQ the
path algebra of Q over K whose underlying K-vector space has as its basis the set
of all paths in Q of length ≥ 0, and by RQ the arrows ideal of KQ generated by all
paths in Q of length ≥ 1. An ideal I of KQ is said to be admissible if there exists
m ≥ 2 such that RmQ ⊆ I ⊆ R
2
Q. If I is an admissible ideal ofKQ, then the quotient
algebra KQ/I is called a bound quiver algebra, and is a finite-dimensional basic
K-algebra. The algebra KQ/I is indecomposable if and only if Q is connected.
Moreover, RQ/I is the radical of KQ/I. Every basic finite dimensional K-algebra
A has a bound quiver presentation A ∼= KQ/I, where Q = QA is the Gabriel quiver
of A and I is an admissible ideal ofKQ. For a bound quiver algebra A = KQ/I, we
denote by ei, i ∈ Q0, the associated complete set of pairwise orthogonal primitive
idempotents of A, and by Si = eiA/eiJ(A) (respectively, Pi = eiA), i ∈ Q0, the
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associated complete family of pairwise non-isomorphic simple modules (respectively,
indecomposable projective modules) in modA. Here, J(A) is the radical of A, which
we will usually write as J . A relation in the path algebra KQ of a quiver Q is a
K-linear combination
̺ =
m∑
i=0
λiwi,
where all λi are non-zero elements of K and wi are pairwise different paths in Q
of length at least two having the same source and the same target. It is known
that every admissible ideal I of a path algebra KQ is generated by a finite set
̺1, . . . , ̺n of relations. Moreover, we may choose such relations ̺1, . . . , ̺n to be
minimal relations (not linear combinations of relations from I). For a bound quiver
algebra A = KQ/I we will identify an arrow α ∈ Q1 with its coset α + I in A.
Then, for a set ̺1, . . . , ̺n of (minimal) relations generating I, we have in A the
(minimal) equalities ̺1 = 0, . . . , ̺n = 0, called minimal relations of A.
A quiver Q = (Q0, Q1, s, t) is said to be 2-regular if for every vertex i ∈ Q0 there
are exactly two arrows with source i and exactly two arrows with target i. For
a 2-regular quiver Q and an arrow α ∈ Q1, we denote by α¯ the arrow of Q with
α¯ 6= α and s(α¯) = s(α), and by α∗ the arrow of Q with α∗ 6= α and t(α∗) = t(α). A
bound quiver algebra A = KQ/I with Q a 2-regular quiver is said to be a 2-regular
algebra.
2. Weighted surface algebras
In this paper, by a surface we mean a connected, compact, 2-dimensional real
manifold S, orientable or non-orientable, with or without boundary. It is well known
that every surface S admits an additional structure of a finite 2-dimensional trian-
gular cell complex, and hence a triangulation by the deep Triangulation Theorem
(see for example [7, Section 2.3]).
For a natural number n, we denote by Dn the unit disk in the n-dimensional
Euclidean space Rn, formed by all points of distance ≤ 1 from the origin. The
boundary ∂Dn of Dn is the unit sphere Sn−1 in Rn, the points of distance 1 from
the origin. Further, by an n-cell we mean a topological space homeomorphic to the
open disk intDn = Dn \ ∂Dn. In particular, D0 and e0 consist of a single point,
and S0 = ∂D1 consists of two points.
We refer to [33, Appendix] for some basic topological facts about cell complexes.
Let S be a surface. In this paper, by a finite 2-dimensional triangular cell
complex structure on S we mean a finite family of continous maps ϕni : D
n
i → S,
with n ∈ {0, 1, 2} and Dni = D
n, satisfying the following conditions:
(1) Each ϕni restricts to a homeomorphism from the interior intD
n
i to the n-cell
eni = ϕ
n
i (intD
n
i ) of S, and these cells are all disjoint and their union is S.
(2) For each 2-dimensional cell e2i , the set ϕ
2
i (∂D
2
i ) is contained in the union of k
1-cells and k 0-cells, with k ∈ {2, 3}.
Then the closures ϕ2i (D
2
i ) of all 2-cells e
2
i are called triangles of S, and the closures
ϕ1i (D
1
i ) of all 1-cells e
1
i are called edges of S. The collection T of all triangles
ϕ2i (D
2
i ) is said to be a triangulation of S.
We assume that such a triangulation T of S has at least three pairwise differ-
ent edges, or equivalently, there are at least three pairwise different 1-cells in the
corresponding triangular cell complex structure on S. Then T is a finite collection
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T1, . . . , Tn of triangles of the form
b
c
a
•
• •
or
b
a a
•
• •
=
a
b
••
a, b, c pairwise different a, b different (self-folded triangle)
such that every edge of such a triangle in T is either the edge of exactly two triangles,
or is the self-folded edge, or else lies on the boundary. A given surface S admits
many finite 2-dimensional triangular cell structures, and hence triangulations. We
refer to [7, 35, 36] for general background on surfaces and constructions of surfaces
from plane models.
Let S be a surface and T a triangulation of S. To each triangle ∆ in T we may
associate an orientation
b
c
a
•
• •
= (abc) or
b
c
a
•
• •
= (cba),
if ∆ has pairwise different edges a, b, c, and
a
b
••
= (aab) = (aba),
if ∆ is self-folded, with the self-folded edge a, and the other edge b. Fix an orien-
tation of each triangle ∆ of T , and denote this choice by ~T . Then the pair (S, ~T )
is said to be a directed triangulated surface. To each directed triangulated surface
(S, ~T ) we associate the quiver Q(S, ~T ) whose vertices are the edges of T and the
arrows are defined as follows:
(1) for any oriented triangle ∆ = (abc) in ~T with pairwise different edges a, b, c, we
have the cycle
a // b
✌✌
✌✌
✌✌
c
XX✶✶✶✶✶✶
,
(2) for any self-folded triangle ∆ = (aab) in ~T , we have the quiver
a
$$ ''
bgg ,
(3) for any boundary edge a in T , we have the loop
a
$$
.
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Then Q = Q(S, ~T ) is a triangulation quiver in the following sense (introduced
independently by Ladkani in [38]).
A triangulation quiver is a pair (Q, f), where Q = (Q0, Q1, s, t) is a finite con-
nected quiver and f : Q1 → Q1 is a permutation on the set Q1 of arrows of Q
satisfying the following conditions:
(a) every vertex i ∈ Q0 is the source and target of exactly two arrows in Q1,
(b) for each arrow α ∈ Q1, we have s(f(α)) = t(α),
(c) f3 is the identity on Q1.
For the quiver Q = Q(S, ~T ) of a directed triangulated surface (S, ~T ), the permu-
tation f on its set of arrows is defined as follows:
(1)
a
α // b
β
✌✌
✌✌
✌✌
c
γ
XX✶✶✶✶✶✶
f(α) = β, f(β) = γ, f(γ) = α,
for an oriented triangle ∆ = (abc) in ~T , with pairwise different edges a, b, c,
(2) aα
$$
β
''
b
γ
gg f(α) = β, f(β) = γ, f(γ) = α,
for a self-folded triangle ∆ = (aab) in ~T ,
(3) aα
$$ f(α) = α,
for a boundary edge a of T .
We note that, for every triangulation quiver (Q, f), Q is a 2-regular quiver. We
will consider only the trangulation quivers with at least three vertices.
We would like to mention that different directed triangulated surfaces (even of
different genus) may lead to the same triangulation quiver (see [24, Example 4.3]).
The following theorem and its consequence have been established in [24, Sec-
tion 4].
Theorem 2.1. Let (Q, f) be a triangulation quiver. Then there exists a directed
triangulated surface (S, ~T ) such that (Q, f) = (Q(S, ~T ), f).
Corollary 2.2. Let (Q, f) be a triangulation quiver. Then Q contain a loop α with
f(α) = α is and only if (Q, f) = (Q(S, ~T ), f) for a directed triangulated surface
(S, ~T ) with S having non-empty boundary.
Let (Q, f) be a triangulation quiver. Then we have two permutations f : Q1 →
Q1 and g : Q1 → Q1 on the set Q1 of arrows of Q such that f
3 is the identity on Q1
and g = f¯ , where¯: Q1 → Q1 is the involution which assigns to an arrow α ∈ Q1
the arrow α¯ with s(α) = s(α¯) and α 6= α¯. For each arrow α ∈ Q1, we denote by
O(α) the g-orbit of α in Q1, and set nα = nO(α) = |O(α)|. We denote by O(g) the
set of all g-orbits in Q1. A function
m• : O(g)→ N
∗ = N \ {0}
is said to be a weight function of (Q, f), and a function
c• : O(g)→ K
∗ = K \ {0}
is said to be a parameter function of (Q, f). We write briefly mα = mO(α) and
cα = cO(α) for α ∈ Q1. In this paper, we will assume that mαnα ≥ 3 for any arrow
α ∈ Q1.
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For any arrow α ∈ Q1, we consider the path
Aα =
(
αg(α) . . . gnα−1(α)
)mα−1
αg(α) . . . gnα−2(α), if nα ≥ 2,
Aα = α
mα−1, if nα = 1,
in Q of length mαnα − 1 from s(α) to t(g
nα−2(α)).
Let (Q, f) be a triangulation quiver with weight and parameter functions m•
and c•. Following [24], we define the bound quiver algebra
Λ(Q, f,m•, c•) = KQ/I(Q, f,m•, c•),
where I(Q, f,m•, c•) is the admissible ideal in the path algebra KQ of Q over K
generated by:
(1) αf(α) − cα¯Aα¯, for all arrows α ∈ Q1,
(2) βf(β)g(f(β)), for all arrows β ∈ Q1.
Then Λ(Q, f,m•, c•) is called a weighted triangulation algebra of (Q, f).
We note that Q is the quiver of the algebra Λ(Q, f,m•, c•), and the ideal
I(Q, f,m•, c•) is an admissible ideal of KQ, by the assumption that mαnα ≥ 3
for all arrows α ∈ Q1.
We have the following proposition proved in [24, Proposition 5.8].
Proposition 2.3. Let (Q, f) be a triangulation quiver, m• and c• weight and
parameter functions of (Q, f). Then Λ(Q, f,m•, c•) is a finite-dimensional tame
symmetric algebra of dimension
∑
O∈O(g)mOn
2
O.
Let (S, ~T ) be a directed triangulated surface, (Q(S, ~T ), f) the associated triangu-
lation quiver, and let m• and c• be weight and parameter functions of (Q(S, ~T ), f).
Then the weighted triangulation algebra Λ(Q(S, ~T ), f,m•, c•) is called a weighted
surface algebra and denoted by Λ(S, ~T ,m•, c•) [24]. We refer to the next section
for definition of tetrahedral algebras.
We have the following theorem proved in [24, Theorem 1.2].
Theorem 2.4. Let Λ = Λ(S, ~T ,m•, c•) be a weighted surface algebra over an alge-
braically closed field K. Then the following statements are equivalent:
(i) All simple modules in modΛ are periodic of period 4.
(ii) Λ is a periodic algebra of period 4.
(iii) Λ is not a singular tetrahedral algebra.
We need also socle deformations of weighted surface algebras.
Let (Q, f) be a triangulation quiver. A vertex i ∈ Q0 is said to be a border
vertex of (Q, f) if there is a loop α at i with f(α) = α. If so, then α¯ = g(α),
α = f2(α) = gnα¯−1(α¯), and f2(α¯) = g−1(α). In particular, we have nα = nα¯ ≥ 3,
because |Q0| ≥ 3. Hence the loop α is uniquely determined by the vertex i, and
we call it a border loop of (Q, f). We also note that the following equalities hold:
αAα¯ = Bα = Aαf
2(α¯) and α¯Ag(α¯) = Bα¯ = Aα¯α. We denote by ∂(Q, f) the set
of all border vertices of (Q, f), and call it the border of (Q, f). Observe that, if
(S, ~T ) is a directed triangulated surface with (Q(S, ~T ), f) = (Q, f), then the border
vertices of (Q, f) correspond bijectively to the boundary edges of the triangulation
T of S. Hence, the border ∂(Q, f) of (Q, f) is non-empty if and only if the boundary
∂S of S is not empty. A function
b• : ∂(Q, f)→ K
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is said to be a border function of (Q, f). Assume that ∂(Q, f) is not empty. Then,
for a weight function m• : O(g) → N
∗, a parameter function c• : O(g) → K
∗, and
a border function b• : ∂(Q, f)→ K, we may consider the bound quiver algebra
Λ(Q, f,m•, c•, b•) = KQ/I(Q, f,m•, c•, b•),
where I(Q, f,m•, c•, b•) is the admissible ideal in the path algebra KQ of Q over
K generated by the elements:
(1) αf(α) − cα¯Aα¯, for all arrows α ∈ Q1 which are not border loops,
(2) α2 − cα¯Aα¯ − bs(α)Bα¯, for all border loops α ∈ Q1,
(3) βf(β)g(f(β)), for all arrows β ∈ Q1.
Then Λ(Q, f,m•, c•, b•) is said to be a socle deformed weighted triangulation algebra
[24]. We note that if b• is the zero border function (bi = 0 for all i ∈ ∂(Q, f)) then
Λ(Q, f,m•, c•, b•) = Λ(Q, f,m•, c•).
We have the following proposition proved in [24, Proposition 8.1].
Proposition 2.5. Let (Q, f) be a triangulation quiver with ∂(Q, f) not empty, and
letm•, c•, b• be weight, parameter, border functions of (Q, f). Then Λ(Q, f,m•, c•, b•)
is a finite-dimensional tame symmetric algebra which is socle equivalent to
Λ(Q, f,m•, c•).
Let (S, ~T ) be a directed triangulated surface with non-empty boundary, and let
m•, c•, b• be weight, parameter, border functions of (Q(S, ~T ), f). Then the socle
deformed weighted triangulation algebra Λ(Q(S, ~T ), f,m•, c•, b•) is called a socle
deformed weighted surface algebra and denoted by Λ(S, ~T ,m•, c•, b•) [24].
We have the following consequence of [24, Proposition 9.1 and Theorem 9.4].
Theorem 2.6. Let Λ¯ = Λ(S, ~T ,m•, c•, b•) be a socle deformed weighted surface
algebra. Then the following statements hold.
(i) All simple modules in mod Λ¯ are periodic modules of period 4.
(ii) Λ¯ is a periodic algebra of period 4.
Moreover, we have the following theorem established in [24, Theorem 1.4].
Theorem 2.7. Let A be a basic, indecomposable, symmetric algebra over an alge-
braically closed field K. Assume that A is socle equivalent but not isomorphic to a
weighted surface algebra Λ(S, ~T ,m•, c•). Then the following statements hold.
(i) The surface S has non-empty boundary.
(ii) K is of characteristic 2.
(iii) A is isomorphic to a socle deformed weighted surface algebra Λ(S, ~T ,m•, c•, b•).
We end this section with two examples.
Example 2.8. Let S = T be the triangle
2
3
1
•
• •
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with the three pairwise different edges, forming the boundary of S, and consider
the orientation ~T of T
2
3
1
•
• •
of T . Then the triangulation quiver (Q(S, ~T ), f) is the quiver
1ε
$$ α // 2 ηdd
β
✌✌
✌✌
✌✌
3
µ
DD
γ
XX✶✶✶✶✶✶
with the f -orbits (αβ γ), (ε), (η), (µ). Observe that we have only one g-orbit
(αη β µ γ ε) of arrows in Q(S, ~T ). Hence a weight function m• : O(g) → N
∗ and a
parameter function c• : O(g)→ K
∗ are given by a positive integer m and a param-
eter c ∈ K∗. The associated weighted surface algebra Λ = Λ(Q(S, ~T ), f,m•, c•) is
given by the above quiver and the relations
αβ = c(εαηβµγ)m−1εαηβµ, ε2 = c(αηβµγε)m−1αηβµγ, αβµ = 0, ε2α = 0,
βγ = c(ηβµγεα)m−1ηβµγε, η2 = c(βµγεαη)m−1βµγεα, βγε = 0, η2β = 0,
γα = c(µγεαηβ)m−1µγεαη, µ2 = c(γεαηβµ)m−1γεαηβ, γαη = 0, µ2γ = 0.
Observe that the border ∂(Q(S, ~T ), f) of (Q(S, ~T ), f) is the set Q0 = {1, 2, 3}
of vertices of Q, and ε, η, µ are the border loops. Take now a border function
b• : ∂(Q(S, ~T ), f) → K. Then the associated socle deformed weighted surface
algebra Λ¯ = Λ(Q(S, ~T ), f,m•, c•, b•) is given by the above quiver and the relations
αβ = c(εαηβµγ)m−1εαηβµ, ε2 = c(αηβµγε)m−1αηβµγ + b1(αηβµγε)
m,
βγ = c(ηβµγεα)m−1ηβµγε, η2 = c(βµγεαη)m−1βµγεα+ b2(βµγεαη)
m,
γα = c(µγεαηβ)m−1µγεαη, µ2 = c(γεαηβµ)m−1γεαηβ + b3(γεαηβµ)
m,
αβµ = 0, ε2α = 0, βγε = 0, η2β = 0, γαη = 0, µ2γ = 0.
Assume that m = 1, c = 1, K has characteristic 2 and b• is non-zero. Then it is
shown in [24, Example 8.4] that the algebras Λ and Λ¯ are not isomorphic.
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Example 2.9. Let S be the connected sum T#P of the torus T and the projective
plane P, and T the following triangulation of S
•
• •
•
••
1 4
5
6
2
1
2
3
3
where the edges 1, 2 correspond to T, and the edge 3 corresponds to P. We note
that S is non-orientable and without boundary. Consider the following orientation
~T of triangles in T
(1 2 4), (1 4 5), (5 2 6), (3 3 6).
Then the associated triangulation quiver (Q(S, ~T ), f) is of the form
α
4
5
1
2
6 3
µ
θ
̺
ν ξ
δ
ω η
σ
β
γ
with the shaded f -orbits (α β γ), (̺ θ µ), (ω σ η), (ν ξ δ). Then the set O(g)
consists of the four g-orbits
O(α) = (α), O(σ) = (σ δ), O(η) = (η θ ξ), O(β) = (β ̺ ω ν µ γ)
of lengths 1, 2, 3, 6. Thus a weight function m• : O(g) → N
∗ is given by natural
numbers p = mO(α) ≥ 3, q = mO(σ) ≥ 2, r = mO(η) ≥ 1, s = mO(β) ≥ 1 (due to
the imposed general assumption mO(ζ)nO(ζ) ≥ 3 for any arrow ζ). The parameter
function c• : O(g) → K
∗ is given by four non-zero scalars a = cO(α), b = cO(σ),
c = cO(η), d = cO(β). Then the weighted surface algebra Λ(S, ~T ,m•, c•) is given by
the above quiver, the commutativity relations
γα = d(̺ωνµγβ)s−1̺ωνµγ, αβ = d(β̺ωνµγ)s−1β̺ωνµ, βγ = aαp−1,
̺θ = d(γβ̺ωνµ)s−1γβ̺ων, θµ = d(ωνµγβ̺)s−1ωνµγβ, µ̺ = c(ξηθ)r−1ξη,
ωσ = c(θξη)r−1θξ, ση = d(νµγβ̺ω)s−1νµγβ̺, ηω = b(δσ)q−1δ,
νξ = b(σδ)q−1σ, ξδ = d(µγβ̺ων)s−1µγβ̺ω, δν = c(ηθξ)r−1ηθ,
and the zero relations
αβ̺ = 0, βγβ = 0, γα2 = 0, ̺θξ = 0, θµγ = 0, µ̺ω = 0,
ωσδ = 0, σηθ = 0, ηων = 0, νξη = 0, ξδσ = 0, δνµ = 0.
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3. Tetrahedral algebras
The aim of this section is to introduce the tetrahedral algebras of arbitrary degree
and describe their basic properties. Consider the tetrahedron
• •
•
•
3 6
2
5 4
1
with the coherent orientation of triangles: (1 5 4), (2 5 3), (2 6 4), (1 6 3). Then,
following [24, Example 6.1], we have the associated triangulation quiver (Q, f) of
the form
1
2 3
4 5
6
ν
µ
α
δ
ε
̺ σ
γ
β ξ
η
ω
where f is the permutation of arrows of order 3 described by the shaded subquivers.
Then g is the permutation on the set of arrows of Q whose g-orbits are the four
white 3-cycles.
Let m ≥ 1 be a natural number and λ ∈ K. We denote by Λ(m,λ) the algebra
given by the above quiver and the relations:
γδ = βε+ λ(β̺ω)m−1βε, δη = νω, ηγ = ξα, νµ = δξ,
̺ω = εη + λ(εξσ)m−1εη, ωβ = µσ, β̺ = γν, µα = ωγ,
ξσ = ηβ + λ(ηγδ)m−1ηβ, σε = αδ, εξ = ̺µ, αν = σ̺,
(
θf(θ)f2(θ)
)m−1
θf(θ)g
(
f(θ)
)
= 0 for any arrow θ in Q.
We call Λ(m,λ) a tetrahedral algebra of degree m. Moreover, an algebra Λ(m,λ)
with λ ∈ K∗ = K \ {0} is said to be a non-singular tetrahedral algebra of degree m.
We note that form = 1, Λ(1, λ) is the tetrahedral algebra Λ(S, λ+1), investigated
in [24, Section 6], and is a weighted surface algebra. On the other hand, if m ≥
2, then Λ(m,λ) is not a weighted surface algebra, and is called in [25] a higher
tetrahedral algebra.
The following facts are consequence of results established in [24] and [25].
Proposition 3.1. Let Λ = Λ(m,λ) be a tetrahedral algebra of degree m ≥ 1. Then
Λ is a finite-dimensional tame symmetric algebra of dimension 36m.
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Theorem 3.2. Let Λ = Λ(m,λ) be a tetrahedral algebra of degree m ≥ 1. Then
the following statements are equivalent:
(i) modΛ admits a periodic simple module.
(ii) All simple modules in modΛ are periodic of period 4.
(iii) Λ is a periodic algebra of period 4.
(iv) Λ is non-singular.
4. Preliminary results
Throughout this section A = KQ/I is a 2-regular algebra and J = J(A). More-
over, let B = A/J3. Then B is a 2-regular algebra with the bound quiver presen-
tation B = KQ/(R3Q + I). We start with the following known lemma.
Lemma 4.1. Let A be a symmetric algebra, i a vertex of Q, α, α¯ the arrows of Q
starting at i, δ, δ∗ the arrows of Q ending at i, and x = s(δ), y = s(δ∗). Then the
following statements hold.
(i) eiJ = αA+ α¯A.
(ii) Pi/Si is isomorphic to the submodule (δ, δ
∗)A of Px ⊕ Py.
Proposition 4.2. Let A be a tame algebra, i a vertex of Q, α, α¯ the arrows of Q
starting at i, and δ, δ∗ the arrows of Q ending at i. Then the following statements
hold.
(i) There are two different arrows β′, γ′ in Q such that the paths αβ′, α¯γ′ are
defined and involved in two independent minimal relations of I.
(ii) There are two different arrows σ′, ξ′ in Q such that the paths σ′δ, ξ′δ∗ are
defined and involved in two independent minimal relations of I.
Proof. We will prove only (i), because the proof of (ii) is dual. Let j = t(α),
k = t(α¯), β1, β2 are the arrows of Q starting at j, and γ1, γ2 are the arrows of Q
starting at k.
We first claim that one of the paths αβ1 or αβ2 is involved in a minimal relation
of I. Suppose that none of αβ1 and αβ2 is involved in a minimal relation of I.
Then αβ1 + J
3 and αβ2 + J
3 are independent elements of B = A/J3. Consider
the bound quiver algebra D = KQ/L, where L is the ideal of KQ generated by
all paths of length two in Q except αβ1 and αβ2. Clearly, D is a quotient algebra
of B, and hence a tame algebra. On the other hand, D admits a Galois covering
F : D˜ → D˜/G, with a finitely generated free group G, such that D˜ contains a full
convex subcategory isomorphic to the path algebra K∆ of the wild quiver ∆
•

•
⑧⑧
⑧⑧
⑧⑧
⑧
❅
❅❅
❅❅
❅❅
•
⑧⑧
⑧⑧
⑧⑧
⑧
❅
❅❅
❅❅
❅❅
•
⑧⑧
⑧⑧
⑧⑧
⑧
❅
❅❅
❅❅
❅❅
•
⑧⑧
⑧⑧
⑧⑧
⑧
• • • •
of type ˜˜E7. Hence D˜ is a wild locally bounded category (see [12, Theorem]). Then,
applying [11, Proposition 2], we conclude that D is a wild algebra. Therefore,
indeed one of the paths αβ1 and αβ2 is involved in a minimal relation of I.
ALGEBRAS OF GENERALIZED QUATERNION TYPE 15
Similarly, we prove that one of the paths α¯γ1 or α¯γ2 is involved in a minimal
relation of I.
Assume that two paths αβr and α¯γs, for some r, s ∈ {1, 2}, are involved in a
minimal relation of I. We may assume that r = s = 1. Then t(β1) = t(γ1) and
there are elements a, b ∈ K∗ such that aαβ1 + bα¯γ1 ∈ J
3, and clearly αβ1 and α¯γ1
are not in J3. We claim that one of the paths αβ2 or α¯γ2 is involved in a minimal
relation of I. Suppose, for contradiction, that it is not the case. In particular, αβ2
and α¯γ2 do not belong to J
3. We have few cases to consider.
(1) Assume that j 6= k. Consider the bound quiver algebra E = KQ/M , where
M is the ideal in KQ generated by all paths of length two in Q different from αβ1,
α¯γ1, αβ2, α¯γ2, and aαβ1 + bα¯γ1. Then E is a quotient algebra of B and there is a
Galois covering F : E˜ → E˜/G, with a finitely generated free group G, such that E˜
admits a full convex subcategory Λ isomorphic to the bound quiver algebra KΩ/N ,
where the quiver Ω is of the form
•
̺
⑧⑧
⑧⑧
⑧⑧
⑧
σ
❅
❅❅
❅❅
❅❅
•
❅
❅❅
❅❅
❅❅
•
⑧⑧
⑧⑧
⑧⑧
⑧
ω
❅
❅❅
❅❅
❅❅
•
ν
⑧⑧
⑧⑧
⑧⑧
⑧
❅
❅❅
❅❅
❅❅
•
⑧⑧
⑧⑧
⑧⑧
⑧
❅
❅❅
❅❅
❅❅
• • • •
and N is the ideal in KΩ generated by aσν + b̺ω. We note the Λ is isomorphic to
the bound quiver algebra Λ′ = KΩ/N ′, where N ′ is the ideal in KQ generated by
σν − ̺ω. Since Λ′ is a wild concealed algebra of type ˜˜E7, applying [12, Theorem])
and [11, Proposition 2] again, we conclude that E is a wild algebra. Therefore,
indeed one of the paths αβ2 or α¯γ2 is involved in a minimal relation of I.
(2) Assume that j = k but t(β1) 6= t(β2). Then β1 = γ1, β2 = γ2, and clearly
these arrows are not loops. It follows from the imposed assumption that αβ2 and
α¯γ2 = α¯β2 are independent non-zero elements of B. Consider the bound quiver
algebra R = KQ/U , where U is the ideal of KQ generated by all paths in Q of
length two except αβ2 and α¯β2. Then R is a quotient algebra of B and admits a
Galois covering F : R˜ → R˜/G = R, with a finitely generated free group G, such
that R˜ admits a full convex subcategory isomorphic to the path algebra KΣ of the
wild quiver Σ of the form
• // // • // • .
Then it follows from [11, Theorem]) and [11, Proposition 2] that R is a wild algebra.
Therefore, we obtain that one of the paths αβ2 and α¯β2 is involved in a minimal
relation of I.
(3) Assume that j = k and t(β1) = t(β2). Clearly, we have {β1, β2} = {γ1, γ2}.
If β1 = γ1 and β2 = γ2, then considering the bound quiver algebra R = KQ/U
defined in (2) we conclude that R is a wild algebra. Suppose that β1 = γ2 and
β2 = γ1. Consider the bound quiver algebra E = KQ/M , where M is the ideal in
KQ generated by all paths of length two in Q different from αβ1, αβ2, α¯β1, α¯β2,
and aαβ1 + bα¯γ1 = aαβ1 + bα¯β2. Then E is a quotient algebra of B and there is
a Galois covering F : E˜ → E˜/G = E, with a finitely generated free group G, such
that E˜ admits a full convex subcategory Γ isomorphic to the bound quiver algebra
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KΦ/W , where Φ is the quiver
•
1 σ
//
̺ // •
2 ν
//
ω // •
3
and W is the ideal in KΦ generated by the element a̺ω + bσν. Let Γ′ = (e1 +
e3)Γ(e1 + e3). Then Γ
′ is isomorphic to the path algebra KΨ of the wild quiver Ψ
of the form
• // //
//
•
and consequently Γ′ is a wild algebra. Then it follows that Γ is a wild algebra
(see [12, Theorem]). Finally, applying [11, Proposition 2] we conclude that E, and
hence B, is a wild algebra.
Summing up, we proved that there exist arrows β′ = βr and γ
′ = γs, for some
r, s ∈ {1, 2}, such that the paths αβ′ and α¯γ′ are defined and involved in two
independent minimal relations of I. 
Proposition 4.3. Let A = KQ/I be a symmetric algebra, i a vertex of Q, α, α¯ the
arrows of Q starting at i, δ, δ∗ the arrows of Q ending at i, and j = t(α), k = t(α¯),
x = s(δ), y = s(δ∗). Assume that the simple module Si in modA is periodic of
period 4. Then there is an exact sequence in modA
0→ Si → Pi
d3−→ Px ⊕ Py
d2−→ Pj ⊕ Pk
d1−→ Pi
d0−→ Si → 0,
which give rise to a minimal projective resolution of Si in modA, and the following
statements hold.
(i) d1(u, v) = αu + α¯v for any (u, v) ∈ Pj ⊕ Pk.
(ii) There exist elements ϕ1 ∈ ejJex, ϕ2 ∈ ekJex, ψ1 ∈ ejJey, ψ2 ∈ ekJey and
two independent minimal relations of I, one from i to x and the other from i
to y, inducing the equalities in A
αϕ1 + α¯ϕ2 = 0 and αψ1 + α¯ψ2 = 0.
(iii) The pairs (ϕ1, ϕ2), (ψ1, ψ2) in Pj⊕Pk generate Ω
2
A(Si) and d2(p, q) = (ϕ1p+
ψ1q, ϕ2p+ ψ2q) for any (p, q) ∈ Px ⊕ Py.
(iv) There exist elements δ1 ∈ exJei \ exJ
2ei, δ2 ∈ eyJei \ eyJ
2ei and two inde-
pendent minimal relations in I, one from j to i and the other from k to i,
inducing the equalities in A
ϕ1δ1 + ψ1δ2 = 0 and ϕ2δ1 + ψ2δ2 = 0.
(v) The pair (δ1, δ2) in Px⊕Py generates Ω
3
A(Si) and d3(w) = (δ1w, δ2w) for any
w ∈ Pi.
Proof. Since A is a symmetric 2-regular algebra and Si is periodic of period four in
modA, there is an exact sequence
0→ Si → Pi
d3−→ Px ⊕ Py
d2−→ Pj ⊕ Pk
d1−→ Pi
d0−→ Si → 0,
where d0 is the canonical epimorphism Pi → Si and d1(u, v) = αu + α¯v for any
(u, v) ∈ Pj ⊕Pk, which give rise to a minimal projective resolution of Si in modA.
Further, Ω2A(Si) = Ker d1 is generated by elements ϕ and ψ in Pj ⊕ Pk such that
ϕ = d2(ex) and ψ = d2(ey), and we may define d2 by d2(p, q) = ϕp + ψq for
any (p, q) ∈ Px ⊕ Py. Then we have ϕ = (ϕ1, ϕ2) and ψ = (ψ1, ψ2) for some
elements ϕ1 ∈ ejJex, ϕ2 ∈ ekJex, ψ1 ∈ ejJey, ψ2 ∈ ekJey. In particular, we have
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d2(p, q) = (ϕ1p + ψ1q, ϕ2p + ψ2q) for (p, q) ∈ Px ⊕ Py. Therefore, we obtain the
equalities in A
αϕ1 + α¯ϕ2 = d1(ϕ) = d1
(
d2(ex)
)
= 0,
induced by a minimal relation ̺1 in I from i to x, and
αψ1 + α¯ψ2 = d1(ψ) = d1
(
d2(ey)
)
= 0,
induced by a minimal relation ̺2 in I from i to y. Obviously, the relations ̺1 and
̺2 are independent. This proves (ii) and (iii).
The third syzygy Ω3A(Si) = Ker d2 = Im d3 is isomorphic to Pi/Si. Hence,
Ω3A(Si) is generated by the element d3(ei) = (δ1, δ2) ∈ Px ⊕ Py. Moreover, by
Lemma 4.1, Pi/Si is isomorphic to the submodule (δ, δ
∗)A of Px⊕Py. This implies
that δ1 ∈ exJei \ exJ
2ei and δ2 ∈ eyJei \ eyJ
2ei. Further, we obtain the equalities
(ϕ1δ1 + ψ1δ2, ϕ2δ1 + ψ2δ2) = ϕδ1 + ψδ2 = d2d3(ei) = 0,
and hence the equalities in A
ϕ1δ1 + ψ1δ2 = 0,
induced by a minimal relation ω1 in I from j to i, and
ϕ2δ1 + ψ2δ2 = 0,
induced by a minimal relation ω2 in I from k to i. Clearly, the relations ω1 and ω2
are independent. This proves (iv) and (v). 
We note that if A = KQ/I is a symmetric 2-regular algebra then the opposite
algebra Aop = KQop/Iop is a symmetric 2-regular algebra. Moreover, if the simple
module Si = eiA/eiJ is periodic of period four in modA then the simple module
S′i = Aei/Jei in modA
op is periodic of period four. Hence, we have the dual version
of the above proposition for the simple module S′i.
We obtain the following direct consequence of Proposition 4.3 and its dual.
Corollary 4.4. Let A be a symmetric algebra, i a vertex of Q, α, α¯ the arrows of
Q starting at i, δ, δ∗ the arrows of Q ending at i, and j = t(α), k = t(α¯), x = s(δ),
y = s(δ∗). Assume that the simple module Si in modA is periodic of period four.
Then the following statements hold.
(i) There are exactly two independent minimal relations in I starting at i, one
from i to x and the other from i to y.
(ii) There are exactly two independent minimal relations in I ending at i, one
from j to i and the other from k to i.
In fact, by Proposition 4.2, in (i) above we known that there are paths of length
two from i to x and from i to y which are independent modulo J2, and the dual
version for (ii) holds as well. We make therefore the following convention.
Notation 4.5. Let i be a vertex, and α : i → j and α¯ : i → k be the arrows
starting at i, and let δ : x → i and δ∗ : y → i be the arrows ending at i. Then we
denote by β1 : j → y and γ1 : k → x be arrows such that αβ1 and α¯γ1 are terms of
a minimal relation.
Corollary 4.6. Let A be a symmetric algebra, i a vertex of Q, α, α¯ the arrows
of Q starting at i, and δ, δ∗ the arrows of Q ending at i. Assume that the simple
module Si in modA is periodic of period four. Then the following statements hold.
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(i) There are two arrows β, γ in Q such that the cosets αβ+ eiJ
3 and α¯γ+ eiJ
3
form a basis of eiJ
2/eiJ
3.
(ii) There are two arrows σ, ̺ in Q such that the cosets σδ+ J3ei and ̺δ
∗+ J3ei
form a basis of J2ei/J
3ei.
In particular, we have dimK eiJ
2/eiJ
3 = 2 and dimK J
2ei/J
3ei = 2.
Proof. (i) It follows from Proposition 4.2 that there exist two different arrows β1,
γ1 in Q such that the paths αβ1 and α¯γ1 are defined and involved in two inde-
pendent minimal relations of I. Moreover, by Corollary 4.4, there are exactly two
independent minimal relations in I starting at i. Then, for the arrows β = β¯1 and
γ = γ¯1, the cosets αβ + J
3 and α¯γ + J3 form a basis of eiJ
2/eiJ
3.
The proof of (ii) is similar, and applies Proposition 4.3 and Corollary 4.4. 
Let A be a tame algebra. We say that two paths α1β1 and α2β2 of length two
in Q belong to a minimal relation of type C if none of α1β1 and α2β2 belongs to
J3 but c1α1β1 + c2α2β2 ∈ J
3 for some non-zero elements c1 and c2 in K. We note
that then c1α1β1 + c2α2β2 is a summand of a minimal relation of I. A path α1β1
of length two in Q belongs to a minimal relation of type Z if α1β1 ∈ J
3. Clearly,
α1β1 is a summand of a minimal relation of I.
We show first that some arrows related to a type C relation cannot be double
arrows, or loops.
Lemma 4.7. Assume we have a type C relation a1(αβ)+ a2(α¯γ1) ∈ J
3 starting at
vertex i, and either a type C relation from i of the form b1(αβ1) + b2(α¯γ) ∈ J
3 or
α¯γ1 ∈ J
3. Then
(i) There are no double arrows starting or ending at i, unless Q = QM (see
Section 5).
(ii) There are no loops starting or ending at i.
Proof. We use Notation 4.5.
(i) Assume α, α¯ are double arrows, and Q 6= QM .
Assume first we have two independent relations of type C from i. The arrows
from j are {β, β1} and the arrows from k are {γ, γ1}, and we have j = k. Since
Q 6= QM , we must have x 6= y, and it follows that β = γ1 and β1 = γ. Then we
can rewrite the relations as
(a1α+ a2α¯)β ∈ J
3, (b1α+ b2α¯)γ ∈ J
3.
If (a1α + a2α¯) and (b1α + b2α¯) are dependent modulo J
3 then this is an arrow
α′ : i→ j such that α′J ⊆ J3. This contradicts Corollary 4.6, since with α′J ⊆ J3
there cannot be a basis of eiA/eiJ
2 as we established in Corollary 4.6.
Therefore the two elements must be independent arrows. Then we may replace
α, α¯ and have now two independent relations of type Z.
Now assume that the second minimal relation from i is α¯γ1 ∈ J
3. Then we can
write the first relation as (b1α+b2α¯)γ ∈ J
3. We can take independent arrows i→ j
to be α¯ and b1α+ b2α¯, and then we have two relations of type Z.
Suppose δ, δ∗ are double arrows, then x = y and j 6= k. Assume first we have
two relations of type C, then β = β1, and γ = γ1. Since the two relations are
independent, the coefficient matrix is invertible. It follows that both αβ and α¯γ
are in J3, and we do not have type C relations, a contradiction.
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Now suppose we have only one type C relation from i, and assume x = y. Here
we have double arrows γ, γ1 : k → y. The arrow β1 also ends at y, and it follows
that β1 = γ. This means that j = k and then also α, α¯ are double arrows and Q is
the Markov quiver QM , a contradiction.
(ii) Assume we have two relations of type C from i. Suppose say α is a loop,
then j = i and k 6= i, and we have {β, β1} = {α, α¯}. The situation is symmetric, so
we may assume α = β and α¯ = β1. This implies x = i and y = k, and the subquiver
with vertices i, k is 2-regular, and hence is Q, and |Q0| = 2, a contradiction.
Now assume that we have only one type C relation from i, and α¯γ1 ∈ J
3. Assume
α¯ is a loop, so that k = i and {γ, γ1} = {α, α¯}. If γ = α and γ1 = α¯ then y = j
and x = i, and we have again a 2-regular subquiver with two vertices which is all
of Q, a contradiction. If γ = α¯ and γ1 = α, then y = i and x = j, and we have the
same contradiction.
Suppose α is a loop, so that j = i and {β1, β} = {α, α¯}.
Assume β1 = α, then y = i. The arrows ending at i are {δ, δ
∗, γ, α}. It follows
that δ∗ = α and γ = δ, and then we have a 2-regular subquiver with two vertices
i, k, a contradiction. Otherwise β1 = α¯, then k = y and γ is a loop, and we have a
2-regular subquiver with vertices i, k and again a contradiction.
If there is a loop ending at i then it also starts at i, and we have excluded
this. 
The following proposition explains how relations of type C propagate in the
quiver. Assuming part (i) of the following, then the previous lemma implies that
also β, β1 and γ, γ1 are not double arrows or loops. Similarly, part (ii) of the
following and the previous lemma implies that γ, γ1 are not double arrows or loops.
Proposition 4.8. Let A be a tame symmetric algebra and i a vertex in Q such
that the simple module Si in modA is periodic of period four. Moreover, let α, α¯
be the arrows of Q starting at i, δ, δ∗ the arrows of Q ending at i, and j = t(α),
k = t(α¯), x = s(δ), y = s(δ∗). Assume also that Q is not the Markov quiver. Then
the following hold.
(i) Assume that there are two minimal relations in A of type C
a1αβ + a2α¯γ1 ∈ J
3 and b1αβ1 + b2α¯γ ∈ J
3,
where β, γ1 are arrows ending at x and β1, γ are arrows ending at y. Then
there are two minimal relations in A of type C of the form
c1βδ + c2β1δ
∗ ∈ J3 and d1γ1δ + d2γδ
∗ ∈ J3.
(ii) Assume that there is a unique minimal relation in A of type C starting at i
b1αβ1 + b2α¯γ ∈ J
3,
where β1, γ are arrows ending at y, and α¯γ1 ∈ J
3 is the relation in A of type
Z starting at i. Then there are in A a minimal relation of type C
d1γ1δ + d2γδ
∗ ∈ J3,
and the relation β1δ
∗ ∈ J3 of type Z.
(iii) Assume that there are in A two minimal relations of type Z
αβ1 ∈ J
3 and α¯γ1 ∈ J
3,
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starting from i. Then there are in A two minimal relations of type Z
β1δ
∗ ∈ J3 and γ1δ ∈ J
3,
ending at i.
Proof. It follows from Proposition 4.3 that there exist elements ϕ1 ∈ ejJex, ϕ2 ∈
ekJex, ψ1 ∈ ejJey, ψ2 ∈ ekJey and two independent minimal relations in I, one
from i to x and the other from i to y, which induce the equalities in A
αϕ1 + α¯ϕ2 = 0 and αψ1 + α¯ψ2 = 0.
Further, there exist elements δ1 ∈ exJei \ exJ
2ei, δ2 ∈ eyJei \ eyJ
2ei, and two
independent minimal relations in I, one from j to i and the other from k to i,
which induce the equalities in A
ϕ1δ1 + ψ1δ2 = 0 and ϕ2δ1 + ψ2δ2 = 0.
Assume first that there are no double arrows ending at vertex i, that is x 6= y.
(This holds in (i) and (ii) anyway). Then there exist non-zero elements λ1, λ2 in K
such that δ1 = λ1δ + t1 and δ2 = λ2δ
∗ + t2, for some elements t1, t2 from J
2.
(i) It follows from the assumption that s(β) = j = s(β1), s(γ) = k = s(γ1), and
ϕ1 = a1β + r1, ϕ2 = a2γ1 + r2, ψ1 = b1β1 + s1, ψ2 = b2γ + s2, for some elements
r1, r2, s1, s2. We claim that these must be in J
2: If (say) r1 is not in J
2 then it
is an arrow j → x not equal to β and we have double arrows ending at x, and
{r1, β} = {β, γ1} and j = k and then Q is the Markov quiver, a contradiction.
Similarly r2, s1, s2 must be in J
2. Then r1δ1 + s2δ2 ∈ J
3 and r2δ1 + s2δ2 ∈ J
3.
Clearly, a1, a2, b1, b2 are non-zero elements of K. We obtain the equalities in A
(a1β + r1)(λ1δ + t1) + (b1β + s1)(λ2δ
∗ + t2) = 0,
(a2γ1 + r2)(λ1δ + t1) + (b2γ + s2)(λ2δ
∗ + t2) = 0.
Then we conclude that
c1βδ + c2β1δ
∗ ∈ J3 and d1γ1δ + d2γδ
∗ ∈ J3,
for c1 = a1λ1, c2 = b1λ2, d1 = a2λ1, d1 = b2λ2.
(ii) The assumption on the relation of type C implies that ψ1 = b1β1 + s1
and ψ2 = b2γ + s2, for some elements s1, s2 which are in J
2, as one sees by the
same argument as in (i). On the other hand, since there is a minimal relation
α¯γ1 ∈ J
3 of type Z, we conclude that t(γ1) = x (see Corollary 4.4). Then we obtain
ϕ2 = aγ1 + r, for a non-zero element a ∈ K and some r ∈ J
2, and ϕ1 ∈ ejJ
2ex
such that αϕ1 + α¯r ∈ J
3. We have the equalities in A
ϕ1(λ1δ + t1) + (b1β1 + s1)(λ2δ
∗ + t2) = 0,
(aγ1 + r)(λ1δ + t1) + (b2γ + s2)(λ2δ
∗ + t2) = 0.
From the first equality, we obtain b1λ2β1δ
∗ ∈ J3, and hence the minimal relation
β1δ
∗ ∈ J3 of type Z in A, because b1λ2 6= 0. The second equality implies the
minimal relation d1γ1δ + d2γδ
∗ ∈ J3 of type C, for d1 = aλ1 and d2 = b2λ2.
(iii) The imposed assumption implies that ϕ2 = aγ1 + r, ψ1 = bβ1 + s, for some
elements a, b in K and some elements r, s ∈ J3, and ϕ1 ∈ ejJex, ψ2 ∈ ekJey. We
have the equalities in A
ϕ1(λ1δ + t1) + (bβ1 + s)(λ2δ
∗ + t2) = 0,
(aγ1 + r)(λ1δ + t1) + ψ2(λ2δ
∗ + t2) = 0.
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Then we conclude that bλ2βδ
∗ ∈ J3 and aλ1γ1δ ∈ J
3, with bλ2 6= 0 and aλ1 6= 0.
Therefore, we obtain the minimal relations β1δ
∗ ∈ J3 and γ1δ ∈ J
3 of type Z
ending at i.
Now we consider the possibility that δ, δ∗ are double arrows. By the previous
lemma, we must have two type Z relations. Assume αβ1 ∈ J
3 and α¯γ1 ∈ J
3. Then
β1, γ1 are the arrows ending at x = y.
By Corollaries 4.4 and 4.6 (applied to the two arrows ending at i) we get: one of
β1δ, γ1δ is involved in a minimal relation. As well one of β1δ
∗, γ1δ
∗ is involved in a
minimal relation. Furthermore, either γ1δ
∗ and β1δ are independent modulo J
3, or
γ1δ and β1δ
∗ are independent modulo J3. Combining these leave two possibilities:
(I) β1δ
∗ and γ1δ are involved in minimal relations, and γ1δ
∗ and β1δ are inde-
pendent modulo J3, or
(II) β1δ and γ1δ
∗ are involved in minimal relations, and γ1δ and β1δ
∗ are inde-
pendent modulo J3.
The two possibilities differ only in the names of the arrows and we may assume (I)
holds. 
We will need the following lemma.
Lemma 4.9. Let A = KQ/I be a 2-regular algebra of generalized quaternion type.
Let i be a vertex of Q, α, α¯ the arrows of Q starting at i, β1, β2 the arrows of Q
starting at j = t(α), γ1, γ2 the arrows of Q starting at k = t(α¯), and σ = α
∗,
̺ = α¯∗. Suppose that c1αβ1 + c2α¯γ1 ∈ J
3 is a unique minimal relation of type
C starting at i, and a unique minimal relation of type C ending at t(β1) = t(γ1).
Then the following statements hold.
(i) Precisely one of the paths αβ2 and α¯γ2 is involved in a minimal relation of
A.
(ii) Precisely one of the paths σβ1 and ̺γ1 is involved in a minimal relation of A.
(iii) At least one of the paths σβ1 and α¯γ2 is involved in a minimal relation of A.
Hence, ̺γ1 is involved in a minimal relation of A if and only if α¯γ2 is involved in
a minimal relation of A.
Proof. The statements (i) and (ii) follow from the imposed assumption and the
statements (i) and (ii) of Proposition 4.2. Suppose that σβ1 and ̺γ1 are not involved
in minimal relations. In particular, σβ1 and ̺γ1 do not belong to J
3. Consider the
bound quiver algebra R = KQ/M , where M is the ideal in KQ generated by all
paths of length two in Q different from αβ1, σβ1, α¯γ1, α¯γ2, and c1αβ1+c2α¯γ1. Then
R is a quotient algebra of B = A/J3 and there is a Galois covering F : R˜→ R˜/G,
with a finitely generated free group G, such that R˜ admits a full convex subcategory
Λ isomorphic to the bound quiver algebra KΩ/N , where Ω is the quiver of the form
•
η
⑧⑧
⑧⑧
⑧⑧
⑧
ω
❅
❅❅
❅❅
❅❅
•
⑧⑧
⑧⑧
⑧⑧
⑧
❅
❅❅
❅❅
❅❅
•
⑧⑧
⑧⑧
⑧⑧
⑧
•
❅
❅❅
❅❅
❅❅
•
⑧⑧
⑧⑧
⑧⑧
⑧
ξ ❅
❅❅
❅❅
❅❅
•
ν
⑧⑧
⑧⑧
⑧⑧
⑧
•
• •
and N is the ideal in KΩ generated by c1ων+c2ηξ. We note the Λ is isomorphic to
the bound quiver algebra Λ′ = KΩ/N ′, where N ′ is the ideal in KQ generated by
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ων−ηξ. Since Λ′ is a wild concealed algebra of type ˜˜E7, applying [11, Proposition 2]
and [12, Theorem] we conclude that R is a wild algebra. Therefore, indeed at least
one of the paths σβ1 and α¯γ2 is involved in a minimal relation of A. The final
statement follows from (ii) and (iii). 
Corollary 4.10. Assume that at any vertex there is at most one type C relation.
Then the type C relations come in triples. Assume the minimal relations from
i are αβ1 + α¯γ ∈ J
3 of type C and α¯γ1 ∈ J
3. Then, with the notation as in
Proposition 4.8 and δ∗ = δ2 and δ = δ1, we have
(ii) The minimal relations from k are γ1δ + γδ2 ∈ J
3 of type C and γδ¯2 ∈ J
3.
(iii) The minimal relations from y are δ2α¯ + δ¯2µ ∈ J
3 of type C and δ2α ∈ J
3
where µ : t(δ¯2)→ k.
Proof. With the assumption on the relations from vertex i we get from Proposi-
tion 5.6 part (ii) that γ1δ+ γδ
∗ ∈ J3 is a type C relation, and also that β1δ
∗ ∈ J3.
We apply Lemma 4.9 with relations from k. It shows that since β1δ2 is in J
3, it
follows that γδ¯2 ∈ J
3. This proves (ii), and part (iii) follows similarly. [Note that
we cannot have double arrows i→ j with the assumption.] 
We describe this situation by the following covering of the quiver. We draw an
arc to indicate that the product of the arrows is in J3. Each square describes a
type C relation.
❄
❄❄
❄
⑧⑧
⑧⑧
i
α
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
α¯
❄
❄❄
❄❄
❄❄
❄❄
z
µ
⑧⑧
⑧⑧
⑧⑧
⑧⑧
❄
❄❄
❄
❄
❄❄
❄
j
⑧⑧
⑧⑧
β
❄
❄❄
❄❄
❄❄
❄❄
k
γ
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
γ1
❄
❄❄
❄❄
❄❄
❄❄
⑧⑧
⑧⑧
y
δ∗⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
δ∗
❄
❄❄
❄❄
❄❄
❄❄
x
δ
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
❄
❄❄
❄
❄
❄❄
❄
z
⑧⑧
⑧⑧
µ
❄
❄❄
❄❄
❄❄
❄ i
α¯
⑧⑧
⑧⑧
⑧⑧
⑧⑧
⑧
α
❄
❄❄
❄❄
❄❄
❄❄
k j
5. Algebras with the Markov quiver
The following quiver QM
1
α //
σ
// 2
γ
✠✠
✠✠
✠✠
✠✠
✠
β
✠✠
✠✠
✠✠
✠✠
✠
3
δ
ZZ✺✺✺✺✺✺✺✺✺
̺
ZZ✺✺✺✺✺✺✺✺✺
is said to be the Markov quiver (see [40], [41] for justification of this name). The
quiver QM has a canonical extension to a triangulation quiver (QM , f) for the
permutation f of arrows of QM having the f -orbits (α γ δ) and (σ β ̺). Then the
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associated permutation g of arrows of QM has only one g-orbit (αβ δ σ γ ̺). Hence
a weight function m• : O(g) → N
∗ and a parameter function c• : O(g) → K
∗ are
given by a positive integer m and a parameter c ∈ K∗. The associated weighted
triangulation algebra Λ(QM , f,m•, c•) is given by the Markov quiver Q
M and the
relations
αγ = c(σγ̺αβδ)m−1σγ̺αβ, σβ = c(αβδσγ̺)m−1αβδσγ, αγ̺ = 0, σβδ = 0,
γδ = c(βδσγ̺α)m−1βδσγ̺, β̺ = c(γ̺αβδσ)m−1γ̺αβδ, γδσ = 0, β̺α = 0,
δα = c(̺αβδσγ)m−1̺αβδσ, ̺σ = c(δσγ̺αβ)m−1δσγ̺α, δαβ = 0, ̺σγ = 0.
We also note that the Markov triangulation quiver (QM , f) is a triangulation quiver
(Q(S, ~T ), f) associated to the triangulation T of the sphere S in R3 given by two
unfolded triangles, having a coherent orientation ~T (see [24, Example 4.4]).
The aim of this section is to prove the following theorem.
Theorem 5.1. Let A be an algebra of generalized quaternion type whose quiver is
the Markov quiver QM . Then A is isomorphic to a weighted triangulation algebra
Λ(QM , f,m•, c•).
We split the proof of the theorem into several steps.
We start with the following general lemma.
Lemma 5.2. Let A be a 2-regular algebra of generalized quaternion type whose
quiver Q has double arrows
i
α¯
//
α // j
β
//
γ // k .
Then A admits a bound quiver presentation A = KQ/I such that, up to labelling,
(i) αβ + eiJ
3 and α¯γ + eiJ
3 form a basis of eiJ
2/eiJ
3.
(ii) αγ ∈ J3 and α¯β ∈ J3.
Moreover, Q is isomorphic to the Markov quiver QM .
Proof. Let U = eiJ/eiJ
2, V = eiJ
2/eiJ
3, and W = ejJ/ejJ
2. Since the quiver
Q is 2-regular, we have dimK U = 2 and dimK W = 2. Moreover, it follows from
Corollary 4.6 that dimK V = 2. We choose representatives of α and α¯ in A such
that α+J2 and α¯+J2 give a basis of U . Consider the K-linear maps α(−), α¯(−) :
W → V such that α(ω + ejJ
2) = αω + eiJ
3 and α¯(ω + ejJ
2) = α¯ω + eiJ
3 for any
ω ∈ ejJ . It follows from Corollary 4.6(i) that we may choose representatives of β
and γ such that β+ejJ
2 and γ+ejJ
2 form a basis ofW , and αβ+eiJ
3 and α¯γ+eiJ
3
form a basis of V . In particular, α(−) and α¯(−) are non-zero homomorphisms from
W to V . We also note that V is the sum of the images of α(−) and α¯(−). We
claim that none of α(−) and α¯(−) is an isomorphism. Indeed, suppose that α(−)
is an isomorphism. Then we conclude that αβ + eiJ
3 and αγ + eiJ
3 form a basis
of V , which contradicts the first part of the proof of Proposition 4.2. Similarly, if
α¯(−) is an isomorphism, α¯β+ eiJ
3 and α¯γ+ eiJ
3 form a basis of V , which is again
a contradiction to Proposition 4.2. Therefore, the both α(−) and α¯(−) have rank
one. Taking now representatives of β and γ such that β + ejJ
2 ∈ Ker α¯(−) and
γ + ejJ
2 ∈ Kerα(−), we conclude that {β + ejJ
2, γ + ejJ
2} forms a basis of W ,
{αβ+ eiJ
3, α¯γ+ eiJ
3} forms a basis of V , and αγ ∈ J3, α¯β ∈ J3. Hence A admits
a bound quiver presentation A = KQ/I satisfying (i) and (ii).
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Let δ, δ∗ be the arrows in Q ending at i, and x = s(δ), y = s(δ∗). Then it follows
from Proposition 4.3 and Corollary 4.4 that αγ ∈ J3 and α¯β ∈ J3 are consequences
of two independent minimal relations in I, one from i to x and the other from i to
y. Hence we obtain x = k = y, and consequently Q is isomorphic to the Markov
quiver QM . 
From now on we assume that A = KQ/I is an algebra of generalized quaternion
type with Q = QM , and such that αβ + e1J
3 and α¯γ + e1J
3 form a basis of
e1J
2/e1J
3, and αγ ∈ J3, α¯β ∈ J3. We will take σ := α¯.
We may write
αγ = αp¯+ α¯q¯, α¯β = αp+ α¯q,
for p, q, p¯, q¯ ∈ e2J
2e3 = e2J
4e3. Replacing γ by γ − p¯ and β by β − q, we may
assume that
αγ = α¯q¯, α¯β = αp.(1)
Since dimK αJ/αJ
2 = 1 and dimK α¯J/α¯J
2 = 1, we have αJ = αβJ and α¯J = α¯γJ .
Hence, we may assume that p = βu and q¯ = γv for some u, v ∈ e3J
3e3. Then there
is an exact sequence in modA
0→ S1 → P1
d3−→ P3 ⊕ P3
d2−→ P2 ⊕ P2
d1−→ P1
d0−→ S1 → 0,
with d1(a, b) = αa + α¯b for any (a, b) ∈ P2 ⊕ P2, which give rise to a minimal
projective resolution of S1 in modA. Consider the elements ϕ1 = γ, ϕ2 = −q¯,
ψ1 = −p, ψ2 = β in e2Je3. Then we have the equalities
αϕ1 + α¯ϕ2 = 0, αψ1 + α¯ψ2 = 0,
and ϕ = (ϕ1, ϕ2), ψ = (ψ1, ψ2) are generators of Ω
2
A(S1) = Ker d1. We claim
that at least one of αγ and α¯β is non-zero: Otherwise ϕ = (γ, 0) and ψ = (0, β)
gives a direct sum decomposition of Ω2A(S1). [We will see later that αγ and α¯β
are both non-zero.] Further, applying Proposition 4.3, we conclude that there exist
elements δ1, δ2 ∈ e3Je1 \ e3J
2e1 such that δ1+ e3J
2e1 and δ2 + e3J
2e1 give a basis
of e3Je1/e3J
2e1, and
ϕ1δ1 + ψ1δ2 = 0, ϕ2δ1 + ψ2δ2 = 0.
Hence, we obtain the equalities
γδ1 = pδ2, βδ2 = q¯δ1.(2)
We note that pδ2 = βuδ2 = βqβ , q¯δ1 = γvδ1 = γqγ , and hence
γδ1 = βqβ , βδ2 = γqγ .(2
∗)
for some elements qβ , qγ ∈ e3J
4e1.
There is an exact sequence in modA
0→ S2 → P2
∂3−→ P1 ⊕ P1
∂2−→ P3 ⊕ P3
∂1−→ P2
∂0−→ S2 → 0,
with ∂1(a, b) = βa + γb for any (a, b) ∈ P3 ⊕ P3, which give rise to a minimal
projective resolution of S2 in modA. We set ϕ
′
1 = −qβ , ϕ
′
2 = δ1, ψ
′
1 = δ2, ψ
′
2 = −qγ .
Then we have the equalities
βϕ′1 + γϕ
′
2 = 0, βψ
′
1 + γψ
′
2 = 0,
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and ϕ′ = (ϕ′1, ϕ
′
2), ψ
′ = (ψ′1, ψ
′
2) generate Ω
2
A(S2) = Ker ∂1. Applying Proposi-
tion 4.3 again, we conclude that there exist elements α1, α2 ∈ e1Je2 \ e1J
2e2 such
that α1 + e1J
2e2 and α2 + e1J
2e2 give a basis of e1Je2/e1J
2e2, and
ϕ′1α1 + ψ
′
1α2 = 0, ϕ
′
2α1 + ψ
′
2α2 = 0.
Then we obtain the equalities
δ2α2 = qβα1, δ1α1 = qγα2.(3)
Further, since {α + e1J
2, α¯ + e1J
2} and {α1 + e1J
2, α2 + e1J
2} are two bases of
e1J/e1J
2, there exist scalars u, v, r, s ∈ K with us− rv 6= 0 such that
α1 + e1J
2 = (uα+ vα¯) + e1J
2, α2 + e1J
2 = (rα + sα¯) + e1J
2.(4)
We take now a bound quiver presentation A = KQ/I ′ of A such that δ := δ1 and
̺ := δ2. Then we define
f(α) = γ, f(γ) = δ, f(σ) = β, f(β) = ̺,
g(α) = β, g(γ) = ̺, g(σ) = γ, g(β) = δ.
We note the following consequence of the above equalities.
Corollary 5.3. We have αf(α)f2(α) = α¯f(α¯)f2(α¯).
Proof. The following equalities hold
αf(α)f2(α) = αγδ1 = αpδ2 = α¯βδ2 = α¯f(α¯)f
2(α¯).

We investigate now the structure of the local tame symmetric algebraR = e1Ae1.
We note that R has two generators
X = αβδ = αg(α)g2(α) and Y = α¯γ̺ = α¯g(α¯)g2(α¯).
We denote by JR the radical of R.
Lemma 5.4. (i) We have uX2 + vXY ∈ J3R and rY X + sY
2 ∈ J3R.
(ii) There is a positive integer m such that the socle of R is generated by (XY )m =
(Y X)m, and R has a basis consisting of e1 and initial subwords of (XY )
m,
(Y X)m.
Proof. (i) We have the equalities
(uα+ vα¯)(β + γ)
(
f(β) + f(γ)
)
= (uαβ + uαγ + vα¯β + vα¯γ)(δ2 + δ1)
= uX + vY + w,
with w ∈ e1J
6e1, because αβδ2, αγδ2, αγδ1, α¯βδ2, α¯βδ1, α¯γδ1 ∈ e1J
6e1. We note
that Xα1 = αβδ1α1 = αβqγα2 ∈ e1J
7e2, because qγ ∈ e3J
4e1. Moreover, (uα +
vα¯)− α1 ∈ e1J
2e2. Hence we obtain that
uX2 + vXY = X(uX + vY ) = X(uα+ vα¯)(β + γ)
(
f(β) + f(γ)
)
−Xw
belongs to e1J
9e1 = J
3
R. Similarly, one proves that rY X + sY
2 belongs to J3R.
(ii) Assume for a contradiction that e1A has a basis consisting of elements of the
form
X i, Y j , X iα, Y jα¯, X iαβ, Y jα¯γ.
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It follows from the identity (1) that αγ = α¯q¯ ∈ e1J
5e3. We expand α¯q¯ in terms of
the above basis, so we have
αγ =
∑
j≥1
cjY
jα¯γ
for some cj ∈ K (possibly all cj = 0 in case αγ = 0). We note that the monomials
of length ≥ 3 starting with α¯ must start with Y . Similarly, since α¯β = αp ∈ e1J
5e3,
there are di ∈ K (which might be zero) such that
α¯β =
∑
i≥1
diX
iαβ.
Consider the elements in e1Je2 \ e1J
2e2
α′ = α−
∑
j≥1
cjY
jα¯, α¯′ = α¯−
∑
i≥1
diX
iα.
Then α′+ e1J
2e2, α¯
′+ e1J
2e2 form a basis of e1Je2/e1J
2e2, and α
′γ = 0, α¯′β = 0.
There exist an exact sequence in modA
0→ S1 → P1
d3−→ P3 ⊕ P3
d2−→ P2 ⊕ P2
d1−→ P1
d0−→ S1 → 0,
with d1(a, b) = α
′a+ α¯′b for (a, b) ∈ P2⊕P2, which give rise to a minimal projective
resolution of S1 in modA. Then the elements ϕ = (γ, 0) and ψ = (0, β) in P2 ⊕ P2
generate Ω2A(S1) = Kerd1, and hence Ω
2
A(S1) = ϕA+ψA = ϕA⊕ψA. Since ϕA and
ψA are non-zero, we obtain a contradiction with the indecomposability of Ω2A(S1).
Therefore, the algebra R cannot be spanned by powers of X together with powers
of Y , and consequently is spanned by elements of the form e1, X, Y,XY, Y X, . . .
Finally, recall that αγ and α¯β are not both zero; it follows that e1J
5 6= 0 and
therefore J2R 6= 0. This shows that the socle of R cannot be spanned by X or Y .
Then the socle of R is spanned by an element of the form (XY )m for some m ≥ 1
(see [20, Theorem III.1]). Moreover, then (XY )m = (Y X)m because R is a local
symmetric algebra. 
Lemma 5.5. Assume the notation as in 4.
(i) If m ≥ 2, then r = 0 and v = 0.
(ii) If m = 1, then we may assume that r = 0 and v = 0 or v = 1.
Proof. We exploit the relations in part (i) of Lemma 5.4. Suppose r 6= 0. Since
Y X /∈ J3R it follows that also s 6= 0, and we may replace Y X by Y
2 in the basis of
R described in part (ii) of Lemma 5.4. Similarly, if v 6= 0 then XY /∈ J3R implies
u 6= 0, and we can replace XY by X2. If both r, v are non-zero, then we get a basis
of R excluded in part (ii) of Lemma 5.4. This shows that at least one of v, r must
be zero. Assume r = 0. Then us 6= 0 and we may assume u = 1 = s. The relations
in part (i) of Lemma 5.4 become
X2 + vXY ∈ J3R, Y
2 ∈ J3R.
Suppose first thatm ≥ 2. ThenR/J3R is 5-dimensional, and applying [20, Lemma III.6])
we conclude that X2 ∈ J3R. Since XY /∈ J
3
R, it follows that in this case v = 0 as
well.
Assume now that m = 1. Then J3R = 0, R is 4-dimensional, and Y
2 = 0. In this
case we may assume that v = 0 or v = 1. 
We get the following information from the above lemma.
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• If m ≥ 2, then α1 − α and α2 − α¯ belong to e1J
2e2 = e1J
4e2.
• If m = 1, then α1 − α − vα¯ and α2 − α¯ belong to e1J
2e2 = e1J
4e2, with
v = 0 or v = 1.
We keep the bound quiver presentation A = KQ/I of A for which the arrows α,
α¯ = σ, β, γ, δ, ̺, α1, α2 satisfy the equalities and relations established above. We
define f(δ) = α and f(̺) = σ = α¯. Then we obtain the permutation f of arrows of
Q having two orbits
(αγ δ), (α¯ β ̺),
so (Q, f) is the Markov triangulation quiver. We note that the associated permu-
tation g has only one orbit
(αβ δ σ γ ̺).
Since A is a symmetric algebra, we may choose a K-linear form ϕ : A → K such
that ϕ(xy) = ϕ(yx) for all elements x, y ∈ A, and Kerϕ does not contain a non-zero
one-sided ideal of A. We note that ϕ(z) 6= 0 for any non-zero element z in soc(A),
because z generates a one-dimensional right ideal of A.
We consider also the local tame symmetric algebrasR2 = e2Ae2 and R3 = e3Ae3.
Then R2 is generated by the elements
X2 = βf(γ)α¯ and Y2 = γf(β)α,
and R3 is generated by the elements
X3 = f(β)αβ and Y3 = f(γ)α¯γ.
We note the following equalities in A
XY = αg(α)g2(α)g3(α)g4(α)g5(α), Y X = α¯g(α¯)g2(α¯)g3(α¯)g4(α¯)g5(α¯),
X2Y2 = βg(β)g
2(β)g3(β)g4(β)g5(β), Y2X2 = β¯g(β¯)g
2(β¯)g3(β¯)g4(β¯)g5(β¯),
X3Y3 = ̺g(̺)g
2(̺)g3(̺)g4(̺)g5(̺), Y3X3 = ¯̺g(¯̺)g
2(¯̺)g3(¯̺)g4(¯̺)g5(¯̺).
The following proposition proves Theorem 5.1 in the case m = 1.
Proposition 5.6. Assume m = 1. Then A is isomorphic to the algebra
Λ(QM , f,m•, c•) with m• given by m = 1 and c• given by some c ∈ K
∗.
Proof. We have soc(A) = J6 and R = e1Ae1 is commutative. The elements occur-
ring in the identities (1), (2), (3) belong to J5, and hence they are in soc2(A).
(a) We prove the required commutativity relations for αγ and σβ = α¯β. By
identity (1), we have αγ ∈ e1J
5e2 ∩ α¯A = KY αβ and α¯β ∈ e1J
5e2 ∩αA = KY α¯γ.
There exist c, d ∈ K such that
αγ = cY αβ = cσγ̺αβ,
σβ = dXα¯γ = dαβδσγ.
Recall that αγ, α¯β are not both zero. By Corollary 5.3 we have αγδ = σβ̺, and
hence cY X = dXY = dY X , and then c = d and it must be 6= 0.
(b) We prove the required commutativity relations for γδ = γδ1 and β̺ = βδ2.
By identity (2), we have γδ ∈ e2J
5e3 ∩ A̺ = KX2γ̺ and β̺ ∈ e2J
5e3 ∩ Aδ =
KY2βδ. Similarly as in (a), we get
γδ = c2X2γ̺ = c2βδσγ̺,
β̺ = d2Y2βδ = d2γ̺αβδ,
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for some c2, d2 ∈ K, not both zero. Using now part (a), we obtain
cY X = cσγ̺αβδ = αγδ = c2αβδσγ̺ = c2XY = c2Y X,
cXY = cαβδγ̺σ = σβ̺ = d2σY2βδ = d2Y X = d2XY,
and hence c2 = c and d2 = c (and both are non-zero).
(c) We claim that α1 − α ∈ J
4. Assume this is false. Then, by Lemma 5.5 (ii)
and (4), we have α1 − α − α¯ ∈ J
4. Using part (b) and (2∗), we may assume that
qγ = c̺αβδ. Then, using (3), we obtain δα1 = qγα2 = c̺αβδα2, and this lies in
soc2(e3A). But then δα1 + J
5 = δ(α + α¯) + J5 = c̺αβδα¯ + J5. By part (a) we
have αγ = cσγ̺αβ, and hence δαγ = cY3X3. We get now
cX3Y3 + J
6 = c̺αβδα¯γ + J6 = δ(α+ α¯)γ + J6 = (δαγ + δα¯γ) + J6
= (cY3X3 + Y3) + J
6,
which is a contradiction. Therefore, indeed α1 − α ∈ J
4.
(d) We prove the required commutativity relations for δα and ̺α¯ = ̺σ. Using
part (b), we may assume that qβ = cδσγ̺. Then, by (3), we have ̺α2 = qβα1 =
cδσγ̺α1. Hence we have ̺α2 ∈ δA∩J
5 and ̺α2+J
5 = ̺α¯+J5 = ̺σ+J5. Similarly,
we have δα1 = qγα2 = c̺αβδα2, and hence δα1 ∈ ̺A∩J
5 and δα1+J
5 = δα+J5.
Therefore, we obtain that
δα = c3X3δα¯ = c3̺αβδσ,
̺σ = d3Y3̺α = d3δσγ̺α,
for some c3, d3 ∈ K
∗. Recall from (b) that γδ = cX2γ̺ and β̺ = cY2βδ. Then we
conclude that
cX2Y2 = γδα = c3γX3δα¯ = c3Y2X2 = c3X2Y2,
cY2X2 = β̺σ = d3βY3̺α = d3X2Y2 = d3Y2X2,
and hence c3 = c and d3 = c.
(e) The required zero relations of length three
αγ̺ = 0, σβδ = 0, γδσ = 0, β̺α = 0, δαβ = 0, ̺σγ = 0
follow easily. For example, we have
αγ̺ = c(Y αβ)̺ = c(Y α)β̺ = 0,
since β̺ ∈ soc2(A). 
From now we assume that m ≥ 2. We will prove Theorem 5.1 in few steps. We
first note the following equality.
Corollary 5.7. We have γδα1 = β̺α2.
Proof. Using equalities (2∗) and (3) we obtain
γδα1 = γ(δα1) = γ(qγα2) = (γqγ)α2 = (β̺)α2 = β̺α2.

The following lemma fixes the required relations starting at the vertex 2.
Lemma 5.8. The following statements hold.
(i) βf(β) = c(Y2X2)
m−1Y2βδ and γf(γ) = c(X2Y2)
m−1X2γ̺, for some c ∈ K
∗,
and are non-zero elements of soc2(e2A).
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(ii) βf(β)g(f(β)) = 0 and γf(γ)g(f(γ)) = 0.
Proof. Recall that the local algebra R = e1Ae1 has socle generated by (XY )
m,
and (Y X)m = (XY )m. Since A is a symmetric algebra, rotating (XY )m, we get
that the socle of R2 = e2Ae2 is generated by (X2Y2)
m, and (Y2X2)
m = (X2Y2)
m.
We will temporarily use a basis where α, α¯ are replaced by α1, α2. Let X
′
2 = βδα2
and Y ′2 = γ̺α1. Then (X
′
2Y
′
2)
m = (X2Y2)
m and hence it also generates the socle
of R2. Therefore, we have a basis of R2 consisting of initial subwords of (X
′
2Y
′
2)
m
and (Y ′2X
′
2)
m. We may then get a basis of e2A by taking initial subwords of these.
Clearly, we have (Y ′2X
′
2)
m = (Y2X2)
m, and hence (X ′2Y
′
2)
m = (Y ′2X
′
2)
m.
(i) From (2) and (2∗), we have p̺ = γδ = βqβ , and this is a linear combination
of monomials starting with β and ending with ̺, or possibly is zero. Therefore,
there are elements ci ∈ K such that
γδ =
∑
i≥0
ci(X
′
2Y
′
2)
iX ′2γ̺.
Similarly, by (2) and (2∗), we have γqγ = β̺ = q¯δ, and this is a linear combination
of paths starting with γ and ending with δ. Hence, there are elements di ∈ K such
that
β̺ =
∑
i≥0
di(Y
′
2X
′
2)
iY ′2βδ.
The argument we used for αγ and α¯β applies here as well and shows that γδ and
βρ cannot be both equal to zero. By Corollary 5.7 we get
∑
i≥0
ci(X
′
2Y
′
2)
i+1 =
∑
i≥0
di(Y
′
2X
′
2)
i+1.
These are expressions in the basis of R2, and we can equate coefficients. We get
ci = di = 0 for i < m− 1, and cm−1 = dm−1. We set c = cm−1. Since one of γδ or
βρ is non-zero we conclude that c 6= 0. As well, we obtain that γδ and β̺ are in the
second socle of e2A. Therefore, we may replace α1, α2 by α, α¯ in these expressions,
and hence also X ′2, Y
′
2 by X2, Y2. Hence we obtain the required equalities
βf(β) = β̺ = c(Y2X2)
m−1Y2βδ and γf(γ) = γδ = c(X2Y2)
m−1X2γ̺.
(ii) We claim that γf(γ)g(f(γ)) = 0, that is, γδα¯ = 0. By the previous facts
and (3), we have
γδα¯ = c(X2Y2)
m−1X2γ̺α2 = c(X2Y2)
m−1X2γqβα1.
For the equality γδ = βqβ in (2
∗), we may take
qβ = δα¯(Y2X2)
m−1γ̺,
and then γqβ = γδα¯(Y2X2)
m−1γ̺ = 0, because γδ is in soc2(e2A). It follows that
γδα¯ = 0. Similarly, one shows that βf(β)g(f(β)) = β̺α = 0. 
The following lemma fixes the required relations starting at the vertex 1.
Lemma 5.9. The following statements hold.
(i) αf(α) = c(Y X)m−1Y αβ and α¯f(α¯) = c(XY )m−1Xα¯γ, with c ∈ K∗ fixed
above, and are non-zero elements of soc2(e1A).
(ii) αf(α)g(f(α)) = 0 and α¯f(α¯)g(f(α¯)) = 0.
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Proof. By Lemma 5.8 we have γδα is a non-zero element of soc(A), and so is
every rotation of γδα, therefore αγδ and δαγ are non-zero elements of soc(A). In
particular αγ 6= 0. By (1) we have also αγ = α¯q¯. Then using the basis of R we
conclude that there are elements ai, bi ∈ K such that
αγ =
∑
i≥0
ai(Y X)
iY αβ +
∑
i≥1
bi(Y X)
iα¯γ.
Observe also that δY = δα¯γ̺ = Y3̺ and ̺X = ̺αβδ = X3δ. Hence we obtain
δαγ =
∑
i≥0
ai(Y3X3)
i+1 +
∑
i≥1
bi(Y3X3)
iY3.
This is in terms of the basis of R3, and it is in the socle. It follows that all bi = 0
and that ai = 0 for i < m − 1. We claim that am−1 = c. We postmultiply the
above expression for αγ with δ and obtain
αγδ = am−1(Y X)
m.
On the other hand, if we premultiply the known identity for γδ obtained in Lemma 5.8
with α, then we get
αγδ = c(XY )m = c(Y X)m 6= 0,
because αX2 = αβδα¯ = Xα¯ and α¯Y2 = α¯γ̺α = Y α. Hence am−1 = c. Therefore,
we obtain that
αf(α) = c(Y X)m−1Y αβ.
The proof of the equality
α¯f(α¯) = c(XY )m−1Xα¯γ
is similar. The zero relations αf(α)g(f(α)) = αγ̺ = 0 and α¯f(α¯)g(f(α¯)) = α¯βδ =
0 follow by arguments similar to those applied in the proof of (ii) of Lemma 5.8. 
Lemma 5.10. The following statements hold.
(i) δf(δ) = c(X3Y3)
m−1X3f(γ)α¯ and δ¯f(δ¯) = c(Y3X3)
m−1Y3f(β)α, with c ∈ K
∗
fixed above, and are non-zero elements of soc2(e3A).
(ii) δf(δ)g(f(δ)) = 0 and δ¯f(δ¯)g(f(δ¯)) = 0.
Proof. (i) Since X3Y3 and Y3X3 are cycles of length six consisting of arrows of the
whole g-orbit (αβδσγ̺), using the symmetric K-linear form ϕ : A → K and the
fact that (XY )m = (Y X)m generates the socle of R, we conclude that (X3Y3)
m =
(Y3X3)
m generates the socle of R3. Then R3 has a basis consisting of e3 and initial
subwords of (X3Y3)
m and (Y3X3)
m. It follows from Lemma 5.8 that
βf(β) = c(Y2X2)
m−1Y2βf(γ), γf(γ) = c(X2Y2)
m−1X2γf(β).
Further, from the equalities (3) we have
f(γ)α1 = δ1α1 = qγα2, f(β)α2 = δ2α2 = qβα1.
Then we obtain
βqβα1 = γf(γ)α1 = c(X2Y2)
m−1X2γf(β)α1,
γqγα2 = βf(β)α2 = c(Y2X2)
m−1Y2βf(γ)α2,
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which are elements of soc(e2A). Since α1−α and α2−α¯ belong to e1J
2e2 = e1J
5e2,
we conclude that
βqβα1 = c(X2Y2)
m−1X2γf(β)α = c(X2Y2)
m,
γqγα2 = c(Y2X2)
m−1Y2βf(γ)α¯ = c(Y2X2)
m,
Then we infer that
qβα1 = cf(γ)α¯Y2(X2Y2)
m−1, qγα2 = cf(β)αX2(Y2X2)
m−1,
and are non-zero elements in soc2(e3A). Hence
f(β)α2 = cf(γ)α¯Y2(X2Y2)
m−1, f(γ)α1 = cf(β)αX2(Y2X2)
m−1.
Since f(β)α2, f(γ)α1 ∈ soc2(e3A) and α1−α, α2−α¯ belong to e1J
2e2 = e1J
5e2, we
have f(β)α2 = f(β)α¯ and f(γ)α1 = f(γ)α. We note also that f(γ)α¯Y2 = Y3f(β)α
and f(β)αX2 = X3f(γ)α¯. Therefore, we obtain the required equalities
δf(δ) = f(γ)α = c(X3Y3)
m−1X3f(γ)α¯, δ¯f(δ¯) = f(β)α¯ = c(Y3X3)
m−1Y3f(β)α,
which are non-zero elements of soc2(e3A).
(ii) We note that g(f(δ)) = g(α) = β and g(f(δ¯)) = g(α¯) = γ. Then we obtain
δf(δ)g
(
f(δ)
)
= f(γ)αβ = c(X3Y3)
m−1X3f(γ)α¯β = 0
and
δ¯f(δ¯)g
(
f(δ¯)
)
= f(β)α¯γ = c(Y3X3)
m−1Y3f(β)αγ = 0,
because f(γ)α¯β = f(γ)αp, f(β)αγ = f(β)α¯q¯ ∈ e3J
6e3. 
Summing up, we obtain that A is isomorphic to the weighted triangulation al-
gebra Λ(QM , f,m•, c•), with the weight function m• : O(g) → N
∗ given by the
integer m ≥ 2 and the parameter function c• : O(g) → K
∗ given by the chosen
scalar c ∈ K∗.
6. Triangulation of the quiver
The aim of this section is to prove the following theorem on the triangulation of
the quiver of a 2-regular algebra of generalized quaternion type, which completes
the proof of the Triangulation Theorem.
Theorem 6.1. Let A = KQ/I be a 2-regular algebra of generalized quaternion type
whose quiver Q is not the Markov quiver. Then there is a permutation f of arrows
of Q such that the following statements hold.
(i) (Q, f) is a triangulation quiver.
(ii) For each arrow α of Q, αf(α) occurs in a minimal relation of I.
We divide the proof into three lemmas and two propositions. In order to simplify
the notation we will make the following convention for minimal relations of type C.
Namely, if c1α1β1+ c2α2β2 ∈ J
3 is a minimal relation of type C in A, we will write
simply α1β1 + α2β2 ∈ J
3. In the combinatorics below the scalars c1 and c2 of such
relation do not play any role.
We fix a vertex i of Q, denote by α, α¯ the arrows in Q starting at i, and set
j = t(α), k = t(α¯). It follows from Corollary 4.6 that there are two different arrows
β, γ in Q with s(β) = j and s(γ) = k such that αβ + eiJ
3, α¯γ + eiJ
3 form a basis
of eiJ
2/eiJ
3. We define β1 = β¯ and γ1 = γ¯, and x = t(γ1), y = t(β1). It follows
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from Corollary 4.4 and Proposition 4.8 that we have the following possibilities for
the minimal relations starting at i:
(a) αβ1 ∈ J
3 and α¯γ1 ∈ J
3;
(b) αβ1 + α¯γ ∈ J
3 and α¯γ1 ∈ J
3;
(c) αβ + α¯γ1 ∈ J
3 and αβ1 ∈ J
3;
(d) αβ1 + α¯γ ∈ J
3 and αβ + α¯γ1 ∈ J
3.
Recall that there are two different arrows δ1(= δ), δ2(= δ
∗) ending at i, and with
x = s(δ1), y = s(δ2). We first analyse the cases when α is a loop.
Lemma 6.2. Assume that α is a loop with α2 ∈ J3. Then Q contains a subquiver
of the form
i
α¯
✹
✹✹
✹✹
✹✹
✹✹
α

x
δ1
DD✡✡✡✡✡✡✡✡✡✡
k
γ1
oo
and α¯γ1, γ1δ1 ∈ J
3, and δ1α¯ is either in J
3 or part of a type C relation. In both
cases we may define
f(α) = α, f(α¯) = γ1, f(γ1) = δ1, f(δ1) = α¯.
Proof. We note that i = j and k 6= i, because Q is 2-regular with at least three
vertices. Moreover, α = β1 and α¯ = β. By Lemma 4.7 there is no type C relation
starting at i. Hence α¯γ1 ∈ J
3. Then it follows from Proposition 4.8 that γ1δ1 ∈ J
3.
Observe also that x 6= k, because Q is 2-regular with at least three vertices. Finally,
by Proposition 4.3, we have also a minimal relation from x to k invoking a path of
length 2 starting from δ1, and so either δ1α¯ ∈ J
3, or there is a type C relation from
x to k. Therefore, we may define in both cases f(α) = α, f(α¯) = γ1, f(γ1) = δ1,
f(δ1) = α¯. 
Lemma 6.3. Assume α is a loop with α2 /∈ J3. Then Q contains a subquiver
iα
##
α¯
''
k
γ1
ff
and αα¯, α¯γ1, γ1α are in J
3. Therefore, we may define
f(α) = α¯, f(α¯) = γ1, f(γ1) = α.
Proof. It follows from the assumption that j = i, α = β and α¯ = β1. We know from
Lemma 4.7 that no relation of type C can start or end at vertex i, hence αα¯ ∈ J3
and α¯γ1 ∈ J
3 and k = y. Then k 6= i since otherwise we would have a loop at i.
Hence x = t(γ1) = i and we have a type Z relation γ1α ∈ J
3. Therefore, we may
define f(α) = α¯, f(α¯) = γ1, f(γ1) = α. 
From now we will assume that α and α¯ are not loops.
Lemma 6.4. Assume that at most one minimal relation of type C starts at any of
the vertices i, j, k, x, y. Then we may define
f(α) = β1, f(β1) = δ2, f(δ2) = α, f(α¯) = γ1, f(γ1) = δ1, f(δ1) = α¯.
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Proof. We consider two cases. We assume first that α, α¯ are not double arrows.
(A) Assume that the minimal relations from i are of type Z, that is, we have
αβ1 ∈ J
3 and α¯γ1 ∈ J
3. Then by Proposition 4.8, we have minimal relations
β1δ2 ∈ J
3 and γ1δ1 ∈ J
3 of type Z. We must therefore define
f(α) = β1, f(α¯) = γ1, f(β1) = δ2, f(γ1) = δ1.
[In the case when double arrows end at i this may have involved a choice for δ1, δ2.]
It remains to show that f(δ2) = α and f(δ1) = α¯.
(i) Consider the minimal relations from vertex j, one of them is β1δ2 ∈ J
3. Let
µ be the arrow starting at t(β) such that the other minimal relation from j is either
βµ ∈ J3 or βµ+ β1δ¯2 ∈ J
3.
The arrows ending at j are α together with ̺ starting at t(µ). We note that t(µ) 6= i,
because there are no double arrows from i.
(i.1) Suppose the minimal relations from j are βµ ∈ J3 and β1δ2 ∈ J
3. These
imply minimal relations µ̺ ∈ J3 and δ2α ∈ J
3. So we must define f(δ2) = α as
required.
(i.2) Suppose the minimal relations from j are
βµ+ β1δ¯2 ∈ J
3 and β1δ2 ∈ J
3.
Then it follows from Proposition 4.8 that the minimal relations ending at j are
δ¯2̺+ δ2α ∈ J
3 and µ̺ ∈ J3.
We have the relation µ̺ ∈ J3 ending at j and one relation of type C from y to
j. Then it follows from the assumption and the final part of Lemma 4.9 (for the
vertex y) that δ¯2 ¯̺∈ J
3. This means that we must define f(δ2) = α.
(ii) Using the same arguments and the minimal relations starting from k one
shows that f(δ1) = α¯.
(B) Assume that one of the minimal relations from i is of type C. Without loss
of generality we may assume that
αβ1 + α¯γ ∈ J
3 and α¯γ1 ∈ J
3.
Then it follows from Proposition 4.8 that we have minimal relations
β1δ2 ∈ J
3 and γδ2 + γ1δ1 ∈ J
3.
We must therefore define
f(α) = β1, f(β1) = δ2, f(α¯) = γ1.
It remains to show that f(γ1) = δ1, f(δ2) = α, f(δ1) = α¯.
(1) The minimal relations from j are β1δ2 ∈ J
3 and either
βµ ∈ J3 or βµ+ β1δ¯2 ∈ J
3,
where µ is an arrow starting at t(β). The arrows ending at j are α and an arrow
̺ with s(̺) = t(µ). Since α, α¯ are not double arrows we have t(µ) 6= i. Then it
follows from Proposition 4.8 that the minimal relations ending at j are either
δ2α ∈ J
3 and µ̺ ∈ J3,(a)
or
δ2α+ δ¯2̺ ∈ J
3 and µ̺ ∈ J3.(b)
34 K. EDRMANN AND A. SKOWRON´SKI
If (a) holds, we have to define f(δ2) = α. Assume that (b) holds. In this case, we
have one minimal relation of type C from y to j. We know that µ̺ ∈ J3. Then,
by the final part of Lemma 4.9, we obtain δ¯2 ¯̺ ∈ J
3. Therefore, we must define
f(δ2) = α.
(2) The minimal relations from k are the known relation of type C and, by
assumption, a relation of type Z. So we have
γδ¯2 ∈ J
3 and γδ2 + γ1δ1 ∈ J
3.
Therefore, we must then define f(γ1) = δ1 as required. As well the above relations
imply that δ1α¯ ∈ J
3, using Proposition 4.8. Hence we must define f(δ1) = α¯.
Finally, if α, α¯ are double arrows, then the arrows starting from j = k are not
double arrows, because the quiver Q is not the Markov quiver. We replace i by j
and use the proof of the previous case. 
Proposition 6.5. Assume that two minimal relations of type C start at the vertex
i but from any of the vertices j, k, x, y at most one minimal relation of type C starts.
Then the following statements hold.
(i) One of βδ¯1 and β1δ2 is in J
3.
(ii) We may assume βδ¯1 ∈ J
3.
(iii) There are arrows ξ from w = t(δ¯1) to j and ω from t = t(δ¯2) to k, and the
following elements belong to J3
βδ¯1, δ2α, δ1α¯, γδ¯2 ωγ, ξβ.
(iv) The part of f is defined as product of 3-cycles
(β1 δ2 α)(γ1 δ1 α¯)(β δ¯1 ξ)(γ δ¯2 ω).
Proof. The two minimal relations of type C starting at i are
αβ1 + α¯γ ∈ J
3 and αβ + α¯γ1 ∈ J
3.(s.i)
Then it follows from Proposition 4.8(i) that there are two minimal relations of type
C starting at j and k respectively
βδ1 + β1δ2 ∈ J
3,(s.j)
γδ2 + γ1δ1 ∈ J
3.(s.k)
(1) It follows from the assumption that the other minimal relation starting at j
is of type Z. We may assume that βδ¯1 ∈ J
3, after relabeling if necessary. Then β1δ¯2
is independent. Moreover, there must be an arrow ξ from w = t(δ¯1) to j. Then we
must define f(β) = δ¯1 and f(β1) = δ2. The minimal relations (s.j) and βδ¯1 ∈ J
3
imply, by Proposition 4.8, the minimal relations ending at j
δ1α+ δ¯1ξ ∈ J
3 and δ2α ∈ J
3.(e.j)
Hence we must set f(δ2) = α.
(2) It follows from the assumption that the minimal relations starting from k
are (s.k) and either γ1δ¯1 ∈ J
3 or γδ¯2 ∈ J
3. Since βδ¯1 /∈ J
3, we conclude from
Lemma 4.9 that γδ¯2 ∈ J
3, and then γ1δ¯1 is independent. Therefore, we must define
f(γ) = δ¯2. Moreover, there is an arrow ω from t = t(δ¯2) to k. As well the minimal
relations starting from k show that we must define f(γ1) = δ1. Furthermore, the
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minimal relations starting from k imply, by Proposition 4.8, the minimal relations
ending at k
δ2α¯+ δ¯2ω ∈ J
3 and δ1α¯ ∈ J
3.(e.k)
So we must define f(δ1) = α¯.
(3) The minimal relations starting at y are
δ2α¯+ δ¯2ω ∈ J
3 and δ2α ∈ J
3.(s.y)
From these, applying Proposition 4.8, we deduce that ωγ ∈ J3. Hence we must
define f(δ¯2) = ω and f(ω) = γ.
(4) Similarly, the minimal relations starting from x are
δ1α+ δ¯1ξ ∈ J
3 and δ1α¯ ∈ J
3.(s.x)
Then, applying Proposition 4.8, we conclude that ξβ ∈ J3. Hence we must define
f(δ¯1) = ξ and f(ξ) = β.
Summing up, we have defined f on the all relevant arrows except for f(α) and
f(α¯), and for these we may chose f(α) = β1 and f(α¯) = γ1. Then f has the
required part
(β1 δ2 α)(γ1 δ1 α¯)(β δ¯1 ξ)(γ δ¯2 ω).

We may visualize the situation described in the above proposition as follows
k
j w
i x
y
t
γ
δ¯2
ω
γ1
β
β1 ξ
α¯
α δ¯1
δ1
δ2
where the shaded triangles denote f -orbits, and possibly w = t.
Proposition 6.6. Assume that the minimal relations starting from i and j are of
type C. Then the following statements hold.
36 K. EDRMANN AND A. SKOWRON´SKI
(i) The quiver Q is the tetrahedral quiver
k
j w
i x
y
γ
δ¯2
ω
γ1
β
β1 ξ
α¯
α δ¯1
δ1
δ2
and, up to labelling of arrows, the shaded triangles denote f -orbits.
(ii) If the minimal relations starting from k are of type C, then all minimal rela-
tions are of type C.
(iii) If there is a minimal relation of type Z starting at k, then we may assume:
(a) Precisely the paths γδ¯2, δ1α¯, ξβ are in J
3.
(b) Precisely the paths δ¯1ω, ωγ1, γ1δ¯1 are independent.
(c) The remaining paths of length 2 occur in minimal relations of type C.
Proof. It follows from the assumption that we have two minimal relations of type
C starting from i
αβ1 + α¯γ ∈ J
3 and αβ + α¯γ1 ∈ J
3,(1)
and two minimal relations of type C starting from j
βδ1 + β1δ2 ∈ J
3 and βδ¯1 + β1δ¯2 ∈ J
3.(2)
In particular, δ¯1 and δ¯2 end at the same vertex w. Further, it follows from Propo-
sition 4.8 that there are an arrow ξ from w to j and two minimal relations of type
C ending at j
δ1α+ δ¯1ξ ∈ J
3 and δ2α+ δ¯2ξ ∈ J
3.(3)
We consider now the minimal relations starting from k. It follows from (1) and
Proposition 4.8 that we have a minimal relation of type C starting from k and
ending at i
γδ2 + γ1δ1 ∈ J
3.
The other two paths of length two starting at k are γδ¯2 and γ1δ¯1, and both end at
w. Either they give a relation of type C, or one of them is in J3. In both cases,
there is an arrow ω from w to k. We note that the subquiver of Q given by the
vertices i, j, k, x, y, w is 2-regular, and hence it must be all of Q. We see that Q
is the tetrahedral quiver presented in (i). We will show below that we may define
permutation f which is the product of four 3-cycles given by the shaded triangles.
(ii) Assume that there are two minimal relations of type C starting from k. Then,
applying Proposition 4.8, repeatedly, we conclude that all minimal relations are of
type C. In this case, we may define f as shown in the diagram, and get a consistent
choice so that it is a product of 3-cycles.
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(iii) Assume now that there is no second minimal relation of type C starting
from k. Then either γδ¯2 ∈ J
3 or γ1δ¯1 ∈ J
3. We may assume that γδ¯2 ∈ J
3, and
then γ1δ¯1 is independent. Applying Proposition 4.8 again, we conclude that
δ2α¯+ δ¯2ω ∈ J
3 and δ1α¯ ∈ J
3.(4)
In particular, it follows from (3), (4) and Proposition 4.8 that we have two minimal
relations of type C ending at y
αβ1 + α¯γ ∈ J
3 and ξβ1 + ωγ ∈ J
3.(5)
Consider now the minimal relations starting from the vertex x. We have one of
type C from (3), and we also know that δ1α¯ ∈ J
3. Hence, by Corollary 4.4, the
path δ¯1ω must be independent. Then, applying Proposition 4.8, we deduce that
ξβ ∈ J3.
Finally consider the minimal relations starting from w. We have from (5) a
relation of type C, and we know that ξβ ∈ J3. So there cannot be another minimal
relation of type C starting from w, and ωγ1 is independent. This has proved all
details for the statement (iii).
Part (a) shows that we must define
f(γ) = δ¯2, f(δ1) = α¯, f(ξ) = β.
Moreover, by part (b), we have f(δ¯1) 6= ω, f(ω) 6= γ1 f(γ1) 6= δ¯1, so we must define
f(δ¯1) = ξ, f(ω) = γ, f(γ1) = δ1.
There are no further constraints. We want to define f so that is a product of
3-cycles and this has now a unique solution, which is
f = (αβ1 δ2)(δ¯1 ξ β)(ω γ δ¯2)(γ1 δ1 α¯).
This completes the proof. 
Let A = KQ/I be a 2-regular algebra of generalized quaternion type whose
quiver Q is not the Markov quiver. We fixed in the proof of Theorem 6.1 a permu-
tation f of arrows of Q such that (Q, f) is a triangulation quiver. Then we have the
associated permutation g of arrows of Q such that g(α) = f(α) for any arrow α of
Q. Moreover, the following properties of the permutations f an g were established:
• For each arrow α of Q, αf(α) occurs in a minimal relation of I.
• For each vertex i of Q and the arrows α, α¯ of Q starting at i, the cosets
αg(α) + eiJ
3 and α¯g(α¯) + eiJ
3 form a basis of eiJ
2/eiJ
3.
Our next aim is to describe an explicit basis for the indecomposable projective
module eiA using the g-orbits of the arrows α, α¯ starting at i. We start with some
observations.
Lemma 6.7. Let α be an arrow in Q and nα = |O(α)|. Then g
nα−1(α) = f2(α¯).
Proof. Let i = s(α). Then gnα−1(α) = g−1(α) is a unique arrows in Q ending at i
which is not in the f -orbit of α. Then the equality gnα−1(α) = f2(α¯) follows. 
Lemma 6.8. Assume there is a minimal relation αf(α) + α¯γ ∈ J3 of type C
starting at vertex i. Then
O(α¯) =
(
α¯ γ f2(α)
)
.
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Proof. The arrows ending at vertex y are f(α) and g(α¯) = γ. The arrows starting
at y are f2(α) and g(f(α)). Clearly, we have g(f2(α)) = α¯. Therefore, we must
have f2(α) = g2(α¯). By Lemma 6.7, we have f2(α) = gnα¯−1(α¯). Hence nα¯ = 3
and O(α¯) = (α¯ γ f2(α)). 
Corollary 6.9. Let O be a g-orbit of length > 3. Then, for any arrow δ in O, we
have δ¯f(δ¯) ∈ J3.
Proposition 6.10. Let i be a vertex of Q, and α, α¯ the arrows starting at i. Assume
that there is at most one minimal relation of type C starting from i. Then eiA
is spanned by monomials along the g-cycles of α and α¯. In particular, we have
dimK eiJ
k/eiJ
k+1 ≤ 2 for any k ≥ 1.
Proof. (1) Assume first that there is no relation of type C starting from i. Then
αf(α) and α¯f(α¯) belong to J3, and eiJ
2/eiJ
3 has basis consisting of the cosets
αβ + eiJ
3 and α¯γ + eiJ
3, where β = g(α) and γ = g(α¯). The module eiJ
3 is
generated by the elements αβg(β), α¯γg(γ), αβf(β), α¯γf(γ). We must show that
the last two may be omitted. Consider the element αβf(β). If βf(β) ∈ J3 then
αβf(β) ∈ J4, and so this element is not needed. Otherwise, there is a minimal
relation of type C of the form
βf(β) + cf(α)δ ∈ J3,
for some non-zero c ∈ K and some arrow δ. Then we conclude that αβf(β)+J4 =
−cαf(α)δ+J4, and hence we do not need αβf(β). Similarly, we show that α¯γf(γ)
is not needed. Inductively, repeating these arguments, we prove the claim in this
case.
(2) Now assume there is a minimal relation of type C starting at vertex i, so we
have (say) minimal relations
αf(α) + aα¯γ ∈ J3 and α¯f(α¯) ∈ J3.
for some non-zero a ∈ K. Then eiJ
2 is generated by αβ and α¯γ, and β = g(α),
γ = g(α¯). Hence the module eiJ
3 is generated by the elements αβg(β), α¯γg(γ),
αβf(β), α¯γf(γ). We must show that the last two elements may be omitted.
(i) If γf(γ) ∈ J3 then α¯γf(γ) ∈ J4, and so this element is not needed. Otherwise
we have a minimal relation of type C of the form
γf(γ) + bf(α¯)δ ∈ J3,
for some non-zero b ∈ K and some arrow δ. Then we conclude that α¯γf(γ)+ J4 =
−bα¯f(α¯)δ + J4, and hence we do not need α¯γf(γ).
(ii) If βf(β) ∈ J3 then αβf(β) ∈ J4, and thus this element is not needed.
Otherwise, we have a minimal relation of type C of the form
βf(β) + cf(α)δ′ ∈ J3,
for some non-zero c ∈ K and some arrow δ′. Then we obtain the equalities
αβf(β) + J4 = −cαf(α)δ′ + J4 = −caα¯γδ′ + J4.
If δ′ = f(γ), we do not need αβf(β), by (i). Otherwise, δ′ = g(γ), and α¯γg(γ) is
in our list of required generators of eiJ
3. By continuing with the same arguments
the claim follows. 
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With the assumptions as in Proposition 6.10 we want to identify the second socle
of eiA. We introduce notation: write αi = g
i−1(α) and α¯i = g
i−1(α¯). Then let
ηr := α1 . . . αr and η¯r = α¯ . . . α¯r, for r ≥ 1 (allowing repetitions of arrows). We
know there are generators ζ, ρ of the second socle of eiA such that ζ = ζex and
ρ = ρey and ζg
−1(α) and ρg−1(α¯) are non-zero in the socle.
Lemma 6.11. Assume s ≥ 1 is such that eiJ
s/eiJ
s+1 is 2-dimensional and
dim eiJ
s+k/eiJ
s+k+1 ≤ 1 for k ≥ 1. Then
(i) If eiJ
s+1 = soc(eiA) then eiJ
s is the second socle of eiA.
(ii) Otherwise, let eiJ
s+t = soceiA = 〈η¯s+t〉 (say) and t > 1. Then the second
socle of eiA is generated by ηs ending at y and η¯s+t−1 ending at x (unless
possibly x = y and we have double arrows ending at i).
(iii) If O(α) = O(α¯) then we must have (i).
Note that with the notation of Section 2, ηs+1 = Bα and η¯s+t = Bα¯, and
similarly we can identify Aα and Aα¯.
Proof. (i) By Proposition 6.10, eiJ
s/eiJ
s+1 has a basis consisting of the cosets of
ηs, η¯s, and eiJ
s+1/eiJ
s+2 is spanned by (say) the coset of η¯s+1, suppose it ends at
vertex x. If eiJ
s+1 is the socle then clearly eiJ
s is the second socle, this must hold
since A is symmetric and since we have two arrows ending at i. Part (i) follows.
(ii) Assume now that the socle of eiA is eiJ
s+t for t > 1, then with the choice
above it is spanned by η¯s+t. Then the second socle contains η¯s+t−1, but there must
be another element ζ where ζg−1(α) is non-zero in the socle. As well we know that
η¯s+v for 0 ≤ v ≤ t − 2 are not in the second socle. Then the required element of
the second socle must be of the form
ζ = dηs +
∑
v
bvη¯s+v ∈ eiJ
sex \ eiJ
s+1ex
for d, bv ∈ K and d 6= 0.
Case 1. The cycle O(α¯) does not pass through vertex x, in particular O(α) 6=
O(α¯) and there are no double arrows ending at i. Then it follows directly that
ζ = dηs and hence ηs is in the second socle (and it ends at x).
Case 2. Assume the cycle O(α¯) passes through vertex x but that there are no
double arrows ending at i. Say α¯r is the arrow in the cycle starting at x, this ends at
a vertex w 6= i. Consider ζα¯r, this must lie in the socle of eiA but it is annihilated
by ei and therefore it is zero. Suppose a monomial η¯u ending at y occurs in the
expression for ζ. Then η¯uα¯r is only zero if η¯u is in the socle (since otherwise it is
a basis element). It follows that ζ = dηs modulo the socle and ηs is in the second
socle.
(iii) Assume O(α) = O(α¯). We assume that ηsαs = λη¯s+t where λ ∈ K. Then
ηs+t is a rotation of η¯s+t and is also a non-zero element in the socle. So ηs+t 6= 0
and ηs+t+1 = 0, and it follows that t = 1. 
Remark 6.12. We cannot have αf(α) = αp + α¯q ∈ J3 with αp, α¯q not in J3.
Namely, if this were the case, then p and q would be arrows with p : j → y and
q : k → y where y = t(f(α)). If k 6= j then Q is not 2-regular, so j = k, but then
α, α¯ are double arrows and also f(α), p are double arrows. But then, by Lemma 5.2,
Q is the Markov quiver, which is excluded.
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7. Algebras with almost tetrahedral subquiver
The aim of this section is to describe a local presentation of algebras discussed
in Proposition 6.5 and 6.6(iii).
Lemma 7.1. Assume that the both minimal relations of A starting at i are of type
C. With the notation of the diagrams following Proposition 6.5 and in Proposi-
tion 6.6 the following statements hold.
(i) We may assume
αf(α) = α¯γ and α¯f(α¯) = αβ
f(α)f2(α) = βf2(α¯) and f(α¯)f2(α¯) = γf2(α).
Furthermore, αf(α)f2(α) = α¯f(α¯)f2(α¯).
(ii) The local algebra eiAei is of finite representation type, generated by Xi :=
αβf2(α¯).
(iii) Assume the setting of Proposition 6.5, or of Proposition 6.6 (iii). Then we
have soc(eiA) = eiJ
3, spanned by Xi. The module eiA is 6-dimensional with
basis {ei, α, α¯, αβ, α¯γ,Xi}.
(iv) We have dim eiAeu = dim euAei for u ∈ {j, k, x, y} and 0 = eiAev = evAei
for any other v and i 6= v.
Proof. (i) We assume there are two type C relations from i. Consider one of them,
we can write αf(α) + aα¯γ ∈ J3 with 0 6= a ∈ K. Therefore
αf(α) + aα¯γ = αp+ α¯q ∈ eiAey
and then we must have that both p and q are in J2 (since only two arrows end at
y). Replace f(α) by f(α)− p and γ by (−a)γ + q, this gives the first identity.
The other type C relation from i is α¯f(α¯)+aαβ ∈ J3 with 0 6= a ∈ K. Similarly
as above we may assume after adjusting f(α¯) and β that
α¯f(α¯) = αβ.
Now we apply Proposition 4.8 with these relations, and obtain directly the other
two identities. The last statement follows from these.
(ii) All cyclic paths of length three from i are equal to Xi in A, by part (i). This
implies that eiAei is of finite type.
(iii) In the setting of Proposition 6.5 (with w 6= t) we know that several paths
of length two are in J3, in particular βf(β) and γf(γ), and f2(α)α and f2(α¯)α¯.
Any other path of length three from i ends at w or at t. Such paths ending at
w are α¯f(α¯)f(β) = αβf(β) ∈ J4 and ending at t are αf(α)f(γ) = α¯γf(γ) ∈ J4.
Hence eiJ
3 = XiA. Moreover Xiα = α¯γf
2(α)α ∈ J5 and Xiα¯ = αβf
2(α¯)α¯ ∈ J5,
therefore eiJ
4 ⊆ eiJ
5 and then eiJ
4 = 0. Clearly Xi 6= 0 since A is symmetric and
not simple. This proves that soc(eiA) = eiJ
3 and spanned by Xi. The rest of the
lemma follows in this case.
Now assume the setting of Proposition 6.6. Then we have a second type C
relation from j, and by the argument in (i) we may assume that
βf(β) = f(α)f(γ),
after adjusting f(β) and f(γ) if necessary.
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Assume (iii) of Proposition 6.6 holds, then we know that γf(γ), f2(α¯)α¯ and
f2(β)β are in J3: In this case, non-cyclic paths of length three from i end at w,
they are
α¯f(α¯)f(β) = αβf(β) = αf(α)f(γ) = α¯γf(γ) ∈ J4.
So eiJ
3 is generated by Xi. Moreover Xiα¯ = αβf
2(α¯)α¯ ∈ J5.
As well we have f2(α)α+cf(γ)f2(β) ∈ J3 is a type C relation for some 0 6= c ∈ K
(see the proof of Proposition 6.6). Hence modulo J4
Xiα = αf(α)f
2(α)α ≡ (−c)α¯γf(γ)f2(β) ∈ J5
and eiJ
4 = XiJ ⊆ eiJ
5 = 0. The rest follows as in the previous case. 
In the proposition below, we use the notation from Proposition 6.5 and the quiver
below it.
Proposition 7.2. Assume that A has two minimal relations of type C starting at i
but from any of the vertices j, k, x, y at most one minimal relation of type C starts.
Then the following statements hold.
(i) We may assume that we have the commutatively relations of type C
αf(α) = α¯γ, α¯f(α¯) = αβ, f(α)f2(α) = βf2(α¯),
f(α¯)f2(α¯) = γf2(α), f(β)f2(β) = f2(α¯)α, f(γ)f2(γ) = f2(α)α¯,
the first two starting at i and the remaining ones starting at the vertices
j, k, x, y.
(ii) We have relations
βf(β) = f(α)q ∈ J3, f2(α)α = qf2(β) = f(γ)p ∈ J3,
γf(γ) = f(α¯)q¯ ∈ J3, f2(α¯)α¯ = q¯f2(γ) = f(β)p¯ ∈ J3,
f2(β)β ∈ J3, f2(γ)γ ∈ J3,
where the elements p, q, p¯, q¯ are along cycles of g.
(iii) The module eiA is 6-dimensional, with basis {ei, α, α¯, αβ, α¯γ, αβf
2(α¯)}. In
particular, we have eiAew = 0, eiAet = 0, ewAei = 0, etAei = 0.
(iv) The paths of length two in (i) and (ii) belong to soc2(A) \ soc(A).
(v) The local algebras at vertex u for u ∈ {j, k, x, y} have finite representation
type.
Proof. Most of part (i) and part (iii) is proved in Lemma 7.1. As well, by Proposi-
tion 6.5, we know that the six paths in (ii) belong to J3.
We will now determine the details for (ii) and the last two commutativity rela-
tions in (i).
(a) We may assume that
βf(β) = f(α)q ∈ J3,
where q ∈ J3 is along the cycle of g containing f(α). Indeed, βf(β) ∈ J3 by
assumption. We can write βf(β) = f(α)q+βρ, and then by Remark 6.12 we know
βρ ∈ J3 and we may replace f(β) by f(β) − ρ. From the shape of the quiver
q ∈ eyAew ⊂ J
3. Applying now Proposition 4.8, we get
f(β)f2(β) = f2(α¯)α′ and f2(α)α′ = qf2(β).
where α′ = α+ ζ for ζ ∈ eiJ
4ej and hence ζ = 0 by (iii) and α
′ = α.
We may write qf2(β) = f(γ)p for p ∈ J3 along the cycle of g containing f(γ).
42 K. EDRMANN AND A. SKOWRON´SKI
(b) By assumption, γf(γ) ∈ J3. As in part (a), we may assume, after possibly
adjusting f(γ), that
γf(γ) = f(α¯)q¯,
where q¯ ∈ J3 is along the cycle of g containing f(α¯). Applying Proposition 4.8
again, we obtain
f(γ)f2(γ) = f2(α)α¯′ and f2(α¯)α¯′ = q¯f2(γ).
where α¯′ = α¯ + ζ′ with ζ′ ∈ eiJ
4ek which is zero by (iii). We may also write
q¯f2(γ) = f(β)p¯ for p¯ ∈ J3 along the cycle of g containing f(β).
As already mentioned f2(β)β and f2(γ)γ are in J3. We have now proved parts
(i) and (ii) completely.
(iv) Any cyclic path of length three passing through i is a rotation of the socle
element Xi and hence is non-zero in the socle. Using the relations in part (i) we get
that also any rotations of βf(β)f2(β) and γf(γ)f2(γ) are non-zero in the socle.
(1) We claim that βf(β) and γf(γ) are in soc2(A) \ soc(A). The first statement
follows since f2(β)βf(β) is non-zero in the socle and αβf(β) ∈ eiAew = 0. The
second part is similar.
(2) We claim that f2(α)α and f2(α¯)α¯ are in soc2(A)\soc(A). First, f(α)f
2(α)α
is non-zero in the socle, and γf2(α)α = γf(γ)p = 0 by (1) and since p = etpej ∈ J
2.
Hence, f2(α)α belongs to soc2(A) \ soc(A). Similarly, f
2(α¯)α¯ ∈ soc2(A) \ soc(A)
follows.
(3) We claim that f2(β)β and f2(γ)γ are in soc2(A) \ soc(A). For the first part,
f2(β)βf(β) is non-zero in the socle, and f2(β)βf2(α¯) ∈ ewAei = 0. The other part
is similar.
(4) The first four paths in (i) are in soc2(A) \ soc(A) by part (iii). Next,
f(β)f2(β)β is non-zero in the socle, and f(β)f2(β)f(α) = f2(α¯)αf(α) ∈ soc(A) ∩
exAey = 0. Hence f(β)f
2(β) ∈ soc2(A) \ soc(A). Similarly, we have f(γ)f
2(γ) ∈
soc2(A) \ soc(A). This completes the proof of (iv).
(v) Consider exAex, this has generators X
′ = f2(α¯)αβ and Y ′ which is the
product over the arrows along O(f(β)). Now, X ′ is the rotation of a socle element
and hence lies in the socle. Therefore exAex is generated by Y
′ and is therefore
of finite representation type. Similarly, the local algebras at y, j, k are of finite
representation type. 
8. Algebras with tetrahedral quiver
The aim of this section is to describe the algebras of generalized quaternion type
discussed in Proposition 6.6. We use the notation for tetrahedral quiver presented
in Proposition 6.6. We have to deal with two types of algebras, the following
determines the first type.
Theorem 8.1. Let A = KQ/I be a 2-regular algebra of generalized quaternion
type whose quiver Q is not the Markov quiver. Assume that there is an arrow α of
Q such that two minimal relations of type C start at both i = s(α) and j = t(α)
but one of minimal relations starting from k = t(α¯) is not of type C. Then A is
isomorphic to a weighted triangulation algebra with tetrahedral quiver.
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Proof. (I) We know from Proposition 6.6 that Q is the tetrahedral quiver presented
there. We summarize the information obtained in Proposition 6.6 and Lemma 7.1.
We have the commutativity relations
αf(α) = α¯γ (from i to y),(1)
α¯f(α¯) = αβ (from i to x),(2)
f(α)f2(α) = βf2(α¯) (from j to i),(3)
f(α¯)f2(α¯) = γf2(α) (from k to i).(4)
It follows from Proposition 6.6 that there are relations of type C
βf(β) + a1f(α)f(γ) ∈ J
3 (from j to w),(5)
f2(α)α+ a2f(γ)f
2(β) ∈ J3 (from y to j),(6)
f2(α)α¯ + a3f(γ)f
2(γ) ∈ J3 (from y to k),(7)
f2(γ)γ + a4f
2(β)f(α) ∈ J3 (from w to y),(8)
f(β)f2(β) + a5f
2(α¯)α ∈ J3 (from x to j),(9)
for some non-zero elements a1, a2, a3, a4, a5 ∈ K. Moreover, we know that up to
labelling, γf(γ), f2(α¯)α¯ and f2(β)β are unique paths of length two belonging to
J3, and f(β)f2(γ), f2(γ)f(α¯) and f(α¯)f(β) are paths of length 2 which do not
occur in a minimal relation. We can apply Lemma 7.1 to each of vertex i, j, y and
get that each of the local algebras eiAei, ejAej , eyAey have finite representation
type, and moreover the projective module eiA is 6-dimensional.
In fact, also ejA and eyA are 6-dimensional. To prove this, it suffices to have
the identities (5) to (9) rather than precise commutativity. It then also follows that
ejAek = 0 = ekAej and eyAex = 0 = exAey.
(III) Next we prove that the relations (5) to (9) may be taken as commutativity
relations.
Relation (5) involves βf(β) and f(α)f(γ), they are both non-zero in the 1-
dimensional space ejAew. We may assume they are equal (if necessary, we replace
f(β) by a non-zero scalar multiple) and get
βf(β) = f(α)f(γ).(5)
By the same arguments, by rescaling f(γ) if necessary we obtain the equalities
f2(α)α = f(γ)f2(β).(6)
Similarly, by rescaling f2(γ) we obtain
f(γ)f2(γ) = f2(α)α¯.(7)
Now all arrows are fixed, but we conclude similarly that
f2(γ)γ = af2(β)f(α)(8)
f(β)f2(β) = bf2(α¯)α,(9)
where 0 6= a, b ∈ K. We claim that a = 1 and b = 1. Indeed, from (1), (6), (7), (8)
we have the following equalities of non-zero elements of soc(ejA)
af2(α)αf(α) = af(γ)f2(β)f(α) = f(γ)f2(γ)γ = f2(α)α¯γ = f2(α)αf(α),
44 K. EDRMANN AND A. SKOWRON´SKI
and hence a = 1. Similarly, using (3), (5), (6), (9), we obtain the equalities of
non-zero elements soc(eyA)
bβf2(α¯)α = βf(β)f2(β) = f(α)f(γ)f2(β) = f(α)f2(α)α = βf2(α¯)α,
and so b = 1.
(IV) We will show now that the elements γf(γ), f2(α¯)α¯, f2(β)β are in soc2(A).
(a) Consider γf(γ). Observe that f(γ)f2(γ)γ ∈ eyAey ∩ J
3 = soc(eyA). Then
by rotation γf(γ)f2(γ) ∈ soc(A). Further, we have γf(γ)ξ ∈ ekJ
3ej = 0. Hence
γf(γ)J ⊆ soc(A), and consequently γf(γ) ∈ soc2(A).
(b) Consider f2(α¯)α¯. We note that α¯f(α¯)f2(α¯) ∈ eiAei ∩ J
3 = soc(eiA). Then
by rotation f2(α¯)α¯f(α¯) ∈ soc(A). Moreover, we have f2(α¯)α¯γ ∈ exJ
3ey = 0.
Hence f2(α¯)α¯J ⊆ soc(A), and then f2(α¯)α¯ ∈ soc2(A).
(c) Consider f2(β)β. We have βf(β)f2(β) ∈ ejAej ∩ J
3 = soc(ejA), and then
by rotation f2(β)βf(β) ∈ soc(A). Further, f2(β)βf2(α¯) ∈ ewJ
3ei = 0. Hence
f2(β)βJ ⊆ soc(A), and consequently f2(β)β ∈ soc2(A).
(V) It follows from the above considerations that for any arrow σ in Q we have
σf(σ) ∈ soc2(A), σf(σ)f
2(σ) generates soc(es(σ)A), and consequently we have
σf(σ)g(f(σ)) = 0, because t(g(f(σ))) 6= t(f2(σ)) = s(σ). Similarly, we have
g−1(σ)σf(σ) = 0 for any arrow σ in Q.
(VI) We determine now the required presentations of the elements γf(γ), f2(α¯)α¯,
f2(β)β.
(a) First consider the module ekA. Since there is only one minimal relation
of type C starting at k, it follows from Proposition 6.10 that ekA is spanned by
monomials along the g-cycles (γ f2(α) α¯) and (f(α¯) f(β) f2(γ)) of the arrows γ and
γ¯ = γ1 = f(α¯) starting at k.
Since α¯γf2(α) is non-zero in the socle, it follows that the rotation γf2(α)α¯ is
non-zero in the socle. Therefore the local algebra ekAek is generated by Xk :=
f(α¯)f(β)f2(γ), and therefore the socle of ekA is spanned by X
m
k for some m ≥ 1.
It follows that soc2(ekA) is generated by γf
2(α) and Xm−1k f(α¯)f(β). Now, γf(γ)
is in the second socle and in ekAew, and therefore there exists a non-zero element
ck ∈ K such that
γf(γ) = ckX
m−1
k f(α¯)f(beta).(10)
(b) Consider the module exA. The same argument as in (a) shows that the local
algebra exAex is generated by Xx := f(β)f
2(γ)f(α¯), which is a rotation of Xk.
Therefore the socle of exA is spanned by the rotation of X
m
k , which is X
m
x . The
element f2(α¯)α¯ lies in soc2(exA)ek. As in (a) we may identify generators for the
second socle, and deduce that there exists a non-zero element cx ∈ K such that
f2(α¯)α¯ = cxX
m−1
x f(β)f
2(γ).(11)
(c) Similarly, the socle of ewA is spanned by the rotation X
m
w of X
m
k where
Xw = f
2(γ)f(α¯)f(β). By considering the second socle of the module ewA, we see
that there exists a non-zero element cw ∈ K such that
f2(β)β = cwX
m−1
w f
2(γ)f(α¯).(12)
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To finish, we must show that the three scalar factors are equal. We have the
following equalities of non-zero elements of soc(ekA), soc(exA) and soc(ewA), re-
spectively
γf(γ)f2(γ) = ckX
m
k ,(10’)
f2(α¯)α¯f(α¯) = cxX
m
x ,(11’)
f2(β)βf(β) = cwX
m
w .(12’)
Moreover, we have γ1Xx = Xkγ1, δ¯1Xw = Xxδ¯1, ωXk = Xwω. We note that
m ≥ 2. Finally, we claim that ck = cx = cw.
Using the identities (7) and (4) we get
γf(γ)f2(γ) = γf2(α)α¯ = f(α¯)f2(α¯)α¯,
which is a rotation of f2(α¯)α¯f(α¯). It follows that ck = cx. By using the identites
(5) and (8) we have
f2(β)βf(β) = f2(β)f(α)f(γ) = f2(γ)γf(γ),
which is a rotation of γf(γ)f2(γ). It follows that cw = ck. Hence we obtain
ck = cx = cw, and we denote this scalar by c.
Recall that g has four orbits on arrows in Q,
O(α) =
(
αβ f2(α¯)
)
, O
(
f(γ)
)
=
(
f(γ) f2(β) f(α)
)
,
O(γ) =
(
γ f2(α) α¯
)
, O
(
f(α¯)
)
=
(
f(α¯) f(β) f2(γ)
)
.
We define the weight function m• : O(g) → N
∗ and the parameter function c• :
O(g)→ K∗ as follows
mO(α) = 1, mO(γ) = 1, mO(f(γ)) = 1, mO(f(α¯)) = m,
cO(α) = 1, cO(γ) = 1, cO(f(γ)) = 1, cO(f(α¯)) = c.
Then it follows from the equalities established above that A is isomorphic to the
weighted triangulation algebra Λ(Q, f,m•, c•). 
The following theorem deals with the other type of algebras with tetrahedral
quiver.
Theorem 8.2. Let A = KQ/I be a 2-regular algebra of generalized quaternion type
whose quiver Q is not the Markov quiver. Assume that there is an arrow α of Q
such that two minimal relations of type C start at each of the vertices s(α) = s(α¯),
t(α), t(α¯). Then A is isomorphic to a non-singular tetrahedral algebra or a higher
non-singular tetrahedral algebra.
Proof. It follows from Proposition 6.6 that Q is the tetrahedral triangulation quiver,
and that two minimal relations of type C start at each vertex of Q. Moreover, we
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may choose the labeling of arrows in Q as follows
k
j w
i x
y
γ
f(γ)
f2(γ)
f(α¯)
β
f(α) f2(β)
α¯
α
f(β)f
2(α¯)f2(α)
where the shaded triangles denote f -orbits. Then the cycles of the permutation g
are
(
αβ f2(α¯)
)
,
(
α¯ γ f2(α)
)
,
(
f(α) f(γ) f2(β)
)
,
(
f(α¯) f(β) f2(γ)
)
.
Further, it follows from Lemma 7.1 that for teach vertex t, the local algebra etAet
is of finite representation type. We will chose now representatives of arrows of Q in
A such that almost all minimal relations of type C can be taken as commutativity
relations.
We start with the vertex i and apply Lemma 7.1. This gives the commutativity
relations
αf(α) = α¯γ (from i to y),(1)
α¯f(α¯) = αβ (from i to x),(2)
f(α)f2(α) = βf2(α¯) (from j to i),(3)
f(α¯)f2(α¯) = γf2(α) (from k to i).(4)
We consider now the second minimal relation starting at j. Since ejAej and ewAew
are of finite representation type, applying arguments from the proof of Lemma 7.1,
we conclude that βf(β) = f(α)f(γ)v for a unit v of ewAew. Then, replacing f(β)
by f(β)v−1, we obtain the commutativity relation
βf(β) = f(α)f(γ) (from j to w).(5)
Using the relations (3) and (5), we obtain by Proposition 4.3 two commutativity
relations ending at j
f2(α)α′ = f(γ)f2(β)′ and f2(α¯)α′ = f(β)f2(β)′,
with α = α′a and f2(β)′ = f2(β)b for some units a, b in ejAej . Then f
2(α)α =
f(γ)f2(β)ba−1 and f2(α¯)α = f(β)f2(β)ba−1. Hence, replacing f2(β) by f2(β)ba−1,
we obtain the equalities
f2(α)α = f(γ)f2(β) (from y to j),(6)
f(β)f2(β) = f2(α¯)α (from x to j).(9)
With these, all arrows except f2(γ) are fixed. We consider the relations starting
from k. Using that the local algebra ewAew is of finite representation type, say with
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generator Z = f2(γ)f(α¯)f(β) ∈ ewJ
3ew, we conclude that γf(γ) can be written as
γf(γ) = f(α¯)f(β)(c1 + ζ)(10)
for c ∈ K∗, 1 the identity of ewAew, and ζ ∈ ewJ
3ew. Using the minimal relations
(4) and (10) starting from k, we obtain by Proposition 4.3 two minimal relations
ending at k
f2(α)α¯′ = f(γ)f2(γ)′ and f2(α¯)α¯′ = f(β)(c1 + ζ)f2(γ)′,
with α¯′ = α¯u and f2(γ)′ = f2(γ)v for some units u, v in ekAek. Then, replacing
f2(γ) by f2(γ)vu−1, we obtain the equalities
f(γ)f2(γ) = f2(α)α¯ (from y to k),(7)
f2(α¯)α¯ = f(β)(c1 + ζ)f2(γ) (from x to k).(11)
Further, using the minimal relations (6) and (7) starting from y, we obtain by
Proposition 4.3 two minimal relations ending at y
α¯γ = αf(α)′ and f2(γ)γ = f2(β)f(α)′,(*)
with f(α)′ = f(α)r for some unit r in eyAey. We claim that f(α)
′ = f(α). Indeed,
by (1), we have αf(α) = α¯γ = αf(α)′, and hence α(f(α)− f(α)′) = 0. This means
that f(α)− f(α)′ belongs to the submodule ΩA(αA) of ejA. By Lemma 8.3 below,
we have
ΩA(αA) ⊆ soc2(ejA) ⊆ ejAej + ejAei + ejAew,
but f(α)− f(α)′ ∈ ejAey, and therefore f(α)− f(α)
′ = 0. In particular, we obtain
the commutativity relation
f2(γ)γ = f2(β)f(α) = f2(β)g
(
f2(β)
)
(from w to y).(8)
Finally, using the minimal relations (9) and (11) starting from x, we obtain by
Proposition 4.3 two minimal relations ending at x
αβ = α¯f(α¯)′ and f2(β)β = (c1 + ζ)f2(γ)f(α¯)′,(**)
with f(α¯)′ = f(α¯)s for some unit s in exAex. Observe that α¯f(α¯) = αβ = α¯f(α¯)
′,
by (2), and hence α¯(f(α¯) − f(α¯)′) = 0. Then using Lemma 8.3 again, we get
f(α¯) = f(α¯)′. In particular, we obtain the new minimal relation
f2(β)β = (c1 + ζ)f2(γ)f(α¯) (from w to x).(12)
Using the commutativity relations (1)–(9), we may define the elements
Xi = αf(α)f
2(α) = α¯f(α¯)f2(α¯), Xj = f(α)f
2(α)α = βf(β)f2(β),
Xy = f
2(α)αf(α) = f(γ)f2(γ)γ, Xk = f(α¯)f
2(α¯)α¯ = γf(γ)f2(γ),
Xx = f
2(α¯)α¯f(α¯) = f(β)f2(β)β, Xw = f
2(β)βf(β) = f2(γ)γf(γ),
which generate the local algebras eiAei, ejAej , eyAey, ekAek, exAex, ewAew, re-
spectively. Let Xmi span the socle of eiA. The generators of the other local algebras
are rotations of Xi, and since A is symmetric, it follows that for every vertex t of
Q, the element Xmt spans the socle of etA.
We have to consider two cases.
(I) Assume that c 6= 1. We claim that X2i is zero (so m = 2 and X
2
t = 0 for
each vertex t of Q and consequently each indecomposable projective module etA is
6-dimensional.) We first show that αf(α)f(γ) = 0. Namely, using (1), (10), (2),
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and (5), we obtain that αf(α)f(γ) = αf(α)f(γ)(c1 + ζ). Hence αf(α)f(γ)((c −
1)1 + ζ) = 0, and then αf(α)f(γ) = 0. Then we obtain the equality
X2i = αf(α)f
2(α)αf(α)f2(α) = αf(α)f(γ)f2(β)f(α)f2(α) = 0.
In particular, we conclude that eiAew = 0, ejAek = 0, eyAex = 0, ekAej = 0,
exAey = 0, ewAei = 0. But then θf(θ)g(f(θ)) = 0 for any arrow θ of Q. Observe
also that J4 = 0, and then the relations (10), (11), (12) reduce to the relations
γf(γ) = cf(α¯)f(β),(10’)
f2(α¯)α¯ = cf(β)f2(γ),(11’)
f2(β)β = cf2(γ)f(α¯).(12’)
Summing up, in the considered case, the algebra A is isomorphic to the non-singular
tetrahedral algebra Λ(Q, f,m•, c•) with the weight function m• : O(g) → N
∗ and
the parameter function c• : O(g)→ K
∗ as follows
mO(α) = 1, mO(γ) = 1, mO(f(γ)) = 1, mO(f(α¯)) = 1,
cO(α) = 1, cO(γ) = 1, cO(f(γ)) = 1, cO(f(α¯)) = c.
(II) Assume that c = 1. We claim first that ζ 6= 0. Suppose ζ = 0. Then we
have the commutativity relations (10’), (11’), (12’), with c = 1. Observe also that
for any arrow θ in Q we have Xm−1
s(θ) θf(θ)g(f(θ)) = 0. Therefore, A is isomorphic
either to singular tetrahedral algebra (if m = 1) or to a singular higher tetrahedral
algebra (if m ≥ 2), which contradicts to Theorems 2.4 and 3.2. Hence, indeed
ζ 6= 0.
The element Zm = (f2(γ)f(α¯)f(β))m also generates the socle of ewA. If m = 1,
then
f2(α¯)f(β)ζ = 0, f(β)ζf2(α¯) = 0, ζf2(α¯)f(β) = 0,
and we are in the situation considered above. Hence, we may assume that m ≥ 2.
We will show that we may take ζ = λZm−1 for some λ ∈ K∗. Applying (1), (10),
(2), (5), we obtain that αf(α)f(γ) = αf(α)f(γ)(1+ζ), and hence αf(α)f(γ)ζ = 0.
Now it follows from (2) and (5) that
α¯f(α¯)f(β)ζ = αβf(β)ζ = αf(α)f(γ)ζ = 0.
Hence f(α¯)f(β)ζ belongs to the submodule ΩA(α¯A) of ekA. Since ΩA(α¯A) is 2-
dimensional by Lemma 8.3, we conclude that f(α¯)f(β)ζ belongs to soc2(ekA)ew.
But then f(α¯)f(β)ζ = λf(α¯)f(β)Zm−1 for some λ ∈ K∗. We have then Zζ =
f2(γ)f(α¯)f(β)ζ = λZm, and consequently ζ = λZm−1, as required. Finally, if θ is
any arrow, we have Xm−1
s(θ) θf(θ)g(f(θ)) = 0. This proves that A is isomorphic to
the non-singular higher tetrahedral algebra Λ(m,λ). 
We present now the lemma which was used in the above proof.
Lemma 8.3. Assume Q has tetrahedral quiver, such that the relations (1) to (11)
(except for (8)) hold, and also * and **. Then for σ = α or σ = α¯, the syzygy
ΩA(σA) is contained in the second socle of A.
Proof. We identify ΩA(αA) with the set {x ∈ ejA : αx = 0}. One proves from the
given relations that each projective has dimension 6m. Now, Ω−1(αA) is obviously
2-dimensional and αA is cyclic, it follows that Ω(αA) also is 2-dimensional and then
it must be contained in the second socle of ejA. Similarly, the other part holds. 
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9. Local presentation
Let A = KQ/I be a 2-regular algebra of generalized quaternion type whose
quiver is not the Markov quiver. We fixed in Section 6 two permutations f and g of
arrows in Q, such that (Q, f) is a triangulation quiver, g(α) = f(α) for any arrow
α of Q, and with the properties:
• For each arrow α of Q, αf(α) occurs in a minimal relation of I.
• For each vertex i of Q and the arrows α and α¯ starting at i, the cosets
αg(α) + eiJ
3 and α¯g(α¯) + eiJ
3 form a basis of eij
2/eiJ
3.
The main aim of this section is to prove the following theorem on the local
presentation of A.
Theorem 9.1. Let i be a vertex of Q such that there is at most one minimal relation
of type C starting from i, and α, α¯ be the arrows in Q starting from i. Then there are
choices for α, f(α), f2(α) and α¯, f(α¯), f2(α¯) such that αf(α), f(α)f2(α), f2(α)α
and α¯f(α¯), f(α¯)f2(α¯), f2(α¯)α¯ belong to soc2(A) \ soc(A).
We divide the proof of the above theorem into several steps.
Let i be a vertex of Q such that at most one minimal relation of type C starts
from i. It follows from Proposition 6.10 that eiA has a basis consisting of monomials
along cycles of g. We work with such a basis throughout. We say that an element
ξ ∈ eiA has degree r if ξ ∈ eiJ
r \ eiJ
r+1. If so then the expansion of ξ in terms of
the chosen basis is of the form
ξ = c1ξ1 + c2ξ2 (modulo J
r+1),
where ξ1, ξ2 are monomials of length r which belong to the basis, and c1, c2 ∈ K,
not both zero. We say that the lowest term of ξ is c1ξ1 + c2ξ2 if both c1, c2 are
non-zero, or c1ξ1 if c2 = 0, or c2ξ2 if c1 = 0.
The aim is to choose α, f(α) such that the product αf(α) ∈ Jr with r as large
as possible, and the lowest term to keep control. We note the following invariance
property.
Lemma 9.2. Assume c1ξ1 = c1(α1α2 . . . αr) ∈ eiA is the lowest term of ξ, or part
of the lowest term. Assume that α′s = αs + ηs for some ηs ∈ J
2 and s ∈ {1, . . . , r},
and ξ′ is obtained from ξ by replacing αs by α
′
s. Then the lowest terms of ξ
′, or
part of the lowest term, is obtained from c1ξ1 by replacing αs by α
′
s.
Proof. This is clear because the terms of ηs do not contribute to a lowest term. 
Definition 9.3. Given a pair of arrows (α, f(α)) of Q, we say that it has index r
if r is maximal such that α′f(α)′ has degree r for some pair of arrows (α′, f(α)′)
with α′ + J2 = α+ J2 and f(α)′ + J2 = f(α) + J2.
We will see soon that αf(α) cannot be zero in our setting. By the above invari-
ance property, if no such product is zero, we may modify α and f(α) and assume
that (α, f(α)) has index r, and if so we call this pair of arrows maximal. We note
that this affects only α and f(α) and no other arrows.
Lemma 9.4. Let α be an arrow in Q such that α 6= f(α). If αf(α) is non-zero
then we may assume that
αf(α) = α¯qα¯ + α¯ηα¯,
with both summands expanded along the g-cycle of α¯, and where the lowest term
α¯qα¯ is a scalar multiple of a monomial ending in g
−1(f2(α)).
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In the following, we will refer to the expression for αf(α) in this lemma as its
lowest form presentation.
Proof. We may assume that (α, f(α)) is a maximal pair, say of index r.
Case 1. Assume first that αf(α) ∈ Jr \ Jr+1 and r ≥ 3. We may write
αf(α) = αp + α¯q with p along the g-cycle of α and q along the g-cycle of α¯. By
Remark 6.12 we know that p ∈ J2. So we may assume, after replacing f(α) by
f(α)′ = f(α)− p, that
αf(α) = α¯q = α¯qα¯ + α¯ηα¯,
where α¯qα¯ is the lowest term, which is a monomial along the cycle of g starting
with α¯. Then either qα¯ ends in g
−1(f2(α)), or it might end in f(α) as these are
the arrows ending in t(f(α)).
We claim that qα¯ ends in g
−1(f2(α)). Note that here α¯qα¯ is in J
r \ Jr+1 and
r ≥ 3. As well by definition, it is a scalar multiple of a monomial of length r. If
we had α¯qα¯ = α¯q1f(α) then q1 would be in the radical, and we could replace α by
α′ = α− α¯q1. Then α
′f(α) = α¯ηα¯ ∈ J
r+1 which contradicts the choice of (α, f(α)).
So the lowest term must end in g−1(f2(α)).
Case 2. Assume we have a type C relation
αf(α) + cα¯g(α¯) = αp+ α¯q¯ ∈ J3
with 0 6= c ∈ K. Then g(α¯) and f(α) and also p, q¯ end at y = t(f(α)). We know
from Lemma 4.7 that a relation of type C cannot involve double arrows, and it
follows that p, q¯ ∈ J2. As in the first case we can replace f(α) by f(α)− p. We get
αf(α) = α¯qα¯ + α¯ηα¯
where qα¯ = cg(α¯) and this is already in the required form since g(α¯) = g
−1(f2(α)).

We will now show that paths of length two cannot be zero in the algebra, in fact
they cannot lie in the socle of A.
Lemma 9.5. Assume α 6= f(α) and α¯ 6= f(α¯). Then the elements αf(α) and
α¯f(α¯) are both non-zero and not in the socle.
Proof. Note first that if αf(α) is in the socle then we may assume it is zero. Namely,
we can take the appropriate version of the socle monomial and factorize it, as
α¯f(α¯) = α¯ω′i. Then we replace f(α¯) (6= α¯) and obtain the identity α¯f(α¯) = 0.
(1) Assume for a contradiction that both αf(α) and α¯f(α¯) are zero. Then the
two generators of Ω2(Si) can be taken as
(f(α), 0), (0, f(α¯)).
Hence Ω2(Si) is a direct sum, a contradiction. So at least one of the two elements
is non-zero, and then it does not lie in the socle.
(2) Suppose one of them is zero but not the other, then up to labelling, and
using Lemma 9.4, we have identities
αf(α) = 0 and α¯f(α¯) = αqα + αηα
where the expression for α¯f(α¯) is the lowest form presentation. Using period four,
we get from this that
f(α¯)f2(α¯) = 0 and f(α)f2(α) = qαf
2(α¯) + ηαf
2(α¯).
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It follows that αf(α)f2(α) = α¯f(α¯)f2(α¯). Now we have
0 = α¯f(α¯)f2(α¯) = αqαf
2(α¯) + αηαf
2(α¯).
The first summand is a non-zero scalar multiple of a monomial along the cycle of
g in the basis, and is non-zero. Its degree is less than the degree of any term of
αηαf
2(α¯). So the terms cannot cancel, and we have a contradiction.
Therefore we must have that both αf(α) and α¯f(α¯) are non-zero and not in the
socle. 
Next we consider squares of loops fixed by f .
Lemma 9.6. Assume α is a loop fixed by f . Then the following statemensts hold.
(i) We may assume α2 ∈ soc2(eiA) and we can write
α2 = cAα¯ + dBα¯ (c, d ∈ K, c 6= 0).
(ii) c 6= 0, that is α2 is not in the socle.
(iii) The product α¯f(α¯) is not in the socle.
Proof. The quiver has at least three vertices, therefore the vertices i, k, x must be
distinct (if k = x then f(α¯) would be a loop and |Q0| = 2). Hence g has cycle
(α α¯ g(α¯) . . . f2(α¯)) of length > 3.
We use the basis of eiA along the cycles of g. The local algebra R = eiAei is
generated by
X = α and Y = α¯g(α¯) . . . f2(α¯).
In particular, R has a basis consisting of monomials inX,Y which alternate between
X and Y , and the socle of R is spanned by (XY )m = (Y X)m for some m ≥ 1. We
set m = mα = mα¯ and n = |O(α)| = |O(α¯)|.
(I) Assume first that R has finite representation type.
In this case, R is generated by X = α, and Y must be a polynomial in X and
XY = Y X . Then in the above basis we must have m = 1, and R is 4-dimensional
with basis {ei, X, Y,XY }. It must be equal to K[X ], which has therefore the basis
{ei, X,X
2, X3}. Hence we have Y = aX2+ bX3 for some a, b ∈ K, and then a 6= 0
because XY 6= 0 and X3 spans the socle of R. Then we obtain
X2 = a−1Y − a−1bX3.
We also note that Y X = aX3 + bX4 = aX3, and hence
X2 = a−1Y − a−2bY X.
Here Aα¯ = Y and Y X = Bα¯. We can also write α
2 = α¯qα¯ + α¯ηα¯ where
α2 = cAα¯ + dBα¯,
for c = a−1 and d = −a2b. Since c ∈ K∗, we conclude that α2 ∈ soc2(eiA)\soc(eiA).
We have proved (i) and (ii) in this case.
(II) Now assume that R is of infinite representation type, then it is a tame local
symmetric algebra.
(i) If m = 1 then R is 4-dimensional and it is isomorphic to one of the algebras
(b) or (b′) presented in [20, Theorem III.1]. If m ≥ 2 then, by [20, Theorem III.1],
the algebra R must have two generators X ′ and Y ′ whose squares are in the second
socle of R. Then X ′ (say) is a loop at i, and we may take α = X ′ = X .
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The second socle of R is independent on the choice of generators of R, and hence
is spanned by
(XY )m−1X, (Y X)m−1Y, (XY )m = (Y X)m.
Hence we have
X2 = u(XY )m−1X + v(Y X)m−1Y + w(Y X)m,
for some u, v, w ∈ K. We may assume that u = 0. Namely the element
z = ei − u(Y X)
m−2Y,
is a unit of R, and
X∗ = Xz = X − uX(Y X)m−2Y = X − u(XY )m−1.
Then we obtain
(X∗)2 = v(Y X)m−1Y z + w(Y X)mz
= v(Y X∗)m−1Y + w∗(Y X∗)m,
for some w∗ ∈ K. We note that (Y X∗)m = (Y X)m = (XY )m = (XY ∗)m. There-
fore, we may take α = X∗, and we obtain
α2 = α¯qα¯ + α¯ηα¯
where the first summand is v(Y X)m−1Y , and the second summand is w(Y X)m.
This proves part (i).
(ii) As a tool, we prove two preliminary statements which we will apply repeat-
edly. (Here R may be of finite representation type.)
(1) Assume that α¯f(α¯) lies in soc(A). Then α2 lies in soc(eiA):
If α¯f(α¯) lies in the socle, then it is zero since it is not a cyclic path. The
generators of Ω2(Si) can be taken as
ϕ = (α,−qα¯ − ηα¯), ψ = (0, f(α¯)).
We have ϕα′+ψf2(α¯) = 0 where α′ = α+ζ for ζ ∈ J2. Taking the first component
gives αα′ = 0 and hence α2α′ = 0 As well α2α¯ ∈ soc(eiA)ek = 0. This means that
α2J = 0 and then α2 ∈ soc(eiA).
(2) Assume α2 ∈ soc(eiA). Then f(α¯)f
2(α¯) ∈ socA:
With the assumption, we have α2 = α¯ηα¯. Then generators of Ω
2(Si) can be
taken as
ϕ = (α,−ηα¯), ψ = (∗, f(α¯))
where ∗ is 0 or −qα − ηα. Then ϕα
′ + ψf2(α¯) = 0 where α′ = α + ζ for ζ ∈ J2.
This in particular gives that
f(α¯)f2(α¯) = ηα¯α
′i ∈ soc(A).
(3) If there is no loop at vertex k then α2 6∈ soc(eiA):
In this case, we can apply Lemma 9.5 for the arrows γ, f(α¯) starting at k,
in particular f(α¯)f2(α¯) is not in the socle. Now we deduce from (2) that α2 6∈
soc(eiA).
Now assume there is a loop, γ say, at vertex k, then necessarily f(γ) = γ.
We apply everything done so far to γ instead of α. Hence we may assume that
γ2 ∈ soc2(ekA).
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(4) We claim that if there is no loop at vertex x = t(f(α¯)) then α2 6∈ soc(eiA):
If there is no loop at vertex x then by (3), the lemma holds for γ, and γ2 6∈
soc(ekA). Now we use (1) with γ
2 and obtain that f(α¯)f2(α¯) 6∈ soc(A). This gives
by (2) that α2 6∈ soc(eiA), as stated.
(5) We are left with the case when there is also a loop, δ say, at vertex x. Again,
it must be fixed by f , and now the quiver has only three vertices and a loop at each
vertex. As before, we may assume that δ2 ∈ soc2(exA).
Assume for a contradiction that α2 ∈ soc(eiA). We aim to show that then
A/socA is special biserial. With this assumption, we have f(α¯)f2(α¯) ∈ soc(A) by
(2). We apply (1) with f(α¯), f2(α¯) and deduce that γ2 ∈ soc(ekA). Now by (2)
applied to γ we get that f2(α¯)α¯ is in the socle of A. Applying (1) with f2(α¯), α¯
gives that δ2 ∈ soc(exA). Now applying (2) for δ gives that α¯f(α¯) is in the socle
of A. In total we have that A/socA is special biserial with 2-regular quiver, which
is not possible for an algebra of generalized quaternion type by Auslander-Reiten
theory. This completes the proof of (ii). Part (iii) is proved in (1). 
By Lemma 9.5 and Lemma 9.6 we know already that a product αf(α) is never
in the socle (and hence is non-zero). This is part of the statement of Theorem
9.1. Furthermore, by Lemma 9.4 and also by Lemma 9.6, we always have a lowest
term presentation of αf(α). The following relates the lowest terms of αf(α) and
of α¯f(α¯).
Proposition 9.7. Let i be a vertex of Q and let α and α¯ be the arrows starting at
i. Assume that
αf(α) = α¯qα¯ + α¯ηα¯ and α¯f(α¯) = αqα + αηα,
are lowest form presentations. Then the following statements hold.
(i) f(α)f2(α) has lowest term qαf
2(α¯), starting with g(α).
(ii) f(α¯)f2(α¯) has lowest term qα¯f
2(α), starting with g(α¯).
(iii) αf(α)f2(α) = α¯f(α¯)f2(α¯).
Moreover, if one of αf(α) or α¯f(α¯) belongs to soc2(eiA), then αf(α)f
2(α) is non-
zero and spans soc(eiA).
Proof. Since A is of generalized quaternion type, there is an exact sequence in
modA
0→ Si → Pi
d3−→ Px ⊕ Py
d2−→ Pj ⊕ Pk
d1−→ Pi
d0−→ Si → 0,
which gives rise to a minimal projective resolution in modA with the properties
described in Proposition 4.3. In particular we have j = t(α), k = t(α¯), x = s(f2(α¯))
and y = s(f2(α)), and d1(u, v) = αu + α¯v for any (u, v) ∈ Pj ⊕ Pk. Consider the
elements in Pj ⊕ Pk of the form
ϕ =
(
f(α),−qα¯ − ηα¯
)
, ψ =
(
− qα − ηα, f(α¯)
)
.
Then d1(ϕ) = 0 and d1(ψ) = 0, and hence ϕ and ψ generate Ω
2
A(Si). Then there
is a choice of arrows f2(α) and f2(α¯) ending at i such that
ϕf2(α) + ψf2(α¯) = 0.
Hence we obtain the equalities
f(α)f2(α) = qαf
2(α¯) + ηαf
2(α¯) and f(α¯)f2(α¯) = qα¯f
2(α) + ηα¯f
2(α).
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Since qα ends in g
−1(f2(α¯)), the first term of f(α)f2(α) is along the g-cycle of α,
and has the same degree as αqα. This is smaller than the degree of αηα, and then
all terms of ηαf
2(α¯) have higher degree than the degree of qαf
2(α¯). This shows
that qαf
2(α¯) is the lowest term of f(α)f2(α). Similarly we conclude that qα¯f
2(α)
is the lowest term of f(α¯)f2(α¯). Part (iii) follows directly:
αf(α)f2(α) = α¯qα¯f
2(α) + α¯ηα¯f
2(α) = α¯
(
qα¯f
2(α) + ηα¯f
2(α)
)
= α¯f(α¯)f2(α¯).
Assume now that αf(α) (say) belongs to soc2(eiA). Then in the lowest form
presentation of αf(α) as in Lemma 9.4, the first term is a non-zero element of
soc2(eiA) while the second term belongs to soc(eiA). Then
αf(α)f2(α) = α¯qα¯f
2(α),
which is a non-zero scalar multiple of the socle monomial. The same argument
applies when α¯f(α¯) belongs to soc2(eiA). 
With these preparations, we can now prove Theorem 9.1. The exception in the
next proposition will be dealt with in Proposition 9.10.
Proposition 9.8. Let i be a vertex of Q, α and α¯ the arrows starting at i. In
case O(α) 6= O(α¯) we assume that there are no double arrows starting or ending
at vertex i. Assume that α 6= f(α) and α¯ 6= f(α¯). Then we may assume that
αf(α), f(α)f2(α), f2(α)α and α¯f(α¯), f(α¯)f2(α¯), f2(α¯)α¯ belong to soc2(A)\soc(A).
Proof. Let j = t(α), k = t(α¯), y = t(f(α)), and x = t(f(α¯)). We have from
Lemma 9.4 and Lemma 9.5 lowest form presentations
αf(α) = α¯qα¯ + α¯ηα¯ and α¯f(α¯) = αqα + αηα.
Further, it follows from Proposition 9.7 (and its proof) that
f(α)f2(α) = qαf
2(α¯) + ηαf
2(α¯) and f(α¯)f2(α¯) = qα¯f
2(α) + ηα¯f
2(α),
where qαf
2(α¯) is the lowest term of f(α)f2(α) starting with g(α), qα¯f
2(α) is the
lowest term of f(α¯)f2(α¯) starting with g(α¯), and αf(α)f2(α) = α¯f(α¯)f2(α¯). We
also know from Proposition 6.10 that eiA is spanned by monomials along the g-
cycles of α and α¯.
We first prove that αf(α), α¯f(α¯), f(α)f2(α), f(α¯)f2(α¯) belong to soc2(A) \
soc(A). We consider two cases.
(1) Assume O(α) = O(α¯).
(i) We show αf(α) and α¯f(α¯) are in the second socle. The local algebra R =
eiAei has generators
X = αg(α) . . . ga−1(α), and Y = α¯g(α¯) . . . gb−1(α¯),
with ga−1(α) = f2(α), ga(α) = α¯, gb−1(α¯) = f2(α¯), gb(α¯) = α, and a + b = n.
Hence R has a basis consisting of monomials in X,Y which alternate between X
and Y , and the socle of R is spanned by (XY )m = (Y X)m for some m ≥ 1. It
follows that soc(eiA) = eiJ
mn.
Since α¯qα¯f
2(α) is a scalar multiple of a monomial which starts with α¯ and ends
in f2(α) and αqαf
2(α¯) is a scalar multiple of a monomial which starts with α and
ends in f2(α¯), we have
α¯qα¯f
2(α) = c(Y X)t and αqαf
2(α¯) = d(XY )s,
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for some c, d ∈ K and s, t ≥ 1. Moreover, these terms are the lowest terms
of αf(α)f2(α) and α¯f(α¯)f2(α¯), respectively. We know also that αf(α)f2(α) =
α¯f(α¯)f2(α¯), and hence α¯qα¯f
2(α) = αqαf
2(α¯). Then it follows from the basis of
R that s = t = m, and c = d ∈ K∗. Therefore αf(α)f2(α) and α¯f(α¯)f2(α¯) are
non-zero scalar multiples of the socle monomial. It follows that the lowest terms
α¯qα¯ and αqα of αf(α) and α¯f(α¯) are in soc2(eiA) \ soc(eiA). But then αf(α) and
α¯f(α¯) also belong to soc2(eiA) \ soc(eiA).
(ii) We prove now that f(α)f2(α) belongs to soc2(ejA). Since A is symmetric
and αf(α)f2(α) is non-zero in soc(eiA), we conclude that f(α)f
2(α)α is a non-zero
element of soc(ejA). Similarly, since (XY )
m spans soc(eiA), we obtain also that
soc(ejA) is spanned by the element
g(α) . . . ga−1(α)(Y X)m−1α¯g(α¯) . . . gb−1(α¯)α,
of degree mn. Now f(α)f2(α) ∈ ejA with lowest term qαf
2(α¯) of degree mn − 1,
and it is the initial submonomial of the above socle element of this degree. By
Lemma 6.11 it lies in the second socle, unless posibly there are double arrows
ending at j and g has two cycles passing through j. However we are in the case
O(α) = O(α¯), so if t(α) = j = t(α¯) then g passes twice through j, so this does not
occur.
Similarly one shows that f(α¯)f2(α¯) is in the second socle.
(2) Assume that O(α) 6= O(α¯). Let nα = |O(α)| and nα¯ = |O(α¯)|. Then the
local algebra R = eiAei has generators
X = αg(α) . . . gnα−1(α), and Y = α¯g(α¯) . . . gnα¯−1(α¯),
and there are positive integers mα and mα¯ such that each of the elements X
mα
and Y mα¯ spans the socle of R.
Since α¯qα¯f
2(α) is a scalar multiple of a monomial which starts with α¯ and ends
in f2(α) and αqαf
2(α¯) is a scalar multiple of a monomial which starts with α and
ends in f2(α¯), we conclude that
α¯qα¯f
2(α) = aY t and αqαf
2(α¯) = bXs,
for some a, b ∈ K and s, t ≥ 1. Moreover, by Proposition 9.7, α¯qα¯f
2(α) is the lowest
term of αf(α)f2(α), αqαf
2(α¯) is the lowest term of α¯f(α¯)f2(α), and αf(α)f2(α) =
α¯f(α¯)f2(α¯). Hence α¯qα¯f
2(α) = αqαf
2(α¯).
Both elements are non-zero scalar multiples of monomials along g-cycles of α
and α¯. It follows from Lemma 6.11 that s = mα and t = mα¯, a, b ∈ K
∗, and the
element belongs to soc(R) = soc(eiA).
By our assumption, there are no double arrows ending at i and then by Lemma 6.11
we can deduce that α¯qα¯ and α¯qα belong to soc2(eiA) \ soc(eiA), and consequently
αf(α) and α¯f(α¯) belong to soc2(eiA) \ soc(eiA).
We prove now that f(α)f2(α) ∈ soc2(ejA) \ soc(ejA).
Consider soc(ejA), it is spanned by f(α)f
2(α)α and also by Xmαj , where
Xj := (g(α)g
2(α) . . . f2(α¯)α).
From the lowest form presentation we have
f(α)f2(α)α = qαf
2(α¯)α+ ηαf
2(α¯)α
and the first term is a non-zero scalar multiple of a monomial in the basis and the
second term is expanded in terms of the basis. Therefore qαf
2(α)α = c(Xmαj ) for
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0 6= c ∈ K. By Lemma 6.11, and since no double arrows end at j, we deduce that
qαf
2(α¯) ∈ soc2(ejA) and hence f(α)f
2(α) is in the second socle.
Similarly one shows that f(α¯)f2(α¯) ∈ soc2(ekA). The proof will be completed
by applying the following lemma. 
Lemma 9.9. Assume α 6= f(α), and assume we know that αf(α) and f(α)f2(α)
are in the second socle of A. Assume also that if O(α) 6= O(α¯) then no double
arrows start or end at vertex i. Then there is a choice for f2(α) such that f2(α)α ∈
soc2(eyA), and also f(α)f
2(α) ∈ soc2(ejA).
Proof. We choose the generators Xj and Yj of the local algebra ejAej such that
Xj is a monomial starting with g(α) and Yj is a monomial starting with f(α),
depending on the two possible cases O(g(α)) = O(f(α)) or O(g(α)) 6= O(f(α)) (as
in (1) or (2) of the proof of Proposition 9.8). Moreover, let Zj be the monomial
starting with g(f(α)) such that f(α)Zj = Yj . Since f(α)f
2(α)α is non-zero in
soc(ejA), we may write
f2(α)α = λZj(XjYj)
m−1Xj + u (if O(g(α)) = O(f(α)))
or
f2(α)α = λZjY
m−1
j + u (if O(g(α)) 6= O(f(α))),
for λ ∈ K∗ and u ∈ eyAej with f(α)u = 0, where m = mf(α). We note that also
uf(α) is in the socle of A. We write
u = f2(α)u1 + g
(
f(α)
)
u2,
where the terms are along the basis of eyA. Note also that u1 starts with α¯ if it is
non-zero, and hence lies in J2.
(i) We claim that g(f(α))u2 = 0. We have 0 = f(α)u, and f(α)f
2(α)u1 ∈
soc2(A)J
2 = 0. Hence also
f(α)g(f(α))u2 = 0
Assume for a contradiction that g(f(α))u2 6= 0, then it is along the cycle of g, and
then f(α)g(f(α))u2 is in ejAej and is not zero, a contradiction. So g(f(α))u2 = 0.
We have now
f2(α)α = v + f2(α)u1
and v ∈ soc2(A), and moreover f
2(α)u1f(α) ∈ soc(A). We expand the error term,
f2(α)u1 = f
2(α)u′1α+ f
2(α)u′′1g
−1(f(α)).
Here one or both terms may not exist, depending on whether α, f(α) are in the
same g-cycle of f2(α).
(ii) We claim that we can write
f2(α)α = v1 + f
2(α)u′1α
with v1 ∈ soc2(A). We must show that w := f
2(α)u′′1g
−1(f(α)) is in the second
socle. If w 6= 0, then it is a linear combination of monomials along g-cycle. Post-
multiplying f2(α)u1 with f(α) gives an element in the socle and therefore wf(α) is
non-zero in the socle. Since w exists, the arrow f(α) belongs to O(f2(α)) = O(α¯).
This means that O(α¯) passes twice through vertex y. We can therefore deduce from
Lemma 6.11 that w is in the second socle.
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By construction, u′1 ∈ J and therefore ei − u
′
1 is a unit. We replace f
2(α) by
f2(α)′ := f2(α)(ei − u
′
1) and get
f2(α)′α, f(α)f2(α)′ ∈ soc2(A)
as required. 
Proposition 9.8 has proved Theorem 9.1, excluding a certain setting. The fol-
lowing deals with this exception.
Proposition 9.10. Assume O(α) 6= O(α¯) and that either α and α¯ are double
arrows, or f2(α), f2(α¯) are double arrows in Q, where Q is not the Markov quiver.
Then the conclusion of Theorem 9.1 holds.
Proof. Suppose α, α¯ are double arrows and belong to different g-cycles. Let y =
t(f(α). Then no double arrows start or end at vertex y since otherwise t(f(α¯))
would also be equal to y and Q would be the Markov quiver. So we can apply
Proposition 9.8 with vertex y and arrows f2(α), f2(α) instead of i, α, α¯. We get the
claim for the products along the f -cycle of α. Similarly, using vertex x = t(f(α¯))
gives the answer for the products along the f -cycle of α¯.
Suppose f2(α), f2(α¯) are double arrows. They are in different cycles of g as
well. Then no double arrows start or end at vertex j. We apply Proposition 9.8
with vertex j, and arrows f(α) and f(α) and get the answer for the f -cycle of α.
Similarly, the result follows for the f -cycle of α¯. 
It remains to prove Theorem 9.1 in the case when there is a loop at vertex i fixed
by f . Most of the information has already been obtained in Lemma 9.6.
Proposition 9.11. Let α be a loop in Q with α = f(α), i = s(α), and α¯ the other
arrow in Q with s(α¯) = i. Then there is a choice for α such that the following
statements hold.
(i) α2 ∈ soc2(eiA) \ soc(eiA).
(ii) There exist elements cα¯ ∈ K
∗, bi ∈ K, and a positive integer mα¯ such that
α2 = cα¯Aα¯ + biBα¯,
where
Aα¯ =
(
α¯g(α¯) . . . f2(α¯)α
)mα¯−1
α¯g(α¯) . . . f2(α¯),
Bα¯ =
(
α¯g(α¯) . . . f2(α¯)α
)mα¯
,
and these elements are independent on choices of α¯, g(α¯), . . . , f2(α¯).
(iii) We may assume that α¯f(α¯) ∈ soc2(eiA) \ soc(eiA) and is of the form
α¯f(α¯) = cαAα,
with cα = cα¯ and Aα = (αα¯g(α¯) . . . f
2(α¯))mα¯−1αα¯g(α¯) . . . g−1(f2(α¯)).
(iv) We may assume that f(α¯)f2(α¯) and f2(α¯)α¯ belong to soc2(A) \ soc(A).
Proof. For parts (i) and (ii) see Lemma 9.6. To prove (iii), we take the lowest form
presentation
α¯f(α¯) = αqα + αηα.
Then it follows from Proposition 9.7 and (ii) that
α¯f(α¯)f2(α¯) = αf(α)f2(α) = α3,
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which is non-zero in the socle. We deduce that αqαf
2(α¯) is non-zero in the socle.
We have the expansion along cycles of g, and by Lemma 6.11 we deduce that αqα
is in the second socle (there are no double arrows ending at vertex i). This is the
lowest term of α¯f(α¯) and hence α¯f(α¯) is in the second socle. The details in (iii)
follow.
(iv) Let k = t(α¯) and x = t(f(α¯)). Since α2 = α¯qα¯ + α¯ηα¯ and α¯f(α¯) = αqα, it
follows from Proposition 9.7 that qα¯f
2(α) = qα¯α is the lowest term of f(α¯)f
2(α¯)
and starts with g(α¯).
Further, because A is symmetric and α¯f(α¯)f2(α¯) is non-zero in soc(ekA), we
conclude that α¯qα¯α is a non-zero monomial in the socle of Aei. This is also the
socle of Aei. We use the dual version of Lemma 6.11, noting that no double arrows
start at i. We deduce that qα¯α ∈ soc2(Aei) ⊆ soc2(A) and hence the element lies
in soc2(ekA). By the Lemma 9.9 it follows that we may assume that also f
2(α¯)α¯
belongs to the second socle of A. This completes the proof. 
We have proved Theorem 9.1. The following gives some more detail in the case
when we have one type C relation starting at a vertex.
Proposition 9.12. Let i be a vertex of Q, α, α¯ the arrows with source i, and
assume that the minimal relations starting from i are of the form αf(α) + α¯γ ∈ J3
of type C and α¯f(α¯) ∈ J3. Moreover, assume that each of the vertices k = t(α¯)
and y = t(f(α)) is the starting vertex of at most one minimal relation of type C.
Then the following statements hold.
(i) We may assume that we have the commutativity relations of type C
αf(α) = α¯γ, f(α¯)f2(α¯) = γf2(α), f(γ)f2(γ) = f2(α)γ
starting at the vertices i, k, y.
(ii) We have the relations
f(α)f2(α) = pf2(α¯) ∈ J3, f2(α)α = f(γ)v,
α¯f(α¯) = αp ∈ J3, f2(α¯)α¯ = qf2(γ),
γf(γ) = f(α¯)q ∈ J3, f2(γ)γ = vf(α) ∈ J3,
where the elements on the right sides are expanded along cycles of g.
(iii) The local algebras eiAei, ekAek, eyAey have finite type.
(iv) The paths of length two in (i) and (ii) belong to soc2(A) \ soc(A).
Proof. (i) The argument in the proof of Lemma 7.1 (part (i)) shows that
αf(α) = α¯γ.
By the imposed assumption, we have α¯f(α¯) ∈ J3. Take the lowest term presenta-
tion
α¯f(α¯) = αqα + αηα.
We have O(α) = (αg(α) . . . gnα−1(α)) with gnα−1(α) = f2(α¯), by Lemma 6.7, and
hence g−1(f2(α¯)) = gnα−2(α). Since αf(α) ∈ J3, we conclude that αqα is of length
≥ 3, and then nα ≥ 4. We set p = qα + ηα, so we have α¯f(α¯) = αp. Applying now
Proposition 4.8 to the vertex i, we get
f(α¯)f2(α¯) = γf2(α) and f(α)f2(α) = pf2(α¯).
ALGEBRAS OF GENERALIZED QUATERNION TYPE 59
Observe that f(α¯)f2(α¯) = γf2(α) is a commutativity relation of type C starting
from k. Then it follows from the assumption that γf(γ) ∈ J3. Take the lowest
form presentation
γf(γ) = f(α¯)qf(α¯) + f(α¯)ηf(α¯).
We set q = qf(α¯) + ηf(α¯), so we have γf(γ) = f(α¯)q. We infer as above that
f(α¯)qf(α¯) is of length ≥ 3, and hence |O(f(α¯))| ≥ 4. Applying now Proposition 4.8
to the vertex k, we obtain
f(γ)f2(γ) = f2(α¯)α¯ and f2(α¯)α¯ = qf2(γ).
We note that q is a monomial starting from g(f(α¯)). Since f(γ)f2(γ) = f2(α¯)α¯ is
a commutativity relation of type C starting from y, it follows from the assumption
that f2(α)α ∈ J3. Take the lowest form presentation
f2(α)α = f(γ)qf(γ) + f(γ)ηf(γ).
Then we infer as above that f(γ)qf(γ) is of length ≥ 3, and hence |O(f(γ))| ≥ 4.
We set v = qf(γ) + ηf(γ), so we have f
2(α)α = f(γ)v. Finally, applying now
Proposition 4.8 to the vertex y, we obtain the already known commutativity relation
αf(α) = α¯γ, and the new relation
f2(γ)γ = vf(α).
This proves (i) and (ii).
(iii) Consider the local algebras Ri = eiAei, Rk = ekAek, Ry = eyAey, and the
elements of these algebras
Xi = α¯γf
2(α), Xk = γf
2(α)α¯, Xy = f
2(α)α¯γ.
By the relations established above, we have the equalities
αf(α)f2(α) = α¯γf2(α) = α¯f(α¯)f2(α¯),
f(α¯)f2(α¯)α¯ = f(α¯)qf2(γ) = γf(γ)f2(γ) = γf2(α)α¯,
f2(α)αf(α) = f2(γ)vf(α) = f(γ)f2(γ)γ = f2(α)α¯γ.
We observe also that Xi is the composition of all arrows along the g-orbit of α, Xk
is the composition of all arrows along the g-orbit of f(α¯), and Xy is the composition
of all arrows along the g-orbit of f(γ). Therefore we obtain that Ri is generated
by Xi, Rk is generated by Xk, and Ry is generated by Xy. We claim that X
2
i = 0,
X2k = 0, and X
2
y = 0. By the symmetricity of A and rotation argument, it is enough
to show that X2i = 0. We have the equalities
Xiα = α¯γf
2(α)α = α¯γf(γ)v = α¯f(α¯)qv = αpqv,
Xiα = αg(α) . . . g
nα−1(α)α = αpf2(α¯)α.
Moreover, by the properties of q and v established above, αpqv is a combination of
monomials along the g-orbit of α of degrees ≥ nα + 3. Therefore, Xiα = 0. But
then X2i = Xiαf(α)f
2(α) = 0. Summing up, we proved that Xi spans soc(Ri) =
soc(eiA), Xk spans soc(Rk) = soc(ekA), and Xy spans soc(Ry) = soc(eyA). In
particular, Ri, Rk, Ry are of finite type.
(iv) is a special case of Proposition 9.8. 
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We may visualize the situation described in the above proposition as follows
x
y w
i k
j
f2(α¯)
α¯
f(α¯)
f(γ)
f2(γ)
γ
f2(α)α
f(α)
where the shaded triangles denote f -orbits. We note that the situation when there
is one minimal relation of type C starting from i but two minimal relations starting
in k or y (or both k and y) is covered by Proposition 7.2.
We end this section with the following lemma.
Lemma 9.13. Let i be a vertex of Q, α and α¯ the arrows starting at i, and
α 6= f(α). Assume that each product of length two along the f -cycle of α belongs
to the second socle. Assume we have the lowest form presentation
αf(α) = α¯qα¯ + α¯ηα¯ ∈ soc2(eiA).
Then αf(α) = α¯qα¯.
Proof. Observe that the lowest term α¯qα¯ of αf(α) belongs to soc2(eiA) \ soc(eiA).
Then α¯ηα¯ belongs to soc(eiA) and so α¯ηα¯ = α¯ηα¯ei. On the other hand, α¯ηα¯ belongs
to eiAej with j = t(f(α)). If i 6= j then α¯ηα¯ = 0. So assume now i = j. This
means that α¯ is fixed by the permutation g, and then the lowest form presentation
is
αf(α) = cα¯m−1 + c′α¯m (c, c ∈ K).
This can be written as cα¯m−1(1 − dα¯) and we may replace f(α) by f(α)′ =
f(α)(1 − dα¯)−1. Note also that α¯ = f2(α¯) and therefore f(α)α¯ is in the sec-
ond socle. Therefore, in any monomial µ along a cycle of g in which f(α) occurs,
if we substitute f(α) = f(α)′ − f(α)p then the error term f(α)p is at least in the
second socle and the relevant summand of µ is zero. With this, we get the claim
also in this case. 
10. Proof of the Main Theorem
The implication (ii) ⇒ (i) follows from the general theory because A is repre-
sentation-infinite (see [49, Theorem IV.11.19]). The implication (iii) ⇒ (ii) follows
from Theorems 2.4, 2.6, 2.7, 3.2. Hence it remains to prove that (i) implies (iii).
Let A = KQ/I be a 2-regular algebra of generalized quaternion type. We may
assume that A is not an algebra considered in Theorems 5.1, 8.1, 8.2. In particular,
Q is not the Markov quiver. Moreover, let f and g be the permutations of arrows
in Q fixed in the proof of Theorem 6.1, with the properies listed at the beginning
of Section 9. We will prove that A is isomorphic to a socle deformed weighted
triangulation algebra Λ(Q, f,m•, c•, b•) of the triangulation quiver (Q, f).
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We will prove first the following theorem on the global presentation of A.
Theorem 10.1. There is a choice of representatives of arrows of Q in A such that
the following statements hold.
(i) For each arrow α with f(α) 6= α, we have
αf(α) = α¯qα¯ ∈ soc2(A) \ soc(A),
where α¯qα¯ is a non-zero scalar multiple of a monomial along the g-orbit of α¯,
ending in g−1(f2(α)).
(ii) For each loop α with f(α) = α, we have
α2 = α¯qα¯ + α¯ηα¯ ∈ soc2(A) \ soc(A),
where α¯qα¯ is a non-zero scalar multiple of a monomial along the g-orbit of
α¯, ending in g−1(α), and α¯ηα¯ is a scalar multiple of a monomial along the
g-orbit of α¯, ending in α and lying in soc(A).
(iii) For each arrow α, αf(α)f2(α) = α¯f(α¯)f2(α¯) and is a non-zero element of
soc(A).
Proof. (a) First we show that there is a choice of arrows such that we have globally
that for each arrow α, the product αf(α) is in the second socle. By Lemmas 9.5
and 9.6, it is never in the socle and we will not comment on this any further.
(1) For each loop fixed by f , we choose α such that α2 ∈ soc2(A), using Propo-
sition 9.8.
(2) We fix arrows along all cycles of f at which at least one relation of type C
starts, by using Lemma 7.1 and Proposition 9.12.
Note that the arrows in (1) and (2) are disjoint, by Lemma 4.7. As well, the
arrows fixed in (2) are not parts of double arrows. Hence the following choices are
also disjoint from (1) and (2)
(3) We fix arrows along cycles of f where one of them is part of a double arrow,
according to Lemma 9.13.
Let F be the set of all cycles of f . We define F0 to be the subset of F containing
the cycles fixed in (1), (2) and (3). If there is no cycle of f in Q satisfying (1),
(2), (3), then we define F0 consisting of two f -cycles through the some randomly
chosen vertex of Q, which satsify Proposition 9.8.
Assume F0 ⊆ F1 ⊆ F and assume for all arrows α along f -cycles belonging to
F1 we have that αf(α) is in soc2(A). Since Q is connected, there exist arrows α
and α¯ starting from a vertex i such that the f -cycle of α¯ belongs to F1 but the
f -cycle of α does not belong to F1. By construction, they are not loops fixed by f ,
and the f -cycles of α and α¯ do not contain parts of double arrows.
Applying now Proposition 9.8 (and Lemma 9.9) we chose representatives of ar-
rows α, f(α), f2(α) such that the three products along the cycle of f lie in the
second socle. Now we take F2 as the union of F1 and the f -cycle of α. If this is F
then we are done. Otherwise we repeat the process. It must stop since F is finite.
(b) We have now fixed all arrows satisfying (a). This fixes a basis of eiA for all i
as described in Proposition 6.10. With this we write down the element αf(α) in the
second socle, and by using Lemma 9.13 we get that it has the form as stated. 
We work now with the presentation of A established in Theorem 10.1. For each
arrow β of Q, we set nβ = |O(β)|, so O(β) is the cycle (β g(β) . . . g
nβ−1(β)).
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Let α be an arrows of Q. Then it follows from Theorem 10.1 that there is a
positive integer mα¯ such that
αf(α) = α¯qα¯ = cα¯Aα¯
for some cα¯ ∈ K
∗, if f(α) 6= α, and
α2 = cα¯Aα¯ + biBα¯,
with cα¯ ∈ K
∗ and bi ∈ K, if f(α) = α, where
Aα¯ =
(
α¯g(α¯) . . . gnα¯−1(α¯)
)mα¯−1
α¯g(α¯) . . . gnα¯−2(α¯),
Bα¯ =
(
α¯g(α¯) . . . gnα¯−1(α¯)
)mα¯
.
We note that mα¯nα¯ ≥ 3 because Q is the Gabriel quiver of A.
We have also the following lemma.
Lemma 10.2. For each arrow α, we have cα = cg(α).
Proof. Assume first that f(α) = α. Then g(α) = α¯, and it follows from Proposi-
tion 9.11 that cα = cα¯ = cg(α). Assume now that f(α) 6= α and f(α¯) 6= α¯. We
have
αf(α)f2(α) = αcg(α)Ag(α) = cg(α)αAg(α),
α¯f(α¯)f2(α¯) = cαAαf
2(α¯) = cααAg(α).
Since αf(α)f2(α) = α¯f(α¯)f2(α¯) and non-zero, we conclude that cα = cg(α). 
Therefore, we obtain a parameter function
c• : O(g)→ N
∗.
Recall also that the border ∂(Q, f) of (Q, f) is the set of vertices i of Q such
that there is a loop α at i fixed by f . Hence we have also a border function
b• : ∂(Q, f)→ K.
Summing up, we proved that A is isomorphic to the socle deformed weighted
triangulation algebra Λ(Q, f,m•, c•, b•). We note that if bi = 0 for any i ∈ ∂(Q, f),
then A is isomorphic to the weighted triangulation algebra Λ(Q, f,m•, c•). More-
over, by Theorem 2.1, (Q, f) = (Q(S, ~T ), f) for a directed triangulated surface
(S, ~T ). This finishes the proof of implication (i) ⇒ (iii) of Main Theorem.
11. Proof of Corollary 2
Let n ≥ 4 be a natural number, S = K[[x, y]] the algebra of formal power series
in two variables over K, and m = (x, y) the unique maximal ideal of R. We choose
irreducible power series f1, . . . , fn+1 ∈ m \m
2 satisfying the following conditions:
(1) (fi) 6= (fj) for any i 6= j in {1, . . . , n+ 1};
(2) (f1, f2) 6= m, (fn, fn+1) 6= m, and (fi, fi+1) = m for any i ∈ {2, . . . , n− 1}.
For example, we may take
f1 = x, f2 = x− λ2y
2, f3 = x− λ3y, . . . ,
fn−1 = x− λn−1y, fn = x
2 − λny, fn+1 = y,
with λ2, λ3, . . . , λn−1, λn pairwise distinct elements of K
∗.
Let R = S/(f1 . . . fn+1) and T = ⊕
n+1
i=1 S/(f1 . . . fi). Then, by general theory
[53], R is a one-dimensional isolated hypersurface singularity, and let CM(R) be the
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category of maximal Cohen-Macaulay modules over R. It follows from Eisenbud’s
matrix factorization theorem [16] that Ω2R = id on the stable category CM(R) of
CM(R). Consequently, CM(R) is a 2-CY category with τR = ΩR. Moreover, it
follows from [6, Theorem 4.1] that T is a cluster tilting object in CM(R). Consider
the stable endomorphism algebra
B = EndR(T ).
Then B is a basic indecomposable finite-dimensional symmetric algebra, with the
Grothendieck group K0(B) of rank n (see [6, Lemma 2.2]). Further, it follows from
[6, Poposition 4.10] and the condition (2) imposed on f1, . . . , fn+1 that the Gabriel
quiver QB of B is the 2-regular quiver of the form
1
$$ // 2oo // · · ·oo // n− 1oo // noo ee .
Since Ω2R = id on CM(R), applying [15, Theorem 3.2], we obtain that B is a periodic
algebra of period 4. In particular, we conclude that the stable Auslander-Reiten
quiver ΓsB of B consists of stable tubes of ranks 1 and 2, because clearly B is
representation-infinite.
We claim now that B is a wild algebra. Suppose (for the contrary) that B is
tame. Then B is a 2-regular algebra of generalized quaternion type. Applying
Theorem 6.1, we obtain that there is a permutation f of arrows of QB such that
(QB, f) is a triangulation quiver. But it is impossible because n ≥ 4. Therefore,
indeed B is a wild algebra. This finishes the proof of Corollary 2.
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