Coverage planning and optimization is one of the most crucial tasks for a radio network operator. Efficient coverage optimization requires accurate coverage estimation. This estimation relies on geo-located field measurements that are gathered today during highly expensive drive tests (DT) and will be reported in the near future by users' mobile devices thanks to the Third-Generation Partnership Project (3GPP) minimization of drive tests (MDT) feature. This feature consists of an automatic reporting of the radio measurements associated with the geographic location of the user's mobile device. Such a solution is still costly in terms of battery consumption and signaling overhead. Therefore, predicting the coverage on a location where no measurements are available remains a key and challenging task. This paper describes a powerful tool that gives an accurate coverage prediction on the whole area of interest: It builds a coverage map by spatially interpolating geo-located measurements using the Kriging technique. This paper focuses on the reduction of the computational complexity of the Kriging algorithm by applying fixed rank Kriging (FRK). The performance evaluation of the FRK algorithm both on simulated measurements and real field measurements shows a good tradeoff between prediction efficiency and computational complexity. In order to go a step further toward the operational application of the proposed algorithm, a multicellular use case is studied. Simulation results show good performance in terms of coverage prediction and detection of the best serving cell.
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Digital Object Identifier 10.1109/TVT. 2016.2599842 reported in the near future by users' mobile devices thanks to the Third-Generation Partnership Project (3GPP) minimization of drive tests (MDT) feature standardized since Release 9 [2] . The radio measurements, together with the best possible geolocation, will be then automatically reported to the network by the user's mobile device. Thanks to the integration of the Global Positioning System in the new generation of users' mobile devices, the geo-location information is quite accurate. Hence, with MDT, the network operator will soon have at its disposal a rich source of information that provides a greater insight into the end-user perceived Quality-of-Service (QoS) and a better knowledge of the radio environment. The collection and exploitation of location aware radio measurements was introduced much earlier in the literature in the context of the cognitive radio paradigm [3] . The radio environmental map (REM) concept was introduced in [4] as a database that stores geo-located radio environmental information mainly for opportunistic spectrum access. The REM concept was then extended to an entity that not only stores geo-located radio information but postprocesses this information in order to build a complete map as well. The missing information, namely the considered radio metric in locations where no measurements are available, is then predicted by interpolating the geo-located measurements [5] - [7] .
The REM was then studied in the framework of European Telecommunications Standards Institute (ETSI) as a tool for the exploitation of geo-located radio measurements for the radio resource management of mobile wireless networks. A technical report dedicated to the definition of use cases for building and exploiting the REM gives the following definition [8] : "The Radio Environment Map defines a set of network entities and associated protocols that trigger, perform, store, and process geo-located radio measurements (received signal strength, interference levels, Quality of Service (QoS) measurements [. . .]) and network performance indicators. Such measurements are typically performed by user equipments, network entities, or dedicated sensors."
In this ETSI report, several use-cases for REM exploitation in radio resource management are described such as coverage and capacity optimization, and interference management especially for the introduction of a new technology.
Inspired by the geo-statistics area, the Kriging technique was applied to REM construction, mainly for coverage prediction and analysis in radio mobile networks: Bayesian Kriging was first applied to 3G received signal code power coverage prediction in [9] , and then to Long-Term Evolution (LTE) Reference Signal Received Power (RSRP) coverage analysis in [10] . See [11] for a detailed description of the methodology and algo-rithm used in [9] and [10] . These papers give promising results in terms of performance. However, the computational complexity of the algorithm increases as O(N 3 ) with the number N of measurements.
In this paper, we aim at providing a method for predicting LTE RSRP coverage map based on MDT data. Given the huge number of measurements that will be reported by mobile terminals with MDT in the near future, reducing the computational complexity of the REM construction becomes crucial. In [12] and [13] , we used the fixed rank Kriging (FRK) introduced by Cressie in [14] (also called in the literature the spatial random effects model) as a method to reduce the computational complexity of the Kriging technique applied to radio coverage prediction; the method was evaluated on simulated data (see [12] ) and on real-field data (see [13] ), both in the situation of a single cell with an omnidirectional antenna. In this paper, we go a step further toward the operational application of the REM prediction algorithm by considering a multicellular use case: The directivity of the antennas is introduced in the model, and both the coverage prediction and the good detection of the best serving cell are part of the statistical analysis. The contribution of this paper can be summarized in the following.
1) We describe the FRK algorithm and its adaptation to radio coverage data. It requires an estimation step of the unknown parameters of the model: We show that the method of moments proposed in [14] cannot be applied, and we derive a maximum likelihood (ML) alternative. 2) We extend our model to a multicellular use case with directive antennas. 3) We evaluate the performances of the proposed algorithms based on both simulated and real data. This paper is organized as follows: Section II starts with an overview of the propagation models existing in the literature. Then, the statistical parametric model is introduced. The last part is devoted to the parameter estimation: The applicability of the original method is discussed, and an alternative is given. In Section III, the extension to the multicellular use case is detailed. Then, the numerical analysis in the single cell and multicellular use cases are provided in Section IV. Finally, Section V summarizes the main conclusions.
II. RADIO ENVIRONMENTAL MAP PREDICTION MODELS
In this section, we give an overview of basic propagation models and fix some notations that will be used throughout this paper. Then, a new model, which is adapted from the FRK model proposed in [14] , is introduced for REM construction.
A. Introduction to Propagation Modeling and Notations
A radio propagation model describes a relation between the signal strength, and the locations of the transmitter and the receiver. There are, in the literature, two different approaches for this description derived using, respectively, analytical and empirical methods [15] . The analytical approach is based on fundamental principles of the radio propagation concept. The empirical one introduces a statistical model and uses a set of observations to fit this model. The advantage of the second approach is the use of actual field measurements to estimate the parameters of the model.
Denote by Z(x) the received power at the receiver end located at x ∈ R 2 expressed in decibels. The path-loss model, also called in the literature the log-distance model, is among the analytical approaches. It describes Z(x) as a logarithmically decreasing function of the distance dist(x) between the transmitter location and the receiver location x (see, e.g., [15] ):
where p t is the transmitted power in decibel, and κ is the path loss exponent. When using this formula to predict the REM, p t is considered as known since it is one of the antenna characteristics, and κ depends on the propagation environment. For example, κ is in the order of 2 in free space propagation, and it is larger when considering an environment with obstacles (see, e.g., [15] and [16] ). The model (1) does not take into account the fact that two pieces of mobile equipment (ME) equally distant from the base station (BS) may have different environment characteristics. To tackle this bottleneck, empirical approaches based on a statistical modeling of the shadowing effect have been introduced. The log-normal shadowing model consists in setting (see [17] )
where (ν(x)) x , which has been introduced to capture the shadowing effect, is a standard Gaussian variable (note that the terminology "log-normal" comes from the fact that the shadowing term expressed in decibel is normally distributed), and σ ν > 0. With this model, the REM prediction at location x isẐ(x) = p t − 10κ ln 10 (dist(x)). The unknown parameters p t and κ are estimated from measured data, usually by the ML estimator (which is also the least-square estimator in this Gaussian case). Both models (1) and (2) are large-scale propagation models: They do not consider the small fluctuations of the received power due to the local environment. The correlated shadowing model captures these small-scale variations:
where (ν(x)) x is a zero mean Gaussian process with a parametric spatial covariance function (C(x, x )) x,x . This model implies that two signals Z(x), Z(x ) at different locations x, x are correlated, with covariance being equal to C(x, x ). The REM prediction formula based on (3) is known in the literature as Kriging (see, e.g., [18] ): The predictionẐ(x) is the conditional expectation of Z(x) given the measurements. It depends linearly on these measurements (see [18, eq. (3.2.12)]) and involves a computational cost O(N 3 ), where N is the number of measurement points. Here, again, the prediction necessitates the estimation of the parameters: Different parameter estimation approaches were proposed (see, e.g., [18] and [19] for ML, or [11] and [18] for a Bayesian approach). This model was applied to REM interpolation in [11] , [19] , and [20] , and this technique has proved to realize accurate prediction performances. All the models above assume that the antennas are omnidirectional. Nevertheless, in macrocellular networks, operators usually deploy directional antennas. Hence, the received power depends also on the direction of reception. To fit the model to this new constraint, several papers proposed to modify (2) by adding a termḠ(x), depending on the mobile location x and modeling the antenna gain (see, e.g., [21] and [22] ):
(4) Different gain functionsḠ are proposed, depending on the antenna used for the transmission (a polar antenna, a sectorial antenna, . . .); see, e.g., [22] - [24] . The functionḠ depends on parameters that are usually considered known; we will allow the functionḠ to depend on unknown parameters to be calibrated from the observations. In this paper, we will extend the model (4) by considering a correlated spatial noise ν(x).
B. FRK Prediction Model
where s : R 2 → R r collects r deterministic spatial basis functions and η is a R r -valued zero mean Gaussian vector with covariance matrix K. A T denotes the transpose of the matrix A and by convention, the vectors are column vectors. p t − 10κ ln 10 dist(x) + ςG(x) describes the large-scale spatial variation (i.e., the trend) and the random process (s(x) T η) x is a smooth small-scale spatial variation. In practice, the number of basis functions r and the basis functions s is chosen by the user (see [14, Sec. 4] and Section IV-B1 below). It is assumed that the function G is known: In the case of an omnidirectional antenna, G is the null function, and for a directional antenna, an example is given in Section III. We have N measurements y 1 , . . . , y N modeled as the realization of the observation vector Y = (Y (x 1 ), . . . , Y (x N )) T at known locations x 1 , . . . , x N and is defined as follows:
Here, (ε(x)) x is assumed to be a zero mean standard Gaussian process, it incorporates the uncertainties of the measurement technique. η and (ε(x)) x are assumed to be independent so that the covariance matrix of Y is given by
where S = (s(x 1 ), . . . , s(x N )) T is the N × r matrix, and I N denotes the N × N identity matrix. This model implies that the conditional distribution of (Z(x)) x given the observations Y is a Gaussian process. Its expectation and covariance functions are, respectively, given by (see, e.g., [25, App. A.2])
We use the mean value (8) as the estimatorẐ(x) for the unknown quantity Z(x). Note that the estimation of (Z(x 1 ), . . . , Z(x N )) T is not Y since at locations where we have measurements, the prediction technique (8) acts as a denoising algorithm. The prediction formula (8) involves the inversion of the matrix Σ. By using standard matrix formulas (see, e.g., [26, Sec. 1.5 , eq. (18)]), we have
The key property of this FRK model is that it only requires the inversion of r × r matrices: The computational cost for the REM prediction is O(r 2 N ) that is a drastic reduction, compared to the classical Kriging, when N is large. The prediction formula requires the knowledge of (α, σ 2 , K); the goal of the next section is to address the estimation of these parameters.
C. Parameter Estimation of the FRK Model
We first expose the method described in the original paper devoted to the FRK model [14] . We also provide a rigorous proof of some weaknesses of this estimation technique pointed out in [27] through numerical experiments. We then propose a second method, which is more robust.
1) Parameter Estimation by a Method of Moments:
In [14] , α is estimated by the weighted least squares estimator: Given an estimation (σ 2 , K) of (σ 2 , K) that yields an estimation Σ of Σ [see (7) ], we haveα WLS = ( An empirical M × M covariance matrix Σ M is then associated with these pseudo-observations; it is easily invertible due to its reduced dimensions. Finally, the same "binning" technique is applied to the matrix S that yields an M × r matrix S M (see [14, Sec. 3.3 .] for a detailed construction of Σ M and S M ; see also Appendix A below for a partial description). σ 2 , K are then estimated by (see [14, eq. (3.10)] applied withV = I M andS = S M ):
where Tr denotes the trace and S M = QR is the orthogonaltriangular decomposition of S M (Q is an M × r matrix that contains the first r columns of a unitary matrix and R is an invertible upper triangular matrix). These estimators are obtained by fitting
where in this equation, · denotes the Froebenius norm [to have a better intuition of this strategy, compare this criterion to (7)]. K has to be positive definite since it estimates an invertible covariance matrix. In [27] , Katzfuss and Cressie observe through numerical examples that the estimator (12) is a singular covariance matrix [hence, they introduce an "eigenvalue lifting" procedure to modify (12) and obtain a positive definite matrix (see [27, Sec. 3.2.])]. We identify sufficient conditions for this empirical observation to be always valid. More precisely, in the Appendix, we establish the following.
Proposition 1: Assume that S M is a full rank matrix and let S M = QR be its orthogonal-triangular decomposition (Q is an M × r matrix that collects the first r columns of a unitary matrix). Denote by (λ j ) j the eigenvalues of Σ M and V j the eigenspace of λ j . Then, we have the following.
1) Σ M is positive semidefinite.
2)σ 2 given by (11) is lower bounded by
3) K given by (12) is positive definite
where λ min (A) denotes the minimal eigenvalue of A. We also give, in Appendix A, a sufficient condition that implies that the minimal eigenvalue (say
then Proposition 1 implies that K given by (12) cannot be positive definite.
2) Parameter Estimation by ML: We propose to estimate the parameters by the ML estimator, following an idea close to that of [28] and [29] . Observe from (5) and (6) that Y = T α + Sη + σε with ε = (ε(x 1 ), . . . , ε(x N )) T . This equation shows that from Y, it is not possible to estimate a general covariance matrix K since roughly speaking, Y is obtained from a single realization of a Gaussian vector η with covariance matrix K. Therefore, we introduce a parametric model for this covariance matrix, depending on some vector υ of low dimension: We will write K(υ). We give an example of such a parametric family in Section IV-B2; see also [25, Ch. 4] .
Since η and (ε(x)) x are independent processes, Y is an R N -valued Gaussian vector with mean T α and with covariance matrix Σ = σ 2 I N + SK(υ)S T . Therefore, the loglikelihood L Y (θ) of the observations Y given the parameters θ = (α, σ 2 , υ) is up to an additive constant
where we used (10) for the expression of Σ −1 . Maximizing directly the log-likelihood function θ → L Y (θ) is not straightforward and cannot be computed analytically. We, therefore, propose a numerical solution based on the expectation maximization (EM) algorithm [30] . EM allows the computation of the ML estimator in latent data models; in our framework, the latent variable is η. It is an iterative algorithm that produces a sequence (θ (l) ) l≥0 satisfying L Y (θ (l+1) ) ≥ L Y (θ (l) ). This property is fundamental for the proof of convergence of any EM sequence [31] . Each iteration of EM consists in two steps: an Expectation step (E-step) and a Maximization step (M-step). Given the current value θ (l) of the parameter, the E-step consists in the computation of the expectation of the log-likelihood of (Y, η) under the conditional distribution of η given Y for the current value of the parameter θ (l) :
where θ → Pr (Y, η; θ) is the likelihood of (Y, η) . In the M-step, the parameter is updated as the value maximizing θ → Q(θ; θ (l) ) or as any value θ (l+1) satisfying
The E-and M-steps are repeated until convergence, which in practice may mean when the difference between θ (l) − θ (l+1) changes by an arbitrarily small amount determined by the user (see, e.g., [30, Ch. 3] ). In our framework, we have
where (see, e.g., [12, App. C])
The updated formulas of the parameters (α, σ 2 ) are given by (see, e.g., [12, App. B] for the proof)
With this choice, we have Q(α (l+1) , σ 2 (l+1) , υ; θ (l) ) ≥ Q(θ (l) ; θ (l) ) for any υ. The update of υ is specific to each parametric model for K. Since the first-order derivative of υ = (υ 1 , . . . , υ p ) → Q(α, σ 2 , υ; θ (l) ) with respect to υ k is given by
where υ (l+1) can be defined as the unique root of this gradient whenever it is the global maximum. Another strategy is to perform one iteration of a Newton-Raphson (NR) algorithm starting from υ (l) with a step size chosen in order to satisfy the EM condition (14) . See, e.g., [30, Sec. 4.14] for EM combined with NR. In Section IV-B2, we will give an example of structured covariance matrix and will derive the NR strategy to update one of the parameters.
III. RADIO ENVIRONMENTAL MAP EXTENDED TO MULTICELLULAR NETWORK
We now consider a multicellular LTE network. In real network, UEs measure the received power of several BSs in order to choose the best serving one: The UE; this procedure is called the cell selection. In LTE, cell selection is applied by comparing the instant measured RSRP from all potential cells and choosing the cell providing the highest RSRP value [32] . In this section, we adapt the FRK model and the REM prediction technique described in Section II-B in order to address this multicellular use case.
We assume that the reported measurements correspond to the RSRP of the best serving cell: Each measurement consists in the RSRP measure, the location information, and the corresponding cell identifier (CID). The received power Z i (x) from the ith BS at location x is given by
is the transmitted power of the ith BS, κ i is the path loss exponent corresponding to the ith BS, and dist i (x) is the distance from x to the ith BS. We can choose D i = R 2 to model geographic area that is not covered by the ith BS. η i is a Gaussian variable with zero mean and covariance matrix K i . s i (x) : R 2 → R r i collects r i deterministic spatial basis functions.
is the antenna gain that depends on the mobile location x. In our use case, the antennas used for each BS are trisectored; we use a typical antenna pattern proposed in the 3GPP standard [1] with a horizontal gain only since we are using a 2-D model:
where ψ x,i is the angle between the UE location x and the ith BS antenna azimuth. ψ 3dB denotes the angle at which the antenna efficiency is 50% and A m is the maximum antenna gain. For a trisectorial antenna, the parameter ψ 3dB is usually taken equal to 65 • and A m = 30 dB. We have N i observations Y i (x) having the ith BS as the best serving cell. They are located at x 1,i , . . . , x N i ,i and are noisy measurements of
x is a zero mean standard Gaussian process, independent of η i . Following the same lines as in Section II-B, we define the column vector
The parameters p t,i , κ i , σ i , ς i , and K i are unknown and are estimated from Y i by applying the EM technique described in Section II-C (see also Section IV-B for the implementation).
For any x such that x ∈ D i , setẐ i (x) = E [Z i (x)|Y i ], the expression of which can easily be adapted from (8) . In the multicellular case, the intersite shadowing correlation can be explained by a partial overlap of the large-scale propagation medium as explained in [33] . Hence, for any x such that x ∈ D i , we write Z i (x) = Z i (x) + W (x), where W (x) is the random cross-correlated shadowing term that depends only on the mobile location (also called the overlapping propagation term) and Z i (x) is the random correlated shadowing related to the ith BS at the location x (also called nonoverlapping propagation term). As explained in [33] , the r.v. (Z i (x)) i are independent, which implies that the probability that a UE located at x is attached to the ith BS (which is denoted by CID(x) = i) is given by
A simple approximation is given by
This yields the estimation rules for the CID and the RSRP value at x :
IV. APPLICATIONS TO CELLULAR COVERAGE MAP

A. Datasets Description
For the single cell use case, we consider a simulated dataset and a real dataset. The first dataset consists of simulated measurement points generated with a very accurate planning tool, which uses a sophisticated ray-tracing propagation model developed for operational network planning [34] . These data are considered as the ground truth of the coverage in the area of interest. The collected dataset corresponds to the LTE RSRP values in an urban scenario located in the Southwest of Paris, France. The environment is covered by a macrocell with an omnidirectional antenna. These measurement points are located on a 1000 m×1000 m surface, regularly spaced on a Cartesian grid consisting of 5 m ×5 m squares; this yields a total of 40 401 measurement points [see Fig. 1(a) , where the antenna location is (595 416 m, 2 425 341 m)]. In order to model the noise measurements, a zero mean Gaussian noise with variance equal to 3 dB is added to the simulated measurements. This yields what we called in Section II the process
The second dataset corresponds to real measurement points reported from DT done by Orange France teams in a rural area located in southwestern France. The BS is about 30 m height and covers an area of 22 km×10 km. About 7800 measurement points have been collected in the 800-MHz frequency band using a typical user's mobile device connected to a software tool for data acquisition.The locations of the measurement points are shown in Fig. 1(b) -note that they are along the roads and the antenna is located at (408 238 m, 1 864 600 m). For the multicellular use case, we consider a simulated dataset provided by the aforementioned Orange planning tool. This planning tool calculates RSRP values in a suburban environment shown in Fig. 2(a) , consisting of 12 antennas grouped into four sites of three directional antennas. The intersite distance is bigger than 1 km. The antennas are trisectored. The RSRP values are computed over a regular grid of size 25 m × 25 m over a 12.4-km 2 geographic area, which results in a total of 20 008 locations, and it is realized over a 2.6-GHz frequency band. The planning tool returns, at each location of the regular grid, both the RSRP value and the ID of the best serving cell. Fig. 2(b) displays the RSRP values and Fig. 2(c) shows the best serving cell map, where each color corresponds to a cell coverage area.
B. EM Implementation 1) Choice of the Basis Functions s: The basis functions
x → s(x) = (S 1 (x), . . . , S r (x)) and their number r both control the complexity and the accuracy of the FRK prediction technique. Following the suggestions in [14] , we choose the lth basis function x → S l (x) as a symmetric function centered at locations x l : S l is a bisquare function defined as
The parameter τ controls the support of the function. In the numerical applications below, the centers of the basis functions x l and their number r are chosen as follows: r max functions are located on a Cartesian grid, where the elements are τ × τ squares covering the whole geographic area of interest. Then, for each function S l , if none of the N locations x 1 , . . . , x N is in a τ -neighborhood of the center x l , this function is removed. The number of the remaining basis function is r. In Fig. 3(a) and (b), we show the locations of the N observations (red circle) and the locations of the r basis function centers (blue crosses) for two different datasets. In Fig. 3(a) , τ = 100 m and r = r max (and N = 2000), whereas in Fig. 3(b) , τ = 250 m, r max = 2660, and r = 467.
2) Structured Covariance Matrix K: Several examples of structured covariance matrix K can be chosen. In the radio cellular context, the shadowing term can be modeled as a zero-mean Gaussian random variable with an exponential correlation model [35] . Thus, K is given by
where x i − x j is the Euclidean distance between the two locations x i and x j (related to the basis functions, see Section IV-B1). 1/β and exp(φ) are, respectively, the variance of η l , 1 ≤ l ≤ r, and a rate of decay of the correlation (the choice of the parametrization exp(φ) avoids the introduction of a constraint of sign when estimating φ). We, therefore, have υ = (β, φ) ∈ R + × R. For this specific parametric matrix (21)-(22), a possible update of the parameters (β, φ) that ensures the monotonicity property of the EM algorithm is (see, e.g., [12, App. B]): β (l+1) = r/Tr(K −1 (l) V (l) ), and
whereK (l) is a shorthand notation forK(φ (l) ), Δ is the r × r matrix with entries ( x i − x j ) ij , V (l) is a shorthand notation for E[ηη T |Y; θ (l) ], • denotes the Hadamard product, and
a (l) ∈ (0, 1) is chosen so that Q(θ (l+1) ; θ (l) ) ≥ Q(θ (l) ; θ (l) ). 3) EM Convergence: EM converges whatever the initial value θ (0) (see [31] ); the limiting points of the EM sequences are the stationary points of the log-likelihood of the observations Y. We did not observe that the initialization θ (0) plays a role on the limiting value of our EM runs. A natural initial value for α is the ordinary least square estimator given by
We choose φ (0) large enough so that the matrixK(φ (0) ) looks like the identity matrix; in practice, we choose τ / exp(φ) in the order of 5. Finally, we compute the empirical variance V of the components of the residual vector Y − T α (0) and choose β −1 (0) + σ 2 (0) = V; roughly speaking, we start from a model with uncorrelated shadowing term. The algorithm is stopped when θ (l) − θ (l−1) < 10 −5 over 100 successive iterations. We report, in Table I , the values of the parameters at the convergence of EM for the simulated dataset.
C. Prediction Error Analysis for the Single Cell Use Case
Each dataset is splitted into a learning set and a test set. Using the data in the learning set, the parameters are estimated by the method described in Section II-C. The performances are then evaluated using the data in the test set. In order to make this analysis more robust to the choice of the learning and test sets, we perform a k-fold cross validation [36] (here, we choose k = 5) with a uniform data sampling of the subsets (typical values for k are in the range 3-10 [25, see Sec. 5.3.]). Therefore, at each step of this cross-validation procedure, we have a learning set consisting of 80% of the available measurement points (making a learning sets with 32 000 and 6000 points for the simulated dataset and the real dataset, respectively).
In order to evaluate the prediction accuracy, we compare the measurements Y (x) to the predicted valuesŶ (x) from the model (6) . We consider the locations x in the test set T . The model (6) implies that the conditional expectation of Y (x) given Y at such locations x is equal to the conditional expectation of
whereẐ(x) is given by (8) . We evaluate the root mean square error (RMSE) that is a commonly used prediction error indicator (see, e.g., [37] ), which is defined as 
where |T | denotes the number of observations in the test set T . The RMSE is computed for each of the k successive test sets in the cross-validation analysis. In Tables II and III, we report the mean value of the RMSE over the k partitions and its standard deviation in parenthesis. In order to evaluate the benefit from considering the shadowing in our model, we compare different strategies for modeling the observations (Y (x)) x for the parameter estimation of the model and for the prediction: 1) Log-Normal: the log-normal shadowing model [see (2)] when the parameters p t , κ, σ 2 are estimated by ML.Ẑ(x) is given byp t − 10κ log 10 (dist(x)); this method does not depend on r. 2) FRK: the FRK model (see Section II-B) when the parameters are estimated by ML (see Sections II-C and IV-B) andẐ(x) is given by (8) for different values of r. In Tables II and III , we report the mean RMSE over the k splits of the dataset and its standard deviation between parentheses.
These tables show that the FRK model improves on the lognormal model. For the real dataset, it yields a considerably low RMSE (in the order of 3-5 dB) when compared to the lognormal shadowing model that has an RMSE in the order of 9 dB. For the simulated dataset, we have a similar behavior. In [13, Sec. IV-B], we also compared the FRK approach to a statistical analysis that consists of a FRK model for the parameter estimation, and a simplified prediction technique: We observed that there is a strong gain in considering the Kriging formula (8) for the prediction.
The computational complexity of FRK is essentially related to r. On the one hand, the computational cost increases with r and on the other hand, the prediction accuracy increases with r. Fig. 4 shows the running time and the prediction accuracy measured in terms of mean RMSE over the k splitting of the dataset into a learning and a test set, as a function of r; by convention, the running time is set to 1 when r = 64. The plot is obtained with seven different analyses, obtained with τ ∈ {30, 40, 50, 60, 80, 100, 120}-or equivalently, r ∈ {1089, 625, 400, 289, 169, 100, 64}. It shows that the running time is multiplied by a factor 130 and the prediction accuracy is increased by 20 % when moving from τ = 120 (r = 64) to τ = 30 (r = 1089). When r = N , FRK corresponds to classical Kriging: the RMSE is optimal but the computational cost is prohibitive for real applications (see also [12, Fig. 4 ] for a comparison of FRK and Kriging). 
D. Prediction Error Analysis for the Multicellular Use Case
The dataset is splitted into a learning set with 16 000 points and a test set. Based on their best serving cell ID, these 16 000 points are clustered into 12 subsets. The size of these subsets varies between 1000 and 3500. In Fig. 5(a) , a learning subset associated with a given BS is displayed: Note that the observations with a given best serving cell ID are not uniformly distributed over the geographical area of interest. We choose the same initial basis functions for the 12 submodels [defined by (20) with τ = 150, which yields r max = 588]. For each submodel, some of the basis functions are canceled as described in Section IV-B1 [see the blue circles and black dots in Fig. 5(a) ]. Fig. 5(b) shows the path-loss function x →p t,i − 10κ i ln 10 dist i (x) +ς i G i (x): Note that, as expected, T i α i is bigger in the direction of the antenna spread. In Fig. 5(c) , we display {Ẑ i (x), x ∈ D i }. D i is defined as the area covering the main direction of the ith antenna radiation.
The best serving cell ID (CID bs ) for any location x ∈ D i is defined as the ID of the BS having the biggest probability that the ME is attached to it at location x as detailed in (19) . Then, the predicted received power at location x corresponds to the predicted received power of the best serving cell at that location. For performance evaluation, we first consider an omnidirectional antenna model (similar to the one in Section IV-C). We compare the predicted cell ID for each location x [that is the index j such thatẐ(x) =Ẑ j (x)] to the real one. We obtain an error rate of 53% over the locations x in the test set. When we consider the domain clustering introduced in (17) (the antennas are still assumed to be omnidirectional), the error rate on cell ID selection is 31.23% over the test set locations. Finally, we consider the directional model together with the same domain restriction D i . The error rate is drastically decreased to 12.64%. This error rate is expected to further decrease when using real antenna patterns (the impact of approximating real antenna patterns with the 3GPP model is studied, for example, in [38] ).
V. CONCLUSION
In this paper, we studied the performance of FRK applied to coverage analysis in cellular networks. This method has a good potential when performing prediction using massive datasets (order of thousands and higher), as it offers a good tradeoff between prediction quality and computational complexity compared to classical Kriging. This study was performed using field-like measurements obtained from an accurate planning tool and real-field measurements obtained from DT. In addition, we adapted the model to cover field-like measurements over several cells with directive antennas. Simulation results show a good performance in terms of coverage prediction and detection of the best serving cell. In future works, we will further improve this performance by using real antenna patterns. Finally, our ongoing research focuses on extensions to model the location uncertainty and to study its impact on the prediction performances [39] .
APPENDIX PROOF OF PROPOSITION 1
We recall some notations introduced in [14, App. A], which will be useful for the proof of Proposition 1. For j = 1, . . . , M, set W j = (W j 1 , . . . , W j N ) T , where W lj is the weight associated with the observation Y (x j ) in the neighborhood of the bin center x l (see [14] for the expression of these nonnegative weights). Define the vector of residual D = (D 1 , . . . , D N ) T = Y − T (T T T ) −1 T T Y, and associate an aggregated vector of residuals D = (D 1 , . . . , D M ) T and a weighted square residuals
Remark: It can be seen from the proof of (i) that Σ M is positive definite iff for any l, W l has at least two nonnull components (say i l , j l ) such that D i l = D j l .
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