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We consider the nonlinear eigenvalue problem: M(λ)x = 0, where M(λ)
is a large parameter-dependent matrix. In several applications, M(λ) has a
structure where the higher-order terms of its Taylor expansion have a particular
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compact representation of the functions. This reduces the computational cost
associated with orthogonalization, as well as the required memory resources.
The structure exploitation also provides a natural way carrying out implicit
restarting and locking without the need to impose structure in every restart.
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Abstract
We consider the nonlinear eigenvalue problem: M(λ)x = 0, where M(λ) is a
large parameter-dependent matrix. In several applications, M(λ) has a structure
where the higher-order terms of its Taylor expansion have a particular low-rank
structure. We propose a new Arnoldi based algorithm that can exploit this struc-
ture. More precisely, the proposed algorithm is equivalent to Arnoldi’s method
applied to an operator whose reciprocal eigenvalues are solutions to the nonlinear
eigenvalue problem. The iterates in the algorithm are functions represented in a
particular structured vector-valued polynomial basis similar to the construction in
the infinite Arnoldi method [Jarlebring, Michiels, and Meerbergen, Numer. Math.,
122 (2012), pp. 169–195]. In this paper the low-rank structure is exploited by ap-
plying an additional operator and by using a more compact representation of the
functions. This reduces the computational cost associated with orthogonalization,
as well as the required memory resources. The structure exploitation also provides
a natural way carrying out implicit restarting and locking without the need to
impose structure in every restart. The efficiency and properties of the algorithm
are illustrated with two large-scale problems.
Keywords: nonlinear eigenvalue problem; Arnoldi method; low-rank
1 Introduction
Suppose Ω ⊂ C is a closed disk centered at the origin and let M : Ω → Cn×n be a
matrix with elements which are analytic in Ω. We will consider the problem of finding
(λ, x) ∈ Ω× Cn\{0} such that
(1.1) M(λ)x = 0.
This nonlinear eigenvalue problem occurs in many situations. For instance, they arise
in the study of stability of higher-order differential equations where they give rise to
quadratic and polynomial eigenvalue problems [2, 24]; in the study of delay-differential
equations [12]; and in the study of fluid-solid interaction where M(λ) contains rational
functions [27]. There are also problems involving boundary integral operators [25]. For
summary works and benchmark collections on nonlinear eigenvalue problems we refer
to [4, 29, 18].
There are many algorithms in various generality settings for solving nonlinear eigen-
value problems, e.g., based on Arnoldi’s method [27], Jacobi-Davidson methods [28, 21],
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methods which can be seen as flavors and extensions of Newton’s method [19, 16, 7],
and contour integral formulations [1, 5]. There are also several approaches based on first
approximating M(λ) and subsequently linearizing the approximation. This gives rise
to companion-type linearizations from which the structure can be exploited [8, 26, 11].
However, our approach here is similar to [14] and based on directly applying the Arnoldi
method on an operator reformulation of the nonlinear eigenvalue problem (1.1).
In the recent literature, there are several nonlinear eigenvalue methods that exploit
low-rank structures in different settings, e.g., the approach for low-rank modifications
of symmetric eigenvalue problems in [30] and the linearization approach for rational
eigenvalue problems in [23] and for nonlinear eigenvalue problems in [26, 11]. In this
paper we will exploit a particular type of low-rank structure combined with the infinite
Arnoldi method [14]. This method is equivalent to Arnoldi’s method applied to an
operator and the restarting procedure is based on the structure of the invariant subspace
presented in [13].
In this work we will construct an algorithm which exploits a particular commonly
occuring structure, i.e., the high-order coefficients in the Taylor expansion of M have
low rank. More precisely, let M have a Taylor expansion denoted by
(1.2) M(λ) = M0 +
λ
1!
M1 +
λ2
2!
M2 + · · · ,
and assume that the higher-order terms have low-rank structure in the sense that
(1.3) Mi = ViQ
∗, i ≥ p+ 1,
where Q ∈ Cn×r is a matrix with orthonormal columns and Vi ∈ Cn×r for i ≥ p + 1.
The proposed algorithm will be particularly suitable for large n and situations where
r  n. This low-rank property often appears in the discretizations of PDE eigenvalue
problems that have been constructed with non-reflecting boundary conditions. In nu-
merical examples we will also give an example of how localized delayed feedback control
can give rise to this type of low-rank structure.
The paper is organized as follows. In Section 2, we will show that the solutions
to (1.1) are reciprocal eigenvalues of an operator FB. This is similar to [14] where an
equivalence was shown for B. The additional operator F stems from the low-rank struc-
ture and allows for considerable perfomance improvement. In Section 3, we consider the
Arnoldi method for the operator FB where we represent the iterates in a polynomial
basis. We also show that, if we start the iteration in a particular way and use a partic-
ular vector-valued polynomial basis, we can carry out the Arnoldi method for FB very
efficiently. In comparison to [14] the basis matrix in this algorithm grows slower yielding
a reduction of the computation time required for the orthogonalization and the memory
resources required to store the basis matrix. The slower growth also allows for a natural
way to carry out implicit restarting and locking. This is derived in Section 4. It is well
know that the Arnoldi’s method usually converges quickly to extreme isolated eigenval-
ues, see e.g. [20, Section 6.7]. As a consequence of the fact that we carry out the Arnoldi
method on an operator with inverted eigenvalue set, the construction is likely to find
solutions to (1.1) close to the origin quickly, similar to shift-and-invert Arnoldi method.
This as well as other efficiency properties are illustrated in the numerical experiments
in Section 5.
2 Equivalent linear operator eigenvalue problem
Similarly as in the infinite Arnoldi method [14], the basis of the algorithm will be a
characterization of the solutions to (1.1) as reciprocal eigenvalues of a linear operator.
Here, we will use an operator that also takes the low-rank structure into account.
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If we let
B(λ) :=
1
λ
M(0)−1(M(0)−M(λ)),
we have that
(2.1) λB(λ)x = x, λ ∈ C, x ∈ Cn\{0},
unless λ = 0, and define B(0) with analytic continuation. If M(λ) satisfies (1.3), then
B(λ) will satisfy a similar low-rank property. Therefore, we decompose B(λ) as follows
B(λ) = Bpol(λ) +Brem(λ),
where the highest power in Bpol is λ
p−1 (whereas the highest full rank power in M is
λp). We have more precisely the following:
• Bpol is a polynomial matrix of a given degree p − 1 corresponding to the first p
terms in the Taylor series of B, i.e., it can be expanded as
Bpol(λ) = B0 +B1
λ
1!
+B2
λ2
2!
+ · · ·+Bp−1 λ
p−1
(p− 1)! .
• Brem is the remainder of the Taylor expansion of B and can be expanded as
Brem(λ) = Bp
λp
p!
+Bp+1
λp+1
(p+ 1)!
+ · · · .
Note that Brem is of row rank in the sense that there exists a matrix Q ∈ Cn×r, with r
possibly small, such that the following factorization holds:
(2.2) Bi = UiQ
∗, i ≥ p,
where Ui =
1
i+1M(0)
−1Vi+1.
The construction of the algorithm requires two operators:
• The operator B : C(R,Cn) → C(R,Cn), which served as a basis of the derivation
in [14], is defined by
(2.3) (B φ) (θ) =
∫ θ
0
φ(s)ds+
(
B
(
d
dθ
)
φ
)
(0),
where the integration constant is given by(
B
(
d
dθ
)
φ
)
(0) =
∞∑
i=0
1
i!
Biφ
(i)(0).
• The operator F : C(R,Cn)→ C(R,Cn) is defined by
(Fφ)(θ) =
p−1∑
i=0
φ(i)(0)
θi
i!
+
∞∑
i=p
QQ∗φ(i)(0)
θi
i!
,
We will now relate (2.1) with the operator eigenvalue problem
(2.4) λ(FB)φ = φ, FB ∈ C∞(R,Cn), λ ∈ C, φ 6≡ 0.
The eigenvalue problems (2.1) and (2.4) are equivalent in the following sense.
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Theorem 2.1 (Operator equivalence). Suppose B : Ω → Cn×n has matrix elements
analytic in Ω and suppose B(λ) satisfies the low-rank property (2.2). Then, the following
implications are satisfied.
1. Let the pair (λ, x), with λ 6= 0, be a solution of (2.1). Then (λ, φ) is a solution of
(2.4), where
(2.5) φ(θ) =
p−1∑
i=0
(λθ)i
i!
x+
∞∑
i=p
(λθ)i
i!
QQ∗x.
2. Let the pair (λ, φ), with λ 6= 0, be a solution of (2.4). Then (λ, x), with x = φ(0),
is a solution of (2.1).
Proof. The proof consists of two parts.
Statement 1. Let φ be given by (2.5). We have that(
Bpol
(
d
dθ
)
φ
)
(0) = Bpol(λ)x(2.6) (
Brem
(
d
dθ
)
φ
)
(0) = Brem(λ)QQ
∗x(2.7)
and from the definition of B, it follows that
(B φ)(θ) =
p−1∑
i=0
λiθi+1
(i+ 1)!
x+
∞∑
i=p
λiθi+1
(i+ 1)!
QQ∗x+Bpol(λ)x+Brem(λ)QQ∗x.
Consequently
((FB)φ)(θ) =
p−1∑
i=1
λi−1θi
i!
x+
∞∑
i=p
λi−1θi
i!
QQ∗x+Bpol(λ)x+Brem(λ)QQ∗x.
From (2.2) and the fact that (λ, x) is an eigenpair we get
Bpol(λ)x+Brem(λ)QQ
∗x = Bpol(λ)x+Brem(λ)x = B(λ)x =
1
λ
x,
and it follows that
λ(FB)φ = φ.
Statement 2. Let (λ, φ) be an eigenpair of FB and denote the power series expansion
of φ by
φ =
∞∑
i=0
θixi.
Hence, we get
Bφ =
(
B
(
d
dθ
)
φ
)
(0) +
∞∑
i=0
θi+1
i+ 1
xi,
(FB)φ =
(
B
(
d
dθ
)
φ
)
(0) +
p−1∑
i=0
θi+1
i+ 1
xi +
∞∑
i=p
θi+1
i+ 1
QQ∗xi.
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Equating the coefficients corresponding to powers of θ in (FB)φ = 1λφ yields:
B
(
d
dθ
)
φ(0) =
1
λ
x0
x0
1
=
1
λ
x1
...
xp
p− 1 =
1
λ
xp−1(2.8)
QQ∗
xp−1
p
=
1
λ
xp
QQ∗
xp
p+ 1
=
1
λ
xp+1
...
We conclude directly that
xi =
{
λi
i! x0, i = 1, . . . , p− 1,
λi
i! QQ
∗x0, i ≥ p.
Since by assumption φ 6≡ 0, we see that x0 6= 0 must hold. Writing out the first equation
of (2.8) yields
x0 = λ
∞∑
i=0
Bixi = λBpol(λ)x0 + λBrem(λ)QQ
∗x0 = λB(λ)x0.
We conclude that (λ, x0) is an eigenpair of (2.1). The proof is completed by noticing
that x0 = φ(0).
3 Arnoldi’s method on FB
The infinite Arnoldi method [14] is equivalent to Arnoldi’s method for the operator B
whose reciprocal eigenvalues are solutions to (2.1). We know from Theorem 2.1 that the
reciprocal eigenvalues of the operator FB are also solutions to (2.1) for problems with
low-rank structure. Analogous to the infinite Arnoldi method, we will now construct an
algorithm by considering Arnoldi’s method for FB. By carrying out k steps of Arnoldi’s
method for FB with a starting function φ, we generate a sequence of functions φ1, . . . , φk
forming a basis of the Krylov subspace
Kk (B, φ) := span
{
φ, FBφ, . . . , (FB)k−1φ} ,(3.1)
:= span {φ1, φ2, . . . , φk} .
If we start the Arnoldi method with a constant function, we can show from the fact that
FB corresponds to integration, that φ1, . . . , φk are vector-valued polynomials. However,
unlike [14], we will here see that due to the application of F , the functions can be
represented with less information yielding a significant performance improvement. This
will also allow to carry out implicit restarting in a natural way which we shall explain
in Section 4. The possibility to represent the functions in a compressed way stems from
the fact that some polynomial coefficients can be represented with vectors of smaller
size. This can be seen from the following lemma, where we see that the polynomial
coefficients of degree higher than p− 1 can be represented with vectors of length r, i.e.,
the rank of the low-rank terms.
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Lemma 3.1. Suppose φ1(θ) := z0 is constant. Then there are constants x0, . . . , xp−1 ∈
Cn and xˆp, . . . , xˆk ∈ Cr such that
(3.2) ((FB)kφ1)(θ) = x0 + x1θ + x2θ2 + · · ·+ xp−1θp−1 +Q(xˆpθp + · · ·+ xˆpθk).
Proof. The result follows directly from the definitions of B and F .
It is also easy to show that Arnoldi’s method applied to FB, i.e., [14, Algorithm 1]
with FB instead of B, generates iterates φ1, . . . , φk corresponding to functions of the
structure (3.2). In the implementation we represent these iterates in a polynomial basis
using p vectors of length n and k − p vectors of length r.
For the operator FB there is in general no obvious scalar product to be used in the
construction. We will, similar to [14], couple the scalar product with the polynomial
representation, in the sense that we will use the Euclidean inner product corresponding
to the coefficient vectors in the basis. Consider any polynomial basis g0, g1, . . . and any
two functions ϕ and ψ that can be expressed as
ϕ(θ) =
∞∑
i=0
gi(θ)xi, ψ(θ) =
∞∑
i=0
gi(θ)yi.
Then, we define the scalar product as follows
〈ϕ,ψ〉 :=
∞∑
i=0
y∗i xi.
We will work out the algorithm for both the monomial basis as well as a (scaled) Cheby-
shev basis, although other choices of polynomial bases are also possible. The scalar
product corresponding to the Chebyshev basis is known (from [14, Section 5.2-5.3])
to converge quickly for the spectral discretization of a differential operator for certain
nonlinear eigenvalue problems.
By using the coupling of basis and scalar product, we can carry out the scalar
product of two functions directly in the compressed representation, as can be seen from
the following lemma.
Lemma 3.2. Consider a polynomial basis g0, g1, . . . and suppose the vector-valued poly-
nomials ϕ and ψ are given by ϕ(θ) = x0g0(θ) + · · · + xkgk(θ) and ψ(θ) = y0g0(θ) +
· · ·+ ymgm(θ). Moreover, suppose the functions ϕ and ψ have the structure (3.2), i.e.,
xi = Qxˆi, yi = Qyˆi when i ≥ p. Then,
〈ϕ,ψ〉 :=
p−1∑
i=0
y∗i xi +
min(k,m)∑
i=p
yˆ∗i xˆi.
Figure 1 illustrates graphically the non-zero structure of the basis representations
constructed by the standard infinite Arnoldi method [14] as well as by its low-rank
version. Figure 1(a) shows that when we apply Arnoldi’s method to B with constant
starting function, the non-zero part of the basis grows by a block row consisting of n
rows. In contrast to this, Figure 1(b) shows that when we apply Arnoldi’s method to
FB with constant starting function, the basis matrix is only expanded by a block row
consisting of r rows, since the vector coefficients for polynomials of degree higher than
p can be represented with vectors of length r.
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Kk (B, φ1) ∼
(a) Standard Infinite Arnoldi method
Kk (FB, φ1) ∼
p blocks
(b) Low-rank Infinite Arnoldi method
Figure 1: Structure of the basis representations of the standard infinite Arnoldi method
[14] and its low-rank version presented in this paper.
3.1 Taylor coefficient map
We wish to carry out Arnoldi’s method for FB where the functions are represented in
a polynomial basis. As a first step in this construction we need the action of FB in the
monomial basis. The following theorem specifies FB for functions of the structure (3.2).
Theorem 3.3 (General coefficient map for FB in the monomial basis). Suppose that ϕ
is given by
ϕ(θ) :=
p−1∑
i=0
θixi +
N−1∑
i=p
θiQxˆi,
where x0, . . . , xp−1, Qxˆp, . . . , QxˆN−1 ∈ Cn denote the vector coefficients in the monomial
basis. Then, the coefficients of ψ := FBϕ, i.e.,
ψ(θ) = (FBϕ)(θ) =
p−1∑
i=0
θiyi +
N∑
i=p
θiQyˆi,
are given by
(3.3) y0 =
p−1∑
i=0
Bixi +
N−1∑
i=p
Uixˆi,
and [
y1 · · · yp−1
]
=
[
x0/1 · · · xp−2/(p− 1)
]
,
yˆp = Q
∗xp−1/p,(3.4) [
yˆp+1 · · · yˆN
]
=
[
xˆp/(p+ 1) · · · xˆN−1/N
]
,
Proof. This follows directly from the definitions of F and B.
In order to carry out the action in practice, some analysis is required for the specific
problem in order to find an explicit and efficient expression for (3.3). Fortunately, we
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can simplify somewhat, if the problem is expressed in terms of the coefficient matrices
Mi of the original nonlinear eigenvalue problem (1.1), since simple manipulations yield
y0 = −M−10
p−1∑
i=1
Miyi +
1
p
Mpxp−1 +
N∑
i=p+1
Viyˆi
 ,(3.5)
= −M−10
p−1∑
i=0
1
i+ 1
Mi+1xi +
N−1∑
i=p
1
i+ 1
Vi+1xˆi
 .
3.2 Chebyshev coefficient map
It was illustrated and explained in [14] that for certain problems it is natural and much
more efficient to work with the inner product corresponding to the Chebyshev basis, in
particular in terms of asymptotic convergence rate. We will now derive the coefficient
map for FB in Chebyshev basis. In Section 5 we illustrate that we have a considerable
improvement in performance for certain problems.
Let T0, T1, . . . be the Chebyshev polynomials of the first kind scaled to an interval
[a, b], i.e.,
(3.6) Ti(θ) = cos(i arccos(kθ + c))
where c = a+ba−b and k =
2
b−a . We will need an explicit representation of the integration
of a polynomial expressed in the Chebyshev basis. Let LN correspond to this map, i.e.,
for any N ∈ N we have  T0(θ)...
TN−1(θ)
 = LN
T
′
1(θ)
...
T ′N (θ)
 .
Then, the matrix LN is triangular and an explicit expression is given in [14, Equation 21].
We will partition LN into blocks as follows
(3.7) LN =:
L11 0 0L21 L22 0
L31 L32 L33
 ,
where L11 ∈ R(p−1)×(p−1), L22 ∈ R, and L33 ∈ R(N−p)×(N−p).
In the formulations of the coefficient map we will need the coefficients transforming
a Chebyshev polynomial into its monomial coefficients. Let this matrix be given by
U ∈ RN×N , i.e.,
(3.8)

T0(θ)
T1(θ)
T2(θ)
...
 =

u0,0 0 0 0 · · ·
u1,0 u1,1 0 0 · · ·
u2,0 u2,1 u2,2 0 · · ·
...
...
...
. . .
. . .


1
θ
θ2
...
 =: U

1
θ
θ2
...
 .
Moreover, let vp ∈ Rp be defined as follows
(3.9) vTp =
[
up,0 up,1 · · · up,p−1
]

u0,0 0 · · · 0
u1,0 u1,1 . . .
...
...
...
. . . 0
up−1,0 up−1,1 · · · up−1,p−1

−1
.
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In contrast to the monomial case, the application of F modifies all first p + 1 coef-
ficients when it is represented in the Chebyshev basis. More precisely, the coefficients
are modified as follows.
Lemma 3.4 (The representation of the operator F in the Chebyshev basis). Suppose
ϕ is given by
(3.10) ϕ(θ) =
p∑
i=0
Ti(θ)xi +
N∑
i=p+1
Ti(θ)Qxˆi,
with x0, . . . , xp ∈ Cn and xˆp+1, . . . , xˆN ∈ Cr and T0, T1, . . . are defined by (3.6). Then
(Fϕ)(θ) =
p−1∑
i=0
Ti(θ)yi +
N∑
i=p
Ti(θ)Qyˆi,
where [
y0 · · · yp−1
]
=
[
x0 · · · xp−1
]
+ (I −QQ∗)xpvTp ,
yˆp = Q
∗xp,[
yˆp+1 · · · yˆN
]
=
[
xˆp+1 · · · xˆN
]
,
with vp is defined by (3.9).
Proof. Since the operator F is defined in the monomial basis, we transform ϕ (3.10)
to the monomial basis, carry out the operation F , and then transform it back to the
Chebyshev basis. Let X1 =
[
x0 · · · xp−1
]
and X3 =
[
xˆp+1 · · · xˆN
]
. We have
ϕ(θ) =
[
X1 xp QX3
] [
T0(θ) · · · TN (θ)
]∗
,
=
[
X1 xp QX3
]
U
[
1 θ · · · θN ]∗ ,(3.11)
where U is defined in (3.8). We now partition U according to
U :=
U11 0 0U21 U22 0
U31 U32 U33
 ,
where U11 ∈ Rp×p, U22 ∈ R, and U33 ∈ R(N−p)×(N−p). By carrying out the multiplica-
tion in (3.11) we have
ϕ(θ) =
[
X1U11 + xpU21 +QX3U31 xpU22 +QX3U32 QX3U33
] [
1 θ · · · θN]∗ .
Recall that F corresponds to multiplying all monomial coefficients of degree equal or
higher than p by QQ∗. By using that Q has orthonormal columns, we have that
(Fϕ)(θ) = [X1U11 + xpU21 +QX3U31 QQ∗xpU22 +QX3U32 QX3U33]

1
...
θN
 ,
=
[
X1 + (I −QQ∗)xpvTp QQ∗xp QX3
] U11 0 0U21 U22 0
U31 U32 U33


1
...
θN
 ,
where vTp = U21U
−1
11 . Finally, noting that
U
[
1 θ · · · θN]∗ = [T0(θ) · · · TN (θ)]∗ .
completes the proof.
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By combining the lemma characterizing the coefficient map corresponding to F we
can now derive the coefficient map corresponding to FB.
Theorem 3.5 (General coefficient map for FB in the Chebyshev basis). Suppose ϕ is
given by
ϕ(θ) :=
p−1∑
i=0
Ti(θ)xi +
N−1∑
i=p
Ti(θ)Qxˆi,
where T0, T1, . . . are defined by (3.6) and the columns of X ∈ Cn×N
X :=
[
X1 xp−1 QX3
]
,
denote the vector coefficients of ϕ, i.e., X1 :=
[
x0 · · · xp−2
]
and X3 :=
[
xˆp · · · xˆN−1
]
.
Then, the expansion of ψ := FBϕ, i.e.,
ψ(θ) = (FBϕ)(θ) =
p−1∑
i=0
Ti(θ)yi +
N∑
i=p
Ti(θ)Qyˆi,
is given by
(3.12) y0 =
p−1∑
i=0
(
B
(
d
dθ
)
Ti(θ)xi
)
+
N−1∑
i=p
(
B
(
d
dθ
)
Ti(θ)Qxˆi
)
θ=0
− [X1 xp−1 QX3]LN
T1(0)...
TN (0)
+ (I −QQ∗)xp−1vp,1,
and [
y1 · · · yp−1
]
= X1L11 + xp−1L21 +QX3L31 + (I −QQ∗)xp−1L22v˜Tp ,
yp = Q
∗xp−1L22 +X3L32,(3.13) [
yˆp+1 · · · yˆN
]
= X3L33,
where Lij are defined by (3.7) and we denote v
T
p =: (vp,1, v˜
T
p ) with vp,1 ∈ R, v˜p ∈ Rp−1.
Proof. The proof consists of two parts. Firstly, we will use the general coefficient map
defined in [14, Theorem 4] in order to obtain the coefficients of Bϕ. Next, we apply
Lemma 3.4 resulting in the coefficients of ψ := FBϕ.
Let Z :=
[
z0 Z1 zp QZ3
]
with Z1 :=
[
z1 · · · zp−1
]
and Z3 :=
[
zp+1 · · · zN
]
denote the coefficients of the function Bϕ, i.e.,
(Bϕ)(θ) =
p∑
i=0
Ti(θ)zi +
N∑
i=p+1
Ti(θ)Qzi.
Then, from the general coefficient map defined in [14, Theorem 4], we have
[
Z1 zp QZ3
]
=
[
X1 xp−1 QX3
] L11 0 0L21 L22 0
L31 L32 L33
 ,
which yields
Z1 = X1L11 + xp−1L21 +QX3L31,(3.14a)
zp = xp−1L22 +QX3L32,(3.14b)
Z3 = X3L33.(3.14c)
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An explicit expression for the vector z0 ∈ Cn can be found by noting that [14, Equa-
tion 22] can be rephrased using [14, Equation 12] and specialized for ϕ. This leads
to
(3.15) z0 =
p−1∑
i=0
(
B(
d
dθ
)Ti(θ)xi
)
(0) +
N−1∑
i=p
(
B(
d
dθ
)Ti(θ)Qxˆi
)
(0)
− [X1 xp−1 QX3]LN
T1(0)...
TN (0)
 .
To complete the proof, we apply Lemma 3.4 which results in y0 = z0+(I−QQ∗)xp−1vp,1
and (3.12)–(3.13).
Similar to the monomial case we need to find an efficient, accurate and explicit ex-
pressions for y0 in (3.12). The difficulty in deriving such an expression should not be
underestimated. Unfortunately, unlike the monomial case, in particular (3.5), expressing
y0 in terms of the coefficients of the original nonlinear eigenvalue problem M0,M1, . . .
does not considerably simplify the problem, although a general approach based on ma-
nipulations similar to [14, Appendix A] is feasable but somewhat tedious in general.
In this work we will derive explicit expressions for an important situation. We
consider delay eigenvalue problems and specialize the result as follows. Suppose
(3.16) M(λ) = −λI +A0 +A1e−τλ.
where A1 = V Q
∗, such that we can set p = 1. Such problems occurs in the stabil-
ity analysis of PDE with pointwise delayed feedback, as we shall further illustrate in
Section 5.2. The coefficient map (Theorem 3.5) simplifies as follows for (3.16).
Corollary 3.6 (Delay eigenvalue problem with single delay and p = 1). Consider the
nonlinear eigenvalue problem (1.1) where M(λ) is given by (3.16) with A1 = V Q
∗ and
Q ∈ Cn×r has orthonormal columns. Let T0, T1, . . . be the Chebyshev polynomials of
the first kind (3.6) scaled to the interval (a, b) = (−τ, 0). Moreover, suppose ϕ is given
by
(3.17) ϕ(θ) = T0(θ)x0 +
N−1∑
i=1
Ti(θ)Qxˆi,
where x0 ∈ Cn and x1, x2, . . . ∈ Cr. Then, the expansion of ψ := FBϕ, i.e.,
ψ(θ) = (FBϕ)(θ) = T0(θ)y0 +
N∑
i=1
Ti(θ)Qyi,
is given by
y0 = (A0 +A1)
−1
(
x0 +Q
N−1∑
i=1
xˆi −A0
[
z1 +Q
N∑
i=2
yˆi
]
−A1
[
z1T1(−τ) +Q
N∑
i=2
Ti(−τ)yˆi
])
+
τ
2
(I −QQ∗)x0,
and
(3.18)
[
y1 · · · yN
]
=
[
Q∗x0 x1 · · · xN−1
]
LN ,
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with
(3.19) z1 =
{
τ
2x0 − τ4Qx2 N ≥ 3
τ
2x0 otherwise
.
Proof. Note that when p = 1, several matrices in Theorem 3.5 should be interpreted as
empty matrices, in particular L11, L21, L31, Z1 and X1, implying that
[
y1 · · · yN
]
can be directly computed from (3.18).
The formula for y0 is simplified if we introduce the variable z1 in (3.14b). Due to
the partitioning of LN in (3.7) and the explicit formula for LN in [14, Equation 21] with
(a, b) = (−τ, 0) we have in our case that L22 = τ/2 and L32 =
(
0 − τ4 0 · · · 0
)T
.
Hence, the definition of z1 in (3.14b) simplifies to (3.19).
We derive the formula of y0 from the fact that y0 = z0 + (I − QQ∗)z1, similar to
the last step in the proof of Theorem 3.5. In our setting vp = 1 and z1 = x0L22 with
L22 = 2(b − a)/4 = τ/2 from (3.7). The expression for z0 is found by inserting the
definition of M(λ) and B(λ) into (3.15).
3.3 Low-rank infinite Arnoldi method
From Section 3.1 and Section 3.2 we now know how to compute the action of FB in
monomial basis or Chebyshev basis for functions with the structure (3.2). Lemma 3.2
suggests a natural way to carry out the scalar product for such functions. The action
of the operator and the scalar product are the only ingredients needed in order to carry
out Arnoldi’s method in an operator setting, i.e., [14, Algorithm 1].
As usual for the Arnoldi method, we will denote the upper block of the rectangular
Hessenberg matrix Hk ∈ C(k+1)×k by Hk ∈ Ck×k and the (i, j) element of Hk is
denoted hi,j . We summarize the algorithm in Algorithm 1 and Algorithm 2, where we
have separated the algorithm into two parts in order to simplify the presentation of the
restarting in the following sections. We will for reasons of efficiency stack the coeffients
into vectors and matrices such that the orthogonalization can be carried out with simple
operations on larger matrices and vectors as illustrated in Figure 1.
Algorithm 1: Low-rank infinite Arnoldi method
Input : V1 = v ∈ Cn, k is number of steps
Output: Reciprocal Ritz values λ˜1, . . . , λ˜k
1 Set H0 = 0,
for j = 1, 2, . . . , k do
2 [Vj+1, Hj ] = Algorithm 2 with input [Vj , Hj−1]
end
3 Return approximate solutions of (2.1) λ˜j = 1/µj where µj ∈ σ(Hk), j = 1, . . . , k.
Remark 3.7 (Extraction of eigenvectors). The result of Algorithm 1 is the matrix Hk
and Vk. The approximate eigenvalues λ˜j are the reciprocal eigenvalues of Hk. We
also need to form approximations of the corresponding eigenvectors vj. With Vk we
have a representation of an approximate eigenfunctions of FB. We propose here to
compute approximate eigenvectors by function ϕ at θ = 0, since exact eigenfunctions
satisfies ϕ(0) = vj (according to Theorem 2.1). In the Taylor version (Section 3.1),
this corresponds to using the first n rows of Vk, whereas for the Chebyshev version
(Section 3.2) we make the corresponding evaluation by computing Ti(0).
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Algorithm 2: Low-rank infinite Arnoldi step
Input : Vj , Hj−1
Output: Vj+1, Hj
1 Let
[
x∗0 · · · x∗p−1 xˆ∗p · · · xˆ∗j
]∗
:= v∗j .
2 Compute y0, . . . , yp−1 ∈ Cn and yˆp, yˆp+1, . . . , yˆj+1 ∈ Cr by either
(a) the Taylor coefficient map according to (3.4)–(3.5); or
(b) the Chebyshev coefficient map according to (3.12)–(3.13).
3 Let wj :=
[
y∗0 y
∗
1 · · · y∗p−1 yˆ∗p yˆ∗p+1 · · · yˆ∗j+1
]∗
.
4 Expand Vj with one block row with n or r rows.
5 Orthogonalize wˆj := wj − Vjhj , where hj = V ∗j wj .
6 Compute βj = ‖wˆj‖2 and let vj+1 = wˆj/βj .
7 Let Hj =
[
Hj−1 hj
0 βj
]
∈ C(j+1)×j .
8 Expand Vj into Vj+1 =
[
Vj vj+1
]
.
4 Implicit restarting and locking
In the analysis, implementation and enhancement of the Arnoldi method, we often use
that the result of the Arnoldi method satisfies a so-called Arnoldi relation [9, Equation
10.5.2]. Due to the fact that Algorithm 1 is equivalent to the Arnoldi method applied
to the operator FB, the result will also satisfy an Arnoldi relation. More precisely, the
function-setting Arnoldi relation generated by Algorithm 1 can be formulated as follows.
Let Φj(θ) ∈ Cn×j correspond to the matrix consisting of columns ϕ1(θ), . . . , ϕj(θ), i.e.,
Φj(θ) :=
[
ϕ1(θ) · · · ϕj(θ)
]
.
Then, the output of Algorithm 1 satisfies
(4.1) (FBΦj)(θ) = Φj+1(θ)Hj ,
where we can express Φj explicitly as
(4.2) Φj(θ) =
[
(q0(θ), . . . , qp−1(θ))⊗ In (qp(θ), . . . , qj−1(θ))⊗Q
]
Vj ,
and qi(θ) = θ
i or qi(θ) = Tˆi(θ), i = 0, . . . , j depending on which basis is used.
We will now see that as a consequence of the fact that we have an Arnoldi relation
(4.1), we will be able to carry out implicit restarting very similar to the implicit restarting
procedures for the standard Arnoldi method. The restarting can be seen as a procedure
to (essentially) compress the Arnoldi relation resulting in a basis matrix with a smaller
number of columns. Due to the fact that the infinite Arnoldi method (Algorithm 1) has
a growth also in the height of the basis matrix, we will have a growth with each restart.
However, if r is small, this growth is moderate and the growth in the height of the basis
matrix is not restrictive. This is illustrated in Figure 2.
4.1 Krylov-Schur style implicit restarting and locking
In order to carry out implicit restarting and locking easily, we will work with a Krylov–
Schur recurrence relation [22] in every iteration of the algorithm. This can be achieved
by computing a Schur decomposition of Hj
(4.3) Hj = ZjSjZ
∗
j ,
13
pn× k
(k − p)r × k
restart
( 3
2
k − p)r × k
restart
(2k − p)r × k
restart
· · ·
Figure 2: Graphical illustration of implicit restarting on the Krylov subspace
Kk(FB, ϕ1) for the case p = 2. The light grey shade areas represent the nonzero
structure of the growing coefficient vectors, whereas the dark grey shade represent the
nonzero structure of the coefficient vectors after an implicit restart.
where Sj is an upper quasitriangular matrix and Z
∗
jZj = Ij . Using the Schur decompo-
sition (4.3), we can transform (4.1) into the following Krylov–Schur recurrence relation
(4.4) (FBΨj)(θ) = Ψj+1(θ)Sj ,
where
(4.5) Ψj+1(θ) :=
[
Φj(θ)Zj ϕj+1
]
,
and
Sj :=
[
Sj
h∗j+1Zj
]
.
Let Sj be an ordered Schur decomposition of Hk
(4.6) Sj = Z
∗
jHjZj =
[
Z1 Z2 Z3
]∗
Hj
[
Z1 Z2 Z3
]
=
S11 S12 S13S22 S23
S33
 ,
where S11 ∈ C`×`, S22 ∈ C(m−`)×(m−`), and S33 ∈ C(k−m)×(k−m) are upper quasi-
triangular matrices. The ordering is as follows: the eigenvalues of S11, S22, and S33
are, respectively, the very accurate Ritz values, the wanted but not yet converged Ritz
values, and the unwanted Ritz values. Hence,
(4.7) Sj =

S11 S12 S13
S22 S23
S33
b∗1 b
∗
2 b
∗
3
 ,
where b∗i = h
∗
j+1Zi, for i = 1, 2, 3.
Note that by using the ordered Schur decomposition of Hj (4.6)
(FB) [Ψ1(θ) Ψ2(θ)] = [Ψ1(θ) Ψ2(θ) ψj+1(θ)]
S11 S120 S22
b∗1 b
∗
2
 ,
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where
Ψ1(θ) :=
[
ψ1(θ) · · · ψ`(θ)
]
,
Ψ2(θ) :=
[
ψ`+1(θ) · · · ψm(θ)
]
,
is also a Krylov–Schur decomposition. Thus, the purging problem can be solved by mov-
ing the unwanted Ritz values into the southeast corner of the matrix S and truncating
the decomposition. Next, the Arnoldi process is restarted.
The use of the ordered Schur decomposition has also the advantage that deflation
and locking of the converged Ritz pairs corresponds to setting b∗1 = 0 in (4.7), yielding
the following recurrence relation
(FB) [Ψ1(θ) Ψ2(θ)] = [Ψ1(θ) Ψ2(θ) ψj+1(θ)]
S11 S120 S22
0 b∗2
+O(‖b1‖).
Note that b1 is a measure for the (unstructured) backward error of the corresponding
eigenvalues of S11. Hence, ‖b1‖ will be zero if the eigenvalues of S11 are exact. For more
information, we refer to [17].
4.2 Implicit restarting and locking of Algorithm 1
The operations outlined in the previous section can now be combined with Algorithm 1
and Algorithm 2. In (4.5) we multiply Φj(θ) by Zj from the left. Note that, due to
relation (4.2), this corresponds to multiplying the basis matrix Vj from the left by Zj .
We provide the algorithm details in Algorithm 3.
Algorithm 3: Implicit Restarted Infinite Arnoldi (IRIA) method
Input : x0 ∈ Rn, k,m ∈ N
Output: Reciprocal Ritz values λ˜1, . . . , λ˜k
1 Let V1 = x0/‖x0‖2 and H0 = [ ].
for j = 1, 2, . . . do
2 Compute Vj+1 and Hj by Algorithm 2 based on Vj and Hj−1.
3 Compute the ordered Schur factorization of Hj according to (4.6).
4 Let
[
b∗1 b
∗
2 b
∗
3
]
:= h∗j+1
[
Z1 Z2 Z3
]
.
5 Let
[
U1 U2 U3
]
:=
[
V1 V2 V3
]
Zj .
if j > m and mod(j − k,m) = 0 then
6 Let Vj+1 =
[
U1 U2 vj+1
]
.
7 Let Hj =
S11 S120 S22
0 b∗2
.
else
8 Let Vj+1 =
[
U1 U2 U3 vj+1
]
.
9 Let Hj =

S11 S12 S13
0 S22 S23
0 0 S33
0 b∗2 b
∗
3
.
end
end
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5 Numerical experiments
Before presenting the results of the numerical experiments, we first introduce the follow-
ing notation in order to simplify referencing to the different variants of the algorithms.
• TB: Taylor variant for operator B, i.e., Taylor variant of [14, Algorithm 2],
• TFB: Taylor variant for operator FB, i.e., Taylor variant of Algorithm 2,
• CB: Chebyshev variant for operator B, i.e., Chebyshev variant of [14, Algorithm 2],
• CFB: Chebyshev variant for operator FB, i.e., Chebyshev variant of Algorithm 2.
We will also add a R to denote the implicitly restarted variant, e.g., TFBR and CFBR
denote respectively the implicitly restarted Taylor and Chebyshev variants with low-rank
exploitation of Algorithm 3.
5.1 A random example
We illustrate the generality and efficiency of the algorithm by applying it to a problem
with randomly generated matrices. Suppose
(5.1) M(λ) = A0 + λA1 +A2λ
4 +A3 sin(λ),
where A0, A2 ∈ Rn×n are random sparse matrices with normal-distributed elements,
A1 = −I, and A3 = UQT with U,Q ∈ Rn×2 randomly generated matrices and QTQ = I.
For illustrative reasons we set n = 1000. In order to make the results reproducible, we
have made the matrices available online∗.
For this example, it is natural to select p = 4 and the expansions (1.2)–(1.3) are
explicitly given by
M0 = A0 M3 = −UQT
M1 = A1 + UQ
T M4 = 4! ·A2
M2 = 0 Mi = ViQ
T , i ≥ 5
where
V2k+1 = (−1)kU, k ≥ 2,
V2k = 0, k ≥ 3.
The goal in this experiment is to compute the 10 eigenvalues closest to the origin. For
measuring the convergence of an approximate eigenpair (λ, x), we used the following
relative residual norm
E(λ, x) =
‖M(λ)x‖2/‖x‖2
‖A0‖1 + |λ|+ ‖A2‖1|λ|4 + ‖A3‖1| sin(λ)| .
In the implementation, we precompute the LU-factorization of M0 in order to use in
the formula for y0, given by (3.5), and the terms involving M1 and M3 are computed as
follows: M1y1 = A1y1 + V (Q
T y1) and M3y3 = −V (QT y1), respectively.
We first solved the nonlinear eigenvalue problem (5.1) by the variants TB and TFB.
The eigenvalues and results of this experiment are shown in Figures 3 and 4, respectively.
We observe in Figure 4(a) that the application of the operator F has very little impact
on the approximations generated by each iteration of the two variants. On the other
hand, using a compressed representation for TFB as illustrated in Figure 1(b), gives a
significant performance improvement in the sense that each iteration can be carried out
∗http://www.math.kth.se/~eliasj/src/lowranknep/example1_matrices_final.mat
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Figure 3: Ritz values and approximate eigenvalues, i.e., reciprocal Ritz values, of the
random example computed with variant TFB. An eigenvalue is classified as converged
if E(λ, x) ≤ 10−10.
0 10 20 30 40 50 60 70
10-15
10-10
10-5
100
iteration
E
(λ
,
x
)
TB TFB
(a) Iteration vs relative residual
0 1 2 3 4 5 6
10-15
10-10
10-5
100
wall time (s)
E
(λ
,
x
)
TB TFB
(b) Wall time vs relative residual
Figure 4: Comparison of TB and TFB for (5.1). The variants generate very similar
results per iteration, but the computation time grows much faster for TB than for TFB.
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Figure 5: Comparison of TFB and TFBR for (5.1). The convergence is only slightly
slowed down by the restart (in terms of result per iteration), whereas the computation
is further reduced. The vertical green dashed lines indicate the restarts.
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in less computation time. As shown in Figure 4(b), this results in a much lower total
computation time for TFB compared to TB.
Next, we solved (5.1) by the implicitly restarted variant TFBR. The results are illus-
trated in Figure 5. We observe in Figure 5(a) that the convergence speed as a function
of iteration is slightly worsened by the restarting. But as expected from restarting, we
notice in Figure 5(b) that the convergence speed as a function of computation time is
further improved.
We finally illustrate the growth of the computation time of the restarted variants
as a function of iteration in Figure 6. As a comparison, the computation time grows
slower when exploiting the structure. For this regime, we observe in Figure 6 that after
the first restart the computation time grows essentially linearly with the iteration for
TFBR, and still superlinearly for TB.
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Figure 6: The computation time of TBR and TFBR for (5.1) as a function of iteration for
n = 1000, 2000, 3000, 4000, 5000. The total computation time for TFBR is considerably
lower than for TBR for larger n. The vertical green dashed lines indicate the restarts.
5.2 A delay eigenvalue problem
We model a one-dimensional clamped beam and delayed feedback control localized at
the endpoint with a partial delay-differential equation. See [31, 10] for PDEs with delays.
More precisely, we consider the one-dimensional DDE
ut(x, t) = uxx(x, t) + δ(x− 0.5)u(0.5, t− τ),
with boundary conditions u(0, t) = ux(1, t) = 0 and δ(x) a dirac impulse such that the
problem corresponds to delayed pointwise feedback at x = 0.5. The finite difference
discretization with n intervals results in the following delay eigenvalue problem
(5.2) M(λ) = λI +A0 +A1e
−τλ,
where A0 ∈ Cn×n is a tridiagonal matrix and A1 a rank 1 matrix. The goal in this
experiment is to compute the 15 eigenvalues closest to the origin. For measuring the
convergence of an approximate eigenpair (λ, x), we used the following relative residual
norm
E(λ, x) =
‖M(λ)x‖2/‖x‖2
|λ|+ ‖A0‖1 + ‖A1‖1|e−τλ| .
In every iteration of Algorithm 2, y0 is computed with the formulas of Corollary 3.6.
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The delay eigenvalue problem (5.2) with n = 10.001 is solved by variants CB and
CFB. Figure 7 shows the eigenvalues and the advantage of using the operator F to-
gether with the compact representation is reported Figure 8. If we only consider the
relative error as a function of the iteration, we observe in Figure 8(a) that the eigen-
values converge faster for CFB than for CB. But the major advantage of the compact
representation can be seen in Figure 8(b), where we compare the relative error generated
by CB and CFB as a function of wall time. In this figure we see that the total compu-
tation time for CFB is several orders of magnitude less than for CB. As illustrated in
Figure 1(a), the subspace vectors grow in every iteration of variant CB with a block of
size n = 10.001. On the other hand, in variant CFB they grow after the first iteration
only with blocks of size r = 1. Therefore, CB handles in this experiment with vectors
of size O(106), whether CFB only deals with vectors of size O(104).
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Figure 7: Ritz values and approximate eigenvalues, i.e., reciprocal Ritz values, of the
delay problem computed with variant TFB. An eigenvalue is classified as converged if
E(λ, x) ≤ 10−10.
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Figure 8: Comparison of CB and CFB for (5.2) with n = 10.001. The variant CFB
converges in less iterations than variant CB. Furthermore, the computation time differs
several orders of magnitude.
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6 Conclusions and outlook
In this paper we have presented a new procedure to compute solutions to a type of
nonlinear eigenvalue problem with a particular low-rank structure. We have constructed
the algorithm such that it is equivalent to the Arnoldi method on a (infinite dimensional)
linear operator, and the behavior in the numerical examples is very similar to the Arnoldi
method, including the restarting features. Although the construction is general, some
specific adaptions, such as efficient formulas for y0 in (3.5) and (3.12), are necessary
in order to implement the algorithm for a specific problem. The numerical examples
have illustrated that for large-scale problems the low-rank exploitation can result in
significant lower computation times due to much lower orthogonalization and memory
costs.
Several possible continuations of this result appear feasible. There are several vari-
ants of the Arnoldi method that might be extendible, e.g., a block Krylov-Schur [32], or
advanced filtering techniques [6]. The understanding of the algorithm can also certainly
be improved by further adapting results and understanding known for the standard
Arnoldi method, e.g., [3, 15]. Due to the fact that the presented algorithm is equiva-
lent to the Arnoldi method on an infinite-dimensional operator, convergence results will
carry over under the condition that the properties in the proof are not properties of
matrices.
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