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ОБ О Б О БЩ Е Н И Я Х  У РА В Н Е Н И Я  Г А М И Л Ь Т О Н А -Я К О Б И
Д Л Я  Н А С Л Е Д С Т В Е Н Н Ы Х  СИСТЕМ*
В статье рассматриваю тся функциональные уравнения типа Гамильто­
на-Я коби (Г-Я) с коинвариантными (Л) производными [1]. Такие уравнения 
возникают, например, в качественной теории дифф еренциальны х уравне­
ний с последействием при исследовании первых интегралов [1, 2], а такж е 
в теории управления с наследственной информацией при изучении функци­
онала цены (оптимального гарантированного результата) [1,3-8]. Н аряду с 
трудностями, связанными с анализом уравнений Г-Я [9-13], данные уравне­
ния осложнены новыми особенностями, обусловленными эфф ектом  после­
действия.
Подобно задачам  с обычными уравнениями Г-Я задачи с ф ункциональ­
ными уравнениями типа Г-Я в сьпроизводных часто не имеют решения, 
понимаемого в классическом смысле, как сь гладкий функционал, удовле­
творяющий уравнению во всех точках рассматриваемой области. С другой 
стороны, существуют функционалы, удовлетворяющие уравнению в точках 
своей Л-дифференцируемости (но не во всех точках Л-дифференцируемые), 
среди которых, налож ив дополнительные требования на свойства искомого 
решения (как правило, продиктованные содержательным смыслом задачи), 
можно выбрать единственный, трактуемый как обобщенное решение уравне­
ния. Например, д л я  уравнений с Л-производными, возникающих в задачах 
управления с наследственной информацией, таким обобщенным решением 
является функционал цены, при этом в качестве дополнительного критерия 
выступают свойства и- и ^-стабильности [3-7].
С татья посвящена развитию теории обобщенных минимаксных решений, 
построенной А. И. Субботиным д л я  уравнений с частными производными 
первого порядка [9, 10], д л я  функциональных уравнений типа Г-Я с Л- 
производными.
В первой части дано соответствующее определение минимаксного реше­
ния (МР) через нелокальные свойства стабильности относительно характе­
ристических дифф еренциальны х включений с последействием. Установле­
ны теоремы существования, единственности и корректности М Р задачи Ко­
ши с условием на правом конце. Определенное МР удовлетворяет уравне-
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нию в точках своей сь дифференцируемости, но в целом может не быть сь 
дифференцируемым, поэтому является обобщенным. Оно имеет содерж а­
тельный смысл, отвечающий, например, требованиям теории управления. 
Именно, как показано в [7], д л я  широкого круга задач управления с наслед­
ственной информацией МР соответствующего уравнения с сьпроизводными 
совпадает с функционалом цены.
Во второй части исследуются инфинитезимальные свойства МР. Н а осно­
ве понятия верхних и нижних производных функционалов по многознач­
ным направлениям получены дифференциальны е неравенства, эквивалент­
ные определяющим М Р свойствам стабильности. Показано, что эти неравен­
ства являю тся естественным обобщением рассматриваемых уравнений с сь 
производными. К ак следствие основных результатов, указаны  удобные д ля  
проверки необходимые и достаточные условия требуемой стабильности ку­
сочно сьгладких МР. Д алее, в соответствии с методами негладкого анализа 
[9, 13, 14] введены понятия инвариантных (1) суб- (супер-) дифф еренциа­
лов и ьсуб- (ьсупер-) градиентов, обобщающие понятия ьдиф ф еренциала 
и сьпроизводных [1]. Н а этой основе дано определение вязкостного, в смы­
сле М. Д ж . К рэндалла и П .-Л . Лионса (см., например, [11]), решения (ВР) 
ф ункциональных уравнений типа Г-Я с сьпроизводными. Показано, что МР 
является ВР. Тем самым, в частности, установлено существование ВР.
1. Уравнение типа Гамильтона—Я коби
с коинвариантными производными
Будем обозначать через С{\ЬхД2],Мп), где £х,£2 £ £х < £2, пространство 
непрерывных функций х[-] =  ж[£х[’]^2] : [^Дг] ^  ПРИ этом через х\Ь] 
будем обозначать значение функции х[-] в точке £ Е [^Дг]? а через аф ф ]^7] 
-  ее сужение на [^Дф С [£хД2]* Пусть £*До, Т  Е К, £* <  £о <  Д  С* =  
С([£*,Т],ШД), Со =  С([£о, Т], ШД) и О -  множество пар д =  (£,#[£*[•]£]) таких, 
что £ Е [£о,Т], #[£*[•]£] Е С([£*, £], К п). Н а (7 определим функцию расстояния
Р(91,92) =  т а х { р * (5 ь 5 2),Р*(52,31)}, (1-1)
91 =  (£ъж(% * № 1 ])  € С , д2 =  (*2 ,ж(2)[**№2 ]) € С,
где
Р * ( 9 г + 1 , 9 2 - г )  =  т а х  т т  [(£  -  ??)2 +  | |а ^ + 1 )[£] -  [г]]\\2] 1/2 ,
и<€<и+1 U<'ч<t2-i
г =  0,1.
Здесь и далее || • || -  евклидова норма вектора. Всюду ниже свойства 
непрерывности рассматриваемых величин по д = (£, ж[£*[•]£]) понимаются от­
носительно изменения, оцениваемого функцией р.
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В [1, с.28-50] введено понятие коинвариантных (а )  производных ф унк­
ционалов (/?(£, х\Ь* [•]£]), определенных на кусочно-непрерывных функциях 
#[£*[•]£]. Д алее подобные производные рассматриваю тся д л я  функционалов 
(р : С К.
Пусть д =  (£, #[£*[•]£]) ^ С,  ^ <  Т; 1^р(д) — множество функций у[-] Е 
С*, совпадающих с #[£*[•]£] на [£*,£], к аж д ая  из которых с некоторой (своей) 
константой удовлетворяет на [£,Т] условию Липшица.
О п р е д е л ен и е  1 .1 . Функционал  ^  : С  4  К  назовем коинвариантно диф­
ференцируемым в точке д относительно  1лр(д) ( с [-дифференцируемым в 
д), если существуют такие число дгр{д) и п-вектор  V </?(#), что для любой 
функции у[-] Е 1лр(д) выполняется равенство
</>(7 +  <5,у[7*[-]7 +  <5]) -  </>(7,ж[7*[-]7]) = ^  ^
= дг1р(д)6 + (7<р(д),у[г + 6] -  х [ф  + О у ф ) , 6 € [0 ,Т -7 ] ,
где Оу^(д) зависит от выбора у[-] Е 1лр(д); оу^ (д) /д  —> 0 при д —> +0.
Здесь и далее (♦, •) -  скалярное произведение векторов.
Величины д ^ ( д )  и V (/?(#) назовем соответственно сьпроизводной по £ и сь 
градиентом ф ункционала р  в точке д. Функционал р  назовем сьдиф ф ерен­
цируемым, если он сьдифференцируем в каж дой точке д =  (£,#[£*[•]£]) Е (7, 
£ < Т. Непрерывный сьдифференцируемый функционал (/9 будем называть 
сьгладким.
Заметим, что если некоторый функционал (/?(£, ж[£*[•]£]), определенный на 
кусочно-непрерывных ф ункциях ж[£*[•]£], сьдифференцируем в точке д* =  
(£*, #*[£*[•]£*]) Е (7, £* < Т, относительно 1лр(д*) в смысле определения из
[1], то его сужение р с  на непрерывные функции будет сьдифференцируемо 
в д* в смысле определения 1.1, причем соответствующие коинвариантные 
производные будут совпадать.
Класс сьдифференцируемых функционалов достаточно широк. Напри­
мер, многие функционалы, представимые в интегральной форме, при до­
статочно естественных предположениях сьдифференцируемы; при этом в 
большинстве случаев сьпроизводные могут быть вычислены стандартными 
способами, опирающимися на правила дифференцирования обычных ф унк­
ций конечномерного аргумента. Более подробные сведения о свойствах, спо­
собах вычисления и некоторых применениях сьпроизводных функционалов 
можно найти в [1].
Предметом исследования настоящей работы являю тся следующее ф унк­
циональное уравнение типа Гамильтона-Якоби с сьпроизводными:
9 М д )  + н ( д ,  4<р(д)) = 0 ,  д = (7, ж[7*[-]7]) <Е <2, 7 < Т, (1.3)
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и задача Коши д л я  него при условии на правом конце
<p(T,x[t,[-]T\) = a(x[t0[-]T}), х[-] Е С* (1.4)
(в соответствии с принятыми обозначениями здесь х[-] =  ж[£*[-]Т], а афо[*]Т] 
— сужение функции х[-] на [to,T]).
Будем предполагать, что функционал а : Со R  непрерывен, а функци­
онал Н  : G х R n I—у R, называемый гамильтонианом, удовлетворяет следу­
ющим условиям.
(1 я )  Д л я  любого s G R n функционал g iT(g, 5) непрерывен на G.
(2я )  Д л я  любого компакта 1К С С* существует такое число Л > 0, что 
д л я  всех t G [to, Т], 5 G R n , ||«s|| =  1, и ж'[*] G W ,  х п[-\ G ТК справедлива оценка 
(условие Липш ица по ж [t* [•]£])
\H(t,x'[U[-]t\,s) — H(t,x"[U[-]t\ ,s)  |< А  max ||ж'[т] -  ж"[-г] ||.
t* <T<t
(3я )  Д л я  любых g =  (t, #[t*[-]t]) G G и «s', 5" G {«s G R n : ||«s|| < 1} справед­
ливо неравенство (условие Липш ица по s)
\H (g ,s f) - H ( g , s " ) \ < L ( g ) \ \ s f - s f%  
где L : G R  -  непрерывный функционал, удовлетворяющий оценке
L(t, #[t* [•]£]) < к  ( 1 +  max ||ж [т] ||) , (t, #[£*[•]£]) G G, х  =  const > 0. 
у t*<T<t J
(4я )  Д л я  любой пары g =  (t, x[t*[-]t]) G G ф ункция s H{g ,s )  положи­
тельно однородна, т.е.
H ( g ,a s )  =  a H ( g , s ), a  > 0.
Отметим, что при указанных условиях может не существовать ci-глад­
кого ф ункционала, удовлетворяющего соотношениям (1.3), (1.4) (см. при­
мер в конце статьи). К ак и в случае обычных уравнений Гамильтона-Якоби 
[9-12], здесь возникает потребность определения подходящего обобщенного 
решения уравнения (1.3).
Задачи типа (1.3), (1.4) возникают в теории управления с наследствен­
ной информацией [3-8] при изучении свойств ф ункционала цены (опти­
мального гарантированного результата). При этом непрерывность краевого 
ф ункционала а  и условия (1 я )- (4я), наклады вемы е на гамильтониан iT, 
являю тся естественными д л я  достаточно широкого круга задач управле­
ния. Если функционал цены ci-дифференцируем, он удовлетворяет уравне­
нию вида (1.3). В большинстве случаев функционал цены не является ci- 
дифференцируемым (часто он лишь кусочно ci-дифференцируем, а в общем
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случае имеет более сложную структуру), однако в тех точках, в которых 
этот ф ункционал сь дифференцируем, он удовлетворяет соответствующему 
уравнению вида (1.3), поэтому может быть истолкован как его обобщенное 
решение.
2. М инимаксное реш ение
Следуя подходу, предложенному [9] д л я  уравнений Гамильтона-Якоби с 
частными производными, дадим определение минимаксного решения урав­
нения (1.3) и задачи Коши (1.3), (1.4).
Пусть Р  и (3 -  некоторые непустые множества (для определенности 
можно считать, что Р  и (3 -  подмножества некоторых конечномерных про­
странств), многозначные отображения
(д,д) н- Р*(д,д)  С Е " , (д,р)  и- З Д , р )  С Е " ,
д =  (г, ж[г* [•]*]) е в ,  р е  Р, д е ( 3 ,
удовлетворяют следующим требованиям.
(1 к )  Д л я  любых д =  (£, #[£*[’]£]) Е С, р  Е Р  и д Е (3 множества Г Д р ,# ) и 
Р*(д,р)  -  непустые выпуклые компакты в Существует такое число а > О, 
что справедлива оценка
m ax{ll/ll I /  е  f *(9,Q) и F*(g,p)} < а 1 +  max ||ж[г]
\  t *<T<t
д =  (t,x[U[-]t]) Е G, р  Е Р, q Е Q.
(2х) Д л я  любых р Е Р  и g Е Q многозначные отображения g F*(g,q)  
и д  и  F*(g,p) полунепрерывны сверху по включению на G.
( З к )  Д л я  лю бы х р =  (£, ж [£*[•]£]) e G h s E  справедливы  равенства
sup min (s, f) = H ( q , s )  =  inf max (5, f). 
qeQ f eF*( g , qy  p e P  f eF*( g ,Py
Совокупность nap {Q ,-P1*(*)} ( { Д ^ * ( ’)})> удовлетворяющих требовани­
ям (1 х )-(3 х ) , обозначим К *(Н )  (К*(Н)) .  При условиях (1 я )_ (4я) имеем
К * ( Н ) ф 0, К ф Н )  ф 0. В частности, можно проверить, что требования
(1 я )- (3я) выполняю тся д ля
P  =  Q =  R n ,
= { / е Г :  II/H < V2L(g) ,  (f , q ) > H(g ,q)} ,  (2.1)
F*(9,P) = { f € R n : ll/ll < V2L(g) ,  (f , p ) < H(g ,p )} ,
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где L(g) из условия (3я ) ,  Q — (t, ж [£*[•]£]) G G. При этом д л я  любых р, q G МТ 
многозначные отображения д F*(g,q),  д F*(g,p)  из (2.1) не только 
полунепрерывны сверху, но и непрерывны на G в метрике Хаусдорфа.
Пусть £ К*(Н).  Рассмотрим дифф еренци­
альные вклю чения с последействием:
dx[t]/dt  G F*(£, ж[£*[-]£], g), (2.2)
dx[t\/dt  G F*(£, #[£*[•]£],p). (2.3)
Пусть g° =  (£°, x°[t*[-]t0]) e G, p e  P,  q e  Q. Под решением вклю чения
(2.2) [соответственно (2.3)] с начальным условием д° при фиксированном q
[р] будем понимать функцию х[-] G С*, совпадающую с ж°[£*[ф°] на [£*,£°],
абсолютно непрерывную на [£°, Т] и при почти всех t G [£°, Т] удовлетворяю­
щую включению (2.2) [соответственно (2.3)]. М ножество всех таких решений 
обозначим через X *(g°,g  | F*(-)) [соответственно X *(g°,p | F*(-))]. В силу 
условий (1 к ) ,  (2к )  (см., например, [8, 16]) эти множества будут непустыми 
компактами в С* при любых д° =  (£°, ж°[£*[’]£0]) G G, р  G Р , g G Q-
О п р е д е л ен и е  2 .1 . Минимаксным решением  (М Р ) уравнения  (1.3) назовем 
непрерывный функционал р  : G R , удовлетворяющий при некоторых  
{(5,^*(-)} £ К*{Н),  { Л ^ * (0 }  £ К*(Н)  неравенствам
sup min £c*[t*[*]i]) -  ^ (5°)] < о, (2.4)
inf m ax [p(f, #*[£*[•]£]) -  ^ (g 0)] > 0, (2.5)
(g°,t,p) *.[•]
где
g° = (t°,x°[t*[-]t°]) <EG, t <E [t ° , T }, q <EQ, p  <E P,
**[•] € X*(g° ,q  I F*(-)), **[•] € X*{g°,p  | В Д ) .
Минимаксным решением задачи Коши  (1.3), (1.4) назовем М Р уравнения
(1.3), удовлетворяющее условию (1.4).
Д оказательство приводимых ниже теорем существования, единственно­
сти и корректности М Р задачи Коши (1.3), (1.4) проводится (см. [15]) в основ­
ном по плану, изложенному в [9, с. 13-40], с учетом особенностей, обусловлен­
ных эфф ектом  последействия и функциональностью аргумента искомого ре­
шения.
Т е о р е м а  2.1 (существование и единственность). Пусть а  : Со К. — не­
прерывный функционал , а гамильтониан Н  удовлетворяет условиям  (1 н ) ~  
(4н )  из п.1. Тогда существует одно и только одно минимаксное решение
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задачи Коши  (1.3), (1.4). Оно удовлетворяет условиям  (2.4) и (2.5) при л ю ­
бых { д ,^ * (-)}  е  к * ( н )  и { Р ,В Д }  е к * ( н ) .
Т е о р е м а  2.2 (корректность). Пусть к =  1 ,2 , . . . ;  функционалы сго->&к : 
Со К  непрерывны; гамильтонианы Но,Нк  : (7 х К  удовлетворяют
условиям  (1 н ) ~ ( ^ н )  из п.1; Ьо,Ьк  : С  И  К  — функционалы, определенные 
для Но, Нк соответственно согласно условию  (3я )  (где к  = щ  = щ ) .  
При этом а к —> сто при к —> оо равномерно на любом компакте из Со; 
Нк(-1$) Но(' ,з) ,  Ьк —> Ьо при к —> оо для любых  з Е и компакта
ГК С С* равномерно на <7(ГК) =  {(£, #[£*[•]£]) : £ Е [£о,Т],аф] Е ГК}. Пусть  
функционалы : С  1  -  минимаксные решения задач Коши
дгт(д) +  Н к(д,Ур(д) )  =  0, </ =  (£, ж[£*[ф]) Е О, * < Т, 
<р(Т,ж[£*[-]Т]) =  сгДД£о[-]Т]), аф] Е С*, /с =  1 ,2 , . . . .
Тогда последовательность рк (к — 1 ,2 , . . . )  сходится к предельному функ­
ционалу (ро : С? К  для любого компакта  ГК С С* равномерно на (7(ГК). 
Предельный функционал ро будет минимаксным решением задачи Коши
дгт(9) +  Но(д,\7(р(д)) =  0, д =  (£,#[£*[•]£]) Е О, * < Т, 
<р(Т,ж[£*[-]Т]) =  сг0(ж[*0[-]Т]), аф] Е С*.
Отметим, что неравенства (2.4) и (2.5), определяющие М Р уравнения
(1.3), вы раж аю т нелокальные свойства стабильности М Р относительно диф ­
ф еренциальных включений (2.2) и (2.3), называемых характеристическими. 
Д л я  уравнений типа (1.3), возникающих в задачах управления, эти свойства 
соответствуют свойствам и- и ^-стабильности ф ункционала цены [3-7], кото­
рые, в свою очередь, являю тся отражением общего принципа оптимальности 
в экстремальных задачах. В [7] показано, что д л я  весьма широкого круга за­
дач управления с наследственной информацией функционал цены совпадает 
с МР соответствующей задачи Коши типа (1.3), (1.4).
Отметим еще, что если в (1.3), (1.4) последействие отсутствует, т.е. 
Н ( д ,У у (д ) )  = Н(г,х[г],\7<р(д)), сг(ж[г0[-]Т]) =  а(х[Т]), то (см. [15]) МР та- 
кой задачи имеет вид
<р(д) = д = (М [**№ ]) е
где ф ункция ^(£, ж), £ Е [£о,Т], х  Е Мп, является минимаксным решением [9, 
с. 13] задачи Коши д л я  обычного уравнения Г-Я:
<9<^ (£, ж)/<9£ +  # (£ , х, У<$?(£, х)) =  0, £ Е [ £ о х  Е Мп,
<р(Т,х) = <т(х).
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Таким образом, рассматриваемые конструкции являю тся естественным раз­
витием подхода [9, 10] на случай задач, осложненных эфф ектом  последей­
ствия.
Д окаж ем  две леммы, используемые в дальнейшем.
Л е м м а  2 .1 . Пусть полунепрерывный снизу [сверху] функционал р  : G ^  К. 
удовлетворяет условию (2.4) [условию (2.5)] при некоторой паре {Q, F*(-)} £ 
К *(Н )  [соответственно паре {Р, Р*(-)} ^ К*(Н)\- Тогда для любых д° =  
(£°, x°[t*[-]t0]) £ G , t ° < T , u q e Q [ p < E P ]  существует такая функция  
х*[-] G X *(g°,g  | F*(-)) [#*[•] G Х *(д°,р | Р*(-))]; что при всех t G [£°,Т] будет 
справедливо неравенство
<p(t,x*[t*[-]t]) <<р(д°) (2.6)
или соответственно неравенство
<p(t,x*[t*[-]t]) > <р(д°). (2.7)
Д о к а з а т е л ь с т в о . Пусть га =  1 ,2 , . . .  . Обозначим
X 0* =  x V , g |F * ( .)) , ^  =  t° + *(Т -  i = 0 , 1 , . . .  ,m .
В силу условия (2.4) найдутся функции (г =  0 ,1 , . . . ,  т),  д л я  которых
будут выполнены соотношения
*!?[•] € х 0*. *&>[•] € I * Ч 0 ) ,
(2.8)
Положим Ж(ш)[*] =  ж |^ |[ф  Из (2.8) следует, что Ж(ш)[*] G -Хд, причем
Т(г-т\ х {т)[ и [ ^ т)]) < р(д° ), г =  0 , 1 , . . . , т .  (2.9)
Рассмотрим последовательность Ж(ш)[*] (га =  1 ,2 , . . . ) .  Так как -  ком­
пакт в С*, то можно принять, что данная последовательность равномерно 
сходится к некоторой функции х*[-] G -Хд. Эта ф ункция будет удовлетво­
рять требованию (2.6). Действительно, пусть I G [^°,Т], д* =  (£,#*[£*[•]£]), 
тто =  тто(*) =  . т а х  {т\т) \ т}т) < *}, дт = (тт , ж(т ) [г*[-]тто]). Тогда [см. (1.1)]
г=0,...,т 4 '
р(9т,д*)  0 при т  -)• оо и, в силу (2.9), <у?(#т ) < <р(з°) ( т  =  1 ,2 , . . . ) .  Так
как функционал р  полунепрерывен снизу, отсюда следует неравенство (2.6).
Аналогично, исходя из условия (2.5), доказы вается существование ф унк­
ции ж*[’] G Х *(д°,р | Р*(-)), удовлетворяющей требованию (2.7). Л ем м а до­
казана.
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Пусть у  > 0, множество F  С R n . Символом [F]^ будем обозначать зам­
кнутую д-окрестность F  в R n , т.е.
[ F f  =  { / ' G Е ” : inf I I / '- / | |  < Д .
Пусть { Q , F * (•)} G К*(Н ) ,  {Р, F*(-)} G К *(Я ), <?0 =  ( Л  *°[f*[-]f0]) e G , P e P ,  
q £ Q. Рассмотрим дифференциальны е вклю чения
dx[t\/dt  G [F*(t, g)]^, G
Соответственно через X *(g°,g  | F*(-)), Х *Д д°,р  | P*(-)) обозначим множе­
ства решений данных дифференциальны х включений при начальном усло­
вии д° и выбранных д, р. Поскольку многозначные отображения F*(-) и Р*(-) 
удовлетворяют требованиям (1 #■), (2к ) , эти множества будут непустыми 
компактами в С*. Понятно, что всегда имеют место вклю чения
X *(g0, q \ F * ( - ) ) c X ; ( g ° , q \ F * ( - ) ) ,
Х*{д°,р  | В Д )  С ^ ( « Д р  | F*(-)). (2Д0)
Л е м м а  2 .2 . Д л я  полунепрерывного снизу [сверху] функционала р  : G ^  R  
п любой пары {Q,F*(-)}  G К *(Н )  [соответственно пары {Р, F*(-)} G К*(Л )] 
условие
sup min [<p(t,x* [t*[-]t]) -  <р(д°)\ < 0, (2.11)
р° =  (fV °[f* [-]i0]) € G, t € [t°,T], q e Q ,  p >  О, я Д ]  G | F*(-))
эквивалентно условию (2.4) [соответственно условие
inf max [¥>(*, [•]<]) -  <p(g°)\ > 0, (2.12)
/  =  (*0,®°[t.[-]t0]) G G, t G [f°,T], p G P, g  > 0, *„„[•] G X ^ ( g ° , p  | В Д )
эквивалентно условию (2.5)].
Д о к а з а т е л ь с т в о . Из (2.10) следует импликация (2.4)=Д2.11). Д окаж ем  им­
пликацию (2.11)=Д2.4). Пусть д° =  (£°, x°[t*[-]t0]) G G, t° < Т, £ G [t°,T] и 
q e  Q. Возьмем последовательность yi i  0 (г =  1 ,2 , . . . ) .  Согласно (2.11) 
существует последовательность х*[-\ G X*. (g°,g | F*(-)) такая, что
<p(t,x*[t*[-]t]) < р(д°) ( i  = 1 ,2 , . . . ) .  (2.13)
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Без ограничения общности можно считать, что эта последовательность рав­
номерно сходится к х*[-] Е С*. Тогда, согласно (1.1), имеем
В силу (1 х ) , (2к )  будет справедливо включение х*[-] Е Х *(д°,д  | Т1*(-))- 
Переходя к пределу в (2.13) и учитывая, что функционал р  полунепрерывен 
снизу, приходим к неравенству
Таким образом, получаем, что из (2.11) следует (2.4).
Эквивалентность условий (2.5) и (2.12) проверяется аналогично. Л ем м а 
доказана.
3. Условия стабильности в инфинитезимальной ф орм е
Определение 2.1 минимаксного решения (МР) уравнения (1.3) через не­
локальны е свойства (2.4) и (2.5) стабильности относительно характеристи­
ческих дифференциальны х включений (2.2) и (2.3) удобно, например, д ля  
доказательства существования, единственности и корректности М Р задачи 
Коши (1.3), (1.4). Однако в конкретных задачах проверить выполнение усло­
вий (2.4), (2.5) д л я  найденного при помощи каких-либо вспомогательных по­
строений решения нередко бывает затруднительно. В теории обобщенных 
решений уравнений Гамильтона-Якоби с частными производными [9-13] из­
вестны различны е по форме, но эквивалентные по существу определения 
минимаксного решения, которые взаимно дополняют друг друга. Ниже, по­
добно [9, с.57-61], будут получены дифференциальны е неравенства, вы раж а­
ющие в инфинитезимальной форме свойства стабильности (2.4), (2.5) . Эти 
неравенства, по сути эквивалентные условиям (2.4), (2.5), часто, в том числе 
д л я  кусочно сьгладких МР, оказываю тся более удобными д л я  проверки.
Пусть (^  : й  4  К  -  некоторый функционал, д =  (£,#[£*[•]£]) Е (7, £ < Т, 
У['\ € Ь1р(д), е > 0, множество Р  С К” -  выпуклый компакт. Обозначим
р((Ь, (*>ж*[**№])) - о ПРИ * “  ^ °°-
ф , х * [ и [ Щ  < <р(д°).
9 <р(д | </[•]) =  Н т т % Д  +  6,у[и[-]г +  £]) -  <р(д)]8 х, 
9+<р(д | </[•]) = 1ш18ир[^(г +  <5,у[г*[-]г +  <5]) -  <р(.д)]<5- 1 ;
(3.1)
<54.0
^ ( з ,Г , е )  =  Ы ']  е  Ь1р(з) : йу[т\/<1т € [Р]£ п.в. г  е  [рТ]}, (3.2)
(3.3)
<1+<р{д | Р )  =  П т йир 9 +<р(д | у[-]). 
£1° у[-]е^(зР,е)
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Величины д~р(д \ у[-]) и д ^ р (д  \ у[-]) являю тся соответственно нижним и 
верхним правыми производными числами ф ункционала р  в точке д вдоль 
функции у[-]. Величины d~p(g \ F ) и dFp(g \ F ) назовем соответственно 
нижней и верхней производными (правыми) ф ункционала р  в точке у по 
многозначному направлению F.  Отметим, что эти производные могут при­
нимать несобственные значения — оо и + о о .
Если ф ункционал р  ci-дифференцируем в точке д , то д л я  любого выпу­
клого компакта F  С справедливы равенства
d~(p(g | F) = dt <p{g) +  m W V ^ p ) ,  / ) ,
(3.4)
d+<p(g | F )  =  <9^(з) +  m ax(V ^(3 ), /} .
Действительно, с одной стороны, д л я  любых е >  0 и у[-] Е П (у ,Е , е), учиты­
вая (1.2), (3.1) и теорему о среднем значении вектор-функции (см., например, 
[16, с.51]), выводим
9~р{д  | у[]) > dtp(g) + mm^(S7p{g) , f )  = dt <p{g) + min(S7p{g), f )  -  \\V<р(д)\\г;
поэтому, согласно (3.3), справедливо неравенство
d~ip(g I F)  > dt<p(g)+mm(V<p(g)J) .  (3.5)
f e F
С другой стороны, так как д л я  любых е > 0 и /  Е F  ф ункция уу[*] =  
{yf[r] =  х[т\ при т Е [£*,£], у / [г] =  ж[£] +  / ( т  — £) при т Е (£,Т]} принадлеж ит 
множеству П (у,Е, е), вновь используя (1.2), имеем
с Г у Д  | F )  < inf д~<р(д | у/[-]) =  dt<p{g) +  m in(V y>(p),/). (3.6)
/ g f  / g f
Неравенства (3.5) и (3.6) доказываю т первое из равенств (3.4). Второе ра­
венство проверяется аналогично.
Пусть
<р(д) =  m in max.ipij(g), д = (t,x[t*[-]t\) G G , (3.7)
iei jeJ
где : G R  -  ci-гладкие (непрерывные и ci-дифференцируемые) функци­
оналы (г Е / ,  j  Е J ); I  и J  -  конечные множества. Функционалы р : G R, 
представимые в виде (3.7), будем называть кусочно ci-гладкими.
Обозначим
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Следующее утверждение дает формулы д л я  вычисления нижних и верх­
них производных кусочно ci-гладких функционалов по многозначным на­
правлениям.
У т в е р ж д е н и е  3 .1 . Пусть р  : G R  -  кусочно ci-гладкий функционал
(3.7). Тогда для любого выпуклого компакта F  С W 1 справедливы равенства
d~<p(g | F) = m in min m ax Шфц(д)  +  ( V ^ - ^ ) , /)] , 
f e F  i e i o ( g )  j e J o ( g j )
d+<p(g | F) = m ax m in max [ д ^ ( д )  +  {Vipij(g), / ) ] ,  (3.9)
f e F  i e i 0 ( g ) j e J o ( g , t )
g = (t,x[t*[-]t]) € G, t < T ,  
где I 0(g) и Jo(g,i) —  из  (3.8).
Д о к а з а т е л ь с т в о . Пусть g =  (t, аф*[Ф]) € G, t < T,  s > 0, y[] € Sl(g,F,e).  
Поскольку функционалы непрерывны, а множества I  и J  конечны, най­
дется такое число > 0, что д л я  всех ö Е (0, <5о] 5 i С I  будут справедливы 
вклю чения
Io(t + S,y[t*[-]t + 8\) с  I 0(g), Jo(t + S,y[t*[-]t + S\,i) с  Jo(g,i).
У читы вая это и (3.7), (3.8), в силу ci-дифференцируемости функционалов
получаем
<р(9) = Фп(9), i е  h (g) , j  G Jo(g,i);
<p(t +  S, y[U[-]t +  5]) -  <p(g) =  m in max +  S, y[U[-]t +  <S]) -  ^ij{g)\ =
i e i o { g )  j £ J o { g , i )
= m in mapi [dtxfjij(g)S + ( \ /^ i j (g) ,y[ t  + S] -  x[t]) + oy[A(S;i,j)],  < 5e(0 ,50].
гещд) j€Jo(gj)
М ножества I  ж J  конечны, поэтому
> 0 при 5 ^ 0 .max max |owr.i(5; г, 7*)| 
liei0(g) jeJo(g,i)
Таким образом, заклю чаем, что д л я  любых g =  (£, аф* [•]£]) Е G, t <  Т, г >  0, 
у['] С £l(g,F,e)  и ô Е (0 ,Т  — t] имеет место равенство
<p(t +  S, у[и  [ф  +  6]) -  <р(д) =
= m in max [dtipij(g)ô + {V^ i j (g) ,y[ t  +  5] -  x[t])] +  oyr.i(<T). (3.10)
i eio(g) jeJo{gÂ)
Равенства (3.9) выводятся из (3.1)-(3.3) и (3.10) при помощи рассуждений, 
подобных приведенным выше при обосновании равенств (3.4). Д оказатель­
ство завершено.
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Обозначим через К *(Н )  и К%(Н)  соответственно совокупности таких пар 
{Q ,P*(-)} £ К *(Н )  и {Р, Р*(-)} Е К*(Н)  (см. п.2), у которых при любых q Е 
Q и р  Е Р  многозначные отображения д F*(g, q) С и д и  F*(g,p) С 
непрерывны на G в метрике Хаусдорфа. Данному требованию удовлетворя­
ют многозначные отображения (2.1), поэтому К *(Н )  ^  0, К%(Н) ^  0. 
Основной результат этого раздела составляет следующая
Теорема 3.1. Д л я  полунепрерывного снизу [сверху] функционала р  : G R 
и любой пары {Q ,P*(-)} £ К*{Н)  [соответственно пары {Р, Р*(-)} £ -КДР")] 
условие
supd~<p(g | F*(g,q))  < 0 ,  д = (t,x[t*[-]t]) <Е G, t < Т  (3.11)
qeQ
эквивалентно условию (2.4) [соответственно условие
inf d+<f(g | F*(g,p))  > 0, # =  (i, [•]*]) € G, t < T  (3.12)
peP
эквивалентно условию (2.5)].
Д оказательство. Д окаж ем  импликацию (2.4) (3.11). Пусть t° < Т, д° =
(£°, x°[t*[-]t0]) е  G, q е  Q. Так как выполняется условие (2.4), то, соглас­
но лемме 2.1, существует такая  ф ункция х*[-] Е X *(g°,g  | Р*(-)), что при
всех t Е [£°,Т] будет справедливо неравенство (2.6). Возьмем е > 0. Мно­
гозначное отображение д F*(g,q)  непрерывно, ф ункция х*[-] липшице- 
ва на [t°,T]. Поэтому найдется такое число Е (0 ,Т  — £°], что д л я  всех 
t Е [£°,£° +  Sq] будет вы полняться включение F*(t,x*[t*[-]t],q) С [P*(g°,g)]e. 
Пусть уе[*] Е Q,(t°+ So,x*[t*[-]t°+ So],F*(g0,q),e).  Тогда, согласно (3.2) и ука­
занному выбору функции х*[-] и числа $о, имеем
у£[-\ e n ( g 0,F*(g0,q),£),
<5_1[^(f° +  5,у£[Ь*[-]Р +  5]) -  р (50)] < 0, 5 £ (0,50],
откуда в соответствии с (3.1) выводим
п  n t  № . f  о A , d ~ ^ 9 ° I ^['1) <  д ~ ¥ ( д °  I Уе[-]) <  0 .
Число е было взято произвольно, следовательно, в согласии с (3.3) отсюда 
вы текает неравенство
d - p ( g ° \ F * ( g 0, q ) ) < 0 .
Поскольку q Е Q и д° =  (£°, ж°[£*[-]£0]) Е G, £° <С Т  были выбраны такж е 
произвольно, окончательно заклю чаем, что из (2.4) следует (3.11).
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Д окаж ем  импликацию (3.11)=Д2.4). Согласно лемме 2.2 д л я  этого доста­
точно показать, что из (3.11) следует (2.11). Рассуж дая от противного, пред­
положим, что условие (2.11) наруш ается, т.е. что существуют такие а  > 0, 
/л > 0, £° < Т, д° =  (£°, x°[t*[-]t0]) С G, t* Е (£°, Т] и q Е Q, д л я  которых имеет 
место неравенство
П V ^ T l Z T  , 4 4 ^ * ’ * [ * * № * ] )  >  + « •  ( З Л З )
Положим
ß ( T) = <p(90) + a ( T - t ° ) / ( t * - t %
(3.14)
го =  sup{r G I m m  w (r,® [i* [-]r])< ^ (r)} .
Т ак как ß(t°)  = р(д°),  то то > t°. Из (3.13), (3.14) вытекает, что то < t*. 
Функционал <р : G н-у К. полунепрерывен снизу, множество X*(g° ,q  \ F*(-))
— непустой компакт в С*. Поэтому sup в (3.14) достигается и существует
такая  ф ункция
x o [ - } e X ; ( g ° ,q \ F * ( - ) ) ,  (3.15)
д л я  которой справедливо неравенство
F(9o = (то,ж0[£*[-]то])) - ß(ro)- (3-16)
В силу условия (3.11) имеем
d~(p(g0 | F*(g0,q)) < 0 ,  до = (т0, ж0[^[-]т0]). (3.17)
У читывая непрерывность многозначного отображения д F*(g,q)  и опре­
деление (3.3) нижней производной по многозначному направлению, из нера­
венства (3.17) следует, что существуют такие
0 < £ < д /2 , у[] Е П(до, F*(gQ, g), е), 0 < 5 < Г  -  т0, (3.18)
д л я  которых имеют место соотношения
F*(go,q) с  [F*(i, у [£*[•]£], <?)f/2, t G [то, То+  5], (3.19)
(р(т0 + ö,y[t*[-]T0 + 6]) -  <р{до) < aS/(t* - t ° ) ,  (3.20)
где, как и в (3.16)—(3.18), до = (т0, ж0[**[-]т0]).
Пусть ж*[-] G Х*(т0 +  5 ,у [<*[•]то +  <5],у | F*(-)). Тогда, из (3.15), (3.18) и 
(3.19), учитывая, что то G [i°,t*), выводим
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а из (3.14), (3.16) и (3.20), учитывая, что x*[t*[-]ro+ö] =  у[£*[-]то+5], получаем
<р(то +  5 , x *[U[-]to +  д]) < ß(ro +  5). (3.22)
Поскольку S > 0, соотношения (3.21) и (3.22) противоречат определению
(3.14) числа то- Итак, заклю чаем, что из (3.11) следует (2.11), а стало быть, 
и (2.4).
Обоснование эквивалентности условий (2.5) и (3.12) проводится анало­
гичным образом с понятными изменениями. Теорема доказана.
Согласно теореме 3.1 дифференциальны е неравенства (3.11) и (3.12) мо­
гут быть положены в основу определения минимаксного решения уравнения
(1.3). Следующее утверждение является прямым следствием теоремы 3.1 и 
утверж дения 3.1.
У т в е р ж д е н и е  3 .2 . Кусочно  ci-гладкий функционал  (3.7) тогда и только  
тогда является минимаксным решением уравнения  (1.3), когда при неко­
торых  {С?,Р*(-)} С К *(Н )  и {Р, Р*(-)} G Щ ( Н )  он удовлетворяет паре не­
равенств
sup min min max [dt^i j (g)  +  (VVty(ff), /) ]  < 0,
qeQ f £ F*(9,q) ieio(g) j£Jo(g,*)
inf max min max [dt^i j (g)  +  (V'ipij(g), /)]  > 0
peP feF*(g,p) ieio{g) jeJo{g,i)
для всех g =  (t,x[t*[-]t]) G G, t < Т.  Здесь Io(g) и Jo(g,i) из  (3.8).
Отметим такж е, что если ф ункционал р  : G К. ci-дифференцируем в 
точке g =  (t,x[t*[-]t]) G G, t <  T, то, в  силу условия (3#), накладываемого 
на {Q ,P*(-)} G К*(Н ) ,  {Р, F*(-)} G K*(H)  (см. п.2), и равенств (3.4), будут 
справедливы равенства
su p d~<p(g I F*(g,q)) = dt<p(g) + H(g,V<p(g)) = inf d+<p(g \ F*(g,p)).  
qeQ P£p
Поэтому д л я  ci-дифференцируемого ф ункционала p  : G R  пара нера­
венств (3.11) и (3.12) эквивалентна уравнению (1.3). Таким образом, эти
неравенства являю тся естественным обобщением уравнения (1.3), а понятие
минимаксного решения (МР) этого уравнения согласуется с понятием реше­
ния в классическом смысле. Именно, МР удовлетворяет уравнению (1.3) в 
точках своей ci-дифференцируемости; ci-гладкий функционал, удовлетворя­
ющий уравнению (1.3), является МР.
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4. В я зк о с т н о е  р е ш е н и е
Д л я  уравнений Гамильтона-Якоби известно [11] понятие вязкостного 
решения, основанное на замене уравнения парой неравенств относитель­
но су б- и суперградиентов, являю щ ихся естественным обобщением класси­
ческих производных функций конечномерного аргумента. Следуя методам 
негладкого анализа [13, 14], можно ввести понятия инвариантных (1) суб- 
(супер-)дифференциалов и ьсуб- (ьсупер-)градиентов, обобщающие понятия 
ьдиф ф еренциала и сьпроизводных (см. определение 1.1), и дать соответству­
ющее определение вязкостного решения уравнения (1.3).
Пусть (^  : б  4  К  -  некоторый функционал, д =  (£,#[£*[•]£]) Е (7, £ < Т, 
(Ро>р) (до,#) Е К  х Обозначим
А(р(д,80,8,6,у[-]) =  <р(г + <5,у[г*№ + <*]) -  <р{д) -  «о3 -  («,у[*+ <5] -  х[ф ;
в~<р{д) = {(ро,р ) е К х Г  : д~р(д,Ро,р) > 0}, ^
£>+(р(д) =  {(90,9) е  К  х Г  : г]+ <р{д,д0,9) <  0}.
М ножества 0~<р(д) С М"+1 и И + <р(д) С Мп+1 назовем соответственно ь  
субдифференциалом и ьсупердифференциалом ф ункционала (р в точке д , 
а их элементы -  ьсубградиентами и ьсуперградиентами. Можно проверить, 
что И~(р(д) и Д + (/?(д) замкнуты и выпуклы. При этом (ро,р) С 0 ~ р { д )  [соот­
ветственно (до, я) С Г>+ (Дд)] тогда и только тогда, когда д л я  любой функции 
у[-] Е 1лр(д) имеет место неравенство
р(г + 5,у[ъ[-]г + б]) -  <р{д) > р0б +  {р,у[г + б\ -  хЩ) +  б е  [о,г -  €\
ф  + б,у[и[-]Ь + б}) -<р(д) < доб +  (д, у[Ь +  б] -  х[€\) + о ^ ф ) ,  б <Е [0, Т  ~ { \
соответственно]. Здесь, как и в (1.2), величина оу[.](<5) зависит от выбора 
У[] е  Ы р(з), оу[.](<5)/<5 ->• 0 при б ->• +0.
Заметим, что множества 0~<р(д) и 0 +р{д) могут быть пусты. Например, 
рассмотрим ф ункционал
V <р(д,Ро,р)= Д Ц  И1Д п£ А<р(д,р0,р,б,у[-])б ф
д+<р(д,до ,9 ) =  эир Н твир  А(р(д,д0,д,б,у[-])б ф
у [ - ] е и р ( д )  <Ц0
(4.1)
где
[неравенство
(4.3)
г е  Цо,т\ ( и  < Ц < Т), ж[£*[•]£] € (7([£*,£],М) (п =  1).
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Пусть £° G [to,T], д° =  ( t°, x[t*[-]t°] =  0). Вы числяя д л я  ф ункционала (4.3) 
величины (4.1) в точке д°, получаем
о  ___  ^ /  -Ро  при |р| < 1 т+Мп0 ^    еп Ф(д , ро , р )  = | _ оо при |р| > ! > V Ф(9 ,qo,q) = +°о, ро,р,до,д
откуда, согласно определениям (4.2), вытекает, что
= {(ро,р ) e  M X Е  : Ро < 0, \р\ < 1}, D +^(g°)  = 0.
Пусть функционал р  ci-дифференцируем в точке д =  (t,x[t*[-]t]) G G, 
t < Т.  Тогда из (4.1), используя (1.2), выводим
= ( аМя) “501 есл"' = (»0 ,») e R х R".1 у [ Тоо, если 5 ф Vp(g) ,  v у
Таким образом, согласно (4.2), д л я  ci-дифференцируемого ф ункционала р : 
G К. имеем
D ~ p ( g )  =  { ( ро , р )  е К х Г  : р0 < dt (p{g) ,p =  V<p(p)}, ^  ^
= {(«о,«) e I х Г : g0 > dt <p(g),q = V<p(g)}.
О п р е д е л ен и е  4 .1 . Вязкостным решением  (ВР ) уравнения  (1.3) назовем 
непрерывный функционал р : G R , удовлетворяющий паре неравенств
Ро + Н ( д ,р ) < 0 ,  д = (t,x[t*[-]t}) € G, t < Т ,  (р0,р) <Е D~<p(g), (4.5)
<?0 +  # ( # , д) > 0, д = (t,x[t*[-]t\) <Е G, t < T, (q0,q) <E D +(p(g). (4.6)
Из (4.4)-(4.6) следует, что если BP ci-дифференцируемо в точке д G G, то 
в этой точке оно удовлетворяет уравнению (1.3); напротив, если некоторый 
ci-гладкий функционал удовлетворяет уравнению (1.3), то он является ВР. 
Итак, данное понятие ВР уравнения (1.3) согласуется с понятием решения 
в классическом смысле.
Следующее утверждение устанавливает связь минимаксного (см. опре­
деление 2.1) и вязкостного (см. определение 4.1) решений уравнения (1.3).
У т в е р ж д е н и е  4 .1 . Пусть для гамильтониана Н  выполняются условия  
(1 н ) ~ ( ^ н )  из п.1. Тогда минимаксное решение уравнения  (1.3) является  
вязкостным решением этого уравнения.
Д о к а з а т е л ь с т в о . Пусть р  : G К. — минимаксное решение уравнения 
(1-3), g = (t,x[t*[-]t]) € G, t < T, F*(-) -  многозначное отображение из (2.1). 
Возьмем (  > 0, q G К п. Согласно теореме 3.1 справедливо неравенство
d -< p (g \F * ( g ,q ) ) < 0 .  (4.7)
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Из (3.1)—(3.3) и (4.7) вытекает, что существуют последовательность Si ^  0 
(г =  1 ,2 , . . . )  и ф ункция у[-\ <Е £l(g,F*(g,q),s) ,  где 0 < £ < (,  д л я  которых 
имеет место неравенство
lim 6p[<p(t + Si,y[t*[-]t +  Ф]) -  <p(g)\ < С- (4.8)
Z—^ОО
Рассмотрим последовательность
f i  =  (y[t +  <4 -  x[t])5rl = 57l (dy[r]/dr)dr  (г =  1 ,2 , . . . ) .
В силу (3.2), dy[r]/dr  G [F*(g,q)]£ С [F*(g,q)]^ при почти всех т G [t,T]. 
М ножество F*(g,q) -  непустой выпуклый компакт в R n . Поэтому, согласно 
теореме о среднем значении вектор-функции, f i  G [F*(g, q)]^ (г =  1 ,2 , . . . ) .  Без 
ограничения общности рассуждений можно принять, что f i  —> /* G [F*(g, q)]^ 
при i —> оо. Пусть (poip) G D~(p(g). Тогда по определению i-субградиента 
[см. (4.1),(4.2)], учиты вая введенные выше обозначения, получаем
+  <Ч) — ¥>(#)] >  ^0 +  (Р? /г) +  °?/[-]№)^ 1> г =  1 , 2 , . . .  .
Переходя здесь к пределу при г —> оо и учиты вая (4.8), выводим
( > Р о  + (р, /*) > Ро +  min (р, / )  =  ро +  min (р, / )  -  ||р||С-
/е [^ * Ы )]С feF*(g,q)
Вектор g G R n был взят произвольно, поэтому отсюда следует, что
P o + s u p  min ( p j )  = Р 0 +  H(g,p)  < ((1  +  ||р||). (4.9)
q e R x feF*(g,q)
Так как число £ > 0 можно взять сколь угодно малым, из (4.9) вы текает 
справедливость требуемого неравенства (4.5).
Подобным образом проверяется выполнение д л я  М Р уравнения (1.3) 
условия (4.6). У тверждение доказано.
Отметим, что из теоремы 2.1 и утверж дения 4.1 следует существование 
(при рассматриваемых условиях) ВР задачи Коши (1.3), (1.4).
В [9] доказана эквивалентность понятий минимаксного и вязкостного ре­
шений д л я  уравнений Гамильтона-Якоби с частными производными. Д ока­
зать или опровергнуть аналогичное утверждение (т.е. что и ВР является 
МР) д л я  уравнений с ci-производными типа (1.3) автору пока не удалось.
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5. П р и м е р
Пусть п  =  2, х  =  (ад, # 2) € К 2, £* =  —/1, Н > 0, £о — О, Т  > 0. Обозначим 
^2  =  =  (£, ж[—/ф]£]) : £ Е [0, Т], х[—/ф]£] Е С ([—/г,, £], К 2)}. Рассмотрим
задачу Коши д л я  уравнения с сьпроизводными
д М д )  + Ш д ) ,  А(Ь)хЩ +  А нф)х[Ь -  К\) + \\72<р(д)\ = 0, 
д = (Ь,х[-к[-Щ) е  С 2, 1 < Т
при условии на правом конце
<р(Т,х[-11[-]Т\) = \х2[Ь] -  Х1[Ь2]\, ®[-] € С([—к, Т], Е 2). (5.2)
Здесь А(£), АД£) — непрерывные 2 х  2-матрицы-функции; дг(р{д) Е К. и 
^ ^ ( з )  =  ( ^ 1<^(з), ^ 2 (р(д)) £ К 2 — сьпроизводная по £ и сьградиент соответ­
ственно ф ункционала (/) : (?2 И  1  в точке 3 ; 0 < £1 < £2 =  Т.
Пусть .Р(£, т) -  непрерывная 2 х  2-матрица-функция, удовлетворяющ ая 
следующим соотношениям: .Р(£, т) =  0 при т > £, £) =  Е  -  единичная
матрица, с1Е(£>,т)/с1т =  —Е(£,т)А(т) — Е(£, т + 71)А?1(т + Н) при т < £, где £ Е 
[0, Т]. Она существует и единственна. Д л я  2 х  2-матрицы М  будем обозначать 
через \М]г ее г-ю строку (г =  1, 2), которую будем трактовать как вектор- 
строку. Пусть д =  (£,#[—/&[•]£]) £ Обозначим
/% )  =
г /»£+/1 
[^(*1,*)жМ+ /  ^(гь т Д л(т)ж[т -  /1]йт]2-
/>£+/г
- [Р (* 2,*)жМ +  I Р ( г 2, т ) А н (т)х[т -  1%\<1т]1,
/>£+/г
Ж2^ ]  -  [Р(г2,Ь)хЩ +  J  Р(г2,т)Ан(т)х[т -  Ь]<1т]1,
!/(*) =
(5.3)
(5.4)1/22(*1,*) -  / 12(^2, *)|, если * < *1,
1/ 12^ 2, *)|, если *1 <
где / 22(*) и / 12(*) — соответствующие элементы матрицы Р  (•);
Фи(д) =/3(д) + £ Кт)<2т, Фи(д) = ~(3(д) + ^  Кт)^т. (5.5) 
Тогда функционал
рЫ = тштах^ у(5) = |/?Ы1 + / (5.6)г=1 ^=1,2
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будет минимаксным решением (МР) задачи (5.1), (5.2). Проверим это. Из
(5.3)-(5.6) следует, что функционал (5.6) удовлетворяет условию (5.2). По­
каж ем, что он является М Р уравнения (5.1). Функционалы (3 и фц,  ф\2 
являю тся сьгладкими, при этом
d tß (g ) =
i[F(t2,t)] 1 -  [F{t i , t )\2){A{t)x[t] + A h(t)x[t -  h]) при t < h ,
при t \  < t;
Vß(g)  = ( V 1ß ( g ) , V 2ß(g)) =
[F(ti , t)]2 -  [F(t2,t)]i  при t < t i ,
№ , * ) ]  1 при t\  < t ;
(5.7)
(5.8)
dti ’n (g )  = dtß(g) -  v(t), dtipi2(g) =  - dtß (g ) -  u(t), 
V ip u (g )  =  V / % ) ,  V ^ i2  (g) =  - V / % ) -
(5.9)
Поэтому функционал (5.6) является кусочно сьгладким  [см. (3.7) при I  =  
{1}, 7  =  {1,2}]. Воспользуемся критерием из утверж дения 3.2. В рассматри­
ваемом случае удобно взять
Р  =  { 0 }  С R , Q = { q e R : \ q \ <  1},
F*( t , x[-h[-]t], q) = { /  =  A(t)x[t] + A h(t)x[t -  h] +
F*(t,x[-h[-]t],p)  =  { /  =  A(t)x[t] + A h(t)x[t -  h] +
0
q
о
V
}, (5.Ю)
I kl ^  !}•
То, что данные пары {Q,F*(-)}  и {P, P*(-)} удовлетворяют всем нужным 
требованиям, проверяется непосредственно.
Пусть д =  [t ,x[-h[]t])  е  G2 и  /% )  > 0. Тогда [см. (3.8) д л я  (5.6)] 10(д) =  
{1}, Jo(gp)  =  {1}, при этом, учиты вая (5.7)-(5.10), имеем
sup min [dt ipu(g)+ (Vipn(g) ,  f )] = inf m ax [dt ipn(g)+  ( V ^ n ( j ) ,  /) ]  =
q e Q f £ F *  (a,g) p £ p  f e F .  (g,p)
= dtipn (g) +  (VV’n (p ), A(i)a;[f] +  Aft(f)a;[i -  /г]) +  |V 2^ n (3 ) | =  0.
Аналогично, если ß(g)  < 0, то Io(g) =  {1}, Jo(gß)  — {2} и справедливы 
равенства
sup m in [dtß i 2{g) + { V ß i 2{g)J)]  = inf m ax \dtß i 2{g) + {Vtp12{g), / ) ]  =  0.
q e Q f eF*( g , q) p d P  feF, (g, p)
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Если же /3(д) =  0, то /о(з) =  {1}, Уо(з,г) =  {1,2} и, согласно (5.7)—(5.10), 
имеем
sup min т а х ^ ^ Ы  +  (Чфц(д) ,  /) ]  =  
qeQf£F*(9,Q)J=1’2
= И  , max[dtipij(g) + (Уфц(д) ,  /) ]  =
реР feF*(g,p) 3=1,2
=  т а х [<9^ 17(3 ) +  (V ÿi j (g ) ,  A(t)x[t\  +  A h{t)x[t -  h]) +  \V2ÿij(g)\]  =  °- 
3=1,2
Итак, в силу утверж дения 3.2, ф ункционал (5.6) действительно явл я ­
ется М Р уравнения (5.1). Он удовлетворяет условию (5.2), стало быть, 
является М Р задачи Коши (5.1), (5.2). Отметим, что функционал (5.6) ci- 
дифференцируем в точках з  =  ( t ,x [—h[-]t]) Е G2: (3(д) ^  0. В этих точках 
он удовлетворяет уравнению (5.1). В тех точках, в которых /3(д) =  0, он не 
является ci-дифференцируемым. Д л я  задачи (5.1), (5.2) выполняю тся все 
условия теоремы 2.1, поэтому ф ункционал (5.6) — единственное М Р этой 
задачи. Поскольку понятие М Р согласуется с понятием решения в классиче­
ском смысле, отсюда вытекает, что не существует ci-гладкого ф ункционала, 
удовлетворяющего соотношениям (5.1), (5.2).
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