Abstract-Benefiting from technological advances in the smart grid era, next-generation multi-input multi-output (MIMO) communication systems are expected to be powered by renewable energy sources (RES) integrated in the distribution grid, thus realizing the vision of "green communications." However, penetration of renewables introduces variabilities in the traditional power system, making RES benefits achievable only after appropriately mitigating their inherently high variability, which challenges existing resource allocation strategies. Aligned with this goal, an infinite time-horizon resource allocation problem is formulated to maximize the time-average MIMO downlink throughput, subject to a time-average energy cost budget. By using the advanced time decoupling technique, a novel stochastic subgradient-based online control approach is developed for the resultant smart-grid powered communication system. It is established analytically that even without a priori knowledge of the independently and identically distributed (i.i.d.) processes involved such as channel coefficients, renewables, and electricity prices, the proposed online control algorithm is still able to yield a feasible and asymptotically optimal solution. Numerical results further demonstrate that the proposed algorithm also works well in non-i.i.d. scenarios, where the underlying randomness is highly correlated over time.
usually analyzed as a Gaussian broadcast channel in information-theoretic approaches. Shannon's capacity for both single-input-single-output (SISO) and multi-input multi-output (MIMO) broadcast channels has been well addressed [1] [2] [3] , when the transmitters (i.e., BSs) are powered by persistent energy sources of the conventional electricity grid. However, the current grid infrastructure is on the verge of a major paradigm shift, migrating from the aging grid to a "smart" one. The smart grid is envisioned with new features and capabilities, including e.g., high-penetration of renewable energy sources (RES), two-way energy trading, and demand-side management (DSM) [4] [5] [6] .
While integration of smart-grid technologies into resource allocation clearly holds the key to fully exploiting the potential of future downlink communications [12] , only a few works explore this direction. Assuming that transmitters are powered by harvesting RES, [7] [8] [9] [10] investigated optimal resource allocation strategies to maximize the total throughput of broadcast channels. Without considering energy storage units in a simplified smart-grid model, recent works pursued energyefficient resource allocation for coordinated downlink transmissions in cellular networks [11] [12] [13] . Building on practical smart-grid models, our recent works in [14] and [15] developed energy management and transmit-beamforming designs to minimize the energy transaction cost subject to user qualityof-service (QoS) guarantees of coordinated cellular downlinks. However, none of these works addressed the impact of smart-grid capabilities on the fundamentally achievable rate limits for the broadcast (downlink) channels in cellular networks.
Since MIMO techniques are well-documented boosters of spectrum efficiency, we are particularly interested in optimal resource allocation for smart-grid powered MIMO downlink transmissions to approach the fundamental rate limits in future cellular networks. In this context, assuming that the random RES generation lies in a deterministic uncertainty region, offline robust rate-maximizing resource management over a finite time horizon was pursued in [16] . However, the approach in [16] is applicable only if energy prices could be predicted perfectly, and the scheduling time horizon is fairly short. Its computational complexity will become prohibitively high as the scheduling horizon increases. The present paper introduces a stochastic online resource allocation approach, which dynamically makes instantaneous decisions without apriori knowledge of any statistics of the underlying random channel, renewables, and electricity price processes. The main contributions of this paper can be summarized as follows.
c1) Targeting a 'sweet spot' of spectrum and cost efficiency, a stochastic online resource allocation task is formulated for a smart-grid powered MIMO downlink as an infinite horizon optimization problem, which maximizes the time-average (weighted) throughput, subject to a timeaverage energy cost budget. c2) Adopting the so-termed "virtual queue" relaxation techniques in [15] , [17] , and [18] , the optimization variables across the infinite time horizon are decoupled, and the problem is reformulated as a state-independent stochastic program. Then leveraging the dual relaxation and stochastic approximation methods, a novel online stochastic control algorithm is developed. c3) Different from [15] , [17] , and [18] , where only one virtual queue, or, multiple independent queues are accounted for, the considered energy cost budget and battery energy level (two virtual queues) are here correlated, a fact that challenges the design of certain algorithmic parameters and initialization to guarantee system feasibility. By addressing these challenges, the performance analysis in [15] , [17] , and [18] is generalized to include conditions that ensure feasibility of the proposed algorithm (Lemmas 3-5 and Remark 1), and asymptotic optimality under the i.i.d. assumption for the random processes involved. c4) Though the analytical claim relies on the i.i.d. assumption for the underlying random processes, extensive numerical tests are performed using both i.i.d. and non i.i.d. data to demonstrate that the proposed algorithm also works well when the underlying random process is highly correlated over time. The rest of the paper is organized as follows. The system models are described in Section II. The proposed dynamic resource allocation scheme is developed and analyzed in Section III. Numerical results are provided in Section IV, followed by concluding remarks in Section V.
Notation: Boldface lower (upper) case letters represent vectors (matrices); C M×N is the M × N dimensional complex space; (·) † denotes conjugate transpose; tr( A) the trace operator for matrix A; A 0 means that a square matrix A is positive semi-definite; and E denotes the expectation.
II. SYSTEM MODELS
Consider a MIMO downlink where a BS with N t antennas communicates to K mobile users, each having N r antennas; see Fig. 1 . Powered by a smart microgrid, the BS is equipped with one or more energy harvesting devices (solar panels and/or wind turbines), and can perform two-way energy trading with the main grid upon energy surplus or deficit in the microgrid. In addition, with a goal of mitigating the high variability of RES, an energy storage device (i.e., battery) is considered in the BS, so the BS does not have to consume or sell all the harvested energy on the spot, but can save it for later use. A controller at the BS coordinates the energy trading as well as the allocation of communication resources. This central entity can collect both the channel state information (CSI) through the feedback links from the users, as well as the energy information (energy buying/selling prices) via the smart meter installed at the BS.
A. MIMO Downlink Channels
The downlink from the BS to the users constitutes a broadcast channel (BC). Assume slot-based transmissions from the BS to the users, and a quasi-static model for the wireless channels, where the channel coefficients remain invariant per slot but are allowed to vary across slots. This assumption is reasonable when the length of the slot is selected to be smaller than the coherence time of the wireless channels. Suppose also a slowly time-varying setup so that the slot length is sufficiently large to accommodate the Shannon capacityachieving encoding schemes. For convenience, the slot duration is normalized to unity; thus, the terms "energy" and "power" will be used interchangeably throughout the paper.
Notice that our algorithm could also be extended to a two time scale scheduling approach, where the battery can be operated in the slow scale, while the remaining decision variables in the fast time scale [19] .
Consider a (possibly infinite) scheduling horizon consisting of T slots, indexed by the set T := {0, . . . , T − 1}. Per slot t, let H k,t ∈ C N r ×N t denote the channel coefficient matrix from the BS to user k = 1, . . . , K , and H t := {H 1,t , . . . , H K ,t }. For simplicity, we assume that H t evolves according to an independent and identically distributed (i.i.d.) random process. Note that the proposed algorithm in the sequel can be applied without any modification to non-i.i.d. scenarios as well. Yet, performance guarantees in the non-i.i.d. case must be obtained by applying the more sophisticated delayed Lyapunov drift techniques in [20] .
Let x(t) ∈ C N t ×1 denote the transmitted vector signal, which is the sum of the signal independently transmitted to individual users:
The received complexbaseband signal at user k is then
where z k (t) is additive complex-Gaussian noise with zero mean and covariance matrix I (the identity matrix of size N r ). The capacity of the MIMO BC can be achieved by dirty paper coding (DPC) [21] . With DPC, users are sequentially encoded such that each user sees no interference from previously encoded users. For the DPC codeword x k (t), the transmit covariance matrix of user k is k,
With P x,t denoting the transmit-power budget at the BS per slot t, it holds that K k=1 tr( k,t ) ≤ P x,t . The BC capacity region per slot t is then given by
where Co(·) denotes the convex hull, the union is over all permutations π of {1, 2, . . . , K }, and
Here r k denotes the achievable transmission rate for user k = 1, . . . , K , and | · | signifies the determinant operator.
B. Smart Grid Operations
The BS can harvest RES and store the energy in the battery for future use. Let E t denote the (random) energy harvested at the beginning of slot t at the BS, with E t ≤ E max , ∀t.
Let C 0 denote the initial energy, and C t the state of charge (SoC) in the battery at the beginning of slot t. The battery is assumed to have a finite capacity C max . Furthermore, for reliability purposes, it may be required to ensure that a minimum energy level C min is maintained at all times 1 ; hence, we have C min ≤ C t ≤ C max , ∀t ∈ T . Let P b,t denote the power delivered to or drawn from the battery at slot t, which amounts to either charging (P b,t > 0) or discharging (P b,t < 0). Hence, the stored energy obeys the dynamic equation
The amount of power (dis-)charged is also bounded by
where P min b < 0, and P max b > 0. Per slot t, the total energy consumption P g,t at the BS includes the transmission-related power P x,t , and the rest that is due to other components such as air conditioning, data processor, and circuits, which can be collectively modeled as a constant power, P c > 0 [13] ; namely,
where ξ > 0 denotes the power amplifier efficiency. Without loss of generality, we normalize the constant to ξ = 1; and further assume that P g,t is bounded by P max g . When the renewable harvested energy is insufficient, the main grid can supply the needed P g,t to the BS. With a two-way energy trading facility, the BS can also sell its surplus energy to the grid at a fair price in order to reduce operational costs. Given the required energy P g,t , the harvested energy E t , and the battery charging energy P b,t , the shortage energy that needs to be purchased from the grid for the BS is [P g,t − E t + P b,t ] + ; or, the surplus energy (when the harvested energy is abundant) that can be sold to the grid is [P g,t − E t + P b,t ] − , where [a] + := max{a, 0}, and [a] − := max{−a, 0}. Both the shortage and surplus energies are non-negative, and we have at most one of them be positive at any time t.
Suppose that the energy can be purchased from the grid at price α t , while the energy is sold to the grid at price β t per slot t. Assume that the prices are bounded; i.e., α t ∈ [α min , α max ], β t ∈ [β min , β max ], ∀t. Note that we shall always set α t > β t , ∀t, to avoid meaningless buy-and-sell activities of the BS for profit. Per slot t, the transaction cost for the BS is given by
Again for simplicity, we assume that the random variables (E t , α t , β t ) are generated according to an i.i.d. random process, while generalization to non-i.i.d. scenarios can be addressed using the techniques in [20] .
III. DYNAMIC RESOURCE ALLOCATION ALGORITHM
Based on the models of Section II, we formulate and optimize in this section, the allocation of resources for the smart-grid powered broadcasting operation. Let w k denote the priority weight for user k = 1, . . . , K , t := { 1,t , . . . , K ,t }, and G max the maximum the allowable power cost at the BS. Over the scheduling horizon T , the central controller at the BS determines the optimal transmit covariance matrices { t , ∀t}, transmit-power {P x,t , ∀t}, and battery charging energy {P b,t , ∀t}, in order to maximize the average (weighted) total throughput
For notational brevity, we introduce the auxiliary variables P t := P g,t + P b,t , and formulate the problem as
A. Reformulation and Relaxation
With ψ t := (α t − β t )/2 and φ t := (α t + β t )/2, it follows readily from (5) that
Since α t > β t > 0, we have φ t > ψ t > 0 which clearly implies that G(P t ) is a convex function of P t . Now let us convexify the rate functions r B k ( t ). By the information-theoretic uplink-downlink duality [22] , [23] , the BC capacity region C BC (P x,t ; H t ) can be alternatively characterized by the capacity regions of a set of "dual" multi-access channels (MACs). In the dual MAC, the received signal is
where x k (t) is the signal transmitted by user k, and z(t) is additive complex-Gaussian with zero mean and covariance matrix I (the identity matrix of size N t ). Let
0 denote the transmit covariance matrix of user k, and let p := [P 1 , . . . , P K ] collect the transmitpower budgets of all users. For a given p, the MAC capacity region is
The uplink-downlink duality dictates that the BC capacity region (2) equals the union of these MAC capacity regions corresponding to all power vectors p satisfying
Using the definition 
where π is the permutation of user indices {1, . . . ,
is a strictly concave and increasing function of P x,t .
Using R t (P x,t ) and expressing the variables {P b,t } in terms of {P t , P x,t }, the optimal broadcasting problem can be converted into the optimal sum-power allocation for an equivalent "point-to-point" link, as follows
The convexity of constraint (9b) has been clarified, and constraints (9c)-(9f) are linear. As R t (P x,t ) is a concave function of P x,t per Lemma 1, problem (9) is a convex program. Note that here we implement a nested optimization procedure. Namely, we first solve (9) to find the optimal {C * t , P * t , P * x,t , P * b,t }. Given P * x,t per slot, we then solve the convex optimization (8) to obtain the optimal "virtual" uplink covariance matrices Q k (P * x,t ), ∀k, and subsequently, the desired downlink covariance matrices * k,t from Q k (P * x,t ) via uplink-downlink duality. Let R * denote the value of the objective in (6) under an optimal control policy.
Although (9) becomes convex after judicious reformulation, it is still difficult to solve since we aim to maximize the average total throughput over an infinite time horizon. In particular, the battery energy level relations in (6f) couple the optimization variables over the infinite time horizon, which renders the problem intractable for traditional solvers such as dynamic programming.
By recognizing that (6f) can be viewed as an energy queue recursion, we next apply the time decoupling technique to turn (9) into a tractable form [17] , [18] . For the queue of C t , the arrival and departure are P t and P x,t + P c , respectively, per slot t. Over the infinite time horizon, the time-averaging rates of arrival and departure are given by lim T →∞
t =0 P x,t , respectively. Define the following expected values:
where the expectations are taken over all sources of randomness. These expectations exist due to the stationarity of {H t , E t , α t , β t }.
Now simply remove the variables {C t } and consider the following problem
It can be shown that (10) is a relaxed version of (9). Specifically, any feasible solution of (9) also satisfies the constraints in (10) . To see this, consider any policy that satisfies (9e) and (9f). Then summing equations in (9e) over all t ∈ T yields:
. Since both C T and C 0 are bounded due to (9f), dividing both sides by T and taking limits as T → ∞, yields E[
It is then clear that any feasible policy for (9) is also feasible for (10) . As a result, the optimal value of (10) is not less than that of (9) ; that is,R * ≥ R * .
Note that the time coupling constraint (9e) has been relaxed in problem (10) , which then becomes easier to solve. It can be shown that the optimal solution to (10) can be achieved by a stationary control policy that chooses control actions {P t , P x,t } every slot purely as a function (possibly randomized) of the current {H t , E t , α t , β t } [20] . We next develop a stochastic dual subgradient solver for (10) , which under proper initialization can provide an asymptotically optimal solution to the original resource allocation problem (6).
B. Dual Subgradient Approach
Let F t denote the set of {P t , P x,t } satisfying constraints (9c)-(9d) per t, and λ := {λ 1 , λ 2 } collect the Lagrange multipliers associated with the two average constraints. With the convenient notation X t := {P t , P x,t } and X := {X t , ∀t}, the partial Lagrangian function of (10) is
while the Lagrange dual function is given by
and the dual problem of (10) is:
For the dual problem, we can resort to a standard subgradient method to obtain the optimal λ * . This amounts to running the iterations
where j is the iteration index, and μ > 0 is an appropriate stepsize. The subgradient g(
where P t ( j ) and P x,t ( j ) are given by
By the concavity of R t (P x,t ), convexity of G(P t ), and the nonnegativity of λ 1 ( j ), the objective function here is concave. Since F t is a convex set, the maximization problem in (15) is a convex program. By Lemma 1, the problem can be transformed into (16) , as shown at the bottom of this page, which can be efficiently solved by the Matlab CVX solver in polynomial time.
, ∀k} denoting the optimal solution of (16), one can subsequently determine P t ( j ) = P t (λ( j )), and
When a constant stepsize μ is adopted, the subgradient iterations (13) are guaranteed to converge to a neighborhood of the optimal λ * for the dual problem from any initial point λ(0). The size of the neighborhood is proportional to the stepsize μ. In fact, if we adopt a sequence of nonsummable diminishing stepsizes satisfying lim j →∞ μ( j ) = 0 and ∞ j =0 μ( j ) = ∞, then the iterations (13) converge to the exact λ * as j → ∞ [24] . Since (10) is convex, the duality max
gap is zero, and convergence to λ * will also yield the optimal solution {P * t , P * x,t , ∀t} to the primal problem (10).
C. Online Control Algorithm
A challenge associated with the subgradient iterations (13)
, and E[G(P t ( j ))] per iterate. This amounts to performing (high-dimensional) integration over unknown joint distribution functions; or approximately, computing the corresponding time-averages over an infinite time horizon. Clearly, such a requirement is impractical. To bypass this impasse, we will rely on a stochastic subgradient approach. Specifically, dropping E from (13), we propose the following iteration (17) to the optimal λ * can be established in different senses; see [20] and [25] [26] [27] .
Based on the stochastic iterations (17), we will develop next a stochastic subgradient based online control (SGOC) algorithm for the original problem (6 
• Real-Time Broadcast Schedule: Given the transmit-power P x,t (λ t ) at the BS, solve the convex problem (8) to obtain the optimal "dual" MAC transmit-covariance matrices { Q k (P x,t (λ t )), ∀k}. With π being the permutation of user
)H π(u) .
Using A k and B k , find the optimal transmit covariance matrices:
where the matrices F k and G k could be obtained by singular value decomposition (SVD) of the effective
k with a square and diagonal matrix S [23] . 2 via (17).
D. Performance Guarantees
Next, we will rigorously establish that the proposed algorithm asymptotically yields a feasible and optimal solution of (6) under proper initialization. To this end, we first establish the asymptotic optimality of the proposed SGOC algorithm in the following sense. 
where the constant is given by
and R * is the optimal value of (9), or, equivalently, (6) , under any feasible control algorithm, even if that relies on knowing future random realizations. Proof: See Appendix A. Lemma 2 asserts that the proposed SGOC algorithm converges to a region with optimality gap smaller than μM, which vanishes as the stepsize μ → 0. The proof mimics the lines of the Lyapunov optimization technique in e.g., [20] . Yet, slightly different from [20] , here the Lagrange dual theory is utilized to simplify the arguments.
We have shown that the SGOC iteration can achieve a nearoptimal objective value for (9) . However, since the proposed algorithm is based on a solver for the relaxed (10), it is not guaranteed that the resultant dynamic control policy is a feasible one for (9) . In the sequel, we will establish that the SGOC in fact can yield a feasible policy for (9) , when it is properly initialized.
Since R t (P x,t ) is strictly concave and increasing per Lemma 1, it has left and right derivatives at any P x,t , and the left derivative is no less than the right one. Let R t (P x,t ) be the left (or right) derivative of R t (P x,t ). Clearly, R t (P x,t ) ≥ 0 is strictly decreasing in P x,t . Let R (0) := max{R t (0), ∀t}, and assume R (0) < ∞ (this holds when H k,t , ∀k, t, have bounded maximum eigenvalues). We can show that:
we need A k whose calculation requires knowledge of previously obtained
u=1 . In such a sequential way, all k,t can be determined. 
Note that α max (P c + P max b ) ≤ G max is in fact a mild condition, which implies that the BS has a (minimum) power budget to support its normal operation and full battery charge at any time. Use short-hand notation δ λ 1 := max{0, α max (P max
Leveraging the bounds in Lemma 4 and the structure in Lemma 3, we can subsequently establish that:
Lemma 5: If the stepsize satisfies μ ≥ μ, where
then the SGOC guarantees the Lagrange multiplier λ
Consider now the linear mapping
It can be readily inferred from Lemma 5 that C min ≤ C t ≤ C max holds, ∀t; i.e, (9f) is always satisfied under the SGOC. With the battery (dis-)charging dynamics (9e) naturally performed, it follows that the proposed SGOC scheme yields a feasible dynamic control policy for the problem (9). Remark 1: The Lagrange multiplierλ t 2 in (20) can be regarded as a scaled version of the "perturbed" energy queuesize C t ; that is,λ t 2 equals C t after subtracting a constant (α max /μβ min )R (0) + α max δ λ 1 + C min − P min b , and then multiplying by a scalar μ. Hence,λ t 2 can be treated as a "virtual" queue, and likewise forλ t 1 . Different from [15] and [17] , where such "virtual queues" evolve independently, the evolution ofλ t 2 in (17) clearly depends on the value ofλ t 1 , and vice-versa; e.g., {P t (λ t ), P x,t (λ t )} are actually functions ofλ t := {λ t 1 ,λ t 2 }, and P b,t (λ t ) is characterized by the joint relationship amongλ t 1 ,λ t 2 , α t , β t . This is markedly different from a simple threshold-based (dis-)charging profile in [15, Lemma 2] and [17, Lemma 2] . In this sense, the coupling of the "virtual queues" complicates matters, and the performance analysis framework in [15] and [17] is generalized here to include conditions that ensure feasibility of the proposed algorithm. Specifically, by exploiting the revealed characteristics of our SGOC policy, we first establish bounds forλ t 1 in Lemma 4. Capitalizing on the specific coupling of the two "queues," we further establish a lower bound on the stepsize μ to ensure the bounds forλ β min + μδ λ 1 ), and select a stepsize μ ≥ μ, then the proposed SGOC yields a feasible dynamic control scheme for (9) , which is asymptotically optimal in the sense that
where M and μ are given by (18) and (19) , respectively. Remark 2: Choosing μ = μ, the minimum optimality gap (regret) between the SGOC, and the offline scheduling is clearly given by μM. The asymptotically optimal solution can be attained if the power purchase prices α t are very small, or, the battery capacities C max are large enough, so that μ → 0. This makes sense intuitively because when the BS battery has large capacity, the upper bound in (9f) is loose. In this case, with proper initialization, the SGOC using any μ will be feasible for (9), or, (6).
IV. NUMERICAL RESULTS
In this section, simulations are presented to evaluate our proposed dynamic approach, and justify the analytical claims of Section III.
The considered MIMO downlink has a BS with N t = 2 antennas, communicating to K = 10 mobile users equipped with N r = 2 antennas each. The system bandwidth is 1 MHz, and each element in channel coefficient matrix H k,t , ∀k, t, is a zero-mean complex-Gaussian random variable with unit variance. The default parameters are listed in Table I . The energy purchase price α t is uniformly distributed within [0.1, 1] and the selling price is set as β = r α with r = 0.9. Samples of the harvested energy E t are generated from a Weibull distributed wind speed using the wind-speed-to-wind-power mapping. An autoregressive model is adopted to capture the possible spatio-temporal correlations as in [28] . Although all the random quantities are assumed i.i.d. in our performance analysis, here the renewable generations are actually generated from the non i.i.d. process in order to better simulate the real-world traces. Finally, the stepsize is chosen as μ = μ [cf. Theorem 1] by default.
The proposed SGOC algorithm is compared with two baseline schemes to benchmark its performance. ALG 1 is a "greedy" scheme that maximizes the instantaneous throughput per time slot without leveraging the battery. Specifically, the instantaneous decisions {P t , P x,t } are obtained by solving the convex problem (9) per slot t without (dis-)charging, i.e., P b,t = 0. The instantaneous throughput maximization and lack of a storage device make ALG 1 myopic, and vulnerable to future high purchase prices. ALG 2 is similar to the proposed one in the sense that it uses the stochastic dual subgradient to iteratively approximate the primal solution. Yet, neither renewable energy nor battery is taken into account, and only one-way trading mechanism is adopted between the BS and grid market implying that all consumed energy are bought from grid with no energy sold in the energy surplus case. Fig. 2 compares the average throughputs of the proposed algorithm and ALGs 1-2 over time slots. It is observed that within 300 time slots, the proposed approach converges to the largest throughput, while ALGs 1-2 incur about 3.0% and 13.3% smaller throughputs. Intuitively speaking, this is because the proposed algorithm intelligently leverages the renewable energy and energy storage device to hedge against future losses, which cannot be fully exploited by ALGs 1-2. Fig. 3 validates the impact of the stepsize μ on the average throughput of the proposed algorithm. The average throughput is compared under different μ = {0.01μ, 0.1μ, μ}. The dotted upper bound is obtained in the case where P x,t = P max g − P c for all time slots t without considering the maximum budget G max . It is shown that the proposed algorithm always converges to a value lower than the upper bound with different stepsize μ. However, it approaches the upper bound with a smaller stepsize. Specifically, when μ = 0.01μ, the proposed algorithm obtains an average throughput only 3.2% lower than the upper bound, which is consistent with Lemma 2 in a way that the optimality gap is proportional to the stepsize μ.
However, as stated in Lemma 5, the value of stepsize μ can significantly affect feasibility of the proposed online scheme. Fig. 4 illustrates the evolution of battery SoC C t with different μ = {0.1μ, μ}. It reveals that C t is always within the prescribed bounds (i.e., C min ≤ C t ≤ C max ) when μ = μ. In contrast, if a smaller stepsize μ = 0.1μ is chosen, C t will violate its physical upper bound frequently. at t = 4, 9, P b,t can only been obtained by solving (16) numerically. Note that the insightful online policy are also applicable for the slots after t = 11, and it can be further observed that the Lagrange multiplierλ t 2 is in fact an affine mapping of the real-time battery SoC C t [21] . Fig. 6 depicts the optimal power schedule P x,t of the proposed SGOC over time, and the fluctuation of energy purchase prices α t is also plotted to illustrate the resultant online policy. It can be clearly observed that the power consumption highly depends on the instantaneous energy purchase price α t . Specifically, the proposed scheme tends to consume more power when α t is lower (e.g., t = 2, 12, 24), and tends to consume less power when α t is higher (e.g., t = 3, 14, 15). In other words, the proposed method allows purchasing more energy from the smart-grid when energy purchase price α t is lower for economic concern. Fig. 6 shows that the transmission-related power P x,t follows the opposite trend to the price fluctuation.
The average throughputs of the SGOC and ALGs 1-2 are compared with respect to the growth of G max in Fig. 7 .
Clearly, the throughputs of all three algorithms increase as G max or P max g increases since larger energy cost or looser maximum energy consumption limit will allow more energy purchases from the smart grid and larger energy consumption, leading to the increase of average throughputs. In both cases, we observe that the proposed algorithm performs better than ALGs 1-2. For instance, when G max = 10 and P max g = 50 kWh, the proposed scheme has 5.0% and 24.3% gains in average throughput over ALGs 1 and 2, respectively. Besides, it turns out that the average throughput of the SGOC approaches the upper bounds when G max is large or P max g is small. Intuitively speaking, with a limited P g,t , a large G max becomes redundant so that the SGOC could always allocate maximal transmission power to increase throughput. We can see that the proposed algorithm converges faster than ALGs 1-2 with a given P max g , which also means it expects a smaller budget in order to "saturate."
V. CONCLUSIONS
In this paper, real-time resource allocation was developed for smart-grid powered MIMO downlink transmissions. Taking into account the time variations of channels, harvested renewables and electricity prices, a stochastic optimization problem was formulated to maximize the expected throughput while satisfying the energy cost constraints. Relying on the stochastic subgradient method, an online algorithm was developed to obtain feasible decisions 'on-the-fly' by relaxing the time-coupling storage and budget dynamics. It was proven that the novel approach yields feasible and asymptotically optimal resource schedules without knowing any statistics of the underlying stochastic processes. Simulations further corroborated the merits of the proposed scheme in non i.i.d. cases, where the underlying randomness is highly correlated over time. In the guidance of present work, interesting future works include modeling more practical storage units with energy leakage, considering the power network structures, and pursuing the two-timescale energy management and wireless resource allocation mechanism.
APPENDIX

A. Proof of Lemma 2
From recursions (13), we deduce
where the last inequality holds due to (9d). Similarly, it follows that
which leads to
μT .
The lemma follows by taking the limit T → ∞.
B. Proof of Lemma 3
Recall that P b,t = P t − P c − P x,t . Givenλ t , we can rewrite the maximization problem in (15) in terms of {P x,t , P b,t } as
Consider the following two cases [cf.
The problem (21) can be decomposed into two subproblems, namely 
D. Proof of Lemma 5
The proof again proceeds by induction. 
