Abstract. Let σ > 1 and let M be a complete Riemannian manifold. In a very recent work [10] , Grigor ′ yan and Sun proved that a Liouville type theorem for nonnegative solutions of elliptic inequality
Introduction
Let σ > 1 and let M be a complete noncompact Riemannian manifold without boundary. Consider the semilinear elliptic inequality holds for any nonnegative function ψ ∈ W 1,2 (M ) with compact support. In Euclidean setting, i.e. M = R n , it has a long history to study the uniqueness of nonnegative solutions for (1.1) (or more general elliptic inequations and equalities). There are many beautiful results have been obtained in this subject. We refer the readers to, for instance, [1, 2, 3, 4, 11, 12, 13] and references therein for them. Many of these results are based on comparison principle and careful choices of test functions for (1.1). To use this method on a manifold M , one have to estimate the second order derivative of distance functions, which needs some assumptions on curvature of M . Surprisingly, in recent works Grigor ′ yan-Kondratiev [9] and Grigor ′ yanSun [10] proved a curvature-free Liouville type theorem for nonnegative weak solution of (1.1) in terms of volume growth of geodesic balls in M as follows. Assume that, for some C > 0, the inequality
holds for all large enough r. Then any nonnegative weak solution of (1.1) is identically equal to 0.
They also showed that the exponents i.e., any nonnegative weak solution of ∆u 0 on M must be constant. Cheng and Yau [5] proved that V (r) Cr 2 , for some C > 0, is a sufficient condition for parabolicity of M . Nowdays, a well-known sharp sufficient condition for parabolicity is the following integral condition, which was proved independly by Varopoulos [14] and Grigor ′ yan [7, 8] :
Inspired by Varopoulos-Grigor ′ yan's condition for the parabolicity of M , we ask a natural question: what is a sufficient condition for Liouville type theorem of inequlity (1.1) via an integral estimate of V (r)? Of course, such a condition should cover the above pointwise condition (1.2).
In this remark, we solve this question. Our main result states as follows:
Then any nonnegative weak solution of (1.1) is identically equal to 0.
where Γ(·) is Gamma function.
Proof of Theorem 1.2
Proof of Theorem 1.2. Let u ∈ W 1,2 loc (M ) be a nontrivial nonnegative solution to the inequality (1.1).
The proof of Theorem 1.1 in [10] contains two main parts. Firstly, the authors derived a useful priori estimate in terms of a test function and positive parameters (which will be recalled in Lemma 2.1 below). Secondly, they chose specific test functions to conclude M u σ dµ = 0. Our proof of Theorem 1.2 is basically along the same line in [10] . The different from Grigor ′ yan-Sin's proof will appear in the second part. We will choose a variation of their test functions to conclude M u σ dµ = 0.
Firstly, let us recall the useful priori estimate given in [10] . We summarize it as the following lemma:
Lemma 2.1 (Grigor ′ yan-Sun, [10] ). Set s = 8σ/(σ − 1). Then there exists a constant C 0 > 0 such that the following property holds:
For any
any nonempty compact set K ⊂ M , and any Lipschitz function φ on M with conpact support such that 0 φ 1 on M and φ ≡ 1 in a neighborhood of K, we have
and
where
.
Proof. Inequality (2.1) is Eq.(2.10) in [10] , and inequality (2.2) is Eq.(2.11) in [10] .
In the following, we will consider a family of specific test functions φ n , which are modifications from original structures in [10] .
Fix any t ∈ 0, min{1, σ−1 2 } . We set R = R(t) := exp(1/t). We consider the function
and a family of functions, for any n = 1, 2, 3, · · · ,
Consider the functions
Then, for each n = 1, 2, · · · , function φ t,n (x) is Lipschitz continuous on M and has compact support, and φ t,n ≡ 1 on B R(t) := B(x 0 , R(t)).
Claim: There exists a constant C 1 > 0 such that, for any t ∈ 0, min{1,
we have
Proof of Claim:
In the proof, the parameter t is fixed. To simplify the notations, we denote by φ := φ t , ξ n := ξ t,n and φ n := φ t,n .
Notice that
∇φ n = ξ n · ∇φ + φ · ∇ξ n . We have |∇φ n | ξ n · |∇φ| + φ · |∇ξ n |; and, by the inequality (A + B) a 2 a−1 (A a + B a ) for all A, B > 0 and a 1,
In the following, we denote by
Similar as in [10] , we need to estimate the integral M |∇φ n | a dµ. For any
where B R := B(x 0 , R), and we have used that ∇φ = 0 in B R and that |∇ξ n | supported in B 2 n+1 R \B 2 n R . Before we estimate the above integrals I(a) and II(a, n), we need the following simple (but important) observation:
If the parameter a ∈ [1, σ 0 ] satisfies
Then we have
In particular, it implies that
Indeed, we calculate directly to conclude
we we have used that t < 1, a σ 0 and that R = exp(1/t) > 1. Combining with (2.6) and (2.9), we can obtain
Ths is the desired estimate (2.7). Now let us estimate I(a). Assume that the parameter a satisfies (2.6), we have
by a σ 0 and (2.7) .
(2.10)
Let us estimate II(a, n). Assume that the parameter a satisfies (2.6), we have 
We take a 1 = 2 σ − t σ − 1 and a 2 = 2σ
Then it is easy to check that a 1 , a 2 satisfy (2.6). Indeed,
Now, by using
and (2.13), we can conclude that lim sup Then the desired estimate (2.4) follows from (2.14), and hence the proof of Claim is completed. Now let us continue the proof of Theorem 1.2. According to (1.3) , there is a sequence of numbers {t α } ∞ α=1 , going to 0, such that for some constant C 4 , independent of α. Without loss the generality, we can also assume that t α ∈ (0, min{1, σ−1 2 }), for all α = 1, 2, 3, · · · .
