In this paper, we introduce the concept of curling subsequence of simple, finite and connected graphs. A curling subsequence is a maximal subsequence C of the degree sequence of a simple connected graph G for which the curling number cn(C) corresponds to the curling number of the degree sequence per se and hence we call it the curling number of the graph G. A maximal degree subsequence with equal entries is called an identity subsequence. The number of identity curling subsequences in a simple connected graph G is denoted ic(G). We show that the curling number conjecture holds for the degree sequence of a simple connected graph G on n ≥ 1 vertices. We also introduce the notion of the compound curling number of a simple connected graph G and then initiate a study on the curling number of certain standard graphs like Jaco graphs and set-graphs.
Introduction
For general notation and concepts in graph theory, we refer to [2, 5, 7] and [11] . All graphs mentioned in this paper are simple, connected finite graphs unless mentioned otherwise.
The notion of curling number of a sequence of integers is introduced in [3] as follows.
Let S = S 1 S 2 S 3 . . . S n be a finite string. Write S in the form XY Y . . . Y = XY k , consisting of a prefix X (which may be empty), followed by k copies of a non-empty string Y . This can be done in several ways. Pick one with the greatest value of k . Then, this integer k is called the curling number of S and is denoted by cn(S).
The Curling Number Conjecture (see [4] ) states that if one starts with any finite string, over any alphabet, and repeatedly extends it by appending the curling number of the current string, then eventually one must reach a 1.
More studies on curling number of integer sequences have been done in [3] and and [4] . Motivated from these studies, we extend the concepts of curling number of sequences to the degree sequences of graphs and hence establish some interesting results in this area.
In our present discussion, we slightly amend our notation and definition of the curling number so that we are able to introduce a new notion called compound curling number of a simple connected graph G, as explained below. Definition 1.1. Given an initial finite non-empty sequence S 0 = (a 1 , a 2 , a 3 , . . . , a n ), a i ∈ N 0 , let be the empty subsequence. If we partition the sequence S 0 into two subsequences, say X, Y , we can write S 0 as the string S 0 = X • Y . Hence, we can write sequence S 0 as a string of subsequences S 0 = •X Henceforth, the initial sequence S 0 will be considered to be finite and non-empty unless mentioned otherwise. 2 ) for max k 2 over all possible subsequences.
Curling Sub-Sequences of Graphs
Let us first introduce the notion of a curling subsequence of the degree sequence of a simple connected graph as follows. Definition 2.1. A curling subsequence of a simple connected graph G is defined to be a maximal subsequence C of the well-arranged degree sequence of G such that cn(C) = max{cn(S 0 )} for all possible initial subsequences S 0 . Definition 2.2. The curling number of a graph G is the curling number of a curling subsequence C of G. That is, cn(G) = cn(C), where C is a curling subsequence of G.
Note that a graph G can have a number of curling subsequences. Hence, we have the following notions. Definition 2.3. The number of curling subsequences in a given graph G is called the curling index of G and is denoted by ϑ(G).
Definition 2.4.
A maximal degree subsequence with equal entries is called an identity subsequence. An identity subsequence can be a curling subsequence, the number of identity curling subsequences found in a simple connected graph G is denoted ic(G).
An illustration to the above notions is given below. Illustration 2.5. Consider the graph G with degree sequence (3, 5, 3, 3, 5, 5, 6) . After re-arrangement of the entries, we can consider the four possible initial degree sequences S 0 = (6, 3, 3, 3, 5, 5, 5) or S 0 = (6, 5, 5, 5, 3, 3, 3) or S 0 = (6, 3, 5, 3, 5, 3, 5) or S 0 = (6, 5, 3, 5, 3, 5, 3) . We can identify the two identity curling subsequences (3, 3, 3) and (5, 5, 5) as well as the two additional curling subsequences (3, 5, 3, 5, 3, 5) and (5, 3, 5, 3, 5, 3) . Since (3, 3, 3) 3 , cn((5, 3, 5, 3, 5, 3)) = 3. Therefore cn(G) = 3. Note that (6) is an identity subsequence as well.
Invoking the above definitions, we establish the following theorem on the number of curling subsequences of a given graph. Theorem 2.6. The number of curling subsequences of a simple connected graph G is given by
Proof. If ic(G) = 1, then, clearly by the definition of curling subsequence, G can have exactly one curling subsequence. That is, ϑ(G) = 1 if ic(G) = 1
Then, for a positive integer l ≥ 2, assume that the graph G has l identity curling subsequences, say S 1 = (α 1 , α 1 , α 1 , . . . , α 1 ), S 2 = (α 2 , α 2 , α 2 , . . . , α 2 , ), S 3 = (α 3 , α 3 , α 3 , . . . , α 3 ) and proceeding like this up to S l = (α l , α l , α l , . . . , α l ), each of these subsequences containing k ≥ 2 terms. Now, we can construct exactly ic(G) ! = l ! sequences of the form (α i , α j , α m , . . . , α s ) containing l entries each of which are distinct. Hence, the degree sequence can be written as X
∈ {α i , α j , α m , . . . , α s }, where each of these l entries are distinct and 1 ≤ i, j, m, . . . , s ≤ l. Therefore, ϑ(G) = ic(G) + ic(G)! ways. This completes the proof.
The validity of curling number conjecture for a simple, connected graph under consideration is one of the most interesting problem in this context. The following theorem establishes the existence of curling number conjecture for a given graph. Theorem 2.7. For the degree sequence of a non-trivial, connected graph G on n vertices, the curling number conjecture holds.
Proof. Consider a graph G on n vertices. If n = 1, then G = K 1 and hence S 0 = (0), S 1 = (0, 1) so the conjecture holds trivially. Now, let n ≥ 2. If the degree sequence of G can only be written as
Case 1: If k * 1 = 1 and the last entry of the degree sequence is 1, then
. If the last entry is larger than 1, then S 1 = S 0 •(1).
Case 3: If the degree sequence can be written as X
is an identity curling subsequence, over all possible subsequences, we have that if the entry values are α and the number of entries is α, then
. For all other cases we have that S 0 = X
Hence, the conjecture holds in all the above three cases. This completes the proof.
We note that any degree sequence can be re-arranged to be written as a string of identity subsequences. In view of this fact, we propose the following definition. Definition 2.8. If the degree sequences of graphs G 1 and G 2 are written as strings of identity subsequences and the entries in two identity subsequences X i , X j (X i in G 1 with s entries and X j in G 2 with t entries) are equal they are called similar identity subsequences and the merger of these identity subsequences is the identity subsequence with s + t entries which is denoted, X i X j .
The merger of similar identity subsequences plays an important role when considering the union of a number of graphs. Hence, if G = m i=1 G i and each G i has a similar identity subsequence say X i = (α, α, α, . . . , α) containing k i entries each,
If a particular degree sequence of G j does not contain the identity subsequence X r then it is represented by the empty identity subsequence and k r = 0.
Invoking the above concepts on similar identity subsequences, we establish the following theorem on the curling number of a graph which is the union of finite number of finite graphs.
Theorem 2.9. If a graph G is the union of m simple connected graphs G i ; 1 ≤ i ≤ m and the respective degree sequences are re-arranged as strings of identity subsequences, then
for all merger of similar identity subsequences.
Proof. (i) If X i , X j are not pairwise similar for any values of i and j, then any identity subsequence can be written as (α)
(ii) After all mergers of similar identity subsequences, re-arrange the degree sequence of G in such a way that it can be written as (α 1 )
Compound Curling Number of a Graph
As we have stated earlier, any degree sequence of a graph G can be written as a string of identity curling subsequences. In view of this fact, we introduce the concept of the compound curling number of a graph G as follows.
Definition 2.10. Let the degree sequence of the graph G be written as a string of identity curling subsequences say, X
Next, let us illustrate the curling number and compound curling number of certain fundamental standard graphs.
1. The degree sequence of K n is (n − 1, n − 1, n − 1, . . . , n − 1), consisting of n terms. Hence,
2. The degree sequence of K m,n is (m, m, . . . , m,
2n and hence cn(K n,n ) = 2n. Moreover, the compound curling number of K m,n is mn and that of K n,n is 2n itself.
3. For a path P n on n vertices, we have
Hence, cn(P n ) = 2 for n = 2, 3 and cn(P n ) = n − 2 if n ≥ 4. Also, the compound curling number of P n is given by cn c (P n ) = 2 for n = 2, 3 and cn c (P n ) = 2(n − 2).
4. For a cycle C n , we have S 0 = • (2) n and hence cn(C n ) = n = cn c (C n ).
A wheel graph is defined as
Hence, the curling number and the compound curling number of the wheel graph W n are n − 1.
6. A ladder graph L n is the graph defined by L n = P n × P 2 , where n ≥ 2. If n = 2, then L 2 = C 4 , and this case we have already discussed. Therefore, for n > 2, in L n , there are 2n vertices of which 4 vertices have degree 2 and all other vertices have degree 3. That is, the degree sequence of L n is (2)
7. An m-regular graph of girth n with minimum possible vertices is called an (m, n)-cage. (2, n)-cage is an n-cycle and hence its curling number is n, (m, 3)-cage is a complete graph K m+1 and hence its curling number is m + 1 and the (m, 4)-cage is the complete bipartite graph K m,m and hence its curling number is 2m. For a general (m,n)-cage G, the number of vertices required is denoted by f (m, n) and is determined as f (m, n) =
. Therefore, the curling number of an (m, n)-cage is f (m, n). It can also be noted that the compound curling number of a cage graph is equal to its curling number.
Invoking the above definitions, we arrive at the following results.
Proposition 2.11. The compound curling number of any regular graph G is equal to its curling number.
Proof. Let G be an r-regular graph on n vertices. Then, the proof is obvious from the fact that the degree sequence of G is • (r) n .
Proposition 2.12. If the degree sequence of two graphs G and H can be written as a string of identity curling subsequences, X
s , respectively, then the compounding curling number of the union of G and H is given by cn
Proof. The proof of this proposition is very clear and straight forward.
Let n = l i=n t i , where each t i ∈ N such that t i > t i+1 , ∀ i = 1, 2, . . . , l and t l > 1.
The general l-term summand set is the set {t 1 , t 2 , t 3 , . . . , t l }. By a minimal graph with respect to a given property, we mean a graph with minimum order and size satisfying that property. Next, using this terminology, let us introduce the terminology of some connected graphical embodiment for general l-term summand sets.
We now describe the construction of the minimal connected graphical embodiment called the Rasta graph, denoted by G (l) , for a general l-term summand set which satisfies the condition cn c (G (l) ) = 1≤i≤l, i =3 t i , and cn c (G (3) ) = t 2 (t 1 + t 3 ) as follows.
Constructing a Rasta graph
Consider a t-term summand set {t 1 , t 2 , t 3 , . . . , t l } with t 1 > t 2 > t 3 > . . . > t l > 1. Then, a Rasta graph can be constructed in the following steps.
S-1: Consider t 1 vertices in the left column (first column) and t 2 vertices in the right column (second column) and construct K t 1 ,t 2 .
S-2: Add the third column of t 3 vertices and add the edges of K t 2 ,t 3
S-3: Repeat
Step 2 iteratively up to t l S-4: Exit.
We note that a Rasta graph is the underlying graph of a directed graph mentioned in the following definition. Definition 2.13. For a l-term summand set {t 1 , t 2 , t 3 , . . . , t l } with
The following lemma establishes a relation between the compound curling numbers of a complete bipartite graph and a connected graphical embodiment of a 2-term summand set.
Lemma 2.14. For a 2-term summand set {a, b}, where a > b, compound curling number of the minimal connected graphical embodiment G (2) is given by cn c (G (2) ) is equal to that of a complete bipartite graph K a,b .
Proof. Clearly G (2) must have a + b vertices. Connecting each vertex v 1,j , where
Hence, a factor of the degree sequence string is given by (b) a . It follows that this minimal graphical embodiment resulted in the graph G (2) = K a,b . Hence, the degree sequence can be written as the string (b)
The compound curling number of the Rasta graph corresponding to an l-term summand set is determined in the following theorem.
Theorem 2.15. For n ∈ N and any l-term summand set of n say {t 1 , t 2 , t 3 , . . . , t l } with t 1 > t 2 > t 3 > . . . > t l > 1, the corresponding Rasta graph is a minimal
Proof. For a 2-term summand set {t 1 , t 2 }, where t 1 > t 2 , the Rasta graph is K t 1 ,t 2 . Clearly, the number of vertices and edges are minimal to provide the degree sequence (t 2 , t 2 , . . . , t 2 t 1 −entries , t 1 , t 1 , t 1 , . . . , t 1 t 2 −entries ) (See Lemma 2.14). Hence, the degree sequence can be written as the string (t 2 )
For a 3-element summand set {t 1 , t 2 , t 3 }, the corresponding Rasta graph has degree sequence can be written as the string of identity subsequences S 0 = (t 2 )
Finally, consider an general l-term summand set {t 1 , t 2 , t 3 , . . . , t l } of an integer n, where l = 3 such that t 1 > t 2 > t 3 > . . . > t l > 1 and l ≥ 2. Clearly, the Rasta graph corresponding to this l-term summand set is a minimal graph whose degree sequence is (t 2 )
Also, we have
Let us now introduce the notion of the maximal l-term summand set in respect of n ∈ N as follows.
Definition 2.16. Let n ≥ be a positive integer such that
The maximal l-term summand set of n ≥ 3 is the l-term summand set {t 1 , t 2 , t 3 , . . . t l } such that t i+1 > t i for i = 1, 2, 3, . . . , l for which the product l i=1 t i is maximum.
A maximal 2-term summand set for a positive integer n is determined in the following lemma. Lemma 2.17. Let n be a positive integer greater than or equal to 3. Then, the maximal 2-term summand set for n is { 
}.
Proof. By induction, it can easily be followed that,
2 and this completes the proof.
We observe that, for a sufficiently large n, a maximal 3-term summand set {t 1 , t 2 , t 3 }, such that t 1 > t 2 > t 3 , can be obtained from a maximal 2-term summand set by applying Lemma 2.17 to t 1 . If n is sufficiently large, the maximal 4-term summand set can be obtained by applying Lemma 2.17 to t i = max{t 1 , t 2 , t 3 } for which a maximal 4-term summand set is defined and the process can be repeated iteratively. In view of the above concept, we have the following result.
Corollary 2.18. There exists a maximum value l * ≥ 4 for which we find a defined lterm summand set with respect to the given positive integer n ≥ 3, has corresponding Rasta graph G (l * ) with cn c (G (l * ) ) is maximum over all defined l-term summand sets.
Proof. Consider any l-term summand set with respect to a positive integer n ≥ 3, say {t 1 , t 2 , t 3 , . . . , t l }. Apply Lemma 2.17 to t j = max{t 1 , t 2 , t 3 , . . . , t l } for which a maximal (l + 1)-term summand set is defined. Now, we have cn
, where {a, b} is the maximal 2-term summand set of t j . Clearly, (
is not defined, then the set {t 1 , t 2 , t 3 , . . . , t l } gives the required result. Repeat same procedure until the final l * -term summand set is found through exhaustion.
An illustration to maximal summand sets for a given positive integer n and the compound curling number of the corresponding Rasta graphs is given below. Illustration 2.19. For n = 30, the maximal 2-term summand set is {16, 14} and the maximal 3-term summand set is {14, 9, 7}, the maximal 4-term summand set is {9, 8, 7, 6}, the maximal 5-term summand set is {8, 7, 6, 5, 4} and the maximal 6-term summand set is {8, 7, 6, 4, 3, 2}. No other maximal l-term summand sets are defined for n = 30. The degree sequence of corresponding Rasta graph G (6) can be written as the string S 0 = (7)
Corollary 2.20. The compound curling number of the Rasta graph G (3) corresponding to a 3-term summand set is the minimum among the compound curling numbers of the Rasta graphs G (l) corresponding to all l-term summand sets of n.
Proof. We only have to show that cn n (G (2) ) > cn n (G (3) ). For a maximal 2-term summand set {a, b} we have a − b ≤ 2. Hence if {a 1 , a 2 } is the maximal 2-term summand set of a, the maximal 3-term summand set is given by {b, a 1 , a 2 }. We have that cn
In general, there exists no specific relation between the compound curling number of a graph and its spanning subgraphs. We discuss a relation between the compound curling numbers of a regular graph and its spanning subgraph in the following result. Proposition 2.21. For a k-regular graph G on n ≥ 4 vertices we have cn
Proof. For a k-regular graph G on n ≥ 4 vertices, cn c (G) = n. Consider any G − uv and it follows that the corresponding degree sequence can be written as the string
Although Proposition 2.21 is splendidly simple it lays the foundation for a more profound result. We use the default convention that (x) 0 = 1 hence, (
Theorem 2.22. Consider a graph G with degree string (d 1 )
Assume that there exists at least one identity subsequence (d j ) t j ; t j ≥ 2 with at least two vertices u, v with corresponding degree d j , adjacent. Then, we have
with t j = t * j + 2.
Proof. If the string factor (d j+1 ) t j+1 does not exists, add the default factor (
The compound curling number of the graph G − uv is either (
We can prove the converse part also using similar arguments.
Curling Number of Jaco Graphs
The notion of Jaco graphs was introduced in [8] . In this paper, we use Jaco graphs of order 1 which is defined in [8] as follows. Definition 3.1. A Jaco graph of order 1, denoted by J ∞ (1), is defined as a directed graph with the vertex set V = V (J ∞ (1)) = {v i : i ∈ N}, and the arc set A(
The Jaco graph J ∞ (1) has the following four fundamental properties.
(ii) if v j is the head of an arc then the tail is always a vertex v i , i < j,
The family of finite Jaco graphs are those limited to n ∈ N vertices by lobbing off all vertices (and arcs) v t , t > n and denoted J n (1). Hence, trivially we have
When defined directed graphs like Jaco graphs are considered the study will apply to the underlying graph. For J n (1) we denote the underlying graph J * n (1). When the context is clear a Jaco graph could mean the directed graph, J n (1) or the underlying graph, J * n (1). We now provide the degree sequences of Jaco graphs, n ≤ 26 in the defined order of vertex labelling (indexing) together with the values ic(J * n (1)), ϑ(J * n (1)), cn(J * n (1)). See the Fisher algorithm in [8] for the degree sequences.
Illustration 3.2. The degree sequence, number of identity curling subsequences, curling index and curling number and of first few finite Jaco graphs J * n (1) are provided in the following (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 9, 8, 8, 7, 7, 6 ) 2 4 3 17 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 10, 9, 9, 8, 8, 7, 6 ) 2 4 3 18 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 10, 10, 9, 9, 8, 7, 7) 3 9 3 19 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 11, 11, 10, 10, 9, 8, 8, 7) 3 9 3 20 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 12, 11, 11, 10, 9, 9, 8, 8) 3 9 3 21
(1,2,3,4,5,6,7,8,9,10,11,12,13,12,12,11,10,10,9,9,8) 3 9 3 22
(1,2,3,4,5,6,7,8,9,10,11,12,13,13,13,12,11,11,10,10,9,8) 3 9 3 23
(1,2,3,4,5,6,7,8,9,10,11,12,13,14,14,13,12,12,11,11,10,9,9) 3 9 3 24
(1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,14,13,13,12,12,11,10,10) 3 9 3 25 (1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 15, 14, 14, 13, 13, 12, 11, 11, 10, 9) 3 9 3 In the above table ic, ϑ and cn stands for ic(J * n (1)), ϑ(J * n (1)) and cn(J * n (1)) respectively.
From Illustration 3.2, we see that any degree sequence of J * n (1), n ≥ 5 can be re-arrange to have one or more 3-entry identity curling subsequence(s) at the tail. For example, the degree sequence of the Jaco graph J (1, 2, 3, 4, 5, 6, 7, 7, 9, 8, 8, 8, 10, 10, 10, 11, 11, 11) = (1, 2, 3, 4, 5, 6, 7, 7, 9) • (8, 8, 8) • (10, 10, 10) • (11, 11, 11) . We also note that ic(J * n (1)) ≥ ic(J * m (1)) if n > m. The Fisher algorithm ensures that this will always be the case.
The following theorem establishes the existence and certain characteristics of the identity curling subsequences for a Jaco graph. Theorem 3.3. A finite Jaco graph J * n (1), n ≥ 5 has at least one identity curling subsequence and all identity curling subsequences have cardinality 3.
Proof. Illustration 3.2 shows that the result holds for J * n (1), 5 ≤ n ≤ 26. It is important to note that besides the possibility of a Jaconian set of cardinality 3 (see for example J * 22 (1)) all other vertex degree repeats following are a double repeat. Hence, only after re-arrangement does a vertex degree preceding the Jaconian vertex degree, and equal to the doubly repeated vertex degree cluster to provide a 3-entry identity curling subsequence. Assume that it holds for J * k (1), k > 26, which we know has at least 4 such distinct double vertex degree repeats. Also assume J * k (1) has l ≥ 4 such distinct double vertex degree repeats following the Jaconian set. Consider any such double vertex degree repeat at say v j , v j+1 . Now, consider J k+1 (1) . From the definition of a Jaco graph the edges v j v k+1 and v j+1 v k+1 with perhaps d(v j ) = j. Since, the vertex degrees of all vertices v h>j+1 are less than d(v j+1 ) no triple vertex degree repeat is possible. This holds for all l ≥ 4 double degree repeats. Hence, J k+1 (1) has at least l ≥ 4 double degree repeats. By re-arranging the degree sequence, subsequences of triple vertex degree repeats can be clustered. This completes the proof. 
Curling Number of Set-Graphs
In this section, we discuss the curling number of a special class of graphs called set-graphs. Let us first recall the definition of set-graphs as given in [9] . a 2 , a 3 , . . . , a n }, n ∈ N be a non-empty set and the i-th s-element subset of A (n) be denoted by A (n)
is defined to be the graph with
t,j = ∅}, where s = t or i = j.
Proposition 4.2. [9]
If G is a set-graph, then G has odd number of vertices.
An important result, which is proved in [9] , on set-graphs that is relevant in this context is given below. 
Invoking these concepts of set-graphs, let us now determine the curling number and compound curling number of set-graphs.
Theorem 4.4. Let G = G A (n) be a set-graph with respect to a non-empty finite set A = A (n) . Then, the curling number of G is
and the compound curling
Proof. Given that G = G A (n) be a set-graph with respect to a non-empty finite set A = A (n) . By Theorem 4.3, the vertices of G corresponding to the subsets of A with same cardinality, have the same degree. Let r i be the degree of all vertices of G corresponding to i-element subsets of A, where 1 ≤ i ≤ n. We know that there are n i vertices in G which have the same degree r i . Then, the degree sequence of G can be written in the string form as (r 1 ) (
We know that the maximum value among the binomial coefficients ). Therefore, the curling number of G is n n 2 .
Also, the compound curling number of the set-graph G is . This completes the proof.
It is quite interesting to check the number theoretic properties of the curling number and compound curling number of set-graphs. The compound curling number of a set-graph can be rewritten in terms of factorial and hyperfactorial functions as follows. . . .
If n is an even integer, then by using the result, we have cn c (G) = (
is not a perfect square for any positive integer n, cn c (G) can not be a perfect square in this case. This completes the proof.
Conclusion
In this paper, we have introduced the concepts of curling number and compound curling number of a given graph and discussed certain properties of these new parameters for certain standard graphs and digraphs. More problems regarding the curling number and compound curling number of certain other graph classes, graph operations, graph products and graph powers are still to be settled. Some other problems we have identified in this area for further works are the following.
Problem 5.1. Determine the condition for the compound curling number of a spanning subgraph of a given regular graph G is greater than that of G.
Problem 5.2. Characterise the graphs in accordance with its compound curling number and that of its spanning subgraphs.
Problem 5.3. Verify the existence of non-regular graphs whose curling numbers and compound curling numbers are equal and characterise these graphs if exists.
There are more problems in this area which seem to be promising for further investigations. All these facts highlights a wide scope for further studies in this area.
