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Abstract 
We have developed a general methodology for computing electromagnetic (EM) 
fields and forces in matter, based on solving the macroscopic Maxwell's equations 
numerically in real space and adopting the time-averaged Maxwell Stress Tensor 
formalism. Our approach can be applied to both dielectric and metallic systems 
characterised by a local frequency-dependent dielectric function, and in principle 
to any size and geometry. In this study we are particularly interested in calcu-
lating forces on nanostructures, induced by a beam of monochromatic light (such 
as a laser) of frequency w. These forces are the direct analogue of Van der Waals 
interactions at a single frequency: the presence of matter scatters the light and 
alters the EM field, resulting in an energy-change that manifests itself as a force. 
The motivation behind this particular direction is the facilitation of self-assembly 
in colloidal systems with the aim of aiding the fabrication of photonic crystals. 
In order to understand the main features of light-induced EM forces, as well 
as to provide a testbed for our numerical methodology, we first solve (analytically 
and numerically) for two homogeneous systems: a half-space and a slab. We find 
that in passing from a low-e to a high-e medium, the light beam always at tracts 
the interface {i.e. the surface force is negative). The implication is that light will 
generally induce an attraction between the surfaces of two liquids separated by a 
layer of lower e. For attraction between solids there is a tougher requirement: the 
total force must also be negative. When the EM field is tha t of a travelling wave 
the total pressure is positive. In contrast, evanescent waves may cause the total 
pressure to become attractive (negative). Thus by shining evanescent light in the 
region between two solid bodies an attraction between them may be induced. 
We then study numerically the influence of monochromatic light (a travel-
ling wave) on a crystal of dielectric spheres of GaP, concentrating on total forces 
induced on each sphere and on the crystal as a whole. We identify three regimes 
in the response of the system to radiation: 
• At large wavelengths the crystal may be approximated by a homogeneous slab 
with an effective permittivity eg//. The analytical results for reflectance and 
forces apply. 
• At wavelengths comparable to the lattice constant, multiple scattering effects 
tune in: when lo is inside the photonic band gaps the reflectivity of a thick 
crystalline slab rises to unity, the beam bounces off the crystal and there is a 
maximum momentum exchange (and largest forces). Also, a multitude of force 
orientations results when the Bragg conditions for multiple outgoing waves are 
met. 
• Much more interesting is the regime where the radiation couples to the E M 
eigenmodes supported by isolated spheres (Mie resonances). These modes are 
analogous to electronic orbitals and, like their electronic counterparts, can form 
bonding and anti-bonding interactions between neighbouring spheres. By irra-
diating the system with light at the bonding frequency an attractive interaction 
is induced between the spheres. The photo-induced attraction is strong; for a 
moderate /q ^ 3 x 10® W/m^ it surpasses all other interactions present (gravita-
tional, thermal and Van der Waals) by 1-2 orders of magnitude. These resonant 
forces are sensitive to absorption, but, for GaP spheres in water (a common liquid 
medium for colloids), their effect should still be clearly seen, even for a polydis-
persion of a few percent. Thus we suggest that by judicious selection of bonding 
states we can drive a system towards a desired structure, rather than rely on the 
structure dictated by gravitational and Van der Waals forces. Apart from possible 
applications in the fabrication of 3D photonic crystals, the resonant mechanism 
leading to the bonding/anti-bonding effect may contribute to our understanding 
of novel non-linear phenomena arising due to the application of laser light fields 
in nanostructures. 
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3.1 Reflection and transmission of a beam of monochromatic light 
upon incidence on the interface between two different semi-infinite 
dielectric media (half-spaces) 42 
3.2 A wave incident at angle di from medium I is scattered by the 
interfaces with media II and III. When 62 < ei the fields in II 
become evanescent for large enough 61. For visual clarity all beams 
are pictured as rays with zero cross section; in our calculations we 
regard each beam as having infinite cross section 43 
3.3 Intensity of reflected light from two homogeneous half-spaces (GaP 
and Al; black lines) and a homogeneous slab (400 nm of Al; grey 
lines) for normal incidence from air. For the slab the transmittance 
appears in broken grey lines. The ripple structure is due to multiple 
reflections from the sides of the slab (Fabry-Perot oscillations). . . 53 
3.4 Light-induced pressure on a homogeneous half-space (GaP and Al; 
black curves) and a homogeneous slab (400 nm of Al; grey curves). 
Normal incidence from air along z. The incident radiation pressure 
is Pine = /o/cq = 1. Positive values for the pressure imply that the 
light is pushing the system, (i) For the half-space, the pressure is 
calculated with the stress-tensor method analytically (solid black 
lines) and numerically (dotted black lines) in perfect agreement. 
It ranges from (full absorption) to 2Pj„c (full reflection), (ii) 
In contrast, a slab of finite thickness may under certain conditions 
allow the light to pass through with transmittance ^ 1, in which 
case it experiences a pressure close to zero. For the slab the pres-
sure is calculated numerically with the stress-tensor method (solid 
grey line) and with the energy-gradient method (dotted grey line). 54 
3.5 Light-induced interface pressure on a homogeneous half-space (GaP 
and Al). Normal incidence from air along z. The pressure is calcu-
lated analytically with the energy-gradient method of Eq. (3.3.82) 
(solid black lines) and numerically with the stress-tensor method 
of Eq. (3.3.72) (dotted black lines) in perfect agreement 56 
3.6 Spatial and frequency distribution of the energy density p for a 
half-space of GaP at normal incidence from air. In air (z < 0) p 
is spatially constant and varies only with w due to the frequency-
dependent €2 that affects the scattering. Inside GaP (z > 0) p 
varies as as seen from Eq. (3.3.63). At low frequencies p 
rises across the interface, hence the force is negative 57 
3.7 Spatial and frequency distribution of p for a half-space of Al at 
normal incidence from air. As with GaP, p is spatially constant 
in air [z < 0). Inside Al {z > 0) there are three regimes: (i) 
the high-absorption limit at w < 0.2 eV, where some light enters 
Al and p is strongly attenuated; (ii) the high-reflectivity limit at 
0.2 eV < w < Wp = 15 eV, where virtually no light enters the 
half-space, and (iii) the 'transparency' limit at w > Wp, where 
most light penetrates the interface and the absorption is low, so 
that the exponential decay of p is not noticeable over the distance 
shown here (20 nm). The interface force is always positive. . . . 58 
3.8 Method of calculating the fields for the slab system of Fig. 3.2. 
The incident and all the multiply reflected beams in region I are 
superposed, resulting in two waves (that propagate into and out 
of the slab) with complex amplitudes A,B. Similarly for region 
11 there are two resultant waves with complex amplitudes C,D. 
In region III the superposition of all multiply transmitted beams 
leads to an outwards propagating wave with amplitude E 60 
3.9 A light beam falling on a layer II separating two liquid media of 
higher e. The light repels (attracts) the upper (lower) interface. 
The total force on the layer is positive, hence the higher degree of 
bending at the upper interface 67 
3.10 A light beam falling on liquid layer II from a medium of lower e 
attracts (repels) the upper (lower) interface. The total force on the 
layer is positive, hence the higher degree of bending at the lower 
interface 68 
3.11 For the slab system of €i = e, €2 = 1, €3 = e (no absorption in any 
medium) we plot the sign of T / / vs. I and 7J = (e)^/^ cos Q\. There 
exists a region of the parameter space where T / / > 0, causing 
the total light-induced force on medium III to be negative, and 
the total force on medium I to be positive. Hence the two half-
spaces attract each other under the influence of light. Compare 
this situation with that of the surface forces (at 2; = 0 and z = d) 
which lead to attraction between the two interfaces as long as e > 1 
{i.e. for all values of 7^), as explained in the text 70 
3.12 Total pressure on medium III vs. cos for four systems of ei = e, 
2^ = 1, £3 = e (no absorption): (i) e = 0.5, (ii) e = 2, (iii) e = 10, 
(iv) e = 15. For e < 1 the pressure is always repulsive (as professed 
by the previous graph). However for e > 1 there is attraction at 
large enough angles, the threshold-angle being a function of e. . . 71 
3.13 The wavevector arrangements for each of the four systems of the 
previous figure. The solid line denotes 7^, the dashed line is % 
and the dash-dotted line is 7^. In all cases the angles for which 
72 > 73 lead to attractive forces (see previous figure) 72 
3.14 Total pressure on medium HI for (i) ei = 8, 62 — 1,63 = 9, (ii) 
ei = 9, 62 = 1, 63 = 9 and (iii) ei = 10, £2 = 1, £3 = 9. For system 
(iii) a nonzero absorption (^ 3 = 9 4- % 0.1) is considered also (grey 
line). The sharp attraction peak for (iii) occurs when [73[ = 0. 
Zero pressure corresponds to 72 = [731. All curves are for d = 100 
nm, X/d = 100 and Jq = 3.5 x 10® W/m^. The Van der Waals 
attraction between I and HI is smaller than the photo-induced 
force for most angles; however for weaker light intensities or for 
separations smaller than 50 nm it dominates all photo-induced 
effects over all angles 73 
10 
4.1 The relative permittivity of GaP, e = e' + e" versus frequency, e' 
is in the upper plot, e" in the lower plot. Eq. 4.1.1 is plotted in 
solid line, dots are experimental results. Convergence is excellent 
for e'. For e" the theoretical curve is wrong by less than 2 orders 
of magnitude for the frequencies shown 76 
4.2 The dielectric crystal studied in chapters 4 and 5: A 3D crystal (of 
lattice spacing Iq) of GaP spheres (r,, e) embedded in a medium 6^ 
(usually 6^=1 here). The forces we study are induced by the inci-
dence of one laser beam on the top surface. The crystal responds 
by reflecting light into the specular beam (black ray) and under 
special conditions into the Bragg-reflected beams (grey). Equiva-
lently there is the directly-transmitted beam and possible Bragg-
transmitted beams. Beams that result from Bragg scattering are 
also termed 'off-diagonal'. The crystal is infinite in the xy plane 
and has thickness N layers (unit cells) in the ^-direction 78 
4.3 Photonic band structure along the F X direction for a simple cubic 
lattice of GaP spheres (r^ = 350 nm, e = 8.9) in air. to is plot-
ted vertically (in eV units), horizontally (in multiples of n/lo). 
The frequency range from 0 to 1.15 eV is scanned and shown in 
four parts, (a) 0-0.3 eV: light propagates as if in an homoge-
neous medium; (b) 0.3-0.6 eV: appearance of photonic band gaps; 
(c) 0.55-0.85 eV; appearance of resonant modes; (d) 0.85-1.15 eV: 
more resonant modes amid other bands and band gaps 79 
4.4 Frequency spectra of (a) transmittance and (b) normal pressure, 
for a monolayer of a dielectric crystal and normal incidence along 
z (solid black curves). For low w the crystal can be replaced by 
an homogeneous slab of the same thickness and e f^ f which is given 
by Eq. 4.3.1; thus both spectra are reproduced reasonably well 
up to 0.1 eV (grey curves). At higher uo the effective medium 
approximation ceases to hold. This is especially true for the band 
gap frequencies 80 
11 
4.5 Onset of off-diagonal scattering from a crystal monolayer (GaP 
spheres of r , = 365 nm, suspended in air). The incident beam is 
assumed travelling rightwards, as shown in the following figure, at 
an angle 9 = 70 deg to the surface normal. Shown are the intensity 
spectra of: the specularly reflected (solid black line), directly trans-
mitted (solid grey line), off-diagonally reflected (dashed black line) 
and off-diagonally transmitted (dashed grey line) beams. For low 
w, corresponding to wavevectors away from the edge of Brillouin 
zone, only the diagonal beams exist. However at the condition of 
Eq. (4.4.2) off-diagonal scattering starts to occur (at 0.71 eV). For 
the frequency range shown here only two off-diagonal beams exist. 83 
4.6 Off-diagonal scattering from a crystal monolayer at 70 deg inci-
dence (s polarisation). The incident beam (upper panel) imports 
momentum into the crystal, the scattered waves (lower panel) ex-
port momentum away from it. The rightwards travelling scattered 
waves are diagonal, the leftwards travelling off-diagonal. At 0.76 
eV, when the intensities of the waves travelling to the right and 
to the left balance each other (see Fig. 4.5), the total scattered 
a:-momentum is zero; the crystal absorbs all incident momentum 
along X 86 
4.7 Reflectance (a) and normal force (b) for the system of Fig. 4.2 
but with thickness of 8 layers. Normal incidence along z. As the 
sample becomes thicker the reflectance slowly rises to unity inside 
the band gap 87 
4.8 Normal pressure on the crystal of the previous figure, calculated 
via (a) the energy-gradient method, (b) the momentum-balance 
method 88 
5.1 Geometry of the Mie scattering problem. A plane wave scatters off 
a sphere of radius r^. Without loss of generality we consider the 
incidence to be along z, and the incident (primary) field polarised 
along X. Due to the spherical geometry the Maxwell's equations for 
the scattered (secondary) waveflelds are solved in spherical polar 
coordinates r,6,(j) 93 
12 
5.2 The scattering cross section Csca for a GaP sphere of Table 5.1. 
The vertical lines show the position of the Mie resonances. The 
horizontal line shows the physical cross section Trr, = 0.418 
For simplicity, no absorption or frequency-dependence in the di-
electric properties of the sphere has been considered 98 
5.3 Radiation pressure on the same GaP sphere in air as of Fig. 5.2. 
The horizontal line shows the incident radiation pressure Pine for 
unit intensity Iq = 1 W/m^ (to adjust to another Jq just multiply 
the pressure with the desired intensity). As expected, the pres-
sure on the sphere approaches Pine only when the scattering cross 
section becomes equal to the physical cross section Trr, 99 
5.4 The scattering cross section Cgca (in units of for polystyrene 
spheres in water (r^ = 715 nm, m = 1.2). The horizontal frequency 
axis is in eV. For simplicity, no absorption or frequency-dependence 
in the dielectric properties of either the sphere or water has been 
considered 100 
5.5 (a) Photonic band structure along the FX direction for a simple 
cubic lattice of GaP spheres (r , = 350 nm, e = 8.9) in air. (b) 
Transmittance for a crystal monolayer and for normal incidence 
along z. The sharp peaks correspond to the doubly-degenerate 
low-dispersion modes of the band structure in (a), and occur when 
the incident light excites one of the EM eigenmodes of isolated 
spheres (Mie resonances). Some peaks can be attributed to a single 
resonance {b\: magnetic dipole mode; a\: electric dipole mode; a^: 
electric quadrupole mode) while others involve mixing from more 
than one Mie modes (hybrids) owing to the organisation of the 
spheres in a lattice, (c) Normal pressure on one unit cell for the 
system of (b) 103 
5.6 Signature of resonant scattering for the system of Fig. 5.5.b. The 
spherical wave excited by the resonance dominates the scattered 
field which therefore becomes elliptically polarised (see text), caus-
ing nonzero Tgp. Both the magnitude of Tgp = \Tsp\ and its 
phase (p suffer abrupt changes at the occurrence of the resonances. 105 
13 
5.7 Equivalent plot to Fig. 5.6 but for the reflection coefficient Rgp = 
|i?5p| The pure modes labelled as b\,a\, al result in very sharp 
and narrow peaks, the hybrid modes produce broader peaks. . . 106 
5.8 Detail from Fig. 5.6. The magnitude is shown in grey colour, 
sin (j) in solid black line and cos (f) in dotted black line, (a) The b\ 
resonance. A total change of ~ 5^/6 occurs at the vicinity of 
the peak, (b) The a\ resonance. Scj) ~ TT. (C) One of the hybrid 
resonances. 6(f) it. (d) The resonance. Sep 2n/3. The 
smallest phase change of about 50 deg occurs for the lowest hybrid 
resonance at ^ 0.81 eV (not shown here) 107 
5.9 Detail from Fig. 5.7. The magnitude \Rsp\'^  is shown in grey colour, 
sinip in solid black line and cos if) in dotted black line, (a) The b\ 
resonance. A total change of 5ip ^ ir occurs at the vicinity of 
the peak, (b) The a\ resonance. Sij) ^ vr. (c) One of the hybrid 
resonances. 5'ip ^ tt. (d) The resonance. 6ip n 108 
5.10 For a given Mie mode (at frequency co) of an isolated sphere (radius 
r*), the product w • is independent of the sphere size. When 
the spheres are put together in a lattice, interactions shift the 
resonances. For radius small compared to the separation (/q), the 
one-sphere result is recovered. Results here are for the mode. . 109 
5.11 The spherical sections 81,82,33 on which the field distributions 
are plotted in the following figures 110 
5.12 (a-c): Dipole mode. For the b\ resonance (magnetic mode) the H 
field is plotted on the spherical sections 81,82, while the E field is 
shown on 83 (see Fig. 5.11). For the a\ electric mode the role of 
the H and E fields is interchanged 113 
5.13 (a-c):Quadrupole mode. For the bl resonance (magnetic mode) the 
H field is plotted on the spherical section Si, while the E field is 
shown on 82,83. For the electric mode the role of the H and E 
fields is interchanged 114 
5.14 The band structure along F X for a SC lattice of GaP cubes and 
edge-length (a) 360 nm (filling fraction fa = 0.064), (b) 540 nm 
{fb = 0.216) and (c) 720 nm [f^ = 0.512). The horizontal gridlines 
for each plot contain the 11 bands following the ft^-like resonance. 115 
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5.15 For the crystal monolayer of cubes with filling fraction /„ = 0.064 
(Fig. 5.14.a). Comparison between (a) photonic band structure 
along FX, (b) \Tsp\'^ , (c) pressure on one unit cell. For (b) 
and (c) light is normally incident along z. The horizontal grid-
lines denote the positions of the peaks in the spectrum. All 
except one of the sharp features in and are due to heavy-
photon resonances. The exception is the dip in pressure at 1.355 
eV, caused by off-diagonal scattering. In fact there exist four off-
diagonally scattered beams beyond this frequency, but only one 
dominates strongly the spectrum of \Tsp\'^  116 
5.16 Same as Fig. 5.15 but for cubes of edge-length 540 nm (/& = 0.216). 
All sharp effects appear both in the \Tsp\^ and pressure spectra. . 117 
5.47 Same as Fig. 5.15 but for cubes of edge-length 720 nm (/c = 0.512). 
The resolution of the peaks is such that up to 0.8 eV, all sharp 
effects appear in both the iT^pp and pressure spectra. Beyond 0.8 
eV some peaks are not resolved in the \Tsp\'^  spectrum but show 
up in P2 118 
5.18 Binary-e vs. average-e. Profile of the dielectric function on a 
cross section Sz cutting through the middle of the unit cell, for 
(a) binary-e and (b) average-e. The horizontal axes show the loca-
tion in the mesh and the vertical axis the value of e, ranging from 
im = 1 to Cs = 8.9. In (c),(d) the contour plot of parts (a),(b) 
respectively is shown; the shading is such that black corresponds 
to locations outside the spheroid, white to locations inside. For 
both systems the discretisation mesh is 10 x 10 x 10. = 365 nm 
for (a), rs = 350 nm for (b) 119 
5.19 Binary-e vs. average-e. The band structure along FX for (a) the 
binary-e and (b) the average-e systems of Fig. 5.18. The 11 bands 
following the b\ resonance are shown. No major qualitative differ-
ences are visible 120 
15 
5.20 Binary-e vs. average-e. Normal pressure on a unit cell for (a) the 
binary-e and (b) the average-e systems of Fig. 5.18. A qualitative 
difference is that two resonance peaks in (a) (between 0.825 eV 
and 0.850 eV) appear as dips in (b). The remaining resonances 
present only quantitative differences between the two systems. . . 121 
5.21 Average-e for different mesh sizes. Contour plot of the profile of 
the dielectric function on a cross section % cutting through the 
middle of the unit cell, for (a) 9 x 9 x 9 (r, = 349 nm, / = 0.2450), 
(b) 13 X 13 X 13 (r, = 337 nm, / = 0.2208), (c) 15 x 15 x 15 
= 337 = 0^ 2120^ 1 122 
5.22 Forces for different mesh sizes and average-e. Normal pressure on 
a unit cell for (a) 9 x 9 x 9, (b) 13 x 13 x 13, (c) 15 x 15 x 15 mesh 
of Fig. 5.21. All resonances display the same qualitative behaviour. 123 
5.23 Effect of size for binary-e. For a small spheroid of the sam,e shape 
as tha t of Fig. 5.18.C, in a mesh 11 x 11 x 11 the second lowest-in-w 
resonance is an electric dipole (a}) mode. The spheroid radius is 
^ = 1 9 5 i m i ( / = 0^W28) 124 
5.24 Resonant enhancement of the EM energy density p = | (E-D + H-
B) versus cu for a monolayer of GaP spheres (r^ = 337 nm). The 
average p internal to the sphere for the 6j; mode is shown in solid 
black line. The average p in the region of the unit cell external to 
the sphere is shown in dotted line. The ratio of the two, defined in 
the text as W appears in grey. All densities scale with the incident 
density which is set to unity (dashed line). 125 
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5.25 Spatial distribution of the electric {p[E] = | E • D) and magnetic 
{p[H] = I H • B) energy densities inside a unit cell at the magnetic 
dipole resonance {b\). The H field forms a hyperboloid of one sheet 
around which the E field circulates in a ring (Fig. 5.12). Thus the 
dipole points along the z axis and the electric-field ring lies chiefly 
on the xy plane. Here we plot the densities along an equatorial 
diametre on the x axis {i.e. along the intersection between surfaces 
81,83 of Fig. 5.11). Ten calculation points are used, spaced out in 
tenths of the unit cell length, from 0 to 1. We see that relative to 
the (unit) EM energy density of the incident radiation, p[E] and 
p[H] are enhanced up to 3 orders of magnitude at certain regions 
inside the sphere, = 365 nm 126 
5.26 Influence of the angle of incidence 9 on the normal force (z com-
ponent). The resonance positions shift little with 9.) 129 
5.27 Dependence of the force on absorption. Away from resonances the 
forces do not suffer a sizeable change with moderate absorption. 
The resonances are sensitive to losses, but the actual amount of ab-
sorption present in GaP spheres and in an experimentally suitable 
liquid medium (in this case water) is small enough so the resonance 
effects can be clearly seen. Here we plot the normal pressure for 
the b\ resonance on a crystal monolayer (GaP spheres, = 225 
nm) in water (dashed black line) for normal incidence. For com-
parison, the force on a hypothetical loss-free GaP sphere in air is 
also shown (solid black line). Although an amount of absorption 
e'g = 0 . 1 would suffice to mask the resonances (dash-dotted line), 
it is clear that GaP is a material with very low absorption in this 
frequency range and is therefore highly suitable for displaying the 
effects of resonant scattering 130 
5.28 Transmittance for three crystal samples of increasing thickness 
from one to four unit cells in the z direction. The frequency spans 
the b\ resonance. Normal incidence, = 365 nm 131 
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5.29 Normal pressure in arbitrary units on a two-layer crystal of GaP 
spheres (e = 8.9, r , — 350 nm) in air for normal incidence along 
z. The pressure on the top (bottom) layer is shown in solid black 
(grey) line; on both layers {i.e. total pressure) it is shown in a 
dotted line. The resonant forces on either layer are generally op-
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5.30 Magnetic fields plotted along the z axis through the centre of the 
spheres for the b\ resonance on the two-layer crystal of Fig. 5.29. 
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reversed 134 
5.31 Bonding and anti-bonding for the electric quadrupole mode of 
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anti-bonding mode anti-parallel. The boundaries of the dielectric 
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5.32 Hybrid bonding mode for the two-layer system of Fig. 5.29. — 
0.8584 eV, s polarisation, (a) E field along section Si. The field 
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centre for the top layer, converging to the centre for the bottom 
layer 137 
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= 0.8744 eV, p polarisation, (a) E field along section ^ i . The 
field in the lower part of the top sphere is anti-parallel to the 
field in the upper part of the bottom sphere. Hence destructive 
interference occurs, (b) E field along section S3 for the top sphere, 
(c) E field along section % for the bottom sphere, (d) H field 
along section %. Due to the field orientations, it is unfavourable 
for the spheres to lie close together 138 
5.34 Normal pressure on a two-layer crystal of GaP spheres (e = 8.9, 
rg = 220 nm) in air for normal incidence along z. The bonding and 
anti-bonding b\ modes are seen at ^ 0.94 eV, and the a} modes 
at 1.08 eV and 1.1 eV. The broad peaks of repulsion are due to 
multiple scattering between the layers. The units of pressure are 
in SI 139 
5.35 Resonant energies of a two-layer crystal for normal incidence along 
z and for the magnetic dipole mode. As the two crystal layers ap-
proach each other the bonding/anti-bonding energy levels of the 
Mie modes on the spheres split further. The dots denote the en-
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is a chief political question, because it is the question 
[...] of the relation between the continuously increasing 
power of techno-science and the manifest powerlessness 
of contemporary societies." 
C Castoriades 
Chapter 1 
Introduction 
1.1 Photonics in nanos t ruc tu res 
Over the recent years there has been great interest within the condensed mat-
ter physics and optics communities world-wide in the electromagnetic effects in 
nanostructures (materials where structure appears in the scale of a few up to a 
thousand nm). 
The motivation for this lies both at the level of basic and applied research. 
It stems from the realisation that the electromagnetic waveheld in solids and 
their surfaces plays an equal and complementary role to the electron wavefield, 
a role emphasised by recent experimental developments. Inverse photoemission 
(IPE) observations from Scanning Tunnelling Microscope (STM) tips [2, 3, 4] 
show detailed structure in the visible region of the spectrum having its origin 
in electromagnetic resonances between the tip and the surface (whereas in more 
conventional IPE experiments structure is dominated by surface electronic band 
structure). The same electromagnetic fields are responsible for forces acting at 
large distances between an Atomic Force Microscope (AFM) tip and the surface: 
the electromagnetic field comes into its own in nanoscale structures. 
In parallel with developments in surface science have been experiments on 
photonic crystals-, bulk nanoscale structures possessing crystalline order at the 
scale of the wavelength of light which they therefore diffract strongly, just like 
x-rays are diffracted from atomic crystals. By adjusting the geometric and di-
electric parameters of a photonic crystal, we can alter the optical properties at 
will [7]-[H], in the same way as a semiconductor crystal can be built to support 
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desirable electronic properties. For example, the dispersion relation (band struc-
ture) of light inside a photonic crystal is very different from the linear uj — kc 
behaviour we have in homogeneous media. Another startling effect is the possibil-
ity for no allowed optical modes to exist at certain frequency ranges (band gaps) 
which, coupled with the ability to inject optical modes at specific frequencies by 
introducing defects in the crystalline structure, has fuelled prospects for novel op-
tical phenomena such as photon localisation, inhibition of spontaneous emission 
and enhanced nonlinear effects. Novel devices (single-mode LEDs, thresholdless 
lasers, etc.) are also expected. 
Others [5, 6] have concentrated on the contribution of electromagnetic fields 
to the total energy of a structure and have shown that micron (and submicron) 
particles in colloidal suspensions can be controlled and ordered on being illu-
minated by a laser beam. The energetics of these structures is controlled by 
interplay of structural and electromagnetic properties of the material in the same 
way that energetics of atomic scale solid is controlled by interplay of electronic 
bands and atomic arrangements. 
Where do we find photonic crystals ? Natural gemstone opals owe their 
beautiful iridescent colours to their structure which strongly diffracts visible light. 
However their relatively large amount of disorder as well as the poor refractive 
index contrast they display renders them impractical for the detailed tailoring of 
optical properties one needs to attain if the above mentioned novel effects are to 
be sought after. The first man-made photonic crystals were made ten years ago 
by Yablonovitch [12, 13] and they operated at the scale of microwaves. Intensified 
efforts for the past years have born fruit and we are now starting to have artificial 
opals at visible wavelengths, fabricated by a wealth of experimental techniques 
which bears witness to the ingenuity with which the problem has been tackled. 
Some methods aim at building crystals from colloidal suspensions utilising the in-
fluence of gravitational, electromagnetic or biochemical interactions, while others 
concentrate on selectively removing material from a matrix (etching) and thus 
forming a desired structure. 'Mixed' approaches are also used (removing material 
followed by ordering or stacking of crystal layers) [14]-[28]. 
The theoretical understanding of photonic structures has centred at solv-
ing Maxwell's equations for the EM wavefield in the presence of matter. Thus 
the classical theory of vector fields is applied. This methodology, appropriate 
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for scales large enough compared to the underlying atomic structure, has been 
successfully applied to predict both the dispersion relation (band structure) as 
well as the scattering properties of such systems. The main approaches have 
involved plane-wave expansions [29]-[31], the transfer matrix formalism [32] and 
the order-N method [33]. 
1.2 Overview of photonic forces 
Nature favours phenomena that are energetically profitable. For example, the 
Van der Waals force between two macroscopic objects can be found by calcu-
lating the change in the self-energy of the vacuum-fluctuation wavefields which 
multiply scatter off the objects. In electronic band structure, total energy calcula-
tions combined with variational arguments have been successfully used to predict 
the equilibrium structure of crystals and to realistically estimate a plethora of 
physical quantities [34]. But while the former example involves light waves at 
the continuum of frequencies and the latter employs electronic waves, there is 
an increasingly widening range of systems where photons at frequency intervals 
particular to specific applications apply; of those, photonic crystals form a subset 
whose potential for new physics and new applications is only beginning to be 
realised. 
In such a crystal, the photonic band structure contains the energy levels 
accessible to photons. But unlike atomic crystals, where the sea of electrons 
occupies a range of modes, it is possible with an external source of monochromatic 
light to selectively populate a particular mode in a photonic crystal. The light 
source injects many photons but owing to the bosonic and non-interacting nature 
of light, each photon would remain in the same state. Thus photonic crystals are 
suitable for observing single-mode band-structure effects, a property implying 
rich force spectra. 
To give an example, consider what happens in a photonic crystal made 
of dielectric spheres as we traverse with a laser of tunable frequency a resonant 
mode of the system (such as the modes discussed in chapter 5). At the resonance 
the fields inside the spheres are enhanced strongly and the corresponding energy 
density increases by a factor of 1000; away from the resonances the enhancement 
factor decreases to ~ 5. This shifting of the wavefield from one region of the; 
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crystal to another strongly affects the forces and may have important implications 
(and applications) on cohesion in colloidal assemblies. 
Apart from performing total energy calculations, EM forces can be also 
computed in an alternative, more formal manner: namely within the Maxwell 
Stress Tensor (MST) formalism. In this methodology, the various components 
of the MST are constructed from the electric and magnetic fields in real space. 
Integration of the tensor around a closed surface surrounding the body of interest 
yields the total force acting on it. There is in principle no restriction as to the 
size and shape of the body, nor as to its dielectric properties. The generality of 
this method makes its applicability wide, ranging from purely electric to purely 
magnetic to fully electromagnetic effects; from virtual to real photons; and from 
travelling to evanescent wavefields. 
Suppose we wish to calculate the dispersion forces ^ (these are a class of Van 
der Waals forces) acting across a plane. This may be the case if we calculate the 
pressure in a colloidal array, or the force between an AFM tip and a surface. The 
stress acting across a plane is given by the Maxwell stress tensor, which in turn can 
be written as an integral over all frequencies, of a function of the causal Green's 
function, embodying the properties of the system. If we can calculate 
G+(w) on the plane in question then we can calculate the stress tensor. Within 
the context of our theory G+(w) has a useful on-shell interpretation: it represents 
the response of a system to electromagnetic waves of frequency lo injected into the 
system on the plane in question. In free space these waves escape to infinity but 
in the presence of a nanostructure (such as the cavity between tip and surface) 
the waves are multiply scattered between tip and surface modifying the net field 
on the plane in question. To calculate the force we need to know the reflection 
coefficient of the tip and of the surface to incident electromagnetic waves. That 
is exactly what our theory is set up to do. 
Notice that all internal details of tip and surface are swept into the reflec-
tion coefficients: they are all we need to know. The theory also answers another 
problem that sometimes arises in calculation of dispersion forces: for real e dis-
persion forces can be thought of as arising from zero point energy attributable to 
photonic bands. Each stationary state is assigned energy {hco/2) and the total 
beautiful overview of the subject of intermolecular and surface forces, from both the 
experimental and the theoretical sides, is given by Israelachvili [35]. 
energy is a sum over all states. However this approach fails if e is complex because 
there are no stationary states: all states decay with time. In contrast the reflec-
tion coefficient remains well defined and that is all we need to calculate forces 
by our method. In other words we have made an easy and elegant generalisation 
to complex e, vitally important in practice because much of the force calculated 
with the Green's function approach comes from regions of w where e is complex, 
i.e. where hu is greater than the band gap of the material in question. 
A simpler problem (involving one frequency at a time) is to calculate the 
forces induced by the application of an external electromagnetic field, as in the 
colloidal system investigated by Golovchenko [5, 6]. Such a calculation is moti-
vated by the current state of affairs in self-assembly of colloidal spheres, the two 
main causes of which so far are the gravitational and Van der VVaals forces. Of 
these two, gravity leads invariably to close-packed structures, whereas the Van 
der Waals force favours only one structure at a time. But for optimal optical 
properties in a photonic crystal, it is often necessary to obtain a particular struc-
ture that may not happen to be favoured by gravity or Van der Waals. Employing 
our theoretical tools we can go a step further than this, by studying how the crys-
tal structure affects the EM modes (band structure) and then using knowledge 
of these modes to affect the crystal structure by inducing cohesion while also 
studying the stability of the final structure. 
It would also be interesting to invert the IPE experiment of Gimzewski, 
sending a laser beam and measuring the response of forces on the tip as w is 
varied. 
1.2.1 T h e Atomic Force Microscope (AFM) 
A rich variety of forces can be observed by atomic force microscopy [36]. In 
the non-contact mode (at distances greater than 1 nm between tip and surface, 
and therefore of special interest to this research) Van der Waals, electrostatic, 
magnetic or capillary forces produce images of topography. Because its operation 
does not require a current between the sample surface and the tip, the AFM 
can move into potential regions inaccessible to the STM or image fragile samples 
which would be damaged irreparably by the STM electronic current. Insulators, 
organic materials, biological macromolecules, polymers, ceramics and glasses are 
some of the many materials which can be imaged. 
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Since the recent invention of the AFM in 1986 [37], the basic principle of 
this microscope to measure forces or interactions between a sharp probing tip and 
the sample surface led to the creation of a variety of other scanning probe micro-
scopes (SPM), such as the magnetic force microscope (MFM), the dipping force 
microscope (DFM), the friction force microscope (FMF), and the electrostatic 
force microscope (EFM). The current tendency to combine difierent methods 
such as STM/AFM, AFM/MFM, A F M / F F M [38], provides the unique oppor-
tunity to characterise a single nm-sized specimen by a combination of methods 
and therefore gain more information than by the separate application of a single 
method. The development of commercial microscopes has followed the pace of 
research. AFM and STM are the most successful instruments in the field of SPM. 
The possibility to apply AFM to conductive as well as to insulating materials has 
attracted not only surface physicists and chemists but also biologists, physicians, 
electrochemists, and mechanical engineers. Atomic force microscopy has thus 
become a new, rapidly expanding interdisciplinary field [39]. In cell biology, in 
particular, one of the greatest potential benefits of the AFM is that specimens 
can be observed in solution, provided they are securely attached to a surface. 
This capability, not only allows one to image samples at biologically relevant hy-
dration states but also drastically reduces the adhesive interactions between the 
sample and the scanning tip in air due to meniscus forces caused by condensation 
on the tip and sample. An exciting prospect provided by the ability of the AFM 
to operate in solution is that it should be possible to observe dynamic events at 
high resolution in biological systems, including living cells. This has, in fact, been 
demonstrated to be true in several cases [40, 41]. 
"Few problems are so much ignored and at the same 
time so important, as the accelerated wiping out of the 
biological resources of the earth. By forcing the other 
species into extinction, mankind is zealously sawing off 
the branch on which it is sitting." 
C Castoriades 
Chapter 2 
Methodology 
2.1 Theoret ical f ramework 
2.1.1 T h e need for a s tress tensor 
We are interested in calculating EM forces on macroscopic bodies in the nanome-
tre scales. It is therefore natural to seek expressions for the forces in terms of 
macroscopic quantities (such as dielectric functions). Hence we make at the outset 
an implicit adoption of the continuum picture of matter. We follow the treatment 
of Landau and Lifshitz [42]. 
A force acting on a macroscopic system is a sum of the forces (r) on each 
of the volume elements that constitute the system. Thus the total force F can be 
expressed in terms of the integral 
IT == ^ ( r ) Qb, (2.1.1) 
where £u(r) is the force per unit volume on the volume element centred at r. 
However, the interactions between neighbouring volume elements, being internal 
forces, must have a zero net effect on the total force. Thus only the forces on 
volume elements which are in contact with the space exterior to the body will 
contribute towards the total force. So it must be possible to transform the volume 
integral above into an integral over the closed surface surrounding the body. This 
is a consequence of the principle of conservation of momentum, namely that a 
force on a system must be attributed to a change in the net momentum entering 
the system {momentum-balance picture). From vector analysis, we know that we 
can transform the volume integral of the vector fy into a surface integral as long 
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as £y can be expressed as the divergence of a tensor of rank two: 
dT-
Vw.i == == 1L%,3/, z} , (2 12) 
where a sum over repeated indices is impUed from here onwards. The total force 
on the system then becomes 
F, = (2.L3) 
dS, , (2.1.4) 
where a sum over repeated indices is implied from here onwards. The stress 
tensor Tij contains all the information we need. Note it has dimensions of energy 
density. This is not accidental, since forces can be also thought to arise due to 
spatial variations in the energy (energy-gradient picture). They act in order to 
lower the system's energy i.e. to push the system into regions where the energy 
is lowest. Therefore only the spatially varying part of contributes to forces, a 
fact which can be seen in Eq. (2.1.3). Eq. (2.1.4) is of great practical benefit in 
that it is often easier to calculate the stress tensor on the surface S enclosing a 
solid body rather than in its interior. 
2.1.2 T h e stress tensor for e lec t romagnet ism 
So far the discussion is general. For the case of electromagnetism, Eqs. (2.1.1)-
(2.1.4) describe the force transmitted across the surface S and acting on the 
combined system of particles and fields inside the volume element [48]. From this 
we can obtain the force on matter alone by subtracting the rate of change of the 
radiation momentum internal to the volume; however for systems of interest to 
us this term is zero and therefore of no consequence, as we explain later. Now we 
need the stress tensor. 
Many treatments exist in the literature (not all of them different): the 
subject of the volume force and the derivation of the stress tensor from it has 
been visited by Korteweg [43], Helmholtz [44], KirchhofF [45], Hertz [46], Cohn 
[47], Abraham [48], Jeans [49], Cans [50], Sano [51], Pockels [52, 53], Larmor [54], 
Livens [55, 56], and more recently by Stratton [57], Landau & Lifshitz [58], Panof-
sky & Phillips [59], Jackson [60] and others. Indeed, to solve for the full force on a 
volume element whose dielectric properties are a function of the temperature, den-
sity and field while incorporating inhomogeneity, anisotropy, nonlinearity in the 
e, /i of both the matter inside the volume element and in the medium surrounding 
it, is not a trivial task. However we can make a few simplifying assumptions which 
reduce dramatically the difficulty of the problem while still allowing treatment of 
situations relevant to our purposes. 
We consider an isotropic, non-pyroelectric and non-piezoelectric solid body 
of permittivity e. and permeability //. We assume that e, f.i do not change with 
density changes or pure shears; in other words no electro-striction or magneto-
striction effects are considered. Under these restrictions most authors ([43]-[53] 
and [57]-[60]) agree that the stress tensor that gives the volume force in Eq. (2.1.2) 
becomes 
tij\i = ^ei ej + [j,hi hj — — 5ij [ee'^ + (2.1.5) 
and can be used to yield the stresses inside a solid dielectric. To determine the 
total force on the solid body immersed in a liquid, linear medium (of permittivity 
em and permeability Hm) which is in mechanical and thermal equilibrium, we can 
either (i) sum up the volume forces inside the body by integrating the divergence 
of Tjj |i over volume, in the manner of Eq. (2.1.3), or (ii) sum up the volume forces 
on a thin shell of liquid medium outside the body by integrating the tensor in the 
medium over a surface external to the body, in the manner of Eq. (2.1.4)^ For 
the latter purpose the above form of Tij\i will do but with and firn hi place of 
e and /i and the external to the body fields {i.e. the fields in the liquid) in place 
of the internal fields. 
The expression for Ty|i is derived * from the volume force which in turn is 
found via the ^energy-method'': the EM energy of the system is calculated, then 
the body is allowed a virtual displacement and the force is found from the virtual 
work done. Under the restrictions imposed above the EM force acting on the 
matter enclosed in volume / d^r is 
^For both (i) and (ii) we should generally subtract the rate of change of radiation momentum 
from the force yielded by the stress tensor integration, in order to obtain the forces on matter 
alone. 
^See Appendix B. 
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where pext and Jext are the external sources of charges and currents. The term 
(1/CQ) 9(E X 'H.)/dt is the rate of change of the radiation momentum inside the 
volume element. By subtracting this term from the force on the combined system 
of particles and fields, the volume force on particles alone is obtained. For the case 
of either static or time-averaged effects due to harmonic fields it is not necessary 
to explicitly carry out this subtraction since 5 (E x H ) / 9 t = 0. 
Larmor [54] and Livens [55, 56] have voiced objections against the form 
Tij\i, proposing instead 
Tij\2 = Ei D j + Hi Bj — — Sij {€qE'^  + /j.QH'^ ) . (2.1.7) 
Finally, one could be tempted to start by assuming an expression for the 
force of the type 
F = PtotE + Jfot X B d^r , (2.1.8) 
where ptot and Jtot are the total (external + induced) sources of charges and 
currents. From this force a third candidate for the stress tensor is derived readily, 
Tijls = ^oEi E j + [loHiHj — — 6ij {eoE" + • (2.1.9) 
All three expressions for the stress tensor agree if we are to calculate total forces 
on solid bodies immersed in vacuum, as is the case with most of our results. For 
surface forces, however, or for forces on bodies immersed in dielectric liquids, the 
three forms Tij\k ,{k = l, 2, 3} are different. We shall choose Tijh in these cases. 
Two are the reasons behind this choice: 
• There appears to be a consensus in the literature to adopt Tij\i. From the early 
days of the discussion many notable names ([43]-[53], including Helmholtz, Kirch-
hoff, Hertz, Abraham, Minkowski and others) supported this form. In addition, 
more recent authors ([57]-[60]) who have either attempted their own derivations 
(Landau & Lifshitz) or written reviews on the issue (such as Stratton, Jackson 
and others), have adopted Stratton even claims to have found the fallacy 
in Livens's formula TjjI2. Certainly the weight of opinion leans to 2]11. 
• We have studied a few test-cases from electrostatics for which the force on a 
body is actually known from standard calculations. For these systems we have 
re-derived the force using the different forms for the stress tensor, showing that 
Tij\i alone provides the correct answer. Three examples include: 
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(a) Two equal point charges q are immersed in an infinite, homogeneous, dielec-
tric fluid of relative permittivity e. The charges are separated by a distance r 
along the z direction. The force exerted on one charge by the other is well known 
t o b " 1 1 
f = r ( 2 - 1 1 0 ) 
Integration of 2]^ | % on a surface enclosing one charge yields exactly this force. For 
comparison, integrating Ty|2 or Tij\s on the surface yields 
which is clearly wrong. 
(b) A conducting sphere of radius r and charge q inside an isotropic, homo-
geneous dielectric medium of relative permittivity e under the influence of an 
initially uniform electrostatic field zEq. The force on the sphere can be derived 
by a method other than stress-tensor integration [61]. The known result is 
F = z QEq . (2.1.12) 
Only Tij\i produces the correct result when integrated over a surface enclosing 
the sphere. For comparison, integrating [3 yields 
1^ 3 = 2 , (2 1.13) 
a wrong result. The same state of afl'airs occurs if the sphere is dielectric. The 
correct force acting on the sphere is still given Eq. (2.1.12), reproduced only by 
T-l i 11 • 
(c) A point charge g at a distance d away from a plane boundary separating 
two dififerent dielectric media of relative permittivities ei (in the half-space where 
the charge lies) and 62- The problem has been solved by Landau & Lifshitz [62] 
employing the method of images. The force on the charge q is 
and is reproduced only by integrating T^ji over a surface enclosing the charge. 
Integration of Ty|2 yields 
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whereas Tjjis gives 
(3(fi 4- f 2 ) ' 
both of which are erroneous. For eg —> —oo Eq. (2.1.14) recovers the force on a 
charge near a conducting plane. 
We shall refer to Tij\i as 'the stress tensor' or 'the Maxwell stress tensor 
(MST)' from now on. We will omit the subscript for notational simplicity. 
To conclude this section, by integrating Tij\i of Eq. (2.1.5) over a closed 
surface S enclosing the body, the full EM force on the body is obtained; if the in-
tegration takes place over a region inside the body, the local stresses are obtained. 
Apart from the restrictions we imposed for the validity of Eq. (2.1.5), no further 
approximations or limiting assumptions need be made, as has often been done 
with other methodologies employed for EM effects (e.g. dipole approximation, 
vanishing particle size compared to the wavelength of light in scattering phenom-
ena, etc.). Our methodology can be applied to dielectric or metallic objects of 
any shape and at any frequency range in principle. The only requirement for 
meaningful results is that the integration is carried out over scales that are large 
with respect to atomic sizes, so that the continuum picture of matter is justified. 
For nanostructure scales of interest to us (> 50 nm) this requirement is surely 
satisfied: the dynamics of the EM wavefield is more properly described by the 
equations of Maxwell rather than by the Schrodinger equation for all the elec-
tronic charges which make up the dielectric response of the system. This choice 
of macroscopic scales dictates a relevant timescale also for the type of fields we 
are interested in (no macroscopic object can respond synchronously to Tliz os-
cillations): we must time-average the forces {i.e. the stress tensor) over many 
cycles when dealing with harmonic fields at optical frequencies. A consequence 
of time-averaging is that the rate of change of the EM field momentum inside 
the volume of integration vanishes. Thus it is the material bodies that absorb all 
momentum transfer between our system and the outside world. The stress tensor 
integration yields exactly this force. 
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2.2 Numerica l methodology 
2.2.1 Descr ipt ion of approach 
Fields 
We discretise Maxwell's equations on a simple cubic (SC) mesh. For calculations 
of photonic band structure, periodic boundary conditions are used in all direc-
tions. For transmission results, we consider a crystal finite in the z direction, 
having a thickness of n unit cells (layers), n being allowed to vary. We shall dis-
cuss here the case where a monochromatic light beam of frequency w, polarisation 
a and wavevector k is incident on the crystal from the —z side. Using the Trans-
fer Matrix formalism [63] we calculate the complex reflection coefficients -Rkv for 
scattering into plane waves of wavevector k' = ky + g|| + zk'^ and polarisation 
cr', where ky is the component of k parallel to the xy plane and gy is a two-
dimensional reciprocal lattice vector also lying on the xy plane. Our computer 
codes have been published and issues of stability and accuracy in the calcula-
tion of reflection coefficients and band structures have been discussed elsewhere 
[63]-[66]. 
Forces 
The new ingredient is the calculation of forces. From the reflection coefficients 
we construct the total fields on the —z side of the crystal, 
E(r, t) = Eo E EK'^ r-wf] ^  G 
k',0-' 
]H[(r,Z) = Ho (6k,k' '5*,.' 4-JRk/ov) 6^^ (2.2.2) 
Here Eq, Hq are the amplitudes of the incident fields and ET'^ ' are the unit vectors 
for each k' and each polarisation a'. The Kronecker delta functions serve as to 
add the contribution from the incident field, which is present on the —z side, to 
the reflected field. For the total fields on the +z side the only contribution comes 
from the transmitted fields. 
Having constructed the total fields on either side of the crystal, we invoke 
once again the Transfer Matrix equations to find the total field at each mesh 
point inside the structure. In doing so we propagate the total fields on the —z 
side forwards, and the total fields on the +z side backwards. 
When this is accomplished, the stress tensor components are calculated and 
time-averaged. The latter procedure can be made in a standard way since the 
fields are expressed as sums of plane waves at the same frequency w. Thus, the 
time-averaged stress tensor is 
Tij) = EJ + u,'H; S,, ( t -E- ^ E + ^.-H- • H ) | , (2.2.3) 
where the star denotes the complex conjugate. In a similar manner, all quantities 
involving products of fields are calculated: 
p) = ^ s | i [ E . D ' + H - B - ] | , (2.2.4) 
for the EM energy density, and 
= (2.2.5) 
for the Poynting fiux vector (which is proportional to the EM momentum density). 
Sp is calculated only for the travelling terms of the field expansions in Eqs. (2.2.1), 
(2.2.2), i.e. for the terms of real wavevectors k'. 
For notational simplicity we shall drop the brackets () on S, p and Tij from 
now on, while still implying that time averaging has been carried out. 
Finally, the forces are found by integrating the stress tensor over a surface 
enclosing the body of interest, which can in principle be of arbitrary shape and 
complexity. In this work we present force calculations on (i) isolated dielectric 
objects (artificial atoms), (ii) crystal layers or layers of homogeneous media and 
(in) the entire crystal sample. For (i), the integration surface is confined in all 
directions as it covers the cubic unit cell, which never contains more than one 
artificial atom in our calculations. For (ii)^ the surface consists of two infinite 
sheets spreading out in the xy plane. In practice the integration needs not be 
carried out over more area than the xy faces of the unit cell due to the periodic 
boundary conditions. For (Hi), two xy faces are used, one on the —z side, the 
other on the +z side of the crystal such that the whole crystal is enclosed. When 
the integration has taken place yielding the force, the pressure may be derived 
by dividing by the surface area of integration. 
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2.2.2 Computa t iona l machinery & technicali t ies 
Familiarity with the OPAL codes is assumed in this section. The numerical details 
of these codes are described in detail in Refs. [64], [65]. 
Normal isat ion and units 
Whatever the system of units being used, it is important to relate calculated 
quantities like pressure, energy, and force to experimental variables such as the 
intensity Iq of the incident beam of light. Careful normalisation of the fields is 
therefore required, and a system of units easily compatible with experiment is 
desirable. The OPAL suite of codes operates in atomic units (a.u.); the permit-
tivity, permeability, frequency, wavevectors and fields are all expressed in these 
units. However we shall express the final outcome of force, pressure and energy 
calculations in SI units. 
Units in diagrams 
In all diagrams the force, pressure, stress tensor and the energy density will be in 
SI units (N, N/m^, N/m^ and J/m^ respectively). The frequency will always be 
in eV. For the band structure plots the wavevectors will be in multiples of tt/Zq, 
where Iq is the unit-cell length which is always be Iq = 900 nm in our calculations. 
The incident beam intensity will be /q = 3 x 10® W/m^, unless otherwise noted. 
Fields 
After the reflection coefficients are computed, we renormalise the polarisation vec-
tors Ckv' to unit magnitude each (taking care to retain all 6 components of the 
eigenvectors RVEC, since we shall need all 34-3 components of the E, H fields for 
the force calculation). This is accomplished by multiplying each current-currying 
polarisation vector with its current, reversing the procedure carried out in sub-
routine PLANEW. Had we not done this the total fields (and hence the forces) 
would have a normalisation that varied with frequency w, since the currents are 
frequency-dependent. We also take |Eo| = \ f ^ (in a.u.). With these two mea-
sures the incident E field has the correct magnitude in a.u., corresponding to an 
Cff/LPGTZ&R ;2. A4J3Trff0D0I,0(;ir 39 
incident beam with intensity Iq. The incident H field has magnitude • Eo\^. 
Then the total E and H fields in a.u. are obtained from Eqs. (2.2.1), (2.2.2). 
The conversion of the fields into SI units gives: 
Woy-f-ypp 
== ! - = (5.14222 )< IQii) (2.2.6) 
e a s 
=== = (1.25168 X 10*) (2.2.7) 
h clb 
Maxwell Stress Tensor 
Numerically, a 'local' expression for the stress tensor is applied: 
Ty(r) = eEi{r) Ej{r) + iJ,Hi{T) Hj{T) 
"^2 A'"H^^ (r) • (2.2.8) 
Tij has the units of the product eE'^. Inserting the factors e and ^ in a.u. and 
converting into SI units yields 
m , ] . . = (2.94209 X 10^") . (2.2.9) 
Qr 
Force and pressure 
Pressure has the same units as Tij. For the force we have 
[F]., = (8.23870 x lO'^) . (2.2.10) 
Ob 
Energy 
The energy density p has the same units as Tij. As for the energy, U, its units 
are 
= Hartree = (4.35973 x 10'^^) . (2.2.11) 
Both p and U are defined using a 'local' expression. 
'''H is obtained from H' by a straightforward multiplication with the factor 
Momentum density 
For the Poynting vector Sp a 'non-local' definition has been adopted [63] such 
that the conservation of energy (Poynting theorem) is obeyed exactly. For the 
units of Sp we have 
T-I a -rf 
. 2 = (6.43639 x 10^") . (2.2.12) 
/% (Zg 
N u m e r i c a l t e s t s 
Several numerical tests were carried out: 
• The transmitted field, propagated backwards until outside the system, should 
equal the sum of the incident + reflected field on the —z side of the system. 
We checked this and verified the equality for all field components. Typically the 
agreement was up to at least 6 decimal digits for the systems studied and the 
energy range examined. 
• At each mesh point we checked that the divergence equations V • D = 0 and 
V • H = 0 were satisfied, typically up to 12 decimal digits or more. 
• Where possible, checks of the numerically computed reflectance, transmittance, 
fields, force, pressure and energy density were made against analytical calcula-
tions. For homogeneous half-spaces and homogeneous layers the scattering prob-
lem was solved analytically and such tests were made. Accuracy to at least 6 
decimal digits was obtained. 
"Forgive my facile symbolism, but our age is exactly 
commensurate with this t ruth: a stunning technical 
progress strives to heal mankind of ills caused by a 
stunning technical progress. How long since a man 
dreamt of a bird!" 
Odysseus Elytis 
Chapter 3 
Homogeneous system 
3.1 Homogeneous systems studied: a half-space 
and a layer 
Probably the simplest system for studying macroscopic radiation forces on ma-
terials is a homogeneous half-space (dielectric or metallic) upon which a single 
beam of light is incident (Fig. 3.1). The simplicity of this model system will 
allow us to put forward in a transparent manner some important features of our 
methodology. Furthermore, as this problem is analytically solvable it provides a 
nice test-ground for our numerical results. 
We model the semi-infinite medium by considering a layer of material of 
sufficient thickness in the z direction so that all light entering the layer is absorbed 
before reaching the far end. For a metal this would only take a thickness equal to 
the skin depth (a few nm typically) when w lies below the plasma frequency ujp\ 
for a real dielectric, the tiny absorption present makes it necessary to consider 
.much thicker samples, perhaps as much as several cm. In either case, only the 
incident and specularly reflected wavefields are present outside the system. The 
cross section of the light beam is regarded as infinite so that edge effects are 
removed. The total force on the half-space is found by integrating the stress 
tensor for the total field (incident plus reflected) on a surface which lies on the 
—z side immediately above the medium and extends to infinity in the xy plane 
(the contribution from the integration on the far end is zero, since the fields 
vanish there). A more appropriate quantity for this system is the EM pressure 
Pi = {1/Sz) §TizdSz on the layer. The incident beam has intensity Iq and travels 
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Figure 3.1: Reflection and transmission of a beam of monochromatic light upon 
incidence on the interface between two different semi-infinite dielectric media 
(half-spaces). 
at the speed cq, which implies an incident radiation pressure 
p. 
Co 
(3.1.1) 
Another system which is analytically tractable is a homogeneous layer of 
finite width d such that some light is transmitted through the far end (see Fig. 
3.2). The layer extends to infinity in the x and y directions. The integration of 
the stress tensor takes place on the z = 0~ and z = surfaces. Like before, 
the light beam is regarded as infinitely wide. Given the cross section of modern 
lasers, this is realistic approximation. 
We will be studying the forces on both systems with an aim to understand 
how they arise physically, what their limiting values are and whether they can 
become attractive. We shall be studying the infiuence of both travelling and 
evanescent wavefields. 
CHAPTER 3. HOMOGENEOUS SYSTEM 43 
I / / / 
A 
1 
n d \ £2 
eX 
t 
ra 
\ 3^ 
£3 
Figure 3.2: A wave incident at angle 9i from medium I is scattered by the inter-
faces with media II and III. When eg < ei the fields in II become evanescent for 
large enough 9i. For visual clarity all beams are pictured as rays with zero cross 
section; in our calculations we regard each beam as having infinite cross section. 
3.2 Media s tudied: G a P and A1 
As a dielectric system we chose GaP which is transparent (i.e. has low absorption 
and the permittivity e is mostly real and positive) over near infrared and visible 
frequencies. In the ultraviolet spectrum it possesses a plasma frequency at ^ 
13.5 eV and the absorptive part of e becomes significant with respect to the real 
part. GaP's dielectric properties in the infrared will be discussed in detail in the 
following chapter. 
As a metallic system we use Al, for which the dielectric function can be 
modelled as 
e = 1 
uj{uj + ijo) 
(3.2.1) 
where Wp = 15 eV and the damping coefficient for the intraband transitions is 
7£) = 0.1 eV. 
Our data for the dielectric properties of GaP and A1 materials come from 
(67]. 
3.3 Analyt ical formulae: half-space 
We will now calculate the reflection and transmission coefficients for a light beam 
of wavelength A incident obliquely on a material of permittivity eg == 4-
No free charges or electrical currents are present on the surface or in the bulk 
of the dielectric. The medium from which light is incident has a real positive 
permittivity ei = e[. For all plots e\ = 1, however the analytical formulae we 
derive cater for the general case 1. 
3.3.1 Uni t s and no ta t ion 
In order to avoid confusion we must define our units and notation carefully. The 
equations of Maxwell for a transverse wavefield that varies as ~ r-wt) gjyg 
T7 X X ID) == --//o (3.3.1) 
=4> k X (k X E) = —//O 6o6 E , (3.3.2) 
where from now on all symbols with a tilde are dimensionless, i.e. they are pure 
numbers. We expand the left-hand side, 
k (k • E) — (k • k) E = —/xq Eg6 E (3.3.3) 
k • k = jiQ egc u?", (3.3.4) 
which is the dispersion relation in a non-magnetic medium with permittivity eoe. 
Separating the units from the wavevectors we can re-express the left-hand side 
term as 
k • k =/.to Co w^(k • k ) , (3.3.5) 
which leads us to the dimensionless dispersion relation, 
ic . ic = €. (3X3.6) 
SiyTSGTEIbf /15 
The advantage of Eq. (3.3.6) is that we can derive the wavevectors from the 
dielectric function without worrying about units. We are interested in cases 
where the wavevectors can have an imaginary component along the z-direction, 
i.e. 
k = X /? + z (7' + 17") , (3.3.7) 
for which Eq. (3.3.6) gives us 
+7^* ^ (g g g) 
2 ; / y == f " . (3.3.9) 
3.3.2 B o u n d a r y condit ions (BCs) 
The standard boundary conditions apply at the interface, namely the continuity 
of the following field components; 
B i , D ^ , E||, H|| . (3.3.10) 
In addition, due to the homogeneity of both materials we expect that the bound-
ary conditions should not change with time or location on the interface, which 
implies that the harmonic terms are such that 
kjnc ' l'z=0 — ^ref ' ^z=0 — ^tr ' ^z=0 j (3.3.11) 
which is Snell's law. 
Given these conditions and starting with an incident wave of amplitude 
Eo and wavevector kg we can solve for the reflected and transmitted waves with 
straightforward algebra. 
In what follows we have assumed an incident wavevector 
kmc = ki = (^ ,0 ,7 i ) = (&isui#i,0,&icos#i) (3.3.12) 
without any loss of generality. Snell's law then gives us the reflected wavevector 
k ^ e / = (/5,0, —7i) = (^1 sin 01,0, — A;i cos ^i) (3.3.13) 
and the transmitted wavevector 
kjr = ka = (^,0,72 + ^72) • (3.3.14) 
3.3.3 Reflect ion coefficients 
Polarisation is conserved for scattering from a dielectric half-space. 
S p o l a r i s a t i o n (E J. p l a n e of inc idence ) 
For the electric fields we have 
igmc == (3.3 15) 
== y (3.3 16) 
etr = (3.3.17) 
The magnetic fields can be found readily from the electric fields, since 
H = - — k X E . (3.3.18) 
Thus we obtain 
iheific === (--3:71 4- a/3) j5o eios'h-n'-k'*) (3.3/19) 
W/io 
H ref — — (x-yi + z^) (3.3.20) 
UjlQ 
ii*r := [--ic(l4 -h %l2') zff] |31»|j5o ei09:h-t4*-k;t+*2)--4'z . (3.3x21) 
tOjlQ 
Thus in our notation the amplitudes I-Rssi, \Tss\ are real positive {i.e. they are the 
Fresnel coefficients), and all phase dependence is taken care of by the exponential 
factors. The boundary conditions at the interface (Eq. (3.3.10)) provide the 
equations from which the reflections coefficients are determined: 
1 4- == ^r,,| e'*: (3.3.22) 
7i (~1 + \Rss\ ~ ~(72 + ^72) 1^ 55! . (3.3.23) 
Thus we have four equations (real and imaginary parts of the above two) for an 
equal number of unknowns. From these we find 
\Rss\ — 
for reflection and 
\ 
n2 (71 - 70^ + 72 
(71 72^  
(3.3.24) 
= (3.3.25) 
y (71 + 72)^ + i f 
for transmission. The phases are given by 
(3.3.26) 
taji == , (3.3^!7) 
"Yi H-fyz 
and are uniquely determined from the relations 
+1 
cos <^2 = , = (3.3.28) 
1 + tan^ (t)2 
sin^2 = tail(^2 cos^2 (3.3.29) 
IT I 
sin = -j-^^ sin 02 (3.3.30) 
\-^ss I 
COS01 
|-^ss| 
P polarisat ion (E || plane of incidence) 
For the electric fields we have 
= (-xcosgi+z8iiigi)Eoe'(^^+^'^-"'*) (3.3.32) 
= (+xcosgi +Z8ingi) |App|Eo (3.3.33) 
= ( -xco8g2 + z8iii^2e'°)|7;p|Eoe'(^='+^''-'"*+'^')-'^^''^ (3.3.34) 
where the angle of the transmitted beam with respect to the surface normal is 
given by 
sin ^2 = ^ (3.3.35) 
cosfe = + 
h 
For the magnetic fields, 
i i + i f 
(3.3.36) 
= _ y eo (3.3.37) 
W//0 
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:tlre/ == --if |j?pp|j5o e:^f=--7iz-w(+4'i) 
LOflQ 
HTR = - y (72 + ^72) COS #2 4-/3 sin 62 e'*l x 
CiJ/ig '• -' 
X |7;,p|Eo e'(^ =:+T2 -^'^ ^+'^ 2)-'Y2^ _ 
The boundary conditions become 
cos 01 (1 - \Rpp\ = cos #2 |Tpp| 
ki (1 + \Rpp\ e'^i) = (72 + 272) cos 02 + /?sin 6*2 |Tpp| 
ki s in0i( l + \Rpp\e^'^^) = (/3^ + 7^ — 72^ + i • 27^72) sin026^°^ 
For the reflection coefficients we find (after long algebra and many cofi'ees 
the darkest nights !), 
I-Rppl — \ 1 -
47i'^^2 
(72^ +1^^) + =^2 cos^ 01 + 2 7 1 — 4;8^7^ cos^ ' 
and for transmission, 
IT I ••- 271^2 
\ vp \ — / • 
Y (12 + 72^) + H cogS 9i + 27172/^ 2 - 4/?^72^ cos^ 9i 
For the phases we have, 
"To' TT 
t a n a — — - , cu G [—— 0^] 
72 ^ 
tan 01 = 
tan 02 
271')% (/): -- - -7%=) 
il'i + 72^) ~ ^2 COS^ 9i + 4/)^72^ 008% 61 
71-?% (/?: --14= - T?:) 
jki (3^? 4-'72^) 4- 7il4&2 ' 
and in order to determine the phase factors uniquely, 
+1 
cos 02 = 
y l + t a n ^ 02 
sin 02 = tan 02 cos 02 
cos 01 
sin 01 
1 CO802 \Tpp\ , 
r m i cos 02 
cosfc'i \Rpp\ I Rpp 
_ c o ^ sin02. 
cosfc'i \Rpp\ 
(3.3.38) 
(3.3.39) 
(3.3.40) 
(3.3.41) 
.(3.3.42) 
through 
(3.3.43) 
(3.3.44) 
(3.3.45) 
(3.3.46) 
(3.3.47) 
(3.3.48) 
(3.3.49) 
(3.3.50) 
(3.3.51) 
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These solutions for both the E and H fields and for both polarisations have 
been tested and found to satisfy Maxwell's equations in both media. In addition 
they fulfil the boundary conditions for all field components. All special cases 
(72 = 0, = 0, total internal refiection, total polarisation at the Brewster angle 
for p light) have been checked. 
3.3.4 Maxwell Stress Tensor 
Since both half-spaces and their interface do not vary in any way in the parallel 
directions [i.e. x and y) and since the parallel wavevector (3 is real, it follows 
that the stress tensor Tij is invariant along the parallel directions also. Therefore 
the only non-zero contributions to the force arise from the integration along the 
z direction. Hence the only components of Tij that are needed are T^z^Ty^ and 
Tzz- Of those Tyz is zero since for s polarisation H,. 0, whereas for p 
polarisation ey — = 0. This reduces the number of necessary components to 
two. 
S polarisat ion (E _L plane of incidence) 
Having computed the EM fields we can obtain the stress tensor components. For 
medium 1, we need the resultant field: 
E^^) = Ejjic + E r e / 
== if jSo 1 -1- |i?ss|e 
and 
H(i) -I- H 
En 
•re} 
— 0 y 
ujho 
X -27IZ+0I)> 
Thus the time-averaged stress tensor components are 
j'(i) 7^ (1) 
1 
2 
- eoCi Eq --1) 
(3.3.52) 
(3.3.53) 
(3.3.54) 
(3.3.55) 
(3.3.56) 
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— ~ 2 -^0 (1 + l-^ssP) • (3.3.57) 
For medium 2, 
7^(2) _ rp{2) 
2z za 
1 
fofi J5% I?; 2 inn |2 f 72^ .--27^2 
^(2) 
kl 
>,'2~ 
- \ . . i . e l \ t . , ? m 
(3.3.58) 
(3.3.59) 
P polarisat ion (E || plane of incidence) 
From the total fields we derive the stress tensor components. It turns out that 
exactly the same expressions for T^z and T^z are found, but with the substitutions 
\Rpp\ for \Rss\ and \Tpp\ for \Tss\, and of course with the phase angles for p light 
as given by Eqs. (3.3.46)-(3.3.51). 
3.3.5 Energy densi ty 
The time-averaged EM energy density is 
p(r) = (E(r) • D'(r) + H(r) • B"{r)) } , 
from which the EM energy is found: 
U = J p{r)cfr . 
Thus we obtain for s polarisation, 
1 
2 
— 7T ^0^1 -B'o 1 + I-Rssp + 2 | -Rss| COs(27i2: — (pi) 
= i | r „ | X • 
For p polarisation 
1 
2 
= j cofi ^0 
02 
1 + l-RppP + 2|i?pp| ( • ^ ) cos(27i^ — (j)i) 
.(2) 1 a 4- 2/3272! __ 2„/2 1 „,/2„,//2 /Q2„,//2 ' 
' — 2 ^0^1 l^pl -^0 
&1&2 
(3.3.60) 
(3.3.61) 
(3.3.62) 
(3.3.63) 
(3.3.64) 
(3.3.65) 
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3.3.6 Forces 
Volume forces inside med ium 1 
They are zero since neither nor Tj]) varies with z. 
Volume forces inside med ium 2 
They are nonzero only if there is absorption i.e. if 72 7^  0. 
p. = 
1 
2 
— 77 fofi -E'o 
where a = s 01 p, and 
(3.3.66) 
(3.3.68) 
eoei JSg |31nr|: - e--*??';). (3.3.69) 
Interface forces 
The normal pressure on the interface is 
P.Mt = te'(o+)-rW(o-) 
1 
2 
— 7; GoGl Eq ( ^ ) ~ (1 + \raa\'^) ( g ) 
which for s-polarisation becomes 
Pz,int — ^0^1 -E'o 
Ti - 4- 7%* 
(71 4-'72)^' 4-'72^. (|) 
and for p-polarisation, 
Pz,int ~ ^0^1 •E'o COS 9x X 
(3.3.70) 
(3.3.71) 
(3.3.72) 
4:1(1^^  4-'72*^ 4- ^2 cosf 9i -- #1 
^1(72^ + 72^) + ^2 COgS 9i + 27172/C2 — 4/^^72^ COS^  61 
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Total forces on med ium 2 
The total force on medium 2 is the sum of the interface force and all the volume 
forces that act throughout its entirety. Since for a half-space the contribution 
from the far end is zero, we have 
Px,tot — (0) (3.3.74) 
5 
— % CQfi Eq (1 - \RcrA^), (3.3.75) 
and 
== (0) (3.3.76) 
= 2 -E'o (1 + \Raa\^) • (3.3.77) 
3.3.7 Discussion and physical unde r s t and ing of resul ts 
(a) Scattering directions. A homogeneous system can only scatter light into di-
rections belonging to the scattering plane (the plane defined by k and z) so EM 
forces must lie on this plane. Also the polarisation of light is conserved upon 
scattering. 
(b) Natural limits. The response to light incident on a homogeneous half-space 
ranges from full reflection (e.g. for a perfect metal at frequencies below Wp) to 
full absorption (for a dielectric at the Brewster angle and p-polarised light). For 
normal incidence, the pressure on the half-space will range respectively from 2Pinc 
(full reflection) to Pine (full absorption). These effects are demonstrated for GaP 
and A1 samples in Figs. 3.3, 3.4 (solid black lines). 
It is clear from these plots that the force on the system equals minus the net 
momentum exchange between the light and the system, just as one would expect 
from the action-reaction principle. Thus the explanation of forces in terms of the 
momentum-balance picture is valid. The values Pine and 2Pi„c constitute there-
fore the natural limits for total {i.e. external) EM forces on a general dielectric 
half-space due to incidence of a single beam of light. 
(c) Volume forces. Inside the semi-inflnite dielectric there will be no volume force 
in any direction if there are no losses, since the transmitted light will propagate 
unimpeded as in free space (although with a difli'erent wave velocity). Therefore 
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Figure 3.3: Intensity of reflected light from two homogeneous half-spaces (GaP 
and Al; black lines) and a homogeneous slab (400 nm of Al; grey lines) for normal 
incidence from air. For the slab the transmittance appears in broken grey lines. 
The ripple structure is due to multiple reflections from the sides of the slab 
(Fabry-Perot oscillations). 
the stress tensor will be constant throughout the medium. However when ab-
sorption is present, volume forces occur and are accompanied by a continuous 
decay of the Ty components with z. For a homogeneous system with very low 
absorption the volume force will be small compared to the interface force, 
(d) Origin of surface forces. Momentum transfer between the incident light and 
matter can occur due to a scattering or absorption process. Therefore a surface 
force must generally exist on the boundary between dielectrics, since the reflec-
tion /transmission process causes the momentum of the incident light to change. 
This surface force will be accompanied by a discontinuity in one or more stress 
tensor components across the interface {T z^ in our case). 
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Figure 3.4: Light-induced pressure on a homogeneous half-space (GaP and Al; 
black curves) and a homogeneous slab (400 nm of Al; grey curves). Normal 
incidence from air along z. The incident radiation pressure is Pi^c = Iq/cq = 
1. Positive values for the pressure imply that the light is pushing the system, 
(i) For the half-space, the pressure is calculated with the stress-tensor method 
analytically (solid black lines) and numerically (dotted black lines) in perfect 
agreement. It ranges from Pine (full absorption) to 2Pj„c (full reflection), (ii) In 
contrast, a slab of finite thickness may under certain conditions allow the light to 
pass through with transmittance ^ 1, in which case it experiences a pressure close 
to zero. For the slab the pressure is calculated numerically with the stress-tensor 
method (solid grey line) and with the energy-gradient method (dotted grey line). 
(e) Sign of surface forces. For ei < and s polarisation the interface force is 
always negative {i.e. the interface is attracted by the beam), since 
p: z,int (3.3.78) 
For p-polarisation the algebra is complicated. To simplify matters we assume that 
there is no absorption in medium 2 {e'l = 0) and that total internal reflection is 
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not happening (72 = 0). Then for the interface force we have 
Pz, int oc (e i — £2) (^2 — Ci) s i n^ 9 i + £2] , (3.3.79) 
i.e. again for ei < the interface force is always negative. (However it may also 
be negative for some range of values of ei, eg, 9i even when ei > e^). 
We can physically understand this in terms of the spatial distribution of 
the EM energy. For s-light Dj_ = 0 and therefore all components of E, B and 
H are continuous across the interface (see Eq. (3.3.10)). The only discontinuity 
is in _D|| which is higher in medium 2. Hence the energy density in medium 2 is 
always higher than in medium 1 at 2 = 0. Put in another way, the total energy 
is conserved, but the lower wave velocity in medium 2 means that more energy 
is 'squeezed' near the interface on the 0+ side than on the 0~ side. Since the 
interface volume element is infinitely thin (and thus contains equal volumes of 
either medium) this imbalance in energy density shows up as a negative force. For 
p-light there is a nonzero d± which complicates matters so that the balance of 
the energy density is not straightforward to predict without doing the calculation; 
but otherwise the same arguments apply. This energy-gradient argument explains 
qualitatively the force, but for normal incidence it is quantitatively correct also. 
Thus the normal component of the interface pressure can be found from 
Pz.v z.int X0+) - p(o-) 
0+ 
- E D* + H B' 
- - m (E • E*) (e; - ei 
(3.3.80) 
(3.3.81) 
(3.3.82) 
where 0^ signifies that it does not matter if we evaluate E • E* in either medium 
since it is continuous in the interface. We show in Fig. 3.5 the MST and the 
energy-gradient calculations for both A1 and GaP. The agreement is excellent. 
The spatial variation of p across the interface is shown in Figs. 3.6, 3.7. 
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Figure 3.5: Light-induced interface pressure on a homogeneous half-space (GaP 
and Al). Normal incidence from air along z. The pressure is calculated ana-
lytically with the energy-gradient method of Eq. (3.3.82) (solid black lines) and 
numerically with the stress-tensor method of Eq. (3.3.72) (dotted black lines) in 
perfect agreement. 
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z (nm) 
0.1 
frequency (eV) 
Figure 3.6: Spatial and frequency distribution of the energy density p for a half-
space of GaP at normal incidence from air. In air {z < 0) p is spatially constant 
and varies only with to due to the frequency-dependent 62 that affects the scat-
tering. Inside GaP {z > 0) p varies as as seen from Eq. (3.3.63). At low 
frequencies p rises across the interface, hence the force is negative. 
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frequency (eV) 
z (nm) 
Figure 3.7: Spatial and frequency distribution of p for a half-space of A1 at normal 
incidence from air. As with GaP, p is spatially constant in air (z < 0). Inside A1 
{z > 0) there are three regimes: (i) the high-absorption limit at w < 0.2 eV, where 
some light enters A1 and p is strongly attenuated; (ii) the high-reflectivity limit 
at 0.2 eV < w < Wp = 15 eV, where virtually no light enters the half-space, and 
(iii) the 'transparency' limit at w > Wp, where most light penetrates the interface 
and the absorption is low, so that the exponential decay of p is not noticeable 
over the distance shown here (20 nm). The interface force is always positive. 
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3.4 Analyt ical formulae: layer 
Now we concentrate on the scattering properties of a non-magnetic, homogeneous 
dielectric layer of thickness d (Fig. 3.2). We analytically solve for s-polarised light. 
3.4.1 B o u n d a r y condit ions 
At the two interfaces (z = 0, z — d), the boundary conditions are the same as 
those for the half-space. 
3.4.2 Reflect ion coefficients 
Light is incident from medium I, where it propagates with no absorption. However 
in media II, III absorption is possible, and we deal with the general case. The 
incident beam will multiply scatter off both interfaces as shown in Fig. 3.2. The 
total fields that result from this scattering mechanism are shown in Fig. 3.8: 
in region I there is the incident field travelling downwards with amplitude A, 
and the superposition of all reflected beams travelling upwards with a complex 
amplitude b. All the phase factors resulting from multiple scattering are intrinsic 
in b. Similarly in II the total (steady-state) field can be split up in two counter-
propagating fields with amplitudes c,d. Finally in III there is only a downwards 
travelling beam with amplitude E , again incorporating all multiple reflections of 
light before it eventually enters medium III. This way of defining the problem 
simplifies the algebra significantly. First we checked that the above proposed 
fields satisfy all the equations of Maxwell in regions I, II, III. Then we used the 
BCs to find the amplitudes. 
The resultant electric fields in region I, II, III respectively are 
E l = 
Eg = y C + D e-
(3.4.1) 
(3.4.2) 
IBs == yefUki-wO (3 ,^3) 
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Figure 3.8: Method of calculating the fields for the slab system of Fig. 3.2. The 
incident and all the multiply reflected beams in region I are superposed, resulting 
in two waves (that propagate into and out of the slab) with complex amplitudes 
a, b. Similarly for region II there are two resultant waves with complex ampli-
tudes C, d. In region III the superposition of all multiply transmitted beams 
leads to an outwards propagating wave with amplitude E . 
where 72,73 are complex in general but 7^ is real. The magnetic fields are 
+z;8(a b (3.4.4) 
H i 
co/io 
Ho 
H , 
^i{l3x—uit) 
W//0 
J{Px-cot) 
ojjj'o 
-X72(C - D + 
+Z;8(C + D 
-X73 + zi3 
The boundary conditions become 
(3.4.5) 
(3.4.6) 
a+b = c+d (3.4.7) 
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l^(yi -- f!) == 'Ysff) - . I)) 
(7 e'T^d ^_jr) e-i72d effad 
I t ((7 __ 2) (,-i72dj| =: giTsd 
From these we can finally derive the amplitudes: 
(3.4.8) 
(3.4.9) 
(3.4.10) 
B = 
C = 
("% -- T%)07i 4- 72) 4- (72 4- IsX/yi - T z ) 
D 
E 
(72 - 73) (7i - -72) ef'Tsd ^%)(T^ ^-ryg) 
271(72 4H 73) 
(72 - 73) (7i ---72) (^ ,2 H-fyg) 
2^4(72 -- 73) 
(72 - 7 3 ) ( 7 ^ --'72) (^ ,2 4- 4--72) 
47^72 
(72 - 73) (7i - 72) + (72 4- 73) (7i + 72) 
A 
A 
A 
A. 
(3.4.11) 
(3.4.12) 
(3.4.13) 
(3.4.14) 
The above expressions for the fields satisfy Maxwell's equations in all regions I, II 
and III. Furthermore the complex amplitudes B, C, D, E are such that the BCs 
at each interface are also satisfied. Therefore Eqs. (3.4.1-3.4.6) together with Eqs. 
(3.4.11-3.4.15) provide the unique solution to our problem. 
3.4.3 Maxwell Stress Tensor 
Having solved for the fields in all regions we can now derive the Maxwell Stress 
Tensor. We obtain 
Ti i . 0 7 ? ( | i p + | B p ) (3.4.15) 
T. 'ii r^ o 
j^iii _ 
- 7 ^ ( | ( : | ^ -k |D|^ + 
(3.4.16) 
(3.4.17) 
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In the particular case where medium II has no absorption (e^ = 0), the z depen-
dence in T / / disappears: 
r p l l __ 
ZZ 
-5eoT?( |CP + | B p ) , 7 ? = 0 
+ i e o 7 f ( C i > ' + C " i ) ) , 7 5 = 0 
3.4.4 Energy densi ty 
For the energy density p we find 
p - 5<io 
jn 
( 7 ? + / 3 ' ) ( | i P + |Bp) + 
+/3^(iB" + A'B 
(7? + /3')(|C'P + | i )p + 
+ ( - T ? + i3''){cb' + c'i) 
:^o 
P,,„, = T'J(z,)-Tll(z.) 
1 
(3.4.18) 
(3.4.19) 
(3.4.20) 
(3.4.21) 
3.4.5 Forces 
We discuss only normal components of the forces (along z). 
Vo lume force in med ium I 
It is zero since T/^ is independent of position. 
Volume force in medium II 
It is nonzero only if there is absorption (e^ ^ 0): 
(3.4.22) 
I j | 2 ^g-27 '^z/ _ g-2Ti'%) + | ^ |2 (g+2l^'^/ _ e+^l^''')] + 
| . (3.4.23) 
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Volume force in med ium III 
It is nonzero only if there is absorption (e'g ^ 0): 
P: z,vol 
= JCOT?|B|^ (e-" ' - ' ' - . 
Interface forces 
At the upper interface (z = 0): 
Pz,int\z=0 = (0) — T/^(0) , 
and at the lower interface (z = d): 
= r / f { ( i ) - t^'id). 
Total force on m e d i u m I 
The total pressure on medium I is 
' + 1^1') + + C ' 4 
-2,tot == (0) 
1 
— %Go 
Total force on layer 
The total pressure on the layer is 
f.,w = Tll'(d)-TlM 
1 
- 2 '° 7 ? ( | i p + | B p ) - 7 ? | B | " e-'-'S" 
Total force on med ium III 
The total pressure on medium III is 
Pz,tot = -Tll{d) 
- 2 ^ 0 -72x|(:r + 
(3.4.24) 
(3.4.25) 
(3.4.26) 
(3.4.27) 
(3.4.28) 
(3.4.29) 
(3.4.30) 
(3.4.31) 
(3.4.32) 
(3.4.33) 
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Special case: m e d i u m II is absorption-free 
We are interested primarily in forces that act on medium III across a dielectric 
layer of practically negligible absorption (say a vacuum layer). In this case = 
27272 — 0 and the waves in medium II are either travelling (in which case 7^ = 0) 
or evanescent (72 = 0). The crucial quantity that determines which of these 
two types of waves exists is the parallel momentum (3. For large enough /i the 
wavevector picks up an imaginary component along z: 
== i - - / ,/2 (/3,0, <C 6% 
= 0 2 ,y"2 (/?, 0,272) , when -
(3.4.34) 
(3.4.35) 
By choosing and adjusting di (since (3 = fcisin^i) appropriately, we can 
create an evanescent wave in region II with the desirable imaginary momentum 
72. Now we are ready to obtain the forces. 
Total force on III 
P: z,tot = -Tl'Ad) (3.4.36) 
+5«o7?( |CP + |£ 'P) ,7^ ' = 0 
{cb' + c'b), = 0 
(3.4.37) 
+46o^[7l^(T4^ + |73|^)]|^lV|den(B)|\ '-)^' = 0 
- 4 e o 7 f h f • ( 7^ - |73|^)1 | i | V | den (5 ) | 2 , 7^ = 0 , 
(3.4.38) 
where den(J5) is the denominator of the coefficient b (all b, c, d, e have the 
same denominator). 
Total force on I 
p.m = r / / ( 0 ) (3.4.39) 
+ i £ „ 7 f ( c r ' ' + c ' £ i ) , 7 ; = 0 
(3.4.40) 
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which is equal in magnitude and opposite in direction to the total pressure on 
medium III. 
Interface forces 
At the upper interface (z = 0), 
=== -- ]iL(o) (3.4.41) 
2^0 
|eo 
- i ^ ( | C r + | D | 2 ) + i f ( | A r + |g |2) 
+ C*D) + 7f'( |A|2 + |g |2) 
At the lower interface (z = d) 
, 7% = 0 
.(3.4.42) 
, 7% == 0 
1, 
"2^0 + |D|2) 
+ i f (CD* + C ' D ) 
, 72 = 0 
, 7^ ! == 0 
(3.4.43) 
(3.4.44) 
-4eo 
-4eo 
7 M ( 7 f - 7^ ^^  - 7^)] l^lV|deii(B)|^ , 7% = 0 
(3.4.45) 
7 i ' 7 f (7;' - 7;'' + 7 f ) |Ap/ |de i i (g )p , = 0 . 
3.4.6 Discussion and physical unde r s t and ing of resul ts 
We summarise our main findings for the forces on this system: 
(a) Natural limits revisited. It is recalled that in the case of a half-space the two 
limits for reflectance are 1 and 0, leading to the natural limits for the pressure 
of 2Pinc and Pine respectively. If we replace the half-space with a layer of finite 
thickness such that some light is transmitted through the far end, then the lower 
bound for the force becomes zero, corresponding to full transmission (i.e. zero 
reflection and zero absorption). These effects are demonstrated for normal in-
cidence on an A1 sample of thickness d = 400 nm in Figs. 3.3, 3.4 (grey lines). 
Therefore the three values {0,Pinc and 2Pj„c) constitute the natural limits for total 
(i.e. external) EM forces on a macroscopic body (homogeneous or not, finite or 
not) of arbitrary size and linear properties, upon the incidence of a single beam of 
light. The only way for these limits to be exceeded is when a resonance condition 
is fulfilled. We shall come to this interesting case when dealing with forces on 
dielectric crystals. 
(b) Energy-gradient for total forces. The force calculation for normal incidence on 
the A1 layer of Fig. 3.4 is done both with the stress-tensor method and also with 
the energy-gradient method yielding perfect agreement again, for total forces this 
time (compare with Eq. (3.3.80)): 
Pz,tot p(d+)-XO") . (3.4.46) 
(c) Interface forces at z = d. With motivation for self-assembly, we are interested 
in producing attractive forces between media I and III. For the case of II being 
an absorption-free medium the waves in II may be either travelling (72 = 0) 
or evanescent (72 = 0). We find that irrespective of whether the waves are 
travelling or evanescent, the interface force at 2 == d i s attractive (negative) when 
(eg — e'2) > 0. This is satisfied for at least some range of frequencies when II 
is vacuum and III is a semiconductor/insulator - but not if III is a metal. The 
same holds true for the interface force at 2 = 0 (having assumed e'l = 0 for 
algebraic simplicity): the sign of the force on the interface is given by (eg — ei)-
Consequently, any light beam passing through two liquid media separated by a 
layer of lower e will induce an attraction between the liquid surfaces. If the liquids 
are incompressible their surfaces will move towards each other. Fig. 3.9 illustrates 
this point. The inverse situation occurs for light falling from air (medium I) onto 
a liquid layer (medium II), as shown in Fig. 3.10: the liquid expands in both 
interfaces. Such behaviour has been described by Kats and Kontorovich [68] in 
connection with the self-focusing of a laser beam in a liquid medium. 
(d) Total forces. When only travelling waves exist in all three media, the two 
half-spaces repel each other (see upper part of Eq. (3.4.38)). In this case, the 
photons can be thought of as tennis balls: as they scatter off the walls of I and II, 
they exert a positive pressure on each wall. Hence two solid media I and III can 
never be attracted in this way (for hard solids it is the total forces that govern 
any overall attraction). 
However, when kg has a sufficiently large imaginary component along z. 
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Figure 3.9: A light beam falling on a layer II separating two liquid media of higher 
e. The light repels (attracts) the upper (lower) interface. The total force on the 
layer is positive, hence the higher degree of bending at the upper interface. 
the force changes sign and becomes attractive (lower part of Eq. (3.4.38)). In 
this case the tennis-ball analogy breaks down. Our results indicate that at the 
electrostatic limit A >• d, the total force on III per unit area varies as 
z,tot\\:S>d — Go l i p (3.4.47) 
It! + 73P 
Thus the force is attractive for large angles 9i, repulsive for small angles. This is 
seen more clearly for the case of III being free of absorption, in which case the 
formulae simplify to give 
I 
k 
I I d 
• 
III 
Figure 3.10: A light beam falling on liquid layer II from a medium of lower 
e attracts (repels) the upper (lower) interface. The total force on the layer is 
positive, hence the higher degree of bending at the lower interface. 
(^ 2 4 ) ) 73 — 0 
6^ , 4- 4 - 2/32 = 0 
(3.4.48) 
(3.4.49) 
(^ 2 ^3) ) 73 — 0 
. 3^ + 4 ~ sin^ 9i , 73 = 0 . 
(3.4.50) 
When €i > e'g > e'g and 0i increases from 0 the wavefield in region II becomes 
evanescent first; then, at a larger value of di the wavefield in region III becomes 
evanescent also ('double evanescence'). At this point the force between media I 
and III becomes attractive and it remains so for all angles greater. 
On the other hand, for a travelling wave in medium III the force also 
becomes attractive beyond a threshold for 0i. In Fig. 3.11 we plot the sign of T// 
versus e'^  and (recall that = y ^ c o s ^ i ) for the system with II being vacuum, 
III being absorption-free and eg — e[ for simplicity. The force is attractive for 
positive T / / as seen from Eq. (3.4.32). It is clear that for e[ < the force is 
repulsive (travelling waves in II), whereas for e[ > the force becomes attractive 
for small enough {i.e. for large angles 9i). Values of greater than are 
forbidden and are excluded from the plot (white area). 
The force is zero when I73I = 72 (see Figs. 3.12, 3.13). Curiously, this is 
the same condition for the angles of refraction 62, 03 to be equal, since 
1 tan 0j| = , %=={!, 2 ,3} . (3.4.51) 
17% I 
When 72 < [731 the force is repelling, and 62 > %, just as in the case of a travelling 
wave scattering off a denser medium. On the other hand, when 72 > I73I, we 
have #2 <C 03, which is reminiscent of a travelling wave scattering off a dense/rare 
interface; but at the same time the total force is attractive, a fact for which there 
is no analogue in waves of real k. 
The magnitude of the attractive force is sensitive to the ratio of the wave-
length A to the layer thickness d over which the evanescent fields decay before 
entering medium III. We find that for X/d ^ 5 the force has already dropped by 
more than three orders of magnitude compared to its value at the electrostatic 
limit A Z$> d. In Fig. 3.14 we plot the normal pressure versus cos 01 for three 
cases, (i) e[ < €3, (ii) e'x = €3 and (iii) e[ > e'g. For (i) and (ii) the attractive part 
of Pz displays a smooth maximum, whereas for (iii) it peaks sharply. In all cases 
the highest value of P^ at the electrostatic limit is of the same order of magni-
tude as the incident radiation pressure. For (i) and (ii) the field in region III is 
tha t of a travelling wave for all angles and therefore [731 > 0. However for (iii) 
the field in III is evanescent when 9i > 9^, 9o being the angle for total internal 
reflection at an interface between media I and III^ At 9q we have I73I = 0 . From 
t i t is interesting to note that a sharp feature in is present always at Oq, provided the wave 
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Figure 3.11: For the slab system of = e, £2 = 1, £3 = e (no absorption in any 
medium) we plot the sign of T / / vs. e and 7^ = cos 61. There exists a region 
of the parameter space where T / / > 0, causing the total light-induced force on 
medium III to be negative, and the total force on medium I to be positive. Hence 
the two half-spaces attract each other under the influence of light. Compare this 
situation with that of the surface forces (at 2: = 0 and z = d) which lead to 
attraction between the two interfaces as long as e > 1 {i.e. for all values of 7Q, 
as explained in the text. 
Eq.(3.4.47) it becomes clear why a vanishing 73 results in a sharp peak in P^. For 
moderate absorption in III, I73I does not quite reach zero at 9o and the strength 
of the attraction is reduced although the peak is still clearly seen: for example, 
the maximum drops by 40 % when 63 ~ 0.1. Since the EM force is proportional 
to the light intensity /q, we can adjust the latter so that the force induced by the 
evanescent (or the travelling) wavefield supersedes the dispersion forces between 
the half-spaces. We have indicated the strength of the Van der Waals attraction 
is evanescent in the layer. Its position on the 61 axis is independent of the dielectric properties 
of medium II, since the peak occurs when I73I = 0 i.e. when e'^ = (3'^ = ei -
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Figure 3.12: Total pressure on medium III vs. cos#i, for four systems of ei = e, 
C2 = 1, Cs = e (no absorption): (i) e = 0.5, (ii) e = 2, (iii) e = 10, (iv) e = 15. 
For e < 1 the pressure is always repulsive (as professed by the previous graph). 
However for e > 1 there is attraction at large enough angles, the threshold-angle 
being a function of e. 
in the figure, calculated in the macroscopic Lifshitz theory with retardation and 
non-additivity effects considered [69]. Owing to the d~^ behaviour of the Van der 
Waals force, only large enough separations will allow the photo-induced force to 
dominate. 
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Figure 3.13: The wavevector arrangements for each of the four systems of the 
previous figure. The solid line denotes 72, the dashed line is 73 and the dash-
dotted line is 72. In all cases the angles for which 7% > % lead to attractive forces 
(see previous figure). 
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Figure 3.14; Total pressure on medium III for (i) ei = 8,62 = 1,^3 = 9, (ii) 
ei = 9, 62 = 1, 3^ = 9 and (iii) ei = 10,12 = 1, 63 = 9. For system (iii) a nonzero 
absorption (£3 = 9 + ? 0.1) is considered also (grey line). The sharp attraction 
peak for (iii) occurs when I73I = 0. Zero pressure corresponds to 72 = I73I. All 
curves are for d = 100 nm, X/d = 100 and Iq = 3.5 x 10® W/m^. The Van der 
Waals attraction between I and III is smaller than the photo-induced force for 
most angles; however for weaker light intensities or for separations smaller than 
50 nm it dominates all photo-induced effects over all angles. 
"I have not the slightest doubt that the main dan-
ger today is not from the rational act of responsible 
statesmen, but is due to essentially irrational acts of 
irresponsible, frightened, humiliated, revengeful or just 
mad people - or perhaps, more likely still, from the con-
fused actions of well-meaning people overwhelmed by 
complex circumstances beyond their mental or moral 
ceiling." 
P M Blackett 
Chapter 4 
Dielectric crystals - non resonant 
effects 
4.1 Dielectric and o ther proper t ies of G a P 
We are now ready to turn our attention to a crystal of dielectric (GaP) spheres 
arranged in a SC lattice. Since we will work extensively with GaP we give some 
of its main properties in Table 4.1. 
Structure zinc blende 
Molecular mass 100.69 
Average atomic mass 5&35 
Density p 4.13 g/cm^ 
Melting point 1750 IK 
Specific heat (typical value) G [100,800] J /Kg-K 
Microhardness 9450 N/mm^ 
Debye temperature 446 K 
Coef. linear thermal expansion 5.3 X 10-G K-^ 
Thermal conductivity 752 mW/cm-K 
Table 4.1: Main mechanical, thermal and molecular properties of GaP. 
The relative permittivity of GaP has been modelled analytically by Barker 
[70]: 
3 C . , , 2 
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So 1 -- %::=16?, ,/% 
y2 __ y2 _ y2 222^^ 
•j=l I <^0 
(4.1.1) 
v^—u^+iyfj 
Eq. (4.1.1) has the form of a classical-oscillator equation, where yf and 7,? are 
the oscillator strength, restoring force and linewidth respectively, and the various 
parameters are shown in Table 4.2 (data from Parsons and Coleman [71]). 
Electronic Ionic 
f(0) 11.147 e(oo) 9.091 
S'el 2.570 % 2.056 
29,000 cm"^ 363.4 cm~^ 
4.131 To 1.1 cm~^ 
42,700 cm-^ 7.0 xlO-'^ 
'S'e3 1.390 349.4 cm"'-
^e3 58,000 cm~^ 7i 21 cm~^ 
% 3.5 xlO-^ 
^2 358.4 cm~^ 
72 12.6 cm^^ 
Table 4.2: Dielectric parameters for GaP at 300 K. e(0) and e(oo) are the relative 
permittivities at zero and infinite frequency respectively. 
The second term in the equation for e is the electronic contribution and 
the third term the lattice contribution with frequency-dependent damping. The 
parameters have been fitted [71] so as to allow an accuracy for the real part of the 
refractive index n better than four figures from microwave to visible frequencies. 
In particular at infrared frequencies near the transverse optic mode (~ 0.045 eV) 
the absorptive part of e becomes very large and the real part varies abruptly. 
We find that in the frequency range [0.1, 2] eV, e' is reproduced to high accuracy 
whereas e" is underestimated by less than 2 orders of magnitude (Fig. 4.1). Still, 
e" is too small to have any sizeable effect on our force calculations, as we later 
show. Because e' does not vary appreciatively at frequencies between 0.1 eV and 
1.5 eV which are of interest to us, we shall regard it as constant from now on and 
model it as e' = 8.9 (marked by the horizontal line in the upper part of Fig. 4.1). 
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Figure 4.1: The relative permittivity of GaP, e = e' + e" versus frequency, e' is 
in the upper plot, e" in the lower plot. Eq. 4.1.1 is plotted in solid line, dots are 
experimental results. Convergence is excellent for e'. For e" the theoretical curve 
is wrong by less than 2 orders of magnitude for the frequencies shown. 
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4.2 System of S tudy 
Our system is a SC crystal of spheres with a radius = 200 - 400 nm with a lat-
tice spacing Iq = 900 nm, so the spherical surfaces are separated by Dg = 100 — 500 
nm (Fig. 4.2). We often consider the reference medium in which the spheres are 
embedded to be air (e^, — 1), although, for reasons of experimental feasibility, it 
is really a liquid medium we have in mind. Such a medium does not alter ciualita-
tively the effects we describe provided its absorption is low enough. For example, 
we show that water is suitable. Most of our results are for a discretisation mesh 
10 X 10 X 10. The crystal is infinite in the x and y directions, and has thickness 
N unit cells (layers) in the z direction. 
For the EM properties of this crystal we expect the following behaviour: 
(a) Propagation of EM waves in an "effective medium" at large wavelengths 
Iq where light senses the crystal as an homogeneous dielectric medium. 
(b) Multiple scattering effects: i) appearance of forbidden ranges of frequencies 
as A ~ / where the multiply scattered waves interfere destructively and annihilate 
each other inside the crystal; ii) scattering by specific crystal planes into non-
specular directions as A~^ ^ |k -|- G|/(27r), G being a reciprocal lattice vector. 
(c) Resonant features at frequencies corresponding to the EM eigenmodes of each 
sphere. 
Each of the above types of behaviour is portrayed in the photonic band 
structure of Fig. 4.3. We shall begin by discussing the non-resonant effects (a) 
and (b) above; the very rich subject of resonances will be dealt with extensively 
in a chapter of its own. 
4.3 Effective med ium 
We observe this behaviour in the band structure (dispersion relation) of Fig. 4.3.a 
and in Fig. 4.4, where the transmittance is shown alongside the pressure for a 
crystal monolayer, at normal incidence. At low energies uj is proportional to the 
wavevector kz, just as in free-wave propagation, the constant of proportionality 
being the wave velocity of a homogeneous effective medium replacing the crystal. 
For a system of unconnected spheres like ours, the permittivity eg// of the effective 
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Figure 4.2: The dielectric crystal studied in chapters 4 and 5: A 3D crystal 
(of lattice spacing Iq) of GaP spheres (r,, e) embedded in a medium (usually 
6 ^ = 1 here). The forces we study are induced by the incidence of one laser beam 
on the top surface. The crystal responds by reflecting light into the specular 
beam (black ray) and under special conditions into the Bragg-reflected beams 
(grey). Equivalently there is the directly-transmitted beam and possible Bragg-
transmitted beams. Beams that result from Bragg scattering are also termed 
'off-diagonal'. The crystal is infinite in the xy plane and has thickness N layers 
(unit cells) in the ^-direction. 
medium is well approximated within the Garnett theory[72, 73], 
6^(1 + 2^) 
^eff 
1 - e 
e = / 
e 4- 2e^ 
(4.3.1) 
f being the volume fraction of the spheres in the crystal. For our system Eq. 
(4.3.1) yields Cg// = 1.647. We find that at energies up to 0.1 eV (or wavelengths 
A > 10 X Iq) the pressure on the crystal is approximately equal to the analyt-
ical expression for the force on a homogeneous film of the same thickness and 
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Figure 4.3: Photonic band structure along the F X direction for a simple cubic 
lattice of GaP spheres (r , = 350 nm, e = 8.9) in air. cu is plotted vertically (in 
eV units), horizontally (in multiples of tt/Zq)- The frequency range from 0 to 
1.15 eV is scanned and shown in four parts, (a) 0-0.3 eV: light propagates as if 
in an homogeneous medium; (b) 0.3-0.6 eV; appearance of photonic band gaps; 
(c) 0.55-0.85 eV: appearance of resonant modes; (d) 0.85-1.15 eV: more resonant 
modes amid other bands and band gaps. 
permitt ivity eg//: 
p, e f f , z eo-Bo 
/o 
co w eojuo 
Co OJ Co/io 
(1 + 
1 + \r\^-\t\^ 
(4.3.2) 
(4.3.3) 
(4.3.4) 
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Figure 4.4: Frequency spectra of (a) transmittance and (b) normal pressure, 
for a monolayer of a dielectric crystal and normal incidence along z (solid black 
curves). For low u the crystal can be replaced by an homogeneous slab of the same 
thickness and tejf which is given by Eq. 4.3.1; thus both spectra are reproduced 
reasonably well up to 0.1 eV (grey curves). At higher w the effective medium 
approximation ceases to hold. This is especially true for the band gap frequencies. 
where the symbols Eq. 4.3.2 are the same as in section 3.4.5. At energies higher 
than 0.1 eV the Garnett-type of effective medium theory loses out in accuracy, 
apart from capturing the unity-transmittance feature at ^ 0.54 eV which results 
from destructive interference between the singly and multiply reflected beams. 
The limitations of this effective-medium approach are especially evident in its 
failure to reproduce the force and transmission spectra for frequencies inside the 
second band gap i.e. at w > 0.65 eV (Fig. 4.4). To extend the effective-medium 
concept to these frequencies we would need to generalise the Garnett method 
to finite wavelength as has been shown by Barrera and Fuchs [74]. Whatever 
the value of Cg//, it will affect only the coefficient of the |i?p term in Eq. 4.3.4 
and the total pressure will still be proportional to reflectance, even though the 
proportionality coefficient may be a function of frequency. 
4.4 Mult ip le scat ter ing 
4.4.1 Band gaps 
At higher energies band gaps open up and the propagation of all EM modes 
is forbidden inside an infinite crystal: all incident light will be reflected back 
when the frequency lies within a band gap. It is impressive that even for one 
layer of thickness the second band gap, centred at around 0.7 eV, causes a low 
transmission (see Fig. 4.4). Consequently the pressure on the layer approaches the 
upper natural limit 2Pj„c (i.e. ^ 2 N/m^ for /q 3 x 10® W/m^) for frequencies 
inside this gap. The first band gap requires a much thicker sample (of 16 layers) 
before it displays maximum reflectance and force, but otherwise it affects the 
system's behaviour in the same way (see Fig. 4.7). 
This 'asymmetry' in the readiness with which the first and second band 
gaps make their presence felt prompts us to wonder whether the two have different 
origins. The first gap is clearly a lattice effect. It forms at energies near the first 
crossing of 4 bands at the edge of the first Brillouin zone: out of these four, 
two bands (one for each polarisation) are associated with the reciprocal-lattice 
vector Go = 0, and another two are associated with the Gi = ^ z vector. The 
degeneracy of the 4 bands leads to 'interaction', i.e. hybridisation and subsequent 
repulsion, and the gap opens up. Being a lattice effect, it is not surprising that 
it requires the stacking of a significant number of crystal layers in order to show 
up in the spectra. 
The fact that the second gap causes almost zero transmittance even for one 
layer of thickness suggests that its origins are not to be found in the organisation 
of spheres in a lattice. It would be more plausible if this gap were associated with 
the onset of the resonance at 0.65 eV, which is a single-sphere effect and is present 
for any thickness. This point will be appreciated more when we thoroughly discuss 
Mie resonances in the following chapter. 
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4.4.2 Off-diagonal scattering 
Another consequence of multiple scattering is that under certain conditions, the 
scattered fields can interfere constructively and produce outgoing waves in ad-
ditional directions to those of the specularly reflected and directly t ransmit ted 
beams. We call this scattering off-diagonal, since when it occurs the wavevector 
of the scattered field picks up a 2D reciprocal lattice vector component, 
k = k|| 4- g|| z k'^  . (4.4.1) 
Most often the energetics of the problem is such tha t k'^  is imaginary and all the 
off-diagonal fields are evanescent. However at certain ranges of frequencies a real 
k'^  is allowed and the off-diagonally scattered beams are travelling waves. For 
a SC lattice the minimum energy for this to occur is when k|| lies at the edge 
of the first Brillouin zone along the F X direction: fcy = tt/Zq. At this frequency 
the empty-space dispersion relation allows a second beam with planar wavevector 
—k||. Considering an incident beam with k = (&%, 0, /c^), the condition becomes 
ksinO = — => u = k Co = - — • (4.4.2) 
lo Iq sm0 
Eq. (4.4.2) gives the lowest frequency for off-diagonal scattering for a crystal of 
lattice constant /q and a wave incident at angle 9. 
As one imagines, the effects on forces are rich as the possible combinations 
of momentum-carrying outgoing waves are endless. To give one example, consider 
the incidence at 0 = 70 deg of a laser beam on our crystal of one layer thickness. 
For this system we plot the intensity of reflection r and transmission t of each 
outgoing wave in Fig. 4.5. Off-diagonal scattering sets in for = (—27r//o, 0, 0) 
at frequency 0.71 eV in good agreement with Eq. (4.4.2). At slightly higher 
frequencies the extra energy is given to k'^  while k'^  is fixed to the value tt/Iq, 
provided the angle of incidence is not changed. Thus the outgoing waves include 
two reflected and two transmitted beams, all forming an angle 9 with the surface 
normal (Fig. 4.6). In addition, notice tha t at 0.76 eV the intensities of the 
leftwards and the rightwards travelling waves are equal: 
(the incident beam is assumed rightwards travelling). This means tha t the total 
momentum of the scattered EM fields along x is zero. In other words, the crystal 
absorbs all incident momentum along x, and the z-force on a surface S equals 
Fa: = {Pine s) sine . (4.4.3) 
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Our force calculations confirm that approaches this value at w ^ 0.76 eV. 
0 . 6 0 . 7 0 . 8 
frequency (eV) 
0 . 9 
Figure 4.5: Onset of off-diagonal scattering from a crystal monolayer (GaP 
spheres of = 365 nm, suspended in air). The incident beam is assumed trav-
elling rightwards, as shown in the following figure, at an angle 9 = 70 deg to 
the surface normal. Shown are the intensity spectra of: the specularly refiected 
(solid black line), directly transmitted (solid grey line), off-diagonally reflected 
(dashed black line) and off-diagonally transmitted (dashed grey line) beams. For 
low w, corresponding to wavevectors away from the edge of Brillouin zone, only 
the diagonal beams exist. However at the condition of Eq. (4.4.2) off-diagonal 
scattering starts to occur (at 0.71 eV). For the frequency range shown here only 
two off-diagonal beams exist. 
Off-diagonal scattering survives a moderate amount of absorption in the 
crystal. We find that for e" = 0.1 the reflectivities of the off-diagonal beams 
decrease by less than 40% (depending on the frequency), which is a little larger 
than the decrease the diagonal beams suffer (< 20%). 
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4.5 Rational isat ion of forces 
4.5.1 Reflectance 
The effective-medium theory for one crystal layer showed the force to be propor-
tional to the reflectance r ( = |i?|^ for a single reflected beam of coefficient B,). If 
the media I and III are identical and absorption-free (not necessarily vacuum), 
then this result must always hold true, as Eqs. (4.3.2), (4.3.3), (4.3.4) profess. 
A photonic crystal of spheres, arranged into many crystal layers is of course 
more than just homogeneous medium. It reflects light into several beams in 
general, each one with its own reflection coefficient. But whenever there is 
only one reflected and one transmitted beam, however complicated the reflec-
tion /transmission coefficients may be, we can regard the crystal as a homogeneous 
medium of some (equally complicated) effective e, and expect the total force on 
it to be proportional to r, possibly with a frequency-dependent proportionality 
factor. Such is indeed the state of affairs in Fig. 4.7. 
4.5.2 Energy 
Even more telling than the reflectance is the energy. It was shown in the previous 
chapter that for normal incidence on a homogeneous layer, the force is found by 
simply taking the gradient of the EM energy, U, along the direction of propagation 
of the beam of light. The same holds true for dielectric crystals. For light incident 
along z the local force (normal component) is 
FZ\ioc — ^ -T~- (4.5.1) 
dz 
The total (i.e. average) force on crystal of thickness d is 
= ,4.5^2) 
where U{C) is the average EM energy at depth ( (i.e. averaged over all x, y points 
of the z = C surface of a unit cell). The total {i.e. average) pressure on the crystal 
is 
Pz,tot - p(0) (4.5.3) 
where p(C) is the average EM energy density at depth ( . In Fig. 4.8.a we plot 
in SI units. It shares all the features of the force. 
4. CftY'S'ryLjLS - ]\%:ihrjRLE;;SC)j\b4j\rrjSjPj?fC(7]lS 85 
4.5.3 Momentum 
It was pointed out earlier that another way of viewing forces is via the momentum-
balance picture. In this picture the net force on a system can be attributed to 
the change of the net momentum entering the system. In our case we have an 
incident light beam bringing momentum -pi^ k into the dielectric crystal, and the 
outgoing (reflected and transmitted) beams taking momentum out (pr;/c' and pt-k' 
respectively). The net momentum given to the crystal is minus the momentum 
loss suffered by the light in a time-interval At, 
== _ -- . (4.5.4) 
Formally the momentum enclosed in a volume element / d?r may be found from 
the momentum density 
p = j g d^r (4.5.5) 
f s p 
c 
dTr, (4.5.6) 
where Sp = E x H is the Poynting vector. The subject of the EM momentum as 
such has attracted heated debate over the years, and is not generally regarded as 
settled, except when light travels in vacuum. Therefore we avoid performing the 
integral of Eq. (4.5.5); instead we confine ourselves to calculating g in vacuum. 
The total pressure then becomes 
\tot — —Co 
1 
Co 
(gr;t' + gt;/c') ^ Ei;k (4.5.7) 
{Sr-,k' + ^t;k') ~ • (4.5.8) 
In our computer code we have calculated the right-hand side of Eq. (4.5.8), taking 
care to include only waves with real wavevectors k'. The result appears in Fig. 
4.8.b. 
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Figure 4.6: Off-diagonal scattering from a crystal monolayer at 70 deg incidence 
(s polarisation). The incident beam (upper panel) imports momentum into the 
crystal, the scattered waves (lower panel) export momentum away from it. The 
rightwards travelling scattered waves are diagonal, the leftwards travelling off-
diagonal. At 0.76 eV, when the intensities of the waves travelling to the right 
and to the left balance each other (see Fig. 4.5), the total scattered z-momentum 
is zero; the crystal absorbs all incident momentum along x. 
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Figure 4.7: Reflectance (a) and normal force (b) for the system of Fig. 4.2 but 
with thickness of 8 layers. Normal incidence along z. As the sample becomes 
thicker the reflectance slowly rises to unity inside the band gap. 
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Figure 4.8: Normal pressure on the crystal of the previous figure, calculated via 
(a) the energy-gradient method, (b) the momentum-balance method. 
"Philosophy requires a pure, clear, youthful mind and 
a zealous heart, elevated and noble sense and ardour. 
Every teacher who started from similar motives knows 
that this is enough for the young person to grasp the 
meaning of life." 
Ch. Theodorides 
Chapter 5 
Dielectric crystals - resonant 
effects 
In this section we deal with the resonance effects identified as rather fiat modes in 
the band structure (see parts (c),(d) in Fig. 4.3), combined with sharp features in 
the transmittance and force spectra (Fig. 5.5). As has been argued elsewhere[75, 
76, 77, 83], these resonance peaks relate to the EM eigenmodes of isolated spheres 
{Mie resonances). Modes of similar nature (but corresponding to elastic waves 
in periodic composite materials) were identified by Kafesaki et al [78]. In the 
case of photonic crystals such resonant modes were first demonstrated (to our 
knowledge) by Zhang and Satpathy [30], whereas Stefanou et al [79] commented 
on their excitability by incident light. More recently they were studied by Ohtaka 
and Tanabe [75, 76, 77] who appropriately named them heavy photons due to their 
low dispersion behaviour. The presence of these resonances is known to strongly 
affect the position of the band gaps on the frequency axis[80, 81, 82]. Here we 
shall refer to the resonances that occur in the photonic crystal as 'heavy-photon 
modes', reserving the term 'Mie modes' for the resonant behaviour of isolated 
objects. 
5.1 Mie scat ter ing of an isolated sphere 
In order to understand the heavy-photon modes and resonances in dielectric crys-
tals, we describe how the Mie resonances [84] arise from the natural modes of the 
sphere. This discussion is based on the treatments of Stratton [85] and Bohren 
& Huffman [86]. 
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5.1.1 Natural modes 
Here we study the natural modes of an isolated sphere embedded in an infinite, 
homogeneous medium. These modes are solutions of Maxwell's equations incor-
porating spherical geometry and satisfying the appropriate boundary and limiting 
conditions. 
A closed domain of a linear, homogeneous, isotropic material with no 
sources and dielectric properties e, n, can only support EM fields that sat-
isfy the vector-wave equation which derives from the full Maxwell's equations 
[86]: 
(9^C 9 C 
V^C - /ioai eoe — = 0 , where C = {E, B, D, H } , (5.1.1) 
and the operator implies 
== % (]) ^ (5 12) 
the rest of the symbols having their usual meanings. Due to the linearity of Eq. 
(5.1.1), a full solution for C can be constructed as the sum of many particular 
solutions, a fact that allows the arbitrary time evolution of C to be described in 
terms of harmonic solutions. Taking e"'"'* as the time dependence of any such 
solutions, the wave equation becomes 
4- ( ] = 0 , (5.1.3) 
where — jiQji eoe uP i (Jc /^ oM Eq. (5.1.3) has three solutions, 
L = Vi/), M = V X ( a ^ ) , N = - ^ V x M , (5.1.4) 
where -0 a solution of the scalar wave equation 
4- = 0 (5.1.!5) 
and a any constant vector of unit length. The function L is associated with a 
non-zero free-charge density. This can easily be seen when we decompose into 
Cartesian coordinates, whereby L provides the longitudinal-wave solution. For 
cases of interest to us there are no sources present and therefore the EM fields 
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are made up solely from the M , N functions: 
E = ^ (a„ N„ + M„) (5.1.6) 
H = ^ (ttji M „ + N „ ) , (5.1.7) 
u non ^ 
where n is a general index denoting particular solutions of the wave equation and 
the coefficients 6^ remain to be determined. The particular solutions can be 
written down once the geometry suitable to the problem is chosen. In our case 
we choose spherical coordinates with origin at the centre of the dielectric sphere. 
The scalar-wave particular solutions of Eq. (5.1.5) are then 
f r (cos g) j 
In Eq. (5.1.8), zi{kr) are spherical Bessel's functions of the first kind {ji{kr)) 
when the domain includes the origin {i.e. inside the sphere), of the third kind 
(/ip^ (kr)) for the space external to the sphere and extending to infinity. F ^ ' (cos 9) 
are the associated Legendre functions. The indices e and o of tp denote even and 
odd dependence on ^ respectively. Finally the principal (l) and azimuthal (m;) 
quantum numbers provide information about the nodes with respect to the angles 
9, (j) respectively and take the values 
{ / = 0,1, 2,..., CXD} , {m; = 0, ±1, ±2, . . . , ± / } . (5.1.9) 
Since ip are the generating functions for the vector solutions, the same indices 
apply to the latter, which therefore become the vector spherical harm,onic func-
tions {e,o}i,mr We shall use the superscripts (1) and (3) with these 
solutions to denote the appropriate Bessel function. 
How do the natural modes arise in an isolated sphere ? Out of the contin-
uum of frequencies appearing in Eq. (5.1.8), only a discrete set survive when we 
require tha t the appropriate boundary conditions are met at the sphere surface, 
while demanding that the fields be finite at the origin and regular at infinity. 
These requirements also determine the mode coefficients In fact for each 
natural frequency the denominator of an expansion coefficient or becomes 
zero, and the corresponding vector spherical harmonic dominates. There are in-
finitely many frequencies at which a particular coefficient diverges, and they are 
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complex in general. For the a„ modes the frequencies are the solutions of the 
transcendental equation 
[x h!^\x)]' ^ lis [m X jn{mx)]' ^ 
where the derivatives are with respect to the variable x, and 
X = kjn Ts ='^ ^ (5.1.11) 
A 
m = ^ = - ^ . (5.1.12) 
Here n is the refractive index and the subscr ipts ' s ' a n d ' m ' refer to the sphere 
and the surrounding medium respectively. The quantity x is called the order 
parameter, and m is the refractive-index contrast (ratio). The natural frequencies 
for the bn modes satisfy 
[a; z 
(5.1.13) 
Due to the spherical symmetry the natural modes possess a {21 + 1) degeneracy. 
The functions M{e,o};,m; have the property that their radial component is zero. 
Hence, for the a„ modes, the E field has a radial component whereas the H field 
has not and is always perpendicular to the radius vector. There is therefore a 
distribution of oscillating electric charge on the surface of the sphere. For this 
reason these modes are called transverse magnetic, or of electric type, or electric 
multipoles. On the other hand, when only the modes are excited, the fields are 
such as if they were produced by oscillating magnetic charges on the surface of 
the sphere. The natural modes are then called transverse electric, or of magnetic 
type, or magnetic multipoles. The electric modes have even dependence on cf), the 
magnetic modes odd. Thus the natural modes are completely identified by the 
following quantum numbers: 
a or 5 (electric or magnetic multipoles) 
I (principal quantum number) . (5.1.14) 
mi (azimuthal quantum number) 
5.1.2 Mie modes 
Here we study how an isolated sphere, embedded in an infinite, homogeneous 
medium responds to plane-wave radiation of frequency w and field amplitude Eq, 
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Figure 5.1: Geometry of the Mie scattering problem. A plane wave scatters off 
a sphere of radius Without loss of generality we consider the incidence to be 
along z, and the incident (primary) field polarised along x. Due to the spherical 
geometry the Maxwell's equations for the scattered (secondary) wavefields are 
solved in spherical polar coordinates r, 9, (j). 
incident along z and polarised along x (Fig. 5.1). Analysed in spherical waves, 
the incident plane wave is rewritten as 
E . „ = T , E, ( m S - I N S ) r(i)-
=^1 
H, r(l)^ 
r oo 
— = ^ 5 : ( M g + i N ; , ; ; ) , 
^ 1—1 
(5.1.15) 
(5.1.16) 
where Ei = As the wave scatters off the sphere, the resultant field is 
the vector sum of the primary (incident) and secondary (scattered) fields. The 
solution can be expressed in terms of the vector spherical harmonics (since these 
form a complete and orthonormal set) and constructed in two parts, one for 
the interior and another for the exterior of the sphere. The solutions are then 
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matched at the boundary of the sphere. The presence of the plane wave incident 
along z breaks the spherical symmetry and modifies the boundary conditions so 
that only one eigenmode for each I can be excited, the mi = 1 mode ^ The 
oscillations excited by the primary wave are not natural modes, since they are 
synchronous to the incident field. However they are of electric or magnetic type for 
the same reason as the natural modes. The coefficients a„ are still the amplitudes 
of oscillations of the electric type, while the bn are the amplitudes of the magnetic 
type oscillations. At this stage we can identify the general index n of the a„, bn 
coefficients with the whole set of allowed indices; 
<^n = CL{1, mi=l, e} = 0-1 (5.1.17) 
bn = 6{i, mi=l, o} = bl , (5.1.18) 
where the right-hand notations are used for simplicity from now on. The fields 
scattered by the sphere are 
OO 
E „ . = E S, {I N g - k M S ) (6.L19) 
/=1 
L 00 
iiw* = (% % + o: . (5.1.20) 
^ A^O/^m 1—1 
The coefficients ai, hi depend only on x, m and are given in Appendix C. Similarly, 
for the internal fields, 
OO 
E,„, = Y. El (c, Mi;l - i d, n S ) (5.1.21) 
1=1 
jL OO 
H w = — E E, (d, M g + i Q n S ) , (5.1.22) 
^ A'oMs 1—1 
where the coefficient q {di) has the same denominator as bi (a;), the roots of 
which are the natural frequencies for magnetic (electric) multipoles, as given by 
Eq. (5.1.13) (Eq. (5.1.10)) above. The natural frequencies are complex, however 
if their imaginary part is small and the frequency of the incident plane-wave 
approaches the real part of the natural frequency, a resonance phenomenon will 
occur. This is a Mie resonance. As w of the incident field spans all values, 
the denominator of each coefficient ai,bi will become zero many times. In order 
tOnly one mode per polarisation is allowed; but since there are two independent polarisations 
of the incident field, it follows that a total of two modes are excitable by plane-polarised light. 
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to discriminate between such like-natured resonances, we introduce a further 
'quantum number', the sequential order of each resonance i = {1,2,...}. Hence for 
each Mie resonance of electric type we use the notation a], whereas for magnetic 
type we use b\. 
We show in Table 5.1 the natural frequencies for a sphere of r , = 365 nm 
and is = 8.9 in air (e^ = 1). Since the Eqs. (5.1.10), (5.1.13), (5.1.12) for the 
natural frequencies depend only on m and on z oc • r , , it follows that 
the frequencies of any-sized sphere of e, = 8.9 can be deduced from this table. 
As can be seen from the form of the vector spherical harmonic functions (see 
Appendix C), the scattered wavefield consists of spherical waves with elliptical 
polarisation in general. Therefore when the scattered fields are decomposed into 
plane waves (as is done in the OPAL codes) the polarisation of the primary 
radiation will not be conserved. We shall confirm this to be the case when we 
study Mie resonances in dielectric crystals (Figs. 5.6, 5.7). 
A very useful quantity in understanding the properties of the different Mie 
resonances is the scattering cross section, defined as the ratio of the total scattered 
energy per unit time to the intensity of the incident radiation (incident energy 
per unit time per unit surface) 
Csca = (5.1.23) 
-to 
= y Sgco - X (5.1.24) 
= j Ssca,r sinO d6d(f), (5.1.25) 
where the surface integration is over a closed spherical shell of radius r > 
concentric to the sphere, and the scattered energy flow per unit time is given by 
the Poynting flux vector S^ca (radial part Ssca,r)-
S,ca.r = ^ K{{E,„ X H : J . 1 ^ } (5.1,28) 
= ^ • (8 1-27) 
In the case of absorption present in the sphere (e" 7^  0), the combined effects of 
scattering and absorption lead to extinction, and the relevant cross section is 
:= (5.1.213) 
-to 
= f Sext,r sinO d9 d(j), (5.1.29) 
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Type of %{Wn} Xn,m Xn,s 
mode n (eV) (eV) (eV X nm) (nm) (nm) 
b\ 0.512244 0.012107 187 2414 809 
a\ 0.588025 0.085604 214 2103 705 
2^ 0.733065 0.005524 267 1687 565 
a\ 0.859172 0.033103 313 1439 482 
bl 0.948930 0.002098 346 1303 436 
Og 1.109970 0.011996 405T 1114.4 37&5 
1.110400 0.017353 405^ 1114 37&4 
al 1.124760 0.205135 410 1099 368 
b\ 1.160300 0.000697 423 1066 357 
al 1.346380 0.003945 491 918 307 
bl 1.353710 0.013234 493 913 306 
bl 1.368030 0.000211 499 904 303 
2^ 1.391720 0.123184 507 888 297 
1.572220 0.001196 573 786^ 263.7 
bl 1.573000 0.000060 574 78&4 263.6 
bl 1.589580 0.008955 579 778 260 
Table 5.1: Mie modes of an isolated GaP sphere (e^ = 8.9, RG = 365 nm) in air. 
bj (o|) modes represent magnetic (electric) multipoles oscillating at the light fre-
quency. The complex eigenfrequencies (%{wn}, 9^{a;„}) are shown in eV. 
is a measure of how strongly damped each oscillation is. The product (K{w,,} -r.,) 
is proportional to the order parameter x and is independent of the radius r,, for 
each mode n, allowing the eigenfrequencies for any-sized GaP sphere to be calcu-
lated. The resonant wavelengths in the reference medium {Xn,m) and inside the 
sphere {Xn,s = are shown in nm. 
where Sext,r involves the products of the scattered and incident fields: 
1 
2 
It can be shown that 
Csca = ^ ( 2 / -k 1 ) ( | a ; p 4- \bi\ 
1=1 
Sext,r = o H*^a,e - ^inc,e + Esca,cl> H*^c,e ^ ^sca,e ' (5-1-30) 
(5.1.31) 
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and 
27r °° 
Cext = (2/ + 1) 3?{(a; + 6;)} (5.1.32) 
1=1 
= Csca , for e" = = 0 . (5.1.33) 
The usefulness of the cross sections Cgca, C^xt lies in that it allows visualisation 
of the following properties of the Mie resonances: location (in the frequency 
axis), strength, resolution. Since the resonances affect strongly the EM forces on 
the sphere (and on photonic crystals of spheres) the cross sections are of high 
relevance to our work. 
Below (Fig. 5.2) we see the scattering cross section Csca for the sphere 
of Table 5.1 (e^ = 8.9,r , = 365 nm in air). All peaks are associated with the 
resonances of the table. The sharpest peaks are the ones with smallest {e.g. 
6g, 6g, bl). However not all resonances are visible, either due to damping i.e. large 
(as in af, a^, which have the largest or due to close proximity with 
other resonances in the frequency axis {{al,bl} and {(Zg, 6g} appear as a single 
peak; bl is masked by the nearby sharper peaks of a\ and 65). The peak height is 
indicative of the resonance phenomenon taking place: Cgca is up to 10 times the 
physical cross section yrr^ 0.4 /im^. 
Compare Fig. 5.2 with the plot of the radiation pressure on a GaP sphere, 
Fig. 5.3. The time-averaged radiation pressure on the sphere has been found to 
be[&n 
JP == (5.L34) 
7rr2 
Cm 
{Cext COS 0 Csca) • (5.1.35) 
The quantity cos 6 is called the asymmetry factor and measures the mean devia-
tion of the scattered radiation from the direction of propagation of the incident 
wave. Such deviations imply changes in the EM momentum and therefore carry 
information about the force on the sphere by the light. Debye [88] has found a 
convenient expression for the asymmetry factor, yielding 
1 9 °° 
p = 2 (2^ 4- 1) + h} 
Cm ^ 
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Figure 5.2: The scattering cross section Cgca for a GaP sphere of Table 5.1. The 
vertical lines show the position of the Mie resonances. The horizontal line shows 
the physical cross section = 0.418 /im^. For simplicity, no absorption or 
frequency-dependence in the dielectric properties of the sphere has been consid-
ered. 
+ 
Cm 
E 
1=1 
l{l + 2) 
/ + 1 
2/ + 1 
K{a*ai+i + 
/(Z + 1) 
(5.1.36) 
The size of the refractive-index contrast m is crucial for the sharpness of the 
resonances. We plot in Fig. 5.4 Csca for polystyrene spheres of = 715 nm in 
water, where m = 1.2 [5]. There exist many resonances in the frequency range 
shown (see Table 5.2), however their large amount of damping does not allow any 
sharp effects to be seen. Low m also means that the sums over I in Eqs. (5.1.31, 
5.1.36) converge slowly: 50 terms are taken for convergence within the frequency 
range shown in Fig. 5.4, whereas only 9 terms sufficed for Fig. 5.2. 
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Figure 5.3: Radiation pressure on the same GaP sphere in air as of Fig. 5.2. 
The horizontal line shows the incident radiation pressure pine for unit intensity 
/q = 1 W/m^ (to adjust to another /q just multiply the pressure with the desired 
intensity). As expected, the pressure on the sphere approaches Pmc only when 
the scattering cross section becomes equal to the physical cross section 7rr^. 
For dielectric spheres we find that the electric modes a] are broader than 
the magnetic modes b] of the same order. For metallic spheres, only the electric 
modes survive, being better known to some as 'surface plasmons'. 
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Figure 5.4: The scattering cross section Csca (in units of for polystyrene 
spheres in water (r^ = 715 nm, m = 1.2). The horizontal frequency axis is in eV. 
For simplicity, no absorption or frequency-dependence in the dielectric properties 
of either the sphere or water has been considered. 
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Type of Type of 
mode n (eV) (eV) mode n (eV) (eV) 
h 2.14301 0.197691 ai 2.08970 0.694836 
h 1.71397 0.200167 02 1.67006 0.524447 
3^ 2.00891 0.201326 as 1.97608 0.482999 
h. 2.29617 0.202112 (24 2.27014 0.455725 
h 1.68293 0.198277 as 1.66983 0.316663 
h 1.93504 0.192978 ag 1.92857 0.299818 
h-j 2.18592 0.187159 ay 2.18501 0.284472 
bs 2.43589 0.181012 0-8 2.43979 0.270258 
Table 5.2: To appreciate the large density of Mie resonances for the system of 
Fig. 5.4 (polystyrene sphere in water), we show here a non-complete list of modes 
located in the vicinity of a test frequency 2 eV. Many modes are actually present, 
here we only show the first 8 electric and magnetic multipole modes found in the 
frequency range 2 ± 0.4 eV (hence we do not have knowledge of their sequential 
order and do not provide the superscript i for each mode). The high mode density 
combined with the large amount of damping accounts for the very broad 
spectrum for Csca of Fig. 5.4. 
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5.2 Mie resonances in dielectric crystals 
For most of the force plots shown in the remainder of this chapter the force calcu-
lation was done with the method of momentum-balance and not with the stress 
tensor calculation. The two methods give the same force away from resonances. 
However, for filling fractions greater than 10 % they only agree qualitatively at 
the occurrence of resonances, the momentum-balance calculation being correct 
quantitatively in these instances. The reason that the stress tensor calculation 
fails numerically is that it involves differences of products of total fields. At reso-
nance, the evanescent components of the total fields are strongly enhanced inside 
the spheres, and decay away from them. Owing to the current computing limi-
tations in the discretisation for 3D systems, there are not enough mesh points to 
describe the spatial decay of the resonant fields to a degree of numerical accuracy 
tha t would guarantee full correctness for the stress tensor calculation when the 
difference of two large quantities is taken. However for small / or when allow-
ing at least 4 mesh layers away from the spheres to calculate the stress tensor, 
quantitative agreement is obtained. We show such results for / = 0.06. 
5.2.1 Signature 
Apart from effective-medium propagation, there are two distinct mechanisms 
providing the allowed modes for light in a dielectric crystal: scattering by the 
lattice structure (leading to band gaps etc.) provides what we shall call lattice 
modes (or bands)] and scattering from single spheres provides the Mie modes. 
When many dielectric spheres are put together in a lattice to form a photonic 
crystal, the Mie energy levels interact with the lattice bands and both are affected: 
the Mie levels obtain a finite but generally small dispersion, becoming the heavy-
photon bands, and the lattice bands are distorted, pushed into new frequency 
ranges or often cut in two by an intervening heavy-photon band. 
Thus one way of detecting a heavy-photon band is simply to examine the 
photonic band structure (Fig. 4.3) and look for bands of low dispersion. This 
approach will track most of the low-lying (in frequency) bands having their origins 
in Mie scattering. However for higher frequencies, where many bands lying close 
together interact and further distort the bands (see Fig. 4.3.d), the certainty with 
which Mie-originating modes are detected with this approach decreases. 
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Figure 5.5: (a) Photonic band structure along the F X direction for a simple cubic 
lattice of GaP spheres (r^ = 350 nm, I = 8.9) in air. (b) Transmittance for a 
crystal monolayer and for normal incidence along z. The sharp peaks correspond 
to the doubly-degenerate low-dispersion modes of the band structure in (a), and 
occur when the incident light excites one of the EM eigenmodes of isolated spheres 
(Mie resonances). Some peaks can be attributed to a single resonance {b\: mag-
netic dipole mode; a}; electric dipole mode: a^: electric quadrupole mode) while 
others involve mixing from more than one Mie modes (hybrids) owing to the or-
ganisation of the spheres in a lattice, (c) Normal pressure on one unit cell for the 
system of (b). 
Another question of experimental importance is which of the heavy-photon 
modes can couple to external radiation, since not all such modes are associ-
ated with sharp peaks in the transmittance spectra. To answer this question 
thoroughly one has to study the symmetry of each band with group theory 
arguments[90]. If the band structure or the symmetries are not known, one has 
to perform a scattering experiment and look for sharp peaks in the spectra, as 
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in Fig. 5.5. However, we have found that much more sensitive than the total 
transmittance t (or total reflectance r) is the component of the transmission (re-
flection) coefficient involving polarisation conversion, Tsp{Rsp) or Tps{Rps)- Under 
the conditions for Mie scattering, the secondary radiation is chiefly composed of 
the resonant spherical wave that is elliptically polarised (see Sec. 5.1.2). In Fig. 
5.6 we show that both the magnitude and the phase of T^p undergo sharp changes 
when a resonance takes place. The same is true for R^p, as shown in Fig. 5.7. 
Looking closely into the peaks we find that for each resonant peak the phase of 
Tsp, Rsp suff'ers an abrupt change by an angle between TV/A and tt (Figs. 5.8, 5.9). 
Bands whose origins can be attributed to single Mie modes (especially the b\ and 
al bands) cause the sharpest peaks in all Tsp, Rsp, t, F, whereas hybrid modes are 
less likely to influence the t and F spectra. 
5.2.2 Location in lo axis and mode identification 
When many spheres approach each other to form the lattice, interactions occur 
tha t shift the resonances with respect to the frequencies for an isolated sphere 
(Fig. 5.10). Unless the coupling between neighbouring spheres is strong, each 
resonance in the crystal will retain its characteristic EM field distributions on 
the surface and the interior of each sphere. Thus the lowest-in-frequency heavy-
photon resonance in our GaP crystal is the h\ magnetic dipole mode [83] (Figs. 
5.11, 5.12). The corresponding EM fields match exactly the expected patterns for 
Mie scattering from a single sphere. The next resonance is an electric dipole aj; 
mode, with field distributions matching adequately the Mie patterns (Fig. 5.12). 
For the next peak in transmittance (at ~ 0.81 eV in Fig. 5.5.b) the EM 
fields are similar but not identical to those for the magnetic quadrupole mode bg; 
and likewise for the following two peaks (just before and after 0.87 eV), whereby 
the fields display partial similarity with those for the electric quadrupole mode 
a\ [89]. Two are the origins of such modes: (a) Mixing from more than one 
Mie modes owing to the organisation of the spheres into a lattice. To quantify 
the contribution of each Mie mode into the heavy-photon resonance one has to 
decompose the scattered field into its constitutive spherical waves, as Ohtaka and 
Tanabe have done[77]. (b) Another source for such hybrid modes may be the 
coarsening of the spherical surfaces associated with the discretisation of space. 
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Figure 5.6: Signature of resonant scattering for the system of Fig. 5.5.b. The 
spherical wave excited by the resonance dominates the scattered field which there-
fore becomes elliptically polarised (see text), causing nonzero Tgp. Both the mag-
nitude of Tgp = \Tsp\ and its phase 0 suffer abrupt changes at the occurrence 
of the resonances. 
Due to the finite number of mesh points per unit cell, the dielectric sphere is 
approximated by a spheroid that has a lower symmetry and a number of flat 
surfaces. Since any object possesses its own Mie-type modes, it follows that the 
spectra we obtain for the actual spheroids of our mesh (hoping they hold for 
true spheres) possess features that apart from being quantitatively different from 
their spherical counterparts, may even be non-existent for perfect spheres. In the 
following sections we discuss the plausibility of this argument. 
However the mode that follows in frequency (at ~ 0.9 eV) is a distinct 
electric quadrupole, with field distributions identical to the Mie mode (Fig. 
5^3) [89^ 
As the frequency increases and higher-order resonances are expected there 
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Figure 5.7: Equivalent plot to Fig. 5.6 but for the reflection coeflicient Rgp = 
\Rsp\ The pure modes labelled as b\,a\,al result in very sharp and narrow 
peaks, the hybrid modes produce broader peaks. 
is a greater requirement for spatial resolution of the fields inside the sphere, 
calling for a larger discretisation mesh. At present we are restricted to mesh of 
sizes roughly up to 15 x 15 x 15, and have therefore avoided looking into the 
higher-order resonances in detail. 
Depending on w, the incident field produces polarisation charges and/or 
induced currents in the spheres and orchestrates their response according to which 
mode is excited each time. It is interesting that spheres which are initially non-
magnetic {p, = 1) can acquire magnetic properties at the occurrence of any b} 
resonance. An effective homogeneous medium replacing the crystal structure 
would have /i 7^  1 at this instance. 
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Figure 5.8; Detail from Fig. 5.6. The magnitude |Tspp is shown in grey colour, 
s i n ^ in solid black line and cos^ in dotted black line, (a) The resonance. 
A total change of 5(j) ~ 5%/6 occurs at the vicinity of the peak, (b) The a\ 
resonance. 5(j) ~ vr. (c) One of the hybrid resonances. 54) ^ tt. (d) The a\ 
resonance. 5(f) ~ The smallest phase change of about 50 deg occurs for the 
lowest hybrid resonance at ^ 0.81 eV (not shown here). 
5.2.3 Influence of filling fraction / 
It was mentioned in the previous section that two possible causes for the hybrid 
modes were the proximity of the dielectric objects in the lattice and the coarsening 
of the spheres into spheroids with reduced symmetry properties. As long as we 
are trying to model spheres, both effects will be simultaneously present in the 
spectra and it will be hard to distinguish the relative consequences of each one 
in particular. Therefore in this section we try to separate these two effects by 
studying cubes alone. We study three systems, each of a unit-cell length Iq = 900 
nm, with the edge-length of cubes increasing from (a) 360 nm {fa = 0.064) to 
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Figure 5.9: Detail from Fig. 5.7. The magnitude \Rsp\'^  is shown in grey colour, 
sin -0 in solid black line and cos tl: in dotted black line, (a) The b\ resonance. A 
total change of 6ip ^ tt occurs at the vicinity of the peak, (b) The a\ resonance. 
' resonance. Sij) TT. (c) One of the hybrid resonances. (5-0 
sll) ~ TT. 
TT. (d) The a\
(b) 540 nm (/& = 0.216) to (c) 720 nm (/c = 0.512). We monitor their respective 
photonic band structures along F X direction (Fig. 5.14); also their transmission 
coefficients and force spectra (Figs. 5.15, 5.16, 5.17), 
Firstly, we find that the number of bands is conserved, at least up to 
energies of 1.35 eV for system (a) which corresponds to 1 eV for system (b) and 
0.77 eV for (c). In other words, all three systems possess 12 qualitatively similar 
bands above the lowest frequency for which the bands cross the = 0 axis. This 
is the same number of bands shown in Fig. 5.5 for the spheroid system. 
Secondly, the number of resonance peaks in the transmission coefficient 
\Tgp\'^  spectra is also conserved: 6 peaks are found at the frequency range cov-
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Figure 5.10: For a given Mie mode (at frequency w) of an isolated sphere (radius 
Tg), the product co-Ts is independent of the sphere size. When the spheres are put 
together in a lattice, interactions shift the resonances. For radius small compared 
to the separation (/q), the one-sphere result is recovered. Results here are for the 
b\ mode. 
ered by the 12 bands in all cubic systems; the same number of peaks as for the 
spheroids. The lowest two of those have been identified respectively as the exact 
equivalents of the magnetic {b\) and electric (aj) dipole bands found in spheres, 
as professed by their field distributions. 
So it appears that the number of the hybrid resonances we discovered in 
Fig. 5.5 are less likely to be due to the proximity of the dielectric objects in the 
photonic crystal. Rather they seem to be connected to the cubic properties {i.e. 
cubic symmetry, flat faces, acute angles, etc.) of the spheroids approximating true 
spheres. Let us note here that it was not possible to extend our comparison of 
the three cubic systems to more bands because system (a) displays off-diagonal 
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Figure 5.11: The spherical sections 81,82,83 on which the field distributions are 
plotted in the following figures. 
scattering beyond the 12th band and this results in additional features in the 
spectra that are not related to Mie resonances: for example the sharp force dip 
at 1.355 eV, for which, incidentally, the EM energy enhancement is nowhere near 
the heavy-photon resonance values: the average energy inside the cube is a mere 
factor of 20 larger than the incident energy (compared to at least a few hundred 
for the resonances). 
But there also exist some differences between the three cubic systems: out 
of the 12 bands, some (not all) change shape and/or relative position, whereas the 
sequence in which they appear is also changed both from (a) to (b) as well as from 
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(b) to (c). The heavy photons at lowest w are least affected. They are gradually 
prolonged in going from (a) to (c); in contrast, the heavy photons immediately 
higher up are gradually flattened. Other bands do not show a monotonic variation 
of their extent as / increases. Thus we notice that while some band gaps open 
up from fa to fb, all of them except one have closed by the time / reaches fc-
Other effects found are the general tendency for packing the bands into 
lower energies as / increases which results from the increase of average e 
of the unit cell (since uj scales roughly as l / y ^ i ^ ) . Also the sharpness of the 
resonance peaks, both for the transmittance and the force spectra, increases with 
/ i.e. with the proximity of the artificial atoms. 
5.2.4 Influence of spheroidal properties other than cubic 
symmetry (size, shape, mesh) 
In the previous section it was shown that the spectra (band structure and force) of 
dielectric crystals of spheroidal and cubic objects display several similar features. 
Out of the several cubic properties, we try to isolate the ones responsible for the 
similarities: is it the cubic symmetry, or the existence of flat surfaces and acute 
angles ? Both the former and the latter are shared between spheroids and cubes. 
We try to answer this question in this section. 
First we compare between two different classes of spheroids, one with sharp 
dielectric boundaries (which we refer to as 'binary-e system') and another with 
smooth borders ('average-e system'). For the binary-e system the e at each point 
in the unit cell is defined as either or e^., depending on whether the point lies 
inside or outside the sphere (hence our choice of name). For the average-e system, 
e at each mesh point is defined as the weighted average of e^  and e^,, such that 
deep inside the sphere e = e^, far away from it e == e^, and in the vicinity of the 
spherical boundary e has an intermediate value. This method of defining e has 
been explained in Ref. [64]. 
The two types of objects that result are shown in Fig. 5.18. Both share 
cubic symmetry. Their respective band structures (Fig. 5.19) do not display any 
telling differences: both have an equal number of bands and the gaps appear at 
similar frequencies for similar packing fractions. Their force (Fig. 5.20) and 
spectra possess an equal number of peaks also. The same number of bands and 
resonant features was found for cubes earlier. The major qualitative difference 
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regards the two hybrid electric quadrupole modes (a^): the aver age-6 system 
displays two dips^ whereas the binary-e system displays two peaks. Also upon 
analysing the EM fields inside the spheroids we find that for the average-e system 
the 2nd resonance is an electric dipole mode (a}) followed by a (hybrid) magnetic 
quadrupole mode (bg), whereas for binary-e it is the other way round. 
Of the two systems, the behaviour of average-e is less parameter-dependent. 
Convergence occurs quickly, i.e. for moderate mesh sizes: a 9 x 9 x 9 mesh suffices 
to produce all the main qualitative features in the force spectra (Fig. 5.22.a). 
The same is true for a 10 x 10 x 10 mesh (Fig. 5.20.b). At a quantitative level 
convergence is achieved for all resonances shown by the time the mesh becomes 
13 X 13 x 13 (compare Figs. 5.22.b,c) which is quite realistic regarding the time 
of calculation needed. 
The averaging procedure in defining e removes or reduces the acute features 
in the spheroid shape caused by the discretisation (Fig. 5.21). In this way small 
spheres may be treated also, provided one of the larger mesh sizes is used (such 
as 15 X 15 >< 15 or higher). We are thus confident that at least for the first few 
heavy-photon modes (energies up to ^ 1 eV for GaP spheres of f ^ 0.25 in a 
unit cell of length 900 nm), the average-e definition allows reliable calculations of 
the force spectra. 
On the other hand, for the binary-e system the sequence and the strength 
of the resonances depends sometimes sensitively on the parameters: Thus we 
find that for small values of the filling fraction / {i.e. small spheroid sizes) and 
moderate mesh size (~ 11 x 11 x 11) the a\ resonance precedes h\ (Fig. 5.23), 
contrary to what was found for larger spheroid sizes. 
To conclude this section, we find that the number of heavy photons in the 
band structure and of resonant features in the force and transmission spectra are 
independent of the shape, size and proximity of the artificial atoms that form the 
photonic crystal. They must result from the symmetry of the system {i.e. the 
symmetries of the lattice and/or of the artificial atoms). However the strength 
(and sometimes the order) of the resonances in the force spectra depends on the 
specific parameters such as the filling fraction / or the shape of the artificial 
atoms. As a general trend proximity between spheroids increases interactions 
and the resonant forces are enhanced. The average-e definition must be used in 
order to minimise unwanted effects due to the coarsening of spheres. 
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Figure 5.12: (a-c): Dipole mode. For the 6} resonance (magnetic mode) the H 
field is plotted on the spherical sections 81,82, while the E field is shown on 
83 (see Fig. 5.11). For the a\ electric mode the role of the H and E fields is 
interchanged. 
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Figure 5.13: (a-c):Quadrupole mode. For the Ag resonance (magnetic mode) the 
H field is plotted on the spherical section Si, while the E field is shown on %. 
For the al electric mode the role of the H and E fields is interchanged. 
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Figure 5.14: The band structure along TX for a SC lattice of GaP cubes and 
edge-length (a) 360 nm (filling fraction /„ = 0.064), (b) 540 nm (/& = 0.216) and 
(c) 720 nm (/c = 0.512). The horizontal gridlines for each plot contain the 11 
bands following the &}-like resonance. 
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Figure 5.15: For the crystal monolayer of cubes with filling fraction fa = 0.064 
(Fig. 5.14.a). Comparison between (a) photonic band structure along FX, (b) 
(c) pressure Pz on one unit cell. For (b) and (c) light is normally incident 
along z. The horizontal gridlines denote the positions of the peaks in the jT^ apl 
spectrum. All except one of the sharp features in \Tspf and are due to heavy-
photon resonances. The exception is the dip in pressure at 1.355 eV, caused by 
off-diagonal scattering. In fact there exist four off-diagonally scattered beams 
beyond this frequency, but only one dominates strongly the spectrum of \Tsp\'^ . 
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Figure 5.16: Same as Fig. 5.15 but for cubes of edge-length 540 nm (/b = 0.216). 
All sharp effects appear both in the \Tsp\'^  and pressure spectra. 
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Figure 5.17: Same as Fig. 5.15 but for cubes of edge-length 720 nm (/c = 0.512). 
The resolution of the peaks is such that up to 0.8 eV, all sharp effects appear in 
both the |Tspp and pressure spectra. Beyond 0.8 eV some peaks are not resolved 
in the spectrum but show up in P^. 
5. GftYlSjn/LL;? - flE;.SO]Y/lJV:r ZCf'FJSCrrf? 119 
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Figure 5.18: Binary-e vs. average-e. Profile of the dielectric function on a cross 
section Ss cutting through the middle of the unit cell, for (a) binary-e and (b) 
average-e. The horizontal axes show the location in the mesh and the vertical 
axis the value of e, ranging from e^, = 1 to e^  = 8.9. In (c),(d) the contour plot 
of parts (a),(b) respectively is shown; the shading is such that black corresponds 
to locations outside the spheroid, white to locations inside. For both systems the 
discretisation mesh is 10 x 10 x 10. = 365 nm for (a), = 350 nm for (b). 
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Figure 5.19: Binary-e vs. average-e. The band structure along F X for (a) the 
binary-e and (b) the average-e systems of Fig. 5.18. The 11 bands following the 
b\ resonance are shown. No major qualitative differences are visible. 
121 
0.925 
0.875 
0.85 
0.825 
0.925 
0.875 
0.85 
0.775 
0.825 
0.775 
0.5 1 1.5 2 
Pressure SI units 
0.5 1 1.5 2 
Pressure SI units 
Figure 5.20: Binary-e vs. average-e. Normal pressure on a unit cell for (a) the 
binary-e and (b) the average-e systems of Fig. 5.18. A qualitative difference is 
that two resonance peaks in (a) (between 0.825 eV and 0.850 eV) appear as dips 
in (b). The remaining resonances present only quantitative differences between 
the two systems. 
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Figure 5.21: Average-e for different mesh sizes. Contour plot of the profile of the 
dielectric function on a cross section S3 cutting through the middle of the unit 
cell, for (a) 9 X 9 X 9 (r^ = 349 nm, / = 0.2450), (b) 13 x 13 x 13 (r^ = 337 nm, 
/ = 0.2208), (c) 15 X 15 X 15 (r, = 337 nm, / = 0.2208). 
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Figure 5.22: Forces for different mesh sizes and average-e. Normal pressure on a 
unit cell for (a) 9 x 9 x 9, (b) 13 x 13 x 13, (c) 15 x 15 x 15 mesh of Fig. 5.21. 
All resonances display the same qualitative behaviour. 
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Figure 5.23: Effect of size for binary-e. For a small spheroid of the same shape 
as that of Fig. 5.18.C, in a mesh 11 x 11 x 11 the second lowest-in-w resonance is 
an electric dipole (a];) mode. The spheroid radius is r , = 195 nm ( / = 0.0428). 
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5.2.5 EM energy enhancement 
What happens at a resonance? Each sphere acts as a cavity that traps the EM 
waves. The energy density internal to the spheres is 2-3 orders of magnitude larger 
than for the incident light beam[83, 89, 91] (Figs. 5.24, 5.25). As Van Albada et al 
have shown[92, 93], the transport of EM energy can be slowed down considerably 
at the conditions for Mie scattering. They derive a rigorous microscopic formula 
for the velocity of energy transport ve, and subsequently propose a heuristic but 
physically plausible model for ve, which they show to agree with the exact model 
and experimental results within reasonable accuracy, and which reads 
magnetic dipole mode 1000 
500. 9 [in] 
p[out] 
pfinc] 
W = P[in] / p[out] 
100. 
0.652 0 . 654 0. 656 0 . 658 0 . 6 6 0 . 662 0 . 664 
frequency (eV) 
Figure 5.24; Resonant enhancement of the EM energy density p — ^ ( E - D + H - B ) 
versus u for a monolayer of GaP spheres (r, = 337 nm). The average p internal 
to the sphere for the b\ mode is shown in solid black line. The average p in the 
region of the unit cell external to the sphere is shown in dotted line. The ratio 
of the two, defined in the text as w appears in grey. All densities scale with the 
incident density which is set to unity (dashed line). 
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Figure 5.25: Spatial distribution of the electric {p[E] = | E • D) and magnetic 
{p[H] = I H • B) energy densities inside a unit cell at the magnetic dipole res-
onance {b\). The H field forms a hyperboloid of one sheet around which the E 
field circulates in a ring (Fig. 5.12). Thus the dipole points along the z axis and 
the electric-field ring lies chiefly on the xy plane. Here we plot the densities along 
an equatorial diametre on the x axis {i.e. along the intersection between surfaces 
S i ,Ss of Fig. 5.11). Ten calculation points are used, spaced out in tenths of the 
unit cell length, from 0 to 1. We see that relative to the (unit) EM energy density 
of the incident radiation, p[E] and p[H] are enhanced up to 3 orders of magnitude 
at certain regions inside the sphere, = 365 nm. 
-1) + 1 ' 
where Cq the speed of light in vacuum, / the volume fraction and W the energy 
density internal to the spheres relative to the surrounding medium (vacuum in 
our case). Our computations suggest that W ^ 20 for the first few heavy-photon 
modes, resulting in a velocity ve that is much lower than one expects from a 
straightforward estimate for the average velocity away from resonances, 
Co Co 
"^av — nz— — / ) 
or even from the velocity in the effective medium a la Garnett, 
(5.2.2) 
'^e// ^ fz— • (5.2.3) 
Y^e// 
Thus for / = 0.22 the equations above give ve/cq ^ 0.19, whereas Vavjc^ ^ 
0.60 and fg/y/co ~ 0.78. For comparison, the group velocity Vg = duj/dk varies 
with frequency and ranges from 0.02 cq to 0.25 Cq for these resonances. The 
accumulation of energy in the system at the resonance condition means that the 
overall EM fields are enhanced^, and this results in large forces when the stress-
tensor integration is carried out. 
5.2.6 Force strength 
The magnitude of the photo-induced force is proportional to /q, the intensity of 
the incident beam. Provided the spheres are in a liquid medium which facili-
tates heat evacuation (so that melting is avoided), the photo-induced force can 
dominate gravitational, thermal-fluctuation and Van der Waals forces. Assum-
ing a moderate laser of Iq ^ 3.5 x 10® W/m^, the incident radiation pressure 
is ^ 1 pN per unit cell (900 x 900 nm^). For a crystal of one layer thickness, 
with im = 1,65 = 8.9, rs — 350 nm, and when w lies inside the second band gap 
(centred at 0.72 eV in Fig. 5.5.a) the force on a unit cell is 2 pN (the 'natural 
limit' for full reflection). In resonances too the total force on the crystal may not 
exceed this natural limit, and varies typically between 1 pN and 2 pN . However 
when more crystal layers are put together then the light-induced resonant interac-
tions between the layers may easily be enhanced to 10 times or more the incident 
radiation pressure. Other forces present are Van der Waals, gravitational and 
thermal fluctuation forces due to Brownian motion of the spheres. The influence 
of thermal forces is negligible, as can be demonstrated by comparison between 
the thermal energy, ^ksT ^ 6 x lO^^^J, and the energy of each sphere in a 
Mie resonance, for which a rough under-estimate is x D , ^ 1 pN x2G0 nm 
•fThis mechanism has been known to explain the enhancement of the field on the surface of 
GaP particles used in SERS (Surface Enhanced Raman Scattering) experiments [94]. 
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^ 2 X 10"^® J. Gravitational effects are also small: mg ~ 8 x 10"^ pN for GaP. 
As for the Van der Waals attraction between two of our GaP spheres in air, an 
upper bound for the force, calculated in the basis of pairwise additivity [95], is 
~ 0.2 pN. This value is clearly an overestimate, since it is obtained in the limit 
Ds -C Vs and ignoring retardation effects [95, 96]. Even the force between two 
GaP half-spaces (flat surfaces) separated by Dg 0.4 pN per unit cell, according 
to the macroscopic Lifshitz theory incorporating retardation and non-additivity 
[69]) is at least an order of magnitude lower than the photo-induced force. So the 
photo-induced forces can be dominant. In fact both the magnitude and sharpness 
of the resonant forces increase when more crystal layers are added, as we shall 
see later (Figs. 5.29, 5.35). 
5.2.7 Dependence on angle of incidence, absorption, poly-
dispersion 
The sharp force features shift slightly with the angle of incidence (Fig. 5.26). More 
importantly, they are sensitive to the amount of absorption present in the spheres 
or the surrounding medium; a moderate e" = 0.1 is enough to suppress them. 
When both the spheres and the reference medium have low enough absorption the 
bonding effects are observable. Liquid media facilitate crystallisation by allowing 
the spheres to move slowly into an equilibrium structure; also by carrying away 
excess charges as well as heat which could otherwise accumulate and melt the 
spheres. For GaP spheres in water, we have found that the absorption is too 
small to blur the sharp features in forces, within the frequency range of interest 
(Fig. 5.27). Finally, one does not need perfect, identical spheres: objects of any 
shape possess their own Mie-like resonances and we have checked that the bonding 
effect can withstand a polydispersion of at least a few percent. 
5.2.8 Bonding / anti-bonding effects 
The effect of increasing thickness is of particular importance with reference to 
resonances. Let us look into the magnetic dipole resonance for the moment. 
When the number of layers is doubled, the number of sharp features doubles also 
(Fig. 5.28), the two new peaks being located slightly below (at w<) and slightly 
above (at u;<) the original frequency. 
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Figure 5.26: Influence of the angle of incidence 6 on the normal force (z compo-
nent). The resonance positions shift little with 6.). 
The total force on the structure is positive, so the light pushes the struc-
ture as it comes along, however the forces on an individual sphere of either layer 
alternate sign, exhibiting a bonding/anti-bonding behaviour[83, 89]: at the 
two layers at tract each other, whereas at they repel each other (see the two 
first peaks at ~ 0.65 eV in Fig. 5.29; this calculation is made with the stress 
tensor method and the results are qualitatively correct, but at resonances quan-
titatively incorrect). The magnetic fields inside each sphere indicate that at 
the magnetic dipoles in the top layer are parallel to the dipoles in the bot tom 
layer, whereas at they are antiparallel (Fig. 5.30). Thus it is possible to in-
terprete the forces between any two vertically adjacent spheres in the following 
manner. The incident EM field populates the b\ Mie mode of each sphere, which 
is thus made into a magnetic dipole. Due to symmetry, the magnetic dipoles of 
a given layer are oriented vertically (upwards or downwards) for a normally inci-
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Figure 5.27: Dependence of the force on absorption. Away from resonances the 
forces do not suffer a sizeable change with moderate absorption. The resonances 
are sensitive to losses, but the actual amount of absorption present in GaP spheres 
and in an experimentally suitable liquid medium (in this case water) is small 
enough so the resonance effects can be clearly seen. Here we plot the normal 
pressure for the b\ resonance on a crystal monolayer (GaP spheres, = 225 
nm) in water (dashed black line) for normal incidence. For comparison, the force 
on a hypothetical loss-free GaP sphere in air is also shown (solid black line). 
Although an amount of absorption e" = 0.1 would suffice to mask the resonances 
(dash-dotted line), it is clear that GaP is a material with very low absorption in 
this frequency range and is therefore highly suitable for displaying the effects of 
resonant scattering. 
dent beam, and they are all parallel to each other (since our system is periodic 
in the xy plane). When a second layer is added below the first, the dipoles of 
the new layer have the option to orient themselves parallel or anti-parallel to the 
dipoles of the top layer. In the former instance there is an attraction, same in 
nature as the attraction between the opposite poles of two magnets (although the 
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Figure 5.28: Transmittance for three crystal samples of increasing thickness from 
one to four unit cells in the z direction. The frequency spans the b\ resonance. 
Normal incidence, = 365 nm. 
dipoles oscillate at the light frequency they remain always parallel and at tract 
each other). Consequently the energy of the whole system decreases. In a similar 
manner when the dipoles of the bottom layer become anti-parallel to those of the 
top layer, repulsive interactions occur and the energy increases. 
The same state of affairs occurs for the higher modes, whereby we see a 
series of alternating signs in the force on a sphere as different resonances are 
encountered (Fig. 5.29) for a crystal two layers thick. Thus we find that for the 
electric dipole (a];) mode, all dipoles are parallel at w = 0.7915 eV, anti-parallel 
at w = 0.8025 for the system of Fig. 5.29. Similarly, the multipoles of the higher-
energy modes can be oriented constructively, in which case an attraction occurs, 
or destructively, leading to repulsion between neighbouring spheres (Fig. 5.31). 
This argument holds also for the mixed hybrid states that are made out of more 
than one Mie modes, for example at 0.8584 eV and 0.8744 eV of Fig. 5.29, as is 
shown below (Figs. 5.32, 5.33). 
In Fig. 5.34 we show the same effects but for small spheres (r^ = 220 nm, 
/ = 0.06), so the stress tensor calculation is in good shape. The pressure is in SI 
units and we verify that at resonances the pressure on the individual layers may 
well exceed the natural limit of 2Pinc{= 2N/m^ for /q = 3 x 10® W/m^), rising to 
8 N/m^ for the a\ bonding mode for example (at 1.08 eV). The pressure for the 
b\ modes (at ~ 0.94 eV) is down to ^ IN/m^, but for increasing filling fraction / 
it rises also. The reason for this is that at resonance there are strong evanescent 
fields excited within each sphere. At large distances these fields decay to zero 
and do not give rise to forces, but when another sphere exists nearby they may 
couple to it and produce a sizeable efi'ect on the force, in a similar manner to 
what we found for the force between two half-spaces separated by a layer of air 
upon the incidence of evanescent waves. 
Incidentally, the broad features around 1.01 eV and 1.2 eV in the forces on 
each layer of Fig. 5.34 are noi resonances. They form as photons scatter multiply 
between the layers, banging as tennis balls against each layer and exiting on the 
lower side eventually with a unit transmittance. Hence they cause repulsion be-
tween the layers, although the total force on the crystal is zero. Being interference 
and not resonance peaks they are rather resistant to absorption: they survive to 
60 % of their strength when e" = 0.1. 
It is therefore evident that degeneracy splitting of the sharp resonance fea-
tures is directly analogous to the formation of bonding and anti-bonding states 
of the electronic orbitals in atomic physics. Our system of two oscillating multi-
poles (GaP spheres in a heavy photon mode) is the EM analogue of two Hydrogen 
atoms in the same state, brought close to each other. As they approach, hybridi-
sation occurs and the energy levels split into a bonding state at slightly lower 
energy (w<, multipoles 'parallel'), and an anti-bonding state at slightly higher 
energy (w>, multipoles 'antiparallel') than that of the un-hybridised levels. 
. The splitting of the energy levels and the force strength increase as the 
spheres of two vertically adjacent layers approach each other (Fig. 5.35). The 
nature of the sharp forces between adjacent layers therefore lies in the sphere-
sphere interactions induced by the light beam, when the latter populates the 
various Mie resonances. 
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Figure 5.29: Normal pressure in arbitrary units on a two-layer crystal of GaP 
spheres (e = 8.9, r , = 350 nm) in air for normal incidence along z. The pressure 
on the top (bottom) layer is shown in solid black (grey) line; on both layers (i.e. 
total pressure) it is shown in a dotted line. The resonant forces on either layer 
are generally opposite in direction, peak more sharply than the total force and 
their sign alternates with frequency, exhibiting a series of bonding/anti-bonding 
interactions (i.e. layers at tract /repel each other). At the bonding modes the 
spheres of the two layers behave as oscillating EM multipoles oriented parallel 
to each other, at the anti-bonding modes they are anti-parallel. Various modes 
are seen: magnetic dipole (6}), electric dipole (a |) , electric quadrupole (a^) and 
hybrids. Compare with the force on one layer of Fig. 5.5. 
The analogy between resonant, light-induced, sphere-sphere interactions 
and the bonding of atoms that we just described is not the only one to be made. 
An analogy exists also with the case of cutting a metal in two along a plane, 
whereby the bulk plasmons reorganise into surface plasmons of attractive and 
repelling nature at frequencies below and above the original frequency[97]. The 
similarities between these three very different systems prompts us to acknowledge 
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Figure 5.30; Magnetic fields plotted along the z axis through the centre of the 
spheres for the b\ resonance on the two-layer crystal of Fig. 5.29. Light is s po-
larised, normally incident from the z direction at frequency (bonding, dipoles 
parallel), (anti-bonding, dipoles anti-parallel). For p polarisation the direc-
tions of the fields are reversed. 
a general tendency in nature for the formation of energetically favourable EM 
bonds between two systems in the same state that come into proximity. 
The rest of the force spectrum displays mostly smooth, attractive interac-
tions due to the band gaps between the heavy-photon bands. This off-resonance 
attraction is produced as the band-gap condition for high reflectivity causes the 
top layer to absorb almost all the shock from the reflection of the incident light 
and be therefore pushed towards the bottom layer which remains relatively inert. 
The occurrence of resonant bonding effects between spheres may add to 
the current methods for engineering 3D photonic crystals out of assemblies of 
colloidal spheres in liquid solutions. Experiments on gold nanospheres (radius 
rg ~ 10 nm) by Kimura have shown fast formation of aggregates upon illumi-
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nation at the surface-plasmon frequency {i.e. the electric-dipole mode a{), in 
agreement with calculations of the photo-induced Van der Waals dipole-dipole 
interaction[98, 99]. Burns, Fournier and Golovchenko on the other hand have 
concentrated on dielectric microspheres (r^ 700 nm)[5, 6]. They have exper-
imentally demonstrated the presence of long-range attractive forces, induced by 
laser light, between two polystyrene spheres in water. They argue that these 
are magnetic-dipole interactions, owing their existence to induced currents on 
the spheres. They calculate the interaction energy between two magnetic dipoles 
based on a simplified model that works in the long-distance limit JR^ dip 3> A, 
where Raip the distance between the dipoles and A the wavelength of light. From 
the perspective of Mie resonances this approach is justified because although the 
spheres Burns et al use possess many different resonances at or near the frequency 
of their laser light (see Fig. 5.4 and Table 5.2), the large inter-sphere distance 
ensures that the dipole approximation works to leading order. Also the electric-
dipole solutions are of secondary importance since they are damped compared to 
the magnetic dipoles. 
In contrast to the work of Kimura (metallic spheres) and that of Burns et al 
{Rdip ^ A), we are dealing with dielectric spheres at close proximity {Rdip ^ A). 
In general, the sphere-sphere interactions in our system display a mixing of EM-
multipole behaviour, unless a specific condition for an isolated Mie resonance 
is met. For example two spheres of = 350 nm interact at ^ 0.65 eV as 
oscillating magnetic dipoles, at ^ 0.80 eV as oscillating electric dipoles, at 
0.9 eV as oscillating electric quadrupoles and so on. Although the model of 
Burns, Fournier and Golovchenko does not apply to our system (due to the close 
proximity between the spheres), we believe that their physical explanation for 
the spatially oscillatory shear forces is basically correct: the oscillation is due to 
the changes in the phase shifts associated with retardation between spheres of 
different layers. 
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Figure 5.31; Bonding and anti-bonding for the electric quadrupole mode al of 
Fig. 5.29. In all parts the E field is shown on the cross section S3. (a) Top 
sphere, bonding mode (0.8995 eV). (b) Bottom sphere, bonding mode, (c) Top 
sphere, anti-bonding mode (0.9068 eV). (d) Bottom sphere, anti-bonding mode. 
At the bonding mode the quadrupoles of the top and bottom spheres are 'parallel', 
at the anti-bonding mode anti-parallel. The boundaries of the dielectric object 
(mimicking a sphere) inside the unit cell are drawn for a mesh size 10 x 10 x 10. 
An average-e definition has been used. 
CHAPTER 5. DIELECTRIC CRYSTALS - RESONANT EFFECTS 137 
Figure 5.32: Hybrid bonding mode for the two-layer system of Fig. 5.29. = 
0.8584 eV, 5 polarisation, (a) E field along section Si. The field in the lower part 
of the top sphere is parallel to the field in the upper part of the bot tom sphere. 
Hence constructive interference occurs, (b) E field along section % for the top 
sphere, (c) E field along section S3 for the bottom sphere, (d) H field along 
section % . Again, it is favourable for the spheres to lie close together. The E 
fields in (b,c) rotate in opposite directions due to the fact that the H fields along 
the vertical axis are diverging from the sphere centre for the top layer, converging 
to the centre for the bottom layer. 
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Figure 5.33: Hybrid anti-bonding mode for the two-layer system of Fig. 5.29. 
w> = 0.8744 eV, p polarisation, (a) E field along section Si. The field in the 
lower part of the top sphere is anti-parallel to the field in the upper part of the 
bot tom sphere. Hence destructive interference occurs, (b) E field along section 
Ss for the top sphere, (c) E field along section S3 for the bottom sphere, (d) 
H field along section 82. Due to the field orientations, it is unfavourable for the 
spheres to lie close together. 
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Figure 5.34: Normal pressure on a two-layer crystal of GaP spheres (e = 8.9, 
Tg = 220 nm) in air for normal incidence along z. The bonding and anti-bonding 
h\ modes are seen at ~ 0.94 eV, and the a} modes at 1.08 eV and 1.1 eV. The 
broad peaks of repulsion are due to multiple scattering between the layers. The 
units of pressure are in SI. 
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Figure 5.35: Resonant energies of a two-layer crystal for normal incidence along z 
and for the magnetic dipole mode. As the two crystal layers approach each other 
the bonding/anti-bonding energy levels of the Mie modes on the spheres split 
further. The dots denote the energies of the bonding and anti-bonding modes as 
a function of the distance of the layers, = 240 and Iq = 900 nm for each layer. 
"Vain is the word of a philosopher which does not heal 
any suffering of man. For just as there is no profit in 
medicine if it does not expel the diseases of the body, 
so there is no profit in philosophy either, if it does not 
expel the suffering of the mind." 
Epicurus 
Chapter 6 
Summary and future work 
6.1 S u m m a r y 
In conclusion, we have presented a general methodology for accurate and efficient 
computation of EM fields and forces in matter, based on the Maxwell Stress 
Tensor formalism and on the Transfer Matrix approach to calculating refiection 
coefficients. 
Our goal has been to understand light-induced forces in photonic crystals, 
with a view to self-assembly of colloidal systems. 
In chapter 2 we outline our theoretical and numerical approach. We ex-
plain how the need for a stress tensor arises in calculating EM forces, and adopt a 
particular form for the tensor appropriate for the systems we have in mind; pho-
tonic crystals in which both the artificial atoms and the reference medium are 
homogeneous, isotropic, non-pyroelectric and non-piezoelectric and ignoring elec-
trostriction and magnetostriction effects. Mechanical and thermal equilibrium 
is also assumed. Under these restrictions the stress tensor that originates from 
static or time-averaged harmonic fields yields the full EM force on a macroscopic 
body when integrated over the body's external surface. 
We present some necessary technical details of the numerical calculation 
of EM forces, including the normalisation of the fields and the conversion from 
atomic units to SI. We relate the forces to experimental parameters when the 
fields are induced by the incidence of external laser radiation. 
In chapter 3 we study the EM forces induced by a monochromatic light 
beam on homogeneous systems (dielectric and metallic): (i) a half-space and (ii) 
a slab. The simplicity of these systems allowed us to understand the nature of 
141 
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forces at interfaces and the role of evanescent fields in producing attraction across 
a cavity separating two bodies. We analytically solve for the fields and forces in 
these systems, testing the accuracy of our numerical approach as well. We identify 
the natural limits of the force strength for non-resonant scattering. We find that 
in passing from a medium ei to a medium eg, light induces an attractive surface 
force on the interface when eg > ei- But for total forces there is a distinction 
between the type of light-wave used: travelling waves always produce positive 
pressure on both the slab and the half-space. Evanescent waves, however, under 
specific conditions cause the two half-spaces (on either side of the slab) to at tract 
each other with a force strength even greater than the Van der Waals attraction 
between them. Evanescent waves look promising in the application to cohesive 
forces in nanostructures. 
In chapters 4 and 5 we concentrate on the forces induced by a laser beam 
of intensity Iq on a dielectric crystal of GaP spheres arranged in a SC lattice. 
Chapter 4 deals with non-resonant effects: the long wavelength effective-medium 
approach, the influence of band gaps on total forces on the crystal, the onset 
of scattering into multiple outgoing beams. In chapter 5 we explore the large 
resonant forces at frequencies corresponding to the EM eigenmodes of isolated 
spheres (Mie resonances). After explaining the nature of the Mie modes for one 
sphere, we study the properties of the corresponding modes in the crystal (heavy 
photon resonances). We show how they may be identified in the reflectance spec-
tra. Next we study how they are affected by the filling fraction, the size and shape 
of the artificial atoms, the size of the discretisation mesh and the absorption in 
the crystal. These resonances cause a large enhancement of the EM energy inside 
and around the spheres (of 2-3 orders of magnitude). Generally they are electric 
or magnetic multipoles (or hybrids) oscillating at the light frequency. An analogy 
to atomic physics proves fruitful as the resonant EM fields on the spheres arrange 
into bonding and anti-bonding states, causing highly attractive and repelling in-
teractions which may become dominant over gravitational, thermal and Van der 
Waals forces, for large enough (but realistic) values of Ig. Although most of our 
results are for GaP spheres suspended in air, we have checked that the finite 
absorption of a more realistic medium such as water does not obliterate these 
resonant effects which we believe therefore to be experimentally observable and 
relevant to the formation of stable crystals of colloidal nanospheres. 
/ifVD j?[;T[;ztzr vtictRLR: Kis 
6.2 Fu tu re problems to be addressed 
The subject of EM forces in nanostructures is a very wide one. Although some an-
alytical work on Van der Waals forces has been carried out over the past decades, 
there is still considerable difficulty in solving for interactions between two macro-
scopic bodies with arbitrary geometry and dielectric properties; and a lot remains 
to be done on assemblies of bodies (such as a colloidal crystals) beyond the weak-
interacting limit. Experimentally, there is a large selection of systems where EM 
forces play a dominant role, awaiting proper theoretical understanding. We think 
that extending the work we presented here may have a significant impact on the 
subject, since we are in principle able to calculate numerically the full EM force on 
both dielectric and metallic systems of frequency-dependent dielectric function; 
as well as to objects of any size and geometrical properties. 
A short-term list of potentially interesting problems to be addressed follows: 
• Adapting the codes to calculate accurately the surface forces on the artificial 
atoms. How are these forces influenced as the photonic band gap is traversed in 
frequency ? 
• Treating metallic or metallodielectric photonic crystals. 
• The influence of many laser beams on forces. What is the combined effect of 
standing wave patterns and resonant scattering ? 
• Developing a time-dependent picture of the force field, following the artificial 
atoms until they assume their equilibrium positions under the influence of external 
radiation. 
All the above involve one (or a discrete set of) frequencies. For Van der 
Waals calculations, integration over all frequencies is needed. Having developed 
the appropriate formalism and computer codes one could tackle the following 
(long-term) issues: 
• The force-distance law in the AFM, especially with application to lateral reso-
lution as a function of distance. The theory can be formulated in exact parallel 
to earlier STM theory with electron reflection coefficients replaced by photon re-
flection coeflicients. 
• Forces in systems where resonant enhancement is extreme: for example metal 
tips on rough silver surfaces as in the giant Raman resonance experiment. What 
parallels can we flnd in the AFM problem? 
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• The influence of illumination by powerful laser beams on forces in the AFM, 
especially in highly resonant systems. 
• Investigation of whether the AFM/STM in conjunction with laser illumination 
can provoke strong non-linear optical phenomena. 
• Theory of the light microscope and study of whether resolution can be enhanced 
by exploiting resonant phenomena to compress the range of the electromagnetic 
wavefield in the vicinity of the tip. 
Appendix A 
List of symbols 
Symbol Name 
ar 
at 
o-b 
i 
r 
electric multipole natural mode 
electric multipole Mie mode 
Bohr magneton 
complex amplitude of incident beam on slab 
magnetic multipole natural mode 
b} 
B 
b 
c 
Co 
magnetic multipole Mie mode 
total magnetic field 
complex amplitude of upward beam in region I (for slab) 
speed of light 
speed of light in vacuum 
c 
C sea 
cext 
D 
d 
complex amplitude of downward beam in region II (for slab) 
scattering cross section 
extinction cross section 
displacement field 
complex amplitude of upward beam in region II (for slab) 
D , 
F 
^k'u' 
E 
distance between two nearest spherical surfaces 
electronic charge 
complex amplitude of downward beam in region III (for slab) 
unit vector of beam with k', a ' 
electric field 
Bo 
f 
F 
amplitude of incident electric field 
volume fraction, packing fraction or filling fraction 
volume force 
total force 
EM momentum density 
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Symbol Name 
g|| G 
n 
H 
h, 
2D reciprocal lattice vector 
3D reciprocal lattice vector 
Planck's constant 
magnetic field 
amplitude of incident magnetic field 
Hartree 
/o • 
^ ext 
J tot 
Co 
13.6 eV or one-half of the atomic unit for energy 
light intensity of incident beam 
volume density of external {i.e. free) currents 
volume density of total {i.e. free + induced) currents 
speed of light in vacuum 
k 
k' 
k|| 
kir 
^ref 
wavevector of incident beam on a crystal 
wavevector of scattered beam off a crystal 
component of k parallel to xy plane 
incident wavevector on interface between two homogeneous media 
reflected wavevector on interface between two homogeneous media 
ktr 
ki 
k2 
ka 
i 
transmitted wavevector on interface between two homogeneous media 
wavevector in region I (with z-component > 0) 
wavevector in region II (with z-component > 0) 
wavevector in region III (with z-component > 0) 
principal quantum number 
k 
m 
mi 
P 
Pr-,k' 
lattice constant (unit-cell length) 
refractive index ratio between sphere and reference medium 
azimuthal quantum number 
EM momentum 
EM momentum of reflected beam with k' 
Pi-,k 
p 
p. 
p. 
EM momentum of transmitted beam with k' 
EM momentum of incident beam with k 
radiation pressure on a sphere for Mie scattering 
radiation pressure of incident light beam 
normal pressure (along z) 
Pz,vol 
Pz,int 
Pz,tot 
r 
normal pressure (along z) on a volume element 
normal pressure (along z) at interface 
normal pressure (along z) on a body 
intensity of reflected light 
intensity of reflected light travelling rightwards 
ts 
p-dip 
R\d a' 
prrrr^ 
intensity of reflected light travelling leftwards 
radius of sphere 
dipole-dipole distance 
complex reflection coefficient 
complex reflection coefficient for scattering from polarisation a to a ' 
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Symbol Name 
Sp Poynting vector 
^sca Poynting vector of the scattered radiation 
^ext Poynting vector of the extinct (scattered + absorbed) radiation 
s integration surface for force 
xz section through the centre of sphere 
S2 xz section through the centre of sphere 
S3 xy section through the centre of sphere 
t intensity of transmitted light 
intensity of transmitted light travelling rightwards 
intensity of transmitted light travelling leftwards 
t i j Maxwell Stress Tensor 
{T'i) time-averaged Maxwell Stress Tensor 
T,,, complex transmission coefficient for scattering from polarisation a to a ' 
u EM energy 
ve velocity of energy transport 
w energy density ratio between interior and exterior of spheres 
x order parameter 
a. phase shift between and E^ for p scattering from a half-space 
P component of wavevector parallel to xy plane 
id coefficient of damping for GaP 
7i = i i component of ki normal to xy plane 
72 = component of kg normal to xy plane 
73 = 7^-t%7^ component of kg normal to xy plane 
displacement variable 
^ij Kronecker delta function 
e = e ' + ie" permittivity 
i relative permittivity 
Go permittivity of vacuum 
ei permittivity of medium I 
2^ permittivity of medium II 
63 permittivity of medium III 
^av average permittivity in a unit cell 
fe / / permittivity of effective medium 
permittivity of reference medium 
permittivity of sphere 
Oo angle for total internal reflection between media I and III 
01 angle of incidence from medium I to medium 11 
O2 angle of refraction from medium I to medium II 
^3 angle of refraction from medium II to medium III 
COS 9 asymmetry factor 
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Symbol Name 
A wavelength of light 
permeability 
At relative permeability 
/^ o permeability of vacuum 
P EM energy density 
m electric energy density m magnetic energy density 
Pext volume density of external {i.e. free) charges 
Ptot volume density of total [i.e. free + induced) charges 
a polarisation of incident beam (s or p) 
a' polarisation of scattered beam (s or p) 
CTc electrical conductivity 
phase of Tgp 
<pl phase of reflected wave from a half-space 
<^2 phase of transmitted wave into a half-space 
ijj phase of Rgp 
cu light frequency 
light frequency at bonding mode 
UJy light frequency at anti-bonding mode 
iOp plasma frequency 
Appendix B 
Derivation of the Stress Tensor 
We start from Eq. (2.1.6) for the the EM force acting on the body: 
( F ) = Y X B - , (B.0.2) 
having ignored the time-dependent term since we are interested in time-averaged 
forces caused by harmonic wavefields. In this case all terms with a time-derivative 
give zero when averaged i. e. we are in the quasi-stationary regime (electrostatics 
and magnetostatics combined). We use two of Maxwell's equations, 
. (e]3) = Pas, (13.0.3) 
and 
>( H = 4- Jact (B.0.4) 
to rewrite the force in terms of the fields only: 
: ' f \ = ; V • (eE)lE - + (V x H) x B - ) d V , (B.0.5) 
where again we left out the time-dependent term that averages to zero. To find 
the form of the stress tensor we need to bring the integrand above into the form 
of a divergence of a quantity which we may then identify Ty. We re-express some 
of the terms above, 
= ^ V ( e E ^ ) - e V E ^ ^ (B.0.6) 
= ^ V ( 6 E ^ ) - € [ 2 ( E . V ) B + 2 E x ( V x E ) ] y (B.0.7) 
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having used the identity 
\7CAL - B) == (jAi. \7)I3 4- )< (T7 x ]B) (13 - B )< (\7 >( . (13.0.8) 
We may use one of Maxwell's equations, 
V X E = - a(/iH) 
dt 
(B.0.9) 
to bring out the time-dependence in the last term of Eq. (B.0.7): 
== -- 2(610 - \7)]3 4- adO x 
= ^ V ( € E ^ ) - 2 ( e E . V ) E y 
(B.0.10) 
(B.0.11) 
where we have invoked the time-averaging process to drop the time-dependent 
term. Hence for the j- th component we have 
' V • (£E)]E - = / [v •(€£)]£-JV{E£^^) + (£E-V)E\ (B.0.12) 
= ( Z l h ( i B ' ) ej + eei + 
+ ( - ) 2 V j ( f 2 2 ) 
1 
2' 
— '^vii^eeiej —-sijee' 
Now for the magnetic part we re-express 
(B.0.13) 
(B.o:i4) 
(B.0.15) 
\ == / T7(^Lff2) --//\7j5r2 (B.0.16) 
=z /V( / in^) - )u[2(H . V ) H 4- 2H X (V X H)] \ , (B.0.17) 
so tha t 
(V X H) X B - (V X H) X /iH - -V( / / j : f^) + 
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+ ( ^ H • V ) H + / i H X (V X H) ) (B.0.18) 
(B.0.19) 
1 
(B.0.20) 
We can bring this into the desired form by adding on both sides the divergence 
of B which is zero: 
(V X H) X B - + 0 = 
(B.0.21) 
(B.0.22) 
(B.0.23) 
Adding the electrostatic and magnetostatic part we therefore obtain 
! 3 
' g , (B.0.25) 
= Y X B - (B.0.24) 
which is expressed as a volume integral of the divergence of a quantity that we 
identify as the stress tensor 
Tij) — (^eiej + ij,hihj — -5ij{ee'^ + y. (B.0.26) 
Appendix C 
Mie resonances 
The vector spherical harmonics are given here: 
Moll = cos(j) 7ri{cos9) zi{p) e@ - s i n ^ ri{cos9) zi{p) (C .0 .2) 
Mea = - s i n ( 6 7ri(cos0) zi{p) eg - cos0 ri{cos6) zi{p) (C.0.3) 
Nod = sin l{l 4-1) sin0 7r((cos0) 
P 
+ sin (j) Ti (cos 9) 
+ COS0 7r/(cos 0) (C.0.4) 
Neil = coscf) 1(1 + 1) sin 9 7r;(cos6') 
+ cos^ Ti{cosd) eg 
— sin 7r( (cos , (C.0.5) 
where p = kr and the tt;, ti functions are defined below. The spherical coordinates 
basis vectors are of course 
= X sin0 cos^ + y sin0 sint^ + z cos^ (C.0.6) 
eg = X COS0 cos^ + y cos0 s in^ — z s in^ (C.0.7) 
e^ = —X sin(^ + y c o s 0 . (C.0.8) 
Superscripts in M , N denote the kind of the spherical Bessel function zi{p)-. (1) 
denotes ji(p) (Bessel function of the first kind), (3) denotes h \ ^ \ p ) (Bessel func-
tion of the third kind). It is seen from these relations that M has no radial part, 
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whereas for sufficiently large p the radial part of N is negligible compared to the 
transverse part. The angular functions are defined as 
7rz(cos^) = (C08#) (C.0.9) 
sm 0 
7;(CX)S0) == , ((].0.1(y) 
and can be computed from the recurrent relations 
2/ — 1 I 
TXl = ^ ^ COS g TTJ . I - 7r;_2 (C.O.ll) 
T; = I C O S ^ T T ; — {I + 1) TTi^i , (C.0.12) 
with TTo = OjTTi = 1. The scattering coefficients appearing in the expressions for 
the fields are 
^ f^med rn? jijmx) [a; ji{x)] - /i, j i j x ) [mx ji{mx)]' ^ 
Atmed [z [ma; 
^ i^s jijmx) [x ji{x)]' - fimed j i j x ) [mx jijmx)]' ^ 
^ ji{x) [3: hP{x)]' - fXs hf\x) [x ji{x)]' Q 
/ig [z [?TT'3; 
^ Ms m ji{x) [3: h\'^\x)]' -fMsm h\^\x) [x jijx)]' ( c 0 16) 
/47,6d j f (mz) [a; 
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...jidc TO tpSSi;, TEXOI;, 8ev PwiivsTai 
(jie Ti^ v xatavoYjar) xPavxixSiv ixe-capdoewv 
&XXi jjiea' &316 xd jidTi-a odv xoO ysXa 
fj XI aKo axie? ctxov zoZy^ o xSv owjjidxwv 
oxav xi^ v xdvei Stxi^  xou xli; vuxxsq 
%Xdi axo ixdxi. xou xeptou. 
Kt dx6[Jia Gxouxo" 
xXigpovexat 
jjie TO yaXdi^ io xou dvoixtou ^e\&you 
jiou oxov TjXio 
ISwiiEVo xdxw dx' xd xuixaxa 
xiQV 6pa xou liixpou dnoYetSjiaxo? 
IvC xd {xeXr) {xou yu^vd dtpi^ vovxai 
vd xauxli^ ouv xi^  (loipa xouq 
lie xi^ v dvdaa xyji; GdXaoow; 
8%wq XL Tj OdXaaoa dvxi.xpu2[sxai 
(jie (p6(.voTCQpivi7 T) dvoi^idxixr) o<j/r], dvaXoyto? 
8xav xoix<o !];Y)Xd 
oxt? (puXXwoLsq (jieydXov Sevxpov 
xpsxovxa? djco xdxco (xs jtoSif^ Xaxo 
Ivto xdjcotoi aXXoi Xoyapid^ouv 
xd Ssvxpa Ssvxpa 
xat xlq dxxsq olxoKsSa 
Kou xoao xdvei, xupioi, av 0EXS vd xaXdaexs 
Stxalwiid aa(, dcpou elaxs sXeOSspoi 
dpxsi 7tpo>jyou(i£V6)<; v' dyopdosxs. 
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