In this paper we prove that there exists a smooth classical solution to the HJB equation for a large class of constrained problems with utility functions that are not necessarily differentiable or strictly concave. The value function is smooth if admissible controls satisfy an integrability condition or if it is continuous on the closure of its domain. The key idea is to work on the dual control problem and the dual HJB equation. We construct a smooth, strictly convex solution to the dual HJB equation and show that its conjugate function is a smooth, strictly concave solution to the primal HJB equation satisfying the terminal and boundary conditions. y (t, y) < 0,V yy (t, y) > 0 for every t ∈ [0, T ).
Introduction
There has been extensive research in utility maximization. Two main methods are stochastic control and convex duality. The stochastic control approach requires the underlying state process be Markovian and applies the dynamic programming principle and Ito's lemma to derive a nonlinear parabolic PDE (HJB equation) for the optimal value function. If there is a classical solution to the HJB equation one may then apply the verification theorem to show that the value function is smooth and find the optimal control as a byproduct. The convex duality approach requires the objective functional be concave and the state process be linear. It first solves a static maximization problem and applies convex analysis to show the existence of the optimal solutions to the primal and dual problems and establishes their dual relationship. It then uses the martingale representation theorem or more general optional decomposition theorem to super-replicate the optimal terminal wealth/consumption. For excellent expositions of these two methods in utility maximization, see [6, 9, 10, 12] and references therein.
The smoothness of the value function is a highly desirable property. One normally has to impose some conditions to ensure that. One key condition is the uniform ellipticity of the diffusion coefficient, which is not satisfied for the standard wealth process as long as doing nothing is a feasible portfolio trading strategy. When the trading constraint set is a closed convex cone and the utility function is strictly concave and continuously differentiable and satisfies some growth conditions and the market is complete the value function is a smooth solution to the HJB equation, see [9] . When the constraint set is the whole space and the utility function is of power or logarithmic type, the value function has a closed-form expression. The approach in [9] crucially depends on the differentiability and strict concavity of the utility function as the inverse function of the marginal utility is extensively used.
For general non-smooth and/or non-strictly-concave utility functions it is not clear if there exist smooth solutions to the HJB equation. To deal with the lack of a priori knowledge of the differentiability of the value function one may use a weak solution concept and characterize the value function as a unique viscosity solution to the HJB equation. Due to the remarkable stability property of the viscosity solution one may solve the HJB equation numerically. It is in general difficult to show the differentiability of the value function even it is known to be a viscosity solution to the HJB equation (but see the remarkable paper [14] ). The lack of the differentiability of the value function makes impossible to apply the verification theorem to find the optimal control.
Consider a financial market consisting of one bank account and n stocks. The discounted price process S = (S 1 , . . . , S n ) ′ of n risky assets is modelled by
with the initial price S 0 = s, where diag(S t ) is a diagonal n×n matrix with diagonal elements S i t , b and σ are deterministic continuous vector and nonsingular matrix valued functions of time t, representing the stock excess returns and volatilities, respectively, and W is a ndimensional standard Brownian motion on a complete probability space (Ω, F, P ), endowed with a natural filtration {F t } generated by W . The discounted wealth process X satisfies the SDE
where π t = (π 1 t , . . . , π n t ) ′ are progressively measurable control processes satisfying π t ∈ K, a closed convex cone, a.s. for t ∈ [0, T ].
A standard utility maximization problem is given by
where U is a utility function which is continuous, increasing, concave, and U (0) = 0. Denote by V (t, x) the value function of (2) for 0 ≤ t ≤ T and x ≥ 0. The corresponding HJB equation is given by
with the terminal condition V (T, x) = U (x) and the boundary condition V (t, 0) = 0, where H is a Hamiltonian, defined by
and V t is a partial derivative of V with respect to t, V x and V xx are defined similarly. The contribution of this paper is that we show that there exists a smooth classical solution to the HJB equation (3) for a large class of constrained problems with utility functions that are not necessarily differentiable or strictly concave (Theorem 3.8). The value function is smooth if admissible controls satisfy an integrability condition (Theorem 4.1) or if it is continuous on the closure of its domain (Theorem 5.5). The key idea is to work on the dual control problem and the dual HJB equation. We show that there is a smooth, strictly convex solution to the dual HJB equation and its conjugate function is a smooth, strictly concave solution to the primal HJB equation satisfying the terminal and boundary conditions. We use an observation which asserts that under certain structure conditions the solution of parabolic partial differential equations is smooth and strictly convex even if the initial date is not differentiable or strictly convex. This is related to the convexity preserving and constant rank principle for solution of partial differential equations, see [1, 2, 8, 11] The rest of the paper is organized as follows. Section 2 reviews the existence results of nonsmooth utility maximization and characterizes the dual control problem. Section 3 constructs the smooth solutions to the primal and dual HJB equations. Section 4 proves the verification theorem under an integrability condition for admissible controls. Section 5 shows that the primal and dual value functions are smooth if they are continuous on the closure of the domains with a comparison method. Section 6 gives two applications, one in the efficient frontier of utility and conditional value-at-risk, and the other in the monotonicity of absolute risk aversion measures.
Dual Control Problem
In this section we briefly review the main results on the existence of the optimal solutions to the primal and dual problems and characterize the dual control problem. We focus on the dual domain for the application of stochastic control theory. Almost all work in literature on utility maximization are for continuously differentiable and strictly concave utility functions. The main references for nonsmooth utility maximization are [4, 5, 16, 17] .
To use the duality method to study the value function of the utility maximization problem (2) we need first to formulate a dual minimization problem with a well defined dual domain. The choice of the dual domain is often problem specific. For a complete market generated by Brownian motions [9] chooses dual variables as
is the support function of −K, and ν are F t progressively measurable processes satisfying E[ T 0 ξ(v t )dt] < ∞. This gives a natural set of dual variables. The approach in [9] crucially depends on the assumption that the utility function U is differentiable and strictly concave and some other conditions. Results of [9] cannot be directly applied to the problem of this paper. On the other hand [9] provides an explicit construction of the dual process which turns out to be very useful in proving the dual relation of the primal and dual value functions.
For general semimartingale asset price processes the duality method is normally used to show the existence of the optimal solutions to the primal and dual problems and to establish their dual relation. There are several definitions of dual variables depending on the primal problem formulation. [10] chooses the set of dual variables consisting of nonnegative supermartingale processes Y with Y 0 = y such that XY are supermartingales for all admissible wealth processes X with initial endowment x, while [4] takes nonnegative random variables
Consider a security market consisting of d + 1 assets, one bond and d stocks. Assume bond price S 0 equals one and (discounted) stock price S = (S i ) 1≤i≤d is modeled by a (0, ∞) d valued semimartingale on a filtered probability space (Ω, F, (F t ) 0≤t≤T , P). Let K be a closed convex cone. Denote by Θ the set of admissible trading strategies such that every θ ∈ Θ is a predictable process, integrable with respect to S and valued in K a.s. for all t.
The wealth process is defined by initial capital x and admissible strategy θ as follows
The set of nonnegative wealth processes with initial value x is defined by
and the set of terminal values of nonnegative wealth processes is defined by X T + (x) := {X x,θ T : X x,θ ∈ X + (x)}. The problem of maximizing the expected utility of the terminal wealth is given by
where U is an increasing concave utility function defined on the positive real line. The dual problem is formulated asṼ (y) := inf
whereŨ is the dual function of U , defined bỹ
We now state the main theorem on the existence and the dual relation of the primal and dual problems.
Theorem 2.1 Assume some technical conditions are satisfied (see [4] , Theorem 3.2 ). Then Proof. We first show that ifȲ (ω) = 0, for some ω ∈ Ω, the optimalX(ω) = ∞. From [16] ,
This is a contradiction. We can now show thatȲ > 0 a.s. Assume ∃A ⊂ Ω, P(A) > 0,
, a contradiction to the budget constraint and the no-arbitrage condition.
2 The dual domain Y T + (y) is a set of random variables. To formulate a dual control, we need to have the dual domain consisting of stochastic processes, not just random variables. It is suggested in [10] that a natural dual process domain is
This indeed serves our purpose. We have the following equivalent results of Theorem 2.1.
Theorem 2.4 Assume the same technical conditions are satisfied. Then
There exists
can be proved in the same way as that of [16] , Lemma 5.8 and is omitted here.
2
This would be the case if one chose a naive and seemly natural stochastic process
We now continue to use the control process π t instead of θ t which are related by
Xt . The domains of the prime and dual problems are given by (5) and (6), respectively. Since the filtration is generated by diffusion processes the Doob-Mayer decomposition theorem implies that the positive supermartingale Y ∈ Y + (y) can be decomposed as:
where ε is the Doléans-Dade exponential and dD t = −β t D t dt, β t ≥ 0, and
Then the optimal value of the dual problem can be characterized bỹ
and v are progressively measurable with v t ∈K a.s. for all t, and
Since XY is a supermartingale and nonnegative, we must have
On the other hand,Ũ is decreasing and
2 Denote byṼ (t, y) the value function of the dual problem, i.e.,
Then the dual HJB equation is given bỹ
with the terminal conditionṼ (T, y) =Ũ (y). It is easy to verify thatṼ (t, y) is convex in y
The equation (7) is then equivalent to a linear PDÊ
Smooth Solutions to HJB Equation
We assume that U andθ satisfy the following conditions.
for some constants L > 0, 0 < p < 1. (9). We do not assume that the Inada condition holds. If U satisfies Assumption 3.1, thenŨ is a continuous decreasing convex function satisfyingŨ (0) = ∞, U (∞) = 0, and
Consider the linear SDE
with the initial valueŶ t = y. Denote byŶ t,y s the unique strong solution to (11) and define a functionV
and is a viscosity solution to the linear PDE (8) .
where K =Le p 2(p−1) 2 T 0 |θ(s)| 2 ds . Furthermore, for all 0 ≤ t ≤ T and y ≥ y 0 for any fixed y 0 > 0 we have
which implies that {Ũ (Ŷ t,y T ) : 0 ≤ t ≤ T, y ≥ y 0 } is a class of uniformly integrable random variables. From the continuity ofŨ andŶ t,y T with respect to t and y we conclude thatV is continuous on [0, T ] × (0, ∞). SinceV (t, y) = E[V (τ,Ŷ t,y τ )] for any stopping time τ ≥ t it is straightforward to show thatV is a viscosity solution to (8), see, for example, [12] .
2 Next we show thatV is smooth and strictly convex in y and is a classical solution to (8) . SinceŨ is only continuous and convex, we must improve the regularity and convexity. The regularity is well known in the PDE theory. The key idea to improve convexity is connected to the convexity preserving and constant rank principle for solutions of PDEs, see [1, 2, 8, 11] . The techniques used here are likely to be useful in solving other problems involving nonlinear equations.
Lemma 3.5 The functionV is a classical solution to (8) . Furthermore,V ∈ C 1,∞ ([0, T ) × (0, ∞)) and satisfiesV z) . Then the equation for v is reduced to the standard Cauchy problem v τ −ṽ zz = 0, z ∈ R, t > 0 with the initial valueṽ(0, z) = e − z 2Ũ (e z ). It is easy to see thatṽ is a classical solution and v ∈ C ∞,∞ ((0, ∞) × R). Sinceṽ(τ, z) grows exponentially in z, we obtain from the Poisson formula ( [7] , Chapter 1) that
SinceŨ is decreasing and convex, it follows thatV is decreasing and convex for fixed t ∈ [0, T ) from (12) . Hencê V y (t, y) ≤ 0,V yy (t, y) ≥ 0 for every t ∈ [0, T ). Differentiating (8) twice, we conclude that w(t, y) =V yy (t, y) is a nonnegative classical solution to the equation
If w(t 0 , y 0 ) = 0 for some (t 0 , y 0 ) with t 0 < T , then (t 0 , y 0 ) is a minimum point of w and V yy (t, y) = w(t, y) = 0 for all (t, y) ∈ (t 0 , T ) × (0, ∞) by the strong maximum principle ([7], Chapter 2). This implies thatV (t, y) is linear in y for any fixed t ∈ (t 0 , T ], in particular, U (y) is linear. This is a contradiction and we conclude thatV yy (t, y) > 0 for every t ∈ [0, T ). Similarly, we deduce thatV y (t, y) < 0 for every t ∈ [0, T ). Proof. We have from (12) and Remark 3.3 that
This implies that lim y→0V (t, y) = ∞.
To prove lim y→∞V (t, y) = 0, we can estimate, for y > 1 and a > 0, that
Combining these estimates, we conclude that lim y→∞V (t, y) = 0. SinceV (t, y) is a convex smooth function in y for fixed t ∈ [0, T ), we conclude that
This contradicts to (13) . Similarly, we deduce that lim y→∞Vy (t, y) = 0 for every t ∈ [0, T ).
2 Let Y (t, ·) be the inverse function of −V y (t, ·), i.e.,
We now show that u is a classical solution to the HJB equation (3). We need the following result which is similar to [18] , Lemma 3.2. Then π * (t) = |a| 2 Df (π(t)) = |a|(σ(t) ′ ) −1θ (t) is the unique minimizer of convex function
Proof. SinceK is a convex cone, we see that f (ηπ) attains its minimum at η = 1. Hencê π(t) ′ Df (π(t)) = 0. Furthermore, for any given q ∈K, f (ηπ(t)+(1−η)q) attains its minimum at η = 1, which implies q ′ Df (π(t)) ≥π(t) ′ Df (π(t)) = 0, we conclude that Df (π(t)) ∈ K.
Direct computation yields
Df (π(t)) = 2(σ(t)σ(t) ′ ) −1 (sgn(a)b(t) +π(t)) = 2(σ(t) ′ ) −1θ (t)
and
Let π * (t) = |a| 2 Df (π(t)) = |a|(σ(t) ′ ) −1θ (t). Then π * (t) ∈ K and simple algebra shows that (π * (t)) ′ Dg(π * (t)) = 0, π ′ Dg(π * (t)) ≥ 0 for all π ∈ K, which implies that π * (t) is the unique minimizer of g over π ∈ K. Furthermore,
2 We now state the main result of this section. 
and π * (t, x) ∈ K. Furthermore, u(t, x) is strictly increasing and strictly concave in x for fixed t ∈ [0, T ) with u(T, x) = U (x) and u(t, 0) = 0, and 0 ≤ u(t, x) ≤K(1 + x p ) for some constantK.
Proof. Let u(t, x) be defined by (14) . We have, for (t,
which yields the regularity of u(t, x). Direct computation yields Y (t, x) ) .
Since Y (t, x) > 0 andV yy (t, Y (t, x)) < 0 for fixed 0 ≤ t < T , the function u(t, ·) is strictly increasing and strictly concave. Substituting y = Y (t, x) into equation (8) we get
We conclude by lemma 3.7 that u is a classical solution to the HJB equation (3) and the maximum of the Hamiltonian is achieved at π * (t, x). Furthermore, from Lemma 3.4.
Verification Theorem
Theorem 3.8 confirms that there is a classical solution u to the HJB equation and the Hamiltonian achieves its maximum at a point π * in K, i.e., there is a classical solution to the nonlinear PDE
We now show that the value function V is indeed a smooth classical solution to the HJB equation (3) with the optimal feedback control π * . Since the drift and diffusion terms in SDE (1) do not satisfy the uniform Lipschitz continuous and linear growth conditions due to the unboundedness of the control set K, we do not know if solutions to SDE (1) are square integrable and cannot directly apply the method of localization and the dominated convergence theorem to prove the verification theorem, see [12] for details. We assume that the following additional condition be satisfied for admissible trading strategies π:
Condition (15) is stronger than the usual square integrability condition E[ T t |π ′ t σ(t)| 2 dt] < ∞. It can be shown that the set of all admissible controls π satisfying (15) is a convex set. We can now state the verification theorem.
Theorem 4.1 Let u be given as in Theorem 3.8 and admissible controls satisfy (15) . Then (15) and SDE (1) admits a unique nonnegative strong solution with the feedback control π * . Then V (t, x) = u(t, x) on [0, T ] × [0, ∞) and π * is an optimal Markovian control.
Proof. Since u is a smooth classical solution to the HJB equation (3) we have for all (t, x) ∈ [0, T ) × (0, ∞) and π ∈ K, that 16) and the equality holds in (16) if π = π * (t, x). For any s ∈ [t, T ), stopping time τ ∈ [t, ∞), and admissible control π satisfying (15), we have, by Ito's lemma and (16) , that
where X t,x s is the solution of SDE (1) with the trading strategy π and the initial condition X t,x t = x. Let
Since 0 < p < 1 we may choose α ∈ (1, 1/p) and show, by Theorem 3.8 and the convexity of function x α , that
where
Simple algebra shows that
Therefore,
Finally, since π satisfies (15) and 0 < αp < 1 we know that H π s∧τn is a martingale from Novikov's condition, which implies
We conclude that {u(s ∧ τ n , X t,x s∧τn ) : n ≥ 1} is a family of uniformly integrable random variables. Since τ n ↑ ∞ a.s. as n → ∞ and u ∈ C 0 ([0, T ] × [0, ∞) we may let n tend to infinity in (18) to get E[u(s, X t,x s )] ≤ u(t, x). We can apply exactly the same discussion as above and let s tend to T , also note the terminal condition, to get E[U (X t,x T )] ≤ u(t, x). From the arbitrariness of admissible control π we deduce that V (t, x) ≤ u(t, x).
Next denote byX t,x s the solution to SDE (1) with the trading strategy π * . From Ito's lemma, (16) with the equality, and the same discussion as above we have E[u(t,X t,x s )] = u(t, x).
Letting s tend to T we get
We have proved that V (t, x) = u(t, x) and the optimal feedback control is π * (t, x). 2
Smoothness of Value Functions
In this section we show that if the value function is continuous on the closure of its domain then it is in fact smooth. Admissible trading strategies π are not assumed to satisfy (15) and therefore the verification theorem 4.1 cannot be applied. be a test function which satisfiesṼ (t, y) ≤ φ(t, y) andṼ (t 0 , y 0 ) = φ(t 0 , y 0 ). SinceṼ is a viscosity subsolution of (7) we have
at (t 0 , y 0 ). Substituting φ into (19) , also noting that φ yy > 0 andV is a solution of (8), we get w 0 e λt 1 2 |θ(t)| 2 y 2 h ′′ + λh ≥ 0 at (t 0 , y 0 ). Substituting h(y) = y + y −m into the above inequality, we obtain
This leads to a contradiction if we choose λ < − 1 2 θ 2 1 m(m + 1) where θ 1 = max 0≤t≤T |θ(t)|. This proves thatṼ (t, y) ≤V (t, y). Similarly, we can show thatV (t, y) ≤Ṽ (t, y). p) , applying the Holder inequality, we get
and W 0 is Q-Brownian motion, we get
Putting everything together, we get from (9) that
Then V is a viscosity solution to the HJB equation:
with the terminal condition V (T, x) = U (x) and the boundary condition V (t, 0) = 0.
Proof. Since K is a cone we know that the Hamiltonian H defined in (4) is ∞ if M > 0 and is either 0 or ∞ if M = 0. Therefore, if H is positive at some point (t, x, p, M ) we must have M < 0. Applying Lemma 3.7, we can write
It is clear that H is continuous at any point where it is positive. The remaining proof that V is a viscosity supersolution and a subsolution is the same as that of [12] 
and use V * (and V * ) instead of V in the definition of viscosity subsolution (and supersolution).
Since V may be discontinuous at boundary of [0, T ] × [0, ∞) it is much subtle to define the proper terminal and boundary conditions, see [12, 15] for details. This is the main reason we assume that V is continuous on [0, T ] × [0, ∞). In general, one needs to add some strong conditions to ensure the continuity of V on the closure of its domain, see [6] .
We can now state the main result of this section.
Theorem 5.5 Assume that the value function V is continuous on [0, T ] × [0, ∞). Then V = u and V is a classical solution to the HJB equation (3) .
where λ is a constant to be determined later. Then w(t, x) ∈ C([0, T ] × [0, ∞) and
at (t 0 , x 0 ). Substituting φ into (20), also noting that u is a solution of (3), we get
at (t 0 , x 0 ). Applying Lemma 3.7 we obtain
Since h(x) = (x + 1) q , the above inequality becomes
This leads to a contradiction if we choose λ < − q 2(1−q) θ 2 1 . This proves that V (t, x) ≤ u(t, x). Similarly, we can show u(t, x) ≤ V (t, x). 2
Applications
In this section we present two examples which can be solved with the main results of the paper. The first one is the efficient frontier of utility and CVaR and the second one is the preservation of monotonicity of the absolute risk aversion.
Efficient Frontier of Utility and CVaR
In the standard utility maximization theory the risk is not considered. However, in practice one often needs to find the optimal tradeoff between return and risk. This is the fundamental idea of the Markowitz's mean variance efficient frontier theory. In [19] the problem of the efficient frontier of utility and CVaR is discussed. A utility loss random variable Z is defined by Z = U (x 0 ) − U (X T ), which represents the risk associated with a trading strategy π in comparison with a riskfree strategy π = 0. Two common risk measures are VaR and CVaR. Given a number β ∈ (0, 1) (close to 1) the β-VaR of Z is defined by VaR β = min{z : P (Z ≤ z) ≥ β} and the β-CVaR of Z is defined by
A fundamental minimization formula is established in [13] , Theorem 10, to compute VaR β and CVaR β by solving a convex minimization problem in which the minimum value is CVaR β and the left end point of the minimum solution set gives VaR β . Specifically,
where δ = (1 − β) −1 . If y * is the left endpoint of the minimum solution set, then VaR β = y * .
The following optimization problem is discussed in [19] :
where λ is a nonnegative parameter. λ = 0 corresponds to the utility maximization while λ → ∞ to the CVaR minimization. The efficient frontier of utility and CVaR can be determined by first solving a parametric utility maximization problem
and then solving a scalar concave maximization problem
There exists an optimal solution to the first stage problem (21) for every fixed y under some additional conditions on U (strictly increasing, strictly concave, C 1 , and U ′ (0) = ∞), and there exists an opitmal solution to the second stage problem (22) as the objective function is concave, Lipschitz continuous, and tends to −∞ as y tends to ∞, see [19] for details.
Note that if U satisfies Assumption 3.1 then so does U y for every fixed y. Therefore Theorems 3.8 and 4.1 hold true for parametric utility maximization problem (21). In particular, we can construct a smooth classical solution to HJB equation (3) with U being replaced by U y and show that the value function is equal to that smooth solution if admissible trading strategies satisfy the integrability condition (15) for every fixed y. This opens the way to solve the first stage problem with the standard numerical method for nonlinear PDEs and to find the parametric optimal control and optimal value for problem (21).
Monotonicity of Absolute Risk Aversion Measure
In this subsection we assume U ∈ C 2 . The Arrow-Pratt measure of absolute risk aversion for a utility function U is defined by
R is a constant for exponential utility functions and is a decreasing function for power and logarithmic utility functions. Since R(x) = −(ln U ′ (x)) ′ it is clear that R is increasing (decreasing) if and only if ln U ′ (x) is concave (convex). For the value function V (t, x) with V (T, x) = U (x) we may define a dynamic Arrow-Pratt measure of absolute risk version by
provided all derivatives are well defined. The monotonicity properties of optimal investment strategies is discussed in [3] which shows that that R(t, x) inherits the monotonicity of R(x) with the martingale approach. Here we give a new proof with the PDE approach and the duality method. We also extend the results of [3] as we do not need the Inada condition. The next result is needed in proving the monotonicity of R(t, x). Lemma 6.1 Suppose thatŨ ∈ C 1 and yŨ ′ (y) −Ũ(y) is convex (concave) in y. Then yV y (t, y) −V (t, y) is strictly convex (concave) in y for t < T .
Proof. Let w(t, y) = yV y (t, y) −V (t, y). From (12), we get
This implies the convexity of w(t, y) in y for t < T . A simple computation yields the following equation w t + 1 2 |θ(t)| 2 y 2 w yy = 0, y > 0, 0 ≤ t < T.
As in Lemma 3.5, we deduce that if w yy (t 0 , y 0 ) = 0 for some (t 0 , y 0 ) with t 0 < T theñ U (y) = C 1 y ln y + C 2 y + C 3 with constants C 1 , C 2 , C 3 , which contradicts the assumption 3.1. Therefore w(t, y) is strictly convex in y for t < T . 2 The next theorem shows that ln V x (t, x) preserves the convexity (concavity) of ln U ′ (x). Theorem 6.2 Let the assumptions of Theorem 3.8 hold and let U ∈ C 1 and U be strictly increasing and strictly concave. Then ln V x (t, x) is strictly convex (concave) for t < T if ln U ′ (x) is convex (concave).
Proof. Assume ln U ′ (x) is concave. As in the proof of Lemma 4.1 in [3] , we conclude that U ′ (e z ) is convex. Then yŨ ′ (y) −Ũ (y) is convex. From Lemma 6.1, we see that yV y (t, y) − V (t, y) is strictly convex for t < T , i.e., (yV y (t, y) −V (t, y)) yy > 0 for t < T . A direct computation implies (yV y (t, y) −V (t, y)) yy = (yV yy ) y =
Since V is strictly concave in x for t ∈ [0, T ), we conclude that (ln V x ) xx < 0 and ln V x (t, x) is strictly concave for t < T . 2 Corollary 6.3 In addition to the assumptions of Theorem 6.2, assume that U ∈ C 2 . Then R(t, ·) inherits the monotonicity of R for t < T . Furthermore, R(t, ·) is strictly increasing (decreasing) for t < T if R is increasing (decreasing).
