We present our deep learning models submitted to the SemEval-2019 Task 4 competition focused at Hyperpartisan News Detection. We acquire best results with a Bi-LSTM network equipped with a self-attention mechanism. Among 33 participating teams, our submitted system ranks top 7 (65.3% accuracy) on the labels-by-publisher sub-task and top 24 out of 44 teams (68.3% accuracy) on the labels-by-article sub-task (65.3% accuracy). We also report a model that scores higher than the 8th ranking system (78.5% accuracy) on the labels-by-article sub-task.
Introduction
Spread of fake news (e.g., Allcott and Gentzkow (2017) ; Horne and Adali (2017)) (or 'low-quality' information (Qiu et al., 2017) , among other terms) can have destructive economic impacts (Sandoval, 2008) , result in dangerous real world consequences (Akpan, 2016) , or possibly undermine the very democratic bases of modern societies (Qiu et al., 2017; Allcott and Gentzkow, 2017) . Several approaches have been employed for detecting fake stories online, including detecting the sources that are highly polarized (or hyperpartisan)] (Potthast et al., 2017) . Detecting whether a source is extremely biased for or against a given party can be an effective step toward identifying fake news.
Most research on news orientation prediction employed machine learning methods based on feature engineering. For example, Pla and Hurtado (2014) use features such as text n-grams, part-ofspeech tags, hashtags, etc. with an SVM classifier to tackle political tendency identification in twitter. Potthast et al. (2017) investigate the writing style of hyperpartisan and mainstream news using a random forest classifier (Koppel et al., 2007) . Further, Preoţiuc-Pietro et al. (2017) use a linear regression algorithm to categorize Twitter users into a fine-grained political group. The authors were able to show a relationship between language use and political orientation.
Nevertheless, previous works have not considered the utility of deep learning methods for hyperpartisanship detection. Our goal is to bridge this gap by investigating the extent to which deep learning can fare on the task. More precisely, we employ several neural network architectures for hyperpartisans news detection, including long short-term memory networks (LSTM), convolutional neural networks (CNN), bi-directional long short term memory networks (Bi-LSTM), convolutional LSTM (CLSTM), recurrent convolutional neural network (RCNN), and attentionbased LSTMs and Bi-LSTMs.
We make the following contributions: (1) we investigate the utility of several deep learning models for classifying hyperpartisan news, (2) we test model performance under a range of training set conditions to identify the impact of training data size on the task, and (3) we probe our models with an attention mechanism coupled with a simple visualization method to discover meaningful contributions of various lexical features to the learning task. The rest of the paper is organized as follows: data are described in Section 2, Section 3 describes our methods, followed by experiments in Section 4. Next, we explain the results in detail and our submission to SemEval-2019 Task4 in Section 4. We present attention-based visualizations in Section 5, and conclude in Section 6.
Data
Hyperpartisan news detection is the SemEval-2019 task 4 (Kiesel et al., 2019 {hyperpartisan, not-hyperpartisan}. The dataset has two parts, pertaining how labeling is performed. For Part 1: labels-by-publisher, labels are propagated from the publisher level to the article level. Part 1 was released by organizers twice. First 1M articles (less clean) were released, but then 750K (cleaner, de-duplicated) articles were released. We use all the 750K articles but we also add 250K from the first release, ensuring there are no duplicates in the articles and we also perform some cleaning of these additional 250K articles (e.g., removing error symbols). We ensure we have the balanced classes {hyperpartisan, nothyperpartisan}, with 500K articles per class. For experiments, we split Part 1 into 80% train, 10% development (dev), and 10% test. The labeling method for Part 1 assumes all articles by the same publisher will reflect the publisher's same polarized category. This assumption is not always applicable, since some articles may not be opinion-based. For this reason, organizers also released another dataset, Part 2: labelsby-article, where each individual article is assigned a label by a human. Part 2 is smaller, with only 645 articles (238 hyperpartisan and 407 nonhyperpartisan). Since Part 2 is smaller, we split it into 90% train and 10% test. Since we do not have a dev set for Part 2, we perform all our Hyperparameter tuning on the Part 1 dev set exclusively. Table 1 shows the statistics of our data.
Methods

Pre-processing
We lowercase all the 1M articles, tokenize them into word sequences, and remove stop words using NLTK 1 . For determining parameters like maximum sequence length and vocabulary size, we analyze the 1M articles, and find the number of total tokens to be 313,257,392 and the average length of an article to be 392 tokens (with a standard de-1 https://www.nltk.org/ viation of 436 tokens), and the number of types (i.e., unique tokens) to be 773,543. We thus set the maximal length of sequence in our models to be 392, and choose an arbitrary (yet reasonable) vocabulary size of 40,000 words.
Architectures
Deep learning has boosted performance on several NLP tasks. For this work, we experiment with a number of methods that have successfully been applied to text classification. Primarily, we employ a range of variations and combinations of recurrent neural networks (RNN) and convolutional neural networks (CNN). RNNs are good summarizers of sequential information such as language, yet suffer from gradient issues when sequences are very long. Long-Short Term Memory networks (LSTM) (Hochreiter and Schmidhuber, 1997) have been proposed to solve this issue, and so we employ them. Bidirectional LSTM (Bi-LSTM) where information is summarized from both left to right and vice versa and combined to form a single representation has also worked well on many tasks such as named entity recognition (Limsopatham and Collier, 2016) , but also text classification (Abdul-Mageed and Ungar, 2017; Elaraby and Abdul-Mageed, 2018 ). As such, we also investigate Bi-LSTMs on the task. Attention mechanism has also been proposed to improve machine translation (Bahdanau et al., 2014) , but was also applied successfully to various other tasks such as speech recognition, image captioning generation, and text classification Chorowski et al., 2015; Baziotis et al., 2018; Rajendran et al., 2019) . We employ a simple attention mechanism (Zhou et al., 2016b) to the output vector of the (Bi-)LSTM layer. Although CNNs have initially been proposed for image tasks, they have also been shown to work well for texts (e.g., (Kim, 2014) ) and so we employ a CNN. In addition, neural network architectures that combine different neural network architectures have shown their advantage in text classification (e.g., sentiment analysis). For example, improvements on text classification accuracy were observed applying a model built on a combination of Bi-LSTM and two-dimensional CNN (2DCNN) compared to separate RNN and CNN models (Zhou et al., 2016a) . Moreover, a combination of CNN and LSTM (CLSTM) outperform both CNN and LSTM on sentiment classification and question classification tasks (Zhou et al., 2015) . The experiments of Lai et al. (2015) demonstrate that recurrent convolutional neural networks (RCNNs) outperforms CNN and RNN on text classification. For these reasons, we also experiment with RCNN and CLSM.
Hyper-Parameter Optimization
For all our models, we use the top 40K words from Part 1 training set (labels-by-publisher) as our vocabulary. We initialize the embedding layers with Google News Word2Vec model. 2 For all networks, we use a single hidden layer. We use dropout (Srivastava et al., 2014) for regularization. For the best Hyper-parameters for each network, we use the Part 1 dev set to identify the number of units (between 100 and 600) in each network's hidden layer and the dropout rate (choosing values between 0 and 1, with 0.1 increments). For the CNNs (and their variations), we use 3 kernels with different sizes (with groups like 2,3,4) and identify the best number of kernel filters (between 30 to 300). All Hyper-parameters are identified using the Part 1 dev set. Table 2 presents the detailed optimal Hyper-parameters for all our models. 3
Experiments & Results
We run two main sets of experiments, which we will refer to as EXP-A and EXP-B. For EXP-A, we train on the labels-by-publisher (Part 1) train set, tune on dev, and test on test. All related results are reported in Table 3. As Table 3 shows, our best macro F 1 as well as accuracy is acquired with Bi-LSTM with attention (Bi-LSTM+ATTN). For EXP-B, we use Part 1 and Part 2 datasets in tandem, where we train on each train set independently and (1) test on its test data, but also (2) test on the other set's test data. We also (3) fine-tune the models pre-trained on the bigger dataset (Part 1) on the smaller dataset (Part 2), to test the transferrability of knowledge from these bigger models. Related results (only in accuracy, for space) are in Table 4 . Again, the best accuracy is obtained with Bi-LSTM with attention.
SemEval-2019 Task 4 Submissions: We submitted our Bi-LSMT+Attention model from EXP A to the labels-by-publisher leaderboard in TIRA , and it ranked top 7 out of the 33 teams, scoring at accuracy=0.6525 on the competition test set. 4 From EXP-B, we submitted our model based on Bi-LSMT+Attention that was trained on Part 2 train exclusively dataset (by-ATC in Table 4 ) to the labels-by-article leaderboard. It ranked top 24th out of 44 teams (accuracy=0.6831). Post-competition, we submitted our EXP-B model that is pre-trained on the by-publisher data and fine-tuned on the by-article data (by-PSH+by-ATC in Table 4 ) to the labelsby-article leaderboard. It ranked top 8th, with 78.50% accuracy. This might be due to the ability of this specific model to transfer knowledge from the big (by-publisher) training set to the smaller (by-article) data (i.e., better generalization).
Attention Visualization
For better interpretation, we present a visualization of words of our best model from EXP-B (byPSH+by-ATC in Table 4 ) attends to across the two classes, as shown in Figure 1 . The color intensity in the Figure corresponds to the weight given to each word by the self-attention mechanism and signifies the importance of the word for final prediction. As shown in Figure 1 (a) , some heavily polarized terms such as 'moron', 'racism', 'shit',
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Test Accuracy Table 4 : Results with Part 1 and Part 2 datasets (EXP-B). Last column "by-PSH +by-ATC" is the setting of our models pre-trained on Part 1 and fine-tuned on Part 2. +A= added attention.
'scream', and 'assert' are associated with the hyperpartisan class. It is clear from the content of the article from which the example is drawn that it is a highly opinionated article. In Figure 1 (b), items such as 'heterosexual marriage', 'gay', 'July', and 'said' carry more weight than other items. These items are not as much opinionated as those in 1 (a), and some of them (e.g., 'July' and 'said') are more of factual and reporting devices than mere carriers of ad hominem attacks. These features show that some of the model attentions are meaningful.
Conclusion
In this paper, we described our system of hyperpartisan news detection to the 4th SemEval-2019 shared task. Our best models are based on a Bi-LSTM with self-attention. To understand our models, we also visualize their attention weights and find meaningful patterns therein.
