Results/Findings
We begin by introducing background definitions and notations that are used throughout Amato's papers. These definitions are supplemented with visualizations, and serve as a reference in the proceeding algorithm descriptions. We then describe the top-level trapezoidation algorithm, which includes three main components: gradation of chains, bottom-up, and top-down. Finally, we describe each of these three components in detail.
Background Definitions and Notations
Chain -a set of contiguous (adjacent) edges (see Figure 1 ) Portal -vertical edges of chain trapezoids that extend both up and down from the extreme vertices of a chain (see Figure 1 ). This is also referred to as a ray-pair. Chain trapezoid -a trapezoid formed by a top and bottom chain, and a left and right portal L i -a set of chains l i for a given round i K i -a random sampling of chains in L i, for a given probability p i . Thus, K i is a subset of L i . See Figure 2 below for an example. K i -the union of K i , above, and chains l in L i such that l is a subset of l ', where l ' was in a previous round K j with j<i. See Figure 4 below for an example. n i -the number of subchains in the set L i . Note that n i = |L i | = n/λ i . n -the number of edges in L 0 = number of edges in initial polygon λ λ λ λ i -the length of a subchain in round i. Note that λ 0 =n.
Top Level Algorithm
At the top level, Amato's algorithm consists of a pre-processing phase a construction phase. The pre-processing phase includes a Gradation-of-Chains algorithm and a Bottom-
Up algorithm. The Gradation-of-Chains algorithm takes the initial polygonal chain l 0 , which is comprised of all edges, and subdivides it into smaller chains in each of k=log*n rounds, where n is the number of edges in the initial chain. The Bottom-Up algorithm determines data structures for each round, from the finest granularity in round log*n to the coarsest granularity in round 1. Rather than including the Gradation of Chains as a side-effect of the Bottom-Up pre-processing, we compute the chains in L i and K i , for i=1 to k, prior to the Bottom-Up pre-processing for clarity. Finally, the Top-Down algorithm is used to build conformally decomposed trapezoidations round by round until the trapezoidation is complete in round log*n. Our top-down algorithm is thus as follows in Figure 5 . 
Breakdown of Components
In this section we discuss in detail the Gradation-of-Chains algorithm, as well as the components of Bottom-Up and Top-Down.
Gradation of Chains
For each of i = 1 to k rounds, where k = log*(n) rounds, the subchains of the previous round L i-1 , are divided into subchains L i . The number of edges per subchain is defined by λ i =log 2 (λ i-1 ), and the probability that any given chain in L i is selected for K i is defined by p i =1/log 3 (λ i-1 ). Figure 5 , below, shows an example of L 0 and L 1 for a given polygon of 16 edges. Each subsequent round i of the Gradation-of-Chains results in an increased number of subchains n i in L i , a reduced number of edges per subchain λ i , and a higher probability p i of selecting a subchain from L i into K i . However, the number of edges per subchain λ i must be adjusted to an integral number, and the p i -sample must be adjusted accordingly. This can be accomplished by letting λ i '= floor(λ i ), and p i '=1/( λ i ') 3/2 . This adjustment is not discussed in Amato's paper.
To expand on this, consider the polygon in Figure 5 with 16 edges. The number of rounds is thus k=log*(n)=log e *(16)=3. Moreover, from our equation for number of edges per subchain, the first round yields the λ i =log e 2 (16) = 7.69 edges/subchain. To make this an integral number, we let λ i '= floor(λ i )=floor(7.69)=7 edges/subchain, and then the probability of selecting a subchain from L i into K i is p i =1/( λ i ') 3/2 =1/(7) 3/2 =0.05. The following table summarizes the number of edges per subchain, the associated p i -sample probability for each round, and the corresponding adjustments for each. Note that in the final round k=3, the actual number of edges per subchain is 1, and the probability of selecting it into K i is 1.0. Table 1 . Summary of number of edges for each subchain l i in L i , and its associated p i -sample probability.
Bottom-Up
In the Bottom-Up pre-processing phase, the data structures D used in the Top-Down point location queries are created. These data structures include the conformal trapezoidation T(K i ) for each chain l in L i-1 , the corresponding point location structure (adjacency graph), and the portal-chain conflict list L i|∆ for each conformal chain trapezoid ∆ in T(K i ). Amato's Bottom-Up algorithm is summarized in the Figure 6 . 
Trapezoidation and Point Location Structures
Step 1 computes for each chain l in L i-1 the trapezoidation T(K i ) for each link l in L i-1 . This data structure is similar to Seidel's point location structure, and can be implemented with a similar algorithm. Here, however, we use vertical portals instead of horizontal portals, and more significantly, we use chains instead of edges. Each chain l in K i is added randomly and incrementally to build the data structure. Figure 7 depicts an example of a simple trapezoidation for a single chain and its corresponding point location query structure. The point location search structure is a directed acyclic graph containing three types of nodes: x-nodes, y-nodes, and trapezoid nodes. The x-nodes contain the vertices of the extreme left and right endpoints of a chain, and the y-nodes contain the label of the chain. They both have two child nodes, and the leafs of the structure are trapezoid nodes, which point to its corresponding trapezoid in the trapezoidal map T(K i ). Each trapezoid ∆ in the trapezoidal map contains pointers pLeft, pRight, pTop, and pBottom to its left, right, top, and bottom neighbor trapezoids.
Queries to find the trapezoid containing a query point q proceed similar to those of Seidel's algorithm. Starting from the root of the query structure, we traverse down the tree toward one of its leaves. At each x-node, we test to determine whether q is to the left or right of the extreme left or right endpoint, and choose the left or right child accordingly. Determining if a query point q is above or below a chain l is almost as easy. A fast solution here requires recursively determining the subchain l' in subsequent rounds L i until we reach the edge whose left and right endpoints query point q lies between. We then interpolate with the endpoints of this edge to find the y-value associated with q's xvalue, and thus determine if q is above or below the chain l.
To construct the data structures T(K i ) for each chain l in L i-1 , we randomly and incrementally add all of the chains in K i, as de Berg [3] describes in a twist on Seidel's randomized incremental algorithm with vertical rather than horizontal portals. There are several cases for insertions of a chain, including when a chain is completely contained within an existing trapezoid (i.e. crosses no portal of the trapezoid), when a chain crosses either the left or right portal but not both (i.e. crosses one portal of the trapezoid), and when a chain crosses both portals of the trapezoid. These cases are handled the same as discussed in de Berg. They are depicted in Figure 8a , 8b, and 8c, below. 
Conformal Decomposition
The second step in Amato's Bottom-Up algorithm is to perform a conformal decomposition on the trapezoidation T(K i ) to obtain a planar subdivision with O(|K|) faces that are bounded by at most O(1) chains in K and O(1) portals determined by the vertices. The process for finding a conformal decomposition as described by Amato is shown in Figure 9 . Figure 9 . Trapezoidation for a single chain and its corresponding query structure.
Step 1 of the conformal decomposition algorithm requires generation of an augmented adjacency graph for the given trapezoidation of chains in K. The augmented adjacency graph contains two types of nodes -trapezoid nodes and portal nodes, and there is an arc between portal nodes and trapezoid nodes if they are adjacent. The augmented adjacency graph can be obtained from the original adjacency graph above.
In step 2, we create a planar subdivision by selecting the extreme ray pairs of each chain in K. These ray pairs are used in step 3.a to bound the resulting faces of the planar subdivision, and accordingly, the ray-pairs selected in step 2 are leaf nodes in the augmented adjacency graph. This leads to Figure 10 .b., which shows the trapezoids and portals corresponding to the top face of Figure 10 .a. Here, we label trapezoid nodes with numbers and portal nodes with letters. The "already selected" portals from step 2 (stemming from vertices a, d, and f) are noted with dark dashed lines, whereas the remaining candidate portals are grey vertical lines.
The trapezoidation of the face in Figure 10 .b leads to its corresponding augmented adjacency graph in Figure 8 .c. Note that the augmented adjacency graph found in step 1 includes all of the trapezoids and portals with respect to Figure 10 .a. However, the "already selected" portals are leaf nodes for a particular face. Thus, we can ignore the children nodes of these "already selected" portals, since they do not belong to the face in question. For clarity, they are marked with thick black edges in the augmented adjacency graph.
From the augmented adjacency graph in Figure 10 .c, it can be clearly seen that the degree of trapezoid nodes is 2, and the degree of portal nodes is 3. The real-degree of a portal node, however, is the number of incident edges which lead to an already-selected portal. Table 2 below shows the real-degree for each vertex in the augmented adjacency graph of Figure 10 .c. Table 2 . Real-degree for each portal node (vertex node) of the face in Figure 10 .b.
The conformal decomposition requires that we (randomly) select a single vertex with real-degree 3. Here, vertex b is the only vertex with real-degree 3, and accordingly vertex b would be selected for the conformal decomposition.
Determination of Real-Degree 3
A depth first search algorithm can be implemented to compute the real degree of each vertex node with two traversals. This algorithm was presented by Amato et. al. [3] , and again by Ramos [2] who contributed to the work in [3] . We begin at the root of the augmented adjacency graph, which is a node-trapezoid that has at least one already selected portal on its boundary. We then traverse down the augmented adjacency graph marking any trapezoid-node blue if it has an already selected portal on its boundary. After visiting the children of a trapezoid node, we mark that node blue if either of its children were marked blue or if it has a selected ray on its boundary. All leaf nodes are marked blue. For a second traversal of the augmented adjacency graph, we mark a node red if its parent node is marked red or if its sibling node is marked blue. The root is marked red if it has a selected portal on its boundary. For each candidate portal ρ, we then find the trapezoid ∆ ρ that has both the upward portion and the downward portion of the portal ρ on its boundary. If ∆ ρ has a red mark and both of its children have a blue mark, then the portal is selected.
The fourth step of conformal is to create the conformal trapezoidation and the augmented adjacency graph, as discussed in section 4.3.2.1 and 4.3.2.2 of Bottom-Up, using only the selected portals.
Determination of Conflict Lists
A conflict list is a set of subchains in L i that intersect a chain trapezoid. The final step of Bottom-Up is to determine for all chains l in L i-1 , the conflict lists L i|∆ for each chain trapezoid ∆ of the conformal trapezoidation T(K i ). These conflict lists, which are used in the Top-Down phase, use the adjacency graph of T(K i ) and data structures D(l) to hop along the subchains L i in the conformal trapezoidation T(K i ).
First, all subchains l in K i are by definition a subchain of a p i-1 -sample chain selected in round i-1. Consequently, they lie on the boundary of a chain trapezoid in round i-1. They are thus in conflict with that chain trapezoid ∆ in T(K i ), and should be automatically included in the conflict list.
Thus, we must determine for each chain l' in L i that isn't in K i whether or not there is a portal-chain conflict. To determine whether a portal and chain are in conflict for a given round j=i-1, the following recursive algorithm in Figure 11 by Amato is used. The conflict routine accepts as input a portal ρ, a chain l in L i-1 , and the round j=i-1. In step 1, we determine the trapezoids in T i that contain the endpoints of the portal ρ. This is done by searching the query data structures that were created in the Bottom-Up phase. If these trapezoids are different, then there must be a conflict, and true is returned in step 2. An example of this case is depicted in Figure 12 .a.
If there is a chain-portal conflict that cannot be determined by steps 1 and 2, then there is an internal conflict as depicted in Figure 12 .b. In this figure, there are two types of conflicts, both of which will be found due to a later round's trapezoidation, which results from the recursive call in step 3 of the conflict routine. The first type of conflict found here is due to chains in the conflict list for a later round. The other type of conflict is due to subchains on the bounding chain of the trapezoid. The recursive calls search the data structures of higher rounds, and thus, finer trapezoidation granularities, to determine if the chain conflicts with the query portal ρ. For this case, eventually, in a higher round, the ends of the portal will lie in different trapezoids, and the conflict routine will return 'yes'. Since the recursive nature of this algorithm requires the higher rounds to exist for a conflict query, the higher rounds must be built first, and this is why we build the data structures from round log*n down to round 1.
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l ~ Figure 12 Determination of conflicts.
To expound on this point further, it should be noted that the last input to conflict, i-1, merely adjusts internally the variable i to be 1 more than the value that was passed. For example, if the function call were conflict(ρ,l,5), then the value of i internal to the conflict function would equal 6. Moreover, if this were to lead to a recursive call in step 3, then the subsequent query would be conflict(ρ,l,6), and the value of i internal to the new conflict function would equal 7. Thus, the recursive calls drill down into successively finer rounds of L i until either a conflict is found or we reach the round of log*n, in which case no conflict is found.
Amato also includes a breadth first search algorithm to traverse the adjacency graph of the conformal trapezoidation, thereby determining for each chain l' in L i that are not in K i all of portals that are intersected by l', and thus the trapezoids intersected by l'. This can be done because the chain trapezoids in T i that are intersected by l are adjacent. Thus, for every portal that is found to be in conflict with the current chain, we obtain the neighbor trapezoid that shares the portal, and test for a conflict between the given chain and the neighbor's other portal.
Figure 13 below shows a chain (red) and the trapezoids with which it conflicts (numbered with respect to the order in which they were visited). Moreover, the portals that incur a conflict with the red chain are the dark dashed portals, and the portals not in conflict are the lighter dotted ones. Furthermore, note that each portal-chain conflict is reported only once, even if the new chain crosses more than once. 
Top-Down
In each round of the Top-Down phase, subchains l in K i are added to the previous round's conformal trapezoidation T(K i-1 ) to obtain the current round's conformal trapezoidation T(K i ) along with its portal chain conflict list with respect to L i . This process is described in Figure 14 In step 1.a., we determine the conflict list K i|∆ for each conformal trapezoid in T(K i-1 ). The procedure is the same as that described for Bottom-Up in section 4.3.2.3. Step 1.b. adds the chains from the conflict list found in step 1.a., and the portals due to these chains to the trapezoidation T(K i-1 ). Step 2 merges all of the newly formed trapezoids together by clipping the pre-existing portals at the point where it intersects the edges. This step is similar to the merge step in Seidel's algorithm, but substituting edges with chains. Steps 1 and 2 are depicted below in Figure 15 . The blue portals in Figure 15 .c are due to the extreme endpoints of the newly added subchains, while the magenta portals are due to the subchains of the already existing chain. Step 3 performs conformal decomposition of the trapezoidation T(K i ), as described in section 4. As a further example, Figure 16 shows insertion and conformalization, as demonstrated by Ramos [2] . Figure 16 .a shows the original chains in a round L i with current portals being the dashed black vertical lines. Figure 16 .b shows new chains (red) to be inserted, and candidate portals shown in thin dotted red vertical lines. In Figure 16 .c conformalization produces the black dashed portals shown. In step 4, we compute the conflict list L i|∆ for all trapezoids in T(K i ). This procedure is the same as described in section 4.3.2.3 for Bottom-Up.
Conclusion, Discussion, and Future Work
In this paper we have described in great detail the trapezoidation components of Amato's linear time trapezoidation algorithm, which can be used as a supplementary reference to facilitate a future implementation of her algorithms. Moreover, an implementation of these algorithms for linear time trapezoidation will enable a linear time triangulation, which can be implemented with algorithms by Fournier and Montuno [9] or Chazelle and Incerpi [10] . While Amato's algorithms have existed since 2000, and Chazelle's for almost two decades, we are unaware of any implementation of these algorithms to date. As with Chazelle's algorithm, Amato's algorithms are very difficult to understand without significant effort. Although these algorithms may be easier than Chazelle's, they too are very involved, and it will be a great challenge to implement them.
The top level components of Amato's algorithms include Gradation-of-Chains, BottomUp, and Top-Down. The section describing Gradation-of-Chains lays out the steps for properly subdividing the initial polygonal chain into subchains for each round. The section describing Bottom-Up describes in detail its components, which include building trapezoidations and adjacency graph data structures for point location, conformal decomposition, and determination of conflicts. Finally, the section describing Top-Down a.
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