Abstract. Theorem 1 of [14] , a minimax result for functions f : X × Y → R, where Y is a real interval, was partially extended to the case where Y is a convex set in a Hausdorff topological vector space ([15], Theorem 3.2). In doing that, a key tool was a partial extension of the same result to the case where Y is a convex set in R n ([7], Theorem 4.2). In the present paper, we first obtain a full extension of the result in [14] by means of a new proof fully based on the use of the result itself via an inductive argument. Then, we present an overview of the various and numerous applications of these results.
Introduction
In [14] , we established the following result: THEOREM 1.A ( [14] , Theorem 1). -Let X be a topological space, Y ⊆ R an interval and f : X ×Y → R a function satisfying the following conditions: (a) for each y ∈ Y , the function f (·, y) is lower semicontinuous and inf-compact; (b) for each x ∈ X, the function f (x, ·) is continuous and quasi-concave.
Then, at least one of the following assertions holds: (i) there existsŷ ∈ Y such that the function f (·,ŷ) has at least two global minima; (ii) one has sup
Actually, in [14] , Y is assumed to be open. However, the same identical proof works for any interval Y (see Remark 2.1 below).
Later, in [7] , S.J.N. Mosconi obtained THEOREM 1.B ( [7] , Theorem 4.2). -Let X be a topological space, Y ⊆ R n a non-empty convex set and f : X × Y → R a function satisfying the following conditions: (a) for each y ∈ Y , the function f (·, y) is lower semicontinuous and inf-compact; (b) for each x ∈ X, the function f (x, ·) is upper semicontinous and concave.
Then, the conclusion of Theorem 1.A holds.
Finally, in [15] , using Theorem 1.B, we obtained THEOREM 1.C ( [15] , Theorem 3.2). -Let X be a topological space, E a Hausdorff topological vector space, Y ⊆ E a non-empty convex set and f : X × Y → R a function satisfying the following conditions: (a) for each y ∈ Y , the function f (·, y) is lower semicontinuous and inf-compact; (b) for each x ∈ X, the function f (x, ·) is upper semicontinous and concave.
In comparing the above results, two natural questions arise: does Theorem 1.A hold if "continuous" is relaxed to "upper semicontinuous" ? ; does Theorem 1.A hold if Y is any non-empty convex set in a Hausdorff topological vector space ?
The answer to the first question is negative. In this connection, consider the following Of course, x 1 is the only global minimum of f (·, y) for all y ∈]0, 1], while x 0 is the only global minimum of f (·, 0). Moreover, f (x i , ·) is upper semicontinuous and quasi-concave for i = 0, 1. However, we have sup [0, 1] inf X f = 0 < 1 = inf X sup [0, 1] f .
To the contrary, the answer to the second question is positive. Indeed, we will prove THEOREM 1.1. -Let X be a topological space, E a topological vector space, Y ⊆ E a non-empty convex set and f : X × Y → R a function satisfying the following conditions: (a) for each y ∈ Y , the function f (·, y) is lower semicontinuous and inf-compact; (b) for each x ∈ X, the function f (x, ·) is continuous and quasi-concave.
The aim of the present paper is twofold.
On the one hand, we just wish to prove Theorem 1.1. We stress that our proof of Theorem 1.1 is fully based on the use of Theorem 1.A, via an inductive argument.
In turn, using Theorem 1.1, we obtain THEOREM 1.2. -Let X be a topological space, E a vector space, Y ⊆ E a non-empty convex set and f : X × Y → R a function satisfying the following conditions: (a) for each y ∈ Y , the function f (·, y) is lower semicontinuous and inf-compact; (b) for each x ∈ X, the function f (x, ·) is concave.
Hence, Theorem 1.2 is an improvement of Theorem 1.C obtained without resorting to Mosconi's result.
On the other hand, we wish to offer an overview of the several and various applications of Theorem 1.A (with its "sequential" version) and Theorem 1.C known up to now ([12] - [21] ).
Proofs of Theorems 1.1 and 1.2
As usual, a generic real-valued function ϕ on a topological space X is said to be inf-compact (resp. inf-sequentially compact) if, for each r ∈ R, the set ϕ −1 (] − ∞, r]) (called sub-level set) is compact (resp. sequentially compact). If ϕ is defined on a convex set of a vector space, it is said to be quasi-concave if, for each r ∈ R, the set ϕ −1 ([r, +∞[) is convex.
For each n ∈ N, we put S n = {(λ 1 , ..., λ n ) ∈ ([0, +∞[) n : λ 1 + ... + λ n = 1} .
The core of our proof of Theorem 1.1 is to prove it first in the case where Y = S n :
LEMMA 2.1. -Let X be a topological space and let f : X ×S n → R be a function satisfying the following conditions: (a) for each y ∈ S n , the function f (·, y) is lower semicontinuous, inf-compact and has a unique global minimum ; (b) for each x ∈ X, the function f (x, ·) is continuous and quasi-concave. PROOF. We prove the theorem by induction on n. Clearly, it (trivially) holds for n = 1. Now, assume that it is true for n = k (k ≥ 2). We are going to prove that it is true for n = k + 1. So, we are assuming that f : X × S k+1 → R is a function satisfying (a) and (b) with n = k + 1. Let ψ : S k × [0, 1] → S k+1 be the continuous function defined by ψ(λ 1 , ..., λ k , µ) = (µλ 1 , ..., µλ k , 1 − µ) for all (λ 1 , ..., λ k , µ) ∈ S k × [0, 1]. Now, consider the functionf : X × S k × [0, 1] → R defined bỹ f (x, λ 1 , ..., λ k , µ) = f (x, ψ(λ 1 , ..., λ k , µ)) for all (x, λ 1 , ..., λ k , µ) ∈ X × S k × [0, 1]. For each µ ∈ [0, 1] and for each x ∈ X, since f (x, ·) is quasi-concave in S k+1 and ψ(·, µ) is affine in S k , it clearly follows thatf (x, ·, µ) is quasi-concave in S k . Therefore, by the induction assumption, we have Now, let x ∈ X, with x =x. By (a) and (2.3), we have g(x, µ) =f (x,ŷ, µ) <f (x,ŷ, µ) ≤ g(x, µ) .
In other words,x is the only global minimum of the function g(·, µ) which is also lower semicontinuous and inf-compact. Now, fix x ∈ X and r ∈ R. Set C = {u ∈ S k+1 : f (x, u) ≥ r} .
Of course, we have {µ ∈ [0, 1] : g(x, µ) ≥ r} = Note that the right-hand side of (2.4) is equal to the projection of the set ψ −1 (C) on [0, 1]. But, for each (λ 1 , ..., λ k+1 ) ∈ S k+1 , we have
, ...,
Hence, ψ is onto S k+1 and, by a classical result, for each compact and connected set D ⊆ S k+1 , the set ψ −1 (D) is compact and connected. So, since C is compact and connected (being convex), the set ψ −1 (C) is connected and hence so is its projection on [0, 1] . Therefore, in view of (2.4), the set {µ ∈ [0, 1] : g(x, µ) ≥ r} is compact and connected. In other words, the function g(x, ·) is upper semicontinuous and quasi-concave in [0, 1] . At this point, we can apply Theorem 1.A to g. So, we obtain A family of sets C is said to be filtering if for each pair C 1 , C 2 ∈ C there is C 3 ∈ C such that C 1 ∪C 2 ⊆ C 3 . Now, we establish the following PROPOSITION 2.1. -Let X be a topological space, Y a non-empty set, y 0 ∈ Y and f : X × Y → R a function such that f (·, y) is lower semicontinuous for all y ∈ Y and inf-compact for y = y 0 . Assume also that there is a filtering cover C of Y such that
Then, one has sup
PROOF. Denote by C 0 the family of all C ∈ C containing y 0 . Clearly, C 0 is a filtering cover of Y . Arguing by contradiction, suppose that
Fix r satisfying sup
and, for each C ∈ C 0 , put
Notice that A C = ∅ since, otherwise, we would have
against the choice of r. Now, observe that, if C 1 , ..., C k are finitely many members of C 0 , since C 0 is filtering, there isC ∈ C 0 such that
This implies that
A Ci is non-empty. Therefore, {A C } C∈C0 is a family of closed subsets of the compact set {x ∈ X : f (x, y 0 ) ≤ r} possessing the finite intersection property. As as consequence, there would bẽ x ∈ ∩ C∈C0 A C . So, since C 0 is a cover of Y , we would have
against the choice of r.
△ The "sequential" version of Proposition 2.1 is as follows: PROPOSITION 2.2. -Let X be a topological space, Y a non-empty set, y 0 ∈ Y and f : X × Y → R a function such that f (·, y) is sequentially lower semicontinuous for all y ∈ Y and inf-sequentially compact for y = y 0 . Assume also that there is an at most countable filtering cover C of Y such that
PROOF. Keep the notations of the above proof. An obvious inductive argument shows that there is a non-decreasing sequence {C k } in C 0 such that ∪ k∈N C k = X. So, {A C k } turns out to be a non-increasing sequence of non-empty sequentially closed subsets of the sequentially compact set {x ∈ X : f (x, y 0 ) ≤ r}. As a consequence, ∩ k∈N A C k = ∅, and the proof goes as before. △ Proof of Theorem 1.1. Denote by P the family of all convex polytopes of Y . Of course, P is a filtering cover of Y . Fix P ∈ P. Let x 1 , ..., x n ∈ P be such that
Consider the function η : S n → P defined by η(λ 1 , ..., λ n ) = λ 1 x 1 + ... + λ n x n for all (λ 1 , ..., λ n ) ∈ S n . Plainly, the function (x, λ 1 , ..., λ n ) → f (x, η(λ 1 , ..., λ n )) satisfies in X × S n the assumptions of Lemma 2.1, and so
Since η(S n ) = P , we then have sup
Now, the conclusion follows from Proposition 2.1.
△
Proof of Theorem 1.2. Denote by C the family of all finite-dimensional convex subsets of Y . Fix C ∈ C. Denote by L the linear span of C. Consider L with the Euclidean topology. Since C is convex, the relative interior of C (say A) is non-empty. By (b), for each x ∈ X, the function f (x, ·) |A is continuous in A and one has sup y∈A f (x, y) = sup y∈C f (x, y) .
By Theorem 1.1, we have sup
Therefore sup
and so sup
Now, the conclusion follows from Proposition 2.1 △ REMARK 2.1. -As we said at the beginning, the proof of Theorem 1.A given in [14] holds for any interval Y . Actually, with the notation of [14] , to get the lower semicontinuity of Ψ in X × I it is enough to apply Lemma 5 of [24] (which holds also when f is quasi-concave in I). Furthermore, Theorem 1.A is still true if, instead of (a), we assume that, for each y ∈ Y , the function f (·, y) is sequentially lower semicontinuous and inf-sequentially compact. In this case, to get the sequential lower semicontinuity of Ψ, it is enough to apply Lemma 5 of [24] again, this time considering on X the topology whose members are the sequentially open subsets of X.
A well-posedness theory
In this section, we present a well-posedness theory for constrained minimization problems which is based on the use of Theorem 1.A in its "sequential" version (Remark 2.1).
In the sequel, X is a topological space, J, Φ are two real-valued functions defined in X, and a, b are two numbers in [−∞, +∞], with a < b.
If a ∈ R (resp. b ∈ R), we denote by M a (resp. M b ) the set of all global minima of the function J + aΦ (resp. J + bΦ), while if a = −∞ (resp. b = +∞), M a (resp. M b ) stands for the empty set. We adopt the conventions inf ∅ = +∞, sup ∅ = −∞.
We also set
Note that, by the next proposition, one has α ≤ β. PROPOSITION 3.1. -Let Y be a nonempty set, f, g : Y → R two functions, and λ, µ two real numbers, with λ < µ. Letŷ λ be a global minimum of the function f + λg and letŷ µ be a global minimum of the function f + µg.
Then, one has g(ŷ µ ) ≤ g(ŷ λ ) .
If eitherŷ λ orŷ µ is strict andŷ λ =ŷ µ , then
as well as
Summing, we get
from which the first conclusion follows. If eitherŷ λ orŷ µ is strict andŷ λ =ŷ µ , then one of the first two inequalities is strict and hence so is the third one. △
A usual, given a function f : X → R and a set C ⊆ X, we say that the problem of minimizing f over C is well-posed if the following two conditions hold: -the restriction of f to C has a unique global minimum, sayx ; -every sequence {x n } in C such that lim n→∞ f (x n ) = inf C f , converges tox.
Clearly, when f is inf-sequentially compact, the problem of minimizing f over a sequentially closed set C is well-posed if and only if f |C has a unique global minimum.
The basic result is as follows: THEOREM 3.1. -Assume that α < β and that, for each λ ∈]a, b[, the function J + λΦ is sequentially lower semicontinuous, inf-sequentially compact and admits a unique global minimum in X.
Then, for each r ∈]α, β[, the problem of minimizing J over Φ −1 (r) is well-posed. Moreover, if we denote byx r the unique global minimum of J |Φ −1 (r) (r ∈]α, β[), the functions r →x r and r → J(x r ) are continuous in ]α, β[. PROOF. Fix r ∈]α, β[ and consider the function f : X × R → R defined by
for all (x, λ) ∈ X × R. Clearly, the the restriction of the function f to X×]a, b[ satisfies all the assumptions of the variant of Theorem 1.A pointed out in Remark 2.1. Consequently, since (i) does not hold, we have
and so from (3.1) it follows
Now, observe that the function inf x∈X f (x, ·) is upper semicontinuous in [a, b] ∩ R and that
, and lim
for all x ∈ X, the sub-level sets of the function sup λ∈[a,b]∩R f (·, λ) are sequentially compact. Hence, there existsx r ∈ X such that sup
Then, thanks to (3.2), (x r ,λ r ) is a saddle-point of f , that is
First of all, from (3.3) it follows thatx r is a global minimum of J +λ r Φ. We now show that Φ(x r ) = r. We distinguish four cases.
-a = −∞ and b = ∞. In this case, the equality Φ(x r ) = r follows from the fact that sup λ∈R λ(Φ(x r ) − r) is finite.
-a > −∞ and b = +∞. In this case, the finiteness of
3), we would infer thatλ r = a and sox r ∈ M a . This would imply inf Ma Φ < r, contrary to the choice of r.
-a = −∞ and b < +∞. In this case, the finiteness of
3) again, we would inferλ r = b, and sox r ∈ M b . Therefore, sup M b Φ > r, contrary to the choice of r.
-−∞ < a and b < +∞. In this case, if Φ(x r ) = r, as we have just seen, we would have either inf Ma Φ < r or sup M b Φ > r, contrary to the choice of r.
Having proved that Φ(x r ) = r, we also get thatλ r ∈]a, b[. Indeed, ifλ r ∈ {a, b}, we would have either x r ∈ M a orx r ∈ M b and so either inf Ma Φ ≤ r or sup M b Φ ≥ r, contrary to the choice of r. From (3.3) once again, we furthermore infer that any global minimum of J |Φ −1 (r) (andx r is so) is a global minimum of J +λ r Φ in X. But, sinceλ r ∈]a, b[, J +λ r Φ has exactly one global minimum in X which, therefore, coincides withx r . Since the sub-level sets of J +λ r Φ are sequentially compact, we then conclude that any minimizing sequence in X for J +λ r Φ converges tox r . But any minimizing sequence in Φ −1 (r) for J is a minimizing sequence for J +λ r Φ, and so it converges tox r . Consequently, the problem of minimizing J over Φ −1 (r) is well-posed, as claimed. When a ≥ 0, we can obtain a conclusion dual to that of Theorem 3.1, under the same key assumption.
THEOREM 3.2 -Let a ≥ 0. Assume that, for each λ ∈]a, b[, the function J + λΦ is sequentially lower semicontinuous, inf-sequentially compact and admits a unique global minimum in X.
Set
Assume that γ < δ. Then, for each r ∈]γ, δ[, the problem of minimizing Φ over J −1 (r) is well-posed. Moreover, if we denote byx r the unique global minimum of Φ |J −1 (r) (r ∈]γ, δ[), the functions r →x r and r → Φ(x r ) are continuous in ]γ, δ[.
we clearly have that the function J + µΦ has sequentially compact sub-level sets and admits a unique global minimum. At this point, the conclusion follows applying Theorem 3.1 with the roles of J an Φ interchanged. △
We now state the version of Theorem 3.1 obtained in the setting of a reflexive Banach space endowed with the weak topology. THEOREM 3.3. -Let X be a sequentially weakly closed set in a reflexive real Banach space. Assume that α < β and that, for each λ ∈]a, b[, the function J + λΦ is sequentially weakly lower semicontinuous, has bounded sub-level sets and has a unique global minimum in X.
Then, for each r ∈]α, β[, the problem of minimizing J over Φ −1 (r) is well-posed in the weak topology. Moreover, if we denote byx r the unique global minimum of J |Φ −1 (r) (r ∈]α, β[), the functions r →x r and r → J(x r ) are continuous in ]α, β[, the first one in the weak topology.
PROOF. Our assumptions clearly imply that, for each λ ∈]a, b[, the sub-level sets of J + λΦ are sequentially weakly compact, by the Eberlein-Smulyan theorem. Hence, considering X with the relative weak topology, we are allowed to apply Theorem 3.1, from which the conclusion directly follows. △ Analogously, from Theorem 3.2 we get THEOREM 3.4. -Let a ≥ 0 and let X be a sequentially weakly closed set in a reflexive real Banach space. Assume that, for each λ ∈]a, b[, the function J + λΦ is sequentially weakly lower semicontinuous, has bounded sub-level sets and has a unique global minimum in X. Assume also that γ < δ, where γ, δ are defined as in Theorem 3.2.
Then, for each r ∈]γ, δ[, the problem of minimizing Φ over J −1 (r) is well-posed in the weak topology. Moreover, if we denote byx r the unique global minimum of Φ |J −1 (r) (r ∈]γ, δ[), the functions r →x r and r → Φ(x r ) are continuous in ]γ, δ[, the first one in the weak topology.
Finally, it is worth noticing that Theorem 3.1 also offers the perspective of a novel way of seeing whether a given function possesses a global minimum. Let us formalize this using Remark 3.1. THEOREM 3.5. -Assume that b > 0 and that, for each λ ∈]0, b[, the function J + λΦ has sequentially compact sub-level sets and admits a unique global minimum, sayŷ λ . Assume also that
Then, one has lim
where M is the set of all global minima of J in X. PROOF. We already know that the function λ → Φ(ŷ λ ) is non-increasing in ]a, b[ and that its range is contained in [α, β] . We claim that β = lim
Assume the contrary. Let us apply Theorem 3.1, with a = 0 (so, M 0 = M ), using the conclusion pointed out in Remark 3.1. Choose r satisfying
Then, (since also α < r) it would existλ r ∈]0, b[ such that Φ(ŷλ r ) = r, contrary to the choice of r. At this point, the conclusion follows directly from (3.4) . △
For the remainder of this section, X is an infinite-dimensional real Hilbert space and Ψ : X → R is a sequentially weakly continuous C 1 functional, with Ψ(0) = 0.
For each r > 0, set
Also, set r * = inf{r > 0 : γ(r) > 0} .
In [25] , M. Schechter and K. Tintarev developed a very elegant, transparent and precise theory which can be summarized in the following result:
[ be an open interval such that, for each r ∈ I, there exists a uniquex r ∈ S r satisfying Ψ(x r ) = γ(r).
Then, the following conclusions hold: (i 1 ) the function r →x r is continuous in I ; (i 2 ) the function γ is C 1 and increasing in I ;
for all r ∈ I.
The next result can be regarded as the most complete fruit of a joint application of Theorems 3.A and 3.1.
Assume that Ψ has no local maximum in X \{0}, and that, for each
Then, the following assertions hold:
is the unique global maximum of Ψ |Sr towards which every maximizing sequence in S r converges ;
PROOF. First of all, observe that, by Proposition 3.1, the function g is non-increasing in ]a, b[ and
If g was constant in I, then, by Proposition 3.1 again, the function λ →ŷ λ would be constant in I. Let y * be its unique value. Then, y * would be a critical point of the functional x → λ x 2 − Ψ(x) for all λ ∈ I. That is to say
for all λ ∈ I. This would imply that y * = 0, and so (since Ψ(0) = 0) we would have inf x∈X (λ x 2 −Ψ(x)) = 0 for all λ ∈ I, against the fact that inf x∈X (λ x 2 − Ψ(x)) < 0 for all λ < σ. Consequently, g is decreasing in ]a, b[, and so, in particular, α < β. Next, observe that
for each λ > max{0, ρ}. From this, recalling that Ψ is sequentially weakly continuous, it clearly follows that we can apply Theorem 3.1, taking J = −Ψ and Φ(·) = · 2 . Consequently (see Remark 3.1), for every r ∈]α, β[, there exists λ r ∈]a, b[ such that ŷ λr 2 = r. Therefore, by the strict monotonicity of g, we have
for all x ∈ X, we then have
for all x ∈ S r . Hence,x r is a global maximum of Ψ |Sr . On the other hand, if v is a global maximum of Ψ |Sr , then
and hence, since inf
we have v =x r . In other words,x r is the unique global maximum of Ψ |Sr . Since the sub-level sets of the functional x → g −1 (r) x 2 − Ψ(x) are sequentially weakly compact, any minimizing sequence of this functional in X converges weakly tox r . Now, let {w n } be any sequence in S r such that lim n→∞ Ψ(w n ) = γ(r). Then, we have lim
and so {w n } converges weakly tox r . But then, since lim n→∞ w n = x r and X is a Hilbert space, we have lim n→∞ w n − x r = 0 by a classical result. Let us prove that r * ≤ α. Arguing by contradiction, assume that α < r * . Choose r ∈]α, min{r * , β}[. Then, since γ is non-decreasing in ]0, +∞[ (see Lemma 2.1 of [25] ) and Ψ is continuous, we would have γ(r) = 0, and so Ψ(x r ) = 0, and this would contradict the fact that
At this point, we are allowed to apply Theorem 3.A taking I =]α, β[. Consequently, the function γ is C 1 and increasing in ]α, β[, and (a 4 ), (a 6 ) come directly from (i 1 ),
and then (a 7 ) follows from a comparison with (a 6 ). Finally, from (a 7 ), since g −1 is decreasing in ]α, β[, it follows that γ is strictly concave there, and the proof is complete. △ REMARK 3.2.
-If the derivative of Ψ is compact and if, for some λ > ρ, the functional x → λ x 2 −Ψ(x) has at most two critical points in X, then the same functional has a unique global minimum in X. Indeed, if this functional had at least two global minima, taken into account that it satisfies the classical Palais-Smale condition ( [29] , Example 38.25), it would have at least three critical points by Corollary 1 of [9] .
A strict minimax inequality theory
In order to use the results of Section 1 to get the multiplicity of global minima, we need to know that, in the considered case, the strict minimax inequality holds.
The present section is just devoted to a theory on this matter. To state our results in a more compact form, we now fix some notations.
Throughout this section, X is a non-empty set, Λ, Y are two topological spaces, y 0 is a point in Y . A family N of non-empty subsets of X is said to be a weakly filtering cover of X if for each
We denote by G the family of all lower semicontinuous functions ϕ :
Moreover, we denote by H the family of all functions Ψ :
is continuous, injective, open, takes the value y 0 at a point λ x and the function x → λ x is not constant. Furthermore, we denote by M the family of all functions J : X → R whose set of all global minima (noted by M J ) is non-empty.
Finally, for each ϕ ∈ G, Ψ ∈ H and J ∈ M, we put
With such notations, our theory is summarized in the following result:
Then, for each µ > θ(ϕ, Ψ, J) and each weakly filtering cover N of X, there exists A ∈ N such that
PROOF. Let µ > θ(ϕ, Ψ, J) and let N be a weakly filtering cover of X. Choose u ∈ M J and x 1 ∈ X,
Let A ∈ N be such that u, x 1 ∈ A. We have
for all x ∈ A, and so, since u is a global minimum of J, it follows that
Since the function ϕ(Ψ(x 1 , ·)) is lower semicontinuous at λ u , there are ǫ > 0 and a neighbourhood U of λ u such that
Since Ψ(u, ·) is open, the set Ψ(u, U ) is a neighbourhood of y 0 . Hence, by (4.1), we have
Now, the conclusion comes directly from (4.2), (4.3), (4.4) and (4.5). △ REMARK 4.1. -From the conclusion of Theorem 4.1 it clearly follows that, for any set D ⊆ Λ with λ x ∈ D for all x ∈ A, one has 
for all x ∈ X, we automatically get
for all x ∈ X, which is a much better inequality since ϕ(y) > 0 for all y ∈ Y \ {y 0 }. REMARK 4.3 -It is likewise important to observe that if θ(ϕ, Ψ, J) > 0, then the function x → λ x is constant in M J . As a consequence, if θ(ϕ, Ψ, J) > 0 and the function x → λ x is injective, then J has a unique global minimum. In particular, note that x → λ x is injective when Ψ(·, λ) is injective for all λ ∈ Λ. REMARK 4.4. -Remarks 4.2 and 4.3 show the interest in knowing when θ(ϕ, Ψ, J) > 0. Theorem 4.1 can also be useful for this. Indeed, if for some µ > 0, there is a weakly filtering cover N of X such that
Notice the following consequence of Theorem 4.1: THEOREM 4.2. -Let Y be a inner product space, and let I : X → R, Φ : X → Y and µ > 0 be such that the function
2 has a global minimum. Then, at least one of the following assertions holds: (a) for each weakly filtering cover N of X, there exists A ∈ N such that
for all x ∈ X.
So that
With these choices, (b) is equivalent to the inequality
Now, the conclusion is a direct consequence of Theorem 4.1. △
In turn, from Theorem 4.2, we get THEOREM 4.3. -Let X be a non-empty set, x 0 ∈ X, Y a real inner product space, I : X → R, Φ : X → Y , with I(x 0 ) = 0, Φ(x 0 ) = 0, and µ > 0. Assume that
Then, for each weakly filtering cover N of X, there exists A ∈ N such that
PROOF. The assumptions imply that x 0 is a global minimum of x → I(x) + µ Φ(x) 2 . But, at the same time, since inf X I < 0, x 0 is not a global minimum of I. Hence, (b) of Theorem 4.2 does not hold and so (a) holds. △
Multiplicity of global minima
In this section, we apply the results stated in Section 1 to obtain multiple global minima.
THEOREM 5.1. -Let X be a topological space and J, Φ : X → R two functions satisfying the following conditions: (a 1 ) for each λ > 0, the function J + λΦ has compact and closed sub-level sets ;
and
Under such hypotheses, there exists λ * > 0 such that the function J + λ * Φ has at least two global minima.
PROOF. Observe that, in view of Theorem 1 of [1] , condition (b 1 ) is equivalent to the inequality
On the other hand, since the function λ → inf x∈X (J(x) + λ(Φ(x) − ρ)) is concave (and real-valued) in ]0, +∞[, it is lower semicontinuous in [0, +∞[ and so
Consequently, condition (b 1 ) is equivalent to the inequality
Now, we can apply Theorem 1.A taking I =]0, +∞[ and
and the conclusion follows. △ A suitable application of Theorem 5.1 gives the following result:
THEOREM 5.2. -Let S be a topological space and F, Φ : S → R two lower semicontinuous functions satisfying the following conditions: (a 2 ) the function Φ is inf-compact ; (b 2 ) for some a > 0, one has
Under such hypotheses, for each ρ large enough, there exists λ * ρ > 0 such that the restriction of the function
has at least two global minima.
Hence, one has F (x 0 ) + λΦ(x 0 ) < λρ 0 + inf
We claim that Φ(x) < ρ 0 . Arguing by contradiction, assume that Φ(x) ≥ ρ 0 . Then, in view of (5.1), we would have
Now, set γ = min 0, inf
and fixn ∈ N so that
We then have
Hence, if we put
we have inf
At this point, for each ρ ≥ ρ * , we realize that it is possible to apply Theorem 5.1 taking X = Φ −1 (] − ∞, ρ]) and J = F + λΦ. Indeed, with these choices and taking u 1 =x, u 2 = un, the left-hand side of the last inequality in (b 1 ) is zero, while the right-hand side is positive. Consequently, there existsλ ρ > 0 such that the restriction of the function F + λΦ +λ ρ Φ to Φ −1 (] − ∞, ρ]) has at least two global minima. So, the conclusion follows taking λ * ρ = λ +λ ρ . △ It is worth noticing the following consequence of Theorem 5.2.
THEOREM 5.3. -Let S be a cone in a real vector space equipped with a (not necessarily vector) topology and let F, Φ : S → R be two lower semicontinuous functions satisfying the following conditions: (a 3 ) the function Φ is positively homogeneous of degree α and inf-compact ; (b 3 ) the function F is positively homogeneous of degree β > α and there isx ∈ S such that F (x) < 0 < Φ(x) .
Under such hypotheses, there exists ρ * > inf S Φ such that the restriction of the function F + Φ to
PROOF. Clearly, we have
So, the hypotheses of Theorem 5.2 are satisfied and hence there exist ρ > inf S Φ and λ > 0 such that the restriction of the function
for all x ∈ S. From this, it easily follows that the points λ 
, that is the conclusion. △ REMARK 5.1. -We also remark that the number ρ * in the conclusion of Theorem 5.3 can be unique. In this connection, a very simple example is provided by taking S = R, Φ(x) = x 2 and F (x) = −x 3 . Actually, it is seen at once that, if r > 0, the restriction of the function (Ψ(x, ·) ) is convex for each x ∈ X. Finally, let µ > θ(ϕ, Ψ, J) and N be a weakly filtering cover of X such that, for each A ∈ N , the function x → J(x) − µϕ(Ψ(x, λ)) is lower semicontinuous and inf-compact in A for all λ ∈ conv({λ x : x ∈ X}).
Under such hypotheses, there exist A ∈ N and λ * ∈ conv({λ x : x ∈ A}) such that the restriction of the function x → J(x) − µϕ(Ψ(x, λ * )) to A has at least two global minima.
By Theorem 4.1, there exists
where D = conv({λ x : x ∈ A}) . Now, the conclusion comes directly applying Theorem 1.2 to the restriction of f to A × D. △ A non-empty set C in a normed space S is said to be uniquely remotal with respect to a set D ⊆ S if, for each y ∈ D, there exists a unique x ∈ C such that
The main problem in theory of such sets is to know if they are singletons.
If E, F are two real vector spaces and D is a convex subset of E, we say that an operator Φ :
The next three results are applications of Theorem 5.4.
THEOREM 5.5. -Let Y be a real normed space and let X ⊆ Y be a non-empty compact uniquely remotal set with respect to conv(X).
Then, X is a singleton.
PROOF. Arguing by contradiction, assume that X contains at least two points. Now, apply Theorem 5.4 taking: Λ = Y , y 0 = 0, ϕ(x) = x , Ψ(x, λ) = x − λ, J = 0 and N = {X}. Note that we are allowed to apply Theorem 5.4 since x → λ x is not constant. Then, it would exists λ * ∈ conv(X) such that the function x → − x − λ * has at least two global minima in X, against the hypotheses. △ REMARK 5.2. -Observe that Theorem 5.5 improves a classical result by V. L. Klee ([5] ) under two aspects: Y does not need to be complete and conv(X) is replaced by conv(X). Note also that our proof is completely different from that of Klee which is based on the Schauder fixed point theorem.
THEOREM 5.6. -Let X be a finite-dimensional real Hilbert space and J : X → R a C 1 function. Set
where M J denotes the set of all global minima of J. Assume that θ < η .
Then, for each µ ∈]2θ, 2η[, there exists y µ ∈ X such that the equation
has at least three solutions.
for all λ ∈ X. So, since X is finite-dimensional, the function x → J(x) − µ 2 x − λ 2 is continuous and inf-compact for all λ ∈ X. Therefore, we can apply Theorem 5.4 taking: X = Y = Λ, y 0 = 0, ϕ(y) = y 2 , Ψ(x, λ) = x − λ and N = {X}. Consequently, there exists λ * µ ∈ X, such that the function x → J(x) − µ 2 x − λ * µ 2 has at least two global minima. By (5.3) and the finite-dimensionality of X again, the same function satisfies the Palais-Smale condition, and so it admits at least three critical points, thanks to Corollary 1 of [9] . Of course, this gives the conclusion, taking y µ = λ * µ . △ Since dim(Y ) < ∞, ∂B(0, s) is compact and so α > 0. Let x ∈ Y with x > s. Let S be the segment joining 0 and x. By convexity, we have
for all z ∈ S. Since S meets ∂B(0, s), we infer that α ≤ ϕ(x). Hence, we have
Now, fix x 0 ∈ Y with J ′ (x 0 ) = 0. Taking into account that ϕ ′ (0) = 0, by continuity, we can choose σ > 0 so that
Of course, we have f
for all x, y ∈ B(x 0 , ρ), λ ∈ B(0, ρ). Now, fix λ ∈ B(0, ρ). Denote by Γ λ the set of all global minima of the restriction of the function
As f is continuous, the multifunction λ → Γ λ is upper semicontinuous and so the function λ → dist(x 0 , Γ λ ) is lower semicontinuous. As a consequence, by compactness, we have
At this point, from the proof of Theorem 1 of [11] it follows that, for each λ ∈ B(0, ρ) and each r ∈]0, δ[, the restriction of function f (·, λ) to B(x 0 , r) has a unique global minimum. Fix r ∈]0, δ[. Apply Theorem 5.4 with X = B(x 0 , r), Λ = Y , N = {B(x 0 , r)} and Ψ(x, λ) = x − x 0 − λ. With such choices, its conclusion does not hold with µ = 1 (recall, in particular, that r < ρ). This implies that 1 ≤ θ(ϕ, Ψ, J) since the other assumptions are satisfied. But the above inequality is just equivalent to
for all x ∈ B(x 0 , r), where u r is the unique global minimum of J |B(x0,r) , and the proof is complete. △
A joint application of Theorems 1.1 and 4.1 gives THEOREM 5.8. -Let ϕ ∈ G, Ψ ∈ H and J ∈ M. Moreover, assume that X is a topological space, that Λ is a real topological vector space and that ϕ(Ψ(x, ·)) is quasi-convex and continuous for each x ∈ X. Finally, let µ > θ(ϕ, Ψ, J) and let C ⊆ Λ be a convex set, with {λ x : x ∈ X} ⊆ C, such that the function x → J(x) − µϕ(Ψ(x, λ)) is lower semicontinuous and inf-compact in X for all λ ∈ C.
Under such hypotheses, there exists λ * ∈ C such that the function x → J(x) − µϕ(Ψ(x, λ * )) has at least two global minima in X.
PROOF. Set D = {λ x : x ∈ X} and, for each (x, λ) ∈ X × Λ, put f (x, λ) = J(x) − µϕ(Ψ(x, λ)) .
Theorem 4.1 ensures that sup
for all x ∈ X, and hence, from (5.4), it follows that
At this point, the conclusion follows applying Theorem 1.1 to the restriction of the function f to X × C. △
The next result comes from a joint application of Theorems 4.3 and 1.C.
THEOREM 5.9. -Let X be a real inner product space and let τ be a topology on X. Moreover, let J : X → R be a functional such that
Finally, let λ > 1 β * and let N be a weakly filtering cover of X such that, for each A ∈ N and each y ∈ X, the restriction to A of the functional x → x 2 − λJ(x) + x, y is τ -lower semicontinuous and inf-τ -compact. Then, there existsÃ ∈ N with the following property: for every convex set C ⊆ X whose closure (in the strong topology) containsÃ, there existsỹ ∈ C such that the restriction toÃ of the functional x → x 2 − λJ(x) + x, 2(β * λ − 1)ỹ has at least two global minima.
PROOF. In view of (5.5), we have
So, we can apply Theorem 4.3 taking Y = X,
Therefore, there existsÃ ∈ N such that
Now, consider the function f : X × X → R defined by
for alla (x, y) ∈ X × X. Since f (x, ·) is continuous andÃ ⊆ C, we have
for all x ∈ X, and hence, taking (5.6) into account, it follows that
Now, in view of (5.7), taking into account that f |Ã×C is τ -lower semicontinuous and inf-τ -compact inÃ, and continuous and concave in C, we can apply Theorem 1.C to f |Ã×C . Consequently, there existsỹ ∈ C such that f |Ã (·,ỹ) has at least two global minima, and the proof is complete. △
In turn, from Theorem 5.9, we get THEOREM 5.10. -Let X be a real Hilbert space and let J : X → R be a C 1 functional, with compact derivative, such that
Then, for every λ ∈ 1 2β * , 1 2α * and for every convex set C ⊆ X dense in X, there existsỹ ∈ C such that the equation
has at least three solutions, two of which are global minima of the functional x →
PROOF. Fix λ ∈ 1 2β * , 1 2α * and a convex set C ⊆ X dense in X. For each y ∈ X, we have lim inf
So, from the identity
it follows that lim
Since J ′ is compact, J is sequentially weakly continuous ( [29] , Corollary 41.9). Then, in view of (5.8) and of the Eberlein-Smulyan theorem, for each y ∈ X, the functional x → x 2 − 2λJ(x) + x, y is infweakly compact in X. So, we can apply Theorem 5.9 taking the weak topology as τ and N = {X}. Consequently, since the set 1 1−2β * λ C is convex and dense in X, there existsŷ ∈ 1 1−2β * λ C such that the functional x → x 2 − 2λJ(x) + x, 2(2β * λ − 1)ŷ has at least two global minima in X which are two of its critical points. Since the same functional satisfies the Palais-Smale condition ( [29] , Example 38.25), it has a third critical point in view of Corollary 1 of [9] . Clearly, the conclusion follows takingỹ = (1 − 2β * λ)ŷ . △ Let us conclude this section with a further consequence of Theorem 1.2.
Let us introduce the following notations. We denote by R X the space of all functionals ϕ : X → R. For each I ∈ R X and for each of non-empty subset A of X, we denote by E I,A the set of all ϕ ∈ R X such that I + ϕ is sequentially weakly lower semicontinuous and coercive, and there existsφ ∈ Y such that the functional I +φ has at least two global minima.
PROOF. Consider the function f : X × R X → R defined by
for all x ∈ X, ϕ ∈ R X . Fix ϕ ∈ Y . In view of (5.9), we also can fix ǫ ∈]0, inf B I − sup A I[. Since inf A ϕ ≤ 0, there isx ∈ A such that ϕ(x) < ǫ. Hence, we have Therefore, the function f satisfies the assumptions of Theorem 1.2, and the conclusion follows. △ Notice the following remarkable corollary of Theorem 5.11:
COROLLARY 5.1. -Let I : X → R be a sequentially weakly lower semicontinuous, non-convex functional such that I + ϕ is coercive for all ϕ ∈ X * . Then, for every convex set Y ⊆ X * , dense in X * , there existsφ ∈ Y such that the functional I +φ has at least two global minima.
PROOF. Since I is not convex, there exist x 1 , x 2 ∈ X and λ ∈]0, 1[ such that
where
and putĨ (x) = I(
for all x ∈ X. It is easy to check that
Fix a convex set Y ⊆ X * dense in X * and putỸ
Hence,Ỹ is convex and dense in X * too. Now, set
Clearly, we have
SinceỸ is dense in X * , we have sup
for all x ∈ X \ {0}. Hence, in view of (5.13) and (5.14), we can apply Theorem 5.11 with B = {0}, I =Ĩ, Y =Ỹ . Accordingly, there existsφ ∈ Y such that the functionalĨ −φ − ψ has two global minima in X, say u 1 , u 2 . At this point, it is clear that x 3 − u 1 , x 3 − u 2 are two global minima of the functional I +φ, and the proof is complete. △
A range property for non-expansive potential operators
In this section, (X, ·, · ) is an infinite-dimensional real Hilbert space and T : X → X is a non-expansive potential operator. This means that
for all x, y ∈ X and that T is the Gâteaux derivative of a functional J : X → R.
For instance, any continuous symmetric linear operator from X into itself, with norm less than or equal to 1, is a non-expansive potential operator.
Another classical example of such operators is as follows. Let f : X → R be a convex continuous function and, for each x ∈ X, let ∂f (x) denote the sub-differential of f at x, i. e.
is a non-expansive potential operator. Now let Φ : X → X be the operator defined by
The following result does highlight a range property of the operator Φ. The proof is based on combining some ideas from [11] with Theorem 1.C. THEOREM 6.1. -If the functional J is sequentially weakly lower semicontinuous, then there exists a closed ball B in X such that Φ(B) intersects each convex and dense subset of X .
Before proving Theorem 6.1, some remarks are in order.
When T is a contraction, Theorem 6.1 is immediate. Actually, in that case, thanks to the Banach fixed point principle, the operator Φ turns out to be a homeomorphism between X and itself. Hence, the really interesting case is when the Lipschitz constant of T is exactly 1. Theorem 6.1 is no longer true if J is not sequentially weakly lower semicontinuous. In this connection, the simplest example is provided by T (x) = −x. Actually, since dim(X) = ∞, the norm is not sequentially weakly upper semicontinuous.
A further remark is that, under the assumptions of Theorem 6.1, it may happen that the set Φ(B) has an empty interior for every ball B in X. In this connection, consider the case where T is a compact, symmetric, negative linear operator with norm 1. In such a case, by classical results, J is sequentially weakly continuous and Φ(X) = X. Since Φ(X) is a linear subspace, this clearly implies that int(Φ(X)) = ∅.
Proof of Theorem 6.1. If the functional J is convex, then T is maximal monotone and, by a classical result of Minty, Φ turns out to be a homeomorphism between X and itself. So, in that case, we are done. Therefore, assume that J is not convex. As a consequence, there exist x 1 , x 2 ∈ X and λ ∈]0, 1[ such that
Fix z ∈ X so that
and putJ
and denote by C the closed ball in X of radius r centered at 0. Fix a convex and dense set V ⊆ X and put
Hence, Y is convex and dense too. Consider the function f :
for all (x, y) ∈ X × Y . Observing that, for each y ∈ Y , one has
in view of the equality in (6.1), it follows that
On the other hand, by the density of Y , for each x ∈ C \ {0}, one has Then, since f (·, y) |C is weakly lower semicontinuous in C (thanks to the Eberlein-Smulyan theorem) and f (x, ·) is concave and continuous in Y , we can apply Theorem 1.C. Accordingly, there existsŷ ∈ Y such that f (·,ŷ) |C has at least two global minima u 1 , u 2 in C. Now, consider the function g :
for all (x, λ) ∈ X × [1, +∞[. Observe that the functional g(·, λ) (besides being continuous) is strictly convex and coercive if λ > 1, while it is convex if λ = 1. Indeed, let λ ≥ 1. For each x, y ∈ X, we have
From this, it follows that the Gâteaux derivative of the functional g(·, λ) (that is, the operator x → λx − T (x 3 −x)+z +ŷ) is monotone and that it is uniformly monotone if λ > 1. Now the claim follows from classical results ( [29] , pp. 247-248). Furthermore, for each x ∈ X, the function g(x, ·) is concave and continuous, and lim λ→+∞ g(0, λ) = −∞. So, we are allowed to apply a classical saddle-point theorem ( [29] , Theorem 49.A) to the function g. Accordingly, there exists (
This implies thatx ∈ C,λ 2
We claim thatλ = 1. If x < r, this follows directly from (6.5). So, assume that x = r. In this case, for i = 1, 2, we haveλ
and hence from (6.4) it follows that
But, for λ > 1, the functional x → λ 2 x 2 + f (x,ŷ) has a unique global minimum in X because it is strictly convex. So, the equalityλ = 1 follows from (6.6). Therefore, by (6.4), the Gâteaux derivative of the functional x → 1 2 x 2 + f (x,ŷ) vanishes atx. This means that
Therefore, if B is the closed ball of radius r centered at x 3 , we have x 3 −x ∈ B and Φ(x 3 −x) ∈ V , and the proof is complete. △
Singular points of non-monotone potential operators
In this section, (X, · ) is a reflexive real Banach space, with topological dual X * , and T : X → X * is a continuous potential operator. As a consequence, the functional
is of class C 1 in X and its Gâteaux derivative is equal to T .
Let us recall a few classical definitions.
T is said to be monotone if
for all x, y ∈ X. This is equivalent to the fact that the functional J T is convex.
T is said to be closed if for each closed set C ⊆ X, the set T (C) is closed in X * .
T is said to be compact if for each bounded set B ⊂ X, the set T (B) is compact in X * .
T is said to be proper if for each compact set K ⊂ X * , the set T −1 (K) is compact in X.
T is said to be a local homeomorphism at a point x 0 ∈ X if there are a neighbourhood U of x 0 and a neighbourhood V of T (x 0 ) such that the restriction of T to U is a homeomorphism between U and V . If T is not a local homeomorphism at x 0 , we say that x 0 is a singular point of T .
We denote by S T the set of all singular points of T . Clearly, the set T is closed.
Assume that the restriction of T to some open set A ⊆ X is of class C 1 .
We then denote byS T |A the set of all x 0 ∈ A such that the operator T ′ (x 0 ) is not invertible. Since the set of all invertible operators belonging to L(X, X
* ) is open in L(X, X * ), by the continuity of T ′ , the set S T |A is closed in A.
Also, T is said to be a Fredholm operator of index zero in A if, for each x ∈ A, the codimension of T ′ (x)(X) and the dimension of (T ′ (x)) −1 (0) are finite and equal.
A set in a topological space is said to be σ-compact if it is the union of an at most countable family of compact sets.
A functional I : X → R is said to be coercive if We wish to show that a joint application of these results with Corollary 5.1 gives the following ones:
T is closed and non-monotone, if J T is sequentially weakly lower semicontinuous and J T + ϕ is coercive for all ϕ ∈ X * , then both S T and T (S T ) are not σ-compact. THEOREM 7.2. -In addition to the assumptions of Theorem 1, suppose that there exists a closed, σ-compact set B ⊂ X such that the restriction of T to X \ B is of class C 1 . Then, bothS T |(X\B) and T (S T |(X\B) ) are not σ-compact. lim inf
and, for some λ 0 ≥ 0, lim
and, for each µ ∈ R, A µ = {x ∈ X : T ′ (x)(y) = µy f or some y ∈ X \ {0}} .
When Γ = ∅, set alsoμ
Then, the following assertions are equivalent: (i) the operator T is not monotone ; (ii) there exists µ < 0 such that A µ = ∅ ; (iii) Γ = ∅ and, for each µ ∈]μ, 0[, the set A µ contains an accumulation point .
REMARK 7.1. -Of course, Theorem 7. 2 is meaningful only when X and X * are linearly isomorphic. Indeed, if not, the fact thatS T |(X\B) is not σ-compact follows directly from the equalityS T |(X\B) = X \ B .
We now establish the following technical proposition: PROPOSITION 7.1. -If V is an infinite-dimensional real Banach space space and if U ⊂ V is a σ-compact set, then there exists a convex cone C ⊂ V , dense in V , such that U ∩ C = ∅.
PROOF. Let us distinguish two cases. First, assume that V is separable. Fix a countable base {A n } of open sets in V . We claim that there exists a sequence {x n } in X such that, for each n ∈ N,
We proceed by induction on n. Clearly, the set ∪ λ>0 λU is σ-compact and so, since X is infinite-dimensional, it does not contain 1.A. Thus, if we take x 1 ∈ A 1 \∪ λ>0 λU , we have U ∩C (x1) = ∅. Now, assume that x 1 , ..., x n , with the desired properties, have been constructed. Consider the set ∪ µ>0 µ(U − C (x1,...,xn) ). One readily sees that it is σ-compact, and so it does not contain A n+1 . Choose x n+1 ∈ A n+1 \ ∪ µ>0 µ(U − C (x1,...,xn) ). Then, one has U ∩ C (x1,...,xn+1) = ∅ .
Indeed, if there wasx ∈ U ∩ C (x1,...,xn+1) , we would havex = n+1 i=1 λ i x i , with λ i ≥ 0 and n+1 i=1 λ i > 0. In particular, λ n+1 > 0, since U ∩ C (x1,...,xn) = ∅. Consequently, we would have
and so x n+1 ∈ ∪ µ>0 µ(U − C (x1,...,xn) ), against our choice. Thus, the claimed sequence {x n } does exist. Now, put
It is clear that C is a convex cone which does not meet U . Moreover, C is dense in V since it meets each set A n . Now, assume that V is not separable. Let {x γ } γ∈Γ be a Hamel basis of V . Set
Clearly, span(U ) is separable since U is so. Hence, Λ is infinite. Introduce in Λ a total order ≤ with no greatest element. Next, for each γ ∈ Λ, let ψ γ : L → R be a linear functional such that
Of course, D is a convex cone. Fix x ∈ L. So, there is a finite set I ⊂ Λ such that x = γ∈I ψ γ (x)x γ . Now, fix β ∈ Λ so that β > max I. For each n ∈ N, put
Clearly, ψ β (y n ) = 1 n and ψ γ (y n ) = 0 for all γ > β. Hence, y n ∈ D. Since lim n→∞ y n = x, we infer that D is dense in L. At this point, it is immediate to check the set D + span(U ) is a convex cone, dense in V , which does not meet U . △
Proof of Theorem 7.1. Let us prove that S T is not σ-compact. Arguing by contradiction, assume the contrary. Then, by Theorem 7.A, for each ϕ ∈ X * \ T (S T ), the equation
On the other hand, thanks to Corollary 5.1, there isφ ∈ Y such that the functional J T −φ has at least two global minima in X which are therefore solutions of the equation T (x) =φ , a contradiction. Now, let us prove that T (S T ) is not σ-compact. Arguing by contradiction, assume the contrary. Consequently, since T is proper ( [23] , Theorem 1), T −1 (T (S T )) would be σ-compact. But then, since S T is closed and S T ⊆ T −1 (T (S T )), S T would be σ-compact, a contradiction. The proof is complete. △ Proof of Theorem 7.2. By Theorem 7.1, the set S T is not σ-compact. Now, observe that if x ∈ X \ (S T |(X\B) ∪ B), then, by the inverse function theorem, T is a local homeomorphism at x, and so x ∈ S T . Hence, we have
We then infer thatS T |(X\B) is not σ-compact since, otherwise,S T |(X\B) ∪ B would be so, and hence also S T would be σ-compact being closed. Finally, the fact that T (S T |(X\B) ) is not σ-compact follows as in the final part of the proof of Theorem 7.1, taking into account thatS
Proof of Theorem 7.3. Clearly, since X is a Hilbert space, we are identifying X * to X. Let us prove that (i) → (iii). So, assume (i). Since J T is not convex, by a classical characterization ( [27] , Theorem 2.1.11), the set Γ is non-empty. Fix µ ∈]μ, 0[. For each x ∈ X, put
Clearly, for some (x, y) ∈ Γ, we have
and so, since
the above recalled characterization implies that the functional I µ is not convex. Since T is compact, on the one hand, J T is sequentially weakly continuous ( [29] , Corollary 41.9) and, on the other hand, in view of (7.2) the operator
, Example 4.43). The compactness of T also implies that, for each x ∈ X, the operator T ′ (x) is compact ( [28] , Proposition 7.33) and so, for each λ ∈ R, the operator y → y + λT ′ (x)(y) is Fredholm of index zero ( [28] , Example 8.16). Therefore, the operator I ′ µ is non-monotone, proper and Fredholm of index zero. Clearly, by (7.1), the functional x → I µ (x) + z, x is coercive for all z ∈ X. Then, in view of Corollary 5.1, the operator I ′ µ is not injective. At this point, we can apply Theorem 7.B to infer that the setS I ′ µ contains an accumulation point. Finally, notice that
and (iii) follows. The implication (iii) → (ii) is trivial. Finally, the implication (ii) → (i) is provided by Theorem 2.1.11 of [27] again. △
Integral functionals on L p -spaces
In this section, we present an application of Theorem 3.1 to integral functionals on L p -spaces. The main general result is Theorem 8.1 below from which, in turn, we derive a series of consequences.
In the sequel, (T, F , µ) (µ(T ) > 0) is a σ-finite measure space, Y is a reflexive real Banach space and ϕ, ψ : Y → R are two sequentially weakly lower semicontinuous functionals such that
for some p > 0.
For each λ ∈ [0, ∞], we denote by M λ the set of all global minima of ϕ + λψ or the empty set according to whether λ < +∞ or λ = +∞. We adopt the conventions inf ∅ = +∞ and sup ∅ = −∞.
Moreover, a, b are two fixed numbers in [0, +∞], with a < b, and α, β are the numbers so defined:
As usual, L p (T, Y ) denotes the space of all µ-strongly measurable functions u :
THEOREM 8.1. -Assume that the functional ϕ + λψ is coercive and has a unique global minimum for each λ ∈]a, b[. Assume also that α < β .
, with γ ≥ 0, and for each r ∈]α, β[, if we put
PROOF. First, we also assume that
Actually, once we prove the theorem under this additional assumption, the general version is obtained applying the particular version to the functions ϕ − ϕ(0) and ψ − ψ(0). Next, observe that the functionals ϕ and ψ are Borel (in the weak topology, and so in the strong one too). This implies that, for each u ∈ L p (T, Y ), the functions ϕ • u and ψ • u are µ-measurable. On the other hand, in view of (8.1), for some c > 0, we have
, and so the integrals T γ(t)ϕ(u(t))dµ and T γ(t)ψ(u(t))dµ exist and belong to ] − ∞, +∞]. for all y ∈ Y . From this, it clearly follows that ϕ(ŷ λr ) = inf
Therefore, for each u ∈ V γ,r , we have
and hence ϕ(ŷ λr )
In view of (8.3), to get (8.2), we have to show that
Arguing by contradiction, assume that (8.5) does not hold. So, in view of (8.4), we would have
From (8.6), in turn, as (T, F , µ) is σ-finite, it would follow the existence ofT ∈ F , with µ(T ) < +∞, such that
Now, consider the functionû : T → Y defined bŷ
and soû ∈ V γ,r . But Then, for each sequence {a n } ∈ l 1 (R) \ {0}, with inf n∈N a n ≥ 0, and for each r ∈]α, β[, if we put
we have
The next two results deals with consequences of Theorem 8.1 in the case where ϕ ∈ Y * \ {0}. Then
, with γ ≥ 0, and for each r > η(0) and p ≥ 1, if we put
PROOF. By the assumptions made on η, the functional y → η( y q ) is strictly convex and, for some m, c > 0, one has η(t) ≥ mt − c for all t ≥ 0. As a consequence, for each λ > 0, the functional y → ϕ(y) + λη( y q ) is coercive and has a unique global minimum in X. At this point, the conclusion follows directly from Theorem 8. Finally, assume that, for each µ < 0, the equation
has a unique solution in Y or even at most two when dim(Y ) < ∞ . Then, for each p ≥ 1, the conclusion of Theorem 8.1 holds with any r > inf Y ψ . PROOF. In view of (8.8), the functional ϕ + λψ is coercive for each λ > 0. Letx be a global minimum of this functional. Then,x satisfies (8.9) with µ = −λ −1 . So, when dim(Y ) = ∞, the uniqueness ofx follows from an assumption directly. Now, assume that dim(Y ) < ∞. In this case, ϕ + λψ satisfies the Palais-Smale condition. As a consequence, if ϕ + λψ was admitting two global minima, then, thanks to Corollary 1 of [9] , (8.9 ) would have at least three solutions for µ = −λ −1 , against an assumption. Now, we can apply Theorem 8. Then, for each γ ∈ L ∞ (T ) ∩ L 1 (T ) \ {0}, with γ ≥ 0, and for each r ∈]0, ρ[, p ≥ 2, if we put
we have inf 
where Ω is bounded domain in R n (n ≥ 3) with smooth boundary and q > 1.
(Ω)) we will write u(t, x) instead of u(t)(x). That is, we will identify u with the function ω :
for all (t, x) ∈ T × Ω. for some q > 1.
, with γ ≥ 0, and each r > 0, p ≥ q, if we put
PROOF. We are going to apply Theorem 8.1 taking Y = W 1,q 0 (Ω) and
for all v ∈ W 1,q 0 (Ω). Due to (8.10) , by classical results, ϕ is sequentially weakly continuous in W 1,q 0 (Ω), (8.1) is satisfied for any p ≥ q, and, for each λ > 0, the functional ϕ + λψ is C 1 , coercive and satisfies the Palais-Smale condition. Moreover, since f ≥ 0, its non-zero critical points are strictly positive in Ω ( [3] , [26] ). Moreover, since the function ξ → f (ξ) ξ q−1 is decreasing in ]0, +∞[, Proposition 4.2 of [4] ensures that, for each λ > 0, there exists at most one strictly positive critical point of ϕ + λψ. As a consequence, we infer that, for each λ > 0, the functional ϕ + λψ has a unique global minimum in W 1,q 0 (Ω), since otherwise, in view of Corollary 1 of [9] , it would have at least three critical points. Hence, we are allowed to apply Theorem 8.1 with a = 0 and b = +∞. Clearly, we have α = 0 and β = +∞ (since lim ξ→+∞ F (ξ) = +∞ and hence ϕ is unbounded below). The proof is complete. △ as claimed. 
qi where y + = max{y, 0}, a i (i = 0, ..., k) are k +1 non-negative numbers, with k i=0 a i > 0, and q i (i = 1, ..., k) are k positive numbers less than p.
for all x ∈ Ω, where
and c is given in (9.1).
Under such hypotheses, for every sequentially weakly closed set V ⊆ W 1,p (Ω) containing the constant ξ 1 and a w for which
there exists λ * > 0 such that the restriction to V of the functional
By a classical result ( [2] , Theorem 4.6.8), for each λ > 0 the functionalJ + λΦ is sequentially weakly lower semicontinuous. On the other hand, for ǫ ∈]0, λν[, by (ii), we havẽ
Consequently, by reflexivity and Eberlein-Smulyan theorem, the sub-level sets ofJ + λΦ are weakly compact. Now, let V ⊆ W 1,p (Ω) be as in the conclusion. Set
Observe that ξ 1 , w ∈ X and that
for all λ > 0, r ∈ R. Denote by J and Φ the restrictions to X ofJ andΦ respectively. We want to apply Theorem 5.1 considering X with the relative weak topology. Clearly, in view of (9. if p < n and 0 < s < +∞ if p = n. While, when n < p, A stands for the class of all continuous functions f : R → R. Given f ∈ A p , consider the following Dirichlet problem
Let us recall that a weak solution of (P f ) is any u ∈ W
for all v ∈ W 1,p 0 (Ω). Moreover, λ 1,p denotes the principal eigenvalue of the problem
We have
Also, let us recall the following consequence of the variational principle established in [10] : THEOREM 9.A. -Let X be a reflexive real Banach space and let Φ, Ψ : X → R be two sequentially weakly lower semicontinuous functionals, with Φ(0) = Ψ(0) = 0, and with Ψ also coercive and continuous.
Then, for each σ > inf X Ψ and each λ satisfying
the functional λΨ + Φ has a local minimum belonging to
The next result is an application of Theorem 8.1. 
We are going to apply Theorem 8.1 taking Y = R, ϕ(ξ) = −νF (ξ), ψ(ξ) = |ξ| p , a = δ and b = +∞. Note that ϕ is non-negative in ] − ∞, 0]. So, (8.1) is satisfied in view of (a 2 ). Fix λ > δ. From (a 2 ) again, it follows that ϕ + λψ is coercive . Arguing by contradiction, assume that ϕ + λψ has two global minima, say ξ 1 , ξ 2 , with ξ 1 < ξ 2 . From (a 1 ) it follows that
This fact implies that ξ 1 > 0. As a consequence, the equation
would admit the solutions ξ 1 , ξ 2 and a third one in ]ξ 1 , ξ 2 [ given by the Rolle theorem. But, this contradicts (a 4 ) . Hence, the function ϕ + λψ has a unique global minimum. Further, note that α = 0 and, in view of (a 3 ), β = +∞. Then, if we put
On the other hand, setting
Now, if we put
in view of (9.3) , (9.4) and (9.5), we have
At this point, we can apply Theorem 9.A taking X = W 1,p 0 (Ω), Ψ(u) = Ω |∇u(x)| p dx and Φ(u) = −ν Ω F (u(x))dx. Hence, the energy functional has a local minimum u (which is therefore a solution of the problem) such that
To show that u = 0, we finally remark that 0 is not a local minimum of the energy functional. Indeed, by a classical result, there is a bounded and positive function v ∈ W
By (a 1 ), there is θ > 0 such that
This shows that the energy functional takes negative values in each ball of W 
Now, let a, b ∈ R, with a ≥ 0 and b > 0. Consider the non-local problem .
We denote by A the class of all Carathéodory functions f : Ω × R → R such that
for some p ∈ 0, n+2 n−2 . Moreover, we denote byÃ the class of all Carathéodory functions g : Ω × R → R such that
for some q ∈ 0, 2 n−2 . Furthermore, we denote byÂ the class of all functions h : Ω × R → R of the type
with f ∈ A, g ∈Ã and α ∈ L 2 (Ω). For each h ∈Â, we define the functional I h : H for all (x, ξ) ∈ Ω × R. Clearly, the function h λ,v lies inÂ and
So, the weak solutions of the problem are precisely the critical points in H Since the functional Φ − I h λ,v is sequentially weakly lower semicontinuous, by the Eberlein-Smulyan theorem and by (9.9), it follows that it is inf-weakly compact. Now, we are going to apply Theorem 5.8 taking X = H 1 0 (Ω) with the weak topology and Λ = Y = L 2 (Ω) with the strong topology, and y 0 = 0. The symbols x and λ appearing in Theorem 5.8 are replaced by the symbols u and v respectively. Also, we take
for all w ∈ L 2 (Ω). Clearly, ϕ ∈ G. Furthermore, we take
is a homeomorphism, and we have v u (x) = G(x, u(x)) .
We show that the map u → v u is not constant in H , there exists a compact set K ⊂ A, of positive measure, such that the restriction of G to K × R is continuous. Fix a pointx ∈ K such that the intersection of K and any ball centered atx has a positive measure. Next, fix ξ 1 , ξ 2 ∈ R such that G(x, ξ 1 ) < G(x, ξ 2 ) .
By continuity, there is a closed ball B(x, r) such that
for all x ∈ K ∩ B(x, r). Finally, consider two functions u 1 , u 2 ∈ H 1 0 (Ω) which are constant in K ∩ B(x, r). So, we have G(x, u 1 (x)) < G(x, u 2 (x)) for all x ∈ K ∩ B(x, r). Hence, as meas(K ∩ B(x, r)) > 0, we infer that v u1 = v u2 , as claimed. As a consequence, Ψ ∈ H. Of course, ϕ(Ψ(u, ·)) is continuous and convex for all u ∈ X. Finally, take
Clearly, J ∈ M. So, for what seen above, all the assumptions of Theorem 5.8 are satisfied. Consequently, if we take λ * = θ(ϕ, Ψ, J) (9.10) and fix λ > λ * and a convex set C ⊆ L 2 (Ω) whose closure in L 2 (Ω) contains the set {G(·, u(·)) : u ∈ H 1 0 (Ω)}, there exists v * ∈ C such that the functional Φ − I h λ,v * has at least two global minima in H .
Fix µ > µ * . Hence
From this, we infer that the functional Φ − µI f + λ 2 I Gg possesses at least to global minima since it is even. At this point, we can apply Theorem 9.3 to the functions g and µf − λGg. Our current conclusion follows from the one of Theorem 9.3 since we have λ * = 0 and hence we can take the same fixed λ > 0. |f (x, ξ)| 1 + |ξ| q < +∞ , where 0 < q < n+2 n−2 if n > 2 and 0 < q < +∞ if n = 2. While, when n = 1, we denote by A the class of all Carathéodory functions f : Ω × R → R such that, for each r > 0, the function x → sup |ξ|≤r |f (x, ξ)| belongs to L 1 (Ω).
Given f ∈ A and ϕ ∈ H −1 (Ω), consider the following Dirichlet problem −∆u = f (x, u) + ϕ in Ω u = 0 on ∂Ω .
(P f,ϕ )
Let us recall that a weak solution of (P f,ϕ ) is any u ∈ H f (x, ξ)dξ dx − ϕ(u) .
