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1. Introducció
 1.1  Objectius
Fa més de 4 anys es va decidir implantar una petita xarxa Skolelinux com a prova de 
concepte,  en una petita sala del departament de Llenguatges i Sistemes Informàtics (LSI) de 
l'ESTEIB.  Aquesta  xarxa  s'ha  hagut  d'anar  actualitzant  a  mesura  que  anaven  sortint  noves 
versions de la distribució Skolelinux. Al febrer del 2010 va sortir l'última versió considerada 
estable, basada en Debian Lenny. 
D'altra banda, aquesta xarxa es va muntar des d'un principi aprofitant equips vells que ja no 
s'utilitzaven i, actualment, el departament ha rebut més equips en desús que, tot i no ser gaire 
nous, superen amb escreixos la potència dels que formaven l'antiga xarxa. 
El principal objectiu, doncs, és dur a terme la substitució del maquinari antic pel maquinari 
més modern acabat de rebre, i la instal·lació de la nova versió de la distribució Skolelinux sobre 
d'aquest maquinari. Aquest objectiu consta de la instal·lació del servidor principal (tjener), un 
servidor  de  clients  lleugers,  una  estació  de  treball,  un  client  lleuger,  un  client  gras  i  una 
impressora.
Per tal d'assolir aquest objectiu principal, requerit pel tutor del treball, necessitarem també 
assolir  altres  objectius  implícits,  com  són  per  exemple  l'adquisició  d'experiència  en 
l'administració d'una distribució Debian, l'estudi dels clients lleugers, la utilització d'eines de 
monitorització com el Nagios, Munin, rsyslog, tcpdump...
Un altre objectiu serà el de buscar superficialment possibles punts febles en quant a la 
seguretat de la xarxa (contrasenyes que puguin viatjar en pla, publicació d'informacions sensibles 
i no necessàries...).
Per  últim,  s'intentaran  prendre  mesures  aproximades  del  rendiment,  especialment  dels 
clients lleugers i grassos, per veure l'impacte de possibles canvis ja sigui en matèria de seguretat 
com en l'elecció dels elements de xarxa utilitzats (substitució d'un hub a 10Mbps per un switch a 
100Mbps).
 1.2  Motivació
Aquest projecte pot resultar interessant ja que es toquen molts temes de l'administració de 
xarxes i sistemes. 
Al tractar-se d'una solució “preparada per ser utilitzada” (out of the box), es poden veure 
configuracions de programes i serveis desconeguts o no, cosa que permet estudiar-ne i entendre'n 
millor el comportament. Es pot veure, per exemple, com es treballa amb LDAP, o també què són 
i com funcionen els clients lleugers i grassos, com monitoritzar la xarxa amb programes com el 
munin o el nagios...
Una altra motivació és veure algunes mesures de seguretat que es prenen per defecte en 
xarxes d'aquest estil.
 1.3  Entorn de treball
L'entorn de treball se situa en un petit laboratori del departament de Llenguatges i Sistemes 
Informàtics de l'ETSEIB on es disposa del següent equipament:
• 1 hub
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• 2 switchos Cisco Catalyst 2950
• 1 pc configurat com a router
• 5 pcs
◦ 1GB de memòria
◦ Tarja de xarxa integrada a la placa base
▪ Un dels 5 amb una tarja de xarxa afegida
• 1 pc antic, amb una tarjeta de xarxa no compatible amb PXE
• 1 Impressora HP Laserjet 4
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2. Descripció Skolelinux
 2.1  Història
El  projecte  Skolelinux  va  començar  a  Noruega,  el  2  de  juliol  del  2001.  Vint-i-cinc 
programadors  i  traductors  van  acordar  millorar  l'ús  del  programari  en  l'educació.  Les  seves 
premisses es basaven, d'una banda, en els principis del programari lliure, en què els estudiants i 
professors havien de tenir la possibilitat d'obtenir el codi dels programes que utilitzaven. Això els 
hi  donaria  tant  la  llibertat  de modificar  els  programes  com d'aprendre  d'altres  programadors 
experts. D'altra banda, també es pretenia que els alumnes poguessin aprendre en el seu idioma, i 
per això es necessitava traduir el programari al major nombre d'idiomes possible.
Durant el 2002 es van unir al projecte programadors, traductors i professors alemanys, i a 
partir del 2003 s'hi van anar incorporant de la resta del món, destacant també les aportacions de 
França i Grècia.
El  20  de  juny  del  2004  es  va  publicar  la  primera  versió,  Skolelinux  1.0,  que  es  va 
anomenar “Venus” i estava basada en Debian Woody. 
Posteriorment, Skolelinux va passar a formar part d'un sub-projecte de Debian anomenat 
DebianEdu, i el 14 de març del 2006 es va publicar la versió 2.0 de Skolelinux, que estava 
basada en Debian Sarge i que portava el nom d'aquest sub-projecte.
La versió 3.0, anomenada “Terra”, va arribar el 22 de juliol del 2007 i estava basada en 
Debian Etch.
Actualment la versió considerada estable és la 5.0, que està basada en Debian Lenny i es va 
publicar el 9 de febrer del 2010.
 2.2  Característiques generals
Skolelinux és una distribució de linux orientada a entorns escolars. Entre els objectius que 
persegueix podem destacar:
• Facilitar la instal·lació
◦ Procurar  que  sigui  una  solució  “llesta  per  a  utilitzar”,  on  els  serveis  que 
s'ofereixin ja vinguin pre-configurats
• Simplificar l'administració i el manteniment de la xarxa
◦ Oferir una solució de clients lleugers i grassos
◦ Centralitzar l'administració
◦ Oferir  interfícies  web  per  a  l'administració  d'alguns  serveis  bàsics  (com la 
gestió d'usuaris, de backups...)
• Possibilitar l'ús de diferents equips amb el mateix entorn d'usuari
◦ Centralitzar els serveis de directori d'usuari per permetre el login amb el mateix 
nom d'usuari i contrasenya en tota la xarxa
◦ Centralitzar els directoris  principals d'usuari  per permetre a l'usuari  tenir  les 
mateixes configuracions personals i els mateixos arxius en totes les màquines
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• Proporcionar programes ja instal·lats que siguin apropiats per les escoles
• Garantir l'estabilitat del sistema en general i del programari emprat
• Oferir traducció al màxim nombre de llengües possible
◦ Està disponible en 42 llengües, entre elles el català
• Minimitzar costos
◦ Evitar llicències utilitzant programari lliure
◦ Poder utilitzar maquinari antic
 2.2.1  Serveis
Tots els serveis que ofereix Skolelinux, a excepció del que controla els clients de xarxa 
(LTSP),  estan configurats per defecte de manera centralitzada en el servidor principal anomenat 
tjener. Per motius de rendiment és recomanable que el servidor de clients lleugers es trobi en una 
màquina separada del servidor principal, tot i que també es possible instal·lar-lo en el mateix 
tjener, si en el moment de la instal·lació d'aquest escollim també el perfil “Servidor de clients 
lleugers”. Tots els serveis s'ofereixen exclusivament via IPv4 i disposen de noms DNS dedicats 
per tal de facilitar la mobilitat dels serveis cap a un altre servidor separat del tjener1.
A continuació es llisten els serveis que podem trobar configurats per defecte amb el seu 
corresponent nom DNS entre claudàtors:
• Registres centralitzats [syslog]
• DNS (PowerDNS) [domain]
• Configuració automàtica d'equips (DHCP) [bootps]
• Sincronització de rellotge (NTP) [ntp]
• Directoris arrel via sistema d'arxius de xarxa (SMB/NFS) [homes]
• Oficina de Correu Electrònic [postoffice]
• Servei de Directori (OpenLDAP) [ldap]
• Administració d'usuaris (lwat)
• Servidor Web (Apache/PHP) [www]
• Còpia de seguretat central (sl-backup, slbackup-php) [backup]
• Caché Web / Proxy (Squid) [webcache]
• Impressió (CUPS) [ipp]
• Inici de sessió remot (OpenSSH) [ssh]
• Configuració automàtica [cfengine]
• Servidor de clients lleugers (LTSP) [ltspserver\#]
• Monitorització de serveis i equips (munin, nagios i sitesummary).
1 Si es vol moure un servei cap a un altre servidor, només cal parar-lo en el tjener i configurar el servidor DNS per 
a què el nom del servei apunti cap al nou servidor (que, òbviament, ha d'estar configurat i en funcionament).
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 2.2.2  Programari incorporat
Skolelinux incorpora  una sèrie  de  programes comuns a  la  majoria  de les  distribucions 
basades en Debian i, a més a més, tot un conjunt d'aplicacions específiques orientades a l'àmbit 
educacional. 
 2.2.2.1  Programari comú
• Nucli linux 2.6.26
• Entorn KDE 3.5.10
• Navegador Ice Weasel 3.0.6-3
• Paquet ofimàtic OpenOffice 2.4.1
• Gimp: Programa d'edició d'imatges
• Scribus: Potent sistema de maquetació i publicació de documents
• ...
 2.2.2.2  Programari educatiu
• GCompris: Col·lecció de programes educatius destinats a nens de 2 a 10 anys
• KTouch: Programa per practicar mecanografia
• KAlgebra:  Programa de càlcul avançat que permet mostrar gràfiques de funcions 
en 2 i 3D
• Kig: Programa per explorar estructures geomètriques
• Kgeography: Programa per aprendre geografia, amb exercicis inclosos.
• Celestia: Programa que permet explorar en temps real el sistema solar, planetes, 
galàxies i estrelles.
• ...
 2.3  Arquitectura de xarxa
Una xarxa Skolelinux consta d'un router i d'un únic servidor principal, anomenat tjener, i 
permet la inclusió d'estacions de treball normals i sense disc (clients grassos) i de servidors de 
clients lleugers amb els seus clients lleugers associats, que es troben normalment en altres xarxes 
diferents de la principal.
Per defecte, la xarxa principal es troba en el rang 10.0.2.0/23 i al router i al tjener se'ls 
assignen les adreces 10.0.2.1 i 10.0.2.2 respectivament. Com que només hi pot haver un servidor 
DHCP controlant un rang d'adreces i el tjener en porta un de configurat, només es pot instal·lar  
un tjener en tota la xarxa i s'ha de deshabilitar el servei de DHCP per aquesta xarxa en el router, 
en cas que n'hi hagi.
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Els servidors de clients lleugers fan d'enrutadors connectant la xarxa principal 10.0.2.0/23 
amb  una  xarxa  secundària  de  clients  lleugers,  a  la  qual  se  li  assigna  per  defecte  el  rang 
192.168.0.0/24. Els servidors de clients lleugers tenen un servidor de DHCP per la xarxa de 
clients lleugers amb la que connecten, cosa que no interfereix amb el servidor de DHCP del  
tjener ja que no s'executa per la interfície connectada a la xarxa 10.0.2.0/23.
 2.3.1  Els clients de xarxa
La solució de clients lleugers i grassos que ofereix la distribució Skolelinux es basa en el 
projecte  Linux Terminal Server Project (LTSP). Es tracta d'un conjunt de serveis que fan que 
diversos clients puguin utilitzar simultàniament el mateix ordinador (el servidor LTSP). Això 
permet tenir clients poc potents i sense disc dur.
El seu funcionament consisteix en crear un entorn chroot2 amb la instal·lació d'un linux en 
el  servidor  LTSP (normalment  a  /opt/ltsp/ARCH,  on  ARCH representa  l'arquitectura,  per 
exemple  /opt/ltsp/i386),  el qual muntaran els clients per NFS a la seva arrel.  D'aquesta 
manera, els clients no necessiten tenir instal·lat cap sistema operatiu, ja que utilitzaran el que 
muntaran per NFS. Només necessitaran una targeta de xarxa compatible amb el protocol PXE o, 
2 Havent instal·lat un sistema operatiu secundari en un sub-directori del sistema principal, la comanda chroot 
permet executar comandes agafant com a  arrel del sistema d'arxius aquell sub-directori, de manera que les 
comandes executades treballin sobre el sistema d'arxius del sistema secundari.
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Figura 1: Arquitectura de xarxa genèrica de Skolelinux
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en el seu defecte (especialment per a maquinari antic), un disc que els permeti arrencar amb 
etherboot o gPXE, carregant els nuclis adients que els permetran muntar la seva arrel al directori 
corresponent  del  servidor  LTSP.  D'aquesta  forma,  també  s'aconsegueix  centralitzar 
l'administració de tots els clients en el servidor LTSP, instal·lant, actualitzant i configurant els 
programes necessaris en el directori /opt/ltsp/ARCH del servidor.
A la  versió  5  de  Skolelinux,  aquest  sistema  que  carregaran  els  clients  de  xarxa  ve 
configurat per utilitzar normalment els nivells d'execució 3 o 43, donant l'opció de carregar un 
sistema mínim per actuar només de terminal, o tot un sistema d'estació de treball complert. Així 
doncs, en funció del nivell d'execució podrem distingir dos tipus de clients: els lleugers i els 
grassos4. 
 2.3.1.1  Clients lleugers
Els clients lleugers són els que simplement actuen com a terminals, on tot el programari 
s'executa en el servidor i només s'envia les entrades i sortides. En aquest cas, el nivell d'execució 
amb què s'inicia el nucli és el 4, i només es necessita carregar al client un sistema mínim per tal 
d'executar el gestor de finestres LDM, que es connectarà a través de SSH amb X11-forwarding5 
al servidor LTSP. Per tant, aquest és el tipus de client que permet utilitzar maquinari més antic, ja 
que tota la potència de càlcul recau en el servidor. 
El seu funcionament intenta simular que el client lleuger no és més que un conjunt de 
perifèrics d'entrada/sortida amb un cable molt llarg connectats al servidor LTSP.
El principal trànsit de xarxa que genera aquest tipus de client és el de SSH, que té lloc en 
cada canvi en l'entrada o sortida (cada moviment de ratolí, per exemple). D'altra banda, també es  
pot trobar trànsit del protocol NFS, ja que el client munta l'arrel del seu sistema mínim per mitjà 
d'aquest protocol. Aquest, però, és força menys abundant (tret del moment de l'arrencada) degut 
a què el client pot carregar a memòria els pocs programes que necessita executar, i bàsicament 
haurà d'accedir al sistema d'arxius per escriure logs i poca cosa més. També es pot trobar altre 
tipus de trànsit com del protocol de syslog o de serveis de monitorització com munin i nagios (si  
s'han configurat), però no cap trànsit que generi directament l'usuari del client lleuger, ja que tot 
aquest tindrà com a origen el servidor LTSP.
 2.3.1.2  Clients grassos
Els clients grassos són estacions de treball sense disc. També munten el mateix directori 
/opt/ltsp/ARCH del  servidor  LTSP a  la  seva  arrel,  però  inicien  el  nucli  amb  el  nivell 
d'execució 3, fent que es carregui un sistema complert. En aquest cas, tota la potència de càlcul 
recau sobre del client i, per tant, ja no és el recomanable per utilitzar maquinari antic. Un client 
gras pot estar indicat principalment per a aprofitar l'administració centralitzada, i en segon terme 
3 Hi ha un script (/opt/ltsp/ARCH/etc/init.d/ltsp_set_runlevel) que comprova amb quin nivell d'execució s'ha cridat 
al nucli. En cas que no se n'hagi especificat cap, li assigna el nivell 3 si la IP comença per 10 i el nivell 4 si 
comença per 192.
4 En anglès es parla normalment de thin clients per als clients lleugers i de diskless workstations o fat clients per 
als clients grassos. Haguéssim pogut referir-nos als clients grassos com a “estacions de treball sense disc”,  que 
descriu millor el què són, però principalment hem escollit l'altra opció per no donar peu a pensar que els clients 
lleugers sí que necessiten disc. Tant els clients lleugers com els grassos poden executar-se sense disc dur.
5 X11-forwarding permet l'encriptació del trànsit X Windows remot, fent que es pugui visualitzar l'entorn gràfic 
remotament de manera segura.
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per reduir parts mecàniques susceptibles de generar soroll i de patir avaries, gràcies a l'eliminació 
del disc dur.
La idea del funcionament d'un client gras és la d'una estació de treball normal amb un 
cable de disc molt llarg connectat a un disc que es troba al servidor LTSP.
En el cas dels clients grassos trobem un increment substancial del trànsit de xarxa per NFS. 
D'una banda, de la mateixa manera que un client lleuger, el client gras munta la seva arrel al  
directori  /opt/ltsp/ARCH del  servidor  LTSP,  però  el  client  gras  generarà  trànsit  NFS per 
qualsevol programa que l'usuari vulgui executar i no tingui carregat a memòria, així com per 
qualsevol arxiu que vulgui llegir o escriure. D'altra banda, com qualsevol estació de treball, el 
client gras munta el seu directori principal (el  home) al directori corresponent del tjener (per 
defecte  /skole/tjener/home0), cosa que també generarà contínuament trànsit NFS cap al 
tjener. Finalment cal observar que, a diferència del que passa amb els clients lleugers, amb els 
clients grassos, qualsevol trànsit que generi directament l'usuari sí que tindrà com a origen el 
client gras.
 2.4  Avantatges
• Per estar basada en la distribució Debian, hereta la seva gran estabilitat i robustesa.
• Pren també els avantatges genèrics del programari lliure 
◦ La possibilitat d'estudiar el codi dels programes per aprendre de programadors 
experimentats
◦ Es poden modificar els programes
◦ Es pot distribuir gratuïtament
• És fàcil d'implantar ja que ve amb la majoria de serveis necessaris pre-configurats
• Incorpora molts programes educatius
• Permet utilitzar ordinadors antics com a clients lleugers per executar aplicacions 
recents
 2.5  Desavantatges
• L'estabilitat de Debian ve a costa de no tenir les últimes versions dels programes 
instal·lats
• La facilitat d'implantació, que és un objectiu i un avantatge, també pot esdevenir un 
problema de seguretat, ja que s'acostuma a seguir la configuració per defecte, si 
aquesta ja funciona.
◦ La configuració per defecte no posa prou èmfasi en la seguretat
▪ Falta una mínima securització per defecte de serveis com l'Apache
◦ Disminuir  els  coneixements  necessaris  per  la  seva  implantació,  si  no 
s'adquireixen després, pot suposar un problema en l'administració per falta de 
comprensió de la infraestructura 
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 2.6  Requeriments
Els requeriments per a instal·lar la distribució Skolelinux varien en funció del perfil que 
s'hagi d'utilitzar, així com de les dimensions de la xarxa que es vol implementar.
 2.6.1  Requeriments de maquinari
 A continuació es llisten unes recomanacions sobre el maquinari per al bon funcionament 
del sistema.
• Els processadors han de ser compatibles amb i386, amd64 o powerpc.
• El  servidors  de  clients  lleugers  necessiten  dues  targetes  de  xarxa  si  s'utilitza 
l'arquitectura de xarxa per defecte
◦ eth0 connectada a la xarxa principal (10.0.2.0/23)
◦ eth1 connectada a la xarxa secundària (192.168.0.0/24)
◦ Es pot considerar 2 GB de RAM per 30 clients i 4 GB de RAM per 50-60 
clients
• 10 GB d'espai de disc per les estacions de treball i les màquines aïllades, 15 GB 
pels servidors de clients lleugers, i almenys 30 GB pel servidor principal (el tjener).
• Els clients lleugers poden funcionar amb només 64 MB de RAM i 133 Mhz de 
processador,  tot  i  que  si  es  necessita  executar  algunes  aplicacions  com  el 
Iceweasel/Firefox i l'OpenOffice el mínim passa a ser de 128 MB de memòria.
• Per les estacions de treball, els clients grassos i les màquines aïllades, trobem un 
mínim de 800Mhz de processador i 256 MB de memòria, tot i que per aconseguir  
un millor rendiment és recomanable arribar almenys a 1 GB de memòria. També 
serà recomanable un processador més ràpid.
◦ Per defecte està habilitat l'espai de memòria d'intercanvi (swap) a través de la 
xarxa, amb una mida de 32 MB. 
▪ Si els clients grassos tenen disc dur, és recomanable utilitzar-lo per a l'espai 
de memòria d'intercanvi enlloc del de la xarxa, ja que és molt més ràpid.
◦ És recomanable habilitar almenys 512 MB d'espai d'intercanvi per a estacions 
de  treball  amb  256  MB  de  memòria,  per  tal  d'evitar  problemes  amb 
l'OpenOffice.
 2.6.2  Requeriments de l'arquitectura de xarxa per defecte
Les regles que regeixen la configuració de la xarxa per defecte són les següents:
• Hi ha d'haver exactament un servidor principal, l'anomenat “tjener”
• Hi pot haver fins a 50 equips (entre estacions de treball i clients grassos) a la xarxa 
principal.
• Hi pot haver fins a 20 servidors de clients lleugers en la xarxa principal
9
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◦ Es poden tenir centenars de clients lleugers o grassos a cada xarxa secundària 
que crea cada servidor de clients lleugers
• Es  poden  tenir  centenars  d'altres  màquines  amb  adreces  IP  assignades 
dinàmicament
• Per tenir accés a internet es necessita un equip que faci d'enrutador i que no tingui 
cap servidor de DHCP.
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3. Instal·lació al laboratori
 3.1  Arquitectura de xarxa
La xarxa que s'ha muntat al laboratori consta d'un servidor principal (tjener) connectat a un 
switch,  al  qual  també estan connectats  un pc que fa  d'enrutador,  una estació de treball,  una 
impressora i  un  servidor  de  clients  lleugers.  Tots  aquests  equips  connectats  a  aquest  switch 
conformen la xarxa 10.0.2.0/23. Per la seva banda, el servidor de clients lleugers està connectat a 
un altre switch (inicialment era un hub, però finalment es va canviar per raons de rendiment) on 
també  s'hi  han  connectat  un  client  lleuger  i  un  client  gras,  tots  aquests  formant  la  xarxa 
192.168.0.0/24.
 3.2  Instal·lació del Tjener
Descarreguem  la  imatge  del  cd  que  utilitzarem  per  la  instal·lació  des  de 
ftp://ftp.skolelinux.no/skolelinux-cd/debian-edu-5.0.4+edu0-CD.iso6.





6 En el moment d'escriure aquesta documentació ja hi havia disponible la versió 5.0.6+edu1 a 
ftp://ftp.skolelinux.no/skolelinux-cd/debian-edu-5.0.6+edu1-DVD.iso
Figura 2: Arquitectura de la xarxa de Skolelinux al laboratori
3.Instal·lació al laboratori
• Configuració de la xarxa (necessitem configurar la xarxa perquè s'hauran de descarregar 
alguns paquets necessaris durant la instal·lació)





▪ DNS: 8.8.8.8 (Servidor DNS de Google, o qualsevol altre que coneguem)
• Rellotge --> Madrid
• Perfil --> Servidor Principal
• Particionament --> Automàtic
• Seleccionem no participar en l'enquesta
• Introduïm la contrasenya de root
• Reiniciem
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Figura 3: Elecció del tipus de perfil a instal·lar
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Un cop hem reiniciat, ens trobem amb el primer problema a causa de la targeta gràfica que 
estem utilitzant, que deixa la imatge congelada abans d'arribar a la pantalla de login. Continuem 
endavant afegint el paràmetre vga=771 a l'arrencada del kernel:
• En aparèixer la pantalla del carregador d'arrencada (grub) seleccionem l'opció que volem 
arrencar i cliquem la lletra “e”. Seleccionem la línia que comença per “kernel”  i cliquem 
“e” per editar les opcions d'arrencada.
• Afegim al final de la línia: vga=771 (per teclejar el símbol “=” pitgem la tecla “¡”, ja que 
el teclat no està configurat en català en aquest punt) i pitgem la tecla “Intro” per acceptar
• Tornem a arrencar pitjant la lletra “b”
• Editem l'arxiu /boot/grub/menu.lst
• Afegim al final de totes les línies que comencen per “kernel”: vga=771
• Guardem els canvis i reiniciem
Després de reiniciar ja ens apareix la pantalla de login. Iniciem sessió i executem un netstat 
-natpu per comprovar que s'han iniciat els serveis esperats.
Un cop s'ha  acabat  la  instal·lació  bàsica  del  servidor  és  molt  recomanable  aplicar  les 
actualitzacions que puguin haver sortit des de la publicació del CD/DVD fins a la data de la 
instal·lació,  en  les  quals  s'han  pogut  corregir  problemes  de  seguretat  i  errors  que  s'hagin 
descobert.
• Editem l'arxiu /etc/apt/sources.list, comentem (amb el símbol “#”) les línies 
que comencen per cdrom i descomentem els repositoris
• Executem les comandes per actualitzar
◦ # apt-get update
◦ # apt-get upgrade
• Com  que  aquesta  actualització  modifica  l'arxiu  /boot/grub/menu.lst ja  que 
actualitza  el  kernel,  és  necessari  tornar-lo  a  editar  per  tal  d'afegir-hi  el  paràmetre 
vga=771, tal i com s'ha explicat anteriorment. 
 3.3  Alta d'usuaris i màquines
Per tal  de donar  d'alta  usuaris  i  màquines  podem utilitzar  l'aplicació  web lwat  que ve 
instal·lada en el tjener. Des de qualsevol pc connectat a la mateixa xarxa 10.0.2.0/23 podem 
accedir  a  la  url  https://www/lwat (amb  el  protocol  https  per  a  què  la  comunicació  sigui 
encriptada). L'usuari per defecte per configurar el directori LDAP és “admin” i la contrasenya és 
la que s'ha escollit per l'usuari root del tjener.
13
3.Instal·lació al laboratori
Quan es crea un usuari, per defecte es proposa una contrasenya aleatòria i es dóna l'opció 
de  generar-ne  una  altra  si  aquesta  no  agrada,  però  no  de  modificar-la  manualment.  Això 
proporciona  d'entrada  contrasenyes  d'una  seguretat  acceptable,  tot  i  que  després  l'usuari  pot 
canviar-la sense cap requeriment de complexitat. En un entorn de producció està bé iniciar els 
usuaris amb contrasenyes aleatòries ja que, encara que l'usuari se la canviï i s'en posi una de 
trivial, com a mínim serà menys probable que es repeteixi en d'altres usuaris. Però com que el 
nostre entorn és de proves, configurarem el lwat per a què deixi modificar la contrasenya:
• Editar l'arxiu /etc/lwat/config.php
◦ Posar $allowPWSet=1
 3.3.1  Creació de múltiples usuaris
És possible crear molts usuaris a la vegada per mitjà d'un arxiu .csv. Aquest arxiu ha de 
tenir un usuari per línia amb els camps d'informació separats per “;”. 
La mínima informació requerida és el NomComplet. 
La màxima informació admesa és:
Plantilla d'usuari;NomComplet;Usuari;Contrasenya;Grup 
S'ha de tenir en compte que el camp grup només admetrà grups que ja existeixin, així que, 
si no és el cas, s'haurà d'anar abans al menú Groups del Lwat i crear-lo des d'allà.









Podem pujar  l'arxiu  anant  a  https://www/lwat,  clicant  a  Users>Add i  anant  a  l'apartat 
Import from file. 
Un cop el  pugem,  el  sistema ens  deixa  escollir  l'ordre  dels  camps  que hem introduït, 
afegint a la part de dalt de cada columna un menú desplegable amb el camp que representa, com 
es pot observar en la figura 4.
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Finalment, cliquem a Checkfile i ens comprova si hi ha algun error (una plantilla inexistent, 
per exemple, cas en què mostra un menú desplegable per escollir la plantilla) i ens mostra la 
llista final d'usuaris que ens proposa crear, generant les contrasenyes i els noms d'usuari que no 
haguem  posat:
En la figura  5, podem observar,  a l'usuari Montserrat Tura,  un desplegable en el  camp 
Template, ja que s'havia intentat posar una plantilla inexistent. També veiem el camp Username 
omplert automáticament amb les 3 primeres lletres del nom i cognom pels usuaris que no havien 
omplert aquest camp i una contrasenya aleatòria pels que no en tenien cap especificada. 
 3.3.2  Alta de servidors i estacions de treball
És molt important  donar d'alta els servidors i les estacions de treball, ja que el servei 
NFS del tjener està configurat per exportar el directori /skole/tjener/home0, però només a 
aquelles màquines que constin al LDAP en un grup adequat. Si no donem d'alta una estació de 
treball o un servidor al LDAP no podrem muntar el directori  /skole/tjener/home0, i com 
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Figura 4: Resultat d'importar l'arxiu alumnes_segon.csv.
Figura 5: Llistat d'usuaris proposat, obtingut a partir de l'arxiu 
alumnes_segon.csv. 
3.Instal·lació al laboratori
que és on es troben els  directoris  principals  dels  usuaris  (els  directoris  “home”),  no podrem 
iniciar sessió. 
Els clients lleugers (“thin client”) no necessiten ser donats d'alta per aquest motiu, ja que a 
efectes pràctics és com si fossin el mateix servidor de clients lleugers, que és qui haurà muntat el  
directori en qüestió.
 3.4  Instal·lació d'una estació de treball
Repetim el procés d'instal·lació que hem seguit amb el tjener, amb la diferència que ara 
escollirem el perfil Estació de treball. En seleccionar aquest perfil, però, ja no fa falta afegir el 
paràmetre vga=771 a l'arrencada del kernel. 
Quan acaba el procés iniciem sessió amb l'usuari root ja que encara no s'ha donat d'alta cap 
usuari ni cap màquina al LDAP.
Obrim llavors un terminal i actualitzem:
• Editem l'arxiu /etc/apt/sources.list, comentem (amb el símbol “#”) les línies 
que comencen per cdrom i descomentem els repositoris
• Executem les comandes per actualitzar
◦ apt-get update
◦ apt-get upgrade
• Afegim l'estació de treball al LDAP des de https://www/lwat dins del grup workstation-
hosts
 3.5  Instal·lació d'un servidor de clients lleugers
Repetim el procés d'instal·lació que hem seguit amb el tjener, amb la diferència que ara 
escollirem el perfil Servidor de clients lleugers. Tampoc no fa falta afegir el paràmetre vga=771 
a l'arrencada del kernel.
Quan acaba el procés iniciem sessió amb l'usuari  root ja que encara no hem donat d'alta 
aquest servidor i no podrem iniciar sessió amb cap usuari del directori LDAP.
Obrim llavors un terminal i actualitzem:
• Editem l'arxiu /etc/apt/sources.list, comentem (amb el símbol “#”) les línies 
que comencen per cdrom i descomentem els repositoris
• Executem les comandes per actualitzar
◦ apt-get update
◦ apt-get upgrade




 3.6  Requisits dels clients de xarxa
La  majoria  de  targetes  de  xarxa  de  l'actualitat  suporten  el  protocol  PXE  (Preboot 
eXecution  Environment),  que  permet  arrencar  un  sistema  operatiu  a  través  de  la  xarxa, 
independentment dels dispositius d'emmagatzematge de dades disponibles o de si tenen algun 
sistema operatiu instal·lat.
Si  la  nostra  targeta  de  xarxa  no  el  suporta  podem  generar  un  disquet  amb  una 
implementació lliure del PXE anomenada gPXE7. Per fer-ho, podem seguir els següents passos:
• Accedim a http://rom-o-matic.net/gpxe/gpxe-1.0.1/contrib/rom-o-matic/  
◦ Deixem les opcions per defecte
▪ 1) Choose an output format: Floppy bootable image (.dsk)
▪ 2) Choose a NIC type: all-drivers
▪ 3) (optional – for binary ROM image format only) No posem res 
◦ Cliquem a Get Image en el punt 4) Generate and download an image 
◦ Obtindrem un arxiu .dsk amb la imatge d'un disquet. 
• Gravem la  imatge  .dsk (suposem que es  diu  gpxe-1.0.1-gpxe.dsk,  i  que l'hem 
desada a /tmp/) en un disquet de 3,5''
◦ dd if=/tmp/gpxe-1.0.1-gpxe.dsk of=/dev/fd0
• Configurem la BIOS per a què arranqui des del disquet
 3.7  Instal·lació de clients de xarxa
Podem distingir dos tipus de clients de xarxa: els clients lleugers (thin clients) i els clients 
grassos (fat clients o diskless workstations). A diferència del que passava amb la versió anterior, 
amb la instal·lació per defecte d'un servidor de clients lleugers amb la versió 5.0.4 de Debian 
Edu, ja ve instal·lat l'entorn necessari per poder iniciar tant un client lleuger com un de gras. 
L'únic que cal fer és actualitzar l'entorn i configurar el PXE per a què carregui el nucli amb 
les opcions d'arrencada adients, que consisteixen bàsicament en passar-li el nivell d'execució (o 
runlevel) 3 o el 4. Això ho podem fer canviant el comportament per defecte, configurant clients 
en concret (segons les adreces MAC de les seves targetes de xarxa) per a què s'iniciïn en aquest 
mode, o fins i tot carregant un menú que permeti escollir quin tipus de client es vol iniciar, que és 
com ve per defecte a la xarxa 10.0.2.0/23. 
Per actualitzar els clients de xarxa haurem de fer el següent des del servidor de clients 
lleugers:
• # chroot /opt/ltsp/i386
◦ # mount -t proc proc proc




▪ Comentar (afegint el símbol “#” davant) les línies que comencen per cdrom
▪ Des-comentar (traient el símbol “#”) els repositoris necessaris
◦ # apt-get update
◦ # apt-get upgrade
◦ # exit
• # ltsp-update-kernels
Pel  que fa  a  la  configuració  del  PXE, tot  i  que és  lògic  pel  funcionament  del  mateix 
protocol, és molt important tenir en compte que n'hi haurà una per a cada xarxa, i que s'ubicarà a  
la mateixa màquina del servidor de dhcp que controli aquella xarxa. Per aquest motiu separarem 
el cas en què el servidor de clients lleugers es troba a la mateixa màquina que el tjener, del cas en 
què es troben en màquines independents.
 3.7.1  Servidor de clients lleugers i tjener a la mateixa màquina
Si el servidor de clients lleugers es troba en la mateixa màquina que el tjener, podrem 
trobar les 2 configuracions a la mateixa màquina:
• /var/lib/tftpboot/pxelinux.cfg/default (afectarà a la xarxa 
10.0.2.0/23)
• /var/lib/tftpboot/ltsp/i386/pxelinux.cfg/default (afectarà a la xarxa 
192.168.0.0/24)
En aquest escenari ens trobarem per defecte que si connectem un client de xarxa a la xarxa 
10.0.2.0/23 apareixerà un menú amb les opcions d'instal·lació: arrencar un client lleuger (thin  
client), arrencar un client gras (diskless workstation) o arrencar des del disc dur. I si connectem 
el client a la xarxa 192.168.0.0/24, arrencarà per defecte un client lleuger. 
Per fer que la xarxa 10.0.2.0/23 arrenqui per defecte un client gras:
• # mv /var/lib/tftpboot/pxelinux.cfg/default /var/lib/tftpboot/pxelinux.cfg/default.vell
• # ln -s /var/lib/tftpboot/debian-edu/default-diskless.cfg /var/lib/tftpboot/pxelinux.cfg/default
Per fer que la xarxa 10.0.2.0/23 arrenqui per defecte un client lleuger:
• # mv /var/lib/tftpboot/pxelinux.cfg/default /var/lib/tftpboot/pxelinux.cfg/default.vell
• # ln -s /var/lib/tftpboot/debian-edu/default-thin.cfg /var/lib/tftpboot/pxelinux.cfg/default
Per modificar la xarxa 192.168.0.0/24 no podem simplement crear enllaços simbòlics ja 
que  s'haurien  de  modificar  les  rutes.  Es  podria  copiar  el  directori 
/var/lib/tftpboot/debian-edu/ a  /var/lib/tftpboot/ltsp/i386/ i  crear  els 
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enllaços  allà,  però  de  fet  només  cal  afegir  un  3  o  no8 a  l'arxiu 
/var/lib/tftpboot/ltsp/i386/pxelinux.cfg/default.
Per tant, per fer que a la xarxa 192.168.0.0/24 arrenqui per defecte un client lleuger:
• Editar l'arxiu /var/lib/tftpboot/ltsp/i386/pxelinux.cfg/default
DEFAULT vmlinuz ro initrd=initrd.img boot=nfs quiet
Per  tant,  per  fer  que  a  la  xarxa  192.168.0.0/24  arrenqui  per  defecte  un  client  gras  hi 
afegirem un 3:
• Editar l'arxiu /var/lib/tftpboot/ltsp/i386/pxelinux.cfg/default
DEFAULT vmlinuz ro initrd=initrd.img boot=nfs quiet 3
 3.7.2  Servidor de clients lleugers i tjener en màquines independents
Si el servidor de clients lleugers es troba en una màquina separada del tjener, com és el 
nostre cas,  la documentació9 potser hauria de fer més èmfasi en què, tot i que el servidor de 
clients lleugers seguirà tenint també l'estructura per servir a la xarxa 10.0.2.0/23 (es pot trobar 
l'arxiu /var/lib/tftpboot/pxelinux.cfg/default i 
/var/lib/tftpboot/pxelinux.0, encara que aquest últim en forma d'enllaç simbòlic 
trencat), aquesta no tindrà cap efecte ja que el servidor de DHCP d'aquesta xarxa es troba en el 
tjener. Per tant, per canviar la configuració PXE de cada xarxa haurem de modificar:
• Des del tjener:
◦ /var/lib/tftpboot/pxelinux.cfg/default (afectarà a la xarxa 
10.0.2.0/23)
• Des del servidor de clients lleugers:
◦ /var/lib/tftpboot/ltsp/i386/pxelinux.cfg/default (afectarà a la xarxa 
192.168.0.0/24)
8 Podem ometre el nivell d'execució 4 per iniciar el client lleuger, ja que, com s'ha comentat anteriorment, hi ha un 
script (/opt/ltsp/ARCH/etc/init.d/ltsp_set_runlevel) que, en cas que no se li passi com a paràmetre a les opcions 
d'arrencada del kernel, assigna el nivell d'execució 4 si el client s'està executant en una xarxa que comenci per 
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En aquest  cas,  ens  trobem per  defecte  que a  la  xarxa 10.0.2.0/23 els  clients  de xarxa 
arrenquen amb un menú que els hi dóna només les opcions d'instal·lació i d'arrencada local, i a la 
xarxa 192.168.0.0/24 els clients ho fan com a clients lleugers.
Per fer que la xarxa 10.0.2.0/23 carregui per defecte un client gras, des del tjener:
• # scp -r root@ltspserver00:/var/lib/tftpboot/ltsp /var/lib/tftpboot/
• Creem  l'arxiu  /var/lib/tftpboot/debian-edu/default-diskless.cfg 
amb el següent contingut (especificant la ip del servidor de clients lleugers ltspserver00 i 
especificant el nivell d'execució 3):
DEFAULT ltsp/i386/vmlinuz initrd=ltsp/i386/initrd.img nfsroot=10.0.2.10:/opt/ltsp/i386 
boot=nfs ro quiet 3
• # mv /var/lib/tftpboot/pxelinux.cfg/default /var/lib/tftpboot/pxelinux.cfg/default.vell
• # ln -s /var/lib/tftpboot/debian-edu/default-diskless.cfg /var/lib/tftpboot/pxelinux.cfg/default
Per fer que la xarxa 10.0.2.0/23 arrenqui per defecte un client lleuger, des del tjener:
• # scp -r root@ltspserver00:/var/lib/tftpboot/ltsp /var/lib/tftpboot/
• Creem l'arxiu /var/lib/tftpboot/debian-edu/default-thin.cfg amb el 
següent  contingut  (especificant  la  ip  del  servidor  de  clients  lleugers  ltspserver00  i 
especificant el nivell d'execució 4):
DEFAULT ltsp/i386/vmlinuz initrd=ltsp/i386/initrd.img nfsroot=10.0.2.10:/opt/ltsp/i386 
boot=nfs ro quiet 4
• # mv /var/lib/tftpboot/pxelinux.cfg/default /var/lib/tftpboot/pxelinux.cfg/default.vell
• # ln -s /var/lib/tftpboot/debian-edu/default-thin.cfg /var/lib/tftpboot/pxelinux.cfg/default
Com es  pot  veure en  els  dos  casos  anteriors,  s'ha  de començar  per  copiar  el  directori 
/var/lib/tftpboot/ltsp del servidor de clients lleugers al tjener. Això s'ha de fer perquè el  
nucli sí que es carregarà des del tjener per tftp i un cop carregat ja muntarà per nfs la / allà on se  
li  hagi  especificat  en  el  paràmetre  nfsroot  que  se  li  passa  al  kernel  (en  aquest  cas 
10.0.2.10:/opt/ltsp/i386).
De la mateixa manera que en el cas en què el servidor de clients lleugers i el tjener es 
troben a la mateixa màquina, per modificar la xarxa 192.168.0.0/24 no podem simplement crear 
enllaços  simbòlics  ja  que  s'haurien  de  modificar  les  rutes.  Es  podria  copiar  el  directori 
/var/lib/tftpboot/debian-edu/ a  /var/lib/tftpboot/ltsp/i386/ i  crear  els 
enllaços  allà,  però  de  fet  només  cal  afegir  un  3  o  un  4  a  l'arxiu 
/var/lib/tftpboot/ltsp/i386/pxelinux.cfg/default.  El  que  és  important  és  fer 
aquestes modificacions al servidor de clients lleugers.
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Per tant, per fer que a la xarxa 192.168.0.0/24 arrenqui per defecte un client lleuger hi 
afegirem un 4, des del servidor de clients lleugers:
• Editar l'arxiu /var/lib/tftpboot/ltsp/i386/pxelinux.cfg/default
DEFAULT vmlinuz ro initrd=initrd.img boot=nfs quiet 4
Per fer que a la xarxa 192.168.0.0/24 arrenqui per defecte un client gras hi afegirem un 3. 
Des del servidor de clients lleugers:
• Editar l'arxiu /var/lib/tftpboot/ltsp/i386/pxelinux.cfg/default
DEFAULT vmlinuz ro initrd=initrd.img boot=nfs quiet 3
 3.7.3  Configurar un client per a què s'iniciï d'una manera determinada
En els apartats anteriors hem pogut veure com configurar una xarxa per a què els clients 
que s'hi connectin s'iniciïn per defecte com a clients lleugers o com a clients grassos. Per obligar 
que una màquina en concret s'iniciï d'una manera determinada ho podem fer a través de l'adreça 
MAC de la seva targeta de xarxa:
• Copiem l'arxiu  pxelinux.cfg/default corresponent (en funció de les reflexions 
fetes en el punts anteriors) i l'anomenem amb l'adreça MAC de la targeta precedida per 
01 (que indica el protocol ethernet dins el funcionament del PXE) i  separada per “-” 
enlloc de “:”. És a dir,  si la MAC és la 00:11:22:33:44:55, haurem de crear un arxiu 
anomenat 01-00-11-22-33-44-55.
◦ # cd RUTA_CORRESPONENT
◦ # cp pxelinux.cfg/default  pxelinux.cfg/01-00-11-22-33-44-55
• Editem l'arxiu 01-00-11-22-33-44-55 i afegim el 3 que indica el nivell d'execució, si 
volem forçar que aquest client s'iniciï com a client gras, o el 4 si volem que ho faci com a 
client lleuger.
 3.7.4  Instal·lació d'un client lleuger
Un cop tenim instal·lat un servidor de clients lleugers, i hem configurat el PXE tal i com 
s'ha explicat anteriorment, només ens queda iniciar el client des de la xarxa que haguem decidit. 
Si no hem configurat res,  si  connectem un pc a la  xarxa de clients lleugers  (per defecte,  la 
192.168.0.0/24) i arrenquem a través de la targeta de xarxa, per defecte s'iniciarà com a client 
lleuger. 
Com hem comentat  anteriorment  els  clients  lleugers  no  necessiten  ser  donats  d'alta  al 
LDAP i no tenen cap obligació de tenir una ip estàtica. Per tant, podem provar els clients lleugers 
utilitzant ips dinàmiques. 
Tot i això, pot resultar útil a nivell d'administració (sobre tot per analitzar logs i altres 
programes de monitorització) el fet que cada màquina tingui la seva pròpia ip. Per aconseguir-ho 
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s'ha de modificar la configuració del servei de DHCP. En la versió anterior això es feia tocant els  
arxius de configuració del servidor de DHCP però amb la versió 5, aquestes configuracions s'han 
de  modificar  a  través  del  LDAP.  Podem  passar  aquesta  responsabilitat  a  la  interfície  web 
https://www/lwat i afegir allà els clients lleugers sense afegir-los a cap grup. 
Per modificar aquests paràmetres manualment hauríem de fer el següent:
• Suposant que volem assignar al client amb mac 00:11:22:33:44:55 el nom ltsp010 (que 
en la part  de la configuració de dns dins del LDAP, li  assignarà la ip 192.168.0.10), 
crearem un arxiu amb el següent contingut:





• Suposant que haguem anomenat set_ltsp010.ldif a l'arxiu que acabem de crear 
podem aplicar els canvis al LDAP amb la comanda ldapmodify:
◦ # ldapmodify -xZWD 'cn=admin,ou=People,dc=skole,dc=skolelinux,dc=no' -f 
set_ltsp010.ldif
 3.7.5  Instal·lació d'un client gras
A més a  més  de tenir  el  servidor  de clients  lleugers  instal·lat  amb el  PXE configurat 
adequadament, per iniciar un client gras també es necessita donar d'alta la màquina al directori 
LDAP dins del grup workstations-hosts, tal i com s'ha de fer per les estacions de treball normals. 
Si no es fa aquest pas, el servei NFS no li permetrà muntar el directori /skole/tjener/home0 
i per tant no podrà iniciar sessió amb usuaris que no siguin locals. Ho podem fer accedint a la url  
https://www/lwat .
 3.7.6  Creació de contrasenya per l'usuari root dels clients de la xarxa
Els clients de xarxa munten la seva arrel per NFS sobre el directori /opt/ltsp/i386 del 
servidor de clients lleugers. El que diferencia si seran lleugers o grassos és el nivell d'execució i, 
per tant, els scripts que es carregaran a l'inici. En el cas dels clients lleugers, tot i que un cop 
iniciem  sessió  veurem  l'entorn  d'escriptori  del  servidor  de  clients  lleugers,  per  sota,  qui 
s'encarrega d'executar el client X és el sistema que s'està executant des de /opt/ltsp/i386. 
Pot resultar interessant connectar-se remotament als clients de xarxa per realitzar tasques 
administratives com poden ser reiniciar-los, i de fet, tant en el nivell d'execució 3 (client gras) 
com en el 4 (client lleuger), s'arrenca el servidor de SSH. El que passa és que en la instal·lació  
per defecte no s'ha assignat cap contrasenya a l'usuari root. Per fer-ho, des del servidor de clients  
lleugers fem el següent:
• # chroot /opt/ltsp/i386
• # passwd




 3.8  Comprovació d'alguns serveis
Un cop tenim la instal·lació bàsica podem començar a revisar alguns dels serveis que ens 
ofereix. Bàsicament ens fixarem en els serveis de backup i de monitorització, que seran els que 
ens permetran resoldre o almenys investigar els possibles problemes que vagin sortint.
 3.8.1  Backup
Pel què fa al tema de les còpies de seguretat, podem trobar ja instal·lada l'eina slbackup 
(SkoleLinux Backup), que utilitza el paquet rdiff-backup per dur a terme les còpies. 
 3.8.1.1  Reflexions sobre el destí dels backups
En el tjener podem trobar un directori anomenat /skole/backup que serà la principal 
destinació  per  emmagatzemar  els  backups.  En  la  instal·lació  per  defecte,  si  s'ha  escollit  el 
particionament automàtic, aquest directori s'haurà muntat sobre una partició local exclusiva per a 
ell. El que hem de tenir en compte en aquest escenari és que, pel què fa als backups del propi 
tjener, només aconseguirem prevenir-nos de la pèrdua de dades ocasionades per problemes lògics 
(com l'eliminació involuntària de dades per part de l'usuari), però no per problemes físics (com 
podria ser l'averia d'un disc). 
Per prevenir el problema de l'averia d'un disc es podria instal·lar el tjener en un sistema 
amb  RAID 1,  per  tal  que  la  mateixa  informació  estigui  sempre  duplicada.  Això,  en  canvi, 
seguiria sense protegir de la pèrdua d'informació per exemple d'un incendi en aquesta màquina. 
Es  podria  decidir  muntar  un  servidor  de  backup  en  una  altra  màquina  separada  del  tjener 
(slbackup permet especificar un destí remot per al backup, mantenint l'encriptació per protegir 
les dades), tot i que en el cas que aquestes màquines es trobessin al mateix edifici i es cremés 
l'edifici sencer, tampoc no serviria. En un cas extrem fins i tot, tenir còpies en edificis diferents  
tampoc  és  garantia  d'evitar  el  desastre,  com els  va  passar  a  vàries  empreses  de  les  Torres 
Bessones. Per decidir com actuar, s'hauria de fer un anàlisi de riscos per veure de quins possibles 
desastres necessitem protegir-nos, en funció de la probabilitat del desastre, la importància de les 
dades i l'impacte de la seva pèrdua, i el cost de les possibles mesures a prendre.
En el nostre entorn de proves hem decidit que n'hi ha prou amb prevenir la pèrdua de dades 
per eliminació involuntària de dades, així que la configuració que venia per defecte ja ens ha 
servit.
 3.8.1.2  Funcionament del slbackup
Podem accedir a la configuració del slbackup a través de la seva interfície web en la url 
https://backup/slbackup . Un cop introduïm la contrasenya de l'usuari  root accedim a la pàgina 
“Status” on ens indica quin és l'estat dels backups i quina és l'hora de l'últim backup efectuat a 
cada màquina. A la dreta hi trobarem un menú amb les opcions: “Status”, “Config”, “Restore”, 
“Maintenance” i “Logout”.
Per configurar els backups clicarem a l'opció “Config”. 
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Com podem veure en la imatge, ens deixa escollir a quina hora volem fer el backup, però 
només  podem  fer-ne  un  al  dia.  Si  tenim  la  necessitat  de  fer-ne  més  sovint,  podem  editar 
manualment  l'arxiu  /etc/cron.d/slbackup i  configurar-lo  segons  la  sintaxi  de  cron 
(minut, hora, dia del mes, mes, dia de la setmana). Per exemple, si volem que es faci a cada hora:
0 * * * * root if [ -X /usr/share/slbackup/slbackup-cron -a -f /etc/slbackup/slbackup.conf ]; then 
/usr/share/slbackup/slbackup-cron ; fi
Si volem que es faci cada mitja hora:
*/30 * * * * root if [ -X /usr/share/slbackup/slbackup-cron -a -f /etc/slbackup/slbackup.conf ]; 
then /usr/share/slbackup/slbackup-cron ; fi
La resta de la configuració és força intuïtiva en quant a quines dades podem posar, tot i que 
s'ha d'anar amb compte en com s'introdueixen. 
És molt important tenir present que cada cop que es vulgui modificar la configuració d'un 
client en l'apartat “Client config” s'ha de pitjar el botó “Choose” després de seleccionar-lo, ja 
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que si no, podrem estar veient en el menú desplegable el client que volem modificar però en 
canvi estarem modificant les opcions de backup d'un altre client. 
El mateix passa a l'hora d'afegir un client, que cal pitjar el botó “Add” abans d'anar a 
modificar l'apartat “Locations”, ja que si no s'afegirà un client en blanc.
Un cop ja hem seleccionat totes les opcions a l'apartat “Config” ens hem de fixar en el cas 
en què haguem seleccionat “Remote” com a “Clienttype” o “Servertype”. En aquest cas haurem 
d'afegir la clau pública del tjener a les claus públiques autoritzades del client o del servidor per 
accedir automàticament per ssh, sense necessitat d'haver d'escriure cada vegada la contrasenya. 
D'aquesta manera s'aconsegueix fer el backup a través de la xarxa de manera segura, encriptant 
la comunicació. Per fer-ho des del tjener haurem de fer:
• # ssh-keygen (només la primera vegada, per generar les claus)
◦ Acceptem tots els valors per defecte
• # ssh-copy-id -i ~/.ssh/id_rsa.pub MAQUINA_REMOTA
Per restaurar els arxius dels que s'ha fet backup clicarem a “Restore” en el menú de la 
dreta. També es pot donar el cas que haguem seleccionat un client però veiem els directoris de 
l'altre client si no hem pitjat el botó “Choose”, però tot i això, el funcionament és ben intuïtiu. 
Només cal seleccionar quina versió volem recuperar, descarregar-la i finalment portar-la allà on 
calgui.
A l'apartat  “Maintenance”  podem seleccionar  quin  és  el  backup  més  antic  que  volem 
guardar, fent que elimini la resta, i per tancar la sessió al slbackup clicarem a “Logout”.
 3.8.1.3  Afegir backups d'una estació de treball
Com ja s'ha comentat, slbackup funciona sobre rdiff-backup i les estacions de treball no 
porten instal·lat per defecte aquest paquet. Per tant per poder afegir una estació de treball, a més 
a més de copiar-hi la clau pública del servidor tjener, també hi haurem d'instal·lar el paquet rdiff-
backup. 
Des de l'estació de treball:
• # apt-get update
• # apt-get install rdiff-backup
 3.8.1.4  Directoris candidats a estar al backup
Per defecte només ve configurat que es facin backups dels següents directoris del tjener:
• /etc -> Arxius de configuració
• /root/.svk -> Control de versions
• /skole/tjener/home0 -> Directoris principals d'usuaris (“home directory”)
• /var/backups -> Backups locals
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Estaria bé afegir també:
• /var/lib/tftpboot -> Nuclis i configuració del PXE
En un servidor de clients lleugers podríem fer còpia dels següents directoris:
• /etc -> Arxius de configuració
• /root/.svk -> Control de versions
• /opt/ltsp/i386/etc -> Arxius de configuració del clients grassos i lleugers
• /var/lib/tftpboot -> Nuclis i configuració del PXE
 3.8.2  Sitesummary
Es tracta d'un servei que s'incorpora per tal de fer un seguiment de les màquines que es 
connecten a la xarxa. El servei consta d'un servidor que ve instal·lat en el tjener i de clients que 
s'instal·len a la resta d'ordinadors de la xarxa  i que van informant de la seva aparició al servidor, 
per a què mantingui el registre global. Tant el servidor com els clients estan configurats a través 
del “cron” per a què s'executin diàriament, per defecte a les 6:25 (hora en què s'executen les 
tasques que es troben a /etc/cron.d/daily/). A la documentació diu que normalment es pot 
trigar 2 dies des que s'afegeix una màquina fins que apareix al sitesummary, probablement degut 
a que tant clients com servidor s'executen a la mateixa hora, i si s'executa el servidor abans que 
el client el canvi encara no queda registrat i s'ha d'esperar al dia següent a què es torni a executar 
la tasca del servidor.
Aquest  servei  s'utilitza  per  configurar  de   manera  automàtica  altres  serveis  de 
monitorització, com poden ser el nagios i el munin.
Si es vol forçar a què s'executin els sripts per a què s'afegeixi una nova màquina sense 
haver d'esperar, es poden executar les següents ordres:
• Des del client, com a root:
◦ # sitesummary-client
• Des del tjener, com a root:
◦ # /etc/cron.daily/sitesummary
 3.8.3  Monitorització de les xarxes secundàries
La documentació de DebianEdu crea un escenari on hi ha per defecte una xarxa principal 
en el rang 10.0.2.0/23 i hi pot haver n xarxes amb n servidors de clients lleugers, totes elles amb 
els mateixos rangs de xarxa, per defecte 192.168.0.0/24. Cada servidor de clients lleugers fa 
d'enrutador entre les dues xarxes, i aplica un NAT (Traducció d'Adreces de Xarxa) entre la xarxa 
secundària i la principal.  A tots els paquets que enviïn els equips de la xarxa secundària, en 
passar pel servidor de clients lleugers se'ls canviarà la IP d'origen per la IP del servidor de clients 
lleugers, i per la resta d'equips de la xarxa principal serà com si els hagués enviat el mateix 
servidor  de  clients  lleugers.  D'aquesta  manera,  des  de  la  xarxa  principal  no  s'ha  de  tenir 
constància de l'existència de la xarxa secundària, i això fa que puguin existir diverses xarxes 
secundàries amb el mateix rang d'adreces. 
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Això no suposa a priori cap problema, ja que en principi els serveis es troben en la xarxa  
principal  i,  com  que  les  comunicacions  s'iniciaran  en  la  xarxa  secundària,  el  mateix  NAT 
s'encarregarà de fer la traducció en els 2 sentits, ja que sabrà entre quines 2 màquines s'està 
produint la comunicació. En cas que fos necessari executar un servei en una màquina concreta en 
un port concret de la xarxa secundària, seria possible fer una traducció de ports (PAT10), en la 
qual tots els paquets rebuts en el servidor de clients lleugers a un port determinat, serien re-
enviats a una IP i port concrets de la xarxa secundària.
El  problema el  tenim si  volem monitoritzar  les  màquines  de  la  xarxa  secundària  amb 
programes que necessitin que el servidor central iniciï comunicacions cap als clients, com passa 
amb  el  Nagios  i  el  Munin.  En  el  cas  del  Munin,  per  exemple,  veiem que  tots  els  clients 
necessiten esperar connexions al port 4949 per defecte, i tot i que es pot canviar, tots els clients 
han d'utilitzar el mateix. Per tant, veiem que en aquest cas no ens serveix una simple traducció de 
ports (PAT), ja que només podríem redireccionar el port 4949 cap a una sola màquina. 
Si tenim la necessitat de monitoritzar a través del Nagios o el Munin els clients de les 
xarxes secundàries haurem de crear cadascuna d'aquestes xarxes amb un rang diferent d'IPs i 
després haurem de donar d'alta aquesta xarxa a la taula de rutes del tjener, per tal que el tjener 
sàpiga enrutar correctament els paquets que hi vagin destinats. 
Suposant que volem afegir la xarxa 192.168.0.0/24, que es troba darrera del servidor de 
clients lleugers amb IP 10.0.2.10, a la taula de rutes del tjener:
• Editem l'arxiu /etc/network/interfaces i afegim a dins l'apartat iface eth0 inet 
static 
◦ # up route add -net 192.168.0.0 netmask 255.255.255.0 gw 10.0.2.10
 3.8.4  Nagios
Nagios és una eina de monitorització que permet identificar problemes dels sistemes que 
configuren la xarxa. Funciona per mitjà de plugins que permeten monitoritzar la connectivitat, 
l'estat dels serveis que s'executen, l'ús de disc, la càrrega de CPU... 
Ve configurat per defecte per utilitzar una configuració generada a partir del sitesummary, i 
amb una sèrie de plugins que varien en funció de si es tracta d'un servidor o d'un client.
Per poder accedir a la seva interfície web, però cal afegir un usuari a l'Apache, executant 
des del tjener:
• # htpasswd /etc/nagios3/htpasswd.users nagiosadmin
◦ Introduir la contrasenya
Cal  tenir  en  compte  que  l'usuari  més  habitual  per  accedir  al  serveis  de  nagios  és 
“nagiosadmin” i  que per tant,  en un entorn de producció seria  recomanable no crear  aquest 
usuari i crear-ne un que tingués un nom diferent, per fer que davant d'un atac de força bruta o de 
diccionari també s'hagi de descobrir el nom d'usuari a més a més de la contrasenya.
10 Port Address Translation
27
3.Instal·lació al laboratori
Un  cop  hem creat  l'usuari  ens  podem connectar  a  la  url  https://www/nagios3 per  tal 
d'accedir a la interfície d'administració. 
Si  ens  trobem amb  l'estat  UNKNOWN pel  servei  cups,  indicant  que  no  pot  executar 
/usr/bin/lpstat hem d'instal·lar el paquet cups-client:
• # apt-get update
• # apt-get install cups-client
 3.8.5  Munin
Munin  és  un  altre  programa  de  monitorització  que  permet  generar  gràfiques  per  tal 
d'analitzar el  rendiment del sistema. Es basa en una arquitectura client-servidor en la que el 
servidor va recollint les dades dels clients cada cert temps (5 minuts per defecte, com es pot 
veure i modificar a /etc/cron.d/munin, en el tjener). Amb les dades recollides es generen 
quatre tipus de gràfica amb quatre escales de temps diferents: diària, setmanal, mensual i anual.  
D'aquesta manera es pot veure fàcilment si hi ha canvis en el comportament habitual del sistema 
i  detectar  així  possibles  anomalies.  Podem consultar  totes  les  gràfiques  que  genera  anant  a 
http://www/munin.
Aquest programa també ve configurat per defecte i la seva configuració també es genera a 
partir dels resultats obtinguts per sitesummary. 
Si volem que els clients lleugers i els clients grassos es puguin monitoritzar a través del 
Munin, a més d'afegir la xarxa a la taula de rutes del tjener, haurem d'instal·lar el paquet munin-
node a l'entorn chroot del corresponent servidor de clients lleugers:
• # chroot /opt/ltsp/i386
◦ # mount -t proc proc proc
◦ # apt-get update
◦ # apt-get install munin-node
◦ # exit
Suposant que els clients ja sortien al sitesummary, un cop es reiniciïn, al cap dels 5 minuts 
que triga el tjener en executar el /etc/cron.d/munin, ja apareixeran a la pàgina de munin, 
tot i que encara no s'hi veurà cap gràfica ja que no hi ha cap plugin.
Per afegir els plugins els podem copiar des del mateix servidor de clients lleugers, tenint en 
compte que aquest tindrà una interfície de xarxa més.
• # cp /etc/munin/plugins/* /opt/ltsp/i386/etc/munin/plugins/
• # rm -f /opt/ltsp/i386/etc/munin/plugins/*eth1
 3.8.6  Rsyslog
El sistema de logs està gestionat pel programa rsyslog que implementa el protocol syslog 
amb algunes extensions i millores. Tot i que hi ha versions de rsyslog que permeten l'ús de TLS 
per encriptar les dades, per defecte ve instal·lada i configurada una versió que no ho suporta i 
que, per tant, envia tots els logs en text pla. Més endavant explicarem com podem actualitzar a 
una versió que ho permeti i què hem de fer per configurar-ho.
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Com podem veure a l'arxiu  /etc/rsyslog.conf,  s'afegiran a la configuració tots els 
arxius  amb  extensió  .conf que  hi  hagi  a  /etc/rsyslog.d.  Aquests  són  els  arxius  que 
s'utilitzaran per configurar tant la part client com la part servidor. 
Amb  la  configuració  per  defecte  podem  trobar  3  tipus  d'arxius  que  determinaran  les 








Examinant quins d'aquests arxius té cada màquina podem veure que el tjener no re-envia 
els  logs  a  ningú  (només  té  el  debian-edu-collector.conf),  que  el  servidor  de  clients 
lleugers re-envia els seus logs al tjener i alhora fa de servidor de la seva xarxa interna (té el 
debian-edu-client.conf i el debian-edu-collector.conf), i que els clients lleugers i 
grassos envien els logs tant al servidor de clients lleugers com al tjener (tenen el debian-edu-
client.conf i el ltsp.conf).
La resta de la configuració del rsyslog la podem trobar a /etc/rsyslog.conf.
 3.8.7  Instal·lació d'una impressora de xarxa
Per tal d'instal·lar una nova impressora a la xarxa haurem d'afegir-la al servidor CUPS 
(Common Unix  Printing  System,  o sistema d'impressió  comú de  Unix).  Això ho podem fer 
mitjançant la interfície web d'administració de CUPS, anant a la url https://www:631 . 
Per afegir la impressora de xarxa HP LaserJet4 : 
• Esbrinem la mac de la impressora
◦ Ho podem fer imprimint una pàgina amb la configuració
• Afegim des de https://www/lwat/ la impressora printerXX amb la mac que hem trobat al 
grup printer-hosts
• Configurem la impressora per a què obtingui l'adreça IP per DHCP
11 L'arxiu ltsp.conf no es troba físicament a /opt/ltsp/i386/etc/rsyslog.d/ sino que es crea dinàmicament quan s'inicia 
el client lleuger, a partir de l'execució de l'script /opt/ltsp/i386/etc/init.d/ltsp-client-setup
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• Anem a https://www:631 
◦ Cliquem a la pestanya Administration i introduïm les credencials de l'usuari root.
◦ Seleccionem l'opció Add printer
▪ Introduïm les dades Name, Location i Description
◦ Escollim el tipus de dispositiu. 
▪ Per la HP LaserJet4 seleccionem AppSocket/JetDirect
◦ Escrivim la URI del dispositiu
▪ Per la HP LaserJet4 seleccionem socket://printerXX:9100
◦ Escollim el fabricant
▪ HP
◦ Escollim el model
▪ HP Laserjet4 Plus Foomatic/hpijs, hpijs 2.8.6.20b – HPLIP 2.8.6.b(en)
◦ Cliquem a Add Printer
 3.9  Problemes trobats
 3.9.1  No apareix la pantalla de login
Després de reiniciar ja apareix el primer problema. Es queda la pantalla bloquejada i no 
apareix la pantalla de login.
 3.9.1.1  Proves
• Repetim la instal·lació en mode text i sense configurar la xarxa
◦ Apareix la pantalla de login i podem entrar, però es tracta d'un sistema mínim sense 
els serveis propis del servidor tjener
▪ executant # netstat -natpu veiem que hi ha molt pocs serveis executant-se
• Repetim la instal·lació en mode text i configurant manualment la xarxa
◦ Es torna a quedar la pantalla bloquejada i sense aparèixer la pantalla de login
• El PC en el que s'està fent la instal·lació porta 2 targetes gràfiques, una d'integrada i una 
de PCI, que és la que s'està utilitzant. Provem doncs de connectar la pantalla a la targeta 
integrada enlloc de fer-ho a la PCI i reiniciem.
◦ Segueix quedant-se la pantalla bloquejada i sense aparèixer la pantalla de login
• Arranquem des d'un livecd d'Ubuntu per veure si trobem informació als arxius de log
◦ Muntem els volums
▪ # sudo su
▪ # apt-get install lvm2
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▪ # fdisk -lu
▪ # pvscan
▪ # vgscan
▪ # vgchange -a y
▪ # lvscan
◦ Busquem a /var/log/messages i  /var/log/syslog però no trobem quin és el 
problema i sembla que ha arrencat correctament
• Reiniciem altre cop sense livecd i  des d'un altre  pc a la mateixa xarxa provem si té 
connectivitat i si funcionen alguns serveis que hauria hagut d'arrencar
◦ # ping 10.0.2.2 --> Té connectivitat
◦ # ssh 10.0.2.2 --> El servei ssh permet connectar-se
▪ # netstat -natpu --> Executat des del tjener mostra tots els serveis que 
s'esperen escoltant
◦ Des del navegador connectem a https://10.0.2.2/lwat --> Apareix la interfície 
web d'administració dels 
usuaris de LDAP
• Com que el tjener tampoc no ha de tenir entorn gràfic li passem el paràmetre vga=771 al 
kernel per veure si amb un mode més senzill no té problemes
◦ En aparèixer la pantalla del carregador d'arrencada (grub) seleccionem l'opció que 
volem arrencar i cliquem la lletra “e”. Seleccionem la línia que comença per “kernel” 
i cliquem “e” per editar les opcions d'arrencada.
◦ Afegim al final de la línia: vga=771 (per teclejar el símbol “=” pitgem la tecla “¡”, ja 
que el teclat no està configurat en català en aquest punt) i pitgem la tecla “Intro” per 
acceptar
◦ Tornem a arrencar pitjant la lletra “b”
 3.9.1.2  Solució
Amb  el  paràmetre  vga=771 sí  que  funciona.  Per  tant,  després  d'aconseguir  entrar  al 
sistema, afegim aquest paràmetre a la configuració del grub per tal que ja surti per defecte. 
• Editem l'arxiu /boot/grub/menu.lst
• Afegim al final de totes les línies que comencen per “kernel”: vga=771
• Guardem els canvis i reiniciem
 3.9.2  Nagios reporta estat UNKNOWN pel servei CUPS
En la instal·lació per defecte, ens trobem que el NAGIOS reporta en totes les màquines 
com a alerta que no pot indicar l'estat del servidor CUPS dient que no pot executar lpstat.
31
3.Instal·lació al laboratori
 3.9.2.1  Proves
• Busquem on es troba l'executable lpstat en cadascuna de les màquines
◦ # whereis lpstat
▪ Veiem que en totes es troba a /usr/bin/lpstat excepte a tjener, que no reporta 
cap ruta
• Comprovem els permisos de l'executable lpstat per descartar que sigui l'usuari nagios qui 
no el pot executar.
◦ # ls -l /usr/bin/lpstat
▪ En totes les màquines els permisos són  rwxr-xr-x,  donant permisos de lectura i 
execució a tothom, per tant descartant un problema de permisos
• Consultem (en una màquina que no sigui el tjener) a quin paquet pertany l'executable 
/usr/bin/lpstat
◦ # dpkg -S /usr/bin/lpstat
▪ Ens diu que pertany al cups-client
 3.9.2.2  Solució
• Instal·lem el paquet cups-client en el tjener
◦ # apt-get update
◦ # apt-get install cups-client
 3.9.3  Les contrasenyes de nagios poden viatjar en text pla
NAGIOS utilitza per defecte el protocol d'autenticació “Basic” i si s'accedeix a la interfície 
a través del protocol http enlloc del https, viatgen les credencials sense encriptar a través de la 
xarxa. 
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Figura 7: Servei en estat desconegut ("unknown") al Nagios
Skolelinux. Debian Edu
 3.9.3.1  Proves
Hem posat momentàniament la contrasenya “contrasenya” (només per poder fer la captura 
de pantalla,  després s'ha tornat  a canviar  per  una de menys evident)  i  hem analitzat  amb el 
Wireshark el trànsit generat durant l'autenticació a través de http. Com podem veure a la imatge, 
es  veuen l'usuari  “nagiosadmin” i  la  contrasenya “contrasenya” en text  pla  (estrictament  no 
podem buscar  les  cadenes  ascii,  ja  que  viatge  codificat  en  base6412,  però  el  wireshark  ho 
decodifica amb la instal·lació per defecte, sense fer res especial).
En  un  principi  podria  no  semblar  gaire  problema,  ja  que  quan es  posa  l'adreça  sense 
especificar el protocol (www/nagios3) a la barra d'adreces, el servidor redirecciona directament 
al port 443 amb el protocol https. El problema és que quan rep la petició especificant el protocol 
http pel port 80 no la redirecciona, i un usuari hi podria accedir per exemple a través d'un enllaç 
mal configurat (tant si la mala configuració és intencionada com si és un error).
 3.9.3.2  Solució
Per solucionar aquest problema, d'una banda podem canviar l'autenticació que utilitza el 
nagios, i de l'altra, podem obligar a què només s'accepti trànsit https per accedir a nagios:
Per canviar l'autenticació:
12 S'ha de tenir present que es tracta d'un sistema de codificació i no de xifratge. A partir d'una cadena en base 64 
podem obtenir directament el seu equivalent en ascii i viceversa. En l'exemple citat veiem que la codificació 
bmFnaW9zYWRtaW46Y29udHJhc2VueWE= equival a nagiosadmin:contrasenya
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Figura 8: Captura de trànsit on es veu que les credencials viatgen sense xifrar
3.Instal·lació al laboratori
• Comprovem si es carrega el mòdul auth_digest 
◦ # apache2ctl -t -D DUMP_MODULES 
▪ Ens apareix la llista de mòduls carregats entre els quals no hi ha el digest
• Carreguem el mòdul auth_digest si no estava carregat
◦ # cd /etc/apache2/mods-enabled/
◦ # ln -s ../mods-available/auth_digest.load auth_digest.load
◦ # /etc/init.d/apache2 restart
◦ Tornem a comprovar si s'ha carregat el mòdul com s'indica en el punt anterior
• Busquem l'arxiu de configuració de l'Apache referent al nagios
◦ # grep -ri Basic /etc/apache2/*
▪ Veiem que l'arxiu s'anomena /etc/apache2/conf.d/nagios3.conf. Fent un 
# ls -l /etc/apache2/conf.d/nagios3.conf veiem que es tracta d'un “soft link” cap a 
/etc/nagios3/apache2.conf. 
• Fem una còpia  de  seguretat  de  /etc/nagios3/apache2.conf abans  de  modificar 
l'arxiu.  És  molt  important  no  guardar  la  còpia  de  seguretat  al  directori 
/etc/apache2/conf.d/ (és  força  temptador  si  la  còpia  es  fa  de 
/etc/apache2/conf.d/nagios3.conf)  ja  que  l'Apache  fa  un  include  de  tot  el 
directori /etc/apache2/conf.d i si s'inclou després la còpia que l'original no veurem 
mai els canvis.
◦ # cp /etc/nagios3/apache2.conf /etc/nagios3/apache2.conf.vell 

















◦ # htdigest -c /etc/nagios3/htdigest.users “Nagios Access” nagiosadmin
▪ “Nagios Access” ha de coincidir amb  AuthName i  nagiosadmin és l'usuari que 
volem crear (ja hem comentat que és recomanable posar un altre nom)
• Reiniciem el servei Apache:
◦ # /etc/init.d/apache2 restart
• Podem comprovar que s'ha canviat correctament tornant a analitzar el trànsit de xarxa, 
fixant-nos en què ha canviat el tipus d'autenticació. A la imatge següent veiem que ara 
posa “Authorization: Digest”, cosa que indica que la contrasenya ja s'envia encriptada 
amb md5.
Per obligar a què només s'accepti trànsit https per accedir a Nagios:
• Editem  l'arxiu  /etc/nagios3/apache2.conf i  afegim  SSLRequireSSL entre  les 
etiquetes <DirectoryMatch> i </DirectoryMatch> 
• # /etc/init.d/apache2 restart
• Provem d'accedir a http://www/nagios3 i si no hi ha hagut cap error ens trobarem amb el 
missatge “Forbidden”.
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Figura 9: Captura de trànsit on es veu que s'ha canviat el mètode d'autenticació a 
"Digest", i per tant ja viatjen les credencials xifrades
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 3.9.4  El servidor Apache mostra informació sensible i innecessària
L'Apache està configurat de manera que mostra informació que no és necessària i  que 
facilita l'obtenció de les versions que està executant. Aquesta informació la podria aprofitar un 
atacant per personalitzar un atac al  servidor, buscant vulnerabilitats de les versions trobades. 
Encara que ocultem aquesta informació, existeixen programes que analitzant el comportament i 
comparant els resultats amb una base de dades poden descobrir amb un tant per cent d'encert 
quines versions s'estan executant,  però sempre és recomanable no facilitar  més dades de les 
estrictament necessàries.
 3.9.4.1  Proves
• Si es demana una pàgina inexistent el servidor respon amb una pàgina d'error per defecte 
on s'hi afegeix la informació de les versions de l'Apache, dels mòduls que està executant i 
fins i tot del sistema operatiu.
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Figura 10: L'accés a Nagios per http s'ha prohibit
Figura 11: Les pàgines d'error del servidor Apache mostren informació del servidor.
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• Si es consulta la capçalera Server: que envia el servidor Apache es pot veure la mateixa 
informació
 3.9.4.2  Solució
Per fer que no es mostri la informació en les pàgines per defecte s'ha de posar a  Off  la 
directiva ServerSignature en els arxius de configuració de l'Apache. S'ha de tenir en compte que 
si  apareix  en  més  d'un  lloc  o  en  arxius  diferents  de  configuració  de  l'Apache  es  podrà 
sobreescriure  el  canvi  que  haguem fet  en  un  altre  lloc13.  Per  tant,  si  volem canviar  aquest 
comportament haurem de buscar tots els arxius en què surti la directiva:
• # grep -ri ServerSignature /etc/apache2/*




• # /etc/init.d/apache2 restart
Per fer que la capçalera Server que envia l'Apache mostri la mínima informació possible 
haurem de donar el valor Prod a la directiva ServerTokens:
• Editem l'arxiu /etc/apache2/conf.d/security
◦ Canviem ServerToken Full per ServerToken Prod
 3.9.5  Els missatges del rsyslog viatgen en text pla
Com hem comentat, en les últimes versions rsyslog s'ofereix la possibilitat d'encriptar els 
missatges que s'envien a través de TLS, però en la versió instal·lada només es permet fer-ho en 
text pla.
13 http://www.hackhispano.com/foro/showthread.php?t=31653   
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Figura 12: Les capçaleres que envia l'Apache porten informació del servidor.
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 3.9.5.1  Proves
Si monitoritzem amb al tcpdump la interfície de la xarxa 10.0.2.0/23 (eth0) del servidor de 
clients lleugers, veiem que els paquets viatgen en text pla. Això ens permet trobar informació 
com els  noms  d'usuari,  entre  d'altres,  cosa  que  podria  facilitar  un  atac  de  força  bruta  o  de  
diccionari ja que el nom d'usuari ja no s'hauria d'endevinar14.
• # tcpdump -Xi eth0 port 514 -s 1514
• Ens connectem amb l'usuari jorneg des d'un client lleuger i ho podem veure a la sortida 
del tcpdump.
 3.9.5.2  Solució
Primer haurem d'afegir el repositori de backports en tots els servidors, estacions de treball i 
als  entorns  chroot  dels  servidors  de  clients  lleugers,  i  instal·larem els  paquets  rsyslog (que 
actualitzarà la versió ja instal·lada) i rsyslog-gnutls.
• Editem /etc/apt/sources.list i hi afegim:
◦ deb http://backports.debian.org/debian-backports lenny-backports main contrib
• # apt-get update
• # apt-get -t lenny-backports install rsyslog rsyslog-gnutls
A continuació cal decidir el nivell de seguretat que es vol implementar. D'una banda, l'ús 
dels certificats permet l'encriptació de les dades, però de l'altra, gràcies al mecanisme de les claus 
públiques  i  privades,  també  permet  l'autenticació  mútua  entre  servidor  i  client.  Amb 
l'autenticació  mútua  s'aconsegueixen  prevenir  també  els  atacs  man-in-the-middle,  en  el  qual 
l'atacant aconsegueix situar-se enmig de la comunicació. A la documentació15 del rsyslog podem 
trobar com es pot implementar aquesta autenticació mútua. 
14 De fet, per la manera en com es creen per defecte els usuaris (les 3 primeres lletres del nom més les 3 primeres 
del cognom), tampoc seria gaire complicat de trobar un usuari vàlid, només caldria conèixer el nom i cognom 
d'alguna persona amb un compte en el sistema.
15 http://www.rsyslog.com/doc/rsyslog_secure_tls.html
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En el nostre cas, per tal de simplificar una mica el procés d'afegir una màquina a la xarxa,  
hem cregut que ja n'hi havia prou amb l'encriptació sense autenticació mútua. D'aquesta manera 
només  necessitem  crear  el  certificat  autofirmat  d'entitat  certificadora  i  els  certificats  dels 
servidors de rsyslog (el tjener i els servidors de clients lleugers, per defecte), i no cal crear un 
certificat per a cada màquina que s'afegeixi.
Així doncs, començarem creant el certificat autofirmat de l'entitat certificadora, que ens 
servirà després per firmar la clau pública del tjener i dels servidors de clients lleugers. Per fer-ho, 
des d'una màquina segura, que no sigui cap servidor de la xarxa, farem el següent16:
• # apt-get update; apt-get install gnutls-bin
• # mkdir ~/certificats; mkdir ~/certificats/ca; cd ~/certificats/ca
• # certtool --generate-privkey --outfile ca_key.pem
• # certtool --generate-self-signed --load-priv-key ca_key.pem --outfile ca_cert.pem
◦ Contestar afirmativament a les preguntes:
▪ Does the certificate belong to an authority? (Y/N) y
▪ Will the certificate be used to sign other certificates? (Y/N) y
• # chmod 400 ca_key.pem
Un cop fet això, tindrem 2 arxius al directori certificats/ca:
L'arxiu ca_key.pem és la clau privada de l'entitat certificadora que acabem de crear i que 
s'utilitza per firmar les sol·licituds de certificats. Per tant, ha d'estar en un lloc segur que no sigui 
accessible per ningú que no estigui autoritzat, ja que si la clau és compromesa per algun atacant, 
aquest podrà crear certificats en nom de la nostra entitat  certificadora.  És per això que se li 
deixen permisos de lectura només al propietari.
D'altra  banda  tindrem l'arxiu  ca_cert.pem,  que  sí  que  haurem de  copiar  a  totes  les 
màquines que vulguem que confiïn en els certificats emesos per la nostra entitat certificadora.
Tot seguit generarem una sol·licitud de certificat per a cada servidor de syslog (per defecte, 
el tjener i els servidors de clients lleugers) i la firmarem amb la nostra entitat certificadora17. Per 
fer-ho, des de la mateixa màquina on hem generat el certificat18, i substituint NOM pel nom de la 
màquina (tjener, ltspserver00...):
• # mkdir ~/certificats/NOM; cd ~/certificats/NOM
• # certtool --generate-privkey --outfile NOM_key.pem --bits 2048
• # certtool --generate-request --load-privkey NOM_key.pem --outfile request.pem
◦ Common name: NOM.intern
16 http://www.rsyslog.com/doc/tls_cert_ca.html
17 http://www.rsyslog.com/doc/tls_cert_machine.html
18 En un entorn més gran, en què l'administrador de l'entitat certificadora no fos el mateix que l'administrador de la 
màquina per la qual estem creant el certificat, s'hauria de generar la clau privada des de la màquina que sol·licita 
el certificat i enviar la sol·licitud a l'entitat certificadora. Després de signar-lo, l'entitat certificadora hauria 




• # certtool --generate-certificate --load-request request.pem --outfile NOM_cert.pem --load-
ca-certificate ../ca/ca_cert.pem --load-ca-privkey ca-key.pem
◦ Does the certificate belong to an authority? (Y/N): n
◦ Is this a TLS web client certificate? (Y/N): y
◦ Is this also a TLS web server certificate? (Y/N): y
◦ Enter the dnsName of the subject of the certificate: NOM.intern
• # rm -f request.pem
Copiem  la  clau  privada  i  el  certificat  que  acabem  de  crear  al  servidor  de  syslog 
corresponent (tjener o servidors de clients lleugers) i els esborrem de la màquina que fa d'entitat 
certificadora.
• # ssh root@NOM
◦ # mkdir /etc/rsyslog.d/certs
◦ # exit
• # scp ~/certificats/NOM/* root@NOM:/etc/rsyslog.d/certs 
• # rm -rf ~/certificats/NOM
Copiem el certificat de l'entitat certificadora tant als servidors de syslog com a totes les 
màquines que no siguin clients lleugers ni clients grassos.
• # ssh root@NOM_MÀQUINA
◦ # mkdir /etc/rsyslog.d/certs
◦ # exit
• # scp ~/certificats/ca/ca_cert.pem root@NOM_MÀQUINA:/etc/rsyslog.d/certs 
Pels  clients  lleugers  i  grassos  haurem de  copiar  els  certificats  als  entorns  chroot  dels 
respectius servidors de clients lleugers:
• # ssh root@ltspserverXX
◦ # mkdir /opt/ltsp/i386/etc/rsyslog.d/certs
◦ # exit
• # scp ~/certificats/ca/ca_cert.pem root@ltspserverXX:/opt/ltsp/i386/etc/rsyslog.d/certs 
Quan ja tenim cada certificat  al  seu lloc ja podem modificar els  arxius encarregats de 




Tenim  la  possibilitat  de  configurar  el  servidor  rsyslog  per  a  què  executi  més  d'una 
instància, cadascuna en un port i amb una configuració diferents. Això permet que el mateix 
servidor pugui acceptar tant connexions encriptades com connexions en text pla. Un possible 
motiu seria configurar impressores o altres dispositius de xarxa que puguin utilitzar un servidor 
de syslog però que no suportin encriptació. 
A continuació es mostrarà una configuració de la part del servidor que utilitzarà el port 514 




# configura el controlador gtls per defecte
$DefaultNetstreamDriver gtls




$ModLoad imtcp # Necessitem el protocol TCP per a l'encriptació
$InputTCPServerStreamDriverMode 1 # mode només-TLS
$InputTCPServerStreamDriverAuthMode anon # client NO autenticat
$InputTCPServerRun 10514 # inicia el servidor al port 10514
Per fer que aquest servidor només recollís els missatges encriptats n'hi hauria prou amb 
comentar o eliminar les dues primeres línies en què es carrega el mòdul  imudp i s'obre el port 
514.
Pel què fa a la part de clients:
• /etc/rsyslog.d/debian-edu-client.conf
# configura el controlador gtls per defecte
$DefaultNetstreamDriver gtls
# Els clients només necessiten el certificat de l'entitat certificadora
$DefaultNetstreamDriverCAFile /etc/rsyslog.d/certs/ca_cert.pem
# configuració
$ActionSendStreamDriverMode 1 # requereix TLS per la connexió
$ActionSendStreamDriverAuthMode anon # sense autenticació
*.* @@(o)SERVIDOR.intern:10514 # envia (tots) els missatges
Per establir la configuració dels clients de xarxa s'ha de tenir en compte que, per editar 
l'arxiu debian-edu-client.conf, ho haurem de fer des de l'entorn chroot:
• # chroot /opt/ltsp/i386
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◦ # vim /etc/rsyslog.d/debian-edu-client.conf
◦ # exit
Finalment,  pel  que  fa  a  la  part  que  només  afecta  als  clients  lleugers  i  grassos,  que 
s'encarrega  d'enviar  els  logs  cap  al  servidor  de  clients  lleugers  corresponent,  hauríem  de 
modificar l'arxiu /etc/rsyslog.d/ltsp.conf.  Quan anem a fer-ho però, veiem que aquest 
arxiu només existeix en els clients lleugers i grassos però no en el lloc corresponent del servidor 
de  clients  lleugers  (/opt/ltsp/i386/etc/rsyslog.d/ltsp.conf).  Podem buscar  on  es 
crea amb la comanda # grep -ri ltsp\.conf /opt/ltsp/i386/etc/* executada des del servidor de clients 
lleugers. Veiem que l'arxiu ltsp.conf es crea des de /opt/ltsp/i386/etc/init.d/ltsp-
client-setup. Per tant, per modificar aquesta part de la configuració, haurem de:
• Editar  l'arxiu  /opt/ltsp/i386/etc/init.d/ltsp-client-setup i  modificar  la 
funció  configure_syslog()  per  afegir-hi  el  contingut  desitjat.  Com  que  la  funció 
diferenciava el cas en què existeix el directori /etc/rsyslog.d d'un suposat cas en què 
no,  hem mantingut  l'estructura per a què en cas negatiu se segueixi omplint el  fitxer 
/etc/syslog.conf amb la configuració antiga.
configure_syslog(){
if [ -z “$SYSLOG” ] || [ “$SYSLOG” = “remote” ]; then
syslog_conf=/etc/syslog.conf
if [ -d /etc/rsyslog.d ]; then
syslog_conf=/etc/rsyslog.d/ltsp.conf
touch $syslog_conf
cat <<EOF > “$syslog_conf”
\$DefaultNetstreamDriver gtls # utilitza el controlador gtls
\$DefaultNetstreamDriverCAFile /etc/rsyslog.d/certs/ca_cert.pem
\$ActionSendStreamDriverMode 1 # requereix TLS per la connexió
\$ActionSendStreamDriverAuthMode anon # sense autenticació
*.* @@(o)${SYSLOG_HOST:-$SERVER}:10514 # envia (tots) els missatges
EOF
else
if [ -f “$syslog_conf” ]; then









 3.9.6  Els clients de xarxa no es poden iniciar connectats a un switch amb  
STP19
Quan es connecten els clients de xarxa a un HUB es poden iniciar sense problemes, però 
en fer-ho al switch Cisco Catalyst 2950 salta el timeout del protocol PXE abans que hagin pogut 
rebre cap adreça IP.
 3.9.6.1  Proves
Mentre intentem arrencar un client de xarxa, observem el led indicador d'estat del port del 
switch al que està connectat. Veiem que es queda fent pampallugues de color taronja durant tota 
l'estona que el protocol PXE intenta obtenir la IP. Uns segons després que hagi saltat el timeout 
del PXE, el led indicador passa a mostrar la llum verda. Aquest retard és degut al protocol STP 
del switch, que, amb la intenció de prevenir bucles a les xarxes ethernet, bloqueja el port del 
switch al que es connecta un nou equip fins que no ha acabat d'executar el seu algorisme. 
Provem de re-arrancar el PXE sense reiniciar l'ordinador (quan salta el  timeout ofereix la 
possibilitat de pitjar una tecla per tornar a provar el PXE), però en fer-ho també es reinicia el  
protocol STP del switch i torna a passar el mateix. 
Si reiniciem l'ordinador també passa el mateix.
Intentem ampliar el timeout del PXE accedint a la BIOS del pc que volem arrencar, però no 
es tracta d'una opció configurable.
 3.9.6.2  Solució
La solució adoptada consisteix en configurar el switch per a què no utilitzi el protocol STP 
en els ports que utilitzarem per a connectar-hi clients de xarxa. S'ha de tenir en compte que no es 
podran connectar aquests ports a un switch, ja que si es crea un bucle sense les comprovacions 
que fa el STP s'inutilitzarà la xarxa.
Per fer-ho, s'hauran de seguir els següents passos20:
• Amb switch desconnectat de cables ethernet, pitjar el botó Mode durant 3 segons, 
per a què entri en el mode Express Setup, fent de servidor dhcp i assignant-se ell 
mateix la ip 10.0.0.1.
• Connectem un pc que sol·liciti la ip per dhcp.
• # telnet 10.0.0.1 
◦ Entrem en el mode de configuració del switch
19 STP són les sigles de Spanning Tree Protocol. Es tracta d'un protocol de la capa d'enllaç que s'utilitza en 
switchos per tal d'evitar a nivell lògic la creació de bucles, encara que n'existeixin a nivell físic. Quan un 
dispositiu es connecta a un port del switch, aquest port es bloquejarà fins que no s'hagi acabat de calcular 
l'algorisme de STP, per determinar si aquella nova connexió provocaria un bucle i ha de mantenir-se bloquejada, 
o si es pot desbloquejar. Per a més informació http://en.wikipedia.org/wiki/Spanning_tree_protocol





Switch# configure terminal 
◦ Entrem a configurar el primer port
Switch(config)# interface FastEthernet0/1
◦ Activem el  portfast per a aquest port,  per fer que entri  directament en estat 
forwarding.
Switch(config-if)# spanning-tree portfast
%Warning: portfast should only be enabled on ports connected to a single
 host. Connecting hubs, concentrators, switches, bridges, etc... to this
 interface  when portfast is enabled, can cause temporary bridging loops.
 Use with CAUTION
%Portfast has been configured on FastEthernet0/1 but will only
 have effect when the interface is in a non-trunking mode.
◦ Sortim de la configuració del primer port
Switch(config-if)# exit
◦ Si volem configurar més ports d'aquesta manera repetim el procés substituint 
FastEthernet0/1 pel nom de la interfície que toqui.
◦ Quan haguem acabat de configurar els ports, sortim del mode de configuració i 
guardarem els canvis per a què es mantinguin en el proper re-inici.
Switch(config)# end
Switch#copy running-config startup-config
Destination filename [startup-config]? 
 3.9.7  El PHP mostra els errors per pantalla, destapant una vulnerabilitat  
XSS
La configuració del PHP mostra els errors per pantalla, cosa que pot revelar informació 
sensible a un possible atacant. A més a més, amb la implementació actual de la classe Smarty que 
utilitza l'aplicació SLBackup s'ha trobat una vulnerabilitat de Cross-Site Scripting (XSS) en el 
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cas en què es mostrin els errors per pantalla. No és una vulnerabilitat fàcil d'explotar ja que s'ha 
de dur a terme a través de les cookies del navegador, però igualment seria interessant corregir-la.
 3.9.7.1  Proves
S'ha  dut  a  terme  un  anàlisi  amb  una  eina  per  detectar  vulnerabilitats  en  servidors  i 
aplicacions web, anomenada  Acunetix Free Edition.  No es tracta d'una eina lliure i  funciona 
sobre Microsoft Windows, però sí que és gratuïta per a ús personal, tot i que en aquesta versió els 
anàlisis queden reduïts únicament a vulnerabilitats del tipus XSS. L'hem escollida per la seva 
facilitat d'ús, per la potència del seu crawler (que s'encarrega d'obtenir l'estructura de la web) i la 
seva  capacitat  d'enregistrar  les  seqüències  de  login  per  aplicacions  que  utilitzen  un  sistema 
d'autenticació propi, diferent de l'autenticació http (com per exemple, SLBackup).
Quan hem fet l'anàlisi sobre el servidor amb el nom de backup21 hem trobat que la pàgina 
https://backup/slbackup-php/index.php era  vulnerable  si  rebia  una  cookie  anomenada 
smarty_complie amb un valor malintencionat. L'analitzador de vulnerabilitats fa les proves amb 
valors  inofensius,  i  el  que  ha  fet  saltar  l'alerta  en  aquest  cas  ha  estat  el  valor  1<ScRiPt  
>prompt(948641)</ScRiPt> , tal i com es pot comprovar a la figura 14.
En veure aquesta vulnerabilitat hem intentat reproduir-la des del navegador Firefox. Hem 
utilitzat el complement Web Developer22, que ens facilita, entre moltes altres opcions, l'edició de 
les cookies, i hem fet el següent: 
• Accedir a la pàgina https://backup/slbackup-php/index.php 
21 En principi no se segueixen els noms d'altres dominis dels enllaços que es troben, ja que això podria dur a 
analitzar webs de tercers sense el seu consentiment. Per això necessitem posar el nom de backup per analitzar 
l'aplicació slbackup, ja que hi ha enllaços fixes que utilitzen el nom backup. Si analitzem per exemple amb el 
nom www o amb la IP, aquests enllaços fixes de l'aplicació slbackup no seran seguits.
22 https://addons.mozilla.org/es-ES/firefox/addon/web-developer/   
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Figura 14: Es detecta una vulnerabilitat de XSS
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• Anar al botó Cookies de la barra d'eines de Web Developer i seleccionar l'opció 
“Ver información de las cookies” 
• Editar la cookie smarty_compile 
◦ Assignar-li el valor 1<ScRiPt >prompt(948641)</ScRiPt> 
• Recarregar la pàgina https://backup/slbackup-php/index.php 
El  resultat  obtingut  el  podem veure a  la  figura  15,  on podem observar  que apareix la 
finestra que hem injectat amb la comanda prompt(948641), mentre veiem la meitat d'un missatge 
d'error. 
Si acceptem aquesta finestra podem veure la resta del missatge:
• Fatal error: Smarty error: the $compile_dir '1' does not exist, or is not a directory. 
in /usr/share/php/smarty/libs/Smarty.class.php on line 1092
Aquest missatge ens indica dos problemes. D'una banda, veiem que el php està configurat 
per mostrar els missatges d'error, cosa gens recomanable en un entorn de producció com el que 
podria ser una escola real. De l'altra banda, veiem que com a conseqüència de què es mostrin 
errors,  apareix  una  vulnerabilitat  XSS  originada  a  la  línia  1092  de  l'arxiu 
/usr/share/php/smarty/libs/Smarty.class.php. Si consultem el contingut d'aquesta 
línia en aquest arxiu veiem que es tracta del mètode trigger_error de la classe smarty:
trigger_error(“Smarty error: $error_msg”, $error_type);
Veiem que se li passa la variable $error_msg, que podem deduir per l'èxit de la prova que 
no passa cap validació ni sanejament per poder-la mostrar sense perill.
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Figura 15: Prova de la vulnerabilitat per XSS. Podem veure que és 
vulnerable ja que apareix la finestra que veiem a la imatge, cridada 
per la instrucció prompt(948641) que hem injectat a través de la 
cookie.
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 3.9.7.2  Solució 
Sense estudiar el funcionament de la classe smarty, podem evitar que es produeixi aquest 
error en concret aplicant a la variable $error_msg la funció de php htmlspecialchars per tal de 
sanejar l'entrada. Aquesta funció, com el seu nom indica, s'encarrega de codificar els caràcters 
que  en  html  tenen  un  significat  especial,  com  per  exemple  els  símbols  d'obertura  (“<”)  i 
tancament d'etiquetes (“>”), de manera que el navegador que ho rebi no pugui interpretar cap 
script,  sinó  únicament  una  cadena  de  text.  Així  doncs,  podríem  editar  l'arxiu 
/usr/share/php/smarty/libs/Smarty.class.php i canviar la línia 1092 per la següent:
trigger_error(“Smarty error: “.htmlspecialchars($error_msg, ENT_QUOTES), $error_type);
Després  d'aplicar  aquest  canvi,  si  intentem  un  altre  cop  la  prova  de  si  segueix  sent 
vulnerable, veurem que ja no apareix la finestra i que en el missatge podem veure la injecció de 
codi que hem provat:
• Fatal error: Smarty error: the $compile_dir '1<ScRiPt 
>prompt(948641)</ScRiPt>' does not exist, or is not a directory. in 
/usr/share/php/smarty/libs/Smarty.class.php on line 1092
I si mirem el codi veurem el resultat d'aplicar la funció htmlspecialchars:
<b>Fatal error</b>:  Smarty error: the $compile_dir &#039;1&lt;ScRiPt 
&gt;prompt(948641)&lt;/ScRiPt&gt;&#039; does not exist, or is not a directory. in 
<b>/usr/share/php/smarty/libs/Smarty.class.php</b> on line <b>1092</b><br />
Però com ja hem comentat anteriorment, la solució principal passa per fer que els errors no 
es mostrin a través del navegador, sinó que vagin a parar a un arxiu de log. Per aconseguir-ho, 
hem de fer el següent:
• Editar l'arxiu /etc/php5/apache2/php.ini
◦ Posar el paràmetre display_errors a Off
◦ Posar el paràmetre log_errors a On
◦ Crear un directori pels logs23 i assignar els permisos corresponents.
# mkdir /var/log/php
# chmod www-data.www-data /var/log/php
◦ Posar el paràmetre error_log a /var/log/php/php_errors.log
• Desar els canvis i reiniciar el servidor Apache.
23 Els logs de l'Apache s'obren quan aquest encara s'està executant amb privilegis de root, però els de php s'obren i 
s'escriuen quan el procés ja ha agafat els permisos definitius (en el cas de les distribucions basades en debian, els 
de l'usuari www-data). És per això que no podem desar els logs a /var/log/apache2 a no ser que canviem els 
permisos d'aquest directori, que té per usuari “root” i per grup “adm”.
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 3.10  Rendiment
 3.10.1  Hub vs switch per la xarxa de clients lleugers
En l'anterior xarxa de Skolelinux que hi havia al  laboratori  els  clients lleugers estaven 
connectats mitjançant un hub. Per un cantó, els hubs són dispositius que només poden funcionar 
en mode half duplex24, i per altre, com que es comparteix el medi, es poden produir col·lisions 
quan dos ports intenten transmetre al mateix temps, cosa que provocarà retransmissions i per tant 
un increment del temps necessari per la comunicació. A més, el hub de què disposem, només 
permet treballar a 10Mbps.
Per  aquests  motius  hem volgut  provar  de canviar  el  hub per  un switch que teníem al 
laboratori sense utilitzar. 
El switch utilitzat permet la comunicació full duplex25 i pot treballar a 100Mbps. A més, a 
diferència del què passa amb el hub, els paquets que s'envien cap al switch només són re-enviats  
cap al port destí i no cap a tots els ports d'aquest, cosa que dificulta26 la monitorització de la 
xarxa per part d'un possible atacant.
Per tenir una lleugera idea de l'increment aproximat del rendiment, hem pres mesures del 
temps que necessita un client lleuger i un client gras en carregar la pantalla gràfica de login i  
poder-hi escriure. Les mesures de temps s'han pres de manera aproximada amb un cronòmetre de 
rellotge manual. Les dades referents a la quantitat d'informació transmesa s'han obtingut a partir 
d'una  captura  del  trànsit  de  xarxa,  generada  amb la  comanda  # tcpdump -i  eth1  -s  1514  -w 
nomarxiu.pcap i analitzada posteriorment amb les dades estadístiques que presenta el wireshark. 
En tots els casos s'han pres 6 mesures de les que se n'ha fet la mitjana. Els resultats es poden 
veure a les taules 1 i 2.
HUB SWITCH Diferència
Temps (MM:SS) 02:45 00:44 02:01
MBit/seg 4,77 11,34 6,57
Paquets/seg 599,02 1650,72 1051,7
MBytes 111,59 92,38 19,21
Taula 1: Inici d'un únic client gras en tota la xarxa 192.168.0.0/24
24 Només hi pot haver comunicació en un sentit al mateix temps.
25 Hi pot haver comunicació en els dos sentits al mateix temps.
26 Segueix sent possible monitoritzar una xarxa amb switchos a través d'atacs Man In The Middle amb tècniques 




Temps (MM:SS) 02:04 00:37 01:27
Mbit/seg 4,55 7,69 3,14
Paquets/seg 625,50 1152,39 526,89
MBytes 75,38 67,71 7,67
Taula 2: Inici d'un únic client lleuger en tota la xarxa 192.168.0.0/24
Mirant les estadístiques presentades a les taules cal destacar la gran diferència entre l'ús del 
hub i el switch pel què fa al temps necessari per aparèixer la pantalla de login (02:01 en el cas 
del client gras i 01:27 en el del client lleuger). 
Una altra dada a destacar és la mitjana calculada pel wireshark en Mbits/seg. D'entrada 
també  veiem una diferència  important  entre  el  hub  i  el  switch  (6,57Mbps  pel  client  gras  i 
3,14Mbps pel client lleuger). Però tenint en compte que el hub té un ample de banda màxim de 
10Mbps a repartir entre tots els ports, cal fixar-se en què un sol client ja consumeix de mitjana 
gairebé la meitat  d'ample de banda del hub (4,77Mbps pel client gras i  4,55Mbps pel client 
lleuger). Això vol dir que si s'intenta arrencar més d'un client alhora el temps d'inici incrementarà 
ràpidament, agreujat a més a més per l'augment de les col·lisions. Per tant, es veu el hub com un 
element  totalment  desaconsellat  per  a  utilitzar  en  la  xarxa  de  clients  lleugers  i  grassos,  que 
ràpidament es pot convertir en un coll d'ampolla.
Finalment ens podem fixar també en una lleugera diferència entre el nombre de Mbytes 
capturats (19,21MBytes pel client gras i 7,67MBytes pel client lleuger). Una part de la diferència 
es podria atribuir a l'error en la presa de dades (que s'hagi trigat més del compte en parar la 
captura).  Però el  fet  que coincideixi  la tendència a la  baixa en l'ús del switch,  fa  pensar en 
possibles retransmissions o en més fragmentació dels paquets.
D'altra banda, també podem trobar alguns indicadors de l'existència de retransmissions i de 
pèrdua de segments en les captures en què s'utilitza el hub i no en les que s'utilitza el switch, tot i  
que  en  comparació  amb  el  trànsit  generat  tampoc  no  en  representa  un  tant  per  cent  prou 
significatiu.  Estudiant  amb  la  funció  IO  Graphs  del  wireshark  els  paràmetres 
tcp.analysis.lost_segment,  tcp.analysis.retransmission i  tcp.analysis.fast_retransmission,  i 
tcp.analysis.duplicate_ack,  i  tenint en compte que utilitzem una escala logarítmica per poder 




Figura 16: Gràfic obtingut amb el Wireshark a partir d'una de les captures de 
l'inici d'un client gras connectat a través del hub. Mostra els indicadors de 
paquets perduts i retransmissions en colors (se n'observen alguns però s'ha 
de tenir en compte l'escala logarítmica), i en negre es veu el trànsit total.
Figura 17: Gràfic obtingut amb el Wireshark a partir d'una de les captures de 
l'inici d'un client gras connectat a través del switch. Mostra els indicadors de 
paquets perduts i retransmissions en colors (no se n'observa cap), i en negre 
es veu el trànsit total.
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 3.11  Estudi econòmic
 3.11.1  Planificació temporal
Podríem diferenciar quatre parts importants en la implementació d'aquesta xarxa. 
La primera fase consisteix en l'estudi de la implementació de la versió antiga i lectura de 
documentació, ja que l'alumne no tenia experiència en la distribució en qüestió ni en molts dels 
serveis que incorporava.
La segona fase consistiria en la instal·lació bàsica de la xarxa.
La tercera part constaria de tot un seguit de proves i re-configuracions per comprovar que 
tot funciona correctament i per intentar solucionar possibles problemes de seguretat.
A la fase final trobaríem la redacció de la present memòria.
La figura 18 ens mostra el diagrama de Gantt amb les tasques més detallades i la durada 
final aproximada, tenint en compte que s'ha anat variant les hores i dies possibles dedicats.
 3.11.2  Cost
Degut a diversos motius, el temps que s'ha pogut dedicar al projecte ha anat variant i es fa 
difícil fer el recompte de les hores totals invertides. Es va començar amb unes 4 hores al dia,  
durant les quals es va fer la major part de la implantació al laboratori. Després, però, es va passar 
a implementar un entorn virtualitzat amb Vmware Server per poder continuar les proves sense 
necessitat  d'anar  al  laboratori,  cosa que  va  fer  que es  poguessin  anar  dedicant  hores  soltes, 
ampliant el nombre de dies.
De tota manera, podem comptar en què per realitzar aquest projecte han estat necessàries 
unes 450 hores que podem repartir de la següent manera:
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Figura 18: Diagrama de Gantt
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• 40 hores de lectura de documentació i proves de la versió antiga
• 160 hores d'implantació bàsica al laboratori
• 100 hores de proves, re-configuracions i re-lectures de documentació
• 150 hores de redacció de la memòria
Així doncs, per calcular el cost del projecte necessitarem tenir en compte les 450 hores 
dedicades d'un administrador de xarxes i sistemes júnior, les hores dedicades de supervisió del 
projecte per un enginyer amb experiència,  el  cost  de les llicències del  programari,  així  com 
també de tot el material utilitzat.
• 450 hores d'un administrador de sistemes júnior que posem a 10€
• 20 hores aproximades de supervisió d'un enginyer amb experiència que posem a 
20€
• 0€ en llicències ja que Skolelinux és un projecte basat en el programari lliure amb 
llicència GPL
• 0€ en material informàtic, ja que tot el material utilitzat ja havia estat amortitzat i  
havia arribat al laboratori perquè ja es trobava en desús. 
El cost total del projecte podem dir que és, per tant, de:
450h * 10€/h + 20h * 20€/h = 4900€
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4. Conclusions
Skolelinux és una distribució de Linux pensada per entorns escolars. Està vinculada als 
moviments de programari lliure, fet que comporta que se'n pugui estudiar i modificar el codi a 
més a més d'evitar costoses llicències típiques del programari privatiu. Amb el mateix objectiu de 
reduir costos, però també amb el de centralitzar l'administració, ofereix un sistema de clients 
lleugers, basat en el projecte LTSP, que permet re-utilitzar maquinari antic i instal·lar i actualitzar 
el programari des del servidor de clients lleugers. Un altre gran objectiu d'aquesta distribució és 
la facilitat d'instal·lació, administració i ús. Incorpora gran varietat de serveis útils per aquest 
entorn  i  ja  configurats  per  poder  estar  en  funcionament  des  d'un  bon  inici,  oferint  el  que 
s'anomena  una  solució  “Out  of  the  box”,  fent  que  no  es  requereixin grans  coneixements 
d'administració de sistemes operatius i xarxes per poder-la implantar.
Durant el desenvolupament d'aquest projecte hem procedit a instal·lar una petita xarxa de 
proves  amb  els  principals  tipus  d'equips  que  conformen  una  xarxa  Skolelinux:  el  servidor 
principal (tjener), un servidor de clients lleugers, un client lleuger, un client gras, una estació de 
treball i una impressora, a més a més del router, que ja estava configurat. Hem pogut veure que 
en general la instal·lació era força senzilla tot i que s'han hagut de fer algunes modificacions i 
alguns ajustaments. En ocasions, s'ha detectat una documentació una mica confusa a l'hora de 
configurar algun dels serveis, com per exemple en el cas de la configuració del PXE depenent de 
si el tjener i el servidor de LTSP es troben o no a la mateixa màquina. D'altres vegades no s'ha 
trobat  la  informació  requerida  en  els  manuals  d'Skolelinux  i  s'ha  hagut  de  recórrer  a  fonts 
d'informació d'altres distribucions similars i també a analitzar els continguts d'alguns dels scripts 
que utilitza. En general, però, Skolelinux disposa d'una documentació acceptable.
Un cop instal·lada la xarxa, hem estat fent proves bàsiques de funcionament dels serveis, 
de seguretat, i de rendiment. 
Hem pogut veure que compta amb gran varietat de programari educatiu, així com també 
amb molt de programari per gestionar i monitoritzar gràficament la xarxa. Incorpora també un 
sistema de còpies de backup amb una interfície web per configurar-la, tot i que aquesta interfície 
sí que presenta algunes incomoditats d'usabilitat.
Pel què fa al rendiment, hem comprovat també la importància dels components de xarxa 
utilitzats, veient com un HUB fa caure considerablement el rendiment d'una xarxa de clients 
lleugers. 
Hem vist que, pel què fa a la seguretat, la instal·lació per defecte presenta alguns punts 
febles, de vegades causats pels objectius de facilitat d'instal·lació, però d'altres per una baixa 
prioritat  d'aquest  camp.  Presenta  per  exemple,  configuracions  per  defecte  del  servidor  web 
Apache típiques d'un servidor de desenvolupament més aviat  que per un de producció. Hem 
observat com aquesta configuració de desenvolupament pot destapar altres vulnerabilitats (s'ha 
trobat un XSS en una classe utilitzada per l'aplicació web de còpies de seguretat).  
Amb tot això, tenint en compte que no és recomanable instal·lar la xarxa només amb la  
configuració  per  defecte  i  posar-la  en  producció,  estem  en  condicions  de  determinar  que 
Skolelinux és una distribució interessant a tenir en compte en una escola. Només cal tenir present 
que un cop instal·lat, se n'ha d'estudiar l'estructura per comprendre'n el funcionament, i poder 
després anar configurant de manera segura cadascun dels serveis que ofereix.
4.Conclusions
Finalment, volem fer notar que, fora del seu objectiu de ser implantat en una xarxa d'una 
escola,  també  pot  resultar  molt  útil  per  a  un  estudiant  d'administració  de  xarxes  i  sistemes 
operatius. En el nostre cas, per exemple, en què només hem instal·lat un entorn de proves, ens ha 
servit per estudiar molts serveis fins ara desconeguts, a partir d'una configuració ja funcional, ja 
que facilita  molt  la instal·lació d'un entorn força complex d'aconseguir des d'una distribució 
normal.
 4.1  Possibles millores
Com a possibles millores podríem esmentar les següents:
• Adaptació de la interfície web slbackup-php per a fer una navegació més amigable
• Fer un estudi més extens del rendiment d'una xarxa de clients lleugers, amb un 
nombre d'equips més representatiu del què podria ser una xarxa real
• Estudiar exhaustivament el sistema des del punt de vista de la seguretat, i dur a 
terme una àmplia securització de cadascun dels serveis. S'ha de tenir en compte que 
la xarxa escolar pot ser un suculent objectiu per atacar per part  d'alumnes amb 
suficients  coneixements  o  eines,  i  intencions  de  modificar  informacions, 
incrementar el seu ego, divertir-se...
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