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Atomic collision and radiative processes play an important role in plasma
physics, astrophysics, and laser physics [1]. Accurate oscillator strengths and
collision strengths of atoms and ions by electron impact are required for the un¬
derstanding of energy balance and the rate of radiative decay in various types of
plasmas and to determine theoretical line intensity ratios, which eventually can
be used to infer electron temperature, density, and elemental abundances in as-
trophysical plasmas [2]. Precision measurements of life-times, oscillator strengths,
and cross sections can provide stringent test of atomic structure and scattering
theories. The determination of these atomic data is sensitive to the choice of the
atomic wave functions and the approximation method used to calculate them,
particularly in cases where electron correlations are significant [3].
The determination of atomic transition probabilities and oscillator strengths
for electric-dipole-allowed and forbidden transitions of nitrogen has been the sub¬
ject of numerous experimental and theoretical studies. Recently Hibbert et al [4, 5]
and Tong et al [6] reported extensive theoretical calculations of energy levels, oscil¬
lator strengths, and radiative life-times of excited states using the configuration-
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interaction (Cl) method. Tong et al [6] calculated oscillator strengths of electric-
dipole-allowed transitions among the low-lying states of quartet symmetry in
N I. Hibbert et al [4, 5] published oscillator strengths for a large number of electric-
dipole-allowed and intercombination transitions between the quartet and doublet
symmetry states belonging to the 2s^2p^, 2s2p^, 2s^2p^3s, 2s^2p^3p, 2s^2p^3d,
and 2s^2p^4s configurations of neutral nitrogen. On the experimental side os¬
cillator strengths for seven lines of N I belonging to the strong vacuum ultra¬
violet multiplets 2s^2p^ — 2s^2p^3s 2s^2p^ ^D° — 2s^2p^Zs and
2s^2p^ — 2s^2p^Zs at 1243, 1493, and 1743 A, respectively, were measured
by Goldbach et al [7] using a wall stabilized arc procedure. There are also oscilla¬
tor strength measurements of the 2p^ ^D° — 4s ^P and 2p^ ^D° — 4s ^P transitions
by Goldbach et al [8] using this method. More recently Musielok et al [9] used
the same procedure to measure the relative transition probabilities of 100 lines
of N I in the visible and near infrared spectral regions. There have been several
measurements of the radiative life-times of the 2s^2p^3s ^P and 2s2p'‘ ^P states of
neutral nitrogen [10, 21|. Using the beam-foil method Chang et al [10}, Dumont
et al [11], Kernahan et al [12], Berry et al [13], and Smith et al [14] have measured
the radiative life-times of these states. Brooks et al [15], Hutchinson [16], and
Lawrence et al [17] also made these measurements using a phase shift method.
There are measurements of Mallow et al [18] using a pulsed beam, Desesquellas
[19], Labuhn [20] using an Arc method, and Lin et al [21] using titration methods.
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Theoretical cross sections for elastic and inelastic scattering of electrons
from atomic nitrogen have been reported [22, 23]. Bell and Ramsbottom [23] re¬
ported cross sections over an incident electron energy range from threshold to 13.6
eV and included 7 LS states in the close-coupling expansion. Berrington et al [22]
gave cross sections over the electron energy range from threshold to 35 eV and per¬
formed three independent calculations including 4 LS states 2s^2p^ ^5°,^ P",
and 2s2p^ ^P; 6 LS states 2s^2p^ *S°,^ D°,'^ P°, 2s2p^ ^’^P and and 8 LS
states 2s^2p^ ^5°, ^P°, 252^“* *'^P, ^D, and 2p^ ^P° in the close-coupling
approximation using R-matrix method. Two recent experiments [24, 25] mea¬
sured absolute direct differential and integral electron excitation cross sections for
the N I ^5° — 3s ‘‘P (A = 1200A) and ^5° — 2p'^ ‘‘P (A = 1135A) transitions,
respectively. These measurements were made at incident electron energies of 30,
50, and 100 eV. The mezisured differential cross sections (DCS) were integrated
over scattering angles to give the integral cross sections (ICS) as a function of
incident energy. The measurement of DCS for the forbidden ^5® —^ D° transition
(A = 5200A) was reported by Yang and Doering [26] at incident energies from 5
to 30 eV.
In our work we calculated radiative and electron collisional data such as
energy levels, oscillator strengths, transition probabilities, and radiative life-times
of the excited states using the Cl wave functions. We considered the lowest 20 LS
states belonging to the configurations 2s^2p^, 2s2p‘‘, 2s^2p^3s, 2s‘^2p^3p, 2s^2p^3d,
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and 2s^2p^As in these calculations. We calculated the differential and integral elas¬
tic and inelastic cross sections for the scattering of electrons from atomic nitrogen
by including 11 LS states belonging to the configurations 2s^2p^, 2s2p^, 2p‘^3s,2p^3p,
2p’^3d and 2p^As in the close-coupling expansion. Our cross sections were calcu¬
lated over an energy range from threshold to 100 eV using the R-matrix method.
This thesis begins with a brief discussion of the motivation for choosing this
problem in chapter 1. In chapter 2 I give the method of the calculations of wave
functions and atomic structure data. In chapter 3 I give a detailed description
of the method used in our scattering calculations, and finally in chapter 4 results
and discussion are presented.
Chapter 2
Calculation of Wave Functions
2.1 The N-Electron Hamiltonian
The calculation of any atomic property requires knowledge of the wave
functions of the relevant atomic states. If relativistic effects are negligible these
wave functions are solutions of the Schrodinger equation
(2.1)
where H is the N-electron Hamiltonian given by
(2.2)
where = Irj — rj|, Tj and Tj are the vector coordinates of electrons i and
j with respect to the origin of coordinates, taken to be the nucleus, and Z is the
nuclear charge.
This Hamiltonian includes the total kinetic energy of the N electrons and
also the total potential energy due to each electron interaction with the nucleus
and with the other (N-1) electrons. In Eq. [2.2] we have used atomic units.
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We are interested in the stationary states of the atom that are solutions of the
time-independent Schrddinger equation
(2.3)
where is the energy eigenvalue of the Hamiltonian H corresponding to the
wave function The solutions are normalized, that is, (^„|^„) = 1. We can
obtain exact solutions of the Schrodinger equation for one-electron systems only.
The results concerning these systems form the basis for most of the approximate
methods for the complex many-electron systems. We arrive at the approximate
solutions by simplifying the Hamiltonian operator so that its eigenfunctions and
eigenvalues can be found. Generally either perturbation theory or more frequently
the varational method has been used in these approximation schemes, and the vast
majority of calculations for many-electron systems have involved the expansion
of the wave functions in terms of one-electron functions. We used the varational
method in this work. If ■ ■,'fpn are the complete set of eigenfunctions of
the Schrodinger equation with eigenvalues Ei,.. .,En ordered in a manner so














for any Consequently the computed energy for any approximate wave function
is an upper bound to the exact lowest eigenvalue. By the Hylleraas-Undheim-
MacDonald [27] theorem, the computed excited states are also upper bounds to
the exact eigenvalues, as long as the correct number of states lie below.
Thus if we allow to depend on various parameters, we can vary these
parameters to obtain an optimal value for which minimizes the energy in Eq.
(2.6].
2.2 Hartree-Fock Theory
Factoring of the wave function into space and spin parts is not a prop¬
erty that works well for the wave function of the many-electron system. Hartree
suggested a wave function form that retained this factorization property. He
suggested that an N-electron wave function can be written as a product of
8





The radial part of each of these one-electron functions, called spin-orbitals are
assumed to depend only on the n and 1 quantum numbers. These are determined
by using the varational principle and the non-relativistic Schrodinger Hamiltonian.
Hartree’s method suggests that each electron moves independently in the
field of the other (N-1) electrons where the potential is given by
VAn) = EJ (2.9)
Thus we obtain an equation
(-^V^ - = CicPi (2.10)2 Ti
for each one-electron function (/)(. With the spherical symmetry of the potential,
the angular dependence of (j)i is a spherical harmonic.
There is a flaw in the Hartree method in that it does not account for the
fact that electrons are fermions and must obey the Pauli principle. This was later
corrected by Fock who replaced the simple product of one-electron functions by
9
an anti-symmetrized product. We can easily write this anti-symmetrized product





The antisymmetric character follows from the properties of determinants. The
term is a normalization factor to ensure that (^|^) = 1- The 0t are
generally written as a product of the radial function and a spherical harmonic
Mr) = RnAr)YuHQ.4>) = -/naAr)YiT{e.M (2.12)
Because of spherical symmetry the orbitals can be determined by requiring
be minimized subject to the condition (’I'l^) = 1. This is accomplished by using
the varational method. This process is known as the Hartree-Fock (HF) method
[28],
2.3 Configuration-Interaction Method
The restriction of the Hartree-Fock method that constrains us to a wave
function consisting of a single determinant ( or a linear combination in order to
ensure an eigenfunction of the angular momentum operator), with the elements
as one-electron functions to each of which is associated a single spherical har¬
monic, will now be lifted. To see how we can remove the restriction of the HF
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wave function, let us consider the ground state of nitrogen, usually denoted as
ls^2s^2p^ which is really a representation of the HF approximation. The in¬
dividual 1 of each electron couple to form L, the total angular momentum, where
L satisfies |/i — Z2I < L < |/i -h /2|- It is easy to see that L=0 can be obtained
with li = I2 = 0. However, we can also obtain L=0 whenever li = I2 for any
values of li and 12- But still the angular momentum of these orbitals must couple
to form Here (2s -I- 1)=4 is the multiplicity of the state.
For the state labeled 2s^2p^ ^S°, a more flexible form of the wave function
would be
^('‘5°) = aia>i(2p^ ^5") + a2^2i2sV^P^S°) + 03^3(2s2p23p2 45-0)
-l-a4$4(2s^3p^4p + 05$5(2p^3p ^S°)
+a&^e{2s'^2p'^Ap ^5°) -f .. .(2.13)
where we now have in all cases |/i + /2I = 0 = L. The assignment of electrons
to orbitals (Is,2p,...), together with angular momentum coupling, are known
as configurations, and the process of finding the coefficients {oj} as well as the
radial functions involved in these one-electron orbitals is known as the method of
Configuration-Interaction (Cl). The {$i} are known as the Configuration State






where ttj denotes all the distinguishing features of other than L and S, and





with k >n — I, and the normalization factor is
^jnl (2.16)
where Cjni, Qni and Ijnt are the expansion coefficients, exponents, and powers
of r, respectively. For a given set of CSF, the coefficients a, in Eq. [2.14] are
components of the eigenvector of the Hamiltonian matrix with typical element
Hi, = (2.17)
where H represents the non-relativistic Hamiltonian operator. The Hamiltonian
matrix can be diagonalized to give Ei < E2 < ... < Em. From the Hylleras-
Udheim-MacDonald [27] theorem we have
Ek > (2.18)
The upper bound property of Eq. [2.18] can be used to determine the optimum




/ Pnl{r)Pn'l{r)dr = Snn' (2.19)Jo
In Eq. [2.14] if we include the Hartree-Fock configuration as $i, then our approx¬
imation would have at least the accuracy of the HF approximation. However, it
would generally have an improvement in energy known as the correlation energy
defined as Since E^^ is an upper bound to then
always be negative [29].
One of the main difficulties of this method is that in Eq. [2.14] M is in
principle infinite but for practical calculations it must be finite. Although concep¬
tually this method should give an arbitrarily accurate N-electron wave function,
the convergence is usually slow and the numerical work increases rapidly as the
number of configurations is increased. For this reason one often includes only those
configurations whose energies are close to one another and therefore interact more
strongly than configurations with widely separated energies.
2.4 Oscillator Strength and Transition
Probability
So far we have devoted our discussion to the calculation of the atomic
wave functions and the atomic state energies. However, there are other atomic
properties of interest, such as the probability that an atom undergoes a transition
from one state to another. This process can take place either by the absorption
of energy, or by the emission of radiation. The emission of energy can either be
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spontaneous or induced, with the final state lower in energy. Several final states
may be available to the atom depending on certain selection rules governed by
the initial and final states. However, they all have a certain probability that is
time dependent.
We begin with the time dependent Schrodinger equation to obtain an
equation for transition probability. The Hamiltonian H contains not only the
electrostatic interaction, but because of the radiation field involved, it also con¬
tains electromagnetic corrections, which for one-electron systems have the form
(e/mc)A • p. Here A is the vector potential associated with the electromagnetic
field and p is the momentum of the electron.





where the sum includes integration over the continuum. If the atom is in state |z)
at time t=0, then C'i(O) = 1,C„(0) = 0 for n7>^i. If the velocity potential expands
in a Fourier series of plane waves of the form AoCos{ut — k • r), then first-order
perturbation theory gives, for absorption in one-electron atoms.
= f (j|—p ■ exp{ik ■ T)\i)me ~ (2-21)
where hVij — Ej — Ei is the transition energy, Bij is the Einstein coefficient for
absorption and p{vij) is the energy density per frequency range.
The absorption oscillator strength can be obtained from the Einstein coef¬




Since the magnitude of the wave vector k is k = 27r/A , and typically the
mean radius of the electrons, denoted by r, is of the order of a few A, whereas A
is a few hundred or even a few thousand A. This implies that k • r 1 and the
expansion exp{ik • r) = 1 -\-ik • r + ... will rapidly converge. Thus in the dipole
approximation the term exp{ik. • r) can be represented by 1. We also have
ifi
—p = ihr = [r, Hq] , (2.23)
m
whenever the matrix elements of these operators are being taken with respect to
the exact eigenfunctions of the electrostatic part of the Hamiltonian Hq. Thus in
the dipole approximation we can express the matrix elements of Eq. [2.21] as
15
= ±(£:^_£,)y|er|i>. (2.24)








These expressions are referred to as the length and velocity forms of the oscillator
strength, respectively. Their equivalence is valid whenever Eq. [2.24] applies and
the wave functions are eigenfunctions of the Hamiltonian. For the many-electron
atom the eigenstates of H are not known exactly. For these systems the length
and velocity forms of the oscillator strength will give different values [29].
The oscillator strength formulae apply to the absorption of radiation. The
emission of radiation, resulting in an atom de-exciting, can be spontaneous, in
which case the transition rate depends only on the population of the upper level,
or induced, for which the transition rate depends on the energy density /o(%).
The Einstein coefficient for the emission and absorption process respectively,
Ajj and Bij satisfy
Aj = -^(Ej-Ei)Bji (2.27)
and giBij = QjBji, where is the statistical weight of level i given by
Qi = (2Li -I- l)(25i + 1) and gj is the statistical weight of level j.
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The absorption oscillator strength is related to the radiative transition
probability through the expression
where Xji = ^ is the wavelength of the transition. The absorption and emission
oscillator strengths are related by
9ifij — ~9jfji- (2.29)
The radiative life-time of an excited state is calculated from the radiative transi¬








The wave functions for the target atomic states described in chapter 2 are
incorporated into a description of the scattering problem. The time independent
non-relativistic Schrodinger equation describing electron scattering by atoms is
= E^, . (3.1)
where E is the total energy and we define the scattering Hamiltonian as
Hn+i = (3.2)
Here Z is the nuclear charge, rij = |ri — rj], rj and Tj are the vector
coordinates of electrons i and j with respect to the origin, taken to be the target
nucleus of infinite mass. In this and all later equations we use atomic units [30].
17
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3.2 The R-Matrix Method
The R-matrix method was originally introduced in a paper concerned with
nuclear reactions by Wigner and Eisenbud in 1947 [31]. In 1971 the R-matrix
method was applied to electron-atom collision by Burke et al [32]. In the R-
matrix theory the configuration space is divided into two regions by a sphere of
radius ”a” that is centered on the target nucleus. The basic idea is that the
dynamics of the electron-atom system is dependent on the relative distance r of
the incident electron and the target atom [33]. The space surrounding the target
with r < o is called the inner region and the region with r > o is called the
outer region. Electron exchange and correlation between the scattered electron
and the N electron target atom are important in the inner region and the (N-hl)
electron collision complex behaves in a way similar to a bound state. Therefore a
configuration-interaction (Cl) expansion of this complex, analogous to that used in
bound state calculations (chapter 2) can be adopted [30]. The charge distribution
of the target is contained within the internal region and in the external region
the electron exchange between the scattered electron and the target is negligible.
In the external region the scattered electron moves in the long-range multipole
potential of the target. This potential is local and the solution in this region can be
obtained by solving coupled differential equations with an asymptotic expansion.
To find solutions in the internal region r < a, we have to solve coupled
integro-differential equations. The wave functions describing the electron-atom
19
collision process are written as
• • • » ^iV+l) — ^ • • • ; ^N+Ij ^N+l)‘^ii(^N+l)
+ Y^djk(f>j{xi,...,XN+i)- (3.3)
J
In this equation, the functions $ are formed by coupling the multi-configurational
functions of the target bound states, with the spin-angle functions of the scat¬
tered electron to form eigenstates of the total orbital angular momentum L, the
total spin angular momentum S, and the parity of the electron-atom system.
The Uij are the basis orbitals for the scattered electron. The operator A anti-
symmerizes Eq. [3.3] and Cjjk and dijk are expansion coefficients determined by
diagonalizing the (N-fl)-electron Hamiltonian [34].




that satisfies the boundary conditions
Uij{0) = 0
Q, dtiij (3.5)
Uij (a) dr r=a
20
The summation over n goes over all orbitals occurring in the expansion of the
atomic states for each orbital angular momentum /j. The Ay„ are Lagrange mul¬
tipliers determined so that
= f Uij{r)Pni{r)dr = 0 for all n,j (3.6)
where Pniir) are the radial bound orbitals describing the target states, the round
brackets are used to indicate a finite range of integration. Since for r > a exchange
between the scattered electron and the atom is negligible, this is equivalent to
saying that the bound state radial functions are essentially zero for r > a or
P„.;.(r) ~ 0 r > a all riili. (3.7)
This implies that the range of integration in Eq. [3.6] can be extended to r = oo
without introducing appreciable error. The orbitals Uij satisfies the orthogonality
condition
{uij\uij>) = 6jj> for each i . (3.8)
The orbitals P^_^^ (f) ■■■ Pnmax(ii)ii (^)’ ^a(^), ^^i2(^) • • • form a complete set of func¬
tions over the range r = 0 to r = a [34].
The potential V(r) in Eq. [3.4] is usually some suitable potential chosen to




suggested by Thomas-Fermi statistical theory of the atom has proved very ap¬
propriate, most importantly it has the correct form at the nucleus and in the
asymptotic region, two conditions necessary for the rapid convergence of the R-
matrix expansion [32].
3.3 Calculation of the R-Matrix
In the interior region we can expand the total wave function at any energy ^£;,
in terms of our basis.
^Ek'^k- (3.10)
k
The coefficients Ask are determined from the relation
MHn+i\^e) - {<ifE\HN+i\^k) = {E- (3.11)
We can further simplify this expression by noting that the only non-zero con¬
tributions are obtained when the kinetic energy operator acts on the continuum
orbitals, so we can define
22
^ik{r) = CijkUij{r) (3.12)
j
and using Eq. [3.10] gives the expression
1
2
^ ^ -^Ek ^AT+l I ^j^jk') i^j^jk’ |VN+l |
ij'k
= (E - E^+')(1,\9e). (3.13)
We can now define the quantity
Viif) =Y ^Ek<^ik, r <a
k
(3.14)
which is the radial function of the scattered electron in channel i at energy E [32].
Using this function yi{r) and the orthonormality of the in Eq. [3.13] reduces
to
-Y24-
= (E - E^^^)AEk. (3.15)
Applying Green’s theorem and noting the boundary conditions outlined in Eq.
[3.5], we obtain
Y^ik{o) - %ij = 2a(Ef+^ - E)AEk (3.16)
23




2/i(o) = ~ • (31^)
i \ / r=o
The amplitude ujikia) and the poles of the R-matrix are determined from
the eigenvectors and eigenvalues of the Hamiltonian matrix in the equation [32]
(3.19)
3.4 Calculation of the K-Matrix
In the external region, r > a, exchange effects between the scattered electron
and the target can be neglected, since we can choose a suitable boundary radius
to contain completely the charge distribution of the target nucleus. The wave
function of the scattered electron satisfies the radial wave equation
= 2S Vij{r)uj{r) ; i = 1 - n, r>a (3.20)
where n is the number of coupled channels retained in the close coupling expansion
Eq. [3.3]. In the internal region we have complicated coupled integro-differential
equations, where we use the R-matrix to find the solutions. The K-matrix is
24
defined by the asymptotic form of the solutions
Vij ~r->oo k~^^^{sin6i5ij + cosQiKij) kf > 0
Vij ~r^cx, 0{r~2) kf <0 j = l...na (3.21)
where the second index j has been introduced here to denote the linearly
independent solutions to Eq. [3.20] where ria is the number of open channels. We
must also define
6i = kir — -liTT — r]iln2kir + cri.
rji = -{Z-N)/ki
= argT{li + l + iT]i). - (3.22)
The nxn dimensional R-matrix determined in Eq. [3.17] can be used to determine
the Ua X Ua dimensional K-matrix defined in Eq. [3.21] by using standard tech¬





and the contributions to the cross section for a transition from state onLiSi to
state ajLjSj from the LS tt combination considered is given by
-LStt _ (^-^ “b 1)(2*S' -I- 1) .
_ r |2
kl^^2Li + \)(2St + iy (3.24)
Chapter 4
Results and Discussion
4.1 Choice ofRadial Functions and
Configurations
The wave functions were constructed with a common set of radial functions
chosen to give a good representation of the energies of the 20 LS states considered
in the oscillator strength calculation and the 11 LS states considered in the scatter¬
ing calculation. Thirteen orthogonal one-electron orbitals Is, 2s, 2p, 3s, 3p, 3d, 4s,
4p, Ad, Af, 5s, bp, and bd were used. The Is, 2s, and 2p radial functions were cho¬
sen as the Hartree-Fock (HF) functions of the 2s^2p^ ^5° ground state of N I given
by dementi and Roetti [35] while the other radial functions have been obtained
with the general non-relativistic structure code CIV3 of Hibbert [36]. The radial
part of each orbital is expressed in analytical form as a sum of Slater-type orbitals
(STO) in Eq. [2.15], where k>n-l. The exponents and coefficients are determined
variationally. The coefficients are also subjected to orthonormality conditions.
The 3s, 4s, 3p, and 3d functions were chosen of spectroscopic type and were op¬
timized on the excited states 2p^3s 2p^4s 2p^3p ^D°, and 2p^3d ^P*
respectively.
There is strong interaction between the 2p^4s ^P® and 2p^3d '*P®
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states because of their proximity. In order to represent these states accurately
it was necessary to obtain flexible spectroscopic functions on these states. The
Ap , Ad, Af, 5s, 5p, and 5d functions are correlation type. It was necessary to use
the correlation functions in addition to spectroscopic functions so that a single set
of orthogonal functions can represent all the energy states. The 5p function was
chosen to improve the flexibility of the 3p and was optimized on the
state. The 5s and 5d functions were chosen to account for the polarization of the
ground state. The Ad and 4/ functions were chosen to improve the energies of
the 2s2p^ and 2s^3d states respectively. The Ap function was chosen as
a correction to 2p in the ground state and was optimized on the ground state.
In obtaining these functions except for 4/ and 5p we have chosen k > n — I,
which implies that the coefficients are determined by orthonormality as well as
by variational considerations. This improves the flexibility of the functions to
give a good representation of the excited states considered in this work. The
parameters of the optimized radial functions are given in Table 4.1. In order to
test the convergence of the Cl expansion for different LS symmetries, we carried
out several test calculations. All configurations with weight more than 0.006 were
retained in our final calculation except for the configurations of the ^P® symmetry
where configurations with weight more than 0.003 were retained. These Cl wave
functions were then used to calculate excitation energies and oscillator strengths
and were also used in our scattering calculations.
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Table 4.1: Parameters of the radial functions of N I
Orbital Powers of r Exponents Coefficients
































Orbital Powers of r Exponents Coefficients














Zd 3 1.695071 0.073760
3 0.374905 0.985484








4/ 4 0.762250 1.000000
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4.2 Energy Levels
We present in Table 4.2 the calculated excitation energies of the various low lying
levels relative to the 2p^ ^S° ground level of N I. These are compared with the
experimental energies compiled by C. E. Moore [37] and the theoretical energies
reported by Tong et al [6] and Hibbert et al [4].
Table 4.2: Excited state energies (in au) of N I relative to the ground state
Index State This work Experiment Hibbert Tong'^
1 2s^2p^ 0.00 0.00 0.00 0.00
2 2sV 0.10464 0.08760 0.12780
3 2s^2p^ 2po 0.15017 0.13140 0.15778
4 2s22p2(3p)3s 4p 0.38388 0.37971 0.39992 0.38220
5 2s‘^2p\^P)Zs 0.39676 0.38361 0.41533
6 2s 2p^ *P 0.41264 0.40155 0.41511 0.40324
7 2s22p2(3p)3p 250 0.43318 0.42639 0.44811
8 2s^2p^^P)3p 0.43433 0.43212 0.45318 0.43698
9 2s22p2(3p)3p 4po 0.43701 0.43518 0.45613 0.43825
10 2s^2p^{^P)3p 0.44402 0.44083 0.46213 0.44422
11 2s^2p\^P)3p 0.44493 0.44121 0.46402
12 2s‘^2p^\^P)3p 0.44917 0.44558 0.46951
13 2s22p2(3p)4s 4p 0.47255 0.47247 0.49269 0.47670
14 2s22p2(3p)4s 2p 0.47591 0.47477 0.49526 0.48089
15 2s^2p\^P)3d 2p 0.47407 0.47672 0.49698
16 2s22p2(3p)3d 4p 0.47307 0.47714 0.49723
17 2s‘^2p\^P)3d 2p 0.47824 0.47774 0.49786
18 2s22p2(3p)3d 4p 0.47649 0.47846 0.49784 0.48233
19 2s‘^2p\^P)3d 0.47628 0.47846 0.49854 0.48213
20 2s^2p^{^P)3d 0.47679 0.47903 0.49923
a: Moore [37]
b: Hibbert et al [4]
c: Tong et al [6]
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The present calculated energies agree to better than 1% with the mea¬
sured values for most of the energy levels. The largest discrepancies are for the
2s^2p^ and 2s^2p^ states where the calculated results are, respectively,
19% and 14% larger than the measured values. Our calculation agrees very well
with the Cl calculation of Hibbert et al [4] and the MCHF calculation of Tong
et al [6] even for the 2s^2p^ and 2s'^2p^ states. The calculated energy
ordering of the 2s^2p^4s ^P, 2s^2p^Zd ^’^P, ^D, and states does not agree
with the experiment as the energy gap between these states is very small.
4.3 Oscillator Strength
The length and velocity forms of oscillator strengths for dipole-allowed
transitions between states of quartet and doublet symmetries are listed in Tables
4.3 and 4.4. Transitions between the terms of the ground 2s^2p^ and the ex¬
cited 2p^3s, 2s2p‘^, 2p^3p, 2p'^3d, and 2p^4s configurations are shown and these
are compared with the calculations of Hibbert et al [4], Tong et al [6], and the
wall stabilized arc measurements. The agreement between length and velocity
forms of the oscillator strengths is to some extent an indication of the accuracy
of the wave functions and the convergence of the Cl expansions. Except for the
252^“^ “^P — 2s^2p^3p ^P° and the 2s^2p^3p ^^8° — 2s^p^4s transitions and some
very weak transitions the agreement between the present length and velocity forms
of oscillator strengths is within 15%.
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/l fv ft fv
Experiment
2p^ 0.2584 0.2714 0.2839 0.2956 0.2507 0.2722 0.271^^ ± .008
2p3 45o_2p4 4p 0.0963 0.1074 0.0656 0.0689 0.0805 0.0945 0.078**
2p3 4_50_4^ ip 0.0318 0.0310 0.0253 0.0258 0.0316 0.0295 0.030®
2p3 450-3^ 4p 0.0743 0.0636 0.0761 0.0762 0.0660 0.0597 0.067®
3p '‘5'"-4s 0.0581 0.1081 0.1458 0.1566 0.0891 0.156
3p ^S°-M 0.8421 1.1399 1.0095 1.0217 0.7505 0.8929
3s 4p-3p 45° 0.1032 0.1050 0.0938 0.0936 0.1066 0.0892 0.1018^
2p^ ^P-3p 0.0296 0.0217 0.0344 0.0421 0.0303 0.0418
3s 4p-3p 0.4686 0.5258 0.4290 0.4398 0.4904 0.4750 0.4550^
2p^ ^P~3p 0.0384 0.0517 0.0712 0.0808 0.0515 0.0567
3p ^D°-As ^P 0.1150 0.1547 0.1476 0.1630 0.1653 0.1432
3p 4p"-3d 4p 0.0176 0.0317 0.0141 0.0191 0.039 0.0276
3s ^P-3p '‘P° 0.3047 0.3178 0.2826 0.2870 0.3182 0.2771 0.3036-''
2p4 '‘P-3p ^P" 0.0090 0.0261 0.0277 0.0273 0.0152 0.0144
3p '‘P“-4s ^P 0.1848 0.2537 0.1980 0.2184 0.2106 0.2068
3p '‘P‘’-3d ^P 0.1558 0.1681 0.2036 0.2028 0.2312 0.2205
3p ^D°-3d 4p 0.6913 0.9668 0.7645 0.8010 0.8272 0.7858
3p '^D°-3d “P 0.1297 0.1472 0.1372 0.1361 0.1389 0.1224
3p '‘P"-3d 0.1297 0.1472 0.1372 0.1361 0.1389 0.1224
3p '‘P"-3d '‘P 0.6250 0.8367 0.6898 0.7125 0.6836 0.6818
a: Tong et al [6]
b: Hibbert et al [4]
c: Goldbach et al [7]
d: Smith et al [14]
e: Lugger et al [39]
f: Zhu et al [40]
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Table 4.4: Oscillator strengths of electric-dipole-allowed transitions between states
of doublet symmetry in N I
Transitions Other Calculations Experiment
Hibbert'^
/l fv h fv
2p3 2J)0332p 0.0788 0.0734 0.0746 0.0757 0.071^= ± .002
2p3 2po _45 2p 0.0137 0.0120 0.0049 0.0146 0.0130* ± .0003
2p^ _3^ 2p 0.0075 0.0040 0.0168 0.0020
2p3 2po _35 2p 0.0803 0.0816 0.0817 0.0856 0.0828^ ± .0024
2p3 2po _3^ 2p 0.0032 0.0043 0.0154 0.0045
2p3 2po _3rf 2p 0.0651 0.0791 0.0450 0.0305 0.0320* ± .00096
3p2 2po _3^ 2p 0.0027 0.0000 0.0026 0.0049
3p2 -3d 2£> 0.1132 0.1529 0.1208 0.1397
3p2 2po _4^ 2p 0.1333 0.2692 0.1013 0.1960
3p2 2po _3d 2p 0.0041 0.0092 0.0423 0.0575
3p2 2po _3^ 2p 0.6384 0.9135 0.3924 0.4708
2p3 2pt, _3^ 2p 0.0692 0.0772 0.0664 0.0562 0.0338“^ £ .0010
2p3 2po _4^ 2p 0.0048 0.0093
2p3 2po _3^ 2p 0.0351 0.0238 0.0196 0.0129
2p3 2po _35 2p 0.0335 0.0444 0.0284 0.0250
2p3 2po _3£/ 2p 0.0245 0.0218 0.0610 0.0329
3p2 2po _4g 2p 0.0409 0.0968 0.2144 0.4275
3p2 2po _3rf 2p 0.2827 0.4403 0.0892 0.0890
3p2 2po _35 2p 0.0000 0.0004 0.0017 0.0046
3p2 2po _3£/ 2p 0.5558 0.8359 0.5676 0.7715
3s2 2p_3p 25.0 0.0844 0.0763 0.0913 0.0708
3s2 2p_3p 2po 0.5707 0.5837 0.5901 0.6624
3s2 2p_3p 2po 0.3487 0.3577 0.3636 0.3535
3p2 250 _45 2p 0.5392 0.5977 0.0066 0.0022
3p2 25° -3rf 2p 0.4221 0.4709 1.2051 0.9187
a: Hibbert et al [4]
b: Goldbach et al [8]
c: Goldbach et al [7]
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Our results of oscillator strength agree very well with the Cl calculation
of Hibbert et al [4] for most transitions. The MCHF calculation of Tong et al [6]
agrees with the present results. There is excellent agreement between the present
results and the Cl calculation of Bell et al [38] (not given in the tables) for all but
the 3p — 4s transition. The over all agreement between all the theories
presented in these tables is about 10% which is an indication of the fact that the
calculations are converging. Goldbach et al [7] measured oscillator strength for
the 2p^ — 3s transition. Our results are in excellent agreement with their
results for this transition. We agree very well with the measurements of Lugger
et al [39] for the 2p^ ^5° — 4s '‘F and 2p^ ‘^S° — 3d ^P transitions and also the
measurements of Zhu et al [40] for the 3s — 3p ^5", 3s ‘‘F — 3p and
3s ^F — 3p ^P° transitions. Smith et al [14] measured oscillator strength for the
2p^ ^S~2p^ ^P transition where our result is within 20% of their measurement.
Since many experimental publications report atomic transition probabili¬
ties and radiative life-times for the 2s^2p^3s ^F and 2s2p^ ^F states we have given
transition probabilities and life-times in Tables 4.5 and 4.6 to compare our results
with these measurements. The experimental life-time of the 2s^2p^3s ^F state
range from 1.85 to 3.0 ns. Our calculated value of 2.46 ns agrees well with the
most recent experiments [7]. Our calculation is between the calculated values of
Hibbert et al [4] and Tong et al [6]. For the 2p'* ^F state we are smaller than the
calculation of Hibbert et al [4] and Tong et al [6].
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Table 4.5: Transition probabilities (s of electric-dipole-allowed transitions in
N I
Transition This Work Other Works
Av A'> A'^ A**
2s^2p^{^P)Zs 4.07[8]“ 4.27[8]
2s2p^ *P - 2s^2p^ 1.74[8] 1.89[8]
2s'^2p^{^P)As ^P - 2s^2p^ 7.61 [7] 7.43[7]
2s22p2(3p)4s 4p . 2s22p2(3p)3p 4^0 5.31[5] 9.87[5]
2s22p2(3p)4s 4p . 2s22p2(3p)3p 4po 8.99[6] 1.20[7]
2s22p2(3p)4s ^P - 2s22p2(3p) 4p<^ 7.99[6] 8.41 [6]
2S22p2(3p)3D 4p . 2s22p3 450 1.80[8] 1.54[8]
25'22p2(3p)3P 4p . 2s22p2(3p)3p 9.90[6] 1.34[7]
25^2^2 (3p)3p 4p . 2s22p2(3p)3p 4po 1.67[6] 3.02[6] 4.34[6]
2522p2(3p)3p 4p . 2s22p2(3p)3p 4po 7.79[6] 8.41 [6]
2s22p2(3p)3p '‘5° - 2s22p2(3p)35 4p 3.50[7] 3.63[7] 3.69[7] 3.67[7] 3.84(7]
2s22p2(3p)3p 450 . 252p'' '‘P 3.01 [7] 2.21[7]
2s22p2(3p)3p 4po . 2s22p2(3p)3s 4p 2.33[7] 2.62[7] 2.25[7] 2.59(7]
2s22p2(3p)3s 4p . 2s2p'‘ '•p 4.07[5] 5.47[5]
2s22p2(3p)3p 4po . 2s22p2(3p)3s 4p 2.80[7] 2.92[7] 3.04[7] 3.00(7] 3.14(7]
2s22p2(3p)3p 4po . 2s2p'‘ ^P 1.97[5] 4.67[5]
2s22p2(3p)3rf 4p . 2s22p2(3p)3p 4po 2.52[7] 3.53[7] 3.66[7] 3.74(7] 3.85(7]
2s22p2(3p)3d - 2s22p2(3p)3p '‘D" 7.33[6] 8.32[6] 7.30[6] 9.77(6] 9.59(6]
2s22p2(3p)3p 4po . 2s22p2(3p)3p 4p 1.85[7] 2.48[7] 2.39[7] 2.47(7]
a: 4.07[8] equals 4.07 x 10*
b: Musielok et al [9]
c: Zhu et al [40]
d: Hibbert et a/[4]
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Table 4.6: Radiative life-times (ns) of excited states
life-times/excited states
Group Method 3s 2p^^P
Experiment
Goldbach et al [7] Arc 2.390±0.059
Chang [10] Beam-foil 2.27±0.11 3.18
Brooks et al [15] Phase-shift 2.4±0.2
Dumont et al [11] Beam-Foil 2.35±0.23 7.3±0.7
Kernahan et al [12] Beam-Foil 6.80±0.30
Mallow et al [18] Pulsed-beam 5.5±1.5
Berry et al [13] Beam-foil 2.4±0.1 7.0±0.2
Hutchison [16] Phase shift 2.2±0.4 9.9±1.0
Desesquelles [19] 2.35±0.23 7.1±0.4
Lin et al [21] Titration 3.0±0.7
Smith et a/ [14] Beam-foil 7.4±0.4
Lawrence et al [17] Phase shift 2.5±0.3 7.2±0.7
Labuhn [20] Arc 1.85±0.74 4.3ib2.2
Theory
This work CIV3 2.46 5.74
Tong et al [6] MCHF 2.28 8.82
Hibbert et al [4] CIV3 2.59 7.14
Hibbert et al [5] CIV3 2.32 8.26
4.4 Cross Sections
Electron impact excitation differential cross sections (DCS) for the forbidden
‘^S° —^ D° transition in atomic nitrogen are displayed in Figs 4.1 - 4.7 over an
incident electron energy from 5 to 30 eV and over an angular range from 0 to
180". These are compared with the measurements of Yang and Doering [26]. Our














Figure 4.1: Differential cross sections for the forbidden D° transition as
a function of scattering angle at 5 eV. Solid curve represents our results and














Figure 4.2: Differential cross sections for the forbidden ‘*5'" —^ D° transition as
a function of scattering angle at 7 eV. Solid curve represents our results and















Figure 4.3: Differential cross sections for the forbidden ‘*5'" —^ D° transition as
a function of scattering angle at 8 eV. Solid curve represents our results and















Figure 4.4: Differential cross sections for the forbidden ^ D° transition as
a function of scattering angle at 10 eV. Solid curve represents our results and
diamond gives the experimental values of Yang and Doering [26].
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Scattering Angle (deg)
Figure 4.5: Differential cross sections for the forbidden D° transition as
a function of scattering angle at 15 eV. Solid curve represents our results and













Figure 4.6: Differential cross sections for the forbidden P° transition as
a function of scattering angle at 20 eV. Solid curve represents our results and















Figure 4.7: Differential cross sections for the forbidden “*5° —^ D° transition as
a function of scattering angle at 30 eV. Solid curve represents our results and
diamond gives the experimental values of Yang and Doering [26].
Our theoretical DCS at all energies are peaked in the backward direction in
agreement with the experiment. This is the expected behavior of a spin-changing
forbidden transition. Our calculated DCS are well within the experimental error
at most scattering angles for the incident energies 5 to 20 eV but at 30 eV our
results are larger than the experiment.
The integral excitation cross sections for the transition are plotted
in Fig 4.8, where they are compared with the measurements of Yang and Doering
[26]. The agreement between calculated results and the measurements of Yang
and Doering [26] is excellent at all energies. Fig 4.9 shows the calculated integral
cross sections for the '*5" P° forbidden transition as a function of incident















Figure 4.8: Integral cross sections for the forbidden transition as a func¬
tion of incident energies. Solid curve represents our results; diamonds represents
the measurements ofYang and Doering [26]; curve represents the eight state
calculation of Berrington et al [22] ; - - curve represents Bell and Ramsbottom
[23].
and Ramsbottom et al [23]. The present theoretical calculation predicts a peak at
around 0.6 Ryds, which is in agreement with the calculations of Berrington et al
[22] and Ramsbottom et al [23]. However our calculated peak is lower than that
of the other calculations. We present in Fig 4.10 the calculated integral excitation
cross sections for the ^ P° transition as a function of incident energy, where
they are compared with the calculations of Berrington et al [22] and Ramsbottom
et al [23]. Again our predicted peak occurs at around the same energy and is
lower than the peaks of other theories [22, 23].
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Figure 4.9: Integral cross sections for the '*5° — transition as a function of
incident electron energy. Solid curve represents our results; curve represents
the eight state calculation of Berrington et al [22] ; - - curve represents Bell and
Ramsbottom [23].
42
Figure 4.10: Integral cross sections for the forbidden ^ P° transition as
a function of incident energy. Solid curve represents our results; curve
represents the eight state calculation of Berrington et al [22] ; - - curve represents
Bell and Ramsbottom [23].
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In Figs 4.11 and 4.12 we present our calculated electron excitation cross
sections for the — 3s and ^5” — 2p^ resonance transitions as a function
of incident electron energy and comparison is made with the measurements of
Doering and Goembel [24, 25]. For the ‘*5'° — 3s ^P transition we are within in the
experimental error of Doering and Goembel [24] at all energies except at about
2.3 Ryds. For the ^S° — 2p^ ^P transition there is qualitative agreement between
our calculation and the measurements of Doering and Goembel [25], however we
are consistently higher than the experiment. Since our oscillator strength for this
transition was higher than the experiment we were not surprised by this behavior
because the oscillator strength directly affects the cross section. We consider
elastic scattering cross section in Fig 4.13. This transition dominates the free-free
absorption coefficient and so its cross section is of importance. We compare our
calculated cross sections with the calculation of Ramsbottom et al [23] and the
two theories agree very well.
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Electron Energy (Ryds)
Figure 4.11: Integral Cross Sections for the resonance *S° — 3s transition as a
function of electron energy. Solid curve represents our results; diamonds are the
results of Doering and Goembel [24].
Figure 4.12: Integral Cross Sections for the resonance '*5'" — 2p^ '‘P transition as
a function of electron energy. Solid curve represents our results; diamonds are the
results of Doering and Goembel [25].
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Figure 4.13: Integral Cross Sections for the elastic '*5"—'*5'° transition as a function
of electron energy. Solid curve represents our results; represents Ramsbottom
et al [23].
4.5 Conclusions
The aim of this work was to determine accurate differential and integral cross
sections for both elastic and inelastic scattering from atomic nitrogen. We have
presented an extensive Cl calculation of energy levels, oscillator strengths, tran¬
sition probabilities, and radiative life-times of excited states. We considered 20
low-lying LS states belonging to the 2s^2p^, 2s2p'*, 2s^2p^3s, 2s‘^2p^3p, 2s‘^2p‘^3d,
and 2s^2p^4s configurations of N I. Inspite of the fact that the energy gap be¬
tween many of these levels is very small the calculated energies agree very well
with the experimental energies compiled by Moore [37], which gives us confidence
in the high quality of our wave functions. Our oscillator strengths are in very
good agreement with the Cl calculations of Hibbert et al [4] and Bell et al [38]
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and the MCHF calculation of Tong et al [6]. The agreement between the theories
shows that these calculations are converging.
We presented theoretical cross sections for the forbidden ^S°—
and ^ P° transitions. We also presented theoretical cross sections for the
dipole-allowed resonance ‘*5° — 3s ^P and ^5" — 2p^ ^P transitions and for the
elastic scattering. The theoretical DCS for the excitation of the '*5'" —^ D° state is
in very good agreement with the experimental measurements ofYang and Doering
[26] and displays the shape of a spin-forbidden transition. However for the dipole-
allowed resonance “*5" — 3s *P and — 2p^ *P transitions there are discrepancies
in the magnitude of our calculated cross sections and the measurements ofDoering
and Goembel [24, 25]. Truncation of the close-coupling expansion to 11 low-lying
states may introduce some errors in the present results. There is good agreement
between our calculated cross sections for the elastic scattering and the R-matrix
calculation of Ramsbottom et al [23]. Our oscillator strengths and cross sections
should be very useful in astrophysical applications.
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