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Abstract
This paper derives and evaluates an algorithm for estimating normal covariances. A
particular concern is the performance of the estimator when the dimension of the space
exceeds the number of observations. The algorithm is simple, tolerably well founded, and
seems to be more accurate for its purpose than the alternatives. Other topics discussed are the
joint estimation of variances in one and many dimensions; the loss function appropriate to a
variance estimator; and its connection with a certain Bayesian prescription.
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1. Preliminary remarks
1.1. Background
A large amount of work has been done in recent decades on the problem of
estimating the covariance matrix of a normal distribution. Most of this work has
been based on Wald’s deﬁnition of risk, seeking minimaxity or admissibility
for various deﬁnitions of loss. The commonest loss function is Stein’s [14], but others
are due to Efron and Morris [8], Sharma and Krishnamoorthy [19], and Gupta
and Ofori-Nyarko [11]. Many different estimators have been derived, some of
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which are compared in the evaluation later in this paper. See the references there for
details.
An alternative approach was pursued by Dickey et al. [7], who developed an
empirical Bayesian estimator. Their work is close in spirit to the present
paper, though more consistently Bayesian, so it may be worth outlining the
differences.
Dickey, Lindley and Press sought the mode of the covariance’s posterior
distribution where the present paper seeks the mean, supported by a proof that
the posterior mean has a decision theoretic justiﬁcation based on one of Sharma and
Krishnamoorthy’s loss functions. (Stein’s loss, by contrast, would favour seeking the
posterior mean of the precision.) Dickey, Lindley and Press argue at some length for
the adequacy of the inverse Wishart distribution as a prior. I deny the claim, and
engage in some sleight of hand to escape from the limitations of an inverse Wishart
prior. Dickey, Lindley and Press assume that d; the dispersion parameter of their
prior, is known, whereas the corresponding l of this paper is estimated from a simple
formula.
Dickey, Lindley and Press, like Lin and Perlman [16], assume a correlation
structure to the covariance matrix. Some authors (such as Stein) treat the problem as
rotationally invariant, while others appear to assume that the covariance is
approximately diagonal. The present paper belongs with those which assume an
approximate structure, although it has more generality than most others in the same
class.
Yang and Berger in 1994 [22] pursued an objective Bayesian method, and showed
the relation between some standard loss functions and suitable Bayesian prescrip-
tions. Considerable interest has been shown in Bayesian approaches since then, such
as in papers by Daniels and Kass [4,5].
Another line of work is Friedman’s RDA [9]. In some ways the present paper can
be seen as providing a Bayesian rationale for Friedman’s approach. Friedman’s is
one of the few papers which take seriously the problem of estimation in ‘‘ill-posed’’
cases. It is also one of the few which address the problem, considered in Section 6 of
joint covariance estimation. Friedman’s paper resembles the present work in being
explicitly concerned with classiﬁcatory performance.
1.2. Outline of this paper
Section 2 discusses the criteria for judging a variance estimator. This topic is
of particular importance since the published estimators seek to minimise a number
of different loss functions whose rationale is not always explicit. Section 3 then looks
at scalar variances, and presents a method of joint estimation for para-
meters belonging to a set of related populations. Section 4, which is the core
of the paper, turns to distributions in many dimensions, and derives an estimator
which may be applied to a single population in isolation. Section 5 consists of
an empirical comparison between this method and several others in the literature.
Finally Section 6 extends the estimator to problems of joint estimation in many
dimensions.
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2. General principles of variance estimation
In this paper I present some techniques for estimating a normal variance in one
and many dimensions. They are intended for use in circumstances in which the
estimated parameters are used to predict future observations, and in which these
probabilities (strictly pdf values) will be combined multiplicatively. A concrete
instance in which parameters are used in this way is the Bayesian classiﬁer.
Parameters are estimated from a certain amount of data—the training data—and the
probabilities of subsequent observations (the test data) are computed from them. If
different parameter estimates are associated with different classes, then the results
may be used to determine the probability that the source of the observations belongs
to each class.
Although the topic of this paper is variance estimation, the distributions under
consideration have one further parameter, the mean. In principle, both parameters
should be estimated together, but it is easier to view them separately.
2.1. Notation
The mean and variance of a distribution are denoted ~m and z; respectively. I
write n for the number of observations available for parameter estimation (i.e. the
size of the training set) and p for the dimension of the space; and I let S denotePð~xj ~mÞð~xj ~mÞT:
The inverse Wishart distribution plays an important role in the analysis, as does
its special case in one dimension the scaled inverse chi-squared distribution. I
adopt an unorthodox representation in which the distribution is denoted
IWðz; lÞ: The parameters are z; the mean, and l; a measure of precision related to
the standard ‘degrees of freedom’ n by n ¼ lþ p þ 1: In this notation the pdf is
written as
zB
jlzjðlþpþ1Þ=2
2pðlþpþ1Þ=2ppðp1Þ=4
Qp1
j¼0 Gðlþj2 þ 1Þ
jzjðlþ2pþ2Þ=2 exp 1
2
tr lzz1
 
ð1Þ
and the mode is lz=ðlþ 2p þ 2Þ:
2.2. Criterion for optimality
Since we will be combining probabilities multiplicatively, it is natural to consider
the accuracy of probability estimates on the log scale. If a single probability is
erroneously estimated as zero, then it destroys the information in all the other
probabilities it is combined with. This is the severest error possible. We regard it as
an inﬁnite error in the log probability.
Let the unknown true pdf be pð~xj~yÞ; where~y is a parameter; and let the estimated
pdf be pð~xj #~yÞ; where #~y is an estimator of ~y: Then for given values of ~y and #~y the
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estimation loss of
#~y may be deﬁned as the Kullback–Leibler distanceZ
dx pð~xj~yÞlog pð~xj
~yÞ
pð~xj #~yÞ
: ð2Þ
This is the amount of information lost per observation through using
#~y~#y in place of
~y: The smallest possible estimation loss is 0, obtained when #~y ¼~y: Estimation loss is
the same as Bernardo and Smith’s logarithmic discrepancy [2, Section 2.7.3].
I propose, as a natural criterion of optimality, that we should seek to minimise the
estimation loss. This amounts to maximising the expected log probability of future
observations, which is appropriate for judging an estimator intended for use in a
Bayesian classiﬁer.
The aim in such a classiﬁer is that observations drawn from a given class should be
recognised as coming from that class, which implies that they should be seen as more
likely under the parameters associated with the class than under the parameters for
another class with parameter ~y0: The test statistic is
P
logfpð~xij #~yÞ=pð~xij #~y0Þg; so for
best results when the ~xi do indeed come from the class ~y we want to maximiseZ
dx pð~xj~yÞlog pð~xj
#~yÞ
pð~xj #~y0Þ
ð3Þ
which is achieved by minimising the estimation loss. Other considerations come into
play when we seek to optimise results for data from other classes, and these
considerations are hard to disentangle, so we will content ourselves with remarking
that minimising estimation loss has a direct bearing on classiﬁcatory accuracy,
though it may not be the whole story.
Estimation loss is deﬁned as an integral under the true distribution pð~xj~yÞ: Being a
form of Kullback–Leibler distance it has an antisymmetric variant which is an
integral under the estimated distribution pð~xj #~yÞ: However this variant form is not
very meaningful, since it averages under a distribution which is not actually satisﬁed
by anything.
Using estimation loss as our metric we aim to minimise the Bayes risk deﬁned asZ
d~y f ð~yÞ
Z
dx pð~xj~yÞlog pð~xj
~yÞ
pð~xj #~yÞ
; ð4Þ
where f is the posterior distribution of ~y; that is, its likelihood after looking at the
training data. Minimising (4) then amounts to minimising our expected estimation
loss.
In this paper I seek to develop empirical Bayesian algorithms which minimise
expected estimation loss. The Monte Carlo assessment in Section 5 measures the
average estimation loss, so that the algorithms and the metric are consistent with
each other.
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2.3. Minimising expected estimation loss for the normal distribution
In the case of the normal distribution, loss (2) is equal toZ
d~x jzj1=2 exp 1
2
ð~x ~mÞTz1ð~x ~mÞ
 

 flog j#zz1j þ ð~x  #~mÞT #z1ð~x  #~mÞ  ð~x ~mÞTz1ð~x ~mÞg: ð5Þ
We will see later that this expression can be misinterpreted, since it seems to imply
that z alone tells us how uncertain we are over the value of future observations. In
fact there are two effects, only one of which is properly ascribed to z:
Integrating out ~x simpliﬁes the estimation loss to
1
2
flog j#zz1j þ ð~m  #~mÞT #z1ð~m  #~mÞ þ tr z#z1  pg ð6Þ
so that the associated Bayes risk is
1
2
Z
dz d~m f ð~m; zÞflog j#zz1j þ ð~m  #~mÞT #z1ð~m  #~mÞ þ tr z#z1  pg: ð7Þ
Now, the part of this expression which depends on #~m isZ
dz d~m f ð~m; zÞ ð~m  #~mÞT#z1ð~m  #~mÞ ð8Þ
which for any value of #z is equal to
ð #~m  Eð~mÞÞT #z1ð #~m  Eð~mÞÞ þ something independent of ~#m; ð9Þ
where Eð~mÞ is the posterior expectation of ~m; and (9) is clearly minimised by setting
~#m ¼ Eð~mÞ:
We may substitute this value into (7) and integrate out the remaining unknowns to
obtain
1
2
flog j#zj þ tr EðzÞ#z1 þ Eð~mT#z1~mÞ  Eð~mÞT #z1Eð~mÞg  1
2
fEðlog jzjÞ  pg ð10Þ
in which the second term is independent of #z: It is easy to show that the maximum is
attained when
#z ¼ EðzÞ þ Varð~mÞ; ð11Þ
where Varð~mÞ is the covariance of ~m under its posterior distribution.
We interpret this as telling us that there are two factors affecting our uncertainty
over new observations, namely the variance of the distribution, for which EðzÞ is the
best estimator, and our uncertainty over its mean, which is represented by Varð~mÞ:
The two factors need to be kept separate because they combine differently when we
consider multiple observations. The distribution’s variance represents an indepen-
dent source of variability, but uncertainty in the mean is a common source. For a
single observation we could indeed treat EðzÞ þ Varð~mÞ as an estimate of the
variance. But if we were interested in the joint distribution of several observations,
we would be forced to use a hierarchical model to take account of the shared effect of
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the unknown mean. It is therefore best to describe EðzÞ as an estimate of the variance
and Varð~mÞ as an additional term which needs to be used as appropriate.
2.4. Observations
I have argued that the variance is best estimated by its posterior expectation. It
follows that we would be mistaken to look for the posterior expectation of the
precision, or of the standard deviation, or of the eigenvalues of the covariance
matrix. These would give rise to different estimators with less favourable properties.
We see from (6) that if~m is known then the estimation loss for a given estimate #z of
a normal variance can be written as
1
2
flog j#zz1j þ tr z#z1  pg: ð12Þ
The function known as Stein’s loss differs from this expression by interchanging z
and #z (and by dropping the multiplier of 1
2
). It is therefore related to the
antisymmetric variant of the Kullback–Leibler distance (2). There is no obvious
justiﬁcation for this change, although it makes the loss function more tractable to
certain forms of analysis by removing #z from the denominator.
The loss function (12) was used by Sinha and Ghosh [20], who supported it on
grounds perhaps similar to those I gave above, and commented (I paraphrase) that
‘‘to our knowledge it has never been considered before, either for estimating z or z1;
but for us it seems to be as natural as Stein’s loss’’. To me it seems a great deal more
natural, though Sinha and Ghosh are not quite right about it never having been used
before. Sharma and Krishnamoorthy used (12) in their study of the bivariate case
[19], where they call it a loss function on z1: (I owe these references to Prof
Perlman.) Krishnamoorthy and Gupta use estimation loss as their main criterion in
[15], again calling it a loss on z1: And Yang and Berger follow the tradition of
deeming Stein’s loss to apply to variances and estimation loss to precisions. But the
distinction can be criticised on the grounds that an estimate is a computable value
used in place of an unknown parameter, and that using #z1 in place of z1 is the same
thing as using #z in place of z: Also it is not quite clear why Stein’s loss is associated
with variances and estimation loss with precisions rather than the other way round.
When I come to measure the performance of estimators I shall use (12). An
argument similar to the one given previously shows that for optimum results under
Stein’s loss we would estimate the precision (not the variance) as its posterior mean.
3. Scalar variance estimation
From this point on I shall assume that the mean is known. To obtain equations
when the mean is unknown, replace each occurrence of n by n  1 and of~m by %~x: (It
should be mentioned that a further small inexactitude is thereby introduced.)
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In order to estimate the variance we need to set up a prior distribution on it; to
condition it on the training data to obtain a posterior; and to ﬁnd the mean of the
result.
A suitable prior is given by (1). We multiply it by the probabilities of the training
observations to get a posterior proportional to
ð2pÞn=2 G lþ 2
2
  1 lz
2
 ðlþ2Þ=2
zðlþnþ4Þ=2 exp 1
2
ðlz þ SÞz1
 
ð13Þ
which is a scaled inverse chi-squared distribution whose mean is
#z ¼ lz þ S
lþ n : ð14Þ
This is my proposed estimator of z:
It is satisfactory if we have well founded estimates of z and l: But when we are
presented simply with a set of observations, we have no way of choosing values for
the hyperparameters which seem likely to be true. It is attractive to set l ¼ 0 if only
because it saves us from the embarrassment of having to choose a value for z: We
then obtain the classical estimator S=n; but we can hardly claim to have justiﬁed it.
Rather the known merits of the estimator excuse the arbitrary choice of l:
Nonetheless, it is the classical estimator which I recommend for this case.
We are in a better position if we have a number of classes of observations, and are
called on to estimate the variance for the classes jointly, knowing that the variances
are likely to be similar. We may then estimate the parameters of a prior distribution
from which the class variances have been drawn, and use these parameters to guide
our estimation of the variance for each class.
It is natural to use a classical estimator for z; namely ðPSiÞ=ðP niÞ where the
subscript i ranges over classes.
l may be estimated as follows. We may look at (13) as the joint posterior
distribution on z and the xj: If we take its product over classes and integrate out the
zi then the result is the likelihood of the xij given l; which may be maximised
numerically. We may discard terms independent of l and apply Stirling’s
approximation to the G-functions to reduce the problem to one of maximising
Y
i
ðlþ ni þ 2Þlþniþ1
ðlþ 2Þlþ1
ðlzÞlþ2
ðlz þ SiÞlþniþ2
: ð15Þ
The optimum l can be found by numerical hillclimbing.
3.1. Extension to multiple dimensions
Similar trains of reasoning can be pursued in multiple dimensions, although we
should not suspend critical thought on account of the closeness of the analogy. An
inverse Wishart prior for z will be proportional to
jzjðlþ2pþ2Þ=2 exp 1
2
tr lz1z
 
: ð16Þ
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We multiply in the observation probabilities to obtain a joint posterior distribution
on z and the ~xi proportional to
jzjðnþlþ2pþ2Þ=2 exp 1
2
tr z1ðlz þ SÞ
 
; ð17Þ
and a simple estimator #zo is given by z’s expected value under this distribution, i.e.
#zo ¼ lz þ S
lþ n : ð18Þ
As before, if we had reasonable values for l and z then we could obtain a good
estimate of z: We may again notice that setting l ¼ 0 saves us from needing to
choose a value for z and yields the classical estimator of z: Unfortunately, we must
now say that the known inadequacy of the classical estimator demonstrates the
unsoundness of the suggested value for l: Whenever nop the classical estimator is
singular giving rise to an inﬁnite estimation loss.
If we were seeking to minimise Stein’s loss, we would multiply the estimator (18)
by l=ðlþ p þ 1Þ: However l is not given to us, and the multiplier would be sensitive
to errors in its estimation. The methods of this paper are not competitive with Stein’s
own under Stein’s loss (except when nop), so I restrict my attention to estimation
loss. A Bayesian treatment of l might change things if it were thought to be of
interest.
If we have a number of related zi to estimate for distinct classes, then we may be
able to derive empirically based estimates of l and z as before, although there are still
problems to look out for. We shall consider this case in due course. But ﬁrst I will
seek to improve on the classical estimator in circumstances when we have only a
single distribution in view.
4. Direct covariance estimation
4.1. Introduction
This section develops a simple method for estimating a covariance matrix z for a
single population in isolation. The general outline of the method, which is somewhat
artiﬁcial, is modelled on Jack Good’s work on contingency tables [10].
It proceeds sequentially. The ﬁrst step is to estimate the scalar variances (i.e. the
zjj) separately as the corresponding sample variances (i.e. Sjj=n). These are not
usually the best possible estimates, since they can be smoothed using the method
described earlier. I shall describe an adjustment which can be made at the end to
rescale the covariance estimate in line with the smoothed scalar variances; but for the
time being I shall proceed using sample variances as the scalar estimates.
Having estimated the scalar variances we shall hold them ﬁxed. The remainder of
the problem is to estimate the off-diagonal terms of z (or equivalently the
correlations). But we cannot consider the off-diagonal terms independently because
the result would not be guaranteed to be positive deﬁnite. It is therefore necessary to
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smooth the entire covariance matrix z; using a prior distribution whose mean z has
the sample variances along its diagonal.
It remains to decide how to ﬁll in the off-diagonal terms of z: In the absence of any
prior knowledge we will consider positive and negative correlations to be equally
likely. Thus, we may take z to be the diagonal matrix comprising the sample
variances (I call this the diagonal prior).
However in some cases it is natural to assume a different form for z:Depending on
the nature of the data we may expect the correlation matrix to correspond roughly to
one of the following structures (in which g is assumed non-negative):
1 g g g y
g 1 g g y
g g 1 g y
g g g y g
y y y g 1
0
BBBBBB@
1
CCCCCCA
1 g g2 g3 y
g 1 g g2 y
g2 g 1 g y
g3 g2 g y g
y y y g 1
0
BBBBBB@
1
CCCCCCA
: ð19Þ
The ﬁrst of these (a flat correlation structure) would be appropriate for vectors whose
components were crop yields in a given year (which would usually be correlated).
The second might be appropriate for vectors of log power spectra. Nearby
frequencies would be highly correlated; remote ones would be weakly correlated.
Other structures may be suggested by other forms of data. Various forms of block
structure may easily arise.
It is, of course, essential that any prior mean should be positive deﬁnite and
symmetric.
Following my earlier argument we obtain an initial estimate #zo of z given by z’s
expected value under its postererior distribution, as in (18). Notice that #zo is positive
deﬁnite by construction.
Note too that the diagonal of #zo is the same as the diagonal of z: So in moving
from prior mean to posterior mean we have kept the diagonal intact and reestimated
the correlations. However the most legitimate way to keep the diagonal intact would
have been to adopt a prior which held it ﬁxed. We have not done this since no
suitable prior was available.
In order to construct the estimator described above we need to estimate z and l;
and afterwards we may need to perform an adjustment to take account of improved
estimates of the scalar variances. These are the topics we now discuss.
4.2. Estimating z
If we use a diagonal prior, then z contains nothing except the scalar sample
variances, so there is no more to do. If we use a structure such as one of those in (19),
then the details will depend on the precise structure adopted. I will give a method of
estimating g for the ﬂat correlation structure in (19); the method easily extends to
other cases.
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We begin by introducing the abbreviation rij ½z for zij=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ziizjj
p
: For each cell ði; jÞ;
we know the sample correlation coefﬁcient rij; which is rij½S: We can use rij as a
crude estimate of the true correlation coefﬁcient rij ; but it is better to use the exact
formula for an unbiassed estimator given by Olkin and Pratt [18], namely
rijCrijF
1
2
;
1
2
;
n  1
2
; 1 r2ij
 
; ð20Þ
where F is a hypergeometric function. The average of these estimates will be used as
our estimator of g:
Finally, we construct z from its diagonal and the assumed correlations (e.g.
zij ¼ g ﬃﬃﬃﬃﬃﬃﬃﬃﬃziizjjp ).
4.3. Estimating l
In the appendix I suggest an approximation which may be used to ﬁx l: If
zBIWðz; lÞ; then
Eððrij½z  rij½zÞ2ÞC
ð1 rij½z2Þ2
lþ 3 ð21Þ
for iaj: (This equation is exact if rij ½z ¼ 0:)
The rij ½z are now known, being ﬁxed by our choice of g: We may estimate the
rij ½z using (20), while a similar estimator for rij½z2 is also obtainable from Olkin and
Pratt’s paper, namely
r2C1 n  2
n  1 ð1 r
2ÞF 1; 1; n þ 1
2
; 1 r2
 
: ð22Þ
Let the estimators be aij and bij; so that EðaijÞ ¼ rij½z; EðbijÞ ¼ rij ½z2: Then
Eðbij  2aijrij ½z þ rij ½z2Þ
ð1 rij ½z2Þ2
C
1
lþ 3: ð23Þ
So write
k2 ¼
Pðbij  2aijrij ½z þ rij ½z2ÞPð1 rij½z2Þ2 ; ð24Þ
where the sums are over all off-diagonal cells ði; jÞ:
We equate the result of this calculation to 1=ðlþ 3Þ; thus ﬁxing l:
lC
1
k2
 3: ð25Þ
If k2 turned out to be 0, then we would set l very large (i.e. let the prior swamp the
effect of the observations). If k2 were negative, then we would consider this to be a
poor estimate of a value which should nonetheless be close to 0, and we would again
let the prior swamp the data.
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A harder case arises when k2 is greater than 13: In this case we cannot provide any
really satisfactory estimate of z: However in order that we should have a well-deﬁned
algorithm which yields usable results, I recommend that when l is estimated as less
than 1 (including the case when k241
3
), it should be set to 1. A discussion of the
difﬁculty here will be given later.
Notice that there is nothing in this algorithm which requires nXp: The sticking
point is whether the assumed model ﬁts the data. If it does not, then l will be
estimated small or negative and the algorithm has no sensible way to proceed (and
increasing n does not make the problem any easier). But if the model ﬁts the data,
then good results should be obtained even when n is much less than p:
4.4. An adjustment
We will not accept #zo as our ﬁnal estimate if we do not believe that the scalar
sample variances are the best possible estimates of its diagonal. Suppose that we
would prefer to have estimated zii as xi; where we have in fact estimated it as zii: Then
we can rescale #zo to obtain #z by setting
#zij ¼ #zoij
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xixj
ziizjj
s
: ð26Þ
We now have an estimator whose diagonal comprises our preferred estimates of the
scalar variances, and whose correlation coefﬁcients are those given by a Bayesian
argument.
In fact this adjustment is often beneﬁcial. The scalar variances can be smoothed
using the method of Section 3, and the matrix adjusted accordingly. This commonly
leads to an improved estimate of the variance, but it should not be performed
automatically. If the components of the data vectors are similar measurements
similarly scaled, then smoothing the variance estimation is a natural step. If they are
unrelated quantities in different units then it has less appeal. So the decision of
whether to smooth depends on the nature of the data, and should not be made purely
by looking at the numerical values; but if no ancillary information is available it is
best to perform the smoothing.
4.5. Difficulty in estimating l
We saw earlier that the estimation of l sometimes led to values which were
negative, or at least suspect because they were too close to 0; and I recommended
setting a ﬂoor of 1 on them (which amounts to deeming the prior to be always worth
at least one observation).
The source of this problem is best understood by considering the diagonal prior. If
an inverse Wishart distribution has a diagonal mean, then the marginal distribution
on each of its correlation coefﬁcients is proportional to ð1 r2Þl=2 (see the corollary
to the appendix). So for large l we have a distribution concentrated on the origin,
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but as we reduce l; the distribution ﬂattens out until we reach the extreme case of
l ¼ 0 for which we obtain a uniform distribution ðEðr2Þ ¼ 1
3
Þ:
So if the average value of r2 is estimated as greater than 1
3
; we cannot ﬁt it to a
symmetric unimodal prior. A possible reason for this is simply that we have used the
wrong model—for instance, the true correlations may all be about 0.9, so that we
should have used the ﬁrst structure from (19). If this is so, then at least we have a way
of escaping from the difﬁculty.
But if the correlations are symmetrically distributed with a mean square greater
than 13; then the appropriate prior would be bimodal with peaks at7u for some uo1:
The inverse Wishart distribution does not allow us to obtain behaviour of this sort.
We can obtain a bimodal distribution on the correlations by setting l negative. There
are then modes with inﬁnite density at 71; but the resulting prior is almost certain
that the covariance will be singular, which is not what we want.
It would be useful to construct an estimator based on proper bimodal priors, but
no satisfactory way of doing this presents itself. We can see, though, that if we were
able to use such a prior, then the resulting estimator would not take the form of
smoothing the variance matrix towards its diagonal. Some covariance terms—those
lying outside the modes—would indeed be smoothed towards the origin, but others,
lying just inside the modes, would be smoothed in the opposite direction.
5. Monte Carlo evaluation
We now consider an experiment which compares the performance of a number of
covariance estimators on synthetic data. The results need to be received with caution.
The main comparison is in terms of estimation loss, but most of the algorithms
evaluated were intended to minimise Stein’s loss. I have scaled them by n=ðn þ 1 pÞ
as an approximate adjustment for estimation loss, which signiﬁcantly improves their
performance but may still not be optimal. In spite of the adjustment these algorithms
are being tested on a different problem than they were designed for. An exception to
this caveat is the algorithm of Krishnamoorthy and Gupta, which is speciﬁcally
intended to minimise estimation loss, and is therefore tested on fair terms.
Tables 1 and 2 give the estimation losses of each algorithm for data generated in a
variety of ways. The tables correspond to different models for generating random
covariances whose rationale is described later. Each model has some free parameters,
and the rows in the tables correspond to different parameters and numbers of
observations.
Each row corresponds to an experiment in which 2000 covariance matrices z were
randomly generated for an observation space whose dimension p was 10. The
given number n of observations was randomly generated from a normal distribution
of mean 0 and covariance z; and an estimate #z of the covariance obtained by
applying each of the techniques under comparison. The ﬁgure tabulated is the
average estimation loss for each algorithm, scaled according to a deﬁnition of the
ARTICLE IN PRESS
C.J. Champion / Journal of Multivariate Analysis 87 (2003) 60–79 71
Kullback–Leibler distance which uses logs to base 10. Note that the estimation loss is
inﬁnite if #z is singular.
Differences in estimation loss are meaningful in their own right. If two estimators
differ by 1 in expected loss, then observations from the true distribution are on
average 10 times likelier under one estimator than under the other (the averaging
here being geometric). This is a drastic discrepancy. Losses which differ on average
by 0.1 correspond to pdf ratios around 100:1C1:25; which is signiﬁcant but not
overwhelming, while losses which differ by 0.01 correspond to pdf ratios of 1.02,
which will seldom cause concern.
The algorithms tested were as follows:
(1) cjc1. The algorithm of this paper: formulae (18) and (21)–(25).
(2) cjc2. The algorithm cjc1 extended by smoothed estimation of the scalar
variances using Eqs. (14), (15), and (26).
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Table 1
Estimation losses for various estimators under the eigenvector model
s2 n cjc1 cjc2 adhoc sample lp1 stein kg
1 6 1.534 0.917 3.097 — — — —
12 0.746 0.613 1.894 20.524 1.612 1.767 1.070
24 0.430 0.396 0.772 1.249 0.560 0.428 0.445
60 0.201 0.196 0.239 0.274 0.193 0.172 0.185
2 6 2.006 1.413 2.615 — — — —
12 1.029 0.913 1.494 20.524 1.598 1.836 1.185
24 0.579 0.554 0.663 1.249 0.595 0.486 0.489
60 0.264 0.264 0.230 0.274 0.207 0.187 0.194
5 6 2.920 2.448 2.698 — — — —
12 1.635 1.577 1.611 20.524 1.772 1.960 1.363
24 0.997 0.999 0.959 1.249 0.677 0.546 0.539
60 0.530 0.530 0.473 0.274 0.249 0.199 0.202
Table 2
Estimation losses under the correlation model with s2 ¼ 2
l n cjc1 cjc2 adhoc sample lp1 lp2 kg
2 6 2.368 2.012 2.377 — — — —
12 1.065 1.077 1.384 21.321 1.585 1.615 1.386
24 0.538 0.558 0.791 1.253 0.590 0.593 0.550
60 0.214 0.221 0.369 0.280 0.210 0.210 0.209
10 6 1.641 1.293 2.227 — — — —
12 0.808 0.769 1.241 18.775 1.615 1.636 1.269
24 0.434 0.434 0.628 1.266 0.558 0.562 0.532
60 0.188 0.190 0.251 0.273 0.192 0.193 0.201
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(3) adhoc. We transform the sample covariance matrix to the space deﬁned by its
eigenvectors; each eigenvalue li is replaced by ðli þ %lÞ=ð1þ 1=nÞ where %l is the
mean of the li; and we transform the matrix back to the original basis.
(4) sample. The sample covariance.
(5) lp1. The algorithm #Sð1ÞJS of Lin and Perlman ([16], presumed to be the same as
[17], which I have been unable to consult). Like cjc1, this algorithm produces a
smoothed estimate of the correlations while leaving scalar variances un-
changed.
(6) lp2. The algorithm #Sð1ÞJSd of [16]. Like cjc2, this extends its base algorithm by
smoothing the scalar variances (in fact it smooths standard deviations, but the
effect is much the same).
(7) stein. Stein’s estimator, as described in [16], denoted #Sð1ÞST there. A related
estimator is due to Haff [13].
(8) ds. The method of Dey and Srinivasan [6].
(9) kg. The algorithm #S101 of Krishnamoorthy and Gupta [15].
(10) Haff’s earlier estimator ([12], also described in [16] and denoted #Sð1ÞEB there).
The ﬁrst three methods yield estimates of z even when nop; whereas the other seven
do not; and the method of Krishnamoorthy and Gupta breaks down whenever
nop þ 2:
Owing to space constraints not all results have been shown. Haff’s earlier
algorithm is not competitive with those which have emerged since. The method of
Dey and Srinivasan is uniformly weaker than that of Krishnamoorthy and Gupta
under estimation loss, as might be expected from the relationship between them.
Stein’s method is also dominated by that of Krishnamoorthy and Gupta when
covariances are generated under the correlation model. Finally I omit results for lp2
under the eigenvector model. The losses for lp1 and lp2 are very similar, but lp1
seems to be the better in the cases most favourable to both algorithms.
The methods of this paper and of Lin and Perlman model a covariance as
determined by a correlation matrix and scalar variances drawn from appropriate
random populations. I term this the correlation model. Some of the other methods
are rotationally invariant, putting them more in line with what I term the eigenvector
model, which views a covariance matrix as determined by a set of random scalar
variances (the eigenvalues) subjected to a random rotation (speciﬁed by the
eigenvectors).
Since there are different models underlying the different algorithms, it is
impossible to perform a neutral evaluation. Therefore, I have performed separate
tests in which covariances have been generated randomly according to each model.
It seems to me that the eigenvector model is the neater but that the correlation
model is the more lifelike. The commonest cases in which the orientation of the axes
is arbitrary are those exhibiting spherical symmetry (e.g. distance vectors between
galaxies). When a problem possesses this kind of symmetry there are easier and
better ways to proceed.
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When covariance matrices are generated for the evaluation according to the
correlation model, they are constructed in two steps. Firstly, a random sample is
taken from an inverse Wishart distribution for which l is an explicit parameter,
either 2 or 10, and whose mean is a matrix whose diagonal elements are all unity and
whose off-diagonal elements are all g: The value of g is allowed to vary between
matrices, and is randomly chosen in the range from 0 to 0.5. The matrix obtained
from this step is rescaled as a correlation matrix. Then the logs of the scalar
variances are chosen from a centred normal distribution whose variance s2 is
another explicit parameter. The correlation matrix from the ﬁrst step is rescaled so
that it agrees with these scalar variances along its diagonal. This is the covariance
matrix used in the evaluation.
When matrices are constructed from the eigenvector model, a diagonal matrix is
made up from scalar variances generated in the way just described. This is subjected
to a random rotation.
The parameter s2 was allowed to take values 1, 2, and 5, but for the correlation
model only results for s2 ¼ 2 are shown in the table, since those for 1 and 5 are very
similar.
The algorithm of this paper uses a diagonal prior for the eigenvector model and
assumes a ﬂat correlation structure for the correlation model. The method of Lin and
Perlman is designed for the correlation model, but a simple change can be used to
adapt it slightly to the eigenvector model, namely setting their %zn to 0 instead of to
the mean of the znij: I have tried this modiﬁcation and found that it made almost no
difference (which probably applies equally to the choice of model in my own
algorithm).
Neither the algorithm of Dey and Srinivasan nor that of Krishnamoorthy and
Gupta is guaranteed to preserve the monotonicity of eigenvalues, which can be
restored by means of an isotonic regression (see [16]). I have done this for the
evaluation giving a very small improvement.
For my own algorithm I have experimented very brieﬂy with a method of
estimating l from the exact moments of the normal correlation distribution instead
of approximation (A.8). This led to only a tiny improvement in the estimates of z: It
is possible that more would be gained if the g in the generation process were allowed
to take values greater than 0.5.
Under the correlation model the methods of this paper nearly always give the best
results. However, it appears that for sufﬁciently large n they fall slightly behind some
of the alternatives. I do not know whether the approximations can be improved on
so as to overcome this weakness, or whether it is fundamental to the algorithms.
The results under the eigenvector model are less consistent. The methods of this
paper are not theoretically appropriate, and it may be seen as a pleasant surprise that
they are so often competitive. Clearly, when the eigenvalues are similar the
eigenvector model behaves much like the correlation model; but when they differ
substantially, the methods of this paper give unsatisfactory performance. It may be
doubted, though, whether the eigenvector model is often appropriate to the data
handled by statisticians.
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6. Joint covariance estimation
6.1. Introduction
We now consider how the techniques of this paper can be applied to the case when
we have a number of normal populations whose covariances we wish to estimate.
The populations are assumed to be related, so that an estimator for one population
may take advantage of information derived from the others. The methods described
here should be looked on as no more than hints; they have not been properly
evaluated. They can certainly be improved upon, but I have used them successfully
myself.
We may look at the populations together to estimate parameters l and z of the
distribution to which they belong. We rescale z to obtain zi whose diagonal is
the same as that of Si: Then the covariance for population i may be estimated as
before as
lzi þ Si
lþ ni ð27Þ
which may be denoted #zoi :
We will stick with the correlation coefﬁcients of #zoi but try to improve our estimate
of the scalar variances along the diagonal. We would probably have more faith in
them if they were smoothed in the manner described in Section 3 using either other
variances in the same dimension, or other dimensions, or both. So we shall estimate
them in this way. Then we rescale #zoi to obtain a matrix #zi whose diagonal contains
the desired estimates of the scalar variances, using the adjustment described in
Section 4. This gives the ﬁnal estimate of zi:
6.2. Estimating z
It is easy to ﬁnd a classical estimator for z:X
Si
 . X
ni
 
: ð28Þ
However this is not entirely reliable, and will be singular if the total number of
observations over all classes is less than p: Therefore, a better estimate of z is
obtained by smoothing (28) using the methods in Section 4. An ancillary l (and
perhaps g) will be needed for this purpose; and we shall use
P
ni in place of n in (18)
and (20) and (22).
6.3. Estimating l
The value used for l in (27) will not affect the ﬁnal estimates of the diagonal
elements of z; so we may choose it to give a suitable degree of dispersion to the
correlation coefﬁcients. We use Eq. (21) we quoted earlier.
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As then, we can compute an estimate eijk of ðrjk½z  rjk½zÞ2 for class i; and the
actual value dijk of ð1 rjk½z2Þ2: We will combine these values to obtain an estimate
of l: The variance of eijk is roughly proportional to n2i ; so we may obtain an
approximately optimal weighting to yield
X
ijk
n2i eijk
 !, X
ijk
n2i dijk
 !
ð29Þ
as an estimator of 1=ðlþ 3Þ: Thus
X
ijk
n2i dijk
 !( , X
ijk
n2i eijk
 !)
 3 ð30Þ
may be taken as our estimator of l:
A couple of degenerate cases need to be guarded against as in Section 4.
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Appendix A. Moments of rij ½z when z is an inverse Wishart matrix
Recall that the notation ‘rij½z’ is deﬁned in Section 4.
A.1. The normal correlation distribution and its moments
The normal correlation distribution with centroid c and n degrees of freedom
has pdf
pðxÞ ¼ 2
n2
pGðn 1Þ ð1 c
2Þn=2ð1 x2Þðn3Þ=2
XN
k¼0
G
nþ k
2
  2ð2cxÞk
k!
: ðA:1Þ
This distribution does not have an established name or parametrisation. I write
xBNCðc; nÞ:
If two variates are jointly normally distributed, then their sample covariance z will
be Wishart distributed with mean z (the true covariance) and n ¼ n or n  1 degrees
of freedom according as~m is known or unknown. The sample correlation coefﬁcient
rij ½z is then distributed as NCðrij ½z; nÞ:
In 1916 Soper et al. published a cooperative study [21] in which (working from a
less tractable form of the pdf) they derived recurrence formulae for the moments of
the normal correlation distribution. (Their n is my nþ 1:)
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The resulting expressions in terms of hypergeometric functions do not come in
their most usable forms, but they can be simpliﬁed using suitable transformation
formulae (e.g. in [1]). We ﬁnd that
EðxÞ ¼Cnþ1cF 1
2
;
1
2
;
nþ 2
2
; c2
 
;
Eðx2Þ ¼ 1 n 1
n
ð1 c2ÞF 1; 1; nþ 2
2
; c2
 
; ðA:2Þ
where Cn ¼ fGðn2Þ2g=fGðnþ12 ÞGðn12 Þg:
A later paper by Olkin and Pratt [18] gives the formulae
E xF
1
2
;
1
2
;
n 1
2
; 1 x2
  
¼ c;
E 1 n 2
n 1 ð1 x
2ÞF 1; 1; nþ 1
2
; 1 x2
  
¼ c2:
ðA:3Þ
The remarkable symmetry between these equations is not reﬂected in their
derivations, and Olkin and Pratt did not extend their results beyond the second
moment.
A.2. The marginal distribution of rij ½z when z is an inverse Wishart matrix
We may limit our attention to 2
 2 matrices, since if zBIWðz; lÞ then any
diagonal submatrix of z is similarly distributed with parameters l and the
corresponding submatrix of z: (See [3, Eq. (8.5.11)]; n there is our lþ 2:) I then
take the liberty of abbreviating r01½z to r½z; since there is only one correlation to
consider.
The pdf of z can now be written (using [1, Eq. (6.1.18)]) as
jlzjðlþ3Þ=2
4pGðlþ 2Þ jzj
ðlþ6Þ=2 exp 1
2
tr lzz1
 
: ðA:4Þ
We write x for z1 (the Jacobian of the transformation being jxj3), so that the pdf of
x is
jlzjðlþ3Þ=2
4pGðlþ 2Þ jxj
l=2 exp 1
2
tr lzx
 
: ðA:5Þ
The next step is to expand x and write x01 ¼ r½z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x00x11
p
: The pdf may then be
expressed as a function of x00; x11; and r½z rather than of x00; x11; and x01; so that
there is another implicit change of variables with a scaling of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x00x11
p
: The resulting
formula for the pdf is
jlzjðlþ3Þ=2
4pGðlþ 2Þ x
ðlþ1Þ=2
00 exp 
1
2
lz00x00
 
xðlþ1Þ=211 exp 
1
2
lz11x11
 

 ð1 r½z2Þl=2 expflz01r½z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x00x11
p
g: ðA:6Þ
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We now use the power series representation of expflz01r½z
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x00x11
p g and integrate
out x00 and x11 to obtain the marginal distribution of r½z as
2lþ1ð1 r½z2Þðlþ3Þ=2ð1 r½z2Þl=2
pGðlþ 2Þ
X
i
ð2r½zr½zÞi
i!
G
lþ 3þ i
2
  2
; ðA:7Þ
i.e. as NCðr½z; lþ 3Þ:
A.3. Corollary
If zBIWðz; lÞ where z is diagonal, then the marginal distribution of r½z is
proportional to ð1 r½zÞl=2:
A.4. Moments of r½z when z is an inverse Wishart matrix
Now that we have the marginal distribution we can use the formulae of the
cooperative study to ﬁnd the moments as hypergeometric functions. In particular, if
r½z ¼ 0 then Eðr½zÞ ¼ 0 and Varðr½zÞ ¼ 1=ðlþ 3Þ:
For large n we may use the formula CnC1 ð2nÞ1 which is obtained from
Stirling’s approximation and the standard result ð1þ z=mÞmCez: Then, assuming
that r½z is small and l is large we may obtain the approximation
Eððr½z  r½zÞ2ÞCð1 r½z
2Þ2
lþ 3 : ðA:8Þ
Although this is not especially accurate, it has the advantage of depending on l in a
simple way, which makes it suitable for use when estimating l from data.
This approximation is illustrated graphically in Fig. 1.
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