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1 INTRODUCC I O´
La virtualitzacio´ de serveis e´s una tende`ncia creixent dintre de l’administracio´
de sistemes informa`tics. Empreses pioneres en l’u´s de la virtualitzacio´ com
Amazon i Google aprofiten aquesta tecnologia per oferir mu´tiples serveis als
seus usuaris amb un cost baix i amb alta eficie`ncia. La resta d’empreses del
sector estan redirigint els seus datacenters en aquesta direccio´ per aconseguir
oferir o gaudir d’un servei en condicions similars.
1.1 objectius del projecte
Aquest projecte e´s fruit de la meva relacio´ laboral entre l’IOC (Institut d’Orga-
nitzacio´ i Control de Sistemes Informa`tics) al llarg de gairebe´ 3 anys. Aquesta
relacio´ amb l’Institut neix de la necessitat d’actualitzar els sistemes informa`tics i
els serveis oferits als usuaris d’aquests. Per dur a terme la reforma dels sistemes
informa`tics, l’Institut va fixar els segu¨ents objectius:
1. Restructurar i modernitzar els serveis oferits per l’Institut.
2. Simplificar el manteniment, reduı¨nt el nombre i la durada de les interven-
cions d’administracio´.
3. Reduir el temps d’aturada dels serveis.
4. Evitar la depende`ncia de serveis externs. Fer servir nome´s els de la UPC.
5. Unificar els serveis independitzant-los de l’entorn de treball dels usuaris.
6. Reduir els costos generals dels sistemes informa`tics: llice`ncies, maquina-
ri. . .
7. Mantenir els dos entorns de treballs presents a l’Institut: Windows i Linux.
8. Oferir serveis basats en tecnologies actuals que permenten: accedir a
les dades d’usuari via web i proporcionar espai d’emmagatzematge web
personal.
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9. Oferir eines web per centralitzar i gestionar dades personals com contactes,
correus. . .
Tot aixo` amb els segu¨ents requisits:
• Els servidors que ofereixen els serveis han de tenir Debian com a sistema
operatiu.
• Tots els serveis han d’estar basats en programari lliure.
• Respectar l’eleccio´ de sistema operatiu per l’entorn de treball de cada
usuari.
• No interrompre el fluxe de treball quotidia` de l’Institut.
1.2 motivacio´ personal
El projecte es presenta com una oportunitat per aprofundir en el mo´n de
les noves tecnologies de la informacio´ i aplicar les noves tende`ncies a l’hora
de dissenyar sistemes informa`tics per organitzacions. Aquesta experie`ncia
m’ajudara` a desenvolupar habilitats com a administrador de sistemes i em
proporcionara` coneixements, tant teo`rics i pra`ctics, sobre conceptes que no es
tracten directament durant la carrera. Algunes de les tecnologies estudiades
seran: cloud computing, virtualitzacio´, serveis al nu´vol. A me´s, el fet de fer servir
programari lliure implica una immersio´ a les diferents comunitats dels diferents
projectes, realitzar contribucions i formar part del cercle que alimenta aquests
projectes.
1.3 organitzacio´ de la memo`ria
L’estructura fı´sica d’aquest document difereix sensiblement del desenvolupa-
ment temporal. Aquest projecte es basa en l’estudi i la implantacio´ de la
virtualitzacio´ com a eina per renovar i optimitzar els serveis oferits per l’institut.
S’ha escollit la segu¨ent organitzacio´ per afavorir la lectura dels procediments i
donar me´s relleva`ncia i detallar me´s en profunditat els aspectes te`cnics en altres
capı´tols.
Amb aquest esquema present trobem al capı´tol 5 la lı´nia argumental del
proce´s d’aquesta implementacio´ amb refere`ncies als capı´tols on s’exposa l’estudi
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detallat de les tecnologies emprades, col·locats al principi del document per
posar en context al lector. A me´s es descriuen les polı´tiques de co`pies de
seguretat i la xarxa, temes me´s adrec¸ats als administradors de sistemes. Els
capı´tols 2, 3 i 4 conformen el gruix d’ana`lisi de les tecnologies actuals en l’a`mbit
de les TIC, cloud computing, virtualitzacio´ i els L’impacte econo`mic del projecte
es descriu al capı´tol 8. Al capı´tol 9 trobem les conclusions del projecte i les
possibles lı´nies de treball per futures millores que, per manca de temps o per
complexitat, no s’han pogut dur a terme. I per u´ltim, els ape`ndixs que aporten
dades me´s concretes sobre aquesta implantacio´ en particular.
Paral·lelament, s’ha creat un blog [1] on es recullen molts dels detalls te`cnics
d’implementacio´ aixı´ com manuals de configuracio´. Aquest blog, accessible per
tothom, prete`n facilitar la divulgacio´ de la feina feta i provar de contribuir a la
comunitat d’usuaris de diverses aplicacions de programari lliure. La informacio´
presentada no s’inclou directament per considerar-se tangencial a la finalitat de
la memo`ria.
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2 CLOUD COMPUT ING
El terme cloud computing do´na nom a un tipus d’estructura de co`mput centra-
litzat. Aquest model ha revolucionat la manera com les empreses ofereixen
els seus serveis a trave´s d’Internet i e´s la tende`ncia que predomina actualment
a l’hora de gestionar els entorns de treball d’empreses grans i mitjanes. A
petita escala resulta una manera interessant i co`moda de solucionar el problema
tecnolo`gic de servir els serveis necessaris per l’organitzacio´ o empresa.
2.1 definicio´ de cloud computing
El cloud computing o computacio´ al nu´vol representa una manera centralitza-
da d’oferir serveis a trave´s de la xarxa [2]. Per aquesta rao´ sentim parlar de as a
Service, o en catala`, com a servei.
Els usuaris accedeixen a les aplicacions basades en el nu´vol a trave´s d’un
navegador web o una aplicacio´ d’escriptori o de dispositiu, mentre que el pro-
gramari i les dades de l’usuari so´n emmagatzemades remotament als servidors.
Un dels atractius per les empreses e´s que les seves aplicacions funcionaran amb
un millor control i menys manteniment. A me´s, permet ajustar els recursos
dina`micament per tal de satisfer un volum d’u´s puntual de les aplicacions.
La ubiquitat que ofereix la xarxa, els computadors de baix cost, els dispo-
sitius d’emmagatzematge remot, la virtualitzacio´ de hardware i l’arquitectura
orientada als serveis ha donat lloc a un enorme creixement del cloud computing.
Segons on trobem el maquinari parlem de diversos models de cloud compu-
ting [3]. E´s tracta d’un model pu´blic si contractem els serveis d’una empresa
dedicada, o privat si decidim implementar amb maquinari propi tots els serveis
requerits. Per u´ltim, existeix un mode hı´brid que consisteix en delegar algunes
de les funcionalitats a empreses externes i altres funcionalitats implementar-les
amb ma`quines privades. Aquest model hı´brid e´s possible gra`cies a les APIs [4]
que les empreses externes posen al servei del pu´blic per poder integrar-se amb
altres serveis i aplicacions.
A banda del model triat, a l’hora de construir o contractar un servei de
co`mput distribuı¨t hem d’identificar quina e´s la capa d’abstraccio´ que s’ajusta a
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les nostres necessitats. Cada capa representa un nivell de complexitat diferent.
Les capes van des de la me´s baixa, a nivell de tra`fic de xarxa i enrutacio´, fins
la me´s alta, que consisteix en diferents tipus de serveis al nu´vol preparats per
l’u´s de l’usuari final. Les quatre principals capes so´n: Infrastructura com a servei,
Plataforma com a servei, Software com a servei i Xarxa com a servei [3].
2.1.1 Infrastructura com a servei (IaaS)
El servei consisteix en oferir recursos hardware, usualment ma`quines virtuals,
el client confia el manteniment de les ma`quines a l’equip de suport de l’empresa
que ofereix el servei. A me´s de ma`quines, tambe´ s’acostuma a oferir imatges
virtuals, espai d’emmagatzemament, firewalls, balancejadors de ca`rrega, adreces
IP, VLANs i paquets de software. E´s tasca del client instal·lar i mantenir un
sistema operatiu a les seves ma`quines i el software que necessita. El cost
d’aquest servei depe`n del nombre de ma`quines contractades, del consum
energe`tic d’aquestes i del volum de tra`nsit de xarxa que generen.
Exemples d’empreses que ofereixen aquest tipus de servei so´n Amazon
CloudFormation [5], Rackspace Cloud [6] i Google Compute Engine [7].
2.1.2 Plataforma com a servei (PaaS)
Aquest model proveeix d’una plataforma de computacio´ com a servei. El client
crea aplicacions fent servir eines i/o llibreries del proveı¨dor. El client tambe´
controla el desplegament i la configuracio´ de l’aplicacio´. El proveı¨dor ofereix
xarxa, servidors, emmagatzemament i altres serveis. Les plataformes so´n molt
u´tils perque` permeten oferir aplicacions sense preocupar-se del cost, ni de
la complexitat de configurar el hardware requerit ni de l’allotjament de les
aplicacions.
Com a referents tenim Google App Engine [8], Windows Azure [9], Heroku
[10], Red Hat OpenShift [11] i Amazon EC2 [12].
2.1.3 Programari com a servei (SaaS)
E´s un model de desplegament de software on el programa i les dades estan
centralitzades al nu´vol i l’acce´s e´s realitza mitjanc¸ant un navegador web. Aquest
format e´s molt emprat per les empreses que desitgen evitar costos de manteni-
ment del maquinari necessari per fer funcionar determinades aplicacions. Un
tı´pic exemple e´s la contractacio´ de servidors amb una de base de dades, o un
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ERP (Enterprise Resources Planning) que es connecten a un servidor central i que
fan servir les botigues d’algunes empreses.
Els exemples me´s extesos so´n els serveis de Google Docs [13], Microsoft
Office 365 [14], Dropbox [15] i similars.
2.1.4 Xarxa com a servei (NaaS)
L’usuari gaudeix segons el tipus triat, o be´ d’una optimitzacio´ de la ubiqu¨itat
dels recursos, unificant els recursos locals i els recursos de la xarxa; o be´ d’una
connectivitat de xarxa convencional. Existeixen diferents tipus de models segons
el servei oferit:
• VPN (Virtual Private Network). Consisteix en crear una extensio´ d’una
xarxa privada a trave´s d’una xarxa pu´blica com e´s Internet. L’usuari pot
gaudir de totes les funcionalitats i caracterı´stiques com si es tracte´s d’una
u´nica xarxa.
• BoD (Bandwidth on Demand). Servei d’amplada de banda dina`mic amb
el qual es pot ajustar el consum d’amplada segons el tra`fic.
• MNV (Mobile Network Virtualization). Model en el que es cedeixen les
infrastructures de comunicacio´, siguin cablejades o no, a canvi d’una re-
muneracio´ per la quantitat d’u´s. Els exemples me´s clars so´n les operadores
virtuals de telefonia.
2.2 inconvenients del cloud computing
Els avantatges del cloud computing es fan evidents a l’apartat 2.1. Existeixen pero`,
alguns inconvenients que cal tenir presents a l’hora de finalment decantar-se
per aquest model.
El principal e´s la seguretat. Aquest model es basa en la centralitzacio´, en un
u´nic punt, de totes les dades del sistema. Aquest punt es converteix en crı´tic i
el fet de ser comprome´s per algun atac de persones/usuaris malintencionats
afecta a tots els serveis i usuaris a la vegada. Les vulnerabilitats me´s conegudes
so´n atacar la ma`quina que conte´ les dades o interceptar les comunicacions entre
aquesta ma`quina i els clients que s’hi connecten, sent aquesta u´ltima la forma
me´s emprada. Traslladat a un model distribuit, l’atac nome´s afectaria a un grup
d’usuaris en particular i no a la totalitat.
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Un altre gran inconvenient e´s el temps de caiguda o downtime dels serveis.
Alguns d’aquests serveis so´n imprescindibles pel correcte funcionament de la
resta i la caiguda d’aquests, per qualsevol motiu, provoca la inoperabilitat del
sistema. En el cas dels models distribuits, aixo` comportaria un contratemps a
un usuari en particular o, donat el cas, un grup d’usuaris.
Per u´ltim, si plantegem no implementar el nostre cloud sino´ contractar
aquest servei a alguna empresa dedicada hem d’afegir alguns inconvenients
me´s: poca o nul·la privacitat de les dades i la depende`ncia amb l’empresa
contractada. Aixo` e´s degut a que algunes empreses fan servir solucions poc
exportables, basades en programari de la seva propietat i no estandarditzat.
Com a consequ¨e`ncia resulta dificulto´s migrar d’una empresa a una altra. Aquest
u´ltim punt no afecta a aquest projecte, ja que solucio´ es basa en un cloud privat.
3 V IRTUAL ITZAC I O´
En aquest capı´tol es fa una descripcio´ introducto`ria del mo´n de la virtualitzacio´
i quins avantatges i inconvenients presenta aquesta tecnologia. Esmentarem el
conjunt d’eines que existeixen actualment que fan possible l’u´s de virtualitzacio´
de maquinari i veurem algunes solucions de les solucions disponibles dins del
mo´n empresarial.
3.1 en que` consisteix la virtualitzacio´
Dins l’a`mbit de la informa`tica, la virtualitzacio´ e´s la simulacio´ mitjanc¸ant pro-
gramari d’un recurs tecnolo`gic. Per tant, una ma`quina virtualitzada o ma`quina
virtual no e´s me´s que la simulacio´ d’un conjunt de programes i recursos per
tal d’executar una o me´s aplicacions [16]. Per funcionar, les ma`quines virtuals
es serveixen dels recursos de la ma`quina fı´sica o servidor de virtualitzacio´
(processador, la xarxa, la memo`ria i l’emmagatzemament), que so´n gestionats
per un programa anomenat hipervisor (de l’angle´s hypervisor), que s’encarrega
d’assignar-los dina`micament sota demanda. Cada ma`quina virtual acostuma
a tenir un sistema operatiu independent i esta` completament aı¨llada de la
resta. A me´s, poden ser mogudes d’una ma`quina fı´sica a una altra, fins i tot
automa`ticament, sense alterar el funcionament ni percebre el canvi [17].
Entre els beneficis [18] me´s significatius per les empreses d’aquesta tecnolo-
gia trobem les segu¨ents:
• Reduir costos de maquinari.
• Minimitzar el desaprofitament dels servidors.
• Escurc¸ar el temps de resposta a fallides del sistema. Robustesa de la
infrastructura.
• Millorar la productivitat del personal d’administracio´. Facilitant el mante-
niment del maquinari, els administradors poden dedicar el seu temps a
altres tasques.
Per contra, existeixen alguns inconvenients com:
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• Criticitat del maquinari de virtualitzacio´. Abans una fallida d’un servidor
provocava l’aturada d’alguns serveis i aplicacions. Ara aquestes fallides
provoquen l’aturada de totes les ma`quines virtuals i, per tant, tots els ser-
veis oferits. Per aixo` e´s important preveure aquests problemes i disposar
d’una plataforma de virtualitzacio´ redundant.
• Canvis de tecnologies sovint comporten un temps d’aprenentatge per part
dels administradors.
• Aplicacions i sistemes de temps real so´n afectats pel fet de co`rrer a sobre
d’una plataforma virtual. E´s cert que actualment la virtualitzacio´ ofereix
rendiments i velocitats properes a les natives del maquinari. Pero` tambe´
e´s cert que existeix una petita difere`ncia que en alguns casos concrets fa
inservible aquesta tecnologia.
3.2 virtualitzacio´ de plataforma
La virtualitzacio´ de plataforma e´s el nom que rep el concepte de crear una
ma`quina virtual. Aquesta virtualitzacio´ requereix un maquinari per ser executat
i un programa que permet i regula l’acce´s a aquest maquinari. Existeixen
diverses formes de virtualitzar plataformes [19], algunes me´s eficients i efectives
que altres. Els tipus me´s emprats so´n:emulacio´ o virtualitzacio´ completa El sistema operatiu simula ı´ntegrament
l’arquitectura i els components requerits pel sistema operatiu sense mo-
dificar el que s’executa. Representa una manera ineficient i lenta de
virtualitzar. Com a resultat podem emular pra`cticament qualsevol pla-
taforma. Existeixen diversos programes que permeten aquest tipus de
virtualitzacio´, per exemple QEMU [20], VirtualBox [21], Parallels [22].virtualitzacio´ assistida per hardware Aquesta te`cnica consisteix en si-
mular el hardware suficient per permetre l’execucio´ dels sistemes operatius
aı¨lladament. Nome´s pot virtualitzar arquitectures suportades per l’arqui-
tectura pro`pia del servidor de virtualitzacio´. Es basa en treure profit de
les extensions de virtualitzacio´ (Intel VT o AMD-V segons l’arquitectura)
per obtenir un bon rendiment. Entre el programari que empra aquesta
te`cnica trobem VMWare Workstation [23], Parallels [22] i KVM [24].virtualitzacio´ a nivell de sistema operatiu La ma`quina de virtualitza-
cio´ i les ma`quines virtuals comparteixen el mateix sistema operatiu(kernel).
3.3 servidor de virtualitzacio´ per a l’institut 11
Les ma`quines virtuals tenen la sensacio´ d’executar-se separadament. Com
a exemples trobem Solaris Containers [25], Linux Vserver [26] i LXC [27].
paravirtualitzacio´ Consisteix en un programari base, que ofereix la capaci-
tat de virtualitzar permeten que les ma`quines virtuals accedeixin gairebe´
directament al maquinari. No simula cap recurs ni cap hardware. Aquest
programari base anomenat hipervisor que s’encarrega de capturar petici-
ons i distribuir els recursos entre les ma`quines vituals en execucio´. Cal
modificar els sistemes operatius que es virtualitzen. Alguns exemples so´n
Xen [28], Hyper-V [29] i VMWare ESX [30].
3.3 servidor de virtualitzacio´ per a l’institut
El requeriment d’aplicar sistemes de virtualitzacio´ dins del projecte neix de la
necessitat d’aı¨llar els serveis del maquinari. La virtualitzacio´ ofereix una capa
d’abstraccio´ del hardware que permet certa independe`ncia dels serveis respecte
la ma`quina que els executa. Podent migrar d’una ma`quina a una altra en cas de
ser necessari. Amb aquesta abstraccio´ sorgeix el dilema d’escollir les estrate`gies
a fer servir per gestionar els recursos que les ma`quines virtuals han de fer
servir.
Els segu¨ents apartats descriuen les estrate`gies escollides per implantar la
virtualitzacio´ a l’institut: les eines emprades per virtualitzar i la gestio´ dels
recursos per poder crear i executar una ma`quina virtual.
3.3.1 Eines de virtualitzacio´
El primer pas e´s triar el programari de la plataforma virtual tenint en compte
que haurem de virtualitzar el hardware, l’emmagatzemament i la xarxa. El
sistema operatiu escollit e´s Debian [31] per la seva estabilitat i robustesa, i
perque` els administradors de l’institut estan me´s familiaritzats que amb altres
distribucions de GNU/Linux. L’arquitectura e´s de 64 bits per aprofitar al ma`xim
tant la memo`ria com el processador. Per virtualitzar, la decisio´ e´s fer servir el
projecte KVM [24]. Aquest projecte basat en QEMU [20] amb modificacions, un
emulador de processadors. A me´s, disposa d’un mo`dul incorporat al kernet de
GNU/Linux que augmenta el rendiment de les ma`quines virtuals apropant-se
als natius.
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Per a les comunicacion amb les ma`quines virtuals s’ha optat per emprar
libvirt [32]. Aquesta llibreria escrita en C facilita la interaccio´ amb les ma`quines
virtuals, aixı´ com la gestio´ del discos de les ma`quines vituals i les seves conne-
xions de xarxa.
Per tal de facilitar les intervencions dels administradors es va dotar al
servidor d’interfı´cie gra`fica i d’un gestor gra`fic de ma`quines virtuals com e´s
virt-manager [33]. Aquest gestor, e´s simple i intuı¨tiu, i es comunica amb la
llibreria libvirt per realitzar les tasques d’administracio´ i monitoritzacio´ de les
ma`quines virtuals.
3.3.2 Espai de disc
La forma com es gestionen els discos a libvirt rep el nom de storage pool. Un
storage pool e´s una agrupacio´ lo`gica de recursos d’emmagatzemament on es
creen els volums que me´s tard faran servir les ma`quines com a disc virtual, o
per compartir fitxers. Per defecte quan s’instal·la KVM configura un pool, que
rep el nom de default.
Dintre d’aquests pools trobem diverses formats d’emmagatzemament de les
dades. Els me´s utilitzats so´n: raw, qcow2 i volums LVM.
• Format raw. Consisteix la creacio´ d’un fitxer binari de la mida del disc de
la ma`quina virtual. Aquest fitxer ocupa la totalitat del disc de la ma`quina.
• Format qcow2. QEMU Copy On Write. Aquest format utilitza estrate`gies
d’optimitzacio´ de l’espai que retrasen l’escriptura a disc fins que e´s neces-
sari, reduint l’espai requerit. Per contra, el fet d’expandir el disc cada cop
que requereix espai penalitza el rendiment. Tambe´ te´ l’opcio´ de realitzar
’fotografies’ o snapshots per fer co`pies de seguretat.
• Volums LVM. LVM o Logical Volume Manager e´s una capa de software, per
sobre dels discos durs i particions, que crea la il·lusio´ de comptar amb un
u´nic disc dur continuu. A me´s, permet afegir i remplac¸ar discos durs en
calent. Tambe´ ofereix l’opcio´ de fer snapshots.
L’eleccio´ del format depe`n essencialment dels recursos disponibles. Dins de
l’institut es prioritza el rendiment sobre l’estalvi d’espai i, a me´s, ja es comptava
amb LVM instal·lat i configurat al maquinari. Per tant, l’opcio´ escollida ha estat
LVM. Per a me´s informacio´ sobre la comparativa hi ha un estudi del rendiment
dins la bibliografia [34].
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3.3.3 Connectivitat
La connectivitat a la xarxa e´s una part clau per virtualitzar servidors. Segons les
nostres necessitats trobem a disposicio´ una se`rie de configuracions. El me`tode
cla`ssic e´s crear una interfı´cie virtual anomenada bridge, que actua com a pont
entre la ma`quina virtual i la interfı´cie de xarxa. Cadascun d’aquest ponts pot
ser emprat per mu´ltiples ma`quines alhora, per aquesta rao´ e´s torna tambe´ un
punt crı´tic del sistema.
Per tal de solucionar aquest punt negatiu existeix el bonding [35]. Aquesta
te`cnica consisteix en l’agrupacio´ de dues o me´s interfı´cies de xarxa per aconse-
guir algun tipus de benefici. Aquests beneficis poden ser tolera`ncia a fallides
o balanceig de ca`rrega o augmentar l’ample de banda o una combinacio´ de
qualsevols [36]. Pel projecte, la decisio´ ha estat implementar un bonding de
tres interfı´cies de Gigabit Ethernet en mode balanc¸ TLB(Adaptative Transmit Load-
Balance). S’ha escollit aquest mode per la seva sencillesa de configuracio´ i per
oferir els tres beneficis esmentats [37].
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4 SERVE IS REQUER ITS
Gran part del volum de feina que comporta aquest projecte e´s indentificar quins
serveis que es requereixen i quin programari hi ha actualment que l’implementi.
Valorar els avantatges i inconvenients de cadascun i triar-ne el que millor s’ajusta
al projecte. Aquest capı´tol prete´n ser un resum dels coneixements que resulten
necessaris per tal d’implementar cada servei i que he obtingunt mitjanc¸ant la
recerca d’informacio´ i la pro`pia experimentacio´.
4.1 autenticacio´ d’usuaris
El control d’acce´s als serveis software i als computadors e´s un punt delicat
i cal dedicar-li especial atencio´. Existeixen diverses maneres de mantenir i
administrar un conjunt d’usuaris. Les me´s comunes so´n: mantenir un fitxer
amb els usuaris i les seves claus d’acce´s, mitjanc¸ant una base de dades o un
servei de directori d’usuaris.
El fet de mantenir un fitxer e´s una solucio´ emprada quan el control d’acce´s
afecta nome´s a un grup reduit de ma`quines i una forma d’automatitzar-ho
seria fent servir el projecte NIS [38]. D’altra banda, el me´s pra`ctic i efectiu
en el cas d’un gran grup de ma`quines e´s que al darrere s’hi trobi un sistema
me´s complex i potent, com un servei de directori. Els serveis de directori me´s
coneguts es basen en el protocol LDAP [39] (Lightweight Directory Access
Protocol) i so´n: Active Directory [40] de Microsoft, Apple Open Directory [41]
de la companyia Apple, Novell eDirectory [42] de Novell i OpenLDAP [43] de
programari lliure. Com la lı´nia d’aquest projecte e´s fomentar l’u´s de programari
de lliure distribucio´ el programa escollit per gestionar els usuaris ha estat
OpenLDAP.
4.1.1 OpenLDAP
OpenLDAP e´s una implementacio´ de programari lliure del protocol LDAP
desenvolupada pel projecte OpenLDAP [44]. Consisteix en un model d’emma-
gatzemament d’informacio´ en forma d’arbre basat en entrades. Cada entrada
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e´s un conjunt d’atributs identificats per un nom global u´nic dins del sistema.
L’estructura de les entrades segueixen la forma d’un arbre. E´s especialment
u´til per autenticacio´, llibretes d’adreces o representacions jerarquiques dins
d’una organitzacio´. S’ha inclo´s OpenLDAP al projecte per ser programari lliure
i per la facilitat que ofereix per connectar altres programes per a que realitzin
l’autenticacio´ d’usuaris, com ara els serveis web descrits a l’apartat 4.4. Esta`
format per tres components principals [45]:
1. slapd. El dimoni que s’encarrega de donar el servei.
2. libldap. Llibreries que implementen el protocol LDAP.
3. eines i utilitats per les funcionalitats ba`siques com afegir o eliminar un
usuari, o be´ una cerca.
Per facilitar la gestio´ de les entrades del servei de directori s’ha configurat la
utilitat LAM (LDAP Account Manager) [46]. E´s una eina web per administrar el
directori LDAP i permet una fa`cil modificacio´ dels valors de les entrades. Exis-
teix una versio´ completa que ofereix una se`rie de funcionalitats molt interessants
que van fer que l’institut adquirı´s una llice`ncia completa de pagament.
La figura 1 mostra la jerarquia de la base de dades del LDAP de l’institut. Es
poden observar l’usuari administrador i tres grups d’entrades: personal, grups
i ma`quines.
Figura 1: Pa`gina d’autenticacio´
Construir una base de dades fent servir aquest programari consisteix en
seguir una se`rie de pasos afegint els para`mentres de la nostra configuracio´.
Com a dificultat afegida e´s gairebe´ obligatori configurar una capa de seguretat
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a les comunicacions, mitjanc¸ant canals encriptats SSL o TLS [47]. Observant
la importa`ncia d’aquest servei e´s quan es descobreix que la seguretat e´s una
pec¸a clau. E´s al servei d’autenticacio´ on l’usuari en algun moment donat
enviara` el seu nom d’usuari i la seva clau secreta per tal de comprovar la seva
autenticitat, ja sigui per mitja` del sistema operatiu que fa servir a la seva estacio´
de treball o alguna aplicacio´ que requereixi d’autenticacio´. A me´s, cal tenir en
compte el rendiment per permetre una a`gil autenticacio´ de mu´ltiples usuaris
concurrentment Aquesta millora del rendiment s’aconsegueix indexant la base
de dades del servei de directori per optimitzar cerques de certs tipus d’atributs.
Un exemple complet del proce´s de configuracio´ d’aquest programa i de les
connexions segures es detalla al blog [48].
4.2 servei de disc
Els usuaris disposen d’un computador amb un espai de disc amb 300GB de
mitjana. En aquest disc s’hi troba habitualment una instal·lacio´ dual de Linux i
Windows per treballar i la resta d’espai de disc e´s destinat a dades que l’usuari
pugui emmagatzemar amb l’u´s quotidia`. Abans d’aquest projecte, la tasca de
mantenir una co`pia de seguretat de les dades d’usuari es delegava al propi
usuari. No obstant, els sistemes informa`tics oferien una unitat remota d’espai
limitat on l’usuari hi podia desar dades importants. Aquesta unitat disposava
d’un servei de co`pies de seguretat diari.
En aquest punt, la intencio´ d’aquest projecte e´s centralitzar les dades d’usuari
i que els administradors dels sistemes informa`tics de l’institut s’encarreguin de
realitzar les co`pies de seguretat. Amb aquesta finalitat, es destina un servidor a
oferir a l’usuari l’acce´s local a les seves dades. Els serveis so´n NFS i SAMBA.
El fet de mantenir aquests dos serveis e´s perque` NFS ja era funcional abans
d’aquest projecte i s’ha volgut mantenir.
4.2.1 NFS
El servei NFS (Network File System) [49] e´s una de les maneres com un servidor
Linux pot exportar, per la xarxa, els seus fitxers. Aquest servei es basa en la
creacio´ de directoris que es definiran com a exportables al fitxer de configuracio´.
Suporta mu´ltiples comparticions simulta`nies i amb permissos, respecta els
permissos d’escriptura i lectura dels fitxers i realitza autenticacio´ per d’adrec¸a
18 serveis requerits
IP de les ma`quines. E´s la forma d’acce´s a les dades definida pels usuaris que
treballin amb Linux.
4.2.2 SAMBA
El problema que trobem amb el servei anterior e´s que, per tenir un mecanisme
d’autenticacio´ diferent a les ma`quines Windows, presenta certs problemes
segons el tipus de configuracio´ requerida. Per solucionar aquest inconvenient i
unificar els directoris d’usuaris, en el mateix servidor s’ha configurat Samba
[50]. Samba e´s programari lliure i permet que un servidor amb GNU/Linux
pugui compartir unitats de disc i impressores amb ma`quines Windows. Una
gran difere`ncia entre NFS i Samba e´s que Samba implementa un sistema
d’autenticacio´ propi diferent. Cada usuari i cada ma`quina so´n individus dintre
del conjunt, anomenat domini. S’enten per domini el conjunt d’usuaris i
ma`quines de tota l’organitzacio´, en aquest cas de tot l’institut. Per unificar els
sistemes d’autenticacio´ es pot configurar Samba de tal manera que s’integri
amb OpenLDAP. D’aquesta forma tots els usuaris tenen la possibilitat d’accedir
a ma`quines Windows i Linux sense cap problema i accedir a les seves dades de
forma transparent.
4.3 servei d’impressio´
Un altre servei que es requereix a l’institut e´s el servei d’impressio´. Tots els usu-
aris necessiten imprimir documents, els correus. . . . Mantenir una impressora a
cada despatx e´s del tot ineficient. Per aquesta rao´ existeixen programes com
CUPS [51], una aplicacio´ que gestiona l’u´s de les impressores que te´ configura-
des. A me´s, permet la impressio´ de forma remota amb autenticacio´ i e´s altament
costumitzable. Abans d’aquest projecte l’insitut ja comptava amb aquest sistema
d’impressio´ per duplicat per oferir tolera`ncia a fallides. El problema era que
la restauracio´ del servei no era automa`tica perque` es tractava de dos servidors
diferents, amb noms diferents i adreces IP diferents. Mitjanc¸ant la virtualitzacio´
es vol oferir una solucio´ me´s simple i minimitzar l’impacte d’aquestes caigudes.
Els usuaris accediran a les impressores de maneres diferents segons el sistema
operatiu dels computadors amb que treballen. Els usuaris de Linux imprimiran
directament a trave´s de CUPS mentre que els de Windows imprimiran a trave´s
d’una impressora compartida per Samba. Aquesta difere`ncia e´s deguda a que
Samba permet distribuir el driver de la impressora per sistemes Windows, men-
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tre que amb CUPS no. En canvi, Linux molt rarament requereix controladors
adicionals per imprimir a trave´s de CUPS.
4.4 serveis al nu´vol
A me´s de proveir els serveis necessaris per la infrastructura de l’institut, un
del objectius d’aquest projecte e´s dotar a l’institut d’eines col·laboratives per
facilitar el treball en equip i que permete´s la interaccio´ amb dispositius mo`bils
tals com smartphones i tablets. Concretament cal garantir l’acce´s via web al correu
i al calendari personal, als contactes de l’agenda privada i a un subconjunt
dels seus fitxers escollits pels usuaris pre`viament. A me´s disposaran d’una
plataforma gestora de continguts per crear pa`gines web, tant personals com
pels projectes. Aquests serveis so´n equivalents a les diferents solucions SaaS
que trobem d’empreses com Google i Microsoft.
4.4.1 Correu i gestor d’informacio´ personal i compartida
Aquest servei l’ofereixen programes classificats com Groupware. El terme fa
refere`ncia al programari que permet als usuaris treballar col·laborativament.
Actualment existeixen molts projectes de programari lliure que ofereixen aques-
tes funcionalitats, alguns reculls dels me´s importants estan disponibles cercant
la xarxa [52]. D’entre les diferents alternatives, s’ha triat SOGo [53] (Scalable
OpenGroupware.org) per oferir, amb acce´s via web, les funcionalitats esmentades:
mu´ltiples bu´sties de correu, gestio´ de contactes, gestio´ de calendari personal,
calendaris compartits i agendes de contactes compartides. Per u´ltim, incorpo-
ra l’opcio´ de sincronitzar amb els dispositius mo`bils tota aquesta informacio´
mitjanc¸ant el protocol SyncML [54], desenvolupat per l’OMA [55]. Pel correcte
funcionament de SOGo e´s necessari comptar amb un sistema de gestio´ de base
de dades i un servidor de correu. La clau de l’e`xit d’aquest programa e´s la flexi-
bilitat que ofereix al poder fer u´s d’una instal·lacio´ pre`via d’aquest components.
Per tant, pot connectar-se a una base de dades que ja existeix dins del nostre
sistema i el mateix amb el servidor de correu. A me´s, pot autenticar usuaris
contra sistemes dedicats a l’autenticacio´ com ara Active Directory i OpenLDAP
detallats a l’apartat 4.1. Les imatges corresponents a les figures 2 i 3 mostren
les pantalles d’algunes de les principals funcionalitats d’aquest servei.
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Figura 2: Pa`gina de gestio´ de calendaris
Figura 3: Pa`gina d’acce´s a mu´ltiples correus
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Figura 4: Pa`gina de navegacio´ de carpetes
4.4.2 Espai de disc al nu´vol
Un dels pilars per afavorir el treball col·laboratiu e´s facilitar la comparticio´ de
contingut entre els usuaris. Grans empreses molt conegudes ofereixen aquest
tipus de serveis de forma gratuı¨ta aparentment. Pero` un dels axiomes d’aquest
projecte e´s evitar l’externalitzacio´ o fuga d’informacio´. En aquest sentit el
mo´n del programari lliure ofereix una se`rie d’alternatives molt va`lides. Les
valorades han estat kablink [56], kolab [57] i owncloud [58]. L’opcio´ escollida ha
estat owncloud degut al seu estat de maduresa i les funcionalitats que ofereix.
Owncloud e´s una aplicacio´ desenvolupada amb PHP que ofereix la possibilitat
d’implementar un servei al nu´vol propi, integrant-se amb el servei d’autenticacio´
d’usuaris descrit a l’apartat 4.1 i des d’on l’usuari pot accedir a les seves dades
via web. Tambe´ pot compartir-les amb qualsevol individu, independentment de
si pertany a l’institut. Disposa de clients d’escriptori per sincronitzar carpetes
amb el nu´vol amb suport per Windows, GNU/Linux i Mac. I a me´s, tambe´
disposa d’apliacions natives pels sistemes operatius Android i iOS, que faciliten
l’acce´s i permeten una millor interactuacio´ amb les dades.
La figura 4 il·lustra la pantalla principal de l’aplicacio´, que do´na acce´s a
totes les funcionalitats.
4.4.3 Wiki de projectes
Molts dels projectes d’investigacio´ realitzats a l’institut disposen d’una pa`gina
web de contigut dina`mic que do´na visibilitat al projecte i n’afavoreix la divul-
gacio´. Per dur a terme aquesta tasca, s’havien configurat diversos gestors de
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Figura 5: Pa`gina de navegacio´ de carpetes
continguts, un per a cada projecte, que generaven pa`gines web accessibles per
tothom. La finalitat d’aquest punt e´s estandarditzar les eines emprades, optimit-
zar l’u´s dels recursos i obtenir resultats atractius visualment. Com a gestor de
continguts s’ha configurat una PmWiki [59], un gestor de continguts molt lleuger
escrit en PHP. Els beneficis d’aquest gestor so´n la facilitat de personalitzacio´
i la sencillesa per afegir contingut. A me´s, ja era conegut per alguns usuaris
de l’institut. Pel que fa al servidor web, s’ha creat un servidor virtual amb
NGINX [60]. NGINX e´s un servidor web que amb pocs recursos ofereix molt
bon rendiment, per sobre d’alternatives molt conegudes com Apache [61]. Per
acabar, s’ha modificat completament l’aparenc¸a de les pa`gines web generades
amb PmWiki per tal de satisfer les necessitats de l’institut i s’ha creat una skin
amb aquests canvis per facilitar la instal·lacio´. Aquesta skin esta` en proce´s de
ser publicada a disposicio´ de la comunitat d’usuaris a la pa`gina del projecte
PmWiki.
La figura 5 il·lustra l’aspecte de les pa`gines de divulgacio´ de l’institut.
4.4.4 Espai web personal
Alguns usuaris de l’institut disposen de pa`gines web esta`tiques anteriors a la
meva incorporacio´ a departament de sistemes informa`tics. Molts d’aquests
usuaris les han volgut mantenir, per tant, s’ha reaprofitat el servidor web
virtualitzat basat en el programari NGINX descrit anteriorment. El principal
argument d’aquesta decisio´ e´s que NGINX e´s o`ptim a l’hora de servir pa`gines
web esta`tiques (basades en HTML+CSS). La dificultat radica en la configuracio´
de mu´ltiples websites amb diferents adreces i afegir un acce´s amb seguretat
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per tot el tema d’autenticacio´. Una possible configuracio´ es pot trobar com a
entrada del blog [62].
4.5 altres serveis
A l’Institut existeixen altres serveis que no so´n nombrats en aquest document
perque` no han estat involucrats dins del projecte. Aquests serveis so´n: el
servidor de correu que proveeix la UPC, el servidor DNS [63], el servidor
de ca`lcul, que e´s un servidor dins de l’institut que els usuaris fan servir per
executar programari que requereix pote`ncia de CPU, i servei d’acce´s remot per
SSH [64], la porta d’acce´s a l’Institut des de fora de la xarxa.
4.6 esquema dels serveis
A la figura 6 podem observar les connexions entre tots aquests serveis dins de
l’Institut involucrats al projecte. Tambe´ estan representades les depende`ncies
d’uns serveis amb els altres i, com queda reflectit, existeix una forta depende`ncia
de la resta de serveis cap a l’OpenLDAP. L’autenticacio´ d’usuaris unificada e´s
la pedra angular de tots els serveis. La inoperabilitat d’aquest provocaria la
caiguda de la resta de serveis com si es tracte´s de l’efecte do`mino.
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Figura 6: Esquema de serveis
5 CAS D ’ESTUD I
Aquest capı´tol prete´n ser una guia de tot el proce´s de modernitzacio´ tecnolo`gica
dut a terme per l’Institut d’Organitzacio´ i Control de Sistemes Industrials. A
continuacio´ es descriura` l’escenari inicial del qual es va partir i les necessitats
dels usuaris de l’institut, aixı´ com la solucio´ aplicada i la planificacio´ d’actuacio´.
Per tal d’evitar constants refere`ncies, es recomana una lectura pre`via dels
capı´tols 3 i 4.
5.1 escenari inicial
Els sistemes informa`tics de l’Institut estaven formats per tres servidors amb
Windows Server 2003. Un servidor principal de domini amb el nom de Renon
que s’encarregava de la gestio´ d’usuaris mitjanc¸ant un Active Directory. Aquest
mateix servidor s’encarregava tambe´ de les tasques d’impressio´. Per afegir
funcionalitats, s’havia configurat un servidor de fitxers, anomenat Mislo, on
els usuaris hi emmagatzemaven dades i muntaven com a unitat remota. Per
acabar Bunra, un servidor de pa`gines web que alhora s’encarregava del domini
amb un rol secundari, oferint una alternativa en el cas que Renon tingue´s algun
problema. Per complementar, un parell de discos durs en xarxa que oferien un
espai extra i s’encarregaven de les co`pies de seguretat.
Alternativament, per proveir d’un entorn d’investigacio´ i desenvolupament,
la Divisio´ de robo`tica va configurar tres servidors amb el sistema operatiu Debian
Squeeze. El primer, Oriana, s’encarregava de l’autenticacio´ d’usuaris de Linux
amb un LDAP, de proveir-los del seu directori personal de dades per NFS
Network File System i del servei DNS (Domain Name Service). El segon, Ryze,
realitzava les co`pies de seguretat de les dades dels usuaris de Linux i de servidor
de sortida de correus. Tambe´ era la porta d’acce´s a la xarxa des de fora per ssh.
El tercer, Akali, era emprat com a servidor de ca`lcul. Els usuaris s’hi connectaven
remotament i delegaven els processos de ca`lcul a aquesta ma`quina, molt me´s
potent que la seva d’escriptori.
Aquest nombre de servidors i els ordinadors d’escriptori dels usuaris, sumen
un gran volum de maquinari. Per interconnectar totes aquestes ma`quines es
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disposava de cinc switchs, connectats a un switch principal o de capc¸alera.
Aquests switchs no tenien cap configuracio´ ni optimitzacio´.
Per u´ltim, la comunicacio´ entre els dos entorns, Linux i Windows, era
pra`cticament intexistent degut a les incompatibilitats d’ambdues plataformes.
5.2 solucio´ aplicada
Moltes de les solucions empresarials es basen en implementar un cluster de
virtualitzacio´. Un cluster consisteix en un conjunt de ma`quines que posen els
seus recursos al servei del grup, arribant a semblar que nome´s so´n una u´nica
ma`quina amb la suma de tots els recursos. Aquesta solucio´ e´s molt interessant
ja que permet afegir me´s ma`quines sense alterar el funcionament del grup. Pero`
pel que fa a l’escenari de l’institut, la idea de construir un cluster e´s desmesurada
pels costos econo`mics i temporals que comporta, i perque` no e´s necessari un
sistema d’aquesta mena ja que els serveis oferits so´n ba`sics i senzills. La solucio´
final es basa en reaprofitar parts dels servidors que actualment donen servei
a la divisio´ de Robo`tica i extendre’ls a la resta d’usuaris. D’aquesta manera
no provoca una aturada dra`stica del funcionament de l’institut alhora que
s’estalvien moltes hores de la feina que suposaria comenc¸ar tot de nou. No
obstant, els serveis me´s crı´tics e´s virtualitzaran per tal de garantir me´s robustesa
i aquests si que s’hauran de configurar de nou. Per dur a terme aquest tasca es
configuraran dos servidors destinats u´nicament a la virtualitzacio´. L’esquema
de xarxa de la figura 7 mostra el resultat esperat.
L’eleccio´ d’aquest nombre de servidors de virtualitzacio´ no e´s a l’atzar. El
fet que siguin me´s d’un e´s per mitigar un dels inconvenients principals de la
virtualitzacio´: la fiabilitat de la infrastructura. Una fallida del maquinari pot
oco`rrer amb certa frequ¨e`ncia, i amb una probabilitat me´s alta segons quantes
ma`quines es trobin involucrades. Com les ma`quines virtuals s’executen sobre
una u´nica ma`quina fı´sica, el servidor de virtualitzacio´, d’aquesta ma`quina en
depenen per funcionar. Per tant, la caiguda d’un servidor de virtualitzacio´
suposa la caiguda de les ma`quines virtuals que conte´. Ara be´, tenint en compte
que una ma`quina virtual es pot executar a gairebe´ qualsevol altre servidor amb
el mateix programari configurat, trobem que l’existe`ncia d’altres servidors de
virtualitzacio´ e´s de vital importa`ncia. Aquests altres servidors poden assumir
l’execucio´ de les ma`quines virtuals que haurien de ser tasca d’un servidor que
ha resultat malme´s. D’aquesta manera s’augmenta la disponibilitat dels serveis
i la robustesa de la infrastructura. Per garantir el funcionament dels serveis
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Figura 7: Esquema de xarxa
el ma`xim de temps possible s’ha dissenyat un pla de contige`ncia en cas de
fallida del servidor de virtualitzacio´ que hostatja diverses ma`quines virtuals. La
solucio´ e´s traspasar aquest paper al servidor de virtualitzacio´ auxiliar destinat
precisament a aquestes tasques.
5.3 descripcio´ del proce´s
La dimensio´ d’aquest projecte es massa gran per tractar d’abordar tots els punts
a la vegada. Per aixo` e´s va decidir dividir el proce´s en cinc iteracions. Cada
iteracio´ amb els seus objectius aı¨llats, excloent algunes millores o correccions
sobre alguna iteracio´ anterior. A continuacio´ es presenta un desglossament de
les iteracions.
5.3.1 Primera iteracio´ (2 mesos)
Aquesta primera iteracio´ es va destinar a l’estudi de les tecnologies de virtualit-
zacio´, i a comprovar la viabilitat del projecte. Al comenc¸ar la implantacio´ dels
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nous serveis virtualitzats es va adquirir i destinar la ma`quina Rumble per fer
experiments per tal de no malmetre el correcte funcionament dels sistemes de
l’institut.
En aquesta ma`quina s’hi va instal·lar com a sistema operatiu la versio´ Debian
estable d’aquell moment, squeeze, i es van configurar les diferents eines per a
virtualitzar detallades a l’apartat 3.3. Els passos de configuracio´ es detallen al
blog desenvolupat paral·lelament al projecte [65].
El resultat d’aquesta iteracio´ va ser la creacio´ de la plataforma de virtualitza-
cio´ de proves i la configuracio´ d’una ma`quina virtual amb el sistema operatiu
Debian. Aquesta ma`quina es va configurar mı´nimament i es va congelar. D’a-
questa manera cada cop que es necessiti una nova ma`quina virtual pot clonar-se
aquesta ma`quina virtual gene`rica, evitant-se aixı´ la instal·lacio´ des de zero.
5.3.2 Segona iteracio´ (2 mesos)
Un cop realitzada la primera iteracio´ resta explotar la plataforma per treure’n
profit. Degut a la meva poca experie`ncia pre`via en l’administracio´ de sistemes,
vaig dedicar una mica temps a l’ana`lisi de les tecnologies necessa`ries per
implementar els serveis requerits. Una sı´ntesi de l’estudi es recull al capı´tol 4.
Com a primer servei, es va triar implementar el servei d’autenticacio´, per ser
la pedra angular per a la resta de serveis. Es va clonar la ma`quina gene`rica i es va
instal·lar i configurar OpenLDAP. Per seguir en detall la configuracio´ i la polı´tica
de seguretat del directori LDAP cal dirigir-se a la refe`rencia bibliogra`fica [48].
En aquest punt i amb nome´s una ma`quina virtual el rendiment de xarxa
del servidor de virtualitzacio´ no e´s preocupant. Pero` si el nombre de ma`quines
augmenta, el fet que una o me´s ma`quines utilitzin la mateixa interfı´cie de xarxa
genera dos inconvenients. Per una banda una forta depende`ncia a aquella
interfı´cie, ja que qualsevol problema (cable desendollat, fallada de la boca del
switch. . . ) impediria el correcte funcionament dels serveis. D’altra banda, si un
nombre elevat de ma`quines fa servir la mateixa interfı´cie, aquesta pot arribar
a saturar-se. Per solucionar aquests problemes es va configurar un bonding
en mode Adaptative Transmit Load-Balance que agrupant interfı´cies de xarxa
garanteix una major amplada de banda a l’hora de transmetre paquets per la
xarxa i tolera`ncia a fallides de les interfı´cies.
Per u´ltim es va construir l’agrupacio´ lo`gica pool per a gestionar me´s fa`cilment
els discos de les ma`quines virtuals. Aquest pas simplement consisteix en
configurar libvirt per fer-lo saber que disposa d’un grup de volums LVM per
a crear discos de ma`quines virtual [66]. Aquest pas no es va realitzar en la
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primera iteracio´ perque` va ser fruit d’investigar el rendiment que ofereixen els
diversos tipos de formats de disc de ma`quines virtuals resumit a l’apartat 3.3.2.
5.3.3 Tercera iteracio´ (7 mesos)
Per continuar amb la implementacio´ dels serveis es va provar de virtualitzar el
servei Samba prenent com a usuaris els usuaris del directori LDAP [67]. Pel que
fa a l’espai d’usuari, es pretenia compartir mitjanc¸ant Samba les unitats amb
les dades dels usuaris muntades per NFS dins del servidor Samba. Despre´s de
cercar solucions es va concloure que, per problemes de permissos i seguretat,
l’acce´s de Samba als fitxers muntats per NFS no era recomanat i e´s va instal·lar
Samba al mateix servidor fı´sic que contenia el servei NFS [68].
A me´s, es van instal·lar els serveis SOGo i Owncloud. Tot i tenir similars
requisits, es va aı¨llar cada servei web en una ma`quina virtual separada per
seguretat i per minimitzar l’impacte d’un sobre l’altre.
Com que ambdo´s requereixen una base de dades, es va instal·lar MySQL a
la ma`quina virtual de cada servei. Aquesta decisio´ es basa en que una cerca a
una base de dades es me´s lenta si la base de dades es troba en un altre servidor
que si es trobe´s al mateix servidor (per haver de transportar peticio´ i resposta
per la xarxa). A me´s, el fet de tenir una base de dades centralitzada nome´s
ofereix una major facilitat a l’hora de realitzar co`pies de seguretat de les dades
pero` augmenta la vulnerabilitat al concentrar-les totes en el mateix servidor.
Pel que fa a la configuracio´ d’aquests serveis cal fer e`mfasi en que, arribat a
aquest punt del projecte i amb molta feina feta, la integracio´ d’aquests serveis
amb la resta no e´s del tot trivial. Per sort, Owncloud disposa d’una part de
la web per administradors on e´s pot configurar de manera co`moda. En canvi,
SOGo no ho posa tan fa`cil perque` cal editar un fitxer directament o fer servir
una eina de lı´nia de comandes que no e´s gens intuitiva.
Per comprovar la funcionalitat i la utilitat d’aquests serveis es van seleccionar
vuit usuaris per rebre acce´s als serveis web. Amb el seu feedback es van corregir
petits detalls de configuracio´ i es va el·laborar un manual d’u´s pels futurs
usuaris.
5.3.4 Quarta iteracio´ (3 mesos)
En aquesta iteracio´, l’estat dels serveis va pasar d’experimental a en produccio´.
Es van migrar tots els usuaris dels antics serveis als nous i es va provar, amb
carrega real, el correcte funcionament del sistema.
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Es va crear una nova ma`quina virtual amb la funcio´ de servidor web repli-
cant, un cop me´s, la ma`quina virtual gene`rica. Es va configurar NGINX com
a servidor web i es van enllac¸ar algunes de les pa`gines personals que alguns
usuaris de l’institut volian conservar de l’antic servei a dins del nou. El proce´s
detallat de com configurar un servidor similar es troba al blog [62].
Per gestionar de manera remota i cone`ixer l’estat de les ma`quines virtuals
des de qualsevol lloc i en qualsevol moment es va provar de configurar una
utilitat anomenada Archipel [69]. Aques projecte basat en libvirt crea una mena
de xat interactiu entre les ma`quines virtuals i els usuaris o administradors
d’aquestes. La finalitat es poder, mitjanc¸ant qualsevol client de xat, indicar a
les ma`quines virtuals una se`rie de comandes simples com encen, atura, estat
i deme´s. Aques projecte e´s troba en fase beta bastant experimental i es va
abandonar per no ser prou madur i oferir poca funcionalitat inicialment.
Tambe´ es va crear una ma`quina virtual per implementar CUPS, el servei
d’impressio´. La configuracio´ va consistir en replicar el servidor ja existent,
perque` funcionava correctament. Existeixen diverses utilitats, que fan servir la
llibreria libvirt esmentada a l’apartat 3.3.1, que de manera gairebe´ automa`tica
converteixen un servidor fı´sic en una ma`quina virtual pero` es va decidir fer
el pas manualment per tal d’evitar possibles restes d’antigues instal·lacions i
configuracions.
Per tal de garantir el futur de la plataforma virtual a mig termini es va
decidir realitzar una segona inversio´, una mica superior a la inicial, per adquirir
una segona ma`quina. Aquesta nova ma`quina es va configurar d’igual manera
que la plataforma experimental. El mateix tipus de bonding per a les interfı´cies
de xarxa i un LVM per gestionar l’espai de disc.
5.3.5 Cinquena iteracio´ (2 mesos)
Quan es va acabar de configurar el nou servidor de virtualitzacio´ es van migrar
totes les ma`quines virtuals cap aquest i es va quedar Rumble, la primera ma`quina
destinada a virtualitzar, sense cap ma`quina.
Per tal de reaprofitar Rumble es va plantejar l’opcio´ de mantenir-lo com
a servidor de redunda`ncia, tot i no ser un dels objectius del projecte. Es
van estudiar Linux-HA [70] com a possible solucio´ pero´ per complexitat i
manca de temps es va desestimar. Es va decidir implementar un sistema de
redunda`ncia me´s rudimentari i senzill, tot i que implique´s una actuacio´ per
part dels administradors. D’aquest sistema se’n parla amb detall al capı´tol 5.4.
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5.4 backup de les ma`quines virtuals
Una de les tasques me´s importants per un administador de sistemes e´s desen-
volupar una metodologia a seguir en cas d’incident amb algun servei, per tal
de minimitzar l’impacte d’aquest sobre el treball dels usuaris. En aquest capı´tol
es descriu l’estrate`gia a seguir en el cas de voler restaurar un servei.
5.4.1 Convencions
Per tal de facilitar fer les co`pies de seguertat i les poseriors restauracions s’han
establert les segu¨ents convencions:
• Crear una co`pia de l’estat d’un servei en un moment donat es tradueix en
fer una co`pia de la ma`quina virtual on esta` instal·lat.
• Les dades dels usuaris no estan a cap ma`quina virtual sino´ que treballen
sobre un servidor fı´sic. Aixo` implica, a priori, que cap dada es pot perdre
per un hipote`tic buffer no escrit a disc.
• Cada ma`quina virtual nome´s te´ un sol disc i la primera particio´ d’aquest
conte´ la instal·lacio´ de tots els serveis i el sistema operatiu.
• El volum LVM emprat com a disc te´ el mateix nom que la pro`pia ma`quina
i no excedeix els 10GB.
• Tots els volums LVM pertanyen a un grup de volums anomenat lvm,
configurat com a pool amb libvirt.
• Es mantindran co`pies de seguretat de les ma`quines virtuals d’una antigui-
tat ma`xima de dues setmanes.
• Si el servidor fı´sic encarregat de virtualitzar els serveis deixa funcionar, la
recuperacio´ del sistema s’hauria de realitzar manualment restaurant cadas-
cun dels serveis per separat al servidor de virtualitzacio´ de redunda`ncia.
5.4.2 Descripcio´ de la solucio´
S’han dissenyat dos scripts escrits en bash inspirats en el treball de Daniel
Berteaud [71], un per copiar les ma`quines i l’altre per restaurar-les. El funcio-
nament del primer es basa en la creacio´ de co`pies consistents de les ma`quines
virtuals que estan executant-se. Aquesta co`pia consisteix en un fitxer descriptor
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del hardware de la ma`quina i els para`metres de virtualitzacio´. Tambe´ e´s fa
una imatge ide`ntica del disc dur aprofitant l’opcio´ de realitzar una captura
instanta`nia o snapshot de les unitats de disc de la ma`quina. I per u´ltim, per
evitar el pas d’engegar la ma`quina, es guarda un estat consistent de la ma`quina
en estat de pausada per tal de no perdre cap dada que fos a memo`ria. Un cop
recollides totes les dades les envia al servidor destinat a emmagatzemar les
co`pies de seguretat.
El segon script te´ la funcio´ de restaurar una ma`quina virtual escollida per
l’administrador. El sistema e´s l’invers de l’script de backup, descarrega totes les
dades i restaura cadascuna al lloc adient. Cal dir que si existeix ja la ma`quina
que es vol restaurar el que fara` e´s sobrescriure els fitxers existents. Durant la
restauracio´ do´na a escollir de quina data volem restaurar la ma`quina virtual
fins a un ma`xim de dues setmanes enrera a partir de la data actual.
El codi dels scripts e´s pot consultar als Annexos B i C
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Amb la finalitat d’aprofitar al ma`xim les possibilitats de les interfı´cies de xarxa
configurades amb bonding es va canviar la configuracio´ i les connexions dels
commutadors (o switch) de l’institut [72].
Per una banda, totes les interfı´cies de cada servidor menys una estan agru-
pades formant una interfı´cie u´nica. Aquesta agrupacio´ e´s la que fan servir les
ma`quines virtuals com a interfı´cie de xarxa. D’aquesta manera es multiplica
l’ampla de banda del que disposen a la vegada que es garanteix la tolera`ncia a
fallides. La velocitat teo`rica que s’aconsegueix e´s la suma de totes les interfı´cies
de xarxa, per tant, si disposem de 3 interfı´cies a 1Gb, la velocitat teo`rica ma`xima
e´s de 3Gb en total. La idea de deixar una interfı´cie fora del grup e´s perque` el
propi servidor de virtualitzacio´ disposi d’una interfı´cie aı¨llada i per a ell mateix.
D’altra banda, el canvi en la configuracio´ del switch e´s simplement la creacio´
d’un grup de boques de switch connectades al mateix destı´. Suposant que
so´n boques d’1Gb, aquesta agregacio´ de N boques permet una velocitat de
transfere`ncia superior a la velocitat efectiva d’una boca (idealment de Nx1Gb),
a me´s d’oferir redunda`ncia.
La funcio´ d’aquesta millora e´s tambe´ treure’n profit del bonding dels servi-
dors. Augmentant la velocitat de connexio´ entre els commutadors eliminem el
coll d’ampolla entre els servidors amb bonding ubicats a un switch concret i la
resta de la xarxa. Com a observacio´ final cal remarcar que, tot i augmentar la
velocitat de transmissio´ per part dels servidors, els clients en el millor dels casos
disposaran d’una targeta de xarxa d’1Gb. Per tant, sera` el client qui inicialment
determini la velocitat ma`xima de transfere`ncia. Despre´s intervindran diversos
factors com el nombre de clients connectats al servidor i els diversos colls
d’ampolla que puguin existir pel camı´ entre commutadors.
Aquests valors teo`rics s’han comprovat mitjanc¸ant la utilitat iperf [73]. Per
comprovar el rendiment es va configurar un servidor per a que envie´s paquets a
fins 3 clients diferents i es va poder observar que la velocitat no es veia afectada
si el camı´ cap els clients no compartia cap commutador. Si dos clients estaven
connectats al mateix commutador, sent aquest diferent del commutador del
servidor, la velocitat de transfere`ncia es reduı¨a d’una manera poc significativa.
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6 IMPACTE ECONO`MIC
Per estimar el cost temporal d’aquest projecte e´s necessari desglossar totes les
tasques que el composen i calcular les hores dedicades a cada tasca. Aquesta
estimacio´ es pot apreciar a la segu¨ent relacio´:
6.1 costos d’implantacio´
Tasca Hores
Instal·lacio´ i configuracio´ de la plataforma de virtualitzacio´ 40h
Configuracio´ del bonding a les interfı´cies de xarxa del servidor 10h
Creacio´ d’una ma`quina virtual gene`rica amb Debian 5h
Instal·lacio´ de l’OpenLDAP i creacio´ de la base d’usuaris 30h
Implementacio´ del domini de xarxa mitjanc¸ant samba 50h
Reaprofitament i ampliacio´ del servei NFS 5h
Instal·lacio´ del servei CUPS a una ma`quina virtual 15h
Integracio´ de les ma`quines Linux 20h
Integracio´ de les ma`quines Windows 50h
Automatitzacio´ de les tasques d’integracio´ 15h
Virtualitzacio´ de SOGo i la base de dades requerida 45h
Virtualitzacio´ d’Owncloud i la base de dades requerida 30h
Configuracio´ d’un servidor web virtual amb NGINX 25h
Establiment del mecanisme de co`pies de seguretat de les ma`quines virtuals 70h
Redaccio´ de la memo`ria del projecte 50h
Nombre total d’hores dedicades 460h
Per calcular el cost econo`mic del projecte, a me´s del cost d’hores de personal
qualificat cal incloure el cost del maquinari necessari. En aquest cas la inversio´
en maquinari no ha estat elevada si tenim en compte que ja es disposava d’una
bona part del material requerit. Per tant, nome´s inclourem els servidors i
material de nova adquisicio´. El ca`lcul seria el segu¨ent:
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Concepte Preu
Cost d’hores de personal (10e/h) 4,600e
Cost de la ma`quina Rumble 880e
Llice`ncia del LAM Pro 180e
Cost de la ma`quina Shaco 1,560e
Estimacio´ del cost total del projecte 7,220 e
Al tractar-se d’un institut vinculat a la UPC, per conveni, es disposava de
llice`ncies de programari com Windows Server i Windows Professional de forma
gratuı¨ta. D’altra manera, comptant el canvi de servidors de Windows Server a
Debian s’haurien de contemplar l’estalvi econo`mic en llice`ncies que aquest canvi
suposa.
6.2 estalvi energe`tic
Els conceptes de virtualitzacio´ i computacio´ al nu´vol estan inclosos dins del
que s’anomena Green IT [74]. Es fa evident que e´s molt probable que el consum
energe`tic s’hagi reduı¨t. Amb dades del cas real observem que de 6 servidors
operatius nome´s en queden 4: dos servidors de virtualitzacio´, un de dades i un
de backup. Aquests quatre servidors donen els mateixos serveis antics que els
sis servidors d’abans me´s uns quants de nous com el SOGo i l’Owncloud. Un
ca`lcul aproximat de l’estalvi podria ser el segu¨ent:
Suposant que tots els servidors tenen les mateixes caracterı´stiques i el mateix
hardware i tenint en compte que hem suprimit dos servidors podem suposar
que hem reduı¨t el consum d’aquests, el que equivaldria a reduir el consum una
tercera part. A me´s, l’esforc¸ per refrigerar un volum de ma`quines inferior e´s
obviament inferior.
Aquest ca`lcul no e´s del tot exacte perque` segons l’u´s dels equips el seu
consum varia, pero` do´na una idea aproximada de l’estalvi que suposa.
7 CONCLUS IONS
Aquest capı´tol exposara` les conclusions a les que he arribat durant la consecucio´
de la totalitat del projecte.
7.1 conclusions
L’enfoc del projecte sobre la virtualitzacio´ no era provar una eina concreta, sino´
evaluar la viabilitat de la virtualitzacio´ dels servidors de l’institut, i valorar
l’impacte sobre els serveis que donen. Ha estat tasca meva el triar quina eina
era la me´s adient en cadascun dels serveis i requeriments tecnolo`gics.
Al llarg del document es presenten les solucions aplicades per tal d’assolir
els objectius fixats en l’apartat 1.1. Es seguira` la mateixa estructura per facilitar
la lectura.
1. S’han modernitzat els serveis de l’Institut aplicant la virtualitzacio´ i la co-
mutacio´ al nu´vol privat. L’esquema de serveis ha variat considerablement
respecte a l’estat inicial. Com a canvi me´s notable trobem que ara tots els
serveis depenen del mateix sistema d’autenticacio´.
2. S’ha minvat l’esforc¸ de les tasques de monitoritzacio´ de les ma`quines. Ara
observant el servidor de virtualitzacio´ es pot obtenir informacio´ sobre
l’estat de les ma`quines virtuals que donen servei.
3. S’ha reduı¨t el temps d’aturada dels serveis quan aquests fallen. El temps
de restauracio´ d’un servei al servidor rendundant de virtualitzacio´ e´s de
minuts.
4. S’ha proposat una alternativa privada i basada en programari lliure als
serveis externs Google Calendar i Dropbox, que so´n SOGo i Owncloud
respectivament.
5. S’ha aconseguit que qualsevol usuari pugui utilitzar qualsevol computador
de l’institut amb les seves credencials d’autenticacio´ i disposi de les seves
dades. S’han unificat els diferents entorns de treball.
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6. S’ha reduı¨t el cost econo`mic de la infrastructura informa`tica al reduir el
nombre de ma`quines en dos.
7. S’ha mantingut la dualitat Windows i Linux per als usuaris de l’Institut.
8. Les dades dels usuaris so´n accessibles via web gra`cies als serveis al nu´vol
implementats: de nou SOGo i Owncloud.
9. El servei al nu´vol SOGo permet als usuaris gestionar les seves dades
personals de contactes, correus i calendaris aixı´ com sincronitzar-les amb
el PC o gairebe´ qualsevol dispositiu mo`vil.
7.2 experie`ncia personal
Pel que fa al cloud privat puc afirmar que e´s possible crear un nu´vol privat i
satisfer les necessitats informa`tiques i oferir serveis d’u´ltima generacio´ mitjanc¸at
programari lliure. A me´s, he pogut observar que la virtualitzacio´ de servidors
e´s un recurs que simplifica i optimitza en tots els sentits qualsevol infrastructura
informa`tica.
Si actualment hague´s de fer aquest projecte des de zero segurament empraria
les eines incloses a la nova distribucio´ de Debian, wheezy, destinades a crear el
cloud privat i lliure. Aquesta nova versio´ incorpora Xen Cloud Plataform que e´s
un sistema de virtualitzacio´ de servidors ja desenvolupat i perparat per fer-lo
servir. A me´s, XCP integra diverses eines per administrar aquest cloud com
CloudStack, OpenNebula i OpenStack.
Per contra s’ha observat que implementar un nu´vol privat des de zero i
sense fer servir les eines que automatitzen aquestes tasques e´s una tasca difı´cil.
A me´s, aquesta solucio´ e´s parcialment exportable, ja que les polı´tiques de co`pies
de seguretat estan fetes per aquest cas en particular. Cal remarcara que estudiar
aquestes tecnologies te´ una corva d’aprenentatge molt lenta i pronunciada, sent
gairebe´ al final del proce´s quan s’extreu tot el profit.
A nivell personal ha estat una experie`ncia complementa`ria molt enriquidora
que m’ha aportat valors i coneixements que d’altra manera no hague´s tingut
al meu abast. Per una banda, una immersio´ al mo´n de la virtualitzacio´, sent
un tema molt innovador i poc treballat a la carrera. D’altra banda, el fet de
treballar amb programari lliure m’ha convertit en un membre proactiu de la
gran comunitat d’usuaris de programari lliure, animant-me a participar en
llistes de correu de projectes [75], [76]. I tambe´ contribuir amb codi propi amb
el tema per el projecte PmWiki.
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El projecte com a infrastructura de serveis e´s molt complet pero` existeix altre
programari que podria afegir noves funcionalitats i seria interessant provar-
lo. Un seria oferir un escriptori virtual accessible des de qualsevol lloc i amb
qualsevol dispositiu; computadors d’escriptori i smartphones o tablets. Una
proposta seria el projecte Ulteo [77]. Amb aquest projecte no solament s’ofereix
un escriptori remot virtual sino´ tambe´ aplicacions de diferents plataformes.
L’altre punt important seria oferir una forma de monitoritzar les ma`quines
vituals de forma fa`cil. Existeixen diverses alternavites, una de les quals es va
provar durant el projecte, Archipel. Pero` seria interessant provar altres eines que
monitoritzent altres para`metres de les ma`quines virtuals aixı´ com els serveis
oferits, com Munin [78].
Per u´ltim tenim Vagrant [79], un projecte molt innovador que permet des-
carregar ma`quines virtuals preparades per executar amb un gran ventall de
programari ja configurat. Aquestes ma`quines virtuals estan orientades a facilitar
la configuracio´ d’entorns de desenvolupament i proves per a programadors.
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A F ITXES DELS SERV IDORS
Nom Rumble
Processador Intel(R) Xeon(R) CPU X3430 @ 2.40GHz
Memo`ria 16GB @1333 MHz
Disc 2TB
Xarxa 4x Gigabit Ethernet Interface
Descripcio´ Inicialment va ser la ma`quina de proves, on es creaven les
ma`quines virtuals amb els serveis necessaris per a que, me´s
tard, passessin a produccio´. Actualment e´s una ma`quina de
redundant, per si la ma`quina principal pateix algun problema de
hardware.
Nom Shaco
Processador 2x Intel(R) Xeon(R) CPU E5620 @ 2.40GHz
Memo`ria 16GB @1333 MHz
Disc 1TB
Xarxa 2x Gigabit Ethernet Interface
Descripcio´ Va ser la u´ltima adquisicio´ (Octubre de 2012). No e´s la ma`quina
me´s potent del mercat pero` permet una gran ampliacio´; fins a
128GB de memo`ria. Aquest ma`quina e´s l’encarregada de virtua-
litzar els serveis, e´s doncs la pedra central del sistema.
Nom Oriana
Processador 2x Quad-Core AMD Opteron(tm) Processor 2356
Memo`ria 8GB @667 MHz
Disc 3.5TB
Xarxa 4x Gigabit Ethernet Interface
Descripcio´ Aquesta ma`quina s’encarregava de l’autenticacio´ via LDAP d’usu-
aris i de servir els directoris d’usuari entre d’altres funcionalitats.
Actualment conte´ el domini samba i les dades d’usuari. Tambe´
do´na la opcio´ de muntar algunes unitats per NFS i actua de DNS
intern.
47
48 fitxes dels servidors
Nom Ryze
Processador 2x Quad-Core AMD Opteron(tm) Processor 2356
Memo`ria 10GB @400 MHz
Disc 6TB
Xarxa 3x Gigabit Ethernet Interface
Descripcio´ Ma`quina encarregada de les co`pies de seguretat de les dades i
el servei d’impressio´. S’ha afegit la funcionalitat de realitzar les
co`pies de seguretat de les ma`quines virtuals. Per tal d’aprofitar
tant d’espai disposa d’unitats muntables per NFS on es troben les
imatges d’algun software emprat i de diversos sistemes operatius.
Nom Akali
Processador 2x Quad-Core AMD Opteron(tm) Processor 2356
Memo`ria 16GB @667 MHz
Disc 300GB
Xarxa 4x Gigabit Ethernet Interface
Descripcio´ Aquesta ma`quina inicialment destinada a ca`lcul es va aprofitar
per oferir serveis com escriptori remot per tal d’aprofitar tot el
seu potencial. Abans d’aquest projecte, la divisio´ de robo`tica va
experimentar en aquesta ma`quina amb KVM. Ara mante´ aquestes
funcionalitats reservant la virtualitzacio´ com a segona opcio´ si la
ma`quina principal patı´s algun problema.
B SCR IPT DE BACKUP DEMA`QU INES V IRTUALS
Listing B.1: Codi de l’script de backup
1 # ! / b i n / bash
2 # P a r a m e t r e s
3 backupBaseDir = ’/ srv/backup / ’ # A b s o l u t e pa th ! ! !
4 backupServer = ’ backup . nameserver ’
5 remoteBackupBaseDir = ’/ srv/backup/ v i r t u a l−machines / ’
6 remoteBackupUser = ’backup ’
7 snapshotSize = ’8G’
8
9 # O b t e n i r l e s maquines running
10 running =‘/ usr/bin/vi rsh l i s t | grep −v win | awk ’{ p r i n t
$2 } ’ ‘
11 echo ”Running : ” $running
12
13 # R e a l i t z a r e l backup
14 for machine in $running
15 do
16 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * ” ;
17 echo ”BACKUP DE LA MAQUINA ” $machine ;
18 echo ‘ date ‘
19 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * ” ;
20 echo ”Aturem l a maquina ” $machine ;
21 # l a comanda g a r a n t e i x que e s suspen a l f i n a l i t z a r
22 /usr/bin/vi rsh suspend $machine ;
23
24 # Creant l a c a r p e t a d e l backup ( p e r s i ha e s t a t e l i m i n a d a
)
25 mkdir −p ${backupBaseDir}${machine}
26
27 # E l i m i n a n t p r e v e n t i v a m e n t backups a n t e r i o r s
28 rm −r f ${backupBaseDir}${machine}/*
49
50 script de backup de ma`quines virtuals
29
30 #Un cop pausada r e a l i t z e m l a c o p i a
31 echo ” Salvant l ’ e s t a t de l a maquina”
32 /usr/bin/vi rsh save $machine ${backupBaseDir}${machine}/
${machine } . s t a t e −−paused
33 echo ” Fet ”
34
35 echo ” Creant snapshot ”
36 /sbin/ l v c r e a t e −L${ snapshotSize } −s −n ${machine } .
snapshot /dev/lvm/${machine } ;
37 echo ” Snapshot creada ”
38
39 echo ” React ivant ”$machine ;
40 /usr/bin/vi rsh s t a r t $machine ;
41 echo ” Fet ! ”
42
43 # P r e p a r a n t e l backup
44 echo ” Salvant e l f i t x e r d e f i n i c i o de l a maquina”
45 cp / e t c / l i b v i r t /qemu/${machine } . xml ${backupBaseDir}${
machine}/
46 echo ” Fet ”
47
48 echo ” Creant e l f i t x e r imatge i informacio del volum LVM
”
49 /sbin/l v d i s p l a y /lvm/${machine} >> ${backupBaseDir}${
machine}/${machine } . lvminfo
50 dd i f =/dev/lvm/${machine } . snapshot of=${backupBaseDir}${
machine}/${machine } . img
51 echo ” Fet ”
52
53 # Cop iant remotament e l backup
54 echo ” T r a s l l a d a n t canvis a l serv idor de Backup”
55 r d i f f−backup −−print−s t a t i s t i c s ${backupBaseDir}${
machine}/ ${remoteBackupUser}@${backupServer } : : ${
remoteBackupBaseDir}${machine}
56 echo ”Copia f e t a ”
57
58 echo ” Eliminant snapshot ”
59 /sbin/lvremove −f /dev/lvm/${machine } . snapshot ;
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60 echo ” Snapshot eliminada ”
61
62 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * ” ;
63 echo ”FINAL DEL BACKUP DE LA MAQUINA ” $machine ;
64 echo ‘ date ‘
65 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * ” ;
66 done
52 script de backup de ma`quines virtuals
C SCR IPT DE RESTAURARMA`QU INES V IRTUALS
Listing C.1: Codi de l’script de restauracio´
1 # ! / b i n / bash
2 #S ’ ha de d i s p o s a r de l ’ e s p a i b u i t n e c e s s a r i p e r t r a s l l a d a r
l a maquina v i r t u a l a l d i s c .
3
4 # Molt i m p o r t a n t s l e s b a r r e s a l f i n a l d e l s p a t h s
5 backupBaseDir = ’/ srv/backup / ’
6 backupServer = ’ backup . nameserver ’
7 remoteBackupBaseDir = ’/ srv/backup/ v i r t u a l−machines/proves / ’
8 remoteBackupUser = ’backup ’
9
10 machines =( ‘ ssh ${remoteBackupUser}@${backupServer} ’ l s
$remoteBackupBaseDir ’ ‘ )
11 len=${# mach ines [ * ] }
12
13 x=0
14 u n t i l [ $x −l e $len ] && [ $x −ge ’1 ’ ]
15 do
16 echo ” [ 0 ] => S o r t i r ”
17 for i in $ ( seq 0 $ ( ( $len−1) ) )
18 do
19 echo ” [ ”$ ( ( $ i +1) ) ” ] => ” ${machines [ $ i ]}
20 done
21 echo −n ” E s c u l l e l nombre de l a maquina que vols
r e s t a u r a r : ”
22 read x
23 i f [ $x −eq 0 ]
24 then
25 e x i t ;
26 f i
27
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28 done
29 echo ”Has e s c o l l i t r e s t a u r a r l a maquina ”${machines [ $ ( ( $x
−1) ) ]}
30
31 i = ’o ’
32 while [ $ i != ’y ’ ] && [ $ i != ’n ’ ]
33 do
34 echo −n ”Segur que vols r e s t a u r a r l a maquina ”${machines
[ $ ( ( $x−1) ) ]} ” ? [ y/n ] ”
35 read i
36 done
37
38 i f [ $ i == ’y ’ ]
39 then
40 machine=${machines [ $ ( ( $x−1) ) ]}
41 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ”
42 echo ”Procedim a r e s t a u r a r l a maquina ”$machine
43 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ”
44
45 # Creant l a c a r p e t a d e l backup ( p e r s i p e r q u a l s e v o l
motiu ha e s t a t e l i m i n a d a )
46 mkdir −p ${backupBaseDir}${machine}
47
48 # E l i m i n a n t p r e v e n t i v a m e n t backups a n t e r i o r s
49 rm −r f ${backupBaseDir}${machine}/*
50
51 i f [ ‘/ usr/bin/vi rsh domstat $machine ‘ != ’ shut of f ’ ]
52 then
53 /usr/bin/vi rsh destroy $machine ;
54 f i
55
56 # R e f e r e l volum LVM
57 lvremove −f /dev/lvm/${machine}
58 l v c r e a t e −L ‘ c a t ${machine } . lvminfo | grep Size | awk ’{
p r i n t $2 } ’ ‘ −n ${machine} lvm
59
60 # Aquesta comanda p o r t a r a l ’ u l t i m backup
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61 r d i f f−backup −−print−s t a t i s t i c s ${remoteBackupUser}@${
backupServer } : : ${ remoteBackupBaseDir}${machine} ${
backupBaseDir}${machine}/
62
63 # R e s t a u r a n t e l backup
64 dd i f =${backupBaseDir}${machine}/${machine } . img of=/dev/
lvm/${machine}
65
66 echo −n ” Recuperant e l f i t x e r d e f i n i c i o de l a maquina . . .
”
67 cp ${backupBaseDir}${machine}/${machine } . xml / e t c /
l i b v i r t /qemu/${machine } . xml
68 s e r v i c e l i b v i r t−bin r e s t a r t
69 echo ” Fet ”
70
71 echo ” Recuperant l ’ e s t a t de l a maquina”
72 /usr/bin/vi rsh r e s t o r e $machine ${backupBaseDir}${
machine}/${machine } . s t a t e −−paused
73 echo ” Fet ! ”
74
75 echo ” I n i c i a n t maquina”
76 /usr/bin/vi rsh resume $machine
77 echo ” Fet ”
78
79 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ”
80 echo ”Maquina ”$machine” restaurada amb e x i t . ”
81 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ”
82 e lse
83 echo ”L ’ usuari ha re s po s t ” $ i ” . ”
84 echo ” * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ”
85 f i
