ABSTRACT This paper addresses the estimation of large-dimensional covariance matrices under both normal and nonnormal distributions. The shrinkage estimators are constructed by convexly combining the sample covariance matrix and a structured target matrix. The optimal oracle shrinkage intensity is obtained analytically for any prespecified target in a class of matrices which includes various structured matrices such as banding, thresholding, diagonal, and block diagonal matrices. After deriving the unbiased and consistent estimates of some quantities in the oracle intensity involving unknown population covariance matrix, two classes of available optimal intensities are proposed under normality and nonnormality, respectively, by plug-in technique. For the target matrix with unknown parameter such as bandwidth in banded target, an analytic estimate of unknown parameter is provided. Both the numerical simulations and applications to signal processing and discriminant analysis show the comparable performance of the proposed estimators for large-dimensional data.
I. INTRODUCTION
Estimation of population covariance matrix from a random sample has attracted a lot of attentions because of the fundamental role of covariance matrices in many science and technology areas such as statistical inference [1] , signal processing [2] , [3] , communication [4] , biometrics [5] and financial economics [6] . Various realistic applications usually require a covariance matrix estimator to be not only invertible but also well-conditioned. Let (x 1 , . . . , x n ) be an independent and identically distributed (i.i.d.) sample of size n from a p-dimensional population with mean zero and covariance , the sample covariance matrix (SCM)
is widely adopted as a classical estimator of , which has some important statistical properties provided in the classical statistics for large sample cases. As the high-or largedimensional data are collected in various ways in the practical applications, the dimensionality becomes non-negligible, but the traditional methods directly utilizing the SCM as the estimate of the population covariance matrix often perform very poorly. In fact, the SCM S can not anymore be considered as a good estimate of the true covariance matrix when the dimension p is large compared to the sample size n, and even singular when p > n. For largedimensional covariance matrices, even if n > p, the SCM S is typically not well-conditioned. Some researches, e.g., [7] - [10] reveal some important features of random matrices such as the SCM using random matrix theory. Particularly, the famous Marčenko-Pastur law describes the asymptotic behavior, which depends on the ratio of the dimension p and the sample size n, of eigenvalues of S as large random matrix. However, the high-or large-dimensional covariance estimation is known to still be a difficult problem, especially in the ''large p small n'' setting. In recent years, a lot of attentions have been devoted to looking for alternative estimators of the SCM in high-or large-dimensional background and many improved estimators of covariance matrix are proposed. One can refer to [11] - [29] and references therein.
The shrinkage estimation is a popular and efficient approach which reduces the mean squared error (MSE) of the estimate by convexly combining the SCM S and a prespecified target matrix. In [13] , the identity matrix I p multiplied by a scalar p −1 tr(S) is introduced as target matrix and a distribution-free consistent estimator (named LW estimator) is proposed to approximate the oracle estimate. The LW estimator shrinks the eigenvalues of the SCM towards their grand mean, and is asymptotically optimal in the sense of minimizing the expected quadratic loss function as both the sample size n and the dimension p go to infinity together but the ratio p/n remaining bounded. For normal cases, in [17] , the oracle approximating shrinkage (OAS) estimator and the Rao-Blackwell Ledoit-Wolf (RBLW) estimator (named owing to apply the well-known Rao-Blackwell theorem to the LW method) are proposed in which the latter improves the LW estimator. In [21] , the diagonal target matrix D S = diag(s 11 , . . . , s pp ) taking the diagonal elements of S is explored and a corresponding shrinkage estimator under normality is suggested. Correspondingly, the shrinkage estimate with such diagonal target is extended to the non-normal cases in [28] . Instead of the diagonal D S , in [22] , a tapering matrix, proposed in [30] , is selected as the target, and then a shrinkage-to-tapering oracle approximating (STOA) estimator is suggested which inherits the advantages of both tapering and shrinkage estimators. Note that the target matrix D S can be thought as a special case of tapering target with bandwidth 0. More recently, some researchers consider two targets as candidates of shrinkage targets and proposed double shrinkage estimators as [28] . A multi-target shrinkage estimation by optimization under non-distribution assumption is proposed in [31] . In [32] , an iterative method similar to the one in [22] is proposed to approximate the oracle estimator, especially the convergency is proved and a closed-form limit is obtained. Also, there are other shrinkage strategies and their applications in [25] - [27] , [33] , and [34] .
The main contributions of this paper are as follows: 1) Considering the variousness and importance of target matrices in shrinkage covariance matrix estimation, we introduce a class of targets which includes a number of structured matrices such as banding, thresholding, diagonal and block diagonal matrices. This matrix class is first considered in [32] only for normal distribution, however, in this paper we devote to tackling with covariance estimation for not only normal but also nonnormal population distributions. We derive analytically a class of optimal oracle shrinkage estimators in the sense of minimizing the expected quadratic loss under both normality and non-normality.
2) The plug-in strategy is adopted to estimate the oracle shrinkage intensity and the population covariance matrix for any given target in the aforementioned matrix class. This approach is different from the iterative approaches proposed in [17] , [22] , and [32] that are difficult to derive the limit of iterations and even if prove their convergence for general distributions. In this paper, we provide the unbiased and consistent estimators of some functions of unknown population covariance matrix in the optimal oracle shrinkage intensity under normality and non-normality. The well-known estimators in [35] and [36] are the special cases of our proposed estimators when the population mean is zero. Moreover, by plugging the above unbiased and consistent estimators into the related quantities in oracle shrinkage intensity, we obtain a set of shrinkage estimators for a class of structured target matrices in both normal and non-normal distributions. 3) For the banded target with unknown bandwidth, which emerges in many applications such as signal processing and time series analysis, we suggest a parametric method and derive analytically the expression of estimation risk for choosing the optimal bandwidth. Therefore, some non-parametric methods such as cross validation suffering from significantly higher computational complexity are avoided. 4) We evaluate the proposed covariance matrix estimation approaches via some simulation experiments and two applications to the adaptive beamforming and the discriminant analysis of real gene expression data.
The results show that the comparable performance of the proposed estimators with the existing estimators for large-dimension cases under both normality and non-normality. This paper is organized as follows. Section II introduces the class of target matrices and formulates the shrinkage estimation for large covariance matrices. The optimal oracle intensity and the related available estimators under normal and non-normal distributions are proposed in Section III and Section IV respectively. After deriving an analytical risk for banded target, in Section V, a parametric method is proposed to obtain the optimal bandwidth for banded target with unknown bandwidth. In Section VI, the performance of the proposed shrinkage estimators is investigated via some numerical simulations and two applications. Some conclusions and discussions are given in Section VII. Proofs of some mathematical results are provided in the appendix.
NOTATIONS
The transpose and Hermitian transpose of a vector or matrix are indicated by the superscripts T and H respectively. For a matrix A, tr(A) and A represent its trace and Frobenius norm respectively. A • B means the Hadamard (element-wise) product of two matrices A and B. The notation sign(·) denotes the sign of a quantity with sign(0) = 0. The symbols 1 and I denote the vector having all entries 1 and the identity matrix with appropriate dimension respectively. The operation E(·) denotes the mathematical expectation of random variable and → p means convergence in probability.
II. FORMULATION AND PRELIMINARIES
Let S be the SCM of n independent p-dimensional random vectors from population with mean zero and covariance matrix . We consider a linear shrinkage estimator VOLUME 6, 2018 as follows:ˆ
where the coefficient λ ∈ [0, 1] to be determined is called as shrinkage intensity and
where
Note that the definition of H implies that W ∈ H is the symmetric matrix whose elements are all zeros or ones. The matrix W 0 = 11 T is excluded from the set W because it results in a trivial estimate S of for any λ ∈ [0, 1]. Note that the class {W • S : W ∈ W} contains various target matrices such as banding, thresholding, diagonal and block diagonal matrices. This model was considered in [32] but only for the covariance estimation under normal distributions. Following the optimization criterion on minimizing the expected quadratic loss of shrinkage estimator, while the target W •S is prespecified, we formulate the optimal estimation as the following optimization problem:
For a given W ∈ W, the optimal shrinkage intensity λ W of problem (2) can be obtained analytically. In fact, we have the following result.
Lemma 1: For any given W ∈ W, the optimal solution of the problem (2) is
Proof: See Appendix A. Note that, for some W ∈ W, since the target W • S may be an indefinite matrix such as a general banding or thresholding matrix, the shrinkage estimate (1) is not necessarily positive definite. If one needs a positive definite estimator, similar to [15] , [30] , [37] , and [38] , one practical proposal would be to project the estimateˆ to the Riemannian manifold of positive definite matrices.
The optimal shrinkage intensity given by (3) is called as the oracle estimate of the shrinkage coefficient λ because it involves the unknown covariance matrix . Next, we consider its available estimate.
III. NEW SHRINKAGE ESTIMATORS UNDER NORMALITY
In this section, we consider the normal population. Let S be the SCM of n independent p-dimensional random vectors x 1 , . . . , x n following the normal distribution N p (0, ). The oracle shrinkage intensity and the corresponding risk in this setting are provided as follows.
Theorem 1: For a given W ∈ W, the optimal oracle shrinkage intensity becomes
and the corresponding risk is
Proof: See Appendix B. Note that, from Theorem 1, the optimal shrinkage intensity λ W always locates in the interval [0, 1], but it is not ensured in [22] in some conditions which is discussed in [32] .
The oracle shrinkage intensity λ W involves the unknown population covariance matrix , so it can not be directly utilized in practice. Since the optimal shrinkage intensity λ W depends on through 2 
where 
and
Note that a 1 /p is identical to the estimator proposed in [35] when the population mean is known as zero. Since tr(S 2 ) ≤ tr 2 (S), p −2 a 2 asymptotically equals to p −2 tr 2 (S) as (n, p) → ∞. Under some conditions proposed in [35] , p −1 a 1 and p −1 tr(S) are consistent estimators of p −1 tr ( 2 ) and p −1 tr( ) respectively as (n, p) → ∞. Therefore, p −2 a 2 are consistent to p −2 tr 2 ( ). When W is the p-dimensional
. It is identical to the estimate proposed in [21] when the mean is known as zero, and consistent to p −1 tr(D 2 ) as (n, p) → ∞.
Therefore, similar to [28] , by plugging the unbiased and consistent estimators of the numerator α W and denominator β W in (4), we propose the estimator of the optimal shrinkage intensity λ W as follows:λ
Furthermore, considering that the optimal oracle intensity λ W locates in the interval [0, 1], we modify the estimated shrinkage intensityλ (1) W given by (10) aŝ
Finally, the corresponding shrinkage estimator of covariance matrix becomeŝ
(1)
Remark 1: The two shrinkage intensity estimators given by (11) and proposed in [32] are different. In fact, we can rewritten the two estimators through an additional parameter as follows:
.
(n+2)(n−1) for the shrinkage intensity estimator (11) and γ = γ 2 := n n+1 for the one in [32] . The two parameters γ 1 and γ 2 converge to 1 as n → ∞, hence the two corresponding shrinkage estimators of covariance matrix are equivalent. However, when the sample size n is small, for example, γ 1 = 1 and γ 2 = 2/3 for n = 2, the estimation performances may be different.
IV. NEW SHRINKAGE ESTIMATORS UNDER NON-NORMALITY
In this section, we tackle with the estimation of covariance matrix for non-normal distributions under some assumptions.
Assumption 1: The p-dimensional random variable x i is generated as
where z ij is the j-th component of the p-dimensional vector z i and E(z 4 ij ) = K + 3. It is worth noticing that the population distributions and random vectors considered under Assumption 1 are very general and meet with a lot of practical scenarios. The main conditions given by (13) are adopted in [39] - [41] . In addition, the parameter K under the normal distribution is zero because the kurtosis of standard normal distribution is 3.
Theorem 3: Let x 1 , . . . , x n be i.i.d. p-dimensional vectors satisfying Assumption 1, then the oracle shrinkage intensity becomes
where,
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Proof: See Appendix D. Clearly, in order to obtain an available shrinkage intensity from the oracle one given by (14) 
Proof: See Appendix E. Note that the estimators of tr( 2 ) and (tr( )) 2 proposed in [36] are, respectively, (19) and
when the mean of population is zero. It is easy to see that (19) and (20) are the special cases of b 1 (W ) and b 2 (W ) respectively when W = W 0 . In result, by plugging in the unbiased and consistent estimators given by (16) , (17) and (18), we propose the estimator of λ W under non-normality as follows:
V. BANDING TARGET WITH UNKNOWN BANDWIDTH
If W ∈ W is known, we can directly estimate the covariance matrix using the shrinkage intensity (11) for normal distribution or (21) when normality is invalid. However, when W ∈ W involves some unknown parameters, the above method does not work directly. Here, similar to [32] , we consider a banding target matrix with unknown bandwidth to show how to estimate the unknown quantity using the results in Sections III and IV.
where k = 0, . . . , p − 2 represents the bandwidth to be determined. For any bandwidth k, the risk corresponding to the oracle shrinkage intensity is given by (5) under normality or (15) under non-normality. However, this risk depends on some functions of unknown covariance matrix . Next, the data-driven method is employed to choose the optimal bandwidth k 0 via invoking the analytical estimate of risk. Denote the estimated risk asR k for the bandwidth k. For normal distribution, using the unbiased and consistent estimators given by (6)-(9) and the estimator (11) of shrinkage intensity with banded structure matrix W (k), we obtain the estimated risk
For non-normal distribution, similarly, using the unbiased and consistent estimators given by (16)-(18) and the estimator (21) of shrinkage intensity with banded structure matrix W (k), we have the estimated risk
Finally, the optimal bandwidth k 0 is obtained by solving the following optimization problem:
For bandwidth selection, the cross-validation and bootstrap are two popular techniques [15] , [42] , but are computationally expensive and may have a poor risk estimate. Compared to these two methods, the proposed parametric method shares the advantage of providing the explicit form of estimated risk for any given bandwidth under both normal and non-normal distributions. Our method thus is less computation and more effective.
VI. NUMERICAL AND EMPIRICAL STUDIES A. SIMULATION STUDIES
In this section, we investigate the numerical performances of the proposed shrinkage estimators through numerical simulations. The data x 1 , . . . , x n are generated as x i = 1/2 z i with z i = (z i1 , . . . , z ip ) T . The elements z i1 , . . . , z ip are mutually independently distributed from one of the following three distributions [28] :
, where N (0, 1), χ 2 (ν) and t(m) denote the standard normal distribution, chi-square distribution with ν degrees of freedom and t distribution with m degrees of freedom, respectively. Denoting the (i, j)-th entry of covariance matrix as σ ij , we consider the following four population covariance matrices which was partially considered in [22] and [28] : Model 1: To evaluate the estimation performance, the percentage relative improvement in average loss (PRIAL) of the estimator over the SCM S is considered as follows:
We compare the PRIAL of the proposed two estimators (named W1 for normal distribution and W2 for non-normal distribution respectively) with the estimators proposed in [13] , [21] , [22] , and [28] . For indicating the approaches in the reported results, the LW and STOA denote the estimators proposed in [13] and [22] respectively; the FS1 and FS3 mean the estimators suggested in [21] with targets (tr(S)/p)I p and D S respectively; the U1 and U2 mean the estimators suggested in [28] with targets (tr(S)/p)I p and D S respectively. The expectation is approximated by averaging the 1000 Monte Carlo runs. Table 1 and Table 2 report the PRIAL values for Model 1 and Model 2 respectively. The largest PRIAL in each row of all tables is highlighted in bold face hereafter. From Table 1 , we have the interesting observations:
• The STOA estimator and the proposed two estimators W1 and W2 improve the performance compared to other shrinkage estimators in terms of the PRIAL when n ≥ 20. For n = 10, the proposed estimators are inferior to the LW, FS1 and U1 that take (tr(S)/p)I p as target when the sample comes from chi-square distribution or t-distribution, but still superior to the FS3 and U2 that use D S as target. The reason is that, under small sample size, the additional parameter (bandwidth) in the proposed estimators might not be well estimated in general.
• Compared with the STOA, the proposed two estimators are superior for α = 0.3, n ≤ 40 and for α = 0.9. We also observe that the estimator W1 tends to have a higher PRIAL under normality compared with W2 but on the contrary when the sample comes from a nonnormal distribution. This is reasonable because W1 is obtained under the normality assumption whereas W2 is developed under the non-normality assumption. The similar phenomena can also be observed from Table 2 . For Model 3 and Model 4, the comparisons are illustrated in Table 3 . We can find that the proposed two estimators are always superior than the STOA estimator in these two models.
To illustrate the importance of choosing a proper target, we assume that the true covariance matrix is Model 5:
, where (1) = (σ
and the (i, j)-th entry of (2) is
The simulation results are reported in Table 4 in which the SBD1 denotes an estimator obtained by (12) and the SBD2 estimator having the intensity given by (21) both with W = (sign(σ (1) ij )). Note that such matrix W can be determined if one knows whether or not the strong correlation of any two entries of the random vector x exists. We can observe that the W1 and W2 tend to have the higher PRIALs compared to the STOA and are significantly better than the LW, FS1, FS3, U1 and U2. Because of utilizing more structure information in the target matrix, the SBD1 and SBD2 are superior to other ones.
B. APPLICATION TO ADAPTIVE BEAMFORMING
In this example the proposed shrinkage estimators are applied to the adaptive beamforming which was used in [3] and [17] . Assume that a narrow band signal of interest impinges on an unperturbed uniform linear array (ULA) [43] of p sensor elements. The output complex valued vector of n snapshots is
T is the array response for a generic source direction θ i with the spatial frequency ω i , i = 0, 1, . . . , m, θ 0 , θ 1 , . . . , θ m represent respectively the arriving directions of the signal s 0 (t) and the interferences s 1 (t), . . . , s m (t) which are assumed to be i.i.d white Gaussian processes, and n(t) is an additive white Gaussian process noise and independent on s 0 (t), . . . , s m (t).
To estimate the interest signal s 0 (t), the Capon beamformer [43] linearly combines the array output as w H x(t) where w is calculated by using the covariance matrix of x(t) and the array response a(θ 0 ) as follows:
In (22), a(θ 0 ) is known but the covariance matrix needs to be estimated. Note that in this case the is a complex covariance matrix due to the complex value of response array and noise vectors. Next, we use the same approach in [3] and [17] to extend the real estimators to the complex case.
We measure the beamforming performance gain by the signal interference noise ratio (SINR) defined as [3] , [17] 
where σ 0 is the power of signal s 0 (t) above sensor noise, L is the number of Monte Carlo simulations, andŵ l is the weight vector calculated by (22) with replaced by its estimator in the l-th simulation.
In this simulation, we consider a ULA of p = 10 sensor elements with half wavelength spacing. The interest signal VOLUME 6, 2018 has a direction-of-arrival (DOA) θ 0 = π/9 and a power 20 dB above the complex Gaussian sensor noise. Suppose there are two interference signals:
and each interference signal has a power 15 dB above sensor noise. Consider the OAS, RBLW, DS, STOA, FS3, U2 estimators and the proposed estimators W1 and W2 for estimating the covariance matrix , where the DS estimator means the target matrix D S . The mean SINRs with L = 5000 by various estimators are reported in Table 5 .
We can find that the proposed estimator W2 tends to do better when n > 10 and the W1 is worse than W2 in this case but still yields the larger SINRs than others for n > 15. For the small sample size (n = 10), the RBLW shares a better performance than the others. Note that in this case the RBLW outperforms the OAS that is different from [17] because of a smaller γ here. Also we can see that the DS shares the worst performance for n > 15.
C. APPLICATION TO TISSUE CLASSIFICATION OF GENE EXPRESSION DATA
In this subsection, we apply the proposed estimators to a colon cancer data set which was used and discussed in [21] , [27] , and [28] . This real data set contains 2000 gene expression measurements of a total 62 tissues: 22 colon tumor and 40 normal tissues. A base 10 logarithmic transformation and a leave-one-out cross validation discriminant analysis are applied to this data set. Based on training data, we estimate the covariance matrices using top p = 20, 40, 60, 80, 100, 200, 300, 400 genes, and then plug the estimated covariance matrices in the Mahalanobis
where i = 1, 2,x i is the average of training data within the i-th class, the sample y comes from testing data, andˆ is an estimate of population covariance matrix in which all training data are assumed to come from the same population. The rule of classification isî = min{d 1 , d 2 }, that is, y is classified to the class 1 if d 1 < d 2 and to the class 2 otherwise. Six estimation methods of covariance matrix are applied to this discriminant analysis and the comparison of corresponding correct classification rates is reported in Table 6 . We can see that the proposed two estimators are comparable to the FS3 and U2 estimators and better than directly using the DS in discriminant analysis. Compared to the STOA, the proposed two estimators tend to share higher classification rates except p = 20 and p = 100.
VII. CONCLUSIONS
In this paper, a new set of shrinkage estimators for large covariance matrix has been provided for a class of target matrices under both normal and non-normal distributions, which are constructed by convexly combining the SCM S and a target matrix with a form of W • S. These estimators are obtained through plugging the unbiased and consistent estimates in the oracle optimal shrinkage intensities, and share the advantage of having analytic expression and hence are easily implemented. For the banded target with unknown bandwidth, by introducing a parametric method and deriving the analytic risk estimates under normal and non-normal distributions, we have obtained the optimal bandwidth. Numerical Simulations and applications to adaptive beamforming and tissue classification of real gene expression data show the comparable performance of the proposed estimators in the settings of large-dimension cases. Moreover, the simulations illustrate that the proposed estimators may share the lower MSEs compared to other estimators because our model provides the possibility of choosing a target which contains much structural information.
More covariance matrix estimators with target matrices following the introduced class can be further considered in future. For example, the widely adopted thresholding estimators, which are permutation-invariant to the order of the variables, can be studied with our present framework. In addition, each entry of W in the targets matrix class considered is either 0 or 1 in this paper. The future work includes considering an extension to more general cases of the entries belonging to a prespecified interval [a, b] according to related prior structural information on population covariance matrix. Also, how to choose an appreciate target for specifical application is an important issue. The same treating can be used to the precision matrix estimation.
APPENDIX

A. PROOF OF LEMMA 1
For any W ∈ W, we can write the objective function of problem (2) as
Differentiating the right hand side of the above equation with respect to λ and letting it be zero, we have the first-order condition:
It immediately yields that the optimal solution of problem (2) has a form (3). Moreover, under normal assumption, we can obtain E(tr(S 2 )) = n + 1 n tr( 2 ) + 1 n tr 2 ( ),
Substituting the above equations to (3) gives the oracle shrinkage intensity (4). In addition, it is easy to see By direct deduction, we have
and then obtain the risk (5).
C. PROOF OF THEOREM 2
Under normal distribution, we have 
