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PREFACE
TESL STUDIES 197 5 initiates the publi-
cation of the working papers of the Divis-
ion of English as a Second Language at the
University of Illinois. We hope to bring
out one issue of these working papers every
year, so that the research done by the fac-
ulty and students of this Division may be
widely disseminated.
As the teaching of English as a second
language is necessarily an interdisciplin-
ary program, our working papers reflect
this nature of our Division. In future,
also, we hope to publish not only original
research, but also surveys and review articles
dealing with fields of our interest.
We are grateful to Professors William F.
Brewer, J. Thomas Hastings, and Howard S.
Maclay for reading and commenting on some
of the papers in this issue.
Our special thanks are to Ms. Norma Robinson
and Ms. Sheila Barnes for preparing the manu-
scripts for publication and seeing the project
through.

AN EXPERIENCE APPROACH
TO TEACHING COMPOSITION
— Thomas Buckingham §
William C. Pech
The teacher of intermediate level ESL composition faces a somewhat difficult
problem. His students have reached a point where the use of controlled writing
practice no longer serves a useful purpose; where, in fact, no further improve-,
ment is observable. On the other hand, few such students are writing with suffi-
cient ease to be treated essentially as native speakers. Such "pre-criterion
stationarity" may be remediated by an experience approach to teaching intermedi-
ate composition which develops the advanced writing skills free composition will
entail.
EXPERIENCE-BASED INSTRUCTION
The language experience approach is neither new nor especially original to Eng-
lish as a Second Language instruction. For several years the experience approach
has seen extensive use with native speakers in the teaching of beginning read-
ing and writing. The experience approach, especially as it relates to beginn-
ing reading, is based on the belief that learning must be rooted in the experi-
ence of the learner in order for it to be effective. It should be noted that
there is nothing inherent in the experience approach itself which limits its
use to either native or non-native speakers.
With specific regard to the ESL student, the experience approach usually oper-
ates under this assumption: as a result of his exposure to oral English, the
ESL student possesses some language and some experience mediated by that language
upon which he may draw in learning to read. Paramount in the experience approach
is the introduction to written language through the active use of whatever
oral language the student possesses. The thoughts and words which the learner
can express become the material for his reading/writing program. Since the
thoughts and words are his, they are of great interest and importance to him.
As he is able to express himself verbally, he is taught to associate the written
symbols with his own thoughts and words. Thus the written forms of the language
become attached to his speech sounds and are gradually built into a reading and
writing vocabulary. (Thonis, p. 45).
In brief, the language experience approach is being used in ESL instruction
largely as a method for introducing the students to reading and writing. While
some work has been done with the experience approach to reading at a more ad-
vanced level, little work has been done related to writing at other than the
very basic "pre-compos ition" stage.
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A NEW VABIATION
While the experience approach is being used in ESL instruction largely to intro-
duce students to writing, it should not be limited to that area. There is noth-
ing in the experience approach which limits its application to one area of writ-
ing or another. In fact, it is our contenticn that this approach can be effect-
ively related to any level of writing/composition teaching: controlled, less
restricted, or free. The approach can be used at the level of controlled compo-
sition by having students copy paragraphs written by the teacher in which they
are the subjects, and in which the stories come from their own experiences. Free
composition as well can be and often is opinion-oriented to involve the student.
For the purposes of this project, we have chosen to focus on the experience
approach specifically in the area of less restricted writing. To repeat, our
primary rationale for emphasizing experience is that we recognize a genuine need
for an approach to composition instruction which can effectively bridge the gap
from controlled to free composition, from no-mistake learning to experimenting
which includes greater risk of error. We feel that the experience approach is
the most useful at the stage of the giant leap which students must make if they
are to v;rite autonomously.
OUR PRIMARY CONCERN
Our concern, then, is to meet the needs of the ESL student who is ready to move
beyond this controlled, highly manipulated stage of composition into a less
structured, more expressive and productive stage. This less restricted inter-
mediate stage of composition will place much less emphasis on controlling output
in the sense of having students copy and rewrite models. Instead, the emphasis
at this stage is to move the student in the direction of generating his own
models -- his own composition. This less restricted stage might have some of
the following behavioral objectives:
1. Students write about a personal or observed experience, putting events in
the original temporal order.
2. Students choose/observe details and describe them in the order of spatial
arrangement
.
3. Students write opinions giving supporting statements.
4. Students write several paragraphs " in any of the above combinations.
5. Given their ovv-n compositions about vicarious or personal experiences, they
write their opinions and supporting statements, showing their sense of organ-
ization by having no sentences irrelevant to the opinion which they choose
to defend.
Implicit in these objectives are two notions. First, at the beginning of this
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stage, careful attention is g;ven to paragraph development. Our assumption is
that on the basis of the work done in the controlled stage, the student is
able to produce effective sentences. It does not necessarily follow that he
is able to organize these sentences into equally effective paragraphs. Even
though he has copied paragraphs, we do not assume that he can produce them on
his own.
The second notion implicit in these objectives is that later in the less re-
stricted stage, emphasis begins to be shifted from paragraph development to a
more generalized development of the whole composition. At this point, the
balance between content and form begins to weigh heavily in favor of content,
and the very directive approach to eliciting student-spoken and student-
written output gives way to a more unstructured approach. Also at this point,
students should be madt aware of the reasons for having paragraphs at all: to
shift the point of emphasis or to separate a composition into temporal units.
THE BASIC COMPONENTS: ACTIVITIES AND THEIR INTERPRETATION
Inasmuch as any experience approach to teaching language arts intends to move
the performer from the activities to the output stage, the basic structure of
the experience approach to teaching writing will share fundamental components
with other variations of the experience approach. These components are (1)
selected activities, and (2) interpretation of activities.
At the core of the experience approach are activities: what happens to stu-
dents, and/or what students do. The activities are the planned stimuli to
aid students in tapping and extending their experiential backgrounds. In order
to determine which activities for a language experience are useful and appro-
priate, a method of determining the experiences that the students should have
is necessary. One method of getting this information is through direct ques-
tioning. A brief questionnaire elicits student response to questions on their
past experiences and future plans which will yield useful data. Once this
data is collected and collated for general trends in students' responses, the
information on the experiential background and needs of the student will form
a general class chart, or socio-topical matrix (Stevick: 1971). The socio-
topical matrix is a catalogue of student background which identifies the
^ Questions on this brief questionnaire included areas of personal history,
educational background, work experience, travel, career objectives, academic
and recreational interests, and personal hopes and aspirations. The
more extensive and detailed the questions the better.
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interactors-situations and topics o-' communi'.ation, the input to the experi-
ence approach. There are many types and levels of socio-topical matrixes
which can be developed. The class and specific objectives of a writing
course will determine the components of a matrix. An example will be given.
Once the determinants of the activities (the matrix) have been formulated,
more attention can be directed to the specific activities to be experi-
enced by the students. The content of the activity will be determined by
the matrix -- what the students have, and what they need. The form of the
activity will be chosen from a "catalogue" of possibilities such as
field trips, dramatization, role playing, tele-play, reading, slide or
movie presentation, public performance, and many others. The selection of
a particular form to use will be determined by the compatability of the
form with the socio-topical matrix input and feasibility of using a par-
ticular form. Orientation to the activity is also important. Students
must be made aware of what the activity entails, and what they as students
will gain from the activity. Orientation to an activity can take several
forms. Vocabulary building may be stressed or cultural/social norms may
be emphasized. A whole host of other possibilities with occupational data
can be used.
After the activity has been completed, the second component of the experi-
ence approach, the interpretation of the activity, is considered. Through
oral responses to teacher-directed oral questioning, the students recon-
struct the activity orally. This approach is used to introduce the writing
stage of activity interpretation. Student oral responses are channeled,
with varying degrees of assistance on the part of the teacher, into
student-written responses. The amount and kind of interpretation done as
well as the role of the teacher will change as the activity is interpreted
with various styles in mind. We are teaching three types of writing
through three types of organization of thinking. These are narrative
style/temporal order; descriptive style/spatial order; and expository style/
logical order. A closer look at the three types of writing will show how
an oral reconstruction of an experience can be channeled into written student
output
.
In a narrative interpretation of an activity, students give a temporal
account of the events they have experienced. This account will at first
be an oral response to direct questioning by the teacher. In the case of a
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field trip, the following questions nay be asked:
Where did you go on your field trip?
I'/hat happened first? (A)
V/hat happened after A?
Then what happened?
These responses are tape-recorded by the teacher, and, according to the
level of the students, the teacher channels the reconstructed event back to
the student for \\nriting.
In a descriptive interpretation of an activity, students describe what they
experienced during the activity. Once again, a specific and detailed oral
questioning session will be led by the teacher. In the case of a picture
or slide presentation as an activity, students can be asked to describe
what they see. Such categories as the following may begin an oral question-
ing session:
Naming objects in a picture.
Describing people in a picture.
Describing activities in a picture.
Through detailed questioning, the students construct a description of an
activity. Transforming the oral description into a written description of
the activity will be the task of the student, determined by the student
level of ability and the objectives of the course.
In an expository interpretation of an activity, students react by giving
their opinions about what they have experienced. Oral questioning by the
teacher will elicit student evaluations. With activities such as dramati-
zation or role-playing, the following questions may be asked:
What does A do?
Why do you think A behaves like this?
What does A want? How do you feel about it?
The student answers form an oral response which can be transformed into a
written response.
The three writing approaches to interpreting activities are not intended to
be segregated. Indeed, an integrated interpretation is the only realistic
approach to a total experience. Nonetheless, at the elementary level, narra-
tive may be the best place to begin, since temporal ordering will not
trouble most students. At the more advanced stages a total integration
of the narrative, descriptive, and expository will allow the students to
reconstruct the activity into a total and uniquely personal interpretation.
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The sequencing is spiral; that is, •. a j.nove into the next type while phasing
out the first type of writing. In whatever fonn the interpretation occurs,
it is essential for student-writing progress to be accompanied with less
directed, more unstructured guidance by the teacher, and more free student
response.
To this point we have considered in very general terms how the experience
approach can be applied to the teaching of writing at an intermediate
level. It might now be appropriate to consider the application of the
experience approach in more specific terms. The following model applies
the experience approach to the teaching of composition in a specific instance.
This model application describes a number of different experiences which
afforded us the opportunity of trying most of the methods and techniques
we have suggested.
The experimental class we used consisted of ten Saudi Arabian students
between the ages of twenty- five and thirty- five. The students were enrolled
in the Intensive English Institute at the University of Illinois in prepara-
tion for further study in the area of hospital administration.
A MODEL APPLICATION
The experience approach involves five main phases, as well as several general
steps within each phase. In the model lesson described below, we have out-
lined (on the left) the five phases, and provided (on the right) a sample
application of these phases and steps.
I. Preparation
The purpose of this phase is to pro-
vide the teacher with the necessary
information about students' back-
ground, interests, and experiences.
A. Students respond to a A. In our experience with the Saudi
brief questionnaire. hospital administrators, we asked
them such questions as:
What are your career objectives?
What do you like to do in your spare
time?
V/hat work experience have you had?
B. The teacher categorizes B. Then the teacher constructed both a
the student responses ob- professional and a non-professional
tained in the questionnaire, matrix (see Fig. 1), and selected
and forms a socio-topical one cell (hospital officials X fa-
matrix, cilities) for the first writing ex-
perience.
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C. On the basis of the matrix
the teacher determines viie
general content and form
of the experience. The
teacher also prepared for
the experience orientation
phase.
Ari-a-ngements were then made with a
local hospital to have the students
visit the facility and meet one of
the officials.
Figure 1
Model socio-topical matrixes for Saudi Arabian hospital administrators
studying hospital administration in the United States.
Professional Matrix SITUATIONS
O
<
U
I—
I
ss
o
Hospital
Activities
Hospital
Facilities
Hospital
Finances
Community
Relations
Hospital Personnel
Hospital Patients
Hospital Officials
X
Community Officials
Non-professional Matrix SITUATIONS
Classroom
Activities
Social
Activities
Business
Transactions
Social In-
teraction
Professors
American Students
Local Merchants
Community Resi-
dents
II . Orientation
The purpose is to orient
the students to the ex-
perience/activity. In
this phase, the students
are made aware of what
the activity entails.
In the experience orientation session
with our group of Saudi administrators,
we attempted to generally orient the
students to the meeting which had been
arranged with a local hospital
official.
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A. The class reads and dis-
cusses a brief incroduc-
tion to the experience.
B. The class discusses rele-
vant vocabulary.
C. The class generates and
responds to questions.
III. Experience
This phase actually provides
students with an activity
which extends their experi-
ence.
The discussion was based on broch-
ures obtained from the hospital and
on a description written by the tea-
cher.
Most of the hour- long session was
spent discussing vocabulary and
identifying good questions to ask
the official.
Each student was told to have one :
or two planned questions for the
meeting. During the last ten to
fifteen minutes of the session,
the students identified three
major topics on which they would
base their discussion with the ^
official:
1. Hospital adrjinistration edu-
cation;
2. Hospital facilities; and,
3. Hospital activities -- per-
sonne)
.
The meeting with the official took
place on the day after the orientation
session. It took forty-five minutes,
and the topics were limited by time
to the first two above (II.C), with
most of the time devoted to the second.
Although a number of the students'
questions did not logically follow one
another, the advanced question prepar-
ation clearly paid off in terms of the
depth and continuity of the discussion.
IV. Oral Reconstruction
The purpose here is, through
oral responses to teachers'
questions, to reconstruct
the activity. This oral in-
terpretation is used subsequently
to introduce the written in-
terpretation. The oral recon-
struction involves:
A. The teacher directs P
the students' reconstruc-
tion of the experience
through the use of compre-
hension questions. The
teacher tape-records the
reconstruction.
B. The teacher transcribes
the recording.
Immediately following the meeting
with the official, the class re-
turned to a University classroom
to discuss the experience.
The entire reconstruction,
guided by the teacher's careful
questioning, was recorded on a
cassette recorder. The questioning
elicited both narrative and

Output
In this phase, the students
move from the oral to the
written reconstniction of
the activity.
A. The class briefly reviews
their oral reconstruction
of the activity.
The class works with a
written transcription of
the oral reconstruction.
The teacher makes a
specific assignment.
descriptive information from the
students. The questions were
largely spontaneous since there
was not time between the activity
and its reconstruction for the
teacher to put a great deal of
effort into the formulation of
questions. This factor was not,
however, a problem.
During the next class meeting,
parts of the tape were replayed,
and the students' verbal reconstruc-
tion reviewed. The teacher skipped
around and refreshed the class's
collective memory. This took
fifteen minutes, and the class
immensely enjoyed listening to
their own production.
The teacher distributed transcrip-
tions of the recording. Trans-
cribing the tape by identifying
the students' major comments and
putting them into grammatical utter-
ances while preserving the major
vocabulary of the students' out-
put took about sixty minutes. Stu-
dents worked with the transcript-
ions, keeping in mind the focus of
the exercise (narrative style/
temporal order"! for the remainder
of the class session as a group,
and then individually, ordering
these taped thoughts and sentences
temporally, and attempting to put
them into paragraphs.
During this time the teacher circu-
lated through the class, discussing
points of good inter-sentence and
narrative paragraph development;
and noting differences between oral
and written output
.
At the end of the session, the
teacher assigned the students the
task of rewriting their paragraphs
using at least two words from sev-
eral categories of transitional
expressions which had been taught
in class.
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SOME OBSERVATIONS
A few observations about the experience approach may be made on the basis of
the example we have described above,
A. The limited writing experience of these students caused us to modify
certain elements of our approach. Since students at this level have
seldom mastered the basic raorpho-syntactic structure of English, and
since grammar corrections are secondary in this approach, instructors
should make certain "non-negotiable demands" of the students to prevent
carelessness, such as not accepting papers with the third person singu-
lar endings missing. Toward this end, it might be appropriate for the
instructor to identify some of these demands, and to put them in the
form of a writing checklist which students would be required to run
through before submitting papers.
B. It should be apparent from the example application that the instructor's
ability to guide the students' thinking and discussion through careful
questioning is crucial to the experience approach. We believe that it
is important for oral reconstruction to precede written reconstruction;
we also believe that the instructor should not dominate the discussion,
but encourage the students to do the talking; he should function more as
an information source than as a model.
C. As we had anticipated, the students responded enthusiastically to our
attempts at applying the experience approach, and the key to this enthusi-
asm was intimately related to the fact that the writing program was
largely created by the students themselves. The initial use of the
socio-topical matrix channeled student-input in such a way that they were
writing for and about their own purposes.
SUMMARY
The writing/compos it ion student has to learn to organize his own thoughts
and experiences in order to write freely. Learning to write involves selec-
tion and organization of experience to achieve a certain purpose. In the
experience approach, writing becomes a process of reorganizing content into
form, not just one form into another form. In controlled writing, little
attention is paid to subject matter. It is only when content becomes the
students' tool, however, that he is writing generatively and not mechanically.
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It is our belief that the experience approach provides a systematic and
effective means of teaching less restricted composition to ESL students,
so that they may achieve their o\vn communication purposes, not those of
someone else.
******
NOTE: The material presented in this article is based on a aoneeption pro-
posed by Professor Buckingham end developed by Mr. Pedh as a Master's
paper in partial fulfillment of the requirements for the MATESL de-
gree.
*<*<**
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SOME PR.^CTICAL CONSIDERATIONS
REGARDING TIS TEACHING OF ELSE AND 0TH5R
— Dennis Cone
I . TEE SYNTACTIC DISTRIBUTION OF ELSE AND OTHER
The terms else and other carry approximately the same semantic content,
since both tend to mean "additional" or "different." However, syntacti-
cally they behave in quite different ways. The usage of else is so re-
stricted that it is a relatively simple matter to produce an exhaustive
listing of the possibilities, whereas with other , combinations are almost
unlimited. The two overlap in such a way that every else construction can
be paraphrased using other , but there are many types of other sentences
which do not have a corresponding else form. Although parallel statements
using else and other seem to be semantical ly equivalent, in every case
the other paraphrase tends to be somewhat unnatural or awkward. It
appears that when the alternative is available, else is the preferred
choice of native speakers.
Before moving into a more specific consideration of the distribution of
these two items, it is necessary to go beyond their similarity and point
to a semantic difference between the two. In fact, the differences in
usage seem to be based primarily on this very distinction: else can be
used only when the modified element is generic, but other may be used
regardless. Generic refers to terms such as something or anyone
,
as
opposed to specific nouns like book or girls .
OTHER
Modifier/proform
:
Although the main concern of this investigation is a
comparative analysis of the relationship of else to other , preliminary
consideration will be given to the usages of other not paralleled by else .
Specifically, this is the realm where other functions as (1) a modifier
of a specific element (e. g. , dogs , house . Dr . Hunt , or the proform one)
,
or, (2) a proform replacing an NP which has a specific element as its head.
1. Some dogs are ugly, and other dogs smell bad.
2. The pennies on the table are his, but the other ones are mine.
5. Some girls played basketball; some other girls played soccer.
4, That house is Dr. Dickerson's, but the other one is Dr. Bouton's.
5. Jimmy drank three milkshakes, and then he ordered another one.
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6. Some people like math, but others like chemistry.
7. The books on the shelf are blue, but the others on the floor
aren't.
8. Some of the boys went home; some others didn't.
9. That pencil is Jerry's, but the other isn't.
10. Tom ate his first hamburger, and then he ordered another.
From this data, we see that other as a modifier has these syntactic
characteristics: (a) It precedes the noun or proform modified;
(b) it may follow a determiner; (c) it can be separated from the noun
or proform by adjectives; and (d) it is never pluralized.
When it serves as a proform, other behaves under a slightly different
set of constraints: (a) It occupies the subject or object slot as an
NP; (b) it can be preceded by determiners or quantifiers; (c) it
can be followed by a modifying phrase; and (d) it can be pluralized.
These two are the major patterns involving other , and because of their
greater generality, they should be taken up in the TEFL class much
earlier than else constructions.
Other than construction :
Other than , followed by an NP, is often used as a modifying phrase:
11. Someone other than the chairman must make the motion.
[Some]
student other than the new boy will grade the papers.
13. I want to eat somewhere other than the 'Jnion cafeteria.
14. Anyone other than company employees is eligible to enter.
This construction occurs only after (1) an indefinite NP, or (2)
a some- compound . (A some- compound is any acceptable combination of
some
, any, every , or no, with thing, where
,
place, one , body , how , or
way) . Synonymous expressions for other than are excluding , beside(s )
,
and but (preceded by any-). Else is sometimes found in this kind of
sentence, but is somewhat redundant, and may be deleted ivith no change
in meaning:
15. I want something (else) other than socks for Christmas.
Or other construction :
Other also occurs in this kind of sentence:
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16. I sav; John srjmewhere or other last week.
17. Somebody or other called while you were gone.
18. He was complaining about something or other.
(The other elements that may be combined with some - in this pattern
are place , one , time , how, and way ) . This construction is used only
after some- plus one of the above elements. The function of or other
seems to be to indicate a greater degree of indefiniteness or uncer-
tainty than the some- form alone, but its addition to the sentence
doesn't change the meaning. The speaker is usually implying that he
doesn't know or can't remember the person, place, or thing involved.
ELSE
Some- compounds :
19. He wanted something else.
20. They called somer ^\ else.[one J
->i cu * [place] ,21. She went somer , i else.[where]
22. Ruth doesn't love anyr ^ else.
•^ [one ]
23. We didn't eat anything else.
24. I don't want to go anyr , { else.
" ' [where]
25. NOr ^i else came to work yesterday.[one ] ' '
26. Nothing else will do.
27. Nowhere else can you find a deal like this.
IT) 1 t\.C f* 1
28. We didn't look in the garage but we looked every p, \ else.
29. I saw everyr \ else but Marsha.
^ [one ]
30. They painted the floor orange and everything else purple.
These sentences show that else can be used with all some- compounds with
the exception of -how
,
-way
, and - time :
31. *I'll tell you sometine else. (I'll tell you some other time).
32. *They did it somehow else. (They did it some other way).
33. *We'll have to do it someway else. (...some other way).
We also see that else works only with generic elements, so that sentences
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like the following are not possible:
34. *Some boy else threw the ball. (Some other boy...).
35. *I want to go to some store else, (...some other store).
The only acceptable order for else is following the some- compound:
36. *I will call else somebody.
If the construction is made possessive, the inflectional ending attaches
to else in the same manner it does to the last element in any other NP:
37. They stole soneone else's books.
38. I didn't know anybody else's name.
39. *I admired everyone's else Easter hat.
Question words :
Although the only question words other can directly follow are what
and which , else occurs following who, what , when , where , why , and how
both in interrogative sentences and as dependent noun clause introducers.
40. Who else came to the party?
41. I don't know what else she needs.
42. Where else did you go?
43. Why else would he have killed himself?
44. IVhen else could I have gone?
45. I can't remember who else's gloves we found.
46. How else can you do it?
However, else cannot follow which or any of the various how combinations:
47. *Which else did you want?
48. *How many else were left?
Because of the manner in which the possessive inflection attaches to the
last element in an NP, it would be expected that else could not follow
the possessive question word:
49. *lVhose else hat is on the table.
Or else construction ;
Occasionally else is appended to an either/or construction indicating two
alternatives:
50. Either he went to the store, or else he's at home.
51. Generally she either writes or else she calls.
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Apparently the else dresn't cdcl anything-' to the semantic or emotive con-
tent of such sentences, !iowever,'an interesting version without" either
has else acting as a sort of intensifier with respect to some sort of
undesirable consequences:
52. You had better study or else you'll flunk.
53. I have to go home now or else I'll get into trouble.
54. Never lie or else you'll be punished.
55. He had to run away or else he would have been caught.
A formal representation of this pattern might be:
S^ (obligation, desirability), or else S_ (result, consequence).
This can be paraphrased: Unless S , then S . Semantically, otherwise
can join sentences in precisely the same way, but requires an interven-
ing' comma or period. It should be noted (especially in teaching this
construction) that or else deals with hypothetical situations and there-
fore requires the future or conditional aspect of the verb. As a further
refinement of this usage, or else seems to have become a sort of idio-
matic expression that can be attached to the end of any sentence of a
commanding nature to turn it into a threat implying undesirable con-
sequences;
56. Give me all your money right now or else
I
Leee ccwwcn express-tons :
Else also shows up in some other relatively infrequent expressions.
57. All else will fail.
58. He didn't require much else.
59. There was little else we could do.
60. We asked the children to play elsewhere.
The first three examples seem to fit the somewhat unusual pattern of
QUANTIFIER + else , which is merely a more formal way for expressing the
idea of everything else or hardly anything else. Elsewhere^ seems to be
an isolated case of a single-word alternative for the more usual some-
where else .
II. PEDAGOGICAL MATERIALS RELATED TO ELSE AND OTHER
The following suggestions, which are designed for the teaching of else
and other in terms of their syntactic distribution with respect to each
other, involve two assumptions: (1), that, as was mentioned above.
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other in its modifier and proform usage will have been taught earlier
in the course, and (2) that the constructions with other than , or other ,
and or else , being stylistic or colloquial variants of other patterns,
will be taught only to more advanced groups.
The instructional strategy consists of four components: (1) the situ-
ational presentation and exemplification, (2) syntactic explanation,
(3) semantic visualization, and (4) pattern production.
Situational presentation:
The students are given a visual presentation of "Elsie's Shopping List,"
either on the board or on individual handouts:
MEAT MARKET DRUGSTORE GROCERY STORE
bacoii toothpaste eggs
steak hair spray milk
ground meat bath soap potatoes
roast \ aspir soup
butter
After the students have had a moment to study the list and identify any
unfamiliar lexical items, make statements like these:
61. Elsie is going to buy bacon, ground meat, steak, and roast
at the meat market. At the drugstore she'll get toothpaste,
etc.
62. Then she'll go to the grocery store for everything else.
63. She can buy all the food she needs at the meat market and the
grocery store, but she has to go somewhere else for the other
things.
Continue making similar statements. Make sure the students understand.
Then begin asking questions like these:
64. At the drugstore she's going to buy toothpaste. Does she need
anything else?
65. What else does she need?
66. Is she going anywhere else besides the grocery store?
67. Where else is she going?
Once the group seems to have a fairly good grasp of the meaning of else
in these kinds of questions, provide them with a number examples of
parallel statements. Start by writing the other sentences on the board
and try to elicit the else equivalents from the students.
68. They called some other person. They called somebody else.
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69. Elsie went to another place. She v/ent somewhere else.
70. No other person went with her. No one else went with her.
71. She bought all the other things at the drugstore.
Syntactic explanation :
Assist the students to internalize some generalizations by eliciting (if
possible) the information to fill in the two charts below. Ask questions
like:
72. What sort of words do you use with other ? (Category or examples)
73. What order do they come in?
74. DETERMINER OTHER NOUN
the
some
(an)
this
these
Do the same to construct the other chart:
other boy
other girls
another person
other one
other apples
75. K'hat sort of words are used with else? Can any noun be used?
76. IVhat's the order?
77. COMPOUND + ELSE
;c)me-
-orle
any-
-body
every-
-place else
no-
-thing
QUESTION WORD + ELSE
What
When
Where else
Who
Why
How
Semantio J.>isualisation'
Make sure the students understand that the other and else statements
mean the same thing except that else is used when the speaker can't
or doesn't want to be specific about the person, place, or thing. To
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help them grasp the distinction between sentences like (79) and (81),
associate appropriate utterances v;ith the diagrams below. These may-
be drawn on the blackboard or prepared ahead of time as posters or handouts,
79. Is there anybody in the room?
80. Yes, Al, Betty, Carl, and Donra are in the room.
vO^
B J
^0^ ?
81. Is there anybody else in the room?
82. Yes, there's somebody else in the room.
\
B ..
;r
D .1 1% n
83. Who else is in the room?
84. Ed and Fran are.
85. But there's nobody else there,
^0^ ^0^ ^0^ ^9' vO^ ^0^
h A A A A
^A B A c D A E F
Similar diagrams could be devised for other sentences.
Pattern production :
The following series of drills can be used to give the students practice
in using the else construction. The degree of control progresses from
almost total control to virtually none.
A: Repeat the sentence. Add the word else in the proper position.
Somebody calleu you up last night.
Mary went someplace.
We didn't eat anything after dinner.
Nobody came to the meeting.
George took everything.
What did you do?
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B. Repeat the sentence. Add the v:ord other in the proper position.
He likes a game.
The teacher gave us the test.
Which books did you buy?
Any place would be better than here.
John wrote to every person.
C. Repeat the sentence. Add else or other as appropriate. Do not change
Janie invited some people. Janie invited some other people.
Oscar doesn't know who went home. Oscar doesn't know who else went
home.
I'll tell you some time.
He ordered nothing.
I don't want to go anywhere.
She promised to go with us some day.
Dr. Aston bought three things.
WTiere did they go shopping?
They went to some stores.
Bob doesn't like anyone.
Don wrote a letter to a person.
What does she expect?
D. Change else to other . Make any other necessary changes.
I never told anybody else. I never told another person.
He's going to marry somebody else.
No one else understands me.
Besides Spain and France, where else did you go?
What else so you play besides football?
Who else came besides John and Mary?
I understand everything else except the last part.
E. Now change other to else and make any necessary changes.
I didn't buy any other things. I didn't buy anything else.
They went to Boston and every other city I suggested.
Some other person stole your money.
At what other time could I have gone?
I don't want to go to any other places.
F. "Pass the Buck." Deny the accusation and answer with some +
+ else.
Who stole my book? Did you? No, I didn't. Somebody else did.
You robbed the bank last night.
Didn't I give my wallet to you? No, you didn't. You gave it to
someone else.
Isn't my guitar at your house?
Did you break that window?
Do you have the measles?
(With this exercise it may be necessary to cue the students with
-thing, -one, -where, etc., in order to elicit a variety of responses)
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G: Answer the question v.'ith a negative sentence using else.
V/ho came besides Bob? Nobody else came.
What else did you do besides your homework? I didn't do anything else.
After you went to the store, where did you go?
VVhat did you buy besides bananas?
Who was with Bob and Jerry?
H. On the basis of the situation presented, respond with an else sent-
ence.
No other action can be taken. Nothing else can be done.
I bought only books. 1 didn't buy anything else.
We ate some bananas, but that was all. We didn't eat anything else.
Maurice loves only Myra. He doesn't love anybody else.
Teresa didn't do it. Somebody else must have done it.
Marsha found only a fork. She didn't find anything else.
I. A number of different objects are placed on the table. Ask the
students to make statements and questions using other and else like
these:
There's a pen on the table. Is there anything else?
Yes, there are lots of other things.
IVhat else is on the table?
There's a pencil on the book.
What else is on the book?
Nothing else is on the book.
J. Simulated conversation: Present the following dialog and have the
students practice it chorally, in groups, and individually. (If
necessary, present it visually on the blackboard or handouts)
.
A. IVhere did you go yesterday?
B. I went to the library and the drugstore.
A. Where else did you go?
B. I went to the grocery store, too.
A. Did you go anywhere else?
B. No, I went nowhere else.
Lead students to construct similar conversations using this as a
pattern. Distribute slips of paper paired by question and answer.
For example, one student receives a slip saying:
A. What did you buy at the grocery store?
Another student, who received a list (bananas, cereal, sugar, milk),
says:
B. I bought bananas cereal.
And the dialog continues:
A. IVhat else did you buy?
B. I bought milk and sugar, too.
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A. Did you get an^-thing else?
B. No, I bought nothing else.
Some other possible question and answer pairs might be:
What are you going to do tomorrow?
(study English, wash my clothes, write to my family).
What time can you see the news on TV?
(7 a.m., 12 noon, 5:30 p.m., 10 p.ro }
Who in this class speaks Arabic?
(Mohammed, Ahmad, Abduiaziz, Abdullah)
What foreign countries have you visited?
(Egypt, England, the U. S.)
Allow the students to ask each other similar questions about their
daily activities. Encourage them to use else whenever possible.
******
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READING, PERCEPTUAL STRATEGIES
AMD CONTRASTIVE ANALYSIS^
J Ronayne Cowan
In the course of the past three decades, quite a few linguists have examined
the nature of the relationship between the spelling and the pronunciation of
English. Among those who have studied some aspect of this topic are: Bloom-
field (1942), Dickerson (1975), Klima (1972), Oswalt (1973), Shane (1975),
and Venezky (1967), (1970). There has been no lack of suggestions for apply-
ing the insights of these scholarly endeavors to the teaching of reading;
witness the textbooks and pedagogical approaches devised by Bloomfield and
Bamhart (1961), Berdiansky, et al. (1969), Chomsky (1970), Cronnell C1971a)
(1971b), Fries (1963), and Wier and Venezky (1965). This fixation on develop-
ing a better way to teach children how to reconstruct the spoken language
from print reflects a very basic feeling about what a child must learn to do
if he wants to read, and for English it has an historical tradition which
dates back at least four centuries. Unfortunately, somehow the conception
of what a child must learn in order to read began to assume the status of a
model of what a literate person does when he reads. Despite convincing
criticisms, e.g., Smith (1971), Rayan and Semmel (1969), the notion that
reading consists essentially of high speed receding of sounds to phonemes to
aural representations at the level of the word and subsequent decoding still
flourishes, cf. Gough (1972). It is possible, therefore, that one of the
reasons why the symbol-to- sound issue has dominated the teaching of reading
for so long is because there was no alternative theoretical model which
offered a more adequate explanation of what we do when we read.
Not until the latter half of the 1960 's did such a model emerge. Similar
to the Stevens-Halle (1967) analysis-by-synthesis model of speech perception,
Goodman's (1965) (1967) "psycholinguistic guessing game" views reading as
an active process whereby the reader constructs an hypothesis about what
will appear next on the basis of clues in the text which he has just sampled.
If his hypotheses are matched by the clues which follow, decoding continues
and comprehension occurs. A mismatch at some point interrupts the reading
process, forcing the reader to double back and examine the text to determine
the cause of the confusion.
Goodman's model is supported by experimental evidence from investigations in-
to the nature of sentence perception. Much of this is summarized by Bever
(1970), who argues convincingly that native speakers of English employ
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semantic and sequential ia':*elin-; strategies to achieve plausible interpre-
tations of perceptually difficult constructions like center embedded sentences.
The position assumed in this paper is that perceptual strategies manipulate
the syntactic clues which the reader perceives and are thus instrumental
in shaping the decoding process which is reading. As he reads, the native
speaker sets up expectations about the as yet unprocessed portion of the
text. Tht se expectations are based on the material he has already decoded
by deploying one or more appropriate perceptual strategies. When the ex-
pectancies are not met, the decoding process breaks down, and the reader
is forced to regress and examine the text more closely in order to determine
how the clues transmit the intended message. Only by rejecting the strategies
which he applied on the first trial will the reader be able to embark upon a
course of decoding which results in comprehension.
To take an example from Sever, the sentence shown in (1) is subject to the
two segmentation strategies shown in (2).
The pushing bulldozer pushed past the barn crashed into the fence.
(2)
(a) Strategy B: The first N... V... N... clause (isolated by another
strategy) is the main clause unless the verb is
marked as subordinate.
(b) Strategy D: Any Noun-Verb- Noun (NVN) sequence within a potential
internal unit in the surface structure corresponds
to "actor-action-object."
The strategies in (2) have such a vivid psychological reality for native
speakers that they will frequently impose them on (1), assigning the function
of actor to the noun phrase the pushing bulldozer and the function of action
to the verb pushed . This leads the reader down an untenable path of decoding.
He is brought to a halt after the prepositional phrase by the appearance of
the intransitive verb crash
, which is not one of the set of possible constitu-
ents that would satisfy his expectation of what can occur at this point in
the sentence. An example of a constituent which would satisfy the expect-
ation formulated as a consequence of accepting strategies B and D would be
the coordinate conjunction and. Notice that its inclusion shown in (3) makes
the sentence eminently comprehensible.
(3)
The pushing bulldozer pushed (something) past the barn and crashed
into the fence.

-Cowan- -26-
The violation of the expectancy set up by the reader forces him to reprocess
the sentence from the beginning.' In doing so, he scrutinizes the textual
clues which reflect the syntax to determine how they may be reinterpreted.
Recognition of the fact that the entire noun phrase, first verb and the
following prepositional phrase, function together as the actor and that the
second verb expresses the action of the main clause puts the reader on a new
decoding tract which leads to the comprehension of the intended meaning.
If we accept the possibility that perceptual strategies like those postulated
by Bever^ are actively employed by native speakers in decoding spoken or
written language, it is reasonable to suppose that learning to read a foreign
language might be impeded by the learner's application of the perceptual
strategies in the native language. In what follows, I will present examples
of comprehension difficulties which arise when native speakers of Japanese,
Persian and English fall back on perceptual strategies in their respective
native languages while reading a second language. The errors made by the
Japanese are reported in Takayanagi (1975). Ali Iran-Nejad and Yamuna Kachru
have supplied the data upon which the reading problems encountered by Per-
sians reading English and English speakers reading Hindi are based.
Negation in Japanese
In Japanese, negation is expressed in the verb phrase as it is in English,
but since Japanese is an SOV language, the negative indicator always occurs
in clause final position. The fact that Japanese is also a left branching
language means that negation almost always occurs sentence finally.
For example, a sentence (4a) would have the Japanese counterpart shown in
(4'b) with the complement in sentence initial position.
(4)
(a) I do not think that he will go to America.
(b) Kare ga Amerika e Iku to watasi
he part. America part. go that I
wa omowa nai
.
part. think neg.
The expectation which the native speaker sets up for reading his language is:
negation, when present, will be indicated at the end of a clause. IVhen
Japanese students apply this strategy in reading an English sentence like
(4a), they fail to register the negative in the auxiliary.
There is another perceptual strategy in Japanese which works in conjunction
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with the anticipation of nsgati^'e signals to make comprehension of certain
English complex sentences diffi.'il.:. In i^nglish, sentences vdth two clauses
joined by a coordinate conjunction have only one pattern: Si and'Sa. On the
other hand, two patterns are permissible in complex sentences which have sub-
ordinate clauses introduced by aonjunctibfislike since , if, until , although ,
as, etc.: unless S i, S2 and S^2> unless Si. Japanese, however, allows only
one pattern for complex compound sentences: ^1 conj . £2- The closest
equivalent to un less in Japanese is nai naraba, 'not if,' or nai kagiri ,
'not to the extent.' The English sentence (5a), which may also have the
stylistic variation (5b) has only one configuration in Japanese, that shown
in (5c) with the subordinate clause at the head of the sentence. The per-
ceptual strategy embodied in (5c) -- expect coordinate and subordinate con-
junctions between clauses -- and the perceptual strategy pertaining to nega-
tion are both violated by the structure of (5a), and this kind of English
complex sentence can, therefore, easily be misunderstood by Japanese students.
(5)
(a) Unless we all agree, we cannot start the project.
(b) We cannot start the project, unless we all agree.
(c) minna ga sansei shi nai naraba
we all participate agree neg. if
sono keikatu o hajimeraremaseu
the project particle start can not
A further problem is the incorrect equation of unless with nai naraba
or nai kagiri . Although it does not markedly affect the comprehension of
sentences like (5a) and (5b), it becomes a serious problem with sentences
like (6a) when the intended assertion of the speaker is that he did not
go there. Even Japanese who are extremely proficient in English will associ-
ate unless with if not ,** thereby interpreting (6a) as (6b), where the speaker
asserts that he d id go there. This reading, which has the Japanese equiva-
lent shown in (6c), completely misses the implication crucial to understand-
ing (6a)
.
(6)
(a) I couldn't have gone there unless I'd had a helicopter.
(b) I couldn't have gone there if I hadn't had a helicopter.
(c) helikapta ga nai kagiri watasi
helicopter particle neg. to the extent I
wa sokoni ikenakata daro
particle there could not go subjunctive marVci
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Persian Relative Clauses
English and Persian (Farsi) possess restrictive relative clauses which have
similar syntactic properties. They are both right branching structures,
both are introduced by subordinators, and both may, subject to conditions
that are not well understood, be extraposed from the noun phrase they modify
around a following verb phrase. However, the two languages differ funda-
mentally in the way they indicate the antecedent of the relative clause.
In English, the subordinating WH word, traditionally referred to as a relative
pronoun, plays a part in this to the extent that a weak condition of agree-
ment must be maintained between this element and the antecedent noun phrase.
Thus, sentences like (7a) are excluded ,but some dialects permit that in
sentences like (7b)
.
(7)
(a) *The yacht who we saw yesterday belongs to Christina Onassis.
(b) The girl that was sitting at the corner table was actually
Christina Onassis.
The native speaker of English also makes use of a pragmatic principle to
determine which noun phrase the relative clause refers to. This principle,
which can be stated simply as "select the NP to the immediate left of the
relative clause introducer," explains why the extraposition of the relative
clause in (8a) results in a change of meaning shown in (8b) and the same
operation performed on (8c) produces the ungrammatical (8d)
.
(8)
(a) The man who ate my teddy bear shot the girl.
(b) The man shot the girl who ate my teddy bear.
(c) An inmate who was shaving himself watched a girl.
(d) *An inmate watched a girl who was shaving himself.
The opposite of the right to left processing strategy required to establish
a link between English relative clauses and their antecedent noun phrases
operates in Persian. Relative clauses are introduced by a subordinator ke
whose only function is to mark the beginning of the clause, the antecedent
noun phrase appearing as a pronoun somewhere within the clause.
Typical examples are shown in (9) . In each case the pronoun
is a bound morpheme attached either to the verb (b) , the noun
(a) and (d), or a preposition (c)
.
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(9)
(a) niffird i ke barodsr e§ o did ira raef t
man the sub. brother his obj . saw we went he
"The man whose brother we saw left."
(b) xanum ha y i ke tenis bazi
woman pi. the sub. tennis play (n)
mi kaerd am (d) rasft aen (d)
were doing they went they
"The woman who were playing tennis left."
(c) maerd i ke be h el kado
man the sub. to him present
dad aem rasf t
gave I went he
"The man to whom I gave a present left."
(d) maerd i ke moloqot el kard aem raef t
man the sub. meeting him did I went he
"ihe .-aaji who (.m
j
i. mei, left.''
The exaiJiplos in (9) deraonstrctto why Persians set up the following CApt-ctation
with regard to relative clauses: the subordinator markes the beginning of
the clause; the antecedent appears within the clause. In reading English,
Persians tend to associate relative pronouns with k£, thereby ignoring their
referential function. This frequently results in an interesting kind of
comprehension error with sentences like (10a). Initially, the learner adheres
to his native language strategy, but omission of the expected pronominal
antecedent within the clause causes him to backtrack and to begin decoding
once again. Instead of backing up to the relative pronoun and recognizing
its linking function, the Persian reader starts rereading the sentence.
Since the initial pronoun agrees with both the first and second verb, the
sentence is given the erroneous coordinate interpretation shown in (lOb)
.
(10)
(a) He saw the man who said . .
.
(b) He. saw the man (and) he. said ...
Coreference in Hindi
Kachru (personal communication) has shown that deletion is the normal way
of indicating coreference in Hindi. Consider the sc?itences in (11).
(11)
(a) ram ne keha k! vah cola jaega
Ram. said that [he] will go.
^ [he]]
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ram
Ram
ne
said
(\9
th
iha ki ne ca!a
J
(speaker) ]
jaunga
will go.
ram
Ram
ne
said
kaha
that
ki
[he.]
[he.]
caia
will
jag a
go.
ram
Ram.
1
ne
said
kaha
that
ki
I.
1
caia
will
jaunga
go.
and (b) , which have the pronouns vah and ne and
(b)
(c)
(d)
ive third and first person agreenent in the verb are nevertheless ambiguous.
Sentence (c)
, which is identical to (a) , with the exception of the deletion
of the pronoun vah
,
is still anbiguous. But the deletion of the pronoun
ne in (d) results in a non-anbiguous sentence.
The most important syntactic clue to coreference in English is pronominali-
zation. In the absence of possible noun candidates, English sentences must
contain pronouns which function as subjects, objects and indirect objects.
This fact constitutes an expectancy which the native speaker brings to bear
in reading English as well as other languages. It is inconceivable to him,
for example, that a sentence which does not have a noun subject or a clause
equivalent to a noun phrase would not then have a pronoun fulfilling this
function. But the deletion of subjects is the norm for Hindi, as can be
seen in (12)
.
(12)
tejT jT se hisab puch kar tumne
e Teji honorific from account having asked you sing. _
oi ~ bi
nahT bheja. celisev ka kardigan
not sent chelyishev of cardigan
S 2
or skarf bhej diyS" hoga
and scarf must have sent.„
^2
"You didn't send me the account, having asked
Teji about it. (^'ou) must have given
Cheliyishev' s cardigan and scarf (to him)."
The pronoun tumne could have been included at the beginning of the second
sentence, but this would have resulted in a very stilted, formal style. The
usual practice is, therefore, to omit it. The native speaker of English be-
comes confused when he is unable to recover the deleted pronoun. A further
source of confusion is the lack of an overt benefactive to him in the same
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sentence. But for the native speaker of Hindi, this is obvious from the
possessive marker. If the writer had intended the possessor and the bene-
factor to be distinct, the benefactive would have been expressed.
As a final example of the extent to which deletion can operate in Hindi
prose, consider the short passage in (13) . Again, the pronouns shown in
parentheses could have been included, but this is not normally done. Lack-
ing an overtly expressed subject in the initial sentence, most native
speakers of English are not sure whether to take the first person subject for
granted or not, and are thus unable to achieve a coherent reading of the
passage. This is a question which does not even occur to the speaker of an
Indie language like Hindi or Urdu.
(13)
(me) tumhe varsgath ke avsar
(I) to you birthday of occasion1
par tar dena bhul gaya. iska
on wire give forget went of this
karan hie ki (muhje) yaha is
reason is that (to me) here this
bTc i t ne ka rya kramo or
middle so many programmes and
utsavo me bhag lena pair-a ki
functions in part take fell that
(merT) sudhbudh jatT rahl ,
my consciousness went away.
"I forgot to send you a telegram on the occasion of your
birthday. The reason was that I had to take part in so
many programs and functions that I lost track of things."
Further investigation of the kinds of comprehension problems from the appli-
cation of native language perceptual strategies in a second language read-
ing situation may produce evidence which bears on two areas of interest in
psycholinguistics: (1) the formulation of an explanatorily adequate model
of second language acquisition, and (2) a more accurate characterization of
the ill-understood but intuitively compelling notion "perceptual strategy."
I will conclucfewith some remarks about what the examples discussed in this
paper appear to indicate about these two issues.
The previous presented data on comprehension problems supports a hypothesis
advanced by Tarone (1974) that a single grammar is sufficient to account
for the development of receptive and productive competence. The Persian
example is particularly relevant because it demonstrates that a grammatical
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rule in the native language may be the source of perception and production
errors in target language forra. The psychological cohesion of the require-
ment that Persian relative clauses express their noun phrase antecedents
internally is reflected in one of the most common production errors made
by Persians learning English -- the inclusion of an unnecessary subject or
object pronoun. Thus, sentences like C9) are rendered as (14). Further
examples drawn from composition errors are noted by Schachter (1974).
(14)
(a) *The man who we saw his brother left.
(b) *The women who they were playing tennis left.
f -. .„, , [I gave a present to nimleft.](c) *The man who rr t.- ^ i[I gave him a present. J
(d) *The man who I met him left.
A reasonable requirement of an explanatory theory of second language acquisi-
tion is that it account for production and perception errors, and for this
reason Nemser's (1971) "approximative systems" model is particularly appeal-
ing. Within the continuum of stages which trace the evolution of an approxi-
mate system (L ) , the learner may have at stage L only a superficial
knowledge of a given grammatical rule in the target language (L) . In
reading, he may apply a perceptual strategy, S , dictated by the conditions
governing the equivalent structure in the source language (L ), with a
result that comprehension difficulties occur. At a later stage, L _, he may
no longer make the processing error, but the L rule may still influence his
spoken rendition of the L„ structure. This is a formal account of a well-
known phenomenon, that language learners almost always attain a stage where
they can read syntactic structures which they are frequently unable to utter
without committing grammatical errors.
In this paper, perceptual strategies were interpreted very much in the
spirit of Bever's original conception of them -- cognitive principles
used in mapping external representations into •internal sequences to achieve
comprehension. Within the context of reading, they were shown to be cog-
nitive routines which shape behavioral responses (expectancies) to linguis-
tic events (textual clues) . It is important not to conceive of perceptual
strategies as mysterious mechanisms which operate independently of the
native speaker's knowledge about the grammar of his language. Common to
the expectancies described here and the strategies cited by Bever are pre-
suppositions about language specific phenomena such as word groupings which
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constitute potential external units corresponding to noun phrases, verb
phrases, clauses, etc. It follows that if we wish to understand the nature
of perceptual strategies and the manner in which they operate in second
language acquisition, we must consider the structural characteristics of
the native and the target language.
Hopefully, this obvious fact will revive interest in an area of linguistic
investigation which has come under increasing attack in recent years --
contrastive analysis.^ Presently, there exist two positions regarding
the function and usefulness of contrastive analysis: the apriori view, which
states that a contrastive analysis can, to some extent, predict learning
difficulties, and the aposteriori approach, which holds that a comparison
of the linguistic systems of the two languages in question is necessary
for determining which learner errors arise from an influence of the native
language and which are due to intralingual processes such as overgenerali-
zation, ignorance of rule restrictions, and incomplete application of rules
(Richards 1971). Thus, in the absence of an aposteriori analysis, the
Persians who uttered (14d) would be presumed guilty of a failure to observe
the rule restrictions which apply to relative clauses (Richards 1971:75) as
a result of an analogy based on a previously learned L rule. A contrastive
analysis would show this hypothesis to be incorrect. As Schachter (1974)
has correctly observed, the aposteriori approach makes contrastive analysis
a tool of the presumably more "encompassing field of error analysis."
Two criticisms are usually leveled at the apriori view of contrastive ....,
analysis: it predicts errors which do not occur in the course of learning
the target language, and it is not capable of predicting all of the areas
of difficulty inherent in the learning task. Schachter has pointed out
that the former criticism may be unsubstantiated, since apparent poor pre-
dictions could be due to factors like bad analysis, or an avoidance of
problem structures by the learner, thereby creating the deceptive impress-
ion that the predictions were false. The other object, that contrastive
anayses fail to predict learning difficulties, is more widely accepted by
linguists and language teachers. It is predicated on the assumption that
an adequate equivalence measure for comparison purposes cannot be found.
Nevertheless, learners do encounter difficulties because they equate forms
in the target language with what they believe to be equivalent units in the
source language. In light of this undeniable fact, a course of action prefer-
able to abandoning all hope of developing a systematic science of contrastive
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analysis is to seek a more explanatory measure of equivalence. Kachru (1975)
has suggested that research in semantics, conversational postulates, and prag-
matics may provide an understanding of how equivalences are established.
I should like to expand slightly on Kachru' s suggestions and tentatively pro-
pose that the linguistic basis for setting up equivalence is the recognition
by the learner that units in the two languages share a functional affinity.
It should be clear from the preceding discussion that the learning difficulty
precipitated by the establishment of corresondences may take several different
forms depending on the linguistic skill that is activated.
It may not be possible to develop more than broad, universal predictive
postulates for contrastive analysis. Grammatical comparisons of many
languages matched against learning problems pertaining to these will ulti-
mately determine whether a finely graded hierarchy of difficulty like that
proposed by Stockwell, Bowen and Martin (1965) can be achieved. The position
taken here is that the apriori version of contrastive analysis is valid inas-
much as it leads to correct predictions of learning difficulties for a given
skill, provided that the variables critical to the execution of that skill
are determinable and the extent to which certain processes within the
linguistic systems in question interact with these variables is known. The
English-Hindi example is a case in point. The syntactic process of pronomin-
alization establishes an anaphoric relationship which is basic to reading
English. Hindi sets up this same anaphoric relationship by means of a syn-
tactic process which removes the very noun reference signals the native
speakers of English depend upon so heavily. The resulting confusion which
arises when the native speaker of English seeks to discover the anaphoric
relationship through the clues he is familiar with in his own language is
predictable. Furthermore, we would expect it to be manifested for any other
two languages where these circumstances hold.
At the present time, the most confident statement that can be made about
adult second language learning is that it is not well understood. Whatever
learning takes place, apparently results from a complex interaction of pro-
cesses triggered by influence from the native language, learning strategies
confined to the target language, and, possibly, external factors like the mode
of instruction, cf. Selinker's (1972) "transfer of training" process. The
current trend in the literature on second language acquisition is to over-
look or to minimize almost entirely the contribution of the native language
to the learning process and to concentrate on uncovering the learning
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strategies which produce intralingual errors. iVhile there is certainly no
reason to slacken efforts in this area, we should keep in mind that for
adults the bulk of the evidence points to influence from the native language
as primary determinant of learning problems. It therefore seems prudent
to maintain an interest in contrastive linguistics and, in particular, to
refine the techniques used therein. Failure to do so can only prevent
us from discovering the true extent to which each of the atove mentioned
processes participates in second language learning.
NOTES
I am grateful to Yamuna Kachru for her criticisms of an earlier
version of this paper.
The only way a plausible reading of (1) may be obtained by
adhering to the strategies in (2) is to assign a causative/
transitive status to crashed . My dialect does not permit this;
the causative/transitive verb crash must take a direct object which can be
controlled by a (usually) human operator, i.e., a vehicle of some sort.
Thus, he deliberately crashed the truck/car/baby carriage into the stone
fence is grammatical for me, but *he deliberately crashed the tube of tooth-
paste/my new gym shorts/himself into the stone fence is not.
The explanatory adequacy of some of Bever's perceptual strategies has been
challenged. However, the criticisms that have been voiced do not, in gen-
eral, constitute a sweeping denial of the validity of perceptual strategies;
rather, they tend to highlight a weakness in the formulation of a given
principle, often one which has already been noted by Bever. An example is
Grosu's (1974) critique of the "double function" notion. After attempting
to demonstrate that the principle is both too strong and too weak, Grosu
admits that there is something valid about it.
For a more detailed discussion of why unless does not mean if not , see Geis
(1973), and Whitaker (1970). It is worth noting that this false equation
continues to be perpetuated in ESL textbooks; see, for example, Praninskas
(1975), p. 328,
There are, of course, other purely theoretically motivated grounds for
undertaking contrastive studies. One cannot usefully investigate the uni-
versal properties of various syntactic constructions without comparing
their behavior in many different languages.
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PREDICTING WORD STRESS
GSNEPATIVE RULES IN AN E3L CONTEXT*
— Wayne B. Dickersoi
The communicative importance of suprasegmentals in general and stress in
particular has long been recognized. To a certain extent, English teachers
have been able to help learners become more intelligible through the kind of
suprasegmental content included in pronunciation lessons. For a sentence
such as (1) , The gymnastics class meets in the recreation room , students
learn an appropriate intonation contour, 231, and how to make the transition
between pitches 3 and 1. They also learn that the most prominent stress of
the utterance is on recreation, because compound noun constructions such as
gymnastics class and recreation room have major emphasis on the first ele-
ment. But clearly, in order to use the correct transition and to assign
the proper utterance and construction stresses, the learner must also know
the conventional stress patterns of the words gymnastics and recreation .
This hierarchical dependence of word, construction, and utterance stress
levels is found in both taxonomic and generative phonological analyses. The
question addressed in this paper is this: how can the teacher benefit from
such analyses in order to help students master the fundamental word-stress
pattern?
Word stress in ESL materials: the old answers
In current pronunciation texts, students receive virtually no help with
word stress. The reason is that the taxonomic analysis on which they are
based provides no guidance at this point (Dickerson, forthcoming b) . If
the matter of word stress is addressed at all, it comes down to this: we
cannot help. It is said in different ways in different texts.
Use a dictionary to find the stress pattern, then learn it . This is the
most common injunction of all. It is stated by O'Connor (1967:115), "There
is no simple way of knowing which syllable or syllables in an English word
must be stressed, but every time you learn another word, you must be sure
to learn how it is stressed: any good dictionary of English will give you
this information."
Make a statistically informed guess . Prator and Robinett (1972:20) [similar
to Clarey and Dixson (1963:69)] restrict their observation to two-syllable
words. "The great majority (at least three out of four) of two-syllable
*Accepted for publication by IRAL
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words are accented on the first syllable." Others [e.g., O'Connor (1967:115)]
make stress generalizations about the majority of words in the entire English
lexicon.
Practice the stress patterns until you get the feel of them . Using sample
words, the student is asked to drill a list of different ways two-, three-,
four-syllable words may be stressed. In their series on suprasegmentals,
English Language Services (1967a) offer no less than twenty-nine such patterns
and Trager and Henderson (1956) , twenty-two.
In their various ways, all of these texts acknowledge the basic importance
of word stress. They are trying to provide help for the student in the
face of the conclusion of taxonomic phonology: "Stress ... is not predict-
able." [English Language Services (1967a:viii)]
.
The teacher whose comments have echoed the above guidelines knows how un-
satisfactory they are. The first injunction suggests an intolerable memory
load. Not only are the segmentals of each word unpredictable, but so are
the suprasegmentals. The second approach leaves the learner to wonder about
every individual word: is it one of the majority, or an exception? The
third approach may help the student learn the stress patterns, but it does
not speak to the real issue: which pattern goes with which word? For
the foreign student who asks for help, these answers offer little.
Stress assignment in ESL materials: c new answev
The pronunciation teacher and his students need not feel helpless any longer.
There is a better answer. It is beginning to emerge from the generative
phonological work of Chomsky and Halle (1968), Ross (1972), and others. For
most ESL teachers, however, the insights into English phonology coming from
this school of linguistics are hidden. They are hidden away in the quasi-
algebraic symbology of rewrite rules and distinctive-feature analysis. The
job facing those who try to mediate between theoretical linguistics and the
down-to-earth demands of the classroom is to translate these insights into
materials which are comprehensible not only to the teacher, but, in particu-
lar, to the linguistically unsophisticated foreign student.
Working on this translation project has been an especially able team of pro-
nunciation teachers under the author's direction at the University of Illi-
nois. Over the last several semesters we have been writing, using, and evalu-
ating pronunciation materials which employ many of the generative phono-
logical insights into vowel, consonant, and stress phenomena of English.
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Our laboratory has been a chree-hour-per-week pronunciation course for
university- level learners of English. In the following pages we will report
on some of our work with word stress.
Establishing teaahing priorities
At the word level, stress assignment rules yield vowels with primary, terti-
ary, and zero stresses (secondary is reserved for use in construction and
utterance level stress). The first concern of the pronunciation teacher is
to determine how much of this stress information should become classroom
content and on what basis. The approach we have taken in our own work has
been to give priority to primary and zero stresses, and to avoid tertiary
stress entirely. This position arose from the following considerations.
It is often remarked that the speaker's mismanagement of stress can create
confusion and loss of meaning on the part of the listener [Gordon and Wong
(1961:23), O'Connor (1967:115), Prator and Robinett (1972:18)]. Examples
such as invalid/invalid and yellow jacket/yellow jacket are cited. These
examples highlight the importance of properly placed primary stress. How-
ever, as important as primary stress is, it is only one part of a more basic
pattern, a pattern in which primary and zero stresses hold equal importance.
The mismanagemenjt_qf stres s which does damage to intelligibility is the
mismanagement of the basic pattern of English, not just^j>rimaryj!tress.
The basic characteristic of spoken English utterances is referred to as
stress timing . In a string of syllables, rather than each syllable having
equal prominence (syllable timing), one syllable receives the most promi-
nence, and the others alternate in regular ways between lesser prominence and
no prominence at all. The phenomenon of stress timing lies at the root of
the whole suprasegmental system of English, a system which is so important to
intelligibility that Prator (1971:68) assigns it "the highest of all priori-
ties" in the pronunciation classroom. Corroborating this vievi are authors
who place suprasegmental s first in their teaching texts [Aston and Brennan,
n.d., Crowell (1961), and Prator and Robinett (1972)].
A fundamental part of stress timing is the rhythm of alternating stress. At
the utterance level, we see the alternation of stressZ-stress among
content in (2), I thought his name was Tad. In this case, the alternation is
governed by the syntactic structure. At the word level, the pattern is
t . - - + - t
carried out in multisyllabic words, as in (3), A prescription of exercise
will keep you healthy . As we shall see, the alternation here is governed by
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granaaatical and phonological^j^cnsiderations. The central point is this: in
order to create this alternating pattern, both primary and zero stress must
work together.
For the listener, the alternating stress pattern is signaled by several simul-
taneous cues. The contrast in stress (+stress/-stress) is marked by con-
trasts in vowel length (long/short), loudness (loud/soft),
pitch (high/low), and vowel quality (ful 1 /reduced) . This latter contrast is
especially important because it involves the vowels which identify the
words, and which carry the other signals — long or short, loud or soft,
high or low. Thus, the job of mastering the alternating stress pattern
involves mastering the crucial vowel quality contrast.
In approaches which focus on primary stress alone, e.g., Black (1963),
the implication is that once primary stress is assigned, the other vowels
will take care of themselves. For native speakers, they do; vowel reduction
is an automatic result of zero stress. But for learners of English, reduc-
tion is not automatic; it must be taught separately. This requires identi-
fying the syllables which are to be reduced. At the utterance level, vowel
reduction is taught with reference to a readily identifiable set of function
words. At the word level, the problem is much more difficult. The student
could be taught, word by word, which syllables contain [a]. This is the im-
plication of taxonomic phonology. A much more efficient approach is to
recognize, with generative phonology, that stress assignment can identify
which syllables should be full and which reduced.^ If vowel reduction is
taught after the student has learned where primary stress belongs, the learn-
ing task is only that of reducing unstressed vowels.^ This is a much more
manageable task, and one which yields the alternating stress pattern by
focusing principally on primary and zero stresses.
Tertiary stress is also part of the alternating stress pattern. Its main
function in this pattern is to protect certain vowels from vowel reduction
[Chomsky and Halle (1968:119)]. But for two principal reasons, tertiary
stress assignment is best omitted from the classroom. First, for most
learners of English, protecting vowels is not problematic. For certain
reasons (which may include their syllable-timed language background, or
spelling pronunciation, or other reasons), learners regularly use the full
or unreduced version of vowels in words, even where a reduced vowel should
be used.** So the problem is not vowel protection but vowel reduction.
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Second, it is possible to teach vov/el protection in many of the places where
it is needed in a more direct way than through tertiary stress. A need for
protection arises when the student begins using the generalization that un-
stressed vowels become [a]. If all vowels of a word except the bear-
ing primary stress are reduced, then all tertiary stressed vowels will also
be reduced, and a potential for unintelligibility arises. Somehow these
full vowels must be maintained. However, rather than teach the student to
assign tertiary stress in order to protect vowel quality, we have found it
more efficient to focus directly upon the vowel quality itself. This is
done most readily with affixes, particularly with suffixes. For example,
it is more to the point to teach that the verbal <-ment> is always pro-
nounced [ment] (regiment , supplement , document ) , and that <-acfr> is always
[ae] ( zodiac, almanac , lilac) than to teach that they have tertiary stress.
Implementing the prioirities
Having established primary and zero stresses as high in the set of teaching
priorities, the teacher's next concern is how to implement these priorities,
specifically, how to tench the location of primary word stress (and later,
zero stress). From generative work comes a suggested approach: divide
multisyllabic words into two groups on the basis of the phonological charac-
teristics of their final syllable. The following discussion looks at pri-
mary stress assignment for these two groups of words.
Final strong-syllable words . Generalizations having to do with words ending
in a strong syllable have yielded readily to translation into teaching
materials. A strong syllable contains a complex ( ) vowel or a simple ( )
c ^
vowel followed by two or more consonants, as summarized in (4).^
(4) Strong syllable =
.
V (C ) ^CO
V CC
The majority of verbs with monosyllabic Latin stems fall into this category,
as seen in (5)a. Many final strong-syllable nouns and adjectives (5)b,
and verbs suffixed with strong syllables (5)c are also included here.
(5)a applj? (5)b Aptitude (5)c specify
^"°y crocodile personify
propose satellite integrate
intervene optimism anticipate
reject derelict authorize
insist difficult hypothesize
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In class and in a prograjni;.ad workbook, students are led to discover generali-
zations such as (6): A final strong-syllable verb is stressed on that final
syllable, if the syllable is not a suffix. The rule accounts for the stress
we see in (5)a. Another generalization, (7), Nouns, adjectives, and suffixed
verbs which end in a strong syllable and are three or more syllables long
carry stress on the third syllable from the end, accounts for the words in
(5)b and (5)c. Here, as elsewhere, suffix recognition is a necessary but
easily handled preparation for these generalizations.^
These simple yet powerful student rules allow the learner to determine for
himself the location of the primary stress of a large number of words. By
following up with adequate written and oral practice --an indispensable
component in instruction -- the learner can bring the majority of these words
quickly into his control. In fact, this information can be well in hand by
the third week of class.
Final weak-syllable words . The bulkier part of the English lexicon, and
the part which is more challenging to the learner, contains words ending in
a weak syllable. A weak syllable may be defined, as in (8), as a syllable
containing a simple vowel only, or, at most, one following consonant and
an optional r or w. (8): Weak syllable = V + (C ({ }) Here we find
words like the ones in (9) a and (9)b:
(9) a recreation (9)b solitary
vicinity maternal
menial emphasis
pedestrian memorandum
envious dangerous
electrical venison
athletic rabbit
There is a ready way to handle suffixed words when the stress is predictable.
Namely, the stress is taught with reference to the affix. For example, the
words in (9) a illustrate the large set of i-affixes. To those affixes
listed, we could add <-ica, -ics, -it, -id, -io, -ior, -ius, -iur* ^'
And because of their similar behavior, <-ient, -iant, -ience, -iance>
may be included with this group. The entire set is easily identifiable;
all begin with <i>. Furthermore, the primary stress of i-affixed words is
located on the syllable before the affix in 99% of the cases. The majority
of exceptions are verb-derived nouns, such as denial
,
trial, which form
a regular subgroup and are given special attention.
But what do we do with suffixed words where the stress is not so neatly
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predictable, as in words like those of (9)b? Here we find, for example,
words ending in <ary, -ory, -al, -ous, -um>, and the like. And what about
all those final weak-syllable words which are not suffixed at all?
J. THE SISL PRINCIPLE. It is here that we have had especially good
success using the core element of several stress assignment rules of
Chomsky and Halle (1968), and Ross (1972). In its technical form,
this core element is called the Romance Stress Rule. It is embedded
in the Main Stress Rule of these authors in order to assign primary
stress; it is in Ross' Retraction Rule and in Chomsky and Halle's
Main Stress Rule to reassign primary stress; and it is in Chomsky and
Halle's Auxiliary Reduction Rule to assign lesser degrees of stress.
In fact, the substance of these various rules and subrules is pri-
marily to identify the environments in which the Romance Stress Rule
operates.
The heart of the matter, then, is the Romance Stress Rule. In an
abbreviated form [Chomsky and Halle (1968:29)], the rule looks like
(10), (where L= syllable and refers to weak as defined above):
(10) V ^ [1 stress] / C (£ )
o w
In its inclusiveness yet simplicity, this rule is a masterful example
of descriptive economy. As a pedagogical device, however, the rule
is almost useless. It is not obvious how it is to be applied without
special training in the notational conventions. For learners, the
rule must be operationalized.
When converted into a step-by-step evaluation principle, the Romance
Stress Rule operates as follows. Most typically, it applies to some
syllable to the left of the final syllable of a word. The syllable
at which the evaluation principle goes into effect we call the start-
ing syllable, indicated by the arrow (f) in (11). There may be as
many as three syllables to the right of the starting syllable, or as
few as none. This is symbolized as Zo«
It may be, of course, that the starting syllable is the only syllable
remaining in the word; it is the initial syllable. If so, the only
possible place to assign primary stress is the initial syllable. We
stress initial whether the starting syllable is weak or strong. This
is represented in (ll)a. In some words there are additional syllables
to the left of the starting syllable, as in (ll)b. Regardless of
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these syllables, if the starting syllable happens to be strong ( ),
we must assign stress to that strong starting syllable. However, in
a similar configuration, but where the starting syllable is weak ( )
w
instead of strong, as in (ll)c, we stress the syllable to left of the
starting syllable.
(ll)a #
^
(Z
Stress
Initial
b #E^?
3 (Eg Strong
3
c »l ^^(^0 Left
This principle is what we call ^SISL^ an acronym for (stress initial,
strong, or_ lefl.. That is, stress the starting syllable if it is
Vinitial; if it is not initial, stress it if it is strong; if it is
not strong, then stress the syllable to the left of the starting
syllable.
II. THE USES OF SISL. The big question remains: where does SISL apply?
Where is the starting syllable? We can look now at a sample of the
pedagogical uses of SISL. First, for words ending in <-ary, -ory >,
the learner's rule is (12) in straightforward prose: Apply SISL to
the syllable to the left of the affix . In the words of (13) a,
the starting syllable is the initial syllable; in the words of (13)b,
the starting syllable is strong (simple vowel plus two consonants);
and in (13)c, the starting syllable is weak (simple vowel plus one
consonant), so that the stress is placed to the left.
(13)a Initial (13)b Strong (13)c Left
fact (ory corapuls(ory audit (ory
r6t(ary exeiBpl(ary planet (ary
mem(ory element (ary cdstom(ary
The exceptions among <-ary> words fall principally into two clear
sub-regularities. If internal <-ion> is taken as E , then d/ctionary,
missionary
, etc., are regular. Internal V + nt^ in the starting syll-
able also behaves like a E , when the syllable to its left is word
w '
initial: voluntary , fragmentary , commentary. This applies as well
to <-ory> words: inventory
,
promontory . For purposes of (12), the
sequence <-atory'> is taken as a single suffix: mand(atory
.
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observ(atory , antic ip(atO"'-y- '^'-^e few exceptional words tend to avoid
stress on the prefix: oxiarnatory, accusatory , obligatory . For a
full discussion of these various groups of words and others, see
Dickerson (forthcoming a)
.
Technically, word stress is assigned to <-ary -ory> words by one
part of the Main Stress Rule and then the Stressed Syllable Rule. But
in practice, we have avoided raany of the technicalities here and
elsewhere. We have done so, first, by separating out what is meant
by strong and weak syllables as they relate to spelling. This dis-
tinction is used early in the semester for word stress purposes, well
before SISL is introduced. Second, we have separated out the core
element of the stress rules and operationalized it. The result is
the SISL evaluation principle. Third, we have isolated for special
focus the location of the starting syllable. This takes the form of
simple rules. Fourth, notational devices of rewrite rules are con-
verted into direct prose. And finally, distinctive feature represen-
tation is recast in articulatory terras. In short, what we are find-
ing is that behind the notational ly complex generative rules there
are simple, teachable, and leamable generalizations.
We can look at another example: nouns and adjectives suffixed with
<-ent, -ant, -ence, -ance, -ency, -ancy>. While not all are terminal
weak syllables, they behave like weak syllables and can be readily
identified as suffixes. The student generalization is the same as
(12) above. In (14), we see the pattern of stress initial, stress
strong, and stress left.
(14)a Initial (14)b Strong (14)c Left
stud(ent redund(ant hesit(ancy
sil(ence import (ance neglig(ent
dec (ency emerg(ency c6rapet(ence
Generalization (12) holds for 99% of several thousand of such affixed
words. The few exceptions, like protestant, are dealt with as a
group .
®
It is now possible to appreciate the predictive capacity of these
generalizations by observing how the verb-noun pairs in (15) receive
their stress.
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(15) a Verb (15; b Noun
complement co'iiplement
regimint regiment
supplement supplement
implement implement
Stress for wrrds in (15)a is assigned by (7) above, namely, stress
falls on the third syllable from the end because the verb is affixed
with a strong syllable. As mentioned earlier, this verbal suffix is
pronounced [ment]. Stress for words in (15)b is assigned by (12)
above, namely, SISL applies to the syllable left of the <'-ent-> of
nouns and adjectives. The vowel of this suffix is not protected, and
so becomes [a]
. It should be noted that the learner must be pre-
pared to identify grammatical classes before he can operate these
rules efficiently.^
In order to avoid unnecessary attention to suffixes, other weak-
syllable suffixes like <-al, -ous, -um, -us, -ar, -is> are incorpor-
ated under the same generalization which applies to nonsuffixed nouns
and adjectives, namely, (16): If a noun or adjective ends in a weak
syllable, begin SISL to the left of that syllable .
In (17), there are examples of how this regularity operates.
(17)a Initial (17)b Strong (17)c Left
nerv(ous accident (al simil(ar
sol (ar moment (um stfmul(us
velv(et utens(il orig(in
Instead of including the various <-er, -or> endings among the
above affixes, we have found it more efficient to group them with
the endings <--ing, -ed, -es> which are omitted from consideration
entirely before assigning stress. ^°
When we come to verbs, the technical generalization is that the
Romance Stress Rule applies to the final syllable of verbs which end
in a v;eak syllable. Since the starting syllable is the last syllable,
and since it is weak, only stress left of SISL applies, as in
diminish, abandon
, develop . The student generalization, (18),
captures this simple point: If a verb ends in a weak syllable, major
stress falls on the next- to-the- last syllable . This generalization,
however, runs into competition with cases of final weak-syllable Latin
stem verbs. Verbs ending in <-pel, -bel, -fer, -mit> and a few
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others, are stressed finally: compe3_, defer
, readmit . These par-
ticular verb stems are singled out for special attention and for
contrast with verbs which follow the final weak-syllable generaliza-
tion.
These, then, are some of the applications of SISL. It will be
noticed, however, that SISL Jnd the generalizations about final
strong syllable words are usable only because the student has at hand
a clue to the syllable structure of words. That clue is spelling
(Dickerson 1975). Thus, in our approach, spelling is the analog of
the underlying phonological representation of words, and the student
rules are analogs of the derivational rules which generate a correctly
stressed output. With rules applied to spelling, as illustrated in
the above examples, the student is able to stress properly better than
95% of the educated vocabulary he encounters.
III. THE USERS OF SISL. In the discussion above, we have focused on
essentially three types of information necessary in predicting word
stress: (D syllable types, (2) grammatical class, and (3) applica-
tion rules (e.g., SISL and student rules). Students who are able to
use this information most successfully are adults who have attained
^tJ^-5L_?ILlntermediate level of proficiency — usually a couple of
years_of English. This information is probably not useful for deal-
ing with children, and it is not for beginning- level instruction. In
the earliest stages of ESL instruction there are numerous impedi-
ments to this approach. It seems to require a level of analyticity
which the new student is not prepared for. Since spelling is an im-
portant cue to syllable types, a student who is just learning the
Roman alphabet and its left-to-right conventions is not ready for
syllable types.
Furthermore, the application rules require grammatical information
in order to be correctly applied. For the learner who is unfamiliar
with English syntax, it is too large a burden to require rapid
scanning of sentences for grammatical cues. Finally, at the beginn-
ing levels, Latinate vocabulary and affixed words (except for inflec-
tional suffixes) are not high in frequency. Consequently, the prob-
lem of stress is not yet acute.
However, at the right level, students take to this information with
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gusto. It amounts to one revelation after another at points where
they have previously experienced difficulty or uncertainty. Once
accustomed to this kind of information, students arrive at generali-
zations sometimes before the teacher has finished writing a set of
example words on the blackboard. Given adequate practice, students
begin to get a feel for the expected pattern of stresses as they
relate to sequences of syllable types. Our post-tests of students
after one semester of pronunciation instruction show that they have
improved markedly in their articulatory control of word stress. This
is a significant departure from our experience in earlier semesters
before stress-assignment information was built into the lesson mater-
ial. It is this kind of response which encourages us to feel that
it is definitely worth the effort to find ways of putting generative
phonology to work in the ESL classroom (Dickerson, Finney, and Dicker-
son, forthcoming).
SUmARY
We can now give our students a more satisfactory answer when they ask about
the regularity of word stress. We can say, as we have not dared to say be-
fore: stress on words^is [largely predictable, and you can find the patterns
yourself. It is not necessary to memorize or guess at the stress of words
you encounter, nor is it necessary to carry around a pocket dictionary for
stress information.
We do not, however, wish to mislead our students. So we should emphasize
-^-ij^ that stress is largely predictable. Since we are dealing with language, and
in many cases dealing with it through spelling, all our rules have exceptions.
Even so, the generalizations capture the facts of English stress so well, and
orthography captures syllable types so clearly, that the student will be mis-
led only in a minute number of cases. From this point of view, the rules are
unquestionably worth teaching in order to fill a long-empty gap in our peda-
gogical materials.
Ki
In 1967, the authors of the English Language Services series on pronuncia-
tion made a prediction about generative phonology (1967a:x): It seems possible
that the transformational-generative approach ... may eventually have an
effecjt on the analysis and teaching of the prosodic features of language. At
to SC€
the moment, however, it is not easy^^just what this will be." This paper has
attempted to show the accuracy of this prediction by illustrating how one
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part_of the generative anal}:als.„caaJiave_and_j,sJhaving_An effect on class-
room instruction. In the ESL context, generative rules, when carefully rein-
terpreted, can equip the learner with a facility to predict accurately the
stress of words which occupy a vast portion of the English lexicon.
NOTES.
1. I want to express special thanks to Rebecca Finney, Lubitsa Katz, and
William Pech for reading and commenting on an earlier version of this
paper,
2. Efficiency arises out of a fundamental theoretical difference between
taxonomic and generative analyses. In taxonomic phonology, full and re-
duced vowels, as well as stress, are phonemic. This means, (1) that
they are unpredictable, requiring that they be learned independently,
and (2) that they are all on the same level, precluding cause-effect
interdependence. The often-heard phrase, "unstressed vowels are reduced
to [a]," can only be a statement of accidental co-occurrence; an impli-
cation of order is unjustifiable from the phonemic analysis alone. Tax-
onomic morphophonemics does almost nothing to show that the co-occurrence
is not accidental but predictable. In the generative analysis, [a] and
full vowels exist at different levels, and there is an order dependency
between zero stress and [a]. In the underlying structure, all vowels are
full. Stress assignment early in the derivation preserves the full
quality for some vowels and allows other vowels to be reduced to [a] as
a separate operation in the derivation. Thus, stress and the full/reduced
dichotomy are predictable. In the generative model, the above-quoted
phrase has a cause-effect interpretation.
3. There are in fact four unstressed vowels, not one: [iy] , [t] , [a], and
[ow]. Word-final non-low lax vowels are tensed and dipthongized, yield-
ing terminal [iy] and [ow] , as in taxi , banjo ^[Chomsky and Halle
(1968:181)], Some non-final vowels become [+] 'or [a] in a seemingly
unpredictable way, with variability even from style to style. Reed
(1970:95-96) discusses dialectical mergers of these four vowels.
4. Crowell (1961:8), Prator and Robinett (1972:19), and Clarey and Dixson
(1963:11) seem to believe that the students come to the learning task with
the following equation: syllable clarity = syllable intelligibility.
Carried over into English, this equation is false, because it works
against stress timing and the characteristic alternating pattern of full/
reduced vowel qualities. The equation may in fact promote unintelligib-
ility.
5. The complex/simple dichotomy [ Chomsky and Halle (1968:28)] is more accur-
ate than the tense/ lax dichotomy when the low vowel diphthongs which
do not have tense nuclei, are to be categorized with the mid and
high diphthongs, which do have tense nuclei. For pedagogical purposes,
the tense/lax terminology is used because spelling patterns do not dis-
tinguish between tense and lax nuclei of diphthongs. The terms "long"
and "short" would be equally suitable.
6. The sequence < fy > is technically not a suffix but based on a Latin stem.
For simplicity of classification, however, it is treated as a suffix
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in teaching.
7. The <ic> suffix referred to here is the adjective- forming, not the
noun- forming , suffix. With <-s> , this suffix may be a noun, as in
semantics, gymnastics . Inflectional morphs (such as plurals, possessives,
tense markers, etc.), do not form strong syllables. The suffixes < -it,
-id > are terminal sequences of adjectives only, as in decrepit , explicit ,
invalid, rancid.
8. By relying on spelling without reference to the underlying phonological
form, the technical problem of having a tense vowel in the starting syll-
able of perspirant , resident
,
president , ignorant , reverent , confident ,
provident
, etc. , can be avoided (cf
. ,
perspire , reside , preside , ignore ,
revere
,
confide
,
provide )
.
9. Highlighted here and elsewhere is a basic theoretical difference between
taxonomic and generative phonology in their "direction" of analysis:
phonology —> syntax, or syntax •> phonology. Since taxonomic phonol-
ogy! isjthe_input to the grammatical analysis, grammatical information
SKfTas word class is not available for use in the phonological analysis.
In the generative approach, the phonological component receives the out-
put of the grammatical analysis, so that grammatical class data is avail-
able for use in the phonological rule. The necessity of having grammatical
information in order to make phonological distinctions seems to sypport
the essential correctness of the generative "direction"of analysis.
10. The discussion here has focused for the most part on words having no suff-
ix, or, at most, only a single suffix. For a more technical discussion
dealing with the problem of assigning stress to multi-suffixed words,
see Dickerson (forthcoming a)
.
1l*ie**
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A SURVEY OF FORW.TS
OF BILINGUAL EDUCATION PROGRAMS IN THE UNITED STATES
-- Frances R. Foster
One year after the first 76 bilingual education programs funded under the
new Bilingual Education Act of 1968 were implemented, Gaarder (1970) re-
ported his survey of them in very discouraged and disappointed tones. It
appeared that the glowing and humanitarian language of the law had not
quite impressed itself on the planners and administrators of the large
majority of these projects. Gaarder criticized them for not devoting
enough attention, time, resources and understanding to the home language
as compared to English. In some cases the home language was proposed to
be used as a "bridge" to English and eventually replaced by English, but
Gaarder noted that often the bridge was one-way only and too short to span
the chasm. Many programs planned to give more emphasis to the mother tongue
for instruction in the regular school subjects, to provide better and more
intensive instruction in English, to give in-service training of various
kinds to teachers and aides, to aim for equal emphasis in both languages,
and to teach the history and culture of the non-English-speaking children;
but in actuality these goals were not yet being attained. He also criti-
cized these projects for not being demanding enough in their requirements
for bilingualism in their teachers, directors, and key project leaders.
Because of this shortcoming, the bilingual aides were often required to
perform more extensive duties than their minimal wages merited.
After having read this article, I felt that the rebirth of bilingual
education in the United States had indeed had a bad beginning. However,
realizing that Gaarder' s (1970) report was made very early in the life of
the new law, I set out to survey reports of the last few years to discover
whether or not the situation had improved. I was especially interested
in learning about the various forms bilingual programs have taken in this
country.
The current, over-all status of bilingual education in the United States
is well-documented by SwaBsnn in her report "Bilingual Education: The
National Perspective" (1974). These statistics reveal a rather gloomy
picture: of an estimated 5,000,000 school-aged children who qualify for
bilingual education, there are 100,391 enrolled in Title VII programs; in
the country as a whole there are 450-500 bilingual programs in operation --
216 under Title VII, 200-250 supported by state and local funds, special
grants, and private endowments. How are these projects organized? What
kinds of bilingual education are these students a part of?
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In surveying the recent literature to ansv/er these questions, it seemed
wise to use a system of classification for categorizing tlie find:':ngs in
order to better analyze their differences. Fishman and Lovas (1970) have
described four types of bilingual programs: "Type I. Transitional Bi-
lingualism (p. 217)" is a program in which subject matter in the early
grades is taught in the mother tongue to aid the pupils' adjustment to
school and mastery of subject matter until their skill in English is
sufficient enough that use of the mother tongue can be eliminated. A "Type
II. Monol iterate Bilingualism (p. 217)" program aims at developing aural
-
oral skills in both languages, but literacy is only developed for English.
"Type III. Partial Bilingualism (p. 218)" attempts to produce fluency and
literacy in both languages, but mother tongue literacy is only promoted in
certain subjects, usually those concerning the ethnic group and its cultur-
al heritage. Sometimes use of the mother tongue is extended to the social
sciences and the arts and literature, leaving science and mathematics to
be taught exclusively in English. In a "Type IV. Full Bilingualism
(p. 219)" program, all skills in all subjects (except the languages them-
selves) are developed in both languages.
Fishman and Lovas' (1970) ordering of the types from least use of the mother
tongue up to parity with English seemed to me to be the same order that
the development of programs under the new law would take through time. That
is, most of the newly implemented programs Gaarder (1970) examined were
aiming for Type IV, but they had only developed to the point of Type I
or II, In my research, even though I fully expected to find numerous ex-
amples of all four types of programs, what was found supported the above
notion: The more recently published the reports were, the more frequently
the programs being described fit into the Type IV category. Either consider-
able progress has been made since Gaarder' s 1970 survey, or no one is
publishing articles about programs that are not attaining the highest goals
of the Bilingual Education Act.
There follows a sampling of programs that, as far as could be determined
from the information given, are still in operation. No Type I programs
could be found, although several surveyed began as Type I, but developed
in the direction of Type IV. In the category of Type IV, many more pro-
grams were surveyed than are described below. The ones described represent
a variety of approaches. Often it was difficult to categorize the programs
because of a lack of certain pertinent information; therefore, if all the
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facts were known, some of the programs might fit into a different category
from the one in which they £.re placed below.
Of the programs surveyed, only two can be classified as Type II. The
Cherokee Bilingual Education Center, funded under Title VII, was begun in
1969 by Northeastern State College in Tahlequah, Oklahoma, as part of an
effort to help public schools in developing better techniques for teaching
Cherokee- speaking students (Holland, 1972). An oral language approach is
used in four elementary schools where Indian children make up 70-85% of the
enrollment. The teacher conducts group oral language activities in English;
then a bilingual aide, who is a high school graduate and a local resident,
repeats the same activities in Cherokee. The aide also acts as interpreter
between the teacher and students. There are areas in the class room that
are devoted to art, mechanical games for self- instruction, and a listening
library to further develop aural skills. At the time of publication of
this article, Oklahoma still had a law forbidding the use of any language
but English as a language of instruction. Special permission had been given
to this program so that subjects like social studies and Cherokee heritage
and culture were beginning to be taught in Cherokee. By now tbfe program may
be of Type III. The director is a young Cherokee teacher, and there is a
home-school coordinator who informs parents of school activities and encour-
ages them to visit the schools, checks on absences, and sees to it that the
children have school clothes. Special programs to generate interest in the
community are planned, such as an Indian Day when everyone dresses in the
traditional costumes and Indian foods are served in the cafeteria. The
Center conducts annual in-service training sessions to prepare non-Cherokee-
speaking teachers to work with Cherokee children, and to help teachers and
aides develop the skills and attitudes needed for their close working re-
lationship. There is also a six-week summer workshop for special, intensi-
fied training. The program seems to be having a positive effect on the
children because attendance is up and failures are down.
The other Type II program is the Diamond Heights Chinese Community Center
near San Francisco's Chinatown (Jung, 1972). Classes are held on Saturday
mornings for two hours in a public elementary school. The purpose of the
Center is to provide an opportunity for Chinese-American children to learn
about their Chinese heritage by learning to speak Chinese and being taught
Chinese traditions and customs. Both English and Chinese are used for
instruction, with English phonic symbols used to teach Chinese, instead of
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Chinese characters.
Two programs are included in the Type III classification: In Pecos, New
Mexico, Mexican-American children in grades one through six receive daily-
periods of language arts instruction (including reading) in Spanish (Zirkel,
1972). Studies have shown that the participating pupils, teachers, and
parents have favorable attitudes toward the bilingual instruction
The Ann Street Bilingual Community School in Hartford, Connecticut, has
an unusually diversified program (Zirkel and De Castejon, 1974). There
are two preschool bilingual classes in which the mostly Spanish-dominant
children are introduced to English through songs and games, and Spanish is
used to develop academic readiness skills. Each class has a bilingual tea-
cher and paraprofessional. Parents are encouraged to participate actively
in the classroom; for example, each mother works in the classroom once a
month. From kindergarten through fourth grade there are ten classes in
which students are grouped according to the language in which they are the
most proficient -- Spanish-dominant, transitional, or English-dominant. All
classes receive specialized aural-oral ESL instruction in addition to
home- language enrichment and bicultural reinforcement. The Spanish-dominant
classes are taught most subject matter, especially language arts and social
studies, in Spanish. Less verbal subjects like math and art are used to pro-
mote skills in English. Title VII funds for these classes also provide bus
transportation, nurse services, and hot lunches. A bilingual special edu-
cation resource center, funded under a state pilot grant, provides diagnostic
and prescriptive educational services in the dominant language to students
having learning difficulties. When this article was published, plans were
being made to extend services as a city-wide diagnostic and reception
center for referral of newly-arrived Spanish-speaking children. Title III
funds would help provide a Spanish-speaking school psychologist and two
assistants. A bilingual-bicultural curriculum center, supported by Title
VII and local funds, has five bilingual curriculum writers who have developed
materials in math, science, Spanish, and social studies for Grades K through
eight. There is a curriculum team to assist teachers within the city and
in surrounding areas in using these materials as well as the commercial
ones available in the center's resource library. The teachers attend in-
service programs, and many are studying part-time toward a M. Ed. in Bi-
lingual Education. The community has been involved from the beginning, with
a steering committee to establish direction and support and parental involve-
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ment in school celebratiojus. There are also adult education classes in the
mornings and evenings to further involve the community.
Type IV programs are by far the most numerous in the literature, and the
variety of approaches within the set of goals defined by a Type IV is
quite impressive. Programs having as their goal full bilingualism have in
common several factors which appear to contribute to the over-all bilingual,
bicultural atmosphere and goals: seven out of the nine programs below have
as participants students from each language community; seven out of nine
use teachers from each language community; five out of nine indicate that
there is time allowed during the day for the children to have free exchange
of language; and most programs surveyed, although only four out of the nine
below, emphasize the importance of involving the conmunity in the plans
and often even the implementation of the program.
The principal factor that places these programs in the Type IV category,
however, is that during the course of the program, there is never an attempt
to phase out the use of the native language, as in Type I, or to limit the
use of the native language as an instructional vehicle to certain subjects
only, as in Types II and III. Instead, the programs endeavor to produce
bilingual students able to learn any of their subjects equally well in either
language, at least as long as they are a part of the bilingual program,
t'l'hat happens to the pupils' budding bilingualism after they must leave these
special programs because of age and/or lack of funding is not under discuss-
ion in this paper.)
In the following discussion, the majority of the programs were begun after
the passage of the Bilingual Education Act. However, included are descript-
ions of two of the "classics" that began before the law was enacted: Coral
Way Elementary School and Nye Elementary School.
The Coral Way Elementary School in Miami, Florida, was begun in 1953 due
to the influx of Spanish-speakers from Cuba (Gaarder, 1967), The neighbor-
hood in which it is located is mainly lower-middle class. There are 720
pupils in six grades, with four classes to a grade. The student population
is about evenly divided between monolingual Spanish-speakers and monolingual
English-speakers. For most subjects, the students are segregated in grades
one through three, and they are partially mixed in grades four through six.
There are two sets of teachers -- native Spanish-speaking and native English-
speaking -- and four bilingual aides. There is free interchange of both
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languages during physical edacatioHj art, music, and supervised play, all
of which fall under the re.'.ponsicility of the aides. The other subjects in
grades two and three are taught for half the day in the first language and
repeated during the second half in the second language. In the first grade,
use of the second language is introduced gradually until instruction is
equally divided at mid-year. Jhe teachers are urged to proceed as if the
language in which they teach is the one on which the child's entire education
depends. During the periods that the children are with the aides, the
teachers consult and plan the very careful coordination of the two halves
of the program. The oral lessons are supplemented with numerous pictures
of objects and activities. For the last 12 weeks of the first grade and
all of the second grade, an extra hour is added to the normal school day.
Slow learners and transfer students also receive extra help from the aides.
It has been observed that by the fourth or fifth grade, students are able
to learn equally well in both languages.
The first grade of Nye Elementary School in Webb County, Texas, became bi-
lingual in 1964 (TrevinD, 1970). By 1966, grades one through three were
bilingual. The county borders with Mexico, so all but one of the teachers
were bilingual. The state textbooks were translated into Spanish by the
teachers and the director and supplementary materials weie obtained from
Mexico. Both languages are used for communication and instruction. The
teaching method alternates equally between the use of Spanish and English.
For example, when the instruction is in Spanish, a question is first asked
of a Spanish- speaking child; then it is addressed to an English-speaking
child who patterns the answer on that just given in Spanish. Thus the chil-
dren help each other learn. The program has had the support and approval
of the community from the outset.
A program with emphasis on teaching Chinese-speaking children English called
"Building Bilingual Bridges (Jenkins, 1971, p. 31)" takes place at P. S. 1
in New York City. There are 148 Chinese speakers, 50 Puerto Rican Spanish-
speakers, and 21 English-speakers. Initially the weight of the teaching is
on intensive English instruction and reading readiness, with math taught in
the native language. The classes are divided according to language dominance
so that instruction in the curriculum areas and in language arts is according
to the child's ability. As the child progresses in second language pro-
ficiency, the amount of instruction in it increases until it reaches 50%.
Chicago's Juan Morel Campos Bilingual Center has programs for all ages
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(Rodgers and Rangel, 1972). Begui in 19GB under Title I funds with four
teachers and 45 students, it now has 90 students, a staff of nine, a clerk,
two teacher aides, and a school-community representative funded by local
monies and Title VII. Spanish- speaking students who are referred here by
their principals are often illiterate in English. Two-thirds of them were
born in Puerto Rico, and 90% have been in the United States less than two
years when they enroll. These students are grouped according to ability to
learn in English in classes of 10-12 students; there are also about 10 Anglos
recruited for the program who are at or above their grade level and are inter-
ested in learning in a bilingual setting. All of the teachers are bilingual,
even though four are Anglos. The teaching technique used involves a series
of drills, dialogues, materials, and approaches which are designed to use
speaking as a foundation for reading. Several months may be spent in ESL
classes using this method until students begin to read. In the meantime their
studies in math, science, social studies, and culture proceed in Spanish
with teachers trained to teach in both Spanish and English at the elementary
school level. The program tries to place its graduates in high schools
where they can continue their ESL study, one or two years more of bilingual
classes, and receive special help if needed. Two classrooms are devoted
to an orientation and language development program for new immigrants who
speak no English. In addition to serving these students during the school
day, a bilingual-bicultural center in the school and in four mobile class-
rooms is open from three o'clock until nine o'clock in the evening offer-
ing tutoring, guidance, and recreation programs directed by a community-
recommended Puerto Rican head teacher for adults and children in the area.
Since two-thirds of all the students' families are on welfare, a socio-
economic situation that produces a high rate of school dropouts, it can be
considered an indication of the success of the Center that, at the time of
this article, none of the graduates of the previous two years had dropped
out of school
.
The Nogales Elementary Bilingual Project is fed by a population of which
9,000 live in Arizona and 80,000 in Mexico (Wilson, 1974). One of the Pro-
ject's schools that has a totally bilingual program is Elm Street School
with 480 children in grades K through five. There are 15 teachers, most
of whom are bilingual, but for those who are not, there are instructional
aides from the local community who serve as resource persons for language
development and provide the Mexican historical and cultural background. At
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the primary level there is a nc-fail policy: children in the non-graded
intermediate classes are placed according to their language skills and
concept-development. Since their home language is used as the medium of
instruction, the children have the opportunity to progress at a rate normal
for them in the regular school subjects. There are abundant materials in
both English and Spanish. The teachers have clinical in-service sessions
and utilize extensive team planning necessitated by an open classroom arrange-
ment which allows the students to move freely to the various learning centers.
Special attention is given to the home-school relationship through the lia-
ison educator from the community who works with the families, teaching
English if requested and interpreting the program to them. Large numbers
of the local families attend the conferences. Advisory Council meetings,
and open-houses; and volunteers help in the classrooms.
The St. Martin Parish Bilingual Education Program in Breaux Bridge, Louisi-
ana, is the only program encountered utilizing French as the second language.
(Swanson, 1974). The program has 12 classes of 311 students in grades K
through three in two schools. The aims include developing greater competence
in English for the children having limited ability, and developing literacy
in French for the French-speaking and Englis.h-speaking pupils. All of
the children have instruction in French for language arts, math, physical
education, music, art, and social sciences. Individualization, grouping
techniques, and peer- learning activities have been quite successful. Two
of the strong points of the program are the use of Creole and Cajun dialects
and the use of assistant teachers from France.
The Washington, D. C, public schools instituted a bilingual program in
1971 for about 850 students (Feistritzer, 1974). The only completely biling-
ual program is at Oyster Elemented School where the 270 pupils in grades one
through three are 45% native-bom Americans, 45% from 20 different Spanish-
speaking countries, and 10% from non-Spanish-speaking countries. The bi-
lingual teachers use their dominant language for instruction, and, if the
vocabulary in the subject matter is difficult and technical, the child is
taught in the native language until the second language is developed enough
to handle studies in either.
Another program which has more than two linguistic backgrounds represented
in its student body is the multi-lingual , multi-cultural program at King
Elementary School in Urbana, Illinois (Bouton, to appear). Of the total
student population, 15% are from 23 countries and 16 different languages are
\
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represented in that group. Students from each grade level of this elementary
school participate in the program. Even though it was economically unfeas-
ible and otherwise impossible to locate bilingual teachers for each of the
16 languages, the King program is quite multi-lingual in teaching six
languages: English, Spanish, French, Hebrew, Japanese, and Hindi. Only a
minority of the children in the program actually study the regular subjects
in a native language other than English, but over 80% are involved in becom-
ing bilingual. Teaching assistants, who are usually native speakers of the
language they teach, teach the language classes in small group sessions.
Students must be "pulled out" from the larger classes to attend these sess-
ions. Since pull-out programs in the past have placed a stigma on the par-
ticipating students and caused problems for them, all of the students in
the project are pulled out for a half hour each day for second language • :t
study. The open classroom technique is used since the groups are small.
Intercultural education is viewed as a vital and necessary part of language
study; therefore, there are cultural events in which all the students take
part, teaching and learning aspects of the foreign cultures as well as
the American culture. The project leaders along with the parents endorse
these activities as important to "enhance each child's pride in himself
and his own heritage, and his respect for the culture of others" (p. 14).
The multi-lingual, multi-cultural atmosphere is constantly reinforced out-
side the classrooms also, as the teachers are encouraged to engage the
children in conversation and in discussion about their schoolwork, using
their second language as much as possible. The parents have been involved
from the beginning, and on anonymous questionnaires they have responded quite
favorably toward the project.
A program which is not funded under the Bilingual Education Act but is an
example of the influence this law has had on higher education is New York
State's first bilingual college program. The City University of New York's
Center for Puerto Rican Studies organized the program for Spanish-speaking
inmates at the Greenhaven Correctional Facility in Sormville, New York
( Intellect , 1974). The only requirement for admission is a high school
diploma; for interested inmates who do not qualify, there are preparatory
classes in prison which lead to a high school equivalency certificate. The
men attend classes throughout the year; then when released, they can trans-
fer credits to any CUNY college. In the winter of 1974, a similar program
for woff.en at Bedford Hills Correctional Facility was scheduled to begin.
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The goal of these prograirs is to insure that Spanish-speaking prisoners have
available a meaningful education and job training in their native ler^riage.
Judging from the programs reviewed, the greater part of the causes for
Gaarder's (1970) original criticisms have been corrected; however, these
encouraging examples cannot be considered representative of the country's
progress as a whole, since the information in published form is simply not
available for making such a judgment. Still, one can be encouraged by the
striving after the ideal that is illustrated in many of these programs, and
one can be hopeful that examples will engender emulation. Certainly the
Bilingual Education Act of 1968 has been a revitalizer for school systems
in many parts of ; the country. The challenge of bilingual education has re-
vealed the need for different, more pertinent materials; parents have again
been asked to involve themselves actively in the education of their children;
a new and expanded view of teacher education has been developed; and many
of the non-English-speaking children participating in these projects, who
might have dropped out of school because of repeated frustrations, have seen
that they can succeed in school, while many of their English-speaking
classmates have had the opportunity not only to learn a second language, but
also to gain insight into another culture.
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DYSLEXIA MD SECOND LAMGUAGE ACQUISITION^
-- Julia A. Goldberg
Will the developmental language disorder called dyslexia transfer from one
language learning situation to another? If so, are the manifestations
identical, allowing for differences between languages? That is, if the
child has strephosymbolia in his native language, will he exhibit strepho-
symbolia in his second, third, ... and nth language? Are these manifes-
tations an inherent result of the dyslexia, are they elicited by the nature
of the language in question, or are they a consequence of the instructional
methods employed? These are but a few of the questions whose answers have
pragmatic consequences for teachers of English as a second language, and theo-
retical implications for the investigation of second language acquisition.
On the question of dyslexic transfer, my hypothesis, briefly, is that the
dyslexic syndrome will always be present within the individual under varying
degrees of suppression or control. However, I do not feel that the syndrome
will manifest itself in each and every one of the individual's languages; if
it does exhibit itself within his languages, it is not inherently due to the
language itself but the result of the manner of language acquisition instruc-
tion. Furthermore, I believe that it is the manner of language acquisition/
instruction which will heavily influence the shape and degree of the manifes-
tations of the dyslexia. Therefore, if the dyslexic child exhibits 'x'-type
dysfunctions in his native language, Li, it does not necessarily follow that
the manifestations in his L2 will be of type 'x'. He may instead exhibit
'y'-type dysfunctions in his L2, and 'z'-type in his L3 , either in some
'x'-'y' combination, or in a novel form.
At this point it might be useful to establish what is meant by the term
developmental, or specific, dyslexia, and what little is known about it.
Dyslexia
It is a commonly held assumption that all healthy children of normal intelli-
gence can with training master three kinds of language symbols: the oral-
aural symbols involved in speaking and listening, the decoding of printed
symbols in reading, and the encoding of printed symbols used in writing. A
further common belief is that such children should autonatically be able to
follow the spatial and sequential flow of their native language(s).
No one has ever really questioned these basic assumptions, yet for a small
minority of the world's populations these so-called "innate" abilities are
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not so easily produced. For this minority these facets of language are only
mastered to varying degrees vvith time, training, practice, and patience.
Developmental dyslexia^ was brought to the world's attention more than
seventy years ago. Just recently, in 1968, the Research Group on Develop-
mental Dyslexia of the World Federation of Neurology agreed upon two defin-
itions of the disorder:^
1. Specific Developmental Dyslexia : "A disorder manifested by diffi-
culty in learning to read despite conventional instruction, adequate
intelligence, and socio-cultural opportunity. It is dependent
upon fundamental cognitive disabilities which are frequently of
constitutional origin..."
2. Dyslexia : "A disorder of children who, despite conventional class-
room experience, fail to attain the language skills of reading,
writing, and spelling commensurate with their intellectional
abilities. . ."
Critchley (1970:24, 25), adds:
"This syndrome ... is of constitutional and not of environmental
origin, and it may well be genetically determined. It is unlikely
to be the product of damage to the brain at birth, even of a
minor degree ... It stands out conspicuously in those who are
in the above-average brackets ... Other symbol -systems, e.g.,
mathematical or musical notations, may or may not be involved as
well ... The syndrome occurs more often in boys. The difficulty
in learning to read is not due to simple perceptual or accoustic-
visual anomalies, but represents a higher level of cognitive de-
fect -- an asymbolia . .
.
"As an asymbolia, the problem lies in the 'flash' or global identi-
fication of a word as a whole, as a symbolic entity. Furthermore,
the dyslexic experiences a difficulty, though of a lesser degree,
in synthesizing the word itself out of its component units, sylla-
bic or literal ... [It presents] a two-fold problem, comprising
first, that of interpreting and meaning of the word, and, secondly,
its appropriate sound."
Dylexia may range in degree from the very mild to the very severe. Some
dyslexics may simply be unable to deal with only one of the language skills.
However, this is usually not the case. Instead, two or more kinds of dys-
lexia usually are manifested in children, thereby compounding efforts at
diagnosis and remediation.
The three main types of developmental language disabilities are visual dys -
lexia , auditory dyslexia , and dysgraphia .
Visual dyslexia is the inability to translate printed language symbols into
meaning. The syndrome is the most prevalent and has little to do with
visual acuity itself. Most individuals afflicted with this syndrome per-
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ceive certain words backwards, upside-down, or in jumbled order. To read
whole words is a frustrating experience, for often v^hole parts of words, or
the entire word itself, are perceived in reverse: for example, seeing the
word "reversal" as "erevrias." This can be more confusing when the rever-
sal spells an entirely different word ("saw"/"was")
.
The visual dyslexic often finds it necessary to subvocalize while reading,
thereby utilizing his oral-aural channels to check his visual impressions.
As a result, visual dyslexics read very slowly.
It is often reported in the literature that visual dyslexics are generally
handicapped in any situation requiring them to comprehend sequences (e.g.,
the days of the week, or the order of the months of the year), since they
do not readily perceive serial relationships.
Visual dyslexia is the most easily corrected of the three types. By means
of appropriate drils the individual can learn to perceive printed symbols
accurately, although he may well remain a slow reader for the rest of his
life, and under undue stress the overcome disabilities have a tendency to
reappear.
Auditory dyslexia is the inability to perceive the discrete sounds of the
spoken language. The afflicted individual usually has auditory acuity,
and in many ways this is similar to "tone deafness" in music.
The auditory dyslexic is unable to identify small differences between vowel
or consonant sounds, which creates an inability to associate the specific
sounds with their printed symbols. This dysfunction is most apparent when
the individual is asked to spell or to write on the spot.
The inability to distinguish readily and accurately between vowel sounds
is the more prevalent manifestation. The dyslexic perceives no significant
difference between, for example, "big," and "beg," unless heard in an un-
ambiguous context. The individual will show signs of garbled pronunciation
of words, even those that are familiar to him. He may even give two or
more variant, oiit still somewhat garbled, pronunciations of the same word,
never being sure which is correct, if any at all. Consequently, he feels at
a loss and self-conscious in verbal expression.
The auditory dyslexic has been reported to have difficulty naming rhyming
words, in interpreting diacritical marks, and in applying phonic generali-
zations. Traditional phonics instruction therefore is almost meaningless to
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most auditory dyslexics, since they are unable to identify the discrete
variations in speech sounds, nor, for this reason, do the generalizations
and rules make sense.
Of the three types of dyslexia, auditory dyslexia is the most difficult to
correct, because the individual is cut off, in varying degrees, from the
basic sound-symbol relationships which are needed if literacy is to be
achieved. It is possible to devise remedial measures -- drills and exer-
cises -- but this will require much patience on the parts of both educator
and afflicted if any success is to be achieved. As a rule, auditory dys-
lexics devise their own mnemonic systems for coping with spelling and re-
lated tasks; generally, the most successful teaching approach involves
memorizing associations in terms of spelling patterns.
The last major type of dyslexia is termed dysgraphia . It is the inability
to write legibly, despite adequate psycho-motor control. The dysgraphic
can read his own scribble, although nobody else can. His individual letters
are poorly formed and are often awkwardly broken. When combined into units,
his joining lines are either too long -or too short. Certain letters are made
with backwards or upside-down notions.
The dysgraphic exhibits both horizontal and vertical directional confusion.
Sometimes he perceives symbols as totally inverted (180°). He is usually
able to mirror-write and mirror-read with little difficulty. The dysgraphic
has a tendency to telescope (leave out portions of the letters or syllables
without know it) and/or to persevere (the addition of syllables or letters
to words), being unable to stop this repeating reflex.
Dysgraphia lends itself to remedial work. Its remediation, however, is
often hindered by association with the other dyslexic syndromes.
Causes of Dyslexia
Many theories have been offered to explain the etiology of dyslexia present
in otherwise normal, healthy children. It has been hypothesized that dys-
lexia is a consequence of the language in question, e. g. , a' result of tKe
English language's many spelling absurdities (cf. Claiborne 1906). Yet
this argument does not really hold up under careful scrutiny. Cases of
developmental dyslexia have been documented throughout the world, and the
listing includes languages that are said to be logical and phonemic in
spelling and pronunciation.
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Some psychologists have placed the primary cause for dyslexia -- its
inversions, reversals, substitutions, etc. -- upon the psychological phenom-
enon knovm as "Gestalt differentiation weakness," or "right-to-left con-
fusion,"^ "weakness in perceptual interpretation,"^ "conceptual short-
comings,"^ "spatial disorientation, accoustical or visual discrimination
problems,"^ and "weakness in memory storage."^
Other endogeneous causes postulated include the notion of cerebral immatur-
ity or maturational lag. [Birch and Belmont (1964), De Hirsh, Jansky and
Langford (1966), Naido (1961), Orton (1937), Shearer (1968), and Zangwill
(I960)]. This hypothesis claims support from evidence of cortical equi-
potentiality, and the mitigation of the dyslexic' s problems with cerebral
maturity, including, in a general sense, those theories mentioned above.
Among the potential exogenous causes of dyslexia are the type of reading-
writing instruction to which the child is exposed, e.g., the whole-word
(synthetic) or phonemic (analytic) method;^" the age at which instruction
begins; and the socio-cultural family background and environment.
The prevailing opinion today among neurologists is that developmental dys-
lexia is a constitutional and genetically determined disorder independent
of environmental factors. In support of their position, they posit the
following two reasons: (1) familial history of dyslexia, and (2) the unusual
sex incidence of approximately 4:1, boys to girls. ^^ Data has been accumu-
lated indicating "soft neurological signs" that a high percentage of dys-
lexics display. These are often manifested as awkward movement, lack of
fine motor control, uncoordination, concentration problems, and hyper-
activity, etc. Cohn (1964), and Myklebust (1968).
Developmental dyslexia, its etiology and manifestations, still remains a
mystery. Though it appears to be congenital, it does not necessarily
follow that the manifestations will remain constant and consistent from dys-
lexic to dylexic, and within the dyslexic himself. There exists no single
clinical characteristic which is pathognomic for diagnostic purposes.
I feel that the endogeneous factors provide the underlying potential for
the developmental dyslexia, while the exogeneous causes supply the already
"established" dysfunction with the external manifestations of the language
disorder.
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Instructional Methods
Do the instructional methods and techniques employed in the acquisition of
the reading-writing skills (in English) play a significant role either in
aiding or hindering the dyslexic child? In other words, is there a correla-
tion between the type of instruction and (a) dyslexia's general appearance,
(b) specific type of dyslexia exhibited, and (c) the individual specific
characteristics of the dyslexia?
Orton (1937) claimed to have found three times as many reading problems
in children taught by the "look-say," whole-word approach, as opposed to the
phonemic approach. However, for the child with no learning disabilities,
the former method is found to be much more efficient.
The supporters of the cerebral dominance, or maturational lag theory, advo-
cate, when educating the dyslexic child, that a well integrated multi-sensory
approach be employed to establish associations between the visual and audi-
tory language symbols. The multi-sensory presentation enhances the dyslexic 's
perception of language while aiding in his acquisition of the requisite
language skills. The degree of emphasis any one of the modalities
(visual, auditory, kinesthetic) will receive is, in part, a function of the
individual's dyslexic manifestations.
The Gillingham-Stillman approach to the teaching of reading-writing is based
upon a phonics method integrated with the findings of Orton on developmental
learning disorders and incomplete cerebral dominance. Their "alphabetic
approach" first teaches the sounds of the letters (not the names of the
letters); next, they progressively build onto these sound- symbols, combining
them into syllables, into words, and, finally, into sentences. This method
of instruction thus aims to establish close associations between visual,
auditory, and kinesthetic modalities in the brain, thereby facilitating
transmodal interaction.
Although this approach is beneficial to the visual dyslexic, such a heavy
reliance upon the auditory mode places the auditory dyslexic at a distinct
disadvantage, since he is unable to adequately discriminate among many of
the sounds of speech. Instructional methods for the teaching of reading-
writing to the auditory dyslexic, too, should employ a multi-sensory approach.
However, for the auditory dyslexic, the teaching of the sound-symbol associ-
ations might more efficiently be done initially by the analytic method. In
the sight-word, the analytic, or the "look-say" approach, the child is first
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taught to read by recognizing visual configurations (e.g., home = — |)
,
where the words are almost like ideograms. Later, these words are decomposed
by the teacher into letter-sounds, through phonics.
At least two major pedagogical problems face the teacher of dyslexic
children: (1) rarely will only one type of developmental dyslexia be in-
volved, and (2) the characteristics manifested by the dyslexic vary within
individuals, i. e. , no two dyslexics will manifest the identical problems.
As a result, the remedial teacher must be able to develop highly individual-
ized programs of instruction meeting the individual needs of the dyslexic.
Ultimately, the method of instruction plays a role in the dyslexic 's ability
to suppress and control his disabilities. Under optimal methods of in-
struction, the suppression will be complete. Left on his own, without indi-
vidualized instruction, the dyslexic will try to develop his own perceptual-
learning strategies, e. g. , for the dyslexic who cannot distinguish between
/f/ and /v/, especially in such minimal pairs as /safe/ and /save/, may de-
vise a strategy of his own which allows for the correct identification of
the basis of vowel length, such as the /a/ in /save/, for example, being
held just a bit longer; otherwise, the words sound identical, thereby creat-
ing spelling-reading problems.
Dyslexia and Second Language Acquisition
As was stated earlier, developmental dyslexia is not language specific. The
presence of dyslexia has been reported in languages where the written
language is more strictly phonetic, and where it is not, in languages where
the written language differs fundamentally from the phoneme- grapheme type
of the West, such as Japanese and Chinese, etc., which are syllabic and
ideographic.
The seemingly greater prevalence of dyslexia in English appears to be a
result of (1) the English pronunciation rules being quite varied and complex,
(2) the "illogical" orthographic nature of English (its spelling-pronunci-
ation and pronunciation-writing relationships), and (3) the concern of
educators, parents, and professionals regarding learning problems.
If dyslexia is congenital, then it should not be restricted only to one
language in the individual's repetoire. The literature tends to support
this conclusion:
Boy with developmental dyslexia -- "Son of a university lecturer
who had gone from one part of the world to another, taking his
family with him. The father's first appointment was in Johannes-
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burg. South Africa, where the boy, attending school for the
first time, learnsd Afrikaans and English. After two years the
family moved to Southern Ireland where, for nationalistic
reasons, he had learned Gaelic. Finally, the boy returned
to London, and, at his present school, he is trying to learn,
in addition to English, both French and Latin. He is dys-
lexic in all five languages. "^^
Yet it was once wrongly assumed that bilingualism, where the two languages
are spoken interchangeably, was a cause of dyslexia. The truth appears
to be that there is an optimum period during which second language acqui-
sition is more efficient.
In a recent study by Kline and Lee (1970), Canadian-Chinese children,
simultaneously learning to read and write Chineseand English, were studied
to determine the transcultural aspects of dyslexia. Written Chinese is
ideographic, non-phonetic, and virtually free of mnemonic device possibil-
ities: it can only be mastered by rote memorization. In contrast, English
is sufficiently phonetic and is best learned as a sound-sight association
system, which can be aided by mnemonic devices to master many of its irregu-
lar forms.
The purpose of Kline and Lee's study was first to determine how many of
the children studied were (a) dyslexic in English, (b) dylexic in Chinese,
and (c) dyslexic in both languages; and then to determine what were the
effective teaching methodologies and techniques.
In the public school studied, most children were taught to read and write
English by traditional orthography, many by the "look-say" approach, and a
few by I.T.A., color phonics, and direct phonetics methods. In the tradi-
tional orthography group§, sight-words were taught first and phonics later
in the same year.
In the Chinese language school only Chinese is spoken. Multi-sensory tech-
niques are employed in teaching the Chinese orthography. Reinforcement is
gained by repetition. The children are taught the individual units
thoroughly before they are put together to form concepts, which is usually
begun during the third year of study.
Kline and Lee found that 13% of the children studied had dyslexia in Chinese,
9% in English only, and 6% showed dyslexic characteristics in both
languages. Such results run contrary to logic; that is to say, if dyslexia
is congenital, it should follow that the individual would have dyslexia in
learning each and every language. They also found the sex-ratio of the
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presence of dyslexia in only one language to be similar to that reported
in other studies (approximately 4:1, boys: girls). Yet the ratio was 10:1,
boys: girls, where dyslexia was found in both languages. If the genetic
factor is operating to account for the 4:1 ratio, it should remain 4:1 for
the ratio of children dyslexic in both languages, especially since the
number of children studied remained constant.
Such findings are not unique to Kline and Lee's study of bilingual children.
Similar observations have been reported by Stephenson and Critchley (1970),
who found dyslexics in English exhibiting no such difficulties in Latin.
Kuromaru and Okada (1961) reported dyslexia in a Japanese boy using the
syllabaric Kana script, but none in the same boy using the Kanji ideo-
graphic symbols of Chinese origin; and my observations of a child exposed
to many languages who proved to be dyslexic in only two -- English and
Hebrew, but not in either Spanish or Russian -- uncovered certain discrep-
ancies in generally accepted theories. How can we account for these dis-
crepancies?
The languages spoken by "multilingual" dyslexics may mutually reinforce the
dyslexic manifestations -- a contrastive analysis type of interference may
be involved. For example, if the languages are similar, the dyslexia may
readily transfer; but perhaps if the languages are significantly different,
the dyslexia may be suppressed, or may be of a different syndrome.
Personal Observations of Dyslexia
Unfortunately, Kline and Lee's study represents the only published infor-
mation at my disposal on the teaching methodologies and techniques employed
in the instruction of bilingual dyslexic children. My personal observations
show that, in the case of Z, a dyslexic fe^aie, exposed to four languages,
a variety of teaching methods were used. English, Z's native language, was
taught by traditional analytic orthography. Both Spanish and Russian were
taught with careful attention paid to the audio-lingual presentation of the
sounds and graphemes. Finally, Hebrew was taught with little emphasis
placed upon learning the phoneme- grapheme relationship (itssthsrough "intern-
alization" being assumed before exposure to formal, in-class instruction be-
gan). As a result, Z relied heavily upon self- formulated, whole-word recog-
nition strategies, although Hebrew itself is highly regular in its grapheme-
phoneme correspondence. Z shows signs of dyslexia only in English and
Hebrew. To this day, Z is extremely "i-etarded" in her ability to read and,
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to some extent, vvrite Hebrew, despite intensive and extensive exposure to
the language in all its mcJes of expression. She also experiences many-
difficulties encoding English, both verbally and graphemically. Age of
introduction to the various languages, as well as degrees of mastery,
playSno apparent role in accounting for the appearance of the dyslexia.
The relationship played by the type of teaching- learning strategies to the
manifestations of dyslexia in an English Li situation has already been
mentioned. The corresponding relationship needs to be established for
different languages in Li environments. Only when such an analysis has
been established will we be sufficiently informed to establish a reliable
correspondences between dyslexic characteristics and the role played by
the language type and acquisition strategies.
The data I was able to accumulate have not considered such an issue. The
specific examples of dyslexic disorders in bilingual children are vague in
comparing the types and degrees of dyslexia exhibited in both languages.
Kline and Lee's findings and my own observations reinforce the notion
that problems in auditory and/or visual discrimination are not major causes
of the reading and writing disabilities. Remedial therapy usually allevi-
ates these disabilities. Such findings underscore the basic importance of
employing a multi-sensory, synthetic-analytic teaching technique. For
teachers of a second language (in this case, English), these findings are
quite significant and should not be ignored when introducing the L learner
to reading and writing. The technique of introducing and developing the
reading and writing skills should not be taken lightly by the teacher who
may wrongly assume the "innateness" and easily transferable nature of these
skills from the student's native language. As teachers, we should be
aware that some of our students whom we have a tendancy to falsely label
"slow," "lazy," or "inattentive," may be afflicted by dyslexia which may
greatly hinder their acquisition of the La- These students require extra
attention and care in establishing the necessary transmodal discriminations
and transferences necessary in learning to read and write. There is much
merit in this regard in the audio- lingual approach to second/foreign
language acquisition, since, if the necessary auditory-visual discriminations
and associations are not securely established, the dyslexic learner may
"lose control" over his disability, allowing it to surface in whatever form
it will.
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The dearth of information and experimental study on developmental dyslexia
and second language acquisition is unfortunate. More relevant data on
the issue should prove highly valuable to neurologists, psychologists,
and psycholinguists interested in language acquisition.
Research Proposal
To this end, I should like to investigate (1) the type and degree of dyslexic
transfer bet^^;een languages; (2) the specific characteristics of the dyslexia
in these languages -- will they be the same or different in each language?
-- (3) the effects of different pragmatic approaches to language acquisition;
(4) the role played by the language's inherent characteristics, e.g., the
phoneme- grapheme correspondence; and (5) the role played by language inter-
ference in acquiring another language, and how this interference affects
or is affected by the individual's dyslexia (a contrastive analysis investi-
gation. )
To investigate thse questions, I should like to study a group of children
who, (a) have no diagnosed dyslexia (the control group), and (b) have been
diagnosed as dyslexic in their native language. It will be necessary to
establish how the reading and writing skills were learned, as well as a
detailed itemization of the general and specific types of errors made by
each child in his Li. These investigations need to be done for both
groups. This data will provide a bases for later comparisons and contrasts
of errors made in the newly-acquired La.
Both the control and dyslexic groups would be randomly divided into "classes"
employing different instructional methods in teaching them a foreign language
never previously encountered. For instance, one class might be taught by a
strict audio- lingual method, placing considerable emphasis on establishing
auditory discrimination, and then audio-visual (phoneme- grapheme) associa-
tions before "intensive" exposure to reading and writing. Another class
might be taught by a more visual approach requiring the child to read and
write in the foreign language almost from the start, assuming the positive
transfer of these skills from his native language. This type of instruction
is reminiscent of the whole-word approach. The study should not be con-
fined to one language type, but should be expanded to investigate the
effects of languages that differ in varying types and degrees.
The results from such studies might provide us with a greater understanding
of the nature and causes of dyslexia, as well as the role played by such
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extemal variables as the innate linguistic properties of the language
concerned, the nature of the (e.'u'liest) teaching techniques, and the role
of plurilingualism upon dyslexia's surface manifestations.^^
The study proposed here is essentially different from Kline and Lee's in-
vestigation in that it is not limited to investigating second language acqui-
sition in only dyslexic subjects. Instead, by including "normal" subjects
and by having the two groups mixed in their foreign language classes, we
should be able to devlop a fuller picture of the relationships between
language disorders, teaching methodologies, and language characteristics.
If we find our dyslexic subjects (dyslexic in their Li) to be dyslexic in
L2. despite the teaching techniques employed, while the control subjects
show no evidence of dyslexia, then we may assume that dyslexia is indeed
congenital and that its existence therefore is independent of the afflicted
individual's acquired language(s). The disorder, then, would appear to be
neurolinguistic in nature; it affects the individual's innate linguistic
abilities and expresses itself through the medium of language (language
being the external expression of our innate linguistic capabilities).
If we further discover that the dyslexic manifestations are of a highly
parallel nature (e.g., b/p confusion in both the Li and L2) despite the
teaching methods used, and assuming that we have ruled out the possibility
of language interference, it may prove possible to pinpoint, with some de-
gree of accuracy, the specific nature of the linguistic dysfunctions. Such
a discovery will provide valuable data for the neurolinguist as well as
the necessary information for remediation. However, if the dyslexic syn-
dromes and specific characteristics offer no recognizable parallels,
rather, if they are fairly divergent, then the disorder may continue to
remain an enigma.
On the other hand, if it is the case that there is no regular correspondence
between subjects and the presence of dyslexia in the La. we may be forced
to re-evaluate our initial tests which determined who was and who was not
a dyslexic (perhaps we should have excluded some, while wrongly including
others, or perhaps some of our control subjects are dyslexic but have
managed to suppress their symptoms either intentionally, or as a result of
the instruction they were exposed to). On the other hand, we may have to
accept the idea that the teaching methodology plays a major role, but only
if a corresponding relationship can be established between the errors made
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and the method (s) of instruction employed. As language educators, we must
re-evaluate our language teachivig theories "across the board" (for all
learners, whether or not they are dyslexic) if such a relationship between
errors and instruction is established.
However, if we find that it is almost exclusively the dyslexic subjects who
experience difficulties as a result of the teaching methods empl^oyed, we
must ascertain if their manifestations are parallel between the Li and L2
,
and what factors cause or influence this similarity or dissimilarity -- is
it the method of instruction or the characteristics of the language?
On the basis of my obseivations of Z, I do not seriously consider language
interference as a major cause of dyslexic transfer being of a parallel
nature between languages. If language interference were significant, then
Z, who experiences, for example, b/p strephosymbolia in English, should
correspondingly show such a feature in Spanish, since the two languages
share the same alphabet. Yet this is not the case. As a matter of fact,
Z experiences no dyslexic manifestations in Spanish at all.
This fact does not necessarily negate the role of language intereference,
while it may strengthen the role played by the instructional technique
which may have aided in resolving, through inadvertent remedial work, the
potential transfer of the manifestation. Thus we are forced to look at the
role of instruction as part and parcel of the role played by language inter-
ference. Also, assuming that there is validity to a contrastive analysis
theory, must the manifestations be considered solely as on- the- surface
language specified errors, or are the parallel errors a reflection of the
neurolinguistic disorder?
If we find that the type of language instruction is the primary factor in
the manifestations of language disabilities, then the advocates of Stimulus-
Response (S-R) language acquisition have reason to rejoice. Similarly,
if it is the case that the disorder is of a neurolinguistic origin, then
the innate theory of language acquisition has a substantial claim, besides
having at its disposal a new insight into the nature of our neurolinguistic
make-up (LAD)
.
These two theories of language acquisition may not prove to be mutually ex-
clusive. If it is the case, I believe, that dyslexia is congenital, but
that it varies, both from person to person, and even within the same person,
to a large extent due to the language instruction/strategies employed as
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well as the specific characteristics of the language, then the two theories
are both correct ot some extent, and are on different levels of analysis
of the problem.
*** ***
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their criticisms on an earlier draft of this paper.
Any of the following designations are encompassed in the term "develop-
mental dyslexia": specific dyslexia, congenital word-blindness, consti-
tutional reading disability, congenital reading disability, specific
reading disability, or primary reading disability.
B. H. Slingerland, A Multi-sensory Approach to Language Arts for
Specific Language Disability Children, A Guide for Primary Teachers ,
Educators Publishing Service, Inc., Cambridge, Mass., 1971, p. xv.
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p. 11.
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Schubenz, S., ibid.
At the 1965 Convention of the German Psychological Association, it was
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important whether one or the other method is employed than whether or
not each was taught during first grade, conscientiously and fully in
accord with teaching rules." Bleidick felt certain that "the synthetic
or whole-word method was responsible for the origin of reading retarda-
tion." This point of view is also frequent in the United States.
The following table is from Critchley (1970), p. 91.
Author Year Percentage Table No.
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TABLE CONTINUED ON NEXT PAGE

-Goldberg-
^^ Critchley (1970) table continued:
-78-
Author Year Percentage Total No.
of Males in series
Bennet 1938 72 50
Skydsgaard 1942 80 26
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Eames 1944 80 100
Wall in 1949 82 120
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12
1 3
Critchley, "Isolation of the specific dyslexic," in Dyslexia,
Diagnosis and Treatment of Reading Disorders. Keeney and Keeney,
eds., 1968. pp. 18-19.
For example: if the individual is diagnosed as an auditory dyslexic,
experiencing inability to discriminate accurately between vowel sounds
or an inability to discriminate between the distinctive features of
consonants, e.g., whether a stop is voiced or voiceless:
/p/-/b/--/pun/-bun/
/t/-/d/-/tin/-din/
/k/-/g/--/come/-gum
or with voiced and voiceless fricatives: /f/-/v/--/fan/-/van/, and if
we follow the immature cerebral dominance, or maturational lag theory
of dyslexia, then such auditory disabilities should appear in the
individual's other acquired languages along highly parallel lines. If
this is indeed the case, then it lends considerable support for the
maturational lag theory.
This would be a highly optimistic conclusion at present. Unfortunately,
on the basis of the limited data I have been exposed to, I must con-
clude that the maturational lag theory as primary cause of dyslexia
does not hold up. The auditory dyslexic 's failures in distinctive
feature discriminations in one language show no correspondence, no
parallel or identical disabilities in another language. Instead, his
dyslexia may manifest itself as more visual in nature. Such results
tend to indicate the significance of pragmatics, methodology, and
strategies employed in the language acquisition process as well as the
notion that developmental dyslexia is an overall, general, congenital
language disorder that will acquire its characteristics (type, degree,
etc.) as a function of the individual's experience with the language
involved.
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TOWARD DEFINING THE NOTION "EQ'JIVALEN':E"
IN CON'^RASTIVE AfJALYSIS*
^
-- Yamuna Kachru
1.0. This paper has two aims: one, to advocate a view of contrastive analysis
which differs from the current view of this area of linguistic re-
search, and two, to argue that contrastive analysis, in the proposed
sense, is crucial for the successful teaching of a second language. I
shall attempt to achieve these aims by focusing on the causative con-
structions in English and South Asian languages in the context of teach-
ing English in South Asia. But before I proceed to a discussion of the
causative constructions, a few remarks on the current status of con-
trastive analysis may not be out of place.
r
2.0. In the history of contrastive analysis, there have been mainly three V
positions taken by linguists and language teachers. One well-known
view is that contrastive analysis results in a prediction of problem
areas in second/foreign language teaching/learning; therefore, results
of contrastive analysis must be taken into consideration in the prepar-
ation of teaching materials and training of teachers (Lado 1957 and
1966; Di Pietro 1971, among others).^ A second view is that contrastive
analysis has no predictive role, but the results of error analysis
may be explained in terms of contrastive analysis; hence, contrastive
analysis has an explanatory role in language teaching (e.g.. Cat-
ford 1968). A third view is that contrastive analysis fails in accu-
rately predicting all areas of difficulty in a language- learning situ-
ation, and it cannot explain all errors; hence, it has at best a marginal
role in language teaching (e.g., Lee 1968).^ A more recent view relates
contrastive analysis to second language acquisition, and claims that
contrastive analysis as currently viewed has no explanatory role in
describing the phenomenon of second language acquisition (Ritchie 1975)
.
It is well established that contrastive analysis cannot predict accurately
and exhaustively what errors will be made by a language learner. It is
also a fact that all errors are not made because of interference from
the native language system. A better explanation seems to be that cer-
tain kinds of systematic errors are made because of the learner's
attempts at constructing hypotheses about the target language. In the
current literature on second language teaching the word error has almost
become a tabooed word; instead, one talks of the learner's inter-
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language (Seiinker 1972). Nevertheless, the evidence in favor of the
claim that the learner's native language system plays an important
part in his construction of successive hypotheses about the target
language is substantial and hard to ignore. The evidence comes from
notions such as transfer and interference in Psychology, the concepts
of compound versus coordinate bilingualism (Ervin and Osgood 1965:
139-40), and interlingual overgeneralization (Ervin Tripp 1973: 223)
in Psycholinguistics, the dichotomy between overgeneralization and
interference as sources of error in Error Analysis (Richards 1973
and 1974), and the notion that perceptual strategies employed in decod-
ing texts in one's native language lead to difficulty in decoding texts
in the target language in reading (Cowan 1975). Also, it is difficult
to explain the phenomenon of the so-called Third-World varieties of
English without taking into account the interaction of the native
language(s) of the area(s) and English (cf. B. Kachru 1969 for a dis-
cussion of the emergence of the South Asian variety of English and its
formal and semantic properties). On the basis of such evidence, it
is reasonable to assume that both the following play crucial roles
in a learner's successive hypotheses about the target language: the
limited data from the target language he is gradually exposed to,
and his knowledge of his first language. It is also reasonable to
assume that the most plausible way in which this knowledge is used
is in attempting to form hypotheses about equivalences between the
native and the target language systems.^ Of course, this is an
empirical question, and can be resolved by experimentation. Such ex-
perimentation, however, is not possible unless we have a fairly clear
notion of what we mean by equivalence.
In a sense, the concept equivalence is central to contrastive analysis.
Several bases for setting up cross- linguistic eqi'.ivalences have been
discussed in the current literature (Fillmore 1965, Krzeszowski 1971,
and others) and have been found to be equally deficient (Bouton 1975).
This failure to characterize what is meant by equivalence is no
doubt partly due to a lack of a viable linguistic theory. To the
extent that no linguistic theory has yet been successful in character-
izing a universal base for human languages, contrastive analysis cannot
refer to this base to characterize equivalences between languages.! More
seriously, though, contrastive analysis so far has been unwilling
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to face the fact that one-to-one correspondence between languages is
virtually impossible \,o corne by. There are few, if any, congruent
structures (Krzeszowski 1971) between languages. Yet, whatever can
be said in one language caJi be said equally well in any other language.
This means that the picture that emerges is one of asymmetric equival-
ence between languages, i. e. , an utterance of language A may be
equivalent to a number of utterances in language B, or vice-versa.
Such equivalence relationships cannot be characterized in terms of
deep structure relationships of the kind that contrastive analysts
have worked with (e.g., Chomsky 1965 or Fillmore 1968). Perhaps what
is needed is that, instead of waiting for theoretical linguistics to
come up with a more adequate notion of deep structure, contrastive
analysis should push toward a set of universal criteria to character-
ize equivalence. Of course, contrastive analysis to some extent has
to draw upon the theoretical concepts of linguistics to do so. But
it also has to keep in view the equivalence patterns that emerge in
translation between languages. This is the kind of scientific activ-
ity that will make contrastive analysis relevant not only to language
teaching and translation but also to theoretical and developmental
linguistics (Ferguson 1968)
.
l^fhat I am suggesting is this: it has been noted in developmental ling-
uistics that an infant uses meaning as a clue to language rather than
language as a clue to meaning (MacNamara 1972:1). In second- language
acquistion also, "non-verbal clues" (Rubin 1975:46) play a crucial
role. 'It is therefore legitimate to base contrastive studies not on
structures but on meanings. Instead of beginning with a comparison
of grammars, a contrastive study could start with some area of meaning,
and attempt to answer the following question: how is this meaning ex-
pressed in the native and the target languages?"* , First, it is clear
that both the native and the target languages will lexicalize semantic
material differently. Secondly, different syntactic devices (struc-
tures) will be used to express the same meaning in the two languages.
Furthermore, different pragmatic conditions will determine the use
of these lexical and syntactic devices in different contexts. The
following comparison of the causative constructions in English and
South Asian languages attempts to illustrate this in somewhrit greater
detail.

-Y. Kachru- -85-
3.0. Natural languages u^e a number of devices to signal the meaning 'caus-
ation.' Broadly speaking, languages normally express two types of
causation: an event A causing an event B (alternatively, an event B
resulting from an event A), or one (or more) individual (s) X manipu-
lating one (or more) individual (s) Y to perform some action Z. The
constructions that express such causation are known as causative con-
structions in the grammatical literature. For the purposes of this
study, I shall choose examples from two South Asian languages; Hindi-
Urdu and Kannada. ^ These represent the two major language families of
the area.
3.1. The causative construction in English may be characterized as a de-
vice to link propositions, usually a cause proposition (henceforth,
Pc), and an effect proposition (henceforth, Pe) . ^ Consider the
following sentences:
1. Martha screamed loudly, and as a result Sally dropped the pot
of stew.
2. Martha's loud screaming caused Sally to drop the pot of stew.
In Sentence (1), the two propositions are linked with the sentential
conjunction as a result. In (2), Pc is nominalized [Martha's loud
screaming], and has become the subject of the verb caused to which
Pe is subordinated as an infinitival clause.' Compare sentences
(1) and (2) with (3):
3. Martha caused Sally to drop the pot of stew by screaming loudly.
In 0),the agent of Pc (Martha) functions as the subject of the verb
(caused) , and the rest of the Pc functions as a causal adverbial.®
A detailed examination of the causative construction in English re-
veals the following about its semantics. First, English makes a
distinction between incidental versus intended causation. Consider
the following sentences:
4. Mary accidentally caused Sue to drop the dishes.
5. Mary caused Sue to drop the dishes by accidentally dashing into her,
6. *Harry accidentally made Sue drop the dishes.
7. ?Harry made Sue drop the dishes by accidentally dashing into her.
8. *Harry had Sue drop the dishes.
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9. *Harry had Sue d.;op the dishes by accidentally dashing into her.
10. *Sally deliberately caused Mary to do the dishes.
11. Sally deliberately made Mary do the dishes.
12. Sally deliberately had Mary do the dishes.
The above sentences (4-12) make it clear that of the three periphras-
tic causative verbs in English, cause is an incidental causative (hence,
sentences 4 and S are grammatical), whereas make and have are
intended causatives (therefore, sentences 6-9 are not grammatical).
Make and have, furthermore, have dual status. Make is an incidental
causative if the Pe expresses a state or an event, have is an inciden-
tal causative if the Pe expresses a transitory state. Consider (13)
and (14) which exemplify this:
13. Mary made Martha feel good.
14. Harry had Mary in tears.
Second, linked to the notion of incidental vs. intended causation is
the notion of control . Note that in incidental causation, the
agent of Pe retains control, whereas, in intended causation, the agent
of Pc is in control:'
15. Bill accidentally caused John to run.
16. *Bill made Sam deliberately smoke marijuana.
17. *Bill made John drink wine by accidentally offering it to him.
18. *Bill had John wash the car by accidentally driving to John's
garage.
Third, linked with the above notions are the notions of direct vs.
mediated causation. In English, have is a mediated-control causative
verb, make is a direct-control causative verb, whereas cause is a
non-control causative verb. This can be seen from the following
sentences:
19. Bill caused Mary to clean the house herself by falling asleep
on the sofa, (non-control).
20. Bill made Mary clean the house herself by threatening her with
a whip, (mediated control)
.
21. Bill had Mary clean the house herself by sending John over to
threaten her with a whip, (mediated control)
.
3.2. These concepts are relevant for the syntax of the periphrastic
causative predicates. Note the following syntactic consequences:
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Cne, the mediated control causative have allovi/s for a passive embedding,
the others do not:
22. Joe had Sam examined by the doctor.
23. Joe *made/?caused Sam (to be) examined by the doctor.^"
Note that this is a natural consequence of the notion mediated-control.
A mediated control causative needs a mediary agent to control, which
is supplied by the passive agent. Two, the coercive manipulative
verbs of English (e.g., force , order
,
prevent
, etc.) do not
allow stative Pe's.^^ Consider the following:
24. *Harry forced Mary to be healthy.
25. *Joe prevented Sam from being delighted.
The coercive-manipulative verbs of English are direct-control causative
verbs. They require an agent of Pe to control; stative predicates do
not provide such agents. Three, cause , make, and have differ with
respect to manipulation of non-agentive subjects of Pe (which function
as their objects)
.
26. I caused the door to open (slowly). ^^
27. *I made the door open (slowly).
28. *I had the door open (slowly).
Four, make and have require an agentive subject of Pe (which function
as their objects) to manipulate.
29. I caused the meeting to break up.
30. *I made/had the meeting break up.
31. I had the meeting dispersed by the Chairman.
Five, often the subject of the Pc functions as the surface subject of
the causative sentence and the subject of the Pe as its surface object.
It is interesting to see what kinds of subjects and objects are
allowed with the periphrastic causative predicates.*^
Subj . Obj
.
32. cause (wh-s) (wh-NP)
(that-s)
(poss np)
Nom-NP
Nom-NP (abstract) Nom Np (abstract)
Raised agent Raised agent
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33. make
wh-s
that-s —
Poss-NP
Nom-NP
Raised agent Raised agent
34. have
Raised agent Raised agent
The lexical causatives of English (e.g., break, kill, open, etc.)
do not involve manipulation of humans by humans. They do involve
notions such as incidental vs. intended causation, e. g. , compare pairs
such as break -- smash , kill -- murder , cut -- slash , etc.
4.0: Now, I shall contrast this situation with the semantics and syntax
of causatives in the South Asian languages such as Hindi-Urdu and
Kannada. Take the notion of incidental vs. intended causation.
Consider the following sentences (the a sentences are from Hindi-Urdu,
the b sentences from Kannada)
:
35. a. ma a gei jisse bacce xus ho gee
mother came from which children happy became
bacce xus ho gae.
children happy became.
b. taye bandalu emba karanadinda makkalu khusiyadaru.
mother came that reason by children happy became.
Mother came back and as a result the children became happy.
36. a. ma ke a jane se bacce xus ho gee.
mother of coming by children happy became
b. tayi bandiddarinda makkalu khusiyadaru
mother coming therefore children happy became
The children became happy as a result of their mother's coming
(back)
.
Notice that Pc and Pe may either be joined by a sentence conjunction
(a. jisse , b. emba karanadinda ) , or the Pc may be nominalized and
function as a causal adverbial of the Pe. In the above sentence, the
predicate of the Pe is stative. The same holds for active predicates,
too.
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37. a. tumhare besura gane se log bhag gae.
your tuneless singing by people ran away
b. ninna apasvarada hadugarikeyinda jana odihodaru
your tuness singing by people ran away.
People ran away because of your tuneless singing.
Notice that the above sentences do not involve any causative verbs.
The verbs in Pc as well as Pe are non-causal. These are the normal
devices by which incidental causation is expressed in South Asian
languages. Thus, English and South Asian languages differ in lexi-
calization as well as grammatical structure in expressing incidental
causation. Intended causation in South Asian languages is expressed
by causative verbs. Consider the following:
38. a. tumne (besura ga kar) logo ko bhega diya.
you ag. tuneless singing people obj , run + cause + perf.
b. ninu (apasvaradalli hadi) janarannu odisi bitte.
you tunelessnes in singing people ace. make run away.
You made the people run away (by (deliberately) singing tune-
lessly) .
(38) is an example of accusation; it cannot be interpreted as a re-
mark about incidental causation. Notice that there are no periphras-
tic causative verbs in Hindi-Urdu (Kachru 1974); causative verbs are
derived from non-causal verbs by morphological processes, e. g.,
bhagna, "to run," bhagana , "CAUSE to run," There are some coercive-
manipulative verbs such as maj bur kama , "to force," m.ana karna ,
"to forbid," etc., which are not derived from non-causal verbs by
morphological processes. Again, note that intended causation is
expressed in the South Asian languages by very different devices as
compared to English.
The morphological processes in most South Asian languages result in
two levels of causativization, e. g., khana , "to eat," khilana ,
"CAUSE X to eat," khilvana , "CAUSE X to eat THROUGH THE AGENCY OF Y."^"
As is evident from the translation of the Hindi-Urdu forms, the first
level of causativization expresses direct causation, the second,
indirect or mediated causation. The following sentences exemplify
this:
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39. a. raju ne seb khae.
Raju ag. apples ate
b. raju sebannu tindanu,
Raju apples ace. ate.
Raju ate apples.
40. a. laksmi ne raju ko seb khilae
Lakshmi ag. Raju I.O. apples eat + CAUSE, + Perf.
b, laksmi rajuvige sebannu tinnisidalu
Lakshmi Raju apple eat + CAUSE + perf.
Lakshmi CAUSED Raju to eat apples.
41. a. bhanu ne laklmT se raju ko seb khilvae
Bhanu ag. Lakshmi by Raju I.O. apples, eat + CAUSE-
+ perf.
b. bhanuvu laksmiya mulaka raju sebu tinnuvante madidalu
Bhanu Lakshmi 's through Raju apples eat -- thus made
Bhanu had Raju CAUSED to eat apples by Lakshmi.
Notice that as a consequence of morphological process of causativi-
zation in Hindi-Urdu, raising of the agent of the Pc to function as
the agent of the causative verb is obligatory. Also, the agent of the
Pe is raised to become either a mediary agent (marked by s£, "by")
,
or an indirect object (marked by ko, "to") of the causative verbs.
There are thus no possibilities of varieties of surface subjects
and objects in sentences with causative predicates in Hindi-Urdu
(cf. 32-34 in English).
The control principle is not relevant for causativization in South
Asian languages. Most intransitive and transitive verbs are related
through the morphological process of causativization (e, g., Hindi-
Urdu girna
,
"fall;'' girana , "CAUSE fall;" tutna , "break" (intransi-
tive); torna , break" (transitive): khulna , 'open" (intransitive):
kholna
, "open" (transitive), etc.). Most intransitive verbs (process,
event) typically take a non-agentive, inanimate subject, whereas
most transitive verbs t>'pically take an animate subject. Compare:
42. gilas raju se tut gaya
glass Raju by broke
Raju (accidentally) broke the glass.
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43. raju ne pi las to;.; diya.
Raju ag. glass broke
Raju (deliberately) broke the glass.
The second- level causative of transitive verbs implies the agent of
the transitive verb to be in some degree of control, e. g.,
44. a. me ne modhu se (zabardastT) darvaza khulvaya.
I ag. Madhu by forcibly door open + CAUSE- + perf.
b. nanu madhuvininda (balavanta madi) bagilu tegeside.
I Madhu by forcibly door made (it) open
I made Madhu open the door.
45. a. m? ne madhu se (minnat karke) darvaza khulvaya.
I ag. Madhu by by pleading door open + CAUSE- + perf.
b. nanu (kadi-bedi) madhuvininda bagilu tegeside.
I pestering-pleading Madhu by door made (it) open,
I caused Madhu to open the door (by pleading with her)
.
Notice further that all causative verbs in Hindi-Urdu and
Kannada have the semantic property of IF-verbs (Karttunen 1971)
.
That is, in these languages, X CAUSED Y to DO Z implies Y DID Z >
whereas X DID NOT CAUSE Y to DO Z does not imply Y DID NOT DO Z. It
is therefore not possible to demonstrate clearly that the agent of
Pe in fact retains control in sentences such as (44) and (45)
.
There are two pieces of evidence that confirm my claim. One, the
following, is an appropriate sentence in Hindi-Urdu and Kannada:
46. (Boss to Secretary)
a. kal mujhse apnl chutti kl manjuri likhva lena.
tomorrow by me self's leave of acceptance write + CAUSE^ take
b. nale nanna kaili ninna rajada manjuriyannu baresiko.
tomorrow in my hand your leave's sanction ace. get written
CAUSE- me to write a note sanctioning your leave tomorrow.
Notice that the following renderings of (46) in English are all in-
appropriate:
47. Cause ^ 1 to write
Make me {
Have } I write
a note sanctioning your leave
tomorrow. ^ ^
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The second piece of 3vidf r.r.e cones from an exercise in translation
from English into Soui;h Asian languages. Consider the following
English sentence:
48, He taught his wife to speak in Russian deliberately.
This could mean either (49) or (50), but not (51):
.49.. He deliberately taught his wife to speak in Russian.
50. He taught his wife to deliberately speak in Russian.
51. *He made his wife deliberately learn to speak in Russian.
The Hindi-Urdu sentence (52), on the other hand, implies (51):
52. usne epnl patnl ko rusT bolna sikhaya.
He ag. self's wife TO Russian speakleam + CAUSE. + perf.
If the wife did not intend to learn Russian (52) is inappropriate. If
causation is intended, but the effect accidental, this cannot be
expressed by a sentence containing a causative predicate in South
Asian languages I have examined. The notion "agentive subject
of transitive verb" necessarily implies the notion volition
in South Asian languages. Therefore, intended Pc + incidental Pe
is expres-J^ed by two separate clauses linked with sentential conjunc-
tion.
"^ It is obvious from the above that no clear picture emerges of a simple
equivalence pattern between English periphrastic causative and South
Asian morphological causative constructions. Consequently, South
Asian learners of English treat cause
, make , and have as more or less
synonymous. The syntactic constraints are learned eventually, but
the semantic distinctions remain obscure. The same phenomenon can be
observed in English-speaking learners of South Asian languages who
avoid the causative constructions in these languages as long as
possible.
5.0. The semantic facts and their syntactic consequences discussed in this
paper are clearly relevant for establishing equivalences between
English and South Asian languages. To the extent that the semantic
facts are not the same , it is hard to imagine, at this stage, a uni-
versal Base that would provide the necessary criteria for establishing
equivalences of this kind. Notice that semantic notions such as
control have important pragmatic consequences (appropriateness of (46)
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in Hindi-Urdu versus inappropriateness of (47) in English). Notice
also that a semantic notion such as volition may result in a situation
in which optimal equivalence in meaning is in conflict with optimal
equivalence in terms of structure. The conclusion is inescapable that
in order to establish cross-linguistic equivalences, serious research
in the areas of what have come to be knovm as rules of conversation
and pragmatics are as important as deep structures and transformational
rules. ^^ Serious research in this direction, it is to be hoped,
will result in a definition of what is meant by functional equivalence
(Casagrande 1954), which in turn will result in defining translation
equivalence more precisely.
6.0. The implication of this kind of contrastive analysis for the teaching
of English as a second language is clear. Notice that the results
of such comparisons are extremely valuable for building advanced- level
communicative competence in English. Unfortunately, this is the level
that is most neglected in all discussions of the problems of teaching
English, or any other language. Not much research has been done in
areas of even English syntax and semantics, let alone contrastive
work on South Asian and other languages and English which can be used
for preparing texts and other teaching materials. The students are
expected to manage somehow to learn very abstract facts, such as the
facts about the causative constructions in English, on the basis of
mostly haphazardly selected texts they may be exposed to. No wonder
certain extremely important semantic and syntactic facts of English
remain elusive to most South Asian and other learners of English.
For instance, very few South Asian learners of English achieve
competence in noun phrase complement constructions of English.
The task of teaching English at an advanced level in South Asia, and
elsewhere, could be made more exciting, more challenging, and more
rewarding by making the results of the kind of contrastive analysis
discussed in this paper available to those interested in the field.
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NOTES
* An earlier version of this paper, entitled "The semantics and syntax of
the causative construction in English and South Asian languages: impli-
cations for the teaching of English as a second language," was presented
at the TESOL convention in Los Angeles on March 7, 1975. I am grateful to
Mr. S. N, Sridhar for all Kannada examples and discussions about their
syntactic and semantic properties
.
I use second language learning/teaching in this paper to indicate both
second and foreign language learning/teaching.
For a more extremist view, see Ne\vmark and Reibel 1968.
Both of these assumptions can be justified on the basis of the evidence dis-
cussed in literature on second language teaching. For example, the two
common types of errors discussed in the literature (e.g., Richards 1973)
are those which result from overgeneralization and interference . An
example of the first is *Please write down what is his name (Richards 1973),
and an example of the second is *The horse which the king rode it . .
.
(Richards 1974). The first is a common error and is attested in learners
of various language backgrounds; the second is more commonly found in
learners whose languages form relative clauses by inserting a relative
clause marker as well as retaining a pronominal copy of the relativized
noun in the subordinate clause, e.g., Persian, Arabic, etc.
The choice of such areas of meaning is not as difficult as it may at first
appear. Traditional grammars as well as more recent linguistic descript-
ions may be used to select a reasonably well-defined area such as causati-
vization, modification (nominal or verbal), etc.
Both Hindi and Urdu share a common core grammar and lexicon, and as such,
can be hyphenated this way. The major differences between the two show up
in specific registers, e.g., literary criticism, politics, religion,
etc., where Hindi looks to Sanskrit sources for its need for technical
vocabulary, and Urdu to Persian and Arabic sources. This results in two
different phonological sub-systems for the two as well.
The entire discussion of the causative constructions in English is based
upon Givon 1974.
In sentence 2, the subject of the Pe [Sally] is raised and becomes the
object of caused . The rest of the Pe then occurs as an infinitival phrase
[to drop the pot of stew]
.
Raising is the grammatical process by which the subject of a subordinate
clause becomes either the subject or the object of the verb in the main
(or superordinate) clause. Compare the following:
i. It seems that John is sick,
ii. John seems to be sick,
iii. John expects that Bill will win.
iv. John expects Bill to win.
Notice that such raising is governed by the verb of the main clause; expect
is different in this respect from think . Raising seems to be a process
common to many languages, although the specific details and the lists of
verbs that govern the process differ from language to language.
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^ A comparison of sentences (2) and (3) makes it clear that the agent of Pc
(Martha) is raised and mcde t'-e agent of caused, and the agent of Pe
(Sally ) is raised and made the object of caused in (3). The remainder
of the Pc [screaming loudly] functions as a causal adverbial, and the re-
mainder of the Pe [to drop the pot of stew] functions as an infinitival
complement of the verb caused .
^ Since in incidental causation the agent of the Pe retains control, sentence
(15) is grammatical. Sentence (16) is odd because made suggests Bill to
be in control, whereas deliberately suggests Sam to be in control. (17)
and (18) are odd because made and had suggested intended causation which
is contradicted by the adverb accidentally .
^° Sentence (23) with caused has the meaning of incidental causation only; nei-
• ther.- Sam nor the doctor are directly controlled by Joe . Make , being a
direct control causative, does not allow the derived subject of the passive
(original object of the active), in this case, Sam , to be raised to its
object position. Notice that the raising of the agent of the active sent-
ence, in this case, the doctor , results in a grammatical causative sent-
ence : Joe made the doctor examine Sam .
^^ A distinction between stative verbs and verbs of action is relevant for
the grammars of all language. In English, verbs usually express action,
whereas adjectives express state, but in many languages, adjectives and
verbs belong to the same part of speech. Even in English, there are verbs
which are stative and adjectives which are non-stative. The stative
verbs and adjectives do not occur in the progressive form; neither do they
occur in the imperative sentences, e.g., *John is knowing the answer ,
*John is being tall , *Know the answer ! Be tall ! In English, know , exist ,
see , hear , etc., are stative verbs; be silly , be difficult , be tough ,
etc., are non-stative adjectives. Normally, the notion agent refers to
the active subject of an action verb such as g£, play , pick up , etc.
^^ The point being made here on the basis of examples such as 26-28 is true
only of the intransitive verb open in the sense BECOME OPEN. There are
other senses of the verb open , e.g., GIVE ACCESS, as in the rooms open onto
a hall
,
or the sense as in this door opens to the right , to which the
observations made here may or may not apply.
^' Since make is a direct control intended causative verb, its object must be
an agent. Have is a mediated control causative verb; as such, its object
must be an agent, too. Cause is neutral as regards the notions control
and intent ; therefore, it allows a variety of constructions to be its
object. Facts such as these illustrate the relevance of abstract semantic
notions for the surface grammatical patterns in English and other languages.
*'' Some South Asian languages of the Indo-Aryan and Dravidian families have
only one level of morphological causativization, e.g., Bengali, Marathi,
and Kannada. Kannada uses a periphrastic construction to express mediated
causation.
^^ Some speakers of English find the following acceptable in this context:
V. Get me to write a note sanctioning your leave tomorrow.
Since I am not sure about all the relevant properties of get , I am not in
a position to explain this fact at present. Notice, however, that get
seems marginal to causative constructions in English; it is normally used
with either stative Pe's (he got his feet wet ) , or in the sense of per-
suage, or as in (v) above.
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^^ Consider also the following data. In English, the following is stylisti-
cally as well as graniniatically well formed, regardless of the age, sex,
and status of the participants involved:
vii. Do you know my father?
In Thai, there are over a dozen translation equivalents of this English
sentence depending upon the age, sex, and social status of the speaker
and the addressee. For instance, (viii) and (ix) are grammatical, whereas
(x) is not
:
vili. taj-thaw ruucaj^^ phoo khooQ kraphom naj krab?
you know father of I Q. Honorific
[Adult male to adult male in polite style]
.
Ix. khun ruucaj:^ phoo khooQ phom maj krab?
you know father of I Q. Honorific
[Adult male to adult male in colloquial standard].
X. *myy-f7 ruucaj?^ phoo khooo phom maJ krab?
you know father of I Q. Honorific
(x) is ungrammatical because myy" belongs to the vulgar style, whereas
phom belongs to the colloquial style, and the use of myyy and krab in the
same sentence produces incongruity. The equivalences of Thai-English
sentences cannot be explained without taking pragmatics into account.
^' I am referring here to facts such as the following. Consider these pairs
of sentences:
xi. I like to play golf in the rain,
xii. I like playing golf in the rain.
xiii. I continued to work,
xiv. I continued working.
(xii) is factive, (xi) is not; there is no such semantic difference between
(xiii) and (xiv).
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AN ESL STUDEfJT-FEEDBACK FORM:
DEALING WITH DESIGN CONSTRAINTS
Richard Schreck
THIS PAPER attempts to identify and describe areas of technical
limitation and possibility in the construction and use of student-
feedback forms with ESL programs. Stufflebeam' s three criteria for
assessing the merit of evaluation procedures are cited, and, within
the context of these criteria, seven design constraints specific to
ESL programs are suggested. These constraints are utilized to show
that the Course Evaluation Questionnaire (CEQ) administered by the
Measurement and Research Division of the University of Illinois at
Uriiana Champaign (UIUC) is neither technically defensible nor opti-
mally useful when used with the classes of the uiUC's Intensive
English Institute (lEI) . An attempt to overcome these constraints
through simplification and redundancy within a format similar to that
of the CEQ is described, and finally, a forced choice format pres-
ently under development by the lEI is suggested as being capable of
dealing with these constraints.
This paper is, in large part, a progress report on a project undertaken
by the Intensive English Institute, a largely self-contained, full-time
program of intensive instruction in English, co-sponsored by the Division of
English as a Second Language (DESL) , and the Office of Continuing Education
and Public Service, UIUC. The purpose of this project is to examine the
appropriateness of using student- feedback forms with the Institute's classes,
and, potentially, with classes of similar institutions. The final aim of
the project is the construction and evaluation of such a form.
The three criteria suggested by Stufflebeam (1974) for assessing the merit
of evaluation procedures have been adopted as a basis for evaluating the
options to be considered. Stufflebeam' s criteria are: a) technical adequacy,
b) usefulness, and c) cost/effectiveness.
There seems to be little question that we will be able to construct a
variety of instruments which will be technically defensible and low-cost;
the bulk of this paper deals with these two concerns. Usefulness, however,
is a much more difficult question, and involves both thorough analysis of
specific instruments (which do not as yet exist), and the larger question
of the appropriateness of student- feedback forms as measures of instructional
merit. For some time the Instiute has been aware of a desire for student-
feedback from three levels: Institute students who have sought out Insti-
tute personnel with the intention of making their opinions known; Institute
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teachers, who have expressed interest in student-feedback as a check upon
their own performance; and administrators, who are concerned with evalu-
ating the Institute's overall performance.
Student- feedback forms are not the only procedures for acquiring student
-
feedback. While they permit all students to respond anonymously, and
can facilitate convenient summarization of responses, they, of necessity,
structure the responses and, in summarizing, lose the uniqueness of each
student's opinions. These are areas of concern which must be dealt with
by those of us who are involved in evaluating and striving to improve the
quality of ESL instruction. Certainly other sources of evaluation infor-
mation must be tapped as well.
The purpose of the present paper, however, is to examine the technical feasi-
bility of constructing and using such instruments. To the best of my
knowledge, no technically defensible options (in the context of the design
constraints suggested below) now exist for ESL. It is my goal to provide
such options.
THE CONSTRAINTS
The criterion for designating a situation as a "constraint"
was that such a situation should cause the violation of one or
more of the three criteria suggested by Stufflebeam for assessing
the merit of evaluation procedures, namely, as abovementioned,
a) technical adequacy, b) usefulness, and c) cost/effectiveness.
The seven design constraints are:
s
1. Consistently small class sizes.
2. Students' limited abilities in English, which is the language
medium of most existing forms.
3. Students' possible unfamiliarity with certain questionnaire for-
mats.
4. The fact that, where ESL programs are operated by a university,
many of the instructors may be graduate students who will typi-
cally not teach the same course more than once or twice.
5. The fact that ESL classes are skill-oriented.
6. Foreign students' possible reluctance to offer criticism.
7. The varying cultural conceptions of what does and what does
not constitute sound educational policy.
These constraints were used to examine the applicability of the CEQ to the
lEI classes. The CEQ is the student-feedback form presently in use at
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the UIUC. IVhen utilized with most university classes, it is technically
defensible (e.g., see Spencer and Aleamoni, 1969, and Gillmore, 1973), and
can be administered to the Institute's ESL classes at no cost whatever,
beyond the opportunity cost of using one fifty-minute class period, or less,
for each administration.
"Of the various systems developed for student evaluation of course
and instructor, the Illinois Course Evaluation Questionnaire . . .
has perhaps the most extensive reliability and validity data to
support it as well as the most extensive norm base. The CEQ is used
to collect student attitudes toward a course and instructor, and
its purpose is to enable faculty members to collect evaluative
information about their teaching." (Aleamoni, 1973).
When used with the Institute's classes, however, the instrument has been
found to be neither technically defensible nor optimally useful. It is
important for this fact to be established and documented, and especially
so because the availability of the CEQ may make it appear attractive to
university administrators seeking performance data on the Institute's oper-
ation. We have found that this use of CEQ data is inappropriate, and might
produc'e a false picture of the operation of the program involved.
I. The problem of small class size
Typically, the Division's ESL classes seldom have more than ten to
twelve students each; much smaller classes are not at all unusual,
especially in the lEI. At the 1973 meeting of the Consortium on
Intensive English Programs (CIEP) , in Detroit, Ralph Pat
Barrett took a survey of eleven CIEP members regarding class size in
intensive English programs. The results of this survey, which were
distributed to CIEP members, showed the "ideal" class size to be (mean)
10.8 students; the actual average size of classes at participating
institutions was found to be (mean) 12.5 students. The ranges were
8-15 students for "ideal" class sizes, and 8-16 students for actual
class size. Gillmore (1973) found that the reliability of the CEQ
is directly affected by the number of raters (students) in each adminis-
tration. Since the CEQ is intended for use with individual classes, its
use with the small ESL classes can be expected to yield unreliable data.
This would be true even if no other problems were present.
The following table relates class size to reliability correlations.
(Gillmore, 1973, between pages 20 and 21). The correlation of .33,
.21, and .09 on the chart "...essentially represent what the reliability
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of an individual rater would be." Thus, the chart gives "...an idea of
what the reliability for a given item will be within a class of a cer-
tain size." (Ibid., pages 19-20). On the basis of three samples (ad-
ministrations) to regular university students (i.e., typically, native
speakers of English), Gillmore found the highest value to be .33, the
lowest, .09, and the average, about .21. ilbid., page 18). He further
notes that, since "...the stability coefficients for subscales definite-
ly tend to be as high or higher than any of those for the items. . .some-
what more confidence can be lent to the results of subscales than items."
(Ibid. , page 20)
.
The CEQ yields six subscores: general attitude, method, content, inter-
est, instructor (general), and instructor (specific). The interpretive
information accompanying CEQ data suggests 0.70 as the lowest reliabil-
ity correlation to be considered trustworthy. Thus, we could expect
to get unreliable results when administering the CEQ to ESL classes.
Actual administrations of the CEQ to ESL classes have borne this out.
I administered the CEQ to seven ESL 109 (one of the Division's remedial
classes for foreign students in the University, not in the Institute)
students at the end of the fall semester, 1973; the reliability of
two of the six CEQ subscores were below 0.70 (KR 21, already corrected
for length). In the spring of 1974, Dr. Rebecca G. Dixon, Director of
the lEI, UIUC, administered the CEQ to six of her Institute students;
the reliability of four of the six subscores was below 0.70. It
should be noted that these administrations were to actual classes, and
that the class sizes here (seven and six) are not artificially small.
Even subscores with reliability correlations above .70 cannot be re-
garded as dependable, since the subscore data is derived from the
relationship among the students' responses to groups of items. The
following example should illustrate this point:
If items #A and #B (for instance) constitute a single subscore grouping,
and both are stated positively (e.g., in such a way that a "strongly
agree" response indicates approval of the class, teacher, etc.), it is
expected that students will tend either to agree with both, or disagree
with both; if students tend to agree with one and disagree with the other,
the subscore data is not reliable. Although the CEQ analysis is rather
more sophisticated than this, the above represents the basic assumption
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behind the CEQ's subscore reliability figures.
With a class of six students, if one student responds "agree" to
item #A, and "disagree" to item #B, they cancel each other out, and
the final data will include the information that these two students,
representing one-third of the administration sample, responded "relia-
bly." With a regular size university class, the larger number of
students would make it extremely unlikely that one-third of the students
would cancel each other out in this way.
One cannot reasonably expect to review all of the CEQ answer sheets to
allow for this. An administration of the CEQ to the students of the
Institute during the summer of 1974 would have yielded 311 answer
sheets, far too many to examine one by one, rather than submitting
them to the computer.
Thus the problem of small class size makes the use of the CEQ with
these classes inappropriate; this wculd be true even if no other prob-
lems were present. Without the other problems, we could expect the
reliabilities of individual raters to be essentially commensurate with
the figures of .33, .21, and .09 suggested earlier. It can readily be
seen, however, that other problems are indeed present as well, and I
suggest, therefore, that individual ESL raters will typically demonstrate
reliabilities lower than those indicated above.
2. The problem of linguistic abilities
Students enroll in ESL classes to learn English. Theoretically, a
student could begin in these classes with no knowledge of the English
language whatever, although this would be unusual. In any case, it is
not reasonable to expect that significant numbers of ESLstudents will cfemon
strate English usage abilities on a par with those of the educated native
speaker of English. Because the CEQ is designed for use with univer-
sity classes, however, this is precisely the level of English proficien-
cy it requires of those responding to it.
The following is a partial list of words and word groups which would not
be dealt with in a beginning ESL class. The list is from Form 73 of
the CEQ.
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remain viewpoints chore
attentive appreciations routine activity-
synthesize ^monstrated course content
integrate thorough ' overall
summarize subject matter instructional objectives
effectively rather clearly stated
was gained explained comment on
encouraged seemed to particular relevance
development consider thoughtful evaluation
Hypothetically, it might be possible to "teach the CEQ" before using
it. Realistically, it is simply not feasible to teach these lexical
items to beginning ESL students, and furthermore, if only those students
who had mastered these items were given the instrument, we would be
tapping only those students with whom the program had succeeded; thus,
the data would be biased.
An examination of the results of either of the two CEQ administrations
noted earlier reveals discrepancies in responses by individual students
which suggest that either the students are poorly motivated and there-
fore answering randomly, or the students are having trouble connecting
the intended semantic interpretations to the English utterances. In
both administrations, the instructors (Dr. Dixon and myself) were con-
vinced that the students seriously undertook to complete the forms hon-
estly. Hie following are examples of discrepancies noted by Dr. Dixon
when she reviewed the results of her administration.
1. 3 students (50% of those responding):
#3. "I would have preferred another method of
teaching in this course." (AGREE)
#8. "I learn more when other teaching methods
are used. " (STRONGLY DISAGREE)
2. 1 student (17% of those responding):
#18. "It was quite interesting." (STRONGLY AGREE)
#22. "It was quite boring." (STRONGLY AGREE)
3. 1 student (17% of those responding):
#6. "NOT much was gained by taking this
course." (DISAGREE)
#13. It was a very worthwhile course." (DISAGREE)
pr. Dixon notes:
"In a class such as English structure in ESL, there really is
not much ' opportunity to encourage the development of new
viewpoints and appreciations. However, the students marked
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item #7 ("The instructor encouraged the development of
new viewpoints and appreciations."') with two 'STRONGLY
AGREES" and four 'AGREES.' I have no idea what that
A much larger list of discrepancies could be gleaned from either Dr,
Dixon's administration or my own. The implications of this for val-
idity and reliability of the instrument are clear: if the students
cannot understand the questionnaire items, the form cannot be said
to be valid; if the students cannot recognize semantic similarities
among items composing a subscore block, the resulting reliability
correlations are worhtless.
3. The problem of questionnaire format
American college and university students learn to deal with computer
answer sheets as a matter of course; because the CEQ is intended for
use with such students, the format of the instrument probably does not
present significant problems to those using it. For students from
other parts of the world, however, the use of computer answer sheets
can present very real problems. To say that these students must learn
to understand such formats if they are to undertake academic work in
this country, as many of our ESL students plan to do, is not to negate
the fact that they may not have accomplished this at the time of a
given CEQ administration. Almost by definition, students enrolled in
ESL classes, both those of the Division as well as those of the lEI,
will have been in this country only a short time.
Thus, obvious errors such as the following, reported by Dr. Dixon
from her administration of the CEQ noted earlier, should be taken as
potential indicators of a more general problem.
"On the section across the top of the page on item #3, two
students marked "£"; actually, they were continuing the mark of
'other' in item #2. One male marked himself 'female.'"
The usefulness of the CEQ rests on the assumption that those responding
to it will be able to use the format with a minimum amount of diffi-
culty. With ESL students, this assumption is quite simply not justi-
fiable.
4. The problem of purpose
Assuming for the moment that the CEQ were both valid and reliable when
used with ESL classes, it is important to note that the instrument is
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essentially designed to supply feedback to the instructor. This is of
course very much to the point, if the instructor involved is to attempt
to improve the course he or she is teaching, or his or her own classroom
performance generally. The Institute's ESL courses, however, are typi-
cally taught by graduate students who cannot be expected to teach the
same course more than once or twice. For this reason, while it remains
important to supply instructors with student feedback, it must fall
to administrators to make educational improvements from semester to
semester. Thus it would seem reasonable to suggest that a more useful
student- feedback form could be devised, i.e., one which would focus
on information of direct concern to administrators as well as instruc-
tors.
The problem of the purpose of ESL
To repeat: foreign students enroll in ESL classes to learn English.
This fact distinguishes these classes from most UIUC classes, which
attempt to function in such a way that students will learn "about"
a discipline. Because ESL classes are essentially concerned with
skill-building, ESL courses do not "fit the mold" which is assumed by
the CEQ. IVhat is "supposed to" happen in, and because of, an ESL class,
is not just the same as what is "supposed to" happen in, and because of,
a class in American history. I suggest that the CEQ misses a good deal
of what is believed to constitute a "good" ESL class, and that this
fact by itself would offer sufficient grounds for not using the instru-
ment.
While a complete discussion of how ESL "should be" taught would be be-
yond the scope of this paper, it may be helpful to note certain aspects
of how those within the field view, for example, a "good" ESL teacher.
The Florida affiliate of the national TESOL (Teachers of English to
Speakers of Other Languages) organization has suggested thirty object-
ives for teacher competencies which it presents for consideration as
possible criteria for the evaluation of ESL teachers. CLee, 1973). One
aspect of these objectives which occurs repeatedly is the idea that the
teacher should elicit linguistic activity from the students. In fact,
objective #17 specifies 50% of total class-time as the maximum amount
of time to be dominated by the teacher. This is an area which is not
tapped by the CEQ. My point is simply that it is possible to do all
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of the things suggested by the CEQ, and still be a poor ESL teacher.
The problem of offering criticisni
The lEI's ESL classes attract students from many different parts and
cultures of the world. If willingness to criticize one's teachers,
text-books, and classes is affected by the culture from which one comes,
this fact could compromise the usefulness of student -feedback forms.
Jennifer Noesjirwan (1970) administered a questionnaire measuring
various aspects of attitudes to learning to thirty-three Asian
students and thirty-two Australian students at the University of New
South VJales, Sydney. Some sample items were:
"The average lecturer is quite likely to be wrong now
and then."
"A book would not be published if the author said some
wrong things in it."
"Writers of textbooks know more about a subject than any-
one else."
"I am confident that the lecturer always gives correct infor-
mation in lectures."
From the results of the questionnaire, the author concluded that
"It would appear that Asian students at least differ markedly
from Australian university students in that they are more in-
clined to accept an academic authority, and less inclined to
think independently." (page 396).
On the basis of the above, I suggest that a culturally motivated acqui-
escence may compromise CEQ results when that instrument is used with
our ESL classes.
The problem of "what's good"
The notion of what constitutes a "good" teacher is directly related
to the culture from which the student comes. While American students
may place a great deal of emphasis on whether a teacher encourages
independent thought, students from other cultures may not consider this
a positive virtue. IVhether "the instructor seemed to be interested
in students as persons," item #2 on the CEQ, may be seen by foreign
students as simply irrelevant.
"To a large degree, Latin students expect very formal
behavior from professors, even though we are supposed
to be friendly. We are expected at all times to rely
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on memory for our knowledge, and seldom refer to
books during class-tine ... In this country there
are many times when a plain 'I don't know' will
save the day, because it allows teacher and students
to hunt for information together. In most of the
Latin American world, this is still frowned upon...
"Sometimes the informality of North Americans is inter-
preted to mean that we really do not care much about
anything. I have seen Latin American students almost
offended because North American professors sit on the
edge of the desk and probably even smoke while lectur-
ing. Because of their informality, our professors
sometimes give the impression that they are not prepared,
or that they do not know their subject well. We must realize
that certain mannerisms and behaviors that we exhibit may not
be understood in the context in which we think we are ex-
hibiting them. We may actually create misunderstanding
without being aware of it."
(Jaramillo, 1973, page 57)
This is cited to indicate that students from different cultures may
evaluate teachers, materials, and classes in different ways. I
suggest that the following is one aspect of the problem of cultural
diversity.
Our culture helps us to organize the world into meaningful parts.
What the CEQ does, in effect, is to attempt to identify the major
"parts" of good education as seen by 'Aaerican culture, and to
seek student feedback on these points. For a student whose culture
has organized the idea of "good education" into units which do not
"match up" with the CEQ items, the questionnaire may be nothing more
than a study in confusion. Consider, for instance, how an American
would respond to the hypothetical questionnaire item, "The instructor
conducted himself in accordance with Koranic teachings." I suggest
that this item is no more culturally bound than, "The instructor en-
couraged the development of new viewpoints and appreciations," item
#7 on the CEQ. Assuming that the hypothetical American responding to
the hypothetical item were familiar with Koranic teachings, it is by
no means certain whether he or she would consider an "AGREE ' response
to be favorable or unfavorable.
SUmiARY
The purpose of the preceding remarks has been to establish the fact that
the CEQ is inappropriate for use with the UIUC Institute's ESL classes. I
o
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feel that this point is an important one, especially because the easy avail-
ability and prestige of the instrument may make it appear attractive to those
seeking performance data on the program's operations.
I have shown that even if we could expect rater performance commensurate
with that of students enrolled in non-ESL university classes, the size of
our classes would make the results of ESL CEQ administrations unreliable.
Further, I have suggested that with our ESL classes rater performance will
in fact be inferior to the performance of typical American university
students.
IT. WHAT WE ARE TRYING
The Institute is presently engaged in an attempt to construct a student-
feedback form which will meet Stufflebeam' s three criteria of technical
adequacy, usefulness, and cost/effectiveness. To achieve this, a statement
of relevant design constraints, such as the above, is essential, both as a
guide during instrument construction and as a set of criteria for evaluating
the finished instrument. We have added to these two more criteria, namely,
that the instrument should be, 1) usable without najor revisions semester after
senester, and 2) convenient to score and analyze.
The Institute has used a hand-scored form (I-l) dealing with specific aspects
of the program's operations at a given time. The resulting information was
useful, but it did not meet the additional criteria suggested above, nor
was it possible to offer evidence for the validity or reliability of the
instrument. A second instrument (1-2) was constructed during the summer of
1974 and administered twice, once during that summer, and again during
the following semester.
1-2 consisted of two parts. Part I consisted of twelve TRUE-FALSE items,
with items #1, 5, 8, and 10 focusing on the class INSTRUCTOR (S) ; items #2,
4, 7, and 11 focused on the MATERIALS used in the class; and items #3, 6,
9, and 12 dealt with the CLASS in general. These three groups of four items
each comprised three subscores.
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TEACHER(S):
1. The teacher (teachers) helped me to learn English
5. The teacher was (teachers were) very good.
8. I liked the way the teacher (teachers) taught this class.
10. The teacher was (teachers were) not very good.
MATERIALS
:
2. The materials that we used in this class were good.
4. The materials that we used in this class helped me to learn
English.
7. We should have used different materials in this class.
11. I liked the materials that we used in this class.
CLASS:
3. I did not learn much English in this class.
6. I liked this class.
9. This class was better than many other English classes I have
had.
12. This class helped me to learn English.
Part II was mimeographed on the back of a standard TRUE-FALSE computer
response form. The items for Part I were mimeographed on a separate page,
and the responses for Part I were marked on the front of the computer re-
sponse form. Thus the students ansv/ered both Part I and Part II on the
computer form.
Part I was scored by regular University computer facilities, and yielded
the same categories of information as the CEQ provides, with the exception
that we had not provided norms for the instrument. Each student was asked
to tell his age, using the categories "20 or under," "21-30," "31-40," and
"over 40;" and his first language, using the categories:
Arabic Turkish Japanese
Persian Italian Thai
Hebrew Spanish Korean
Russian Portugues OTHER
The students were told in the administration instructions, given orally,
that they should respond to the "first language" question only if they
chose, since this might serve to identify the student. The following re-
marks relate 1-2 to the design constraints suggested earlier.
1. The problem of small class size: the formula used to compute subscore
reliability was the same as that used for the CEQ. The numbers of
classes with 0, 1, 2, and 3 subscores below 0.70 are given below.
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Adininistration 1 .
Number of subscores below 0.70 Number of classes
17
1 7
2 2
3 1
Administration 2.
13
1 5
2 2
3
This is superior to the results we would expect from a parallel CEQ
administration.
2. The problem of linguistic abilities: lexical items and syntactic
constructions which the students could reasonably be expected to be able
to deal with were chosen. This was in large part a subjective judgment
of Dr. Dixon and myself. Both of us were of course familiar with the
students who were to respond to the questionnaire. The items were made
as general as possible, so that all items within a sub-group could
measure nearly the same thing. This intentional redundancy was intended
to minimize the effects of a student's misunderstanding any single item.
1-2 is, at least, far superior to the CEQ in dealing with this problem.
3. The problem of questionnaire format : because of the high opportunity
cost of staff time, computer scoring and analysis seemed necessary.
The TRUE-FALSE format was intended to minimize potential problems, and
this, coupled with the small number of items (twelve) made administration
instructions to each class much easier. The subjective judgment?
of instructors who have administered 1-2 is that we have been successful
in dealing with this constraint: the questionnaire format has presented
no major impediments to the respondents that we have been able to ob-
serve thus far.
4. The problem of purpose : 1-2 gives a ranking of teachers, materials,
and classes. This offers the teachers and administrators an idea of
comparative satisfaction with these general areas. A major drawback
of the instrument, however, is that it is not specific enough to pro-
vide help in improving, for instance, actual instruction.
5. The problem of the purpose of ESL : 1-2, obviously, was designed spe-
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cifically for use with ESL classes. Although it does not specify be-
haviors, such as eliciting linguistic behavior from students, its
intent is to use very general items to leave specific criteria for evalu-
ation up to each student as an individual. Again, this lack of specif-
icity does not give the instructor the information necessary to improve
his or her instructional performance.
6. The problem of offering criticism: The means for both items and sub-
scores tended to be very high. It seems very probable that 1-2 is not
overcoming this constraint to an acceptable extent.
7. Tlte problem of "what's good" : the use of terms such as "like,"
"good," and "learn English" which each student could define independently
appears to be of value in overcoming culturally motivated divergent
notions of "good" and "bad" instruction. I hope that analysis of the
results of 1-2 will permit a more definite statement on this point.
Statistical analysis of the results of 1-2 is now in progress. The above
statements, made in advance of detailed examination of certain aspects of
the data, are incomplete, and should be considered as such. There seems
little queston, however, that the generality of the questionnaire and the
problem of offering criticism are factors which severely limit the useful-
ness of the instrument.
Preliminary work on the construction of 1-3, the successor to 1-2, was
begun before the final administration of the latter instrument. The chief
advantages of 1-3 over 1-2 are greater specificity and the fact that 1-3
will minimize the problem of offering criticism.
1-3 is a forced-choice rating form with items gleaned from, brief essays,
written by Institute students, describing characteristics of "good" amd
"bad" ESL teachers. From these essays, a list of eighty-two statements
descriptive of teachers and classes was prepared. Each of three Institute
classes were then asked to rank each item with a letter: A, (VERY TRUE),
b, (TRUE), c, (IN THE MIDDLE), d, (NOT VERY TRUE), or e, (NOT AT ALL TRUE),
according to the item's applicability to an instructor that the student
either had had in the past, or had at that time. One class (twelve students)
was asked to rank one of the best teachers each student had had, the second
class (nine students) was asked to rank one of the worst teachers each had
had, and the third class (seven students)was asked to rank a teacher who was
"in the middle."

-Schreck- -113-
Values were assigned to the rankings as follows: a=5,b=4, c=3,
d = 2, e = 1. A mean was calculated for each item for each of the three
groups. The three means were averaged to get a new mean score without con-
trolling for differences in size of the three groups. These new means consti-
tuted the "preference index" for each item, an estimate of the willingness
of students to ascribe each item to their teachers. The means for the
"worst" teachers were subtracted from the means for the "best" teachers, for
each item.
The result constituted the "discrimination index" for each item, a measure
of the extent to which each item discriminated between "good" zr.d "poor"
teachers, and the classes associated with these teachers. Items will be
paired in such a way that pairs will have two items of nearly equal prefer-
ence values but widely divergent discrimination values. Tetrads will then be
formed, with one pair with higher preference values and one pair with lower
preference values. Students will be asked to select the one item from
each tetrad which is most like the teacher/class being evaluated, and the
one item which is least like the teacher/class being evaluated. The selec-
tion of items might be scored as follows:
The designation as "most like" of the item with"
high preference, high discrimination: 4 points;
high preference, low discrimination: 3 points;
low preference, low discrimination: 2 points;
low preference, high discrimination: 1 point.
The designation as "least like" of the item with"
high preference, high discrimination: 1 point;
high preference, low discrimination: 2 points;
low preference, low discrimination: 3 points;
low preference, high discrimination: 4 points.
The norm base for assigning values to the items will be expanded until at
least a hundred respondents have contributed, and the respondents have been
drawn from twelve first- language groups, of which at least three, Spanish,
Arabic, and Japanese, will have sufficient representation to make an analysis
of responses by first language feasible. Very probably the instrument will
be constructed so as to yield comparative measures in arf^s such as student
perceptions of: teacher ability, teacher performance, teacher attitude to-
ward the class, and student attitude toward the teacher. It should be
possible to use the results to make evaluative judgments about specific in-
structional behaviors.
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The major focus of this paper has been on the statement of design con-
straints. The description of the Institute's research has been limited,
and offered with the purpose, essentially, of showing that there are
avenues which offer promise. A more detailed statement of results and pro-
cedures should not be long in coming.
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STRUCTURAL DIFFERENCES IN JAPANESE AND ENGLISH
IVHICH AFFECT LEARNING TO READ
Fumie Takayanagi
INTRODUCTION
In this paper I will discuss the structural differences between Japanese
and English, and how these affect the ability of Japanese speakers to learn
to read English. Finally, I will suggest that one dimension which may
have some universal predictive validity for determining problems adult
second language learners may have in learning to read a second language, is
when an Lj surface structure pattern is the exact opposite of an L2 pattern
which performs the same function.
Surfaoe structure and deep structure word order
Perhaps the most fundamental structural difference between these two languages
is the rigid constraint imposed in Japanese, that verbs must appear in the
sentence final position. In English, verbs come before the object or the
complement, if any.
(1)
I ate fish.
Watashi wa Sakana o Tabeta, C-Japanese)
I (Part.) fish (Part.) ate. (Part.) indicates particle.
(Subject)
fish
(Object;
Watashi
(Subject)
Sakana
(Object)
Tabita
As can be seen in (1), English has S (subject), V (verb), (object) order,
while Japanese has SOV order. ^ Regarding this argument, let us look at some
major differences between the two languages. First, Japanese has many post-
positional particles but no prepositional particles, while English has
only prepositions. This characteristic of Japanese is shared by many other
SOV languages. Secondly, Japanese is a left-branching language, while
English is right-branching. And finally, Japanese is characterized by
backward gapping, whereas English only gaps forward. Observe the data in
(2).
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(2)
(a)
(b)
I ate fish and Bill ate Tice.
Watashi wa
I (P)
o Tabeta.
(P) ate.
Sakana
fish
o
(P)
Tabeta
ate
Soshite
and
Bill
Bill
wa Gohan
(P) rice
(a') I ate fish and Bill rice.
(b') Watashi wa Sakana o Bill wa Gohan o Tabeta.
In English, only the first identical verb remains, and the others are deleted,
while in Japanese, only the last remains, and the others are deleted. Later,
I will discuss how this characteristic affects the reading of English texts
by Japanese learners. For the moment I would like to concentrate on one
basic syntactic phenomenon, the fact that Japanese is a left-branching lang-
uage, since, in my opinion, this exerts a considerable influence on Japanese
students' ability to read English.
Simple sentences
Consider the following basic sentences:
(3)
(a) John read the letter.
(b) John wa Tegarai o Yonda
(P) letter (P) read.
The sentence would be described in two ways in Japanese and English,
(4)
N
I
N
John read
NP
Detf
the
N
tter John Yonda
First, consider how Japanese students who have a little knowledge of English
perceive this sentence. What they probably do is change the English word order,
and then apply a word-by-word translation. At the final stage, they delete the
article, put in proper particles, and decode the sentence. On the other hand,
in the case of another SVO language, for example, Spanish, which has the same
deep structure as that of English, what students do is change the English words
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into Spanish proper words. Only one stage is needed in Spanish, and a word-
order changing process is not necessary. This is really a disadvantage for
the Japanese student; if he always has to change the word order for decoding,
he will obviously have more trouble in reading English than SVO language
speakers. In a simple sentence, the trouble is not so serious, but let us
now take a look at complex sentences.
Relative alauses
Earlier, it was stated that Japanese is a left-branching language, while
English is right-branching. This difference is closely related to the for-
mation of relative clauses. Consider (5):
(5)
(a) The students wh: took the- exam yesterday were rejected,
(b) Kinoo Shiken o Uketa Seito wa Damedatta.
Yesterday exam (P) took students (P) rejected.
were rejected
NP ^ VPA I
N V
Seito Damedatta
students (were rejected)
The students took the exam Seito ga Shiken o Uketa
(exam) (took)
Note that Japanese exhibits a left -branching configuration, while the oppo-
site is the case in English. In Japanese, relative clauses precede their
antecedents, while in English they follow them. Japanese also lacks the
relative pronouns found in English. It is unlikely, however, that this
affects the Japanese speakers' efficiency in learning to read English,
though English speakers studying Japanese would have trouble with it. The
important thing is that Japanese students often have to go back to look for
the head noun when they come across a long relative clause. Students who
are used to the Japanese relative construction anticipate the head noun coming
after the modifier clause, and do not pay so much attention to the sentence
initial position of the structure.
Japanese has no phonological, morphological, or syntactic distinctions be-
tween restrictive and non-restrictive relative clauses. Proper names and
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personal pronouns can be freely preceded by restrictive relative clauses.
They are discriminated pragmatically in context.
(6)
(a) Kinben dearu Nihonjin wa Jujikan hataraku.
(b) diligent are Japanese (P) for ten hours work.
This sentence is ambiguous because it could be interpreted in two ways:
(7)
(a) The Japanese, who are diligent, work for ten hours.
(b) The Japanese who are diligent work for ten hours.
The Japanese are not accustomed to distinguishing non-restrictive from
restrictive clauses syntactically, so when a Japanese reads the two English
sentences in (7), he has difficulty in discerning the different meanings.
One more thing which is marked in Japanese relative clauses is the fact that
particles attached to the relativized noun are deleted, together with the
noun, while in English the preposition stays where it is, or before the
relative pronoun.
(8)
(a) The hole out of which a rat came is big.
(b) Nezumi ga Detekita Ana wa Ookii desu.
rat (P) came hole (P) big is.
Note that the word which corresponds to "out of" is deleted in Japanese.
In order to make this fact clear, let us divide the sentence in two:
(9)
(a) Ana wa Ookii desu.
hole (P) big is.
(b) Nezumi ga Ana Kara Detekite.
rat (P) hole out of came.
In sentence (b) , kara . which means out of , has to be in the sentence. But
when ana, hole , is relativized, the particle of the relativized noun should
automatically be deleted. When Japanese students face the sentences which
contain the preposition with the relative pronoun, they often have to stop
and think how the preposition relates to the relative pronoun. This re-
sults in a decrease of reading speed.
So far, I have dealt with the markedness of Japanese with respect to rela-
tive clauses. However, we should pay attention to the universality of
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of relative clauses, too. On this subject, Paul Schachter (1972) has
cogently remarked:
"There are some features which are common in all languages in
terms of relativization. . . In the first place, one may expect some
kind of linking, that is, some kind of explicit marking of the
fact that the clause is syntactically connected to the head noun.
Secondly, one may expect some kind of alternation of the identi-
cal noun, that is, alternation of the noun within the embedded
sentence that is identical with the head noun."
The structural changes are also true of Japanese. We have to distinguish
what English and Japanese have in common from what they do not, and stress
the differences when we teach.
Complex negative sentences
There is another left-branching construction which greatly affects the
reading ability of the Japanese. Consider the following sentences:
(10)
(a) I do not think that he will go to the U. S. A.
neg V^ V'
(b) Kare ga Amerika e Iku to Watashi wa Omowa nai.
he (P) U.S.A. (P) go that I (P) think neg.
he will go to the U.S.A.
Watashi
(I)
Omowa
Kare ga Amerika e iku
(the) (P) U.S.A. (P) go
If we concentrate on the subject, negation, and verbs, English hasan S ,
Neg V^ SS V^ order, while Japanese has an S^ , V^ s\ V^ Neg order. As
we see, negation comes at the end of the sentence with verbs. IVhat often
happens when Japanese • students read this English sentence is that they
miss the negation signal. Because in Japanese negation always comes sentence
finally, they anticipate the negation or affirmation signal in the sentence
final position, and miss the preceding not , in 'T do not think..." Where
English speakers focus on the negation, Japanese students will process a
sentence like this in the following manner: "He will go to U.S.A. I
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think not." This is a very serious problem, since affirmative and negative
are opposite in meaning. When the student has such trouble in reading, he
has to regress and check the main verb in order to find whether it is neg-
ative or affirmative. This results in a decrease of reading speed. The
following is an example of an English complex English sentence which is
difficult for Japanese to decode because the corresponding Li structure is
left-branching.
(11)
(a) Unless we all agree, we cannot start the project.
(b) Minna ga Sansei Shinai Naraba Sono Keikaku o
we all (P) agree Neg. if the project (P)
Haj imeraremasen.
start cannot.
Unless has a negative context and also functions as a conjunction. In
Japanese, conjunctions come after the subordinated sentence. Sentence (11)
is especially difficult because there are two major differences involved.
First, Japanese does not have conjunctions with negative meaning. Secondly,
negation comes at the end along with the conjunction. The same regressive
processing will be employed to find the conjunction and the negation in
order to understand the relationship of the two sentences.
English Jeranese
(a) Sentence 1 and sentence 2 (a-) s\ soshite S^
(b) Unless S\ S^
.
(and)
Cb') s^ nai naraba s'
(neg.) (if)
Note that the position of the conjunction does not change, regardless of
compound or complex sentences in Japanese. Japanese students have more
trouble understanding complex sentences than compound sentences. There
is no difference between compound and complex sentences in the surface struc-
ture of Japanese with respect to conjunctions. To understand the sentence
above, the student must translate S^ first, and then go back to unless .
Unless S^ S^
2 < =^
The most important factor in teaching reading to Japanese students is to
stress the position of English conjunctions and subordinators. The students
must be taught to pay attention to both the semantic content and possible
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positions of these signals.
SUMIURY
The foregoing exanples of structural differences in Japanese and English which
influence learning to read in one or the other language ;juggest that surface
structure patterns play a significant role in learning to read a second
language. It would appear that in reading, the learner sets up certain ex-
pectancies based on the surface structure configurations he is accustomed to
in his native language. This may cause him to miss certain important signals
in the second language which may be positioned elsewhere in the L2 text. The
result of this might be a comprehension error, but more frequently it will only
mean that the reader must reprocess text and hence reduce the efficiency of
his reading. Most of the problems seem to arise when a syntactic process in
Li has a radically different surface structure order in L2. This may therefore
be a parameter for predicting reading difficulties in any two languages, but
only further research can confirm or disconfirm this hypothesis.
This basic difference has been noted by many linguists: Kuno. for example,
remarks: ^ '
"Many of the characteristics of Japanese seem to be attributable,
or at least related, to the fact that Japanese is an SOV language
with the strict constraint that verbs must appear at the end of the
sentence."
**«-***
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PERCEPTUAL AND PRODUCTIVE STP^ATEGIES
AND ERROR ANALYSIS IN
SECOND LANGUAGE ACQUISITION
Jeffrey P. Bright
Using evidence from lack of equivalence of English and
Swahili prepositions and from discrepancies in the assign-
ment of definite or indefinite markers to referents in
Arabic and English, this paper illustrates the need for
consideration of more than matters of simple surface syn-
tax when comparing two languages. In particular, it argues
for the inclusion of situational and cultural contexts in
making such a comparison, as these may strongly influence
the perceptual and productive strategies employed by the
language learner in confronting a second language.
A fair perspective on second language acquisition must involve what
John Schumann called "getting a more global look at the learner."
In his review of second language acquisition research, Schumann
(1975) noted three areas involved in the second language learning
process: (1) initiating factors, such as attitude and motivation;
(2) cognitive processes, such as generalization and inference;
and (3) the linguistic product, including morphemes and questions.
Schumann schematized these three areas as shown in Figure 1. To
the three areas of research sketched by Schumann, two more may be
added: (4) cultural factors, and (5) the role of physical context.
Sociolinguists including Basso (1970), Hymes (1964), and Brown and
Gilman (1960) have investigated cultural factors such as those
suggested above, while researchers such as C. A. Hill (1974, 1975)
have been concerned with the importance of physical context, such
as spatial perception, in language use.
Initiating factors
1
.
Acculturation
2. Attitude and
motivation
3. Ego-permeability
etc.
II
Cognitive processes
1. Generalization
2. Imitation
3
.
Inference -
4. Analogy
etc.
Ill
The linguistic product
1
.
Morphemes
2. Questions
3. Negatives
4. Auxiliaries
etc.
etc.
V
IV
V
Cultural factors Physical context
1. Conversational 1. Inside--outside
rules 2. Time of day
2. Status and role 3. Endocentricity or
3. The meaning of exocentricity of
silence objects
etc.
Figure 1. Second language learning processes
Schumann (1975), and expanded.
after
Various psycholinguistic studies have sought to relate the learning
and behavioral processes and the linguistic structures used by the
learner (II and III in Figure 1). Psychologist Thomas G. Bever is
one of those who has investigated this relationship. Bever (1970),
found that
in both perceptual and productive behavior, children
and adults utilize many systems of behavioral strategies
to short-cut the internal structure implied by the regu-
larities in their behavior. (1970:282)
For perception of language, these behavioral strategies take the form
of expectancies for the linear order of various surface structure
patterns which indicate gi'ainmatical relationships in the sentence.
Cowan (1975) attempted to demonstrate further that in learning to
read a second language, native speaker perceptual strategies can man-
ipulate the surface structure syntactic clues to influence the
second language decoding process.
In this paper, a case will be made for the importance of extra-
lingijiistic factors in language behavior.^ Specifically, it will be
shown how situational context and language-specific pragmatics play
a role in strategies which are employed in learning a second language.
Examples from tiro different language learning contexts will be pre-
sented to suggest the interactions of cultural factors and physical
context, on the one hand, with both learning strategies and lin,guistic
structure, on the other hand.
First, Swahili learners of English as a second language experience
considerable difficulty in using English constructions which con-
tain prepositions. This has been pointed out by Kurtz (1967) and
by Eyamba Bokamba (personal communication) . The difficulty with prepo-
sitions is partly due to interference within English itself, and
partly due to transfer of certain strategies from the native to
the target language, as will be suggested in what follows.
Tv pertinent facts may be noted: first, Swahili has fewer prepo-
sitions (or preposition-type words) than English- -about seven com-
pared to approximately forty. As a result, the semantic fields of
these "prepositions" in Swahiii tend to be broader than those of
the English counterparts (Kurtz, 1967) . (By semantic fields is
meant the set of meanings that can be associated with a given lex-
ical item. More discrete associations per item means a larger seman-
tic field.) Often a single preposition in Si-;ahili may be trans-
lated into several possible English equivalents, as can be seen in
the examples in (1)
.
(1) a. Wa - toto wa - ko
(pi) child (agr) be
"The children are
b. wa - toto vi/a - mo
(pi) child (agr) be
"The children are
c. A - li - kwenda
he (past) go
"Ke went
d. wa - li - kaa
they (past) sit/stay
.
at home."
nyumbe - ni .
house (prep)
nyumba - ni.
house (prep)
"They sat/stayed
Tu - li - toka
we (past) come av/ay
in(side) the house."
to the house."
nyur.ba - ni .
house (prep)
nyumba - ni .
house (prep)
around the house."
nyumba - ni.
house (prep)
'We ;ame out of the house."
It is important to note how in each of the five sentences (l)a through
(l)e, the phrase nyumbani is translated by a different prepo-
sitional phrase in the corresponding English sentence. The locative
suffix -ni
,
if interpreted as a signal of meaning in the surface struc-
ture like the English prepositions, changes ir.eaning according to
the contest. Nytimbani can mean "at the house" (i)a, "inside the
house" (l)b, "to the house" (l)c, etc., according to the rest of
the sentence. It should be acknowledged here that the deep structures
of the Swahili verbs in (l)a, (l)b, and (l)c include the locative
relations. The -ko copula in Cl)a indicates general location, while
the -mo copula specifies insideness.^ The English copula is neutral
in this respect. For Cl)cy the Swahili verb kwenda means "going
tov/ards (something);" the suffix ^Hl seems to be merely a particle.
It should also be cautioned for comparing the structures of two
languages in translations that the grammatical categories do not
apply neatly across languages, especially unrelated languages (Kachru
1975) . Here the concept of "preposition" is not equipotentialiy
applicable to English and Swahili. The examples in (i) with the
locative suffix -ni suggest that -ni might be better analyzed as
a "post
-positional ; ' since it comes after the head noun of the
phrase. 3 However, other locatives (and case markers) in Swahili
are pre-ppsitional. i.e., before the head noun of the phrase.
Despite the terminological and analytical distinctions that can be
made, it can be claimed that English and Swahili "prepositional"
particles are perceived by second language learners as having similar
functions in the surface structures. The examples in (1) show that
r-r.i is used invariably from one sentence to another, contrary to
the English translation equivalents- -the prepositions "at," "to,"
"out of," etc. Like -ni in the examples shown, other prepositions
of Swahili-- locative particles such as kwa , na, and katika- -show
similar ambiguity as single words or in phrases out of context.
Further, Bokamba (personal commimication) has pointed out that
this surface structure ambiguity is not uncommon in other languages
of the Bantu family besides Swahili.
The examples in (2) are provided to show three ways in which poten-
tial ambiguity in Sv/ahili is resolved.
(2) a. A - me - kwenda kwa Ismail.
he (perf) go (prep) Ismail (proper name)
"He has gone to Ismail's (house)."
b. A - me - kwenda kutoka kwa Ismail.
he (perf) go move away from (prep) Ismail.
"He has gone from Ismail's (house)."
c. A - li - kaa kiti - ni .
_
.
he (past) sit/stay chair (prep)
(1) interpretation: "He stayed on the chair."
(2) interpretation: "Ke stayed by the chair."
The verb of sentence (2) a-
-
kwenda- -usually means "going towards,"
as noted above. The locative relationship is specified by and in-
cluded in the verb itself. In (2)b the insertion of a directional
verbal changes the meaning from that in (2) a. The verb kutoka
(infinitive) which means "going out of, moving away from," changes
the meaning of the sentence a^id the prepositional phrase. Further-
more, as in C2)c, the physical context of the utterance or what it
refers to can contribute to a change in meaning. In a more or less
statistically normal context (as in (2)c, interpretation (1)),
the sentence "Alikaa kitini" means "He/she stayed on the chair." But
the same Swahili sentence would also be used for another situation,
as in interpretation (2) , when the person is not on the chair but
by the chair.
The evidence would indicate that the native speakers of Swahili
understand precise meanings of sentences with locative particles
by paying close attention to the verbal and physical contexts of
the utterances (Kurtz > 1967). In order to decode his language
correctly, the Swahili speaker adopts a strategy which involves
noting the situational context as an important clue to meaning. He
cannot affort to rely solely on the fewer, ambiguous prepositions
themselves. This native speaker strategy for Swahili is contrary to
the normal strategy for English, vifhere prepositions can be distinc-
tive indicators of meaning differences by themselves more often than
in Swahili. This feature of English, illustrated by the sentences in
(3), is well-known. The point is that, although both situational
and linguistic contexts are employed to signal meaning in both
English and Swahili, there is more value in relying on the prepositions
in English than in Swahili.
(3) a. John rode with Mary.
b. John rode by Mary.
c. John rode to Mary.
8This, in turn, suggests that for success in the second language,
Swahili learners of English might do well to adopt a new strategy,
namely, that Swahili speakers should expect to get a good deal more
information from the prepositions in English rather than to rely so
much on the context. On the other hand, English learners of Swahili
would do well to adopt a converse strategy for decoding locative
phrases in (especially written) Swahili: namely, to look for more
clues from the situational context in order to resolve potential
ambiguity of locative phrases. English learners of Swahili should
find that the shift in strategy is more effective for the second
language than relying so much on the prepositions, as in English,
would be.
Other strategies similar to those discussed above are employed by
native speakers and second language learners in their encoding or
production. This will be shown in a second example, which involves
Arabic learners of English as a second language.
In a study at the American University in Beirut, Scott and Tucker •
(1974) examined the production errors of Arabic speakers learning
English. Errors with verbs, prepositions, articles, relative
clauses, etc., were classified according to mode (spoken or written),
time, and syntactic features. Interim grammars, mother- tongue
interference, and fossilizations were among the explanations offered
by Scott and Tucker as the sources of the errors.
Mother-tongue interference was noted especially for errors of article
usage. As Scott and Tucker explained,
Arabic marks nouns as definite or indefinite by the presence
or absence of the article. Errors of omission of the in-
definite article are attributable to mother-tongue inter-
ference. (86)
The chart in Figure 2 shows the kind of error involved here. In
English it is ungrammatical to omit the article in indefinite spe-
cific reference, whereas indefinite reference in Arabic is article-
less.
Arabic English
"al-kalb"" definite "the dog
" (0) kalb"" indefinite "a dog"
*
"(ii) dog"
Figure 2. An example of specific reference
in Arabic and English
A complete contrastive analysis of the article and noun reference
systems of the two languages is beyond the scope of this paper. For
the sake of simplicity and brevity, we will assume that the definite
articles—English "the" and Arabic "al-"--are equivalent structures
for the learner. The same correspondaace in the surface structure
is assumed to exist for the indefinite forms--"a/an" and the null
form (0). Figure 3 shows this generalization.
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Linguistic structure
Arabic English
FormAi: al-^ (definite) FormEi: the (definite)
Form A2: (0) (indefinite) Form E2: a/an (indefinite)
Figure 3. A generalization about articles
in English and Arabic.
But the question is whether or not English and Arabic speakers em-
ploy the corresponding articles in the same way. To help answer the
question, let us consider the folloiving.
One usage of articles for which Scott and Tucker (1974) offered
no explanation was the choice of the definite article by the Arabic
students where English speakers would generally not choose' it in
describing a stimulus not previously referred to. As the authors
noted:
because the students were describing pictures, they often
used the definite article referring to something in the
picture though there was no reference [to it] in the para-
graph, (1974:86) [or in the spoken response: JPB]
The use of a definite article without previous reference is illus-
trated in (4) below. Scott and Tucker did not provide examples from
their data, but one may hypothesize that the Arabic speakers said
(or wrote) something like:
. ,
(4) The dog is going into the dog house.
(his)
in response to a hypothetical picture which native speakers of English
11
would describe as in (5)
:
(5) A dog is going into £ dog house.
(his)
The sentence in (4) would, of course, be perfectly acceptable to
English listeners if they knew what the speaker was ti Iking about,
^
This could be accomplished by either previous or concurrent reference.
If the NP was referred to previously in the paragraph or discourse,
then the later reference to it would be properly definite. Con-
current linguistic reference, as in "The dog that John saw yesterday
is going into the dog house I built ," is also a sufficient con-
dition for normal use of the definite article for specific (though
not necessarily for generic) reference in English. In Arabic also,
this previous or concurrent linguistic reference is usually an
occasion for definite article usage.
However, in the case of (4), Arabic speakers seem to assume that
both the speaker/writer and the listener/hearer are familiar with
the objective stimulus--the picture in the example--and that both
interlocutors are aware of its cogent features. The shared nature
of the situation is an occasion for definite, rather than indefinite
reference. This sometimes is the case for native English speakers
also. Situational reference could signal use of the definite article
if the situation is shared by the speaker and listener(s) . Thus,
the article is definite in the utterance, "How did you like the confer-
ence?" if the speaker happened to share that experience with that
hearer. Otherwise, the question would be "l/hat conference?"
But a formal examination task ' like that used by Scott and Tucker
would not generally be an occasion for definite article use by
native English speakers because formal situations, such as an inter-
view or a written test, are more characterized by social distance
than by shared experience factors. Labov C1971a, 1971b) found that
such style shifts correlate with social situations for English speakers
that he interviewed. Normal English usage would be the indefinite
article for initial reference.
Thus , although previous or concurrent reference can occasion definite
article use for both English and Arabic speakers, there is a subtle
difference in how these strategies are used by speakers of each
language. For Arabic speakers, situational reference signals the
use of the definite article more often than in English, that is,
even in social situations which would cancel the effect of shared-
ness in English. This discrepancy of strategies for the use of
articles provides an apt explanation for Scott and Tucker's (1974:86)
reaction to the use of the definite article without previous reference:
as speakers of English, the researchers found the occurrences of "the,"
as in (4), to be "awkward," but counted them as correct usages.
In addition to the foregoing, there is a further difference between
Arabic and English productive strategies for definite and indefinite
13
articles. The definite article, al-, in Arabic can be used not only
when previous reference is situational or linguistic (as seen above)
,
but also merely when the referent is something that the speaker alone
"already has in mind." This fact about Arabic was noted over eighty
years ago in grammars of that language (Socin, 1895). That is, Arabic
can have purely cognitive reference for certain definite article use.^
The previously discussed conditions for the use of the definite article
in Arabic and English are displayed in (6)
(6) Conditions for the use of the definite
article for specific reference
CONDITION
Previous or concurrent
reference
:
Linguistic
Situational
Cognitive (thought)
No reference
Arabic English
DEFINITE
DEFINITE
DEFINITE
DEFINITE
DEFINITE (sometimes)
Indefinite
Indefinite Indefinite
Referring to the chart in (6) , it will be noted that the conditions
for use of the definite article in English are linguistic reference,
situational reference (sometimes), and not "cognitive" reference
(thought). For Arabic, however, linguistic reference, situational
reference (more often than in English) , and mere reference in the mind
of the speaker are each a sufficient condition for using the definite
article morpheme.
14
To summarize this section of the paper, we will return to a consider-
ation of the linguistic structures of Arabic and English definite
articles (as in Figure 2, above) compared with what is proposed to
be the cognitive structure, that is, strategies, for each language for
definiteness and indefiniteness. The linguistic structures for defi-
nite and indefinite reference correspond between the two languages, that
is, there is a single definite morpheme in each language and a single
indefinite morpheme in each language for specific singular reference.
However, the linguistically isolated structures are accompanied by
behavioral regularities--strategies--which indicate when to use the
particular morphemes in question, and which only partially match for
English and Arabic. This discrepancy of strategies is shown in Figure 4.
ARABIC ENGLISH
Linguistic
Structure
Cognitive
Structure
(Proposed)
•Form Ai : al- (definite)
Forfn.A2: (0)
(Indefinite)
Strategy Aj : vise definite
when referent is previ-
ously or concurrently
specified by - -
(A) language, (B) situa-
tion, or (C) thought
Strategy A2 : Use indefin-
ite when referent is not
previously or concurrent-
ly specified by --
(A). (B), or (C)
Form Ej: the (definite)
Form E2 : a/an (indefinite)
Strategy Ei : use definite
when referent is previous-
ly or concurrently speci-
fied by --
(A) language, or
(B) situation
Strategy E2: use
when referent
indefinite
is not
previously or
specified by
(A), or (B)
concurrently
Figure 4. Definiteness and Indefiniteness in Arabic and English
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For example. Strategy Ai allows for the use of the definite article
under a condition that Strategy E^ does not allow for the use of the
,
that is, when the previous or concurrent reference is by thought
alone (condition (C)) . The transfer of native language strategies
which are not the same as those normal for the target language is
most likely (cf. Cowan in this volume) in a situation such as that
illustrated in Figure 4, and will tend to explain some of the errors
observed here for Arabic learners of English as a second language.
In conclusion, then, this paper has attempted to suggest three things
for second language teachers and researchers to consider:
1. Perceptual and productive strategies of second language learners
are based on the situational and contextual regularities of
language use, not only on the regularities of linguistically des-
cribed structure.^
2. Perceptual and productive strategies from the first language can
be a source of interference for the second language learner, and
in a very subtle way. The same cognitive strategies may be
v/eighted differently in the native and the target language in
terms of their importance in decoding and encoding precisely the
same types of structures and information.
3. The comparison of the perceptual and productive strategies of the
native language and the second language may reveal sources of errors
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that are produced by the learner which have not been adequately-
explained before. "^^
.
Of course, many other factors can be sources of errors, such as inter-
lingual strategies of communication, transfer of training, over-general-
ization, etc. (Selinker, 1972; Schumann, 1975). But an error analysis
cannot claim to be complete without accounting for these factors as
well as transfer of native language strategies, and other factors as
yet unexplained.
Finally, it is necessary to consider the pedagogical applicability '
of the notion of transfer of strategies. It has been suggested in
this paper, for example, that Swahili learners of English adopt a new
strategy for decoding in the second language. Although it is unclear
whether such a procedure is a practical classroom technique, this
suggestion can and should be tested by further research. If such a
procedure is found to be valuable for the classroom, teachers might
thereby be aided in helping students focus on otherwise evasive
reasons for difficulties in using the new language.
Further studies concerning the nature, importance, and pedagogical impli-
cations of situational ly influenced strategies are necessary. Research in
this area of second language acquisition will constitute one of the many
stages in the right direction, that is, toward a clearer understanding
of v;hat second language is all about.
^
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FOOTNOTES
^ I am grateful to E. Carol Brownscorafae , Takeo Hagihara, Janet
I. Anderson, and others for helpful criticism and suggestions
on earlier versions of this paper; to Eyamba Bokamba for confirming
and augmenting my data and hypotheses for Swahili; and especially
to Professor J Ronayne Cowan for the original suggestion to in-
vestigate perceptual strategies nearly a year ago, and for his
inestimable aid and concern throughout this project. Final re-
sponsibility for inadequacies in this paper is, of course, solely
my ovm.
2 This distinction is clearly pointed oxit in Braine's Basic Stvuature
of Swahili.3 page 11.
^ Professor Eyamba Bokamba suggested this analysis.
** I wish to thank Dennis Preston for emphasizing this point to me
at the Conference on Second Language Learning and Teaching, held
at SUNY/Oswego, July 16-18, 1976.
^ Other teachers have confirmed that Arab learners of ESL tend to
use the definite article "out of the blue," that is, probably
with this purely cognitive reference.
^ Bever, in his presentation at the SUNY/Oswego Conference,
stressed the importance of discerning perceptual and productive
systems of language rather than any purely linguistic grammar as
the basis for the study of language use.
7 An earlier version of this paper was presented at the 1976 Con-
ference on Second Language Learning and Teaching held at SUNY/Os-
wego, July 16-18, 1976.
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TOWARD CHARACTERIZING PERCEPTUAL STRATEGIES
OF SECOND LANGUAGE LEAPJMERS : A PILOT STUDY
E. Carol Brovmscombe
Although psycholinguists have produced a compelling case
for the existence of perceptual strategies recruited in the
processing of sentences in the native language (Bever:1970)
,
for the most part, there has been little investigation of
the role of perceptual strategies in second language learn-
ing. The purpose of this paper is twofold: it reviews the
work that has been done on second language perception thus
showing the potential areas of research that have not yet
been explored. Secondly, it reports on a pilot study which
begins to characterize interlanguage perceptual strategies
that second language learners employ when reading certain
English structures.
The experiment was in two parts and consisted of two testing
devices- -a true/ false distracter test and an elicited imi-
tation test. The first part was administered to 25 ESL
students at the University of Illinois; the second was admin-
istered individually to 3 subjects: 1 Spanish speaker, 1
Japanese, and 1 Persian. The structures tested were rela-
tive clauses.
The results of the study indicate the degree and nature of
the difficulty that second language learners have when pro-
cessing English relative clauses. By analyzing the errors
made on both the true/ false and the imitation tests, it is
possible to begin characterizing the perceptual strategies
at work. The exact nature of these strategies and their
possible sources are questions which deserve the careful
attention of second language researchers.
INTRODUCTION
A cursory look at this decade's psycholinguistic literature reveals that
a good deal of investigation into the process of sentence perception
has been undertaken. Bever (1970) has presented convincing evidence
for the existence of perceptual strategies deployed in processing
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English syntax; he suggests that the general perceptual principles
are universal, but at the same time, many of the specific strategies
must be based in part on the surface structure of the language in
question.
A similar look at the literature of second language learning gives
evidence that a great deal of theorizing and research has been going
on, but relatively little of that effort has been directed specific-
ally toward a characterization or understanding of a second language
learner's perception (Cowan:1975) , The general purpose of this paper
is to establish the need for research in this area and to report on
a pilot study which has attempted a preliminary exploration into some
of the perceptual strategies of second language readers. "
Before looking at this specific attempt to research second language
or interlanguage perception, it seems appropriate to discuss what
has been done and what needs to be done in the area.
THE NEED FOR RESEARCH IN THE AREA OF SECOND LANGUAGE PERCEPTION
Selinker (1972) in his by now well-known article, "Interlanguage,"
limits his data collection to the learner's production, specifically,
utterances in meaningful performance situations. In a footnote,- Selinker
claims^ that, he is not, on an a priori basis, ruling perceptual- studiBS in
a second language. But, he continues, there are problems with deter-
mining whether a subject perceives or understands an utterance; plus.
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predictions based on interlingual perceptual studies are not testable
in "meaningful performance situations." For obvious reasons, which
Selinker no doubt has in raind in his first objection, perception
is difficult to test. Almost all the data collected from a second
language learner's attempts to use the target language can be studied
and analyzed to reveal something about the learner's interlanguage
productive system. But to test perception, we cannot rely on the
data of the productive system. We must, in part, separate the percep-
tion task from the production task, and we must devise specific tests
which will indicate what and how the interlanguage listener-reader
is perceiving the target language.
Perhaps this difficulty of testing is one of the major reasons why
interlanguage theorists and researchers have not paid more atten-
tion to perception. However, the problem can be solved; formal re-
search testing methods can be devised. It may be more difficult to
find adequate ways of testing perception in "meaningful performance
situations," but it seems that knowledge gained from a careful
formal characterization of perception could be applied to our
understanding of a speaker's meaningful performance.
As the study of interlanguage gains momentum, more and more individual
researchers are realizing the need to describe a learner's inter-
language as a complete linguistic system, and a complete description
cannot ignore the receptive half of that system. The two skills--per-
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ception and production- -are interdependent, but in order to under-
stand the relationship between the two, we must, in part, separate
them and describe each. It is simplistic to test and teach only pro-
duction skills; yet both research and many pedagogical materials are
concerned almost exclusively with the learner's production, assum-
ing that his ability to understand the language will certainly be more
advanced than his ability to produce it.^
One major reason, then, for studying second language perception is to
arrive eventually at a complete description of second language learn-
ing. Tarone (1974) makes an effort to provide a preliminary model
for speech perception in second language acquisition. She bases
most of her conclusions on work done by Naiman (1P74) to measure com-
prehension and production and interprets his results in terms of
Neisser's (1967) two-stage analysis-by-synthesis model which she
modifies slightly by adding two of Bever's (1970) strategies. Tarone's
general conclusion is that the receptive and productive grammars
are not two separate systems but two parts of the same system. I'Jhat
typically makes perception seem to be ahead of production is that
the perceiver has available to him certain non- linguistic strategies
which help him in processing meaning. This idea is potentially very
interesting, but at this point any sort of comprehensive model seems
premature. To describe eventually that complete model of the ideal
second language speaker-hearer is one reason why perception needs
to be studied.
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A second reason is that through a more detailed description of
perception errors or difficulties, we can come closer to an under-
standing of certain production errors. It is self-evident that a
production p^o^lem with a certain phoneme may be directly related to
the way the learner perceives the sound; for example, a typical
problem for Japanese is the confusion of the English /r/ and /I/,
a confusion which is rooted in the fact that Japanese does not dis-
tinguish the sounds, and native Japanese speakers often cannot hear
the difference in English.^ If we could more accurately describe
interlanguage perception, then we would certainly be closer to under-
standing a source of many phonological production problems. It is
also possible that many morphemic and syntactic production problems
may be rooted in a perceptual confusion.
Larson- Freeman (1976) discusses perceptual saliency of morphemes as
a probable factor in explaining what she calls the order of morpheme
acquisition. But she quickly and unfairly dismisses it because, she
says, "perceptual saliency does not account for all the morpheme
ranks." (1976:130). It seems that at this early point in second
language acquisition research, influencing factors should not be
dismissed because they do not provide complete and packaged explana-
tions. It is obviously true that at the level of phonology, morphology,
or syntax, the learner's productive development depends on his in-
take, as opposed to "input" (Corder:1967) , of the language he is
learning, and we can only describe that intake when we have more
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accurate descriptions of his perceptual system.
Two major reasons for studying interlanguage perception are to gain a
better understanding of the total picture of language acquisition and
to see how production and perception are interrelated. A more obvious
and perhaps more immediately useful reason for studying perception is
to discover more about the very important receptive language skills
—
listening and reading. It is generally assumed that the receptive
skills are passive and therefore easier than their active counterparts,
speaking and writing. Yet as has been shown by psycholinguists, models
for sentence perception are not in any real sense passive; the brain is
actively processing language any time comprehension is taking place.
(Fodor, Bever, Garrett : 1974: cha. 6, and Stem:1973).
In at least one way, listening and reading are more difficult than
speaking and writing; with the productive skills the learner has some
control over what he produces, and studies of avoidance (Schachter:1974)
give clear evidence that learners make use of this ability to control.
Yet a learner has no control over what he must take in. And except
in foreign language classrooms where the "artificial" language samples
are controlled, the learner must be prepared to perceive and comprehend
speech or writing which he may never be able or need to produce himself.
A good example of situations where receptive skills must be considerably
more advanced than productive skills is the increasing number of EFL
and ESP situations. A person who wants to learn English only to read
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technical manuals or to listen to technical lectures need not necess-
arily spend a great deal of time and energy learning to speak the
language. A more thorough understanding of second language perceptual
processes could facilitate the teaching and learning of listening and
reading.
By studying perception, then, interlanguage research could contribute
to our general knowledge of second language learning, our better under-
standing of production errors caused by perception difficulties, and our
knowledge of and methods for teaching the receptive skills. To date,
the bit of literature specifically concerned with this area is small,
and what does exist is mainly theoretical as evidenced by the brief re-
view above. The present study is a preliminary attempt at testing
and characterizing a small part of the interlanguage perceptual system.
It is the researcher's hope that in reading about this experiment in
its less than polished form, and with its still inconclusive results,
others interested in interlanguage research may be stimulated to pursue
perceptual studies of their own.
THE PILOT STUDY
Planning Phase
The study focused on interlanguage syntax perception primarily in the
reading skill. At the onset of the planning there seemed to be two
basic ways to approach the general investigatidils first, the experiment
could test claims made by a contrastive analysis hypothesis contrasting
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perceptual strategies of the native and second languages ; or second, "^
the experiment could simply present various structures in the second
language, and test subjects to determine how they comprehended or per-
ceived those structures. In fact, the experiment turned out to involve
a combination of these two approaches.
The contrastive analysis approach is one that has been used by Cowan
(1976), Takayanagi (1975), and Ramsay (1976), in their theoretical
papers which discuss syntactic problems that readers of a particular
native language are likely to have when confronting a specific target
language. Based on personal teaching and learning experiences and on
linguistic knowledge, these studies compare the two systems in question
and attempt to predict and explain certain comprehension difficulties
resulting from an inappropriate transfer of language-specific perceptual
strategies from the native to the targat language. In part, this
experiment was originally designed to test structures which Cowan
(Persians learning English relative clauses) , Takayanagi (Japanese
reading English relative clauses), and Ramsay (Spanish reading English
relative clauses) discuss in their articles. However, because the
plan underwent changes and because the results are not at present con-
clusive, it is not possible to say that the experiment clearly con-
firms or denies their predictions.
The second approach- -here called the preliminary interlanguage approach
for want of a better term--became, as the planning progressed, a more
important basis for the experiment than the contrastive analysis approach.
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And the reason for this was practical. This kind of research on
second language perception is simply very young; being young, there
are few proven precedents. -.So the experiment became of necessity a
test of tests. Reliable testing devices must be established, and
at least a vague knowledge of interlanguage perception needs to be
acquired before useful evidence can be gathered and analyzed. The
specific purpose of this pilot experiment, then, was to establish
testing devices and procedures for collecting data on second language
learaeys* reading comprehension of specific syntactic structures.
It was also hoped that the results of the pilot test would provide
a somewhat more stable base for planning the larger experiment to
follow.
Structures ' • '
The structures chosen were relative clauses in six forms. There
were several reasons for choosing relative clauses, the first being
that Cowan, Takayanagi and Ramsay state that certain aspects of
English relative clauses cause perception or comprehension problems
for Persian, Japanese,and Spanish speakers. In their respective
articles they make predictions which are testable. Secondly, the
English relative clause structure is difficult enough that it
elicits numerous and fairly specific errors, and it was through error
analysis that the study hoped to reveal the nature of incorrect
processing. Finally, in English there are various manifestations
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of the relative stmacture which were
believed might reveal differ-
ent strategies on the part of learners.
The six forms with example sentences were
as follows:
Subject Focus on Object
Dangling Preposition
Wh-deletion
Wh-deletion with
Dangling Preposition
Antecedent Confusion
Relative-question
Confusion
The student talked to the teacher
who said
math was hard.
The child who tos. Smith gave the
baby to
was smiling.
The woman Mrs. Smith saw in
the ^
store was very busy.
The young man Joe went to
college
with graduated last year.
(taking a following noun as the head
noun)
The children who shouted at each
other
surprised the angry men.
(reading the relative word as a wh-
question word)
Srs. Smith asked the small boy
who Tom saw.
a question.
Testing Devices
There were two testing devices- Tne
first, a true/false distracter
test, required that the subjects read a source
sentence containing
one of the six clause structures,
then respond true or false or ?
(I
don't understand) to a statement based on
the source sentence. For
example:
Source
:
Response:
The child Mrs. Smith gave the baby
to was
smiling.
T F ? The baby was smiling.
30
The test was designed to keep the subjects' production at a minimum
so that the results illustrated perceptual difficulties only. The
distracters were constructed so as to elicit specific processing
problems. For example, if the subject circled T in the above example,
this meant he was reading the last noun, "baby" (actually, the object
within the clause), as the subject of the verb to its right, "was
smiling," (actually, the main verb of the sentence)
.
Takayanagi makes a point that seems quite reasonable when she says
that problems of perceiving a structure will not necessarily cause
miscomprehension, but may simply slow the reading- comprehending pro-
cess because students will be forced to reprocess more of what they
read. It also seems likely that second language learners, especially
those enrolled in an English structure class, will, when given ample
time, attempt to recall and apply rules which they are learning in
class. Since the experiment did not intend to measure the subjects'
knowledge of rules, and since drawing conclusions depended on their
making errors, the test made an attempt to reveal their initial,
relatively unmonitored response. For this reason, length of exposure
to the source sentence was timed. Through pretests the limit was
set at 5 seconds. Subjects were given 7 seconds to read and answer
the response and prepare for the next source sentence.
Other controls on the source sentences were: length, vocabulary,
and structure. Each sentence was 11 words long; the vocabulary was
kept simple so as not to be a factor in speed or comprehension; one
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relative structure was tested per sentence, and other structures
were kept simple. There was an attempt to keep the response sen-
tences simple in vocabulary (using basically the same words as the
source sentence) and structure and relatively the same length so .
that errors would be a result of risimderstanding the source sen-
tence, not the response.
The second testing device was a variation on elicited imitation.
Elicited imitation has been used to study dialects by Labov (1969)
and first language acquisition by Ervin-Tripp (1970) and Menyuk (1969)
It has also been studied as a second language testing device by
Naiman (1974)
.
Naiman begins with the fairly commonly held assump-
tion that in order to imitate a sentence that is beyond immediate
memory span, a speaker must be able to comprehend the grammatical
structures present in the sentence and that in order to repeat the
model sentence, the speaker must encode the utterance according to
his own grammatical system. Naiman 's experiment examines elicited imi-
tation as a- research tool for characterizing the differences be-
tween the receptive and productive grammars of native English-speak-
ing children learning French. He concludes, "from the results ob-
tained, it appears that imitation can be used to assess the stage of
acquisition of syntactic structures in the production system of the
second language learners." (p. 24). He also states that imitation
is a useful tool for pointing out the differences between a learner's
comprehension and production grammars (p. 32). But it seems elicited
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imitation could likewise reveal useful information concerning the
perception of language learners, in that they may imitate isicorrectly
because they have understood incorrectly.
Use of elicited imitation in this experiment was based on the
assumption that correct imitation implies accurate perception
(Naiman, p. 3)^ It was also assumed that when the imitation is not
accurate the nature of the production error might, in many cases,
reveal a problem of comprehension or perception. Because the skill
being tested in the experiment was reading, the imitation task was
varied from the standard procedure of listening, then repeating orally.
Half of the items were presented orally and repeated orally, and
half were presented in written form; these the subject read silently,
then the sentences were removed, and the subject repeated orally what
he had read.
Subjects
There were two groups of subjects and two types of tests adminis-
tered. Group A consisted of 25 ESL students attending classes at
the University of Illinois Intensive English Institute, and 3 native
English speakers (instructors at the Institute serving as a control)
.
There were: 9 Spanish speakers, 7 Japanese speakers, 3 Persian
speakers, and 6 others (including Arabic, Thai, and Vietnamese).
The classes ranged from the intermediate to high intermediate level;
class level is determined by entering scores on the TOEFL and the
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University of Illinois English Placement Test.^ These students
took only the true/false reading test. In one sense, the group A
test served as a pretest since it gave a general indication of
which language groups and which levels of competency would have
difficulty with which structures; also, it revealed strengths and
weaknesses of the test and the testing procedure.
Group B consisted of 3 non-native speakers: 1 Japanese, 1 Spanish,
and 1 Persian. The Japanese and the Spanish speakers were enrolled
in an intermediate Institute class but had not been tested previously.
They had lived in the U. S. about 4 months at the test time. They
were in their early twenties, and their entering TOEFL scores
were: Japanese, 314, Spanish, 396. The Persian speaker is a per-
sonal acquaintance and former student of mine. I was interested in
testing him because he has acquired English with a minimum amount
of formal training. He had been in the U. S. and attending a public
high school for about 14 months at the time of the test. He was 16;
his TOEFL score was 410. The Persian speaker was more successful
with the imitation task than the other two subjects, especially with
the oral source sentences. This is probably due to a higher level
of proficiency, particularly verbal proficiency, which results from
his general experience with the language rather than from any specific
training.
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Test Procedure
Group A, the 4 Institute classes, was tested during 3 class periods
(2 of the classes were tested together) . There was a total of 57
items on the test: 6 structures, 3 source senetences per structure
plus 1 extra experimental sentence, and 3 responses per source
sentence. There was a 5 -minute break between items 27 and 28.
Altogether, each test, including instructions and practice items,
took approximately 30 minutes. Source sentences appeared on an
overhead projector screen for 5 seconds, then disappeared. One
response, found on an answer sheet provided for every subject, followed
each source sentence. The source sentences were randomly ordered
So that sentences of the same type did not appear together. It
should be pointed out that each source sentence appeared three
times in the course of the test because the 3 responses for each
source were presented individually; for example, sentence #4
appeared again as #28 and #42. The reasons for separating the re-
sponses were to reduce the memory load and to prevent subjects
from basing their decision on a comparison of responses. I sensed
that the students read the sentences more quickly by the third
presentation; yet the accuracy of their answers did not appear to
improve
.
The 3 individuals of group B received a version of the true/false
test. In their test there were 72 items, subdivided into 3 sets of
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24 each. There was one major alteration in the test, and that in-
volved the items testing the antecedent confusion. This structure
was originally included specifically to test a prediction of Takayanagi
which claims that when Japanese encounter a long relative clause,
they may revert to their native strategy of looking to the right
of the clause for the head noun. When, in the first test, the
sentences were 11 words long, this confusion of antecedent did not
seem to occur; so in the version of the test given to group B,
the source sentences of this type were extended to 16 words, and an
additional 2 seconds was allowed for these. The source sentences
were typed on white index cards; each response appeared on a yellow
index card. All reading was silent; the subjects responded true/false/?
and the experimenter noted the response. The time limits were a
maximum of 5 seconds for each source and 5 seconds for each re-
sponse (except antecedent confusion), though often the subjects
did not require that much time.
Interspersed within the true/false test was the imitation task.
Here the antecedent confusion type was omitted, but 2 other forms
were adde* : object focus clauses and relative-question confusion
in statements (in addition to the relative-question confusion in
questions). Seven forms were tested with 4 sentences per form.
Each source sentence appeared only once. Fourteen of the sentences
were read by the experimenter and repeated by the subject, and
14 were read by the subject, then repeated. Each sentence was 15
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syllables, a length arrived at on the basis of Naiman and pretests,
just longer than that easily stored by short term memory. The
oral task seemed to be difficult, especially for the Japanese and
Spanish speakers who had not had much experience with aural coii5>re-
hension and who were not familiar with the experimenter.
The administration of the test can be outlined as follows:
24 true/false sentences
Break
14 elicited imitation sentences: 7 oral, 7 read
Break
24 true/false sentences
Break
14 elicited imitation sentences: 7 read, 7 oral
Break
24 true/false sentences
Each test session took about one-and-a-half hours. The subjects
were relaxed and cooperative. They felt the tasks were challenging;
yet they did not want to give up, nor did they seem particularly tired
at the end of the sessions.
The major advantage of the test procedure for group B over that of
group A was that the experimenter had direct contact with the
subject throughout the test. Frequently facial expressions or
side comments indicated the subject's confusion or difficulty with
a particular sentence. Partly for the same reason, the imitation
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test offered more interesting data than the true/false test in
that the more the response on the part of the subject, the more evi-
dence was available to the experimenter for interpretation. The
testing methods will be discussed in more detail after the presen-
tation of the results.
_
Results
Because the test on group A was a pretest and because the entire ex-
periment was a pilot study, the data was expected to answer some
fairly basic, general questions. For example: is language pro-
ficiency a factor in performance? Is the native language a factor
in overall success with the task? Is it a factor in the type of
structiire found difficult? These questions can be answered by
looking at the results from group A.
As might be expected, level of proficiency in English is a factor
in test performance. For illustration, compare the scores of two
of the Institute classes as shown in Table 1. The high-intermediate
class performed better on the test than did the intermediate class.
TABLE 1: TOEFL Scores and True/False Scores
for 2 Classes in Group A
Class Mean Entering f-fean Score on
TOEFL Score True/False
Class 1 459 80%
Class 2 378 t ,- 66%
The native language is also a factor in test performance. For ex-
ample, take Class 2. In this class there were 3 Japanese speakers
and 4 Spanish speakers. Their general proficiency was comparable;
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for this reason they were placed in the same class. Interestingly
enough, their structure teacher reported that she had spent a
great deal of time working on relative clauses and that she saw no
marked difference in performance between the Japanese and the Spanish
speakers vdth regard to producing relative clauses. Yet the differ-
ences in their ability to read the structures is obvious from Table 2.
TABLE 2: Percent Error on True/False Test--Class 2
Native Language Percent Error
Japanese 56%
Spanish 19%
This seems to indicate that, even though they may know the rules
equally well, and perhaps even produce the structures equally well,
these Japanese speakers have a much greater difficulty perceiving
relative clauses than these Spanish speakers.
In the group tests (A) and the individual tests (B) , the Japanese
speakers had the most difficulty with the true/false task and the
Persians had the least.
^
TABLE 3: Percent Error on True/False Test
Group A Group B
7 Japanese 39% 1 Japanese 46%
9 Spanish 26% 1 Spanish 35
3 Persian 16% 1 Persian 26
?.
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A final question which we might ask of the data is: does the native
language determine which relative clause structures will be diffi-
cult? Table 4 presents the order of difficulty for each language
group. Notice that while the percent error is not equal, the order
of difficulty for the Japanese and Spanish speakers is essentially
the same. It is interesting to note that the most difficult structure
for the Japanese and Spanish, the wh-deletion with dangling prepo-
sition, was one of the easiest for the Persians. The data for the
Persian speakers did not, however, yield marked differences in the
order of difficulty, perhaps because there were only 3 speakers tested,
and they made relatively few errors.
TABLE 4
Order of Difficulty for Each Language Background
Data based on group A true/false test
Japanese Spanish Pers ian
Structure Error Structure Error Structure Error
Wh-delet. with 61% Wh-delet. with 39% Rel . -question 33%
dangling prep. dangling prep.
Dangling prep. 43% Dangling prep. 30% Dangling prep. 15%
Rel. -question 38% Rel. -question 30% Sub j . focus 15%
Wh-deletion 35% Wh-deletion 21% Antecedent 15%
Subj. focus 25% Subj . focus 19% Wh-deletion 11%
Antecedent 19% Antecedent 17% Wh-delet. with
dangling prep. 11%
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Discussion
Counting the number of errors on the true/false distracter test
can reveal some general information about the subjects' abilities
to read and comprehend certain English structures, as we have seen
from the data presented. But the object of the test is not simply
to determine whether or not subjects can comprehend certain struc-
tures, but to try to determine how they are perceiving the struc-
ture when they miscomprehend it. By applying an analytical error
analysis to the results of these tests, something can be said
about how subjects are inaccurately perceiving the structures. First,
a brief discussion of the relationship of the two testing devices
is in order.
The true/false distracter test was designed to reveal concrete
results; that is, the subjects' production was reduced to a minimum,
and in every case the answer was either correct or incorrect. The
data from this test yielded specific numbers reflecting errors in
each structure. But the test's weakness is that the subject was
given choices of possible ways to perceive the sentence; so in a
sense, the data revealed not how he perceived the structure but
whether or not he perceived it in one or more ways the test made
available to him.
On the other hand, the elicited imitation task did not yield such
clear-cut results, but the subject was making his own choices. By
its very nature, the test tended to resist control. The task was
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one of perception (oral or visual) and production. Memory and con-
centration also played a part. The test was difficult to score.
The scoring system finally decided on was an ad hoc one which divided
the responses into 3 categories:
point Sentence imitation perfect or near perfect
h point The form of the relative clause was correct;
the rest of the sentence was repeated in-
correctly or was deleted
1 point The imitation contained no clause or an
incorrect form of the clause
Using this scoring method. Table 5 shows the percent error of
the 3 individual subjects of group B on both the true/false dis-
tracter test and the elicited imitation test. There is a correla-
tion of the two testing methods for these 3 subjects.
TABLE 5 : Percent Error of Group B
Subject True/False Test Elicited Imitation Test
Japanese 46% 68%
Spanish ' 35% 59%
Persian 26% 30%
At this point it is difficult to say how significant these percen-
tage figures on the elicited imitation tests are due to the small
number of subjects and the experimental nature of the administration
of this pilot test. When the test is repeated, an effort will be
made to control and score the elicited imitation task more objec-
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lively, and the test will be conducted on at least 10 speakers from
each language background.
It is possible to say from the pilot test that the 2 testing devices
reveal different kinds of information about the perceptual process,
and that the testing devices are, therefore, complementary. The
true/false distracter test indicates where a perception error is
occurring, and an analysis of the distracter can lead to specu-
lation about the nature of the error. Then a look at the imitated
sentences for the structure in question can help confirm or deny
the validity of the speculation. By looking at some of the struc-
tures of the pilot test in detail, we can attempt to make some pre-
p
liminary statements about how subjects are misprocessing sentences.
Dangling Preposition . In the true/ false test, the general response
to the dangling preposition when an error was made seems to have
been to forget the preposition and read the noun of the clause
as the subject of the following main verb. For example, this type of
distracter elicited errors:
Source: The child who Mrs. Smith gave the baby to
was smiling.
Response: The baby was smiling.
In the elicited imitation task, the subjects generally did not simplify
to this extent, but it is evident that they had difficulty with the
preposition. In one case, the subject gave up his attempt to imitate
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and simply paraphrased.
Source: The secretary who Mary answers the phone
for can type fast.
Imitation: "The secretary who Ma. . .It means: the
secretary who answers the phone types fast.
Evident here is a simplication to a relative clause structure which
the subject can handle, subject focus. Notice that the problem of
the preposition is solved by simply deleting it.
In another imitated sentence, we see a simplification of dropping
the first NP and changing the function of the preposition from that
of belonging to the relative pronoun to a prepositional phrase.
Source: The student who the teacher took the paper
from is at home.
Imitation: "The teacher who tooks the paper from his
home."
Wh-deletion. IVh-deletion results in a surface structure of two
nouns together. The subjects had a tendency to read the second
noun as an appositive to the first. Two different types of dis-
tracters in the true/ false test lead to this conclusion.
Source: The man Mr. Smith told to leave the room
was imhappy.
Response: The man, Mr, Smith, he told someone to
leave.
.
-
.
It might be argued that in this form subjects would not recognize
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the appositive function of "Mr. Smith," and would indicate the
response true simply because the surface structure looks so much
like that of the source sentence. So several items contained an-
other form of distracter which could also indicate the appositive
function.
Source
:
Response;
A girl Susan knows is taking the bus to
Chicago today.
A girl named Susan is taking the bus to
Chicago today.
Source
;
Response:
The woman Mrs. Smith saw in the store was
very busy.
The woman's name is Mrs. Smith.
An error made in the elicited imitation task seems to confirm this
interpretation.
Source
Imitation:
Mr. Smith is a friend of the man Jim Brown
saw on the bus
.
"Mr. Brown is a friend of Jim who ride
the bus."^
In this case, when the 2 nouns come together, the subject deleted
the first and substituted the second, which is reasonable if he
sees the 2 nouns as referring to the same person.
Wh-deletion with dangling preposition . Because of the strategies
we have observed for understanding wh-deletion and dangling prepo-
sitions, it is not at all surprising that in a sentence where there
45
is both wh-deletion and a dangling preposition, the tendency is to
perceive the second noun as an appositive to the first noun and so
the subject of the sentence; secondly, since there is no relative
word, the tendency to delete the apparently extraneous preposition
is strong.
Source: The young man Joe went to college with gradu-
ated last year.
Response: Joe went to college and graduated last year.
Eighty-six percent of the Japanese subjects said this response was
true; 66% of the Spanish subjects and 33% of the Persian subjects.
A similar simplification and deletion was evident in the imitation
test. Notice in the following sentence that 'Mr. Smith" is made
the subject, then a relative word is inserted and a subject focus
clause formed.
Source: The old woman Mrs. Smith went to the store
for was very sick.
Imitation "The old man Mr. Mr. Smiths who. . .who was
Japanese very sick."
The imitation of this sentence by the Spanish subject is one of the
most interesting responses because it is a clear case of rearrang-
ing the function of lexical items to fit them into a pattern compre-
hensible to the listener. Here "Mr. Smith" is an appositive to the
"old man" and "for" means "because."
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Source: The old woman f4rs . Smith went to the store
for v/as very sick.
Imitation: "The old man Mr. Smith went to the drug
store for he was sick.^°
Conclusion
This discussion has dealt with the most obvious interpretations of
the data for 3 of the 6 structures. Each structure and each item
of each structure can be analyzed for error in this way; of course,
not every error is readily explicable. Even though the data base
for this experiment is relatively small, the amount of speculation
and interpretation the results will support and encourage is
large indeed. We have been to ask the question of what inaccurate
lerceptionof the structures is like, but on the basis of this data,
we cannot yet ask why it is inaccurate.
Some fairly obvious, perhaps simplistic explanations would surface
quickly in response to such a question. For example, the strategy
of simplification, a general principle of interlanguage survival,
may explain why an unfamiliar clause is comprehended as a familiar
one. But much more detailed study and thought is required before
ideas are formulated as to why second language learners perceive
structures the ways they do. It is reasonable to assume that their
interlanguage perception is a combination of their native language
perceptual strategies somehow influenced by their experience with
the target language. The experiment to follow will attempt an investi-
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gation of the presence of certain native language strategies in
,
second language reading.
The pilot study did not intend to show causes of perceptual diffi-
culties; rather, it attempted to begin the investigation into the
way second language learners perceive. The testing devices, while
certainly not perfect, are at least a start. In future tests an
attempt will be made to have more subjects and an equal number of
subjects from each language background and of the same levels of
proficiency. The distracter test will be rewritten to take
advantage of much of what was learned through this pilot test. An
effort will be made to control and establish standards for scoring
the imitation test. in conclusion, the pilot test
has heej worthwhil^H Like second language learners, interlanguage
researchers learn from their successes and from their errors.
FOOTNOTES
It should be noted here that complete separation of perception
and production skills may be impossible and certainly is not
necessary, probably not desirable, for testing a student's pro-
ficiency or achievement, (cf. Oiler: 1972, and Oiler and Hino-
fotis:1976). Throughout this discussion, the notion of testing
perception refers to research testing for the purposes of find-
ing and characterizing perceptual processes of the non-native
speaker.
^ Two types of tests which have been receiving attention recently
are elicited imitation and dictation; both of these are of interest
here because they reveal the interrelationship of perception and
production. Elicited imitation will be examined later in this
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paper. For a discussion of dictation, cf. Oiler and Streiff :1975.
^ It is true, of course, that many pronunciation teachers recognize the
inability to perceive distinctions as one source of phonemic pro-
duction problems, and listening recognition exercises are part
of their teaching procedures.
** However, correct imitation does not necessarily mean that the
perceptual strategies of the second language speaker-hearer are
..
identical to those of the native language speaker-hearer.
^ For the entire group of students, TOEFL scores ranged from 359
to 459,
^ It should be kept in mind that there were only 3 Persian speakers
in group A and 2 of these seemed advanced for their classes.
Very few items were answered with a ? only.
® Because in this paper there will be no attempt to explain why
second langua^ learners process English structures as they do,
I have not broken down this discussion by language background.
^ It is interesting that the Spanish subject who, when he did not
have difficulty imitating the wh-deletion sentences, inserted
the missing wh-word 50% of the time.
^° Females will note the gender switch here by both the Japanese and
the Spanish speakers. It could not have been the fault of the
experimenter because this sentence was read by the subjects.
Since I am not attempting to say wh^ structures are misperceived
as they are, I will refrain from comment here, too!
^^I would like to thank Dr. J R. Cowan and Dr. Lonna Dickerson
for their help in planning this study, and Dr. Wayne Dickerson
for his suggestions on revising the test items. A special thanks
to Dr. John Oiler, presently at Southern Illinois University, for
reading an earlier version of this paper.
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TCKVARD A PSYCHOLOGICAL THEORY OF INTERFERENCE
.
,: IN SECOND LANGUAGE LEARNING
^
J Ronayne Cov;an
This paper proposes two principles for a theory of inter-
lingual interference, the first dealing with cases in which
the learner assumes the equivalence in function of the output
of rules in the first and second language, and the second
with cases in which the properties of rules in the two
languages are antithetical. Evidence is then cited from
comparisons of Hausa and English yes/no questions, Persian
and English modification, German and English word order,
and methods for establishing anaphoric relationships in Hindi
and English to show that these principles will make correct
predictions about the kinds of errors learners will make in
the second language.
During the past decade, the major thrust of psycholinguistic re-
search has been the investigation of how children acquire their na-
tive language. Now it would appear that psycholinguists are gradu-
ally becoming interested in exploring the cognitive processes re-
cruited by adults engaged in learning second languages. The data
relevant to researching this topic are the errors made by the learner
in his attempts at meaningful communication in the second language
(Weinreich 1953, Corder 1967, Selinker 1972). There are numerous
precedents for using this type of data. Speech errors committed
in the native language have provided some of the most useful evi-
dence for formulating hypotheses regarding the nature of the mech-
anisms tmderlying speech production (Lashley 1951, Hockett 1967,
1970, Boomer and Laver 1968, Laver 1969, Mackay 1969, 1970
Nooteboom 1969) , the psychological reality of linguistic rules
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(Fromkin 1971, Steinberg 1973), and the perceptual strategies brought
to bear in the comprehension of linguistically complex structures
(Blumenthal 1967, Bever 1970).
Obviously, no single mechanism can be the source of all speech
errors made by second language learners. At least four major causes
have been recognized: (1) interference from native language, (2) gen-
eral learning strategies similar to those manifested in first language
acquisition, such as overgeneralization of linguistic rules, (3) the
context of the learning situation (cf. Selinker's [1972] 'transfer
of training' errors) , and (4) emotional factors connected with the
pressure of communication, e.g., the 'strategies of communication'
suggested by Selinker. There may also be minor mechanisms at
work, such as h>'percorrection, confusion of cognates, and 'holo-
phrase learning' (cf. Jain 1969).
The second of these major causal mechanisms--general learning stra-
tegies similar to the processes at work in native-language acqui-
sition-- is presently enjoying the greatest amount of attention in
the literature on second language learning. Unfortunately, much of
the evidence cited in support of this mechanism is far from unequiv-
ocal, which raises the disturbing possibility that native-like learn-
ing strategies may be invoked to account for any error which is not
a totally unambiguous example of one of the other processes. This
paper is concerned with the most widely documented source of error
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in adult second language learning: the intrusion of the native
language. The discussion will be confined to the type of interfer-
ence one frequently encounters in the speech of adult language
ledamers: the application of a grammatical relation of the native
language to the morphemes in the second language (cf . Vi/einreich
1953:30). As a first step toward the formulation of a psycholinguistic
theory of interlingual interference, . I will propose two principles
which predict the occurrence of production and perception errors.
The examples used to document the operation of these principles will
demonstrate that the investigation of interlingual interference
offers a means of studying the cognitive processes involved in speech
perception.
Any psycholinguistic theory of interlingual interference which lays
claim to descriptive adequacy must proceed from the assumption that
adult speech is rule-governed behavior, and that these rules are to
some extent reflected in cognition. This being the case, a description
of the process by which the cognitive basis of what is usually re-
ferred to as a linguistic rule in the native language is substituted
for its counterpart in the second language must first specify the
criteria by which the learner establishes a correspondence between
the two rules. The most natural principle, which appears to have
the greatest generality, is shown in (1)
.
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(1) Principle 1:
If the learner views the output of a rule x in the second
language to be functionally equivalent to the output struc-
ture of a rule y in the native language, then rule y^ will
tend to be applied in contexts where the learner deems x
structures appropriate.
I will define functional equivalence as the recognition that the
two utterances are equatable in terms of their illocutionary func-
tion, i.e., that they both negate, question, modify, express a
specific proposition such as existence, predication, etc. , or a
combination of these functions.
To be of any interest, a theory of interlingual interference would
also have to contain principles which predict the likelihood of an
error's occurring once a correspondence has been established. One
such predictive principle is formalized in (2)
.
(2) Principle 2:
When the learner employs Principle 1, the maiximum possi-
bility of errors' occurring exists when the formal proper-
ties of rules x and y are antithetical.
By formal properties, I mean the set of conditions imposed upon
the manner in which a rule operates. In the examples -which follow,
I will demonstrate that these conditions reflect the mental reality
of the rule for the speaker, and that they frequently shape the
strategies he employs for communicating in the second language.
My first example does not involve a violation of a grammatical rule
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in the second language; rather, it is a semantic error which arises
from the incorrect use of a grammatical morpheme. Both English and
Hausa, a Chadic language spoken primarily in Nigeria, but also as
a lingua franca along the coast of West Africa, possess positive
and negative questions of the type shovm in (3)
.
(3) (a) Is your father here? (Positive question)
(b) Isn't your father here? (Negative question)
However, Hausa, like Japanese, Hindi, and other languages, employs
a different set of answers for negative questions than English.^
The alternatives for English and Hausa are shown in (4)
.
(4) English
Q: Isn't your father here?
A. (a) No. (He is not here.)
(b) Yes. (He is, in fact, here.)
Hausa
Q: Babu tsohonka a nan?
Is not father you here?
A: (c) I, babu.
Yes he is not (here)
.
(d) A? a, akwai
•
No, he is (here)
.
Pope (1973) has argued that (3) and (4) provide evidence for two types
56
of question-answering systems. She designates the system in English
a positive-negative system, whereby an answer is negative if it con-
tains sentential negation in the highest clause, and positive if it
does not. Hence, a N£ answer to (3a) and (4a) expresses negative
disagreement and agreement, respectively; and a Yes answer to the
same two questions expresses positive agreement and disagreement,
respectively. In contrast, Hausa is seen as an agreement-disagree-
ment system: an answer agrees if it matches the question with
respect to negativity and disagrees if it does not. Thus, answer
(4c) is an expression of negative agreement, and (4d) expresses
positive disagreement.
Pope's description obscures a basic generalization about yes/no
questions which is apparently true for all languages: that they
request an affirmation or denial of the truth value of the propo-
sition being questioned. As a result, her description fails to
capture the psychological reality of the linguistic structures in
both languages. In fact, the only difference between English yes/no
questions and their Hausa counterparts is that both negative and
positive yes/no in English request an affirmation or denial of a
positive proposition. This condition also holds for Hausa positive
yes/no questions; however, negative yes/no questions request affirm-
ation or denial of a negative proposition. If we let Q_ and Q„
E H
represent positive questions in English and Hausa, respectively, and
let £ stand for proposition, then the formal differences between the
57
two systems can be symbolized as follows: ';:
(5) (a) Qg, -Qg = {p} '
'
(b) % = {p}
(c) -Q^ = {-p}
Since negative questions have the same basic functional range in
both languages, i.e., they are both used to request information,^
native speakers of English set up the equation Q^ = Q^ when learning
Hausa. However, (5) shows that the formal properties of the rules
in each language are diametrically opposed. The result, predictable
from Principle 2, is maximal interference, whereby the learner
employs his native language answers in response to the Hausa ques-
tions. Learners can only correct this error through understanding
the mental image of the Hausa structure. It is not sufficient to
instruct the student to reverse the answers he would normally employ
for the equivalent English structure. He must grasp the notion .
that the negative question in (6a) has the formal properties shown
in C6b).
(6) (a) Wannan ba zabo ba ne? •
that neg. guinea fowl neg. is
'Isn't that a guinea fowl?'
(b) Is it the case [p = that isn't a guinea fowl]?
Among the different types of grammatical interference discussed by
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Weinreich is the application of various native language order re-
lationships to utterances in the second language (Weinreich
1953:37-9). Weinreich presents copious examples of this phenom-
enon without suggesting that it is subject to any regular rule goverance
My hypothesis is that this type of interference is restricted to '
constructions which embody relations which, if not universal, are
extremely common in many languages of the world. Likely candidates
are: .basic sentence word order, relative clauses, head noun modi-
fication, and nominal compounds. I will discuss one from Persian
and English which demonstrates the operation of the aforementioned
principles with nominal compounds.
English and Persian (Farsi) possess similar modification systems,
in that a noun phrase is composed of a head noun and a modifying
adjective--a free morpheme-- immediately adjacent to it. However,
the formal characteristics of the two systems are completely opposite
to one another. The dominant order relationship in English has the
head noun, the element which is modified, preceded by the modifier--
the adjective, although reduced relative clauses do give rise to
participial adjectives which follow the noun. In Persian, the modi-
fying element always follows the modified element, except for a
few notable exceptsions like (7b) . • i
(7) (a) duxtar - e - ziba
girl linker beautiful -
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(7) (b) ziba duxtar (rare)
beautiful girl
This relationship is maintained in nominal compounds, regardless of
whether they are formed with adjectives (8a-c) or nouns (8d)
.
(8) (a) gaerdan koluft 'a powerful person'
neck fat
(b) xund Eserd 'cool, indifferent (person)'
blood cold
(c) seksm gonde 'fat-bellied (person)'
stomach round
(d) baeSce nane 'momma's boy'
child nanny
Principle 1 correctly predicts that Persians will apply their rule
for modification to English nominal compounds. And, indeed, one of
the most common and persistent errors made by Persians learning
English is the reversal (predicted by Principle 2) of the order
of the two elements which make up the English compound noim, there-
by producing errors like *belly pot for pot belly , and *hot bottle
water for hot water bottle .
In Cowan (1976) , I cited examples of perception errors which are
both predicted and accounted for by Principles (1) and (2). The
first of these had to do with reading comprehension errors which
occur when native speakers of English apply an SVO interpretation to
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an initial Noun- Verb-Noun sequence in learning to read German. Be-
cause German frequently employs an antithetical order, OVS, for
this surface structure pattern, incorrect interpretations which in-
volve switching the subject and object can occur if grammatical
clues such as case and subject-verb agreement are neutralized, ^^y
second example illustrated how reading confusion can occur when
the language learner relies on a native- language strategy embodied
by one syntactic process (pronominal izat ion) which is opposed by
an antithetical process (deletion) in the second language. Native
speakers of English come to rely on pronominal signals to establish
basic anaphoric relationships that enable them to read with compre-
hension. Hindi, however, establishes these same anaphoric re-
lationships by deleting the very pronominal signals which are so
crucial for the English reader. The predictable confusion is
easily accounted for by Principles (1) and (2) . It is interesting
to note that production errors made by English speakers learning
Hindi also testify to the importance of this opposition in syn-
tactic processes. Learners frequently insert subject pronouns
where the native speaker omits them, thereby producing an overly
formal style of spoken Hindi.
In this paper I have presented evidence that production and per-
ception errors made by adult second language learners reveal a
good deal about the perceptual strategies deployed in the native
language, and hence have relevance for the development of a model
of speech perception.
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In some cases, the cognitive characterization of the structures
in the native and the second language is elucidated by the error.
In the English-Hausa interference case, for example, the reorienta-
tion the native speaker must undertake in order to formulate correct
response to Hausa negative questions involves segmenting the sur-
face structure into units which correspond to the internal
meaning-bearing representation of the utterance- -the closest thing
imaginable to the deep structure of Hausa negative questions.
The principles I have proposed are obviously not intended to account
for all interference errors. They are offered as an extremely
tentative attempt at formulating empirically testable hypotheses
which may be used to develop an explanatory theory of second lang-
uage acquisition. My assiimption is that the postulation of such
hypotheses and their testing is congruent with what Bever (1970)
has stated must be one of the central tasks of psycholinguistics
:
to investigate how the mechanisms of perception and cognition which
underlie various aspects of language become integrated into communi-
cative behavior.
*********
FOOWOTES
1 This is a revised version of a paper presented at the Con-
ference of Second Language Learning and Teaching held in con-
junction with the Linguistic Society of America Summer Insti-
tute, July 1976. I am grateful to Yamuna Kachru for her
. comments on this and the earlier version.
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For material on yes/no questions in Japanese, see Pope 1973;
for Hindi, see Bhatia 1974.
^ Since this discussion is confined to the most common use of
negative questions--requesting information— I am purposely ignor-
ing their less frequent functions, such as expressing annoyance
or disagreement, e.g., 'Aren't you ashamed of yourself?' = 'You
really ought to be ashamed of yourself!', or statements of dis-
belief, e.g., 'Didn't someone call last night?' = 'Oh, come on!
Admit that someone called last night!' When used in these
restricted capacitifis, English negative questions have distinctly
different intonation contours. In fairness to Pope, I should
note, however, that these usages play an important role in her
description, which is based on the presuppositions implied in
each case (cf. Pope 1973:486).
*****iiit**
REFERENCES
Bever, T. G. , 1970. The cognitive basis of linguistic structures.
In Hays, ed., 379-262.
Bhatia, Tej K. , 1974. The coexisting answering systems and the role
of presuppositions, implications, and expectations in Hindi
simple yes/no questions. In Papers from the tenth regional
meeting of the Chicago Linguistic Society, 47-61. Chicago:
University of Chicago.
Blumenthal, A. L., 1967. Prompted recall of sentences. (Journal
of verbal learning and verbal behavior 6.203-6.
Boomer, D. S., and J. D. M. Laver., 1968. Slips of the tongue.
British journal of disorders of conmuniaation 3.1-2.
Corder, S. P., 1967. The significance of the learner's errors.
International review of applied linguistics 5.161-70.
Cowin, J R., 1976. Reading, perceptual strategies, and contras-
tive analysis. Language Learning 26(1) .95-109.
Fromkin, V. A., 1971. The nonanomalous nature of anomalous utter-
ances. Language 47:27-52.
Hayys, John R. , ed. , 1970. Cognition and the development of language.
New York: Wiley.
63
Hockett, Charles F. , 1967. IVhere the tongue slips, there slip I.
Ir To honor Roman Jakobaon^ 2.910-36. Janua linguarum,
series major 32. The Hague: Mouton and Company.
Jain, M. , 1969. Error analysis of an Indian English corpus. Ms.,
University of Edinburgh.
Jeffries, L. H., ed., 1951. Cerebral mechanisms in behavior.
New Ycrk: Wiley?
Lashley, K. S., 1951. The problem of serial order in behavior.
In Jeffries, ed., 112-36.
Laver, John, 1969. The detecting and correction of slips of the
tongue, fis.
Mackay, D. G. , 1970. Spoonerisms: the anatomy of errors in the
serial order of speech. Neuropsychologia,
Nooteboom, S. G. , 1969. The tongue slips into patterns. Ir
Sciarone, et al., eds., 114-32.
Pope, Emily. 1973. Question-answering systems. In Papers from
the ninth regional rreeting of the Chicago Linguistic Society
y
482-92. Chicago: University of Chicago.
Sciarone, A. G. , et al., eds., 1969. Nomen: Leyden studies in
linguistics and phonetics. The Hague: Mouton and Company.
Selinker, L. , 1972. Interlanguage. International review of applied
linguistics 10 (3). 219-31.
Steinberg, D. P., 1973. Phonology, reading, and Chomsky-Halle's
optimal orthography. Journal of psyoholinguistic research
2 (3). 239-58.
Weinreich, Uriel, 1953. Languages in contact. New York: Publi-
cation of the Linguistic Circle of Neiv York.

TESL Studies
Volume 2. 1977
IInTERLANGUAGE PHONOLOGY:
CURRENT RESEARCH MD FUTURE DIRECTIONS
^
Lonna J. Dickerson and Wayne B. Dickerson
This paper reports on a study of the phonological component
of an interlanguage grammar. There are two major purposes of
this study. The first purpose is to answer some specific
questions concerning the process of acquiring a second lan-
guage phonology. The English pronunciation of the individual
language learner and the group of learners under study is
found to be highly patterned both synchronically and dia-
chronically. This finding points to an interlanguage sys-
tem consisting of variable rules. The second purpose of
this study is to identify some directions for future re-
search. Suggestions concern refining the phonology learn-
ing model, identifying language learning universals, and
determining the relationship between learning and teach-
ing-
Current interest in second language acquisition is flourishing under
the rubrics of interlanguage research and error analysis. The large
number of recent publications and conferences dealing with this area
testify to the upsurge of concern. To date, the focus of attention
has been largely on morphology and syntax. By contrast, this paper
deals with an aspect of second language acquisition in which little
interlanguage research has been done: interlanguage phonology.
The first part of this paper describes our current research with
Japanese speakers who are learning English pronunciation. This dis-
cussion addresses itself to the acquisition behavior of both the
individual language learner and the community of language learners.
The second part of the paper raises questions which suggest specific
issues for further investigation.^
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CURRENT INTERLVNGUAGE RESEARCH
The purpose of our study wais to discover more about the process used
by language learners to acquire a second language phonology. Spe-
cifically, the following three questions were posed, each dealing
with a different aspect of the process involved in phonology
learning.
1. When attempting to produce English sentences, is the individual
learner's pronunciation systematic in any way? Or, does his pro-
nunciation consist of random approximations of the English
sounds? This is a synchronic question related to the individual
learner's behavior at one point in time.
2. Does the learner's pronunciation change over time? And if it
does change, does the change occur in any patterned way? Or,
is the change essentially random in nature? This is a dia-
chronic question related to the individual learner's behavior
over a period of time.
3. Is there anything that language learners from a single language
background have in common? More specifically, do different
learners from the same language background exhibit similar
patterns in their acquisition of English phonology? This is
both a synchronic and a diachronic question which deals not
with the individual learner, but with a community of learners.
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The native Japanese speakers used for this research were all young
adults who had studied English for six to twelve years in Japan
before coining to the United States to study English at the Univer-
sity of Illinois. Each of the ten subjects was tested three times
over the nine-month period. Using a three-part test (free speech,
reading of dialogues, reading of word lists), over 22,000 segments
of tape-recorded data were gathered for detailed analysis.
Although the total research project covered a number of English
consonants, for this paper we will focus on only one well-known
learning problem for Japanese speakers--the English consonant tri
.
We will consider the above three questions by observing how learners
articulate /r/ in words containing this segment. In the following
discussion, we ivill refer to the set of /r/ words in English as the
/r/ word class .
A Synchronic View of the Learner
The first question above asks whether there is any patterning in
the individual subject's articulation of the target sound at any
one point in time. Teachers of English as a second language have
frequently noted the difficulty their Japanese students have in
pronouncing the English /r/. Sometimes their students produce the
sound correctly, sometimes they do not. This often leads teachers
to conclude that the student's production is erratic and imsystematic.
To answer the first question which deals synchronically
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with the individual language learner, let us look at the data for
one Japanese subject.
IVhether speaking or reading, the learner did not consistently pro-
duce only one particular sovind intended to represent the English
/r/. Rather, on any one occasion, he usually produced more than one
sound f«r the target. In short, his pronunciation is variable , and
we can call each of the different sounds, including the target
sound, a variant . The Japanese subject in question used the vari-
ants listed in Figure 1 when he pronounced the words in the English
/r/ word class
.
[q] voiced nonretroflexed flap
[1] voiced lateral flap
[1] voiced lateral .
V
[r] voiced retroflexed flap
[r] voiced retroflexed semiconsonant'*
Figure 1. Variants Used for English /r/
This lists indicates that the learner's production is variable; it
does not;, however, answer the first question—whether or not his
variability is systematic.
Is there a pattern in the learner's phonetic variability? The
answer to this question is an emphatic. Yes. Specific variants are
likely to be responsive to different styles. To illustrate
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the relationship between variants and environments, Figure 2 dis-
plays variability at one test time in three environments: Cl)/r/
before high vowels, (2) /r/ before mid vowels, and (3) /r/ before
low vowels. The display shows that vowel height affects the selec-
tion and frequency of variants. (The frequency of occurrence of
each variant is indicated by the height of the bars.) Consider the
flapped variants. Words like read and rule are more likely to be
u V V
pronounced with the flapped variants » [d] , [1], and [r] , than are
words like rain and wrote , which are flapped more often than words
like rat and rock . As for the nonflapped [r] , the frequency of
this target variant bears an inverse relationship to the frequency
of flapped variants. This relationship is apparent in the graph
of Figure 3 which reorganizes the data of Figure 2.
HI before
high vowels
/r/ before
mid vowels
/r/ before
low vowels
100
50
Tr STlJ'raTlFr
Figure 2. Percentages of Specific Variants in Three Environ-
ments for One Subject at One Test Time
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100
50
nonflapped [r]
flapped variants
High
Vowels
Figure 3.
Vowols
Low
Vowels
Relationship of Flapped and Unflapped
Variants in Three Environments
Figures 2 and 3 show that there is patterning in the use of variants.
In this case, the pattern is governed by linguistic factors--the
characteristics of the phonetic environment of /r/. In the
performance of the individual, the environments are clearly
ordered. But the use of variants is also governed by nonlinguistic
factors. .^We find that variants pattern according to verbal task
or style. In the performance of the individual, styles are also
clearly ordered.
To see this pattern clearly, graphs of the kind shovm in Figure 2
are converted into index scores, where 100 means that only [r] is
used in a particular environment. In Figure 4, two environments
are involved: (1) /r/ after a consonant and before a mid vowel, and
(2) /r/ after a consonant and before a high vowel. As observed in
Figure 2, there is more target-like production before mid vowels than
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before high vowels. In Figure 4, we see the same effect of vowels
as before: /r/ before raid vowels is more often rendered as [r]
than before high vowels.
In addition, the styles are ordered. In each environment, free
speaking shows the least use of [r] while word list reading shows
the greatest use of [r] . Dialogue reading lies between the two
styles for each environment.
Index
Scores
100
75
50
25
Free
Speech
Figure 4,
Dialogue
Reading
Word List
Reading
C/r/Mid Vowel
C/r/High Vowel
Style Stratification for Two Environments
of Ixl
We can now return to the first question: Is the learner's pronunci-
ation of a second language target systematic or random? Clearly,
when we look at one individual, at one point in time, we find a high
degree of patterning. The patterning appears (1) in the behavior
of variants in different environments. The result is that environ-
ments exhibit a set order. The patterning also appears (2) in
the behavior of variants in different styles. The result is that
styles exhibit a set order.
71 .
A Diachronic Viev; of the Learner .
=..'l . :
An examination of the individual language learner's performance at
any one point in time does not reveal all the patterning of /r/ in
the system. The second question, the diachronic question, deals
,
again with the individual language learner, but looks at his per-
formance over a period of time.
Figure 5 illustrates the effect of time on the order of environments.
Style, in this case dialogue reading, is held constant. The same
two environments in Figure 4 are observed at three times, at the
beginning, the middle, and the end of the nine-month study. VJhat
we see is that the variants are changing in each of the environments,
thus creating a change in index scores. The changing envirojunenfs
,
however, maintain the same relative position over time: the environ-
ment which is the most advanced at the beginning of the study
is the most advanced at the end.
Index
Scores
100
75
50
25
Tl
c/r/Mid Vowel
C/r/High Vowel
T2 T3
Figure 5. Two Environments of /r/ Over Time
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There is evidence of progress in Figure 5. However, progress is
not made in terms of great jumps. At each time, the nontarget
variants, [3], [1], [1], and [r] , continue to be used. Instead of
jumps, progress is slow. It consists of the learner gradually
changing the frequencies of the nontarget variants; more and more
[r] and less and less [r]
, [1], [1], and [5] over the nine-month
period.
In short, the answer to the second question is: Yes, the individual
language learner's pronunciation does change over time and this
change is systematic in nature. We see regularity in (1) the use
of variants within an environment from one time to the next. The
result is the upward slope of lines representing changing proportions
of words spoken with particular variants, '.ve also see regularity
in (2) the order of environments across time. Tne result is that,
although changes are occurring in both environments, the environments
continue in their same relative positions.
A Synchronic and Diachronic View of the Community of Learners
To this point, we have examined the synchronic and diachronic
production of the individual. But there is even greater regularity
when we look beyond the individual to the group of learners from
the same language background. We move now to the third question
which addresses itself to the synchronic and diachronic patterning
of acquisition behavior within the community of learners, in this case,
Japanese learners of English.
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First, let us consider the sjmchronic aspect of the question. All
ten subjects in this study used the same set of variants, thus indi-
cating consistency from learner to learner. The patterning, however,
goes beyond the selection of variants used in the English /r/
word class. As described above, the individual language learner em-
ployed an ordered set of environments. Again with the group of
learners, there was an identical definition and ordering of environ-
ments. The environments which were the most difficult for any one
subject were the most difficult for all subjects, and the environ-
ments which were the least difficult for any one subject were the
least difficult for all. Furthermore, at any one time, all learners
ranked the three styles in the same way.
Second, let us consider the diachronic aspect of the question. All
learners made progress over time in the same way, namely, by shift-
ing the proportions of words using specific variants, as described
above. Furthermore, the order of environments was preserved through-
out the study by all subjects.
The synchronic and diachronic similar-^ties among learners from the
same language background do not imply that all learners were identi-
cal in their language learning progress. While the mechanism of
learning was identical for all, individuals differed in the way they
used the mechanism. Differences among learners were of two types.
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First, there were differences in starting point; learners were at
different levels of proficiency at Test Time 1. That is, the pro-
portion of different variants in the /r/ word class differed from
subject to subject. Second, there were differences in the rate of
progress. That is, some learners moved farther toward the target
by the end of the nine-month study than did others.
The answer to the third question, then, is: Yes, there is regularity
in a community of language learners from the same language back-
ground. At any one time, and across time, the group used the same
set and order of variants and the same set and order of environments
to make progress toward the target.
To summarize, the questions raised at the outset of this section
addressed themselves to phonology learning behavior: Is such be-
havior random or regular? We can now answer these questions categori-
cally: Regularity characterizes the synchronic and diachronic be-
havior of the individual learner and the group of learners as they
acquire a target phonology. Moreover, the language learning process
is guided by principles or rules which control the behavior of
the language learner in very systematic ways. These rules reflect
an interlanguage system which utilizes variability as a means of
moving the leamex's performance closer to the target.
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DIRECTIONS FOP. FUTURE RESEARCH
The study of the language learning process used by Japanese speakers
learning English phonology has raised a number of unanswered questions
in need of investigation. The second part of this paper identifies
some important directions for future research. The directions deal
with (1) refining the phonology learning model, (2) identifying
language learning universals, and (3) determining the relationship
between learning and teaching
Refining the Phonology Learning f^odel
The model we have used to analyze the acquisition of a second language
phonology involves the following components.
1. The word class as the locus of change.
2. Variants in a given order.
3. Environments in a given order.
4. The ordered movement of word class members through a set of
variants in each environment.
5. Movement, as described, differentiated by style or verbal task.
6. Movement, as described, as an integral part of the learner's
interlanguage system.
This is essentially the same model developed by the socio-
linguist, William Labov to account for sound change in
the speech community (Labov : 19 72) . The extension of this model
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to the second language learning situation shows great promise.
There is, however, the danger of rigidly applying the model of one
domain of research to a different domain. For this reason, the "fit"
of the sociolinguistic model to the language acquisition situation
must be scrutinized. Some of the questions which must come under
investigation are identified here as directions for further research.
1. The word class . In the study described above, the /r/ word class
.
was defined as all English words containing the phoneme /r/.
This definition is established on the basis of the target system,
English. Is such a basis always relevant to the learner? For
.. example, can the learner properly identify the class membership
of all /r/ words? Is the identification of word class members
affected by different dialects of English, such as the r-less
dialects, which obscure the word class of some members? Is
such identification dependent on the written form, or is it
established principally from the spoken form? Can the learner
identify the constituents of a vocalic word class more accurately
or less accurately than a consonantal word class? Is it possible
that the learner redefines a word class through time by adding
certain members and dropping and recategorizing others? Might
not miscategorization of words according to word class be a
source of nontarget production? In short, how can we be sure that
the above definition of word class is relevant at all times to
the learner's acquisition mechanism?
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Variants It appears unqiiestionable that a range of variants
is involved in the task of learning the target articulation of
each word class. Questions remain, however, regarding the identi-
fication of variants, the origin and appearance of variants,
and the relationship of variants to each other.
Variants in the above study were identified by the impression--
istic transcription of trained phoneticians, with only occasional
use of spectrographic equipment. For consonants perhaps this
is adequate, although not ideal. But for vowels, which exist
in a continuous phonetic space, how should variants be identi-
fied? Is greater use of spectrographic equipment necessary, as .
employed in speech community studies (Labov, Yaeger, and
Steiner:1972)?
Where do variants come from and when do they appear? Clearly,
contrastive analysis cannot offer a complete answer to the origin
cf variants. Although some variants are like phones in the
native language, others are like phones in the target language,
and some are unique to the learner's system. As for the
appearance of variants, if v;e follow learners from their earli-
est exposure to the target language onward, will we find the
same variants throughout their language learning experience?
Is there, for example, a wider range of variants in early
learning, and a narrower range in later learning?
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Regarding the relationship of variants to each other, other
concerns arise. In speech conimunity studies of sound change,
involving principally vowels, variants lie along a path in
phonetic space, for example, from a low-front position to a
mid-central position, or from a low- front position to a high-
front position. In second language acquisition, do vocalic
variants necessarily range along a unidirectional path? We
need to investigate whether or not an articulatory target may be
approached from more than one direction. As for consonants,
illustrated by the above study, the variants of the /r/ word
class are ordered on a rough scale of articulatory proximity
to the target. Hov; can such scales be established from the
learner's point of view? Is it possible that two variants
may be, in some sense, equidistant from the target although articu-
latorily quite different from each other? Is articulatory prox-
imity the only relevant dimension? Care is needed at this point
to investigate, and not to prejudge, the manner of movement
toward an articulatory target.
Environments . In all linguistic studies of phonological sys-
tems, the environment of a phonological segment often has a
major effect on the phonetic shape articulated. In sound change
studies, environments have been found to be a major avenue along
which change proceeds. It is not surprising, then, to find
that phonetic environments are relevant to the acquisition of
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a target phonological system. Tliere are questions, however,
about the environments, namely, their origin and stability..
In acquisition studies, the environments are those found in
the developing interlanguage system. But how are they related
to the native language and the target language? For example,
regarding the environments of the /r/ word class above, it is
interesting to find no mention of vowel height in phonological
descriptions of the Japanese /r/. Yet vowel height is clearly
relevant to the learner's acquisition of the English /r/.
Furthermore, vowel height does not figure in the native English
speaker's use of /r/ in /r/ -preserving dialects. Where do such
phonetic influences originate?
How stable are environments? In the above research, the environ-,
ments were defined in a discrete way and were found to be salient
for the duration of the study. However, since each environment
is made up of actually and potentially changing vowel and conso- .
nant-v elements, it seems apparent that environments are, in fact,
evolving during the language acquisition process. If we follow
the acquisition process over longer periods of time, would we
find that environments are relatively stable, or would we find
gradual splits and mergers of environments? Required is a
careful examination of environments at every point in the learning
process from the very earliest stages to the very advanced stages.
80
Movement over time . We have observed the progress of individuals
at a fairly early point in their language learning experience.
Each individual displays a v;ide range of variants and a rather
full set of finely tuned environments. But what happens to
the learner's progress after many years? Learning does indeed
slow down, but does progress stop entirely? If progress stops,
does production level off at its most target-like level, or
is there perhaps some regression to a less target- like production,
particularly in more difficult environments? If there is a
plateau of performance, either with or without regression, what
is its nature? Does the learner move toward a categorical 'pro-
duction (using the target or a nontarget variant) for each
word class member, or does the learner arrive at a relatively
stable level of variability? In either case, does the full
range of variants continue to exist and are environments pre-
served in their customary order? Does style stratification con-
tinue to be a characteristic response to differing verbal tasks?
Clearly, in order to find answers to the many questions raised
above, we need to undertake more longitudinal studies which
focus on the progress of the individual language learner. Spe-
cifically, we need longer continuous studies which provide
data from the beginning to the very advanced stages of the lan-
guage learning process. This type of study would help us to
follow changes in the behavior of variants and environments in
individual learners.
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5. The system. To this point, our study of learners has focused
on the orderliness of acquisition in one word class after
another. These are, however, only single pieces of a larger
system. We have not yet dealt with the important issue of how the
pieces fit together into a whole system. For example, are
there implicational relationships among word classes? Does pro-
gress in a voiceless segment affect progress in its voiced
counterpart? Or, does advanced production of one sound, such
as /r/, necessarily imply advanced production of any other
sound, such as /I/? Are vowels interlocked? In short,
are there relationships across the word classes which constitute
the phonological system?
The various investigations suggested here will help us understand
the characteristics and limitations of the phonology learning
model. This kind of refining work necessarily precedes a search for
language learning universals
.
Identifying Language Learning Universals
Research on the above questions can be directed at learners from a
single language background. In addition, however, we need research
aimed at lesTners from many different backgrounds. The purpose of
such work is to identify the aspects of the model which are uni-
versal.
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Are there formal universal s in the acquisition of phonology?
Do all learners use the same mechanism for learning sound systems?
Specifically, do all language groups make progress by gradually but
systematically moving word class members through an ordered set
.
of variants in an ordered set of environments?
If there are such formal universals, are there also substantive
universals? Are there limits to the type and number of variants
which may be expected for particular targets? Are the environments ,.
of a word class "natural" in some sense? Are there principles
governing the order of environments?
,
•
Determining the Relationship between Learning and Teaching
As we find out more about the phonology learning process in general
and the characteristics of learners from particular language back-;
grounds, \ve are in a better position to understand how the student's
learning strategies relate to our teaching procedures. It seems
only reasonable that the teacher's manner of teaching should be
adjusted to the learner's manner of learning for the greatest
classroom efficiency. If such an adjustment is reasonable, then there
are many directions of research to follow in order to determine
which, if any, adjustments are beneficial.
At present, it seems clear that the teaching and learning of pronun-
ciation are on two different tracks. Yet learning continues. Are
learners progressing because of or in spite of teaching? If learning
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occurs in spite of teaching, then v/hat is the effect of instruction?
Is it possible that our manner of teaching gets in the way of learn-
ing? To answer some of these questions, we need to compare two groups
of individuals, those ivho are learning with formal tutoring, and those
who are learning without formal tutoring.
Assuming that prcnunciaticn instruction can be beneficial in the
acquisition of a second language phonology, we should pursue the
learning-teaching interaction in the classroom. For example, one
thing we notice is that the teacher's approach to /r/ for Japanese
students bears little resemblance to the Japanese student 's approach
to /r/. In the first place, although the word class involved is
presumably the same for teacher and learner, the environments and
variants are not. If the teacher has organized the /r/ material by
environment, the environments are likely to be prevocalic /r/,
intervocalic /r/, and postvocalic /r/. But as we have observed
above, the learner is sensitive to the height of the vowel follow-
ing (and also preceding) /r/. The teacher's environments and the
learner's environments intersect. But what would happen if the
teacher organized the learning material to parallel the learner's
environments?
When we consider variants, it is obvious that the typical pronunci-
ation teacher models principally the target [r] variant. The
learner, of course, uses a number of other variants as well. What
would happen if tfie teacher systematically drew the learner's
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attention to his nontarget variants? VJliat if contrast exercises
were designed which, instead of juxtaposing two phonemes of English,
juxtaposed the target with a major nontarget variant? As the student
becomes aware of the articulatory difference between the two phones,
would he begin to avoid the nontarget variant and thereby increase
the frequency of the target variant? And if such instruction were
geared to the environments which are relevant for the learner, would
the effect be greater than if no attention were paid to environments?
One of the clear patterns in the various graphs above is the strati-
fication of environments and the preservation of stratification
over time. If the learner's performance is somehov; locked into
stratified environments, can we use that stratification constructively?
For example, if the teacher focuses heavily on the learner's most
advanced environment, using the technique suggested above, would
the learner advance more rapidly in that environment? And if so,
would progress at this point pull up the less advanced environments?
Or, if the teacher deals concertedly with the most difficulty least
advanced environment in the manner suggested above, would progress
at this point tend to push up the more advanced environments in order
to maintain the prescribed order?
The thrust of these questions and investigations concerns how to
accelerate progiess in phonology learning, if acceleration is
possible. However, even if such teaching strategies have little or
no effect on learning strategies, the benefit to the teacher of phon-
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ology learning research is still great. The teacher can now appre-
ciate how learning takes place and not expect dramatic progress from
a mechanism which cannot deliver progress of that kind. From
such an appreciation may come more realistic expectations on the
part of the teacher. Furthermore, by attending to changing frequencies
of varicints in relevant environments, the teacher can design better
tests and evaluate progress of learners more accurately than before.
Students will certainly profit from having their progress measured
by criteria which are relevant to their acquisition mechanism.
And finally, teachers can regard as natural the less target-like
behavior of students outside the classroom as compared with their
behavior inside the classroom. Such switches are normal style
switches which result from giving lesser attention to speech. They
are not evidence that "nothing rubbed off" in their formal instruc-
tion. Such an understanding should offer genuine encouragement to
the teacher.
7
SWHvlARY
The phonology learning model developed in our current research
has begun to expose the system underlying the phonetic variability
which characterizes the production of all learners. IVe have not,
however, uncovered the full and intricate network of regularities
by which learners gain control overa second language sound system.
To this end, v;e have suggested directions for future research in this
fertile, but neglected, area of interlanguage behavior.
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FOOTNOTES
^This paper was read at the Fifth NeuchStel Colloquium on Applied
Linguistics, NeuchStel, Switzerland, May 19-23, 1976.
^L. Dickerson had major responsibility for the description of
current research in the first part of this paper, and W. Dicker-
son had major responsibility for identifying future directions
of research in the second part
.
^iVhile Japanese has an /r/ phoneme, it is a flapped consonant,
phonetically [f ] , not a retroflexed semiconsonant as is the
English /r/. Japanese has no /I/ phonome. The [I] which occurs
in the speech of some Japanese speakers is considered to be an
allophone of Japanese /r/, not a separate phoneme such as occurs
in English. Thus, the learning problem for Japanese speakers con-
sists of (1) rendering /I/ and /r/ as separate English phonemes,
and (2) using unflapped allophones.
Any retroflexed unflapped semiconsonant was accepted as the
target variant [r]
.
^Index scores are calculated by assigning to each variant a par-
ticular value, then multiplying the instances of each variant by
its numerical value. The sum is divided by the total number of
instances of variants in a particular environment.
^For an illustration of how rules are formalized, see W. Dicker-
son (1976) and (1977)
.
^For further examples of the pedagogical relevance of research
into interlanguage phonology, see L. Dickerson (1975)
.
®The authors are especially grateful to Rebecca Finney and William
Pech for their generous criticisms of an earlier version of this
paper
.
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A GENERATIVE APPROACH TO VOlAfEL ORTHOGRAPHY
Wayne B. Dickerson
and
Rebecca K. Finney
In most cases, spelling patterns cannot predict the
vowel sounds of a word. The best that spelling can
do is to suggest vowel quality. The prediction of a
vowel sound is possible only when a stress pattern is
added to a spelling pattern. To illustrate this point
and to show how generative phonology can supply the
needed stress patterns, this paper focuses on two stress
rules which are important in predicting the quality of
vowels in VC syllables. To highlight the pedagogical
relevance of this research, an example is given of how
vowel quality information is taught in an ESL pronun-
ciation course.
The native reader of English has long forgotten how little in-
formation is carried by the vowel letters of English orthography.
Without summoning exceptional spellings, we can easily show that
the letters <a, e, i, o, u> by themselves, cannot predict whe-
ther the vowel sounds they represent are front or back, high or
low, tense or lax, full or reduced. Our school teachers and
spelling primers reminded us, of course, that it is necessary
to look beyond a vowel letter to a vowel pattern in order to
find a clue to the voivel sound. Consequently, by giving atten-
tion to the letters surrounding each vowel spelling, we learned
patterns for the tense and lax vowels of English. We learned,
for example, that a lax vowel is often signaled by the VC pat-
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tern (a single vowel followed by a single consonant), as in (1)
(1) A hat /s/
E bet /e/
I fit /!/
pot /a/
u cut /a/
But with such information, how did we ever learn to read fluently
the italicized vowels in (2) and (3)? Camouflaged beneath the
VC patterns of (2) we hear tense vowels instead of lax. And in
(3) we hear reduced vowels instead of full in all but U, which
is itself different from the expected /a/ in (1) . These contrasts
highlight difficulties in predicting vowel sounds from spelling.
IVhile vowel patterns are an improvement over vowel letters alone,
vowel patterns alone prove to be inadequate predictors as well.
(2) A debatable /ey/
E completable /ly/
I exc-ttable /ay/
proraotable /ow/
U disputable /uw/
(3) A palatable /ot/
E marketable /at/
I veritable /at/
pivotable /at/
U attributable /ut/
This paper addresses the problem of inadequate vowel prediction.
In the first part, we identify the elements needed to predict
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vowel sounds from spelling. In the second part, we illustrate
how generative phonology siipplies one of these important ele-
ments. In the third part of the paper, v/e provide a pedagogi-
cal demonstration of how language learners can use generative
information together with spelling information to predict the
vowel sounds of English more accurately.
^
THE CC»4P0NEOTS OF VOWEL PREDICTION
What are the elements needed in order to predict vowel sounds
from spelling? We can identify two components of vowel pre-
diction by looking again at the differences we noted between
columns Cl) and (2) and betv;een columns (2) and (3).
The first component of vowel prediction is word stress. The
difference between the words in (2) and the words in (3)—the
difference between full vowels and reduced vowels--hinges on
the degree of stress placed on the italicized syllables. V/ith-
out stress information, the VC spellings only suggest potential
vowel qualities, e.g., full or reduced. But with stress infor-
mation, vowel quality is not merely suggested, it is predicted.
The presence of stress on the italicized syllables predicts a
full vowel sound, while the absence of stress at that point
predicts a reduced vowel sound.
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The second component in vowel prediction is a s-pelling pat-
tern. In lists (1) and (2), major stress falls on each VC .
sequence. Nevertheless, we note an important difference in
vowel quality--the difference between lax vowels and tense
vowels. While the stress is the same, the spelling patterns
are not. In {!), the VC sequence is found at the end of a
word; the pattern is <VC#> (where # marks the end of a word)
and signals a potentially lax vowel. In (2), the VC sequence
is located before a suffix; the pattern is <VC+> (where +
marks a suffix boundary) and signals a potentially tense vowel,
fl/hen stressed, the first pattern realizes its lax potential,
and the second, its tense potential.
VOVffiL QUALITY PATTERMS
In order for a spelling pattern to move from the suggestive func-
tion to the predictive function, it must be combined with a stress
pattern. We have called such a combination a vcwet quality pattern. 3
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There are basically three types of vowel quality patterns according
to the vowels which must be predicted: (1) tense vowels, (2) lax
vowels, and (3) reduced vowels."*
Froa the learner's point of view, the spelling component of vowel
quality patterns poses little problem. Sequences such as <VC#>
and <VC+> are readily identified. But the stress component of
vowel quality patterns often remains a mystery. How does one know
to stress the <VC+> of (2) but not the <VC+> of (3)? Native speakers,
of course, know the stress patterns of multisyllabic vocabulary as
part of their competence in the grammar of English. For language
learners, however, we may not assume such a competence. Without a
knowledge of English stress, the learner's choice of vowel quality
in multisyllabic words is a guessing game with poor odds. If the
learner is to improve those odds, he must know both components of
vowel quality patterns—the spelling pattern and the stress pattern.
Fortunately, we have made considerable progress in the area of pro-
viding stress information to the learner, thanks to the research of
generative phonologists. By making only minimal assumptions about
the learner's knowledge of the language, we have been able to trans-
late certain powerful generative rules of stress assignment into
a practical form. In this way, we can supply the learner with the
stress component of his vowel quality patterns. Illustrated below
are two such rules and their relationship to vowel quality.
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Vowel Quality and the Key Stress Rule
The stress rule which the learner uses to stress the words in (2)
and C3) is the following in (5).^ According to this rule, the
learner looks at a syllable we call the key, to see whether or not
it consists of only a single vowel letter, V, (spelled <a, e, i, o,
u, y>) or a single vowel followed by only one consonant letter, VC-
In the words of (2) and (3), the key is the syllable left of the
suffix. (In nonsuffixed words, the key syllable is the last syl-
lable.) .•/!
(5) Key Stress Rule
If Key is V/VC: Stress Left but not Prefix
Otherwise: Stress Key
If either the V or VC configuration is found in the spelling, the
learner stresses the syllable to the left of the key, unless that
key is a prefix. If it is a prefix, he stresses the key syllable.^
For exaiq)le, in (2), the learner finds a VC in the italicized key
syllables, but to the left is a prefix in each case. Therefore, he
stresses the key. In (3), no prefix lies to the left of the VC key,
permitting him to stress left. The Key Stress Rule, then, supplies
the learner with the stress information needed to complete a major
vowel quality pattern as stated in (6)
.
(6) A stressed VC key before a suffix has a tense vowel
.
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This pattern is taught along with the stress rule so that the learner
will not mispronounce a properly stressed syllable. As seen in the
words of (7), this pattern applies quite generally.
(7) arr-^ual competing motive
exposure refused vacant
The words in (8) illustrate further how the Key Stress Rule works
as related to vowel quality. All of the words have doubled conso-
nants in the key (italicized) left of the endings.
(8) a embarrassing (8)b surpassing
travelled propeled
tyrannous regrettable
flageZZant occtirrence
For stress purposes, the learner is instructed to consider geminate
consonants as single consonants. Each italicized key, then, is taken
as VC. Using rule (5), the learner will stress left of the key in
the words of (8) a, since there is no prefix immediately to the left.
But in the words of (8)b, he will stress the key because of the adja-
cent prefix. Now what is the quality of the vowel in the key syl-
lable? Vilhile unimportant for stress purposes, the doubled conso-
nants are crucial for interpreting the quality of vowels. The
configuration <VCC> quite generally signals a potentially lax vowel.
That potential is realized in the words of (8)b because of the
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stressed key. But in (8) a, where the key is unstressed, the poten-
tially lax vov/el is reduced. This latter point brings to attention
another very general vowel quality pattern, as given in (9).
(9) An unstressed key has a reduced vowel
.
A final example shows how the Key Stress Rule supplies quite specific
information to disambiguate spelling patterns. In the words of (10),
the final <y> is taken as an instance of V in the key.
®
(10) a sxipply (10)b recopy
deny tally
decry marry
Rule (5) will not allow the learner to stress left in the words of
(10)a because of their prefixes. But the rule will not prevent left
stressing in the words of (10)b. Another vowel quality pattern is
introduced at this point, as in (11). This pattern refines pattern
(9) slightly.
(11) A stressed <y#> key is pronounced /ay/; an unstressed
<y#> is pronounced /fy/.
Vowel Quality and the Strong Stress Rule
The second major stress rule relevant to the prediction of vowel
quality captures the observation that words suffixed with certain
endings almost invariably locate stress on the syllable before the
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endings.^ The endings, referred to as strong endings, come in four
groups: (1) iV-endings: ion,, ial, ious, ian, ia, ioPj, ioj ior^
inrrts iuSi iate^ ienta iayiti iary, iable; (2) iC-endings: iaat^
iale, ible, igihle, ity> ify^ ish (verbal), id (adjectival), ia
(adjectival); (3) uV-endings: nal, uary^ uent^ uant, udble, vate;
and (4) uC-endings: ula> ular. The Strong Stress Rule applying to
these endings is stated in (12)
.
(12) Strong Stress Rule
Stress the syllable to the left of a strong ending.
The endings which are of most interest for vowel quality patterns
are the iV-endings. In one specific situation they mark a tense
vowel, namely, when a VC sequence precedes an iV-ending. This gen-
eralization applies to <a, e, o, u> in the stressed VC syllable, but
not to <i>/'' This vowel quality pattern is stated in (13) and
illustrated in (14) where VC sequences are italicized. In all other
orthographic environments but one (previously mentioned) , the stressed
vowels before strong endings are lax.^^
(13) A stressed VC before an iV-ending has a tense vowel,
except <i>.
(14) A expectation, awiable, racfio
E medium, convenient, senior
*I del-teious, tr-^yia, subs^(iiary
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custodian, associate, ceremonial
U confzision, diiZ?ious, peculiar
*Lax
We have now completed our examples of how translated generative
rules provide the stress component of certain vowel quality patterns.
We turn next to the pedagogical presentation of vowel quality patterns.
The discussion and materials below will center on pattern (13), as
taught to literate adults.
TEACHING VOWEL QUALITY PATTERNS
Since a vowel quality pattern combines stress information and spelling
patterns, students should already be familiar with the stress and
spelling information that make lip the vowel quality pattern, before
the new pattern is presented. The lessons which precede the lesson
on vowel quality must be carefully ordered, so that only a small
amount of new material is presented in the vowel quality lesson.
The lesson which is given below is not the student's introduction
to vowel spelling patterns, nor is it his first acquaintance with
the Strong Stress Rule. Before this lesson is taught, our students
have learned to identify tense and lax vowel spelling patterns such
as VCe#, W and VC#, VCC in monosyllabic words and later in the
final syllable of nonsuffixed words. They already know the pronun-
ciation of the tense and lax vowels spelled with each letter. In
addition, they have practiced the Strong Stress Rule, with oral
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classwork and written homework, in words with strong iC-endings
(ic, ioalj ihle, igible, ish^ ity^ ify) - With these iC-a£fixes the
question of vowel quality does not arise, because the stressed vowel
is almost always lax. Furthermore, they have already studied and
practiced the various consonant alternations that occur with the
iV-affixes, using words which have lax vowels. Thus the new infor-
mation presented in this lesson is merely the combination of stress
and spelling information that is needed to predict and produce cor-
rect stress and correct vowel pronunciation in words with iV-endings.
The prediction of vowel quality requires students to exercise visual
skills--to recognize strong endings and word- internal spelling pat-
terns—and to apply the stress and spelling rules they have learned.
This type of pencil and paper work can be done outside of class.
But to pronounce the words with strong iV-endings correctly, the
student also needs oral, articulatory practice under a teacher's
guidance. This oral work must obviously be accomplished in class.
To give students adequate practice in both visual and articulatory
skills, we use a fourstep cycle, spread over two class periods:
I. Oral preview (done by the teacher in class)
II. Discovery homework (done by students outside of class)
III. Oral practice (articulatory drill and oral reading in
class)
IV. Review homework (done by students outside of class)
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The content of each step of the cycle is explained and illustrated
below.
J. Oral preview. The teacher spends approximately five minutes in
class introducing the vowel quality topic and assigns the discovery
horaework. This display appears on the blackboard:
relation
education
invasion
facial
completion
deletion
menial
previous
devotion
explosion
precocious
ceremonial
confusion
delusion
pollution
dubious
action
champion
substantial
anxious
collection
progression
celestial
infectious
adoption
concoction
bronchial
unconscious
consumption
production
scrumptious
discussion
The teacher begins by asking students to identify the strong endings
and to recall the stress rule for these words, which is familiar to
them from previous lessons. In response to questions, the students
identify the vowel letter used to spell the stressed vowel of the
words in each column, that is, a^ for column 1, e for column 2, £ for
column 3, and u for column 4. As the teacher reads the ivords, the
students are asked to identify the stressed vowels as tense or lax.
(For classroom purposes we use the words long and short.) The stu-
dents discover that the stressed vowels in the words above the line
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are long, whereas the stressed vowels in the words below the line
are short. The teacher then assigns the discovery homework, which
continues where the oral preview left off.
JJ. D-isoovery homework. The discovery homework focuses the students"
attention on the identification of relevant endings and spelling
patterns, and leads them to formulate the vowel quality rule, which
associates stress and spelling information with a particular vowel
pronunciation. A written exercise provides practice in using the
rule. The teacher corrects but does not grade the discovery home-
work. The students' discovery materials are given below. The
answers which they provide are in brackets.
LONG
a
relation
education
invasion
facial
completion
deletion
menial
previous
devotion
explosion
precocious
ceremonial
u
confusion
delusion
pollution
dubious
SHORT
action
champion
substantial
anxious
collection
progression
celestial
infectious
adoption
concoction
bronchial
unconscious
constmption
production
scrumptious
discussion
In class we discovered that the words above the line had LONG vowels
in the stressed syllable, and that the words below the line had SHORT
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vowels in the stressed syllable. This homework will show you how to
tell from the spelling which vowels are pronounced long, and which
are pronounced short.
1. In each word above, mark off the iV-ending then stress each
word: relat/ion.
2. Underline the spelling pattern you see in the stressed syllable:
relat/ion
3. The words with long vowels have the [VC] spelling pattern in
the stressed syllable. Do the words with short vowels have this
spelling pattern? (Circle) Yes [No]
4. Formulate the rule:
For words with iV-endings:
If the stressed syllable is spelled [VC] the stressed
vowel is LONG. All other stressed vowels are SHORT.
5. What vowel letter do you see in the stressed syllables of the
words below? The letter is [i] .
Group A: nutritious Groi^ B: permission
provision subscription
physician diction
condition distinction
Mark off the endings and stress each word.
Underline the spelling pattern of the stressed syllable as you
did before.
The words of Group A have the [VC] pattern in the stressed
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syllable. Do the words in Group B have this same pattern in the
stressed syllable? (Circle) Yes [No]
NOTE : ALL THE STRESSED VOIVELS IN A MD B ARE SHORT .
Words which have i^ in the stressed syllable axways have short
vowels.
6. Add this new information to our rule:
For words with iV-endings:
If the stressed syllable is spelled VC the stressed vowel
is LONG. I^ and all other stressed vowels are [short] .
7. There are very few exceptions to the vowel quality rule in 6.
Here are three common v/ords you should learn: special , discre -
tion
,
companion . They have short stressed vowels.
8. Mark the stress on the words below. Underline the spelling pat-
tern in the stressed syllable. Then circle the letter L if the
stressed syllable has a LONG vowel, or the letter S if the stress
syllable has a SHORT vov;fel.
Example: reduction L ( ^ )
8
.
prediction
9. odious
10. consumption
11. infection
12. combustion
13. infraction
14 median
1. abdication [L] S
2. remedial [L] S
3. vision L [S]
4. crucial [L] s
5. commotion [L] S
6. congestion L [S]
7. occasion [L] S
L [S]
[L] S
L [S]
L [S]
L [S]
L [S]
[L] S
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15. conscious L [S] 18. cosanodious [L] S
16. illusion [L] s 19. sanction L [S]
17. dominion L [S] 20. option L [S]
III. Oral praotioe. More exercises are presented below than would
be appropriate for one class period. The teacher's selection of
exercises will depend on the level of students in the class and on
their interests. Students will have copies of all materials given
below.
1. Oral review: Students recapitulate the rule discovered and used
in the homework, and supply examples. Audiolingual drill and
oral reading are used to practice the vowel quality pattern.
2. Oral repetition of words from oral preview and discovery homework,
3. Word-pair reading and repetition (ion endings)
collection - completion
inflation - infraction
provision - prediction
consumption - confusion
commotion - concoction
relation - reaction
condition - constriction
induction - illusion
depletion - depression
lotion - option
4. Phrase reading and repetition
industrial pollution
technical education
accurate prediction
cin enthusiastic reaction
a menial task
a ceremonial occasion
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coniplete directions a trivial problem
remedial reading a delicious meal
spacial relations a reduction in population
precocious children an optical illusion
rapid expansion a bicentennial celebration
sturdy construction a conscious decision
Sentence construction
Use the phrases above to construct meaningful sentences.
Sentence reading
a. To cash a check you must have identification.
b. Do you have a subscription to Time magazine?
c. Epidemics are often prevented by mass vaccination.
d. Letters of recommendation usually have to go along with job
applications.
e. The dinner was delicious. Thank you for the invitation.
f. The President has to make decisions on economic matters,
especially inflation.
g. It's better not to take medication except under the super-
vision of a physician.
h. By lav/, students' recomnendations can no longer be kept
confidential,
i. It is also illegal to identify posted examination grades by
social security number.
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7. Dialogue reading p
Context: Tivo undergraduate students are talking.
A. !'Jhat's the application form for?
B. I'm thinking about applying for admission to the School of
Education.
A. But last week you were filling out job applications and
getting letters of recommendation! You said you couldn't
wait until graduation, so you could get out of here.
B. I know. But this week I can't seem to make a decision. Here
I took all those courses in remedial reading and special
education so I could get a good job. Now it seems all the
good positions go to people with master's degrees.
A, All of a sudden the old institution doesn't look so bad, huh?
But didn't you just go for an interview in Chicago?
B. Yes- -but the combination of air pollution and traffic con-
gestion really got me down. Besides, the pay was atrocious.
A. You mean you thought teaching was a high-paying profession?
You should have majored in law or business administration.
B. No, I picked the right occupation for rae, but I guess I just
didn't realize I'd need more education. I'Jhen I talked to
the interviewer in Chicago, I could see I didn't have the
qualifications for that job. But how can I go to graduate
school without financial aid?
A. Look, I have a suggestion. Go see your advisor. There may
not be a perfect solution, but at least he'll know what the
106
job situatiorx is, and maybe he can help you make a decision.
He'll know about financial aid, too.
B. Hey, good suggestion! At least I can get more information.
8. Substitution
Begin by discussing the differences among these terms:
profession: work to earn a living; requires training beyond
a bachelor's degree in many cases
occupation: any work to earn a living
vocation: an occupation or profession to which one
feels a special calling
avocation: a special interest or hobby
We can ask about a person's job in several ways:
Vfiiat's your profession (occupation)?
What's your line of work?
What business are you in?
Such questions are commonly answered in one of two ways:
He's (she's) a politician. He's (she's) in education.
physical educationa historian
a logician
a theologian
a physician
a lab technician
a dental technician
a beautician
business administration
social work
social relations
educational psychology
political science
communications
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GQHservation
vocational technology
a mathematician
an industrial engineer
9. Free conversation
Students ask each other: _
,
'
What's (what will be) your profession (occupation)?
Itfhat's your avocation?
IV. Review homewox'k. The review homework may consist of oral prac-
tice using language laboratory recordings or additional written prac-
tice. Students can use special recordings to check their written vrark.
The exercise given below reviews the topic covered in class, and gives
the teacher information about how well the students have understood
the topic of the lesson.
Mark the stress on the words below. Then circle L for LONG or S
for SHORT to show how to pronounce the stressed vowel.
connection L S illustration L S
malicious L S secretion L S
combustion L S diminution L S
erosion L S description L S
e:q)ansion L S Grecian L S
The oral portion of the lesson just presented is designed to occupy
about fifteen or tvsfenty minutes of class time. The vowel quality
pattern is practiced again in later lessens, with a greater variety
of iV-endings such as radio, podium, and with internal iV-endings
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such as emotionally, institutiomilize . Because the visual skills
needed to identify vowel quality patterns are done outside of class,
little in-class explanation is needed, and class time can be devoted
to concentrated oral practice. We have found that this combination
of in-class and out -of-class work is effective in improving our stu-
dents' pronunciation and their ability to correct their ovm pronun-
ciation mistakes. Familiarity with vowel quality patterns enables
them to approach unfamiliar words with increased confidence and
accuracy.
CONCLUSION
When we think of spelling in the language arts class, what commonly
comes to mind is the task of learning to spell
—
encoding the lan-
guage through conventional spelling patterns. For the ESL student,
learning to spell is also an important skill for composition pur-
poses. It is not, however, the most important skill for pronuncia-
tion purposes. In this paper, we have focused on using orthographic
clues to predict pronunciation
—
deaoding written English for oral
use. Decoding is particularly difficult when the learner must pre-
dict the pronunciation of vowels in multisyllabic words where spell-
ing patterns are often ambiguous unless stress patterns are also
knovm. Thus, our first emphasis has been to highlight the importance
for vowel prediction of the concept 'vowel quality pattern' which
combines spelling and stress information. Stress information, how-
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ever, is not alwa/s available to the learner either from spelling or
from ESL materials. Our second emphasis, then, has been to show how
translated generative rules can supply the stress component of vowel
quality patterns. Our third emphasis has been to illustrate how
learners can be taught vowel quality patterns in order to enhance
their proficiency in the pronunciation of English vrards.
FOOJNOTES
Hv. Dickerson had primary responsibility for the first two parts of
the paper, and R, Finney had major responsibility for the third part.
^The letter <u> in the configuration <u(C({£}3)V> is unique. One
unique characteristic is its behavior when unstressed. In the middle
of a word, it does not fully reduce (cf. nebulous); at the end of a
word, it remains fairly tense (cf . avenue) . (The notation used here
follows generative conventions and summarizes the following possible
sequences: <uV, uCV, uCrV, uCW>.)
^W. Dickerson, "The wh question of pronunciation: an answer from
spelling and generative phonology," TESOL Quarterly 9, 5, 299-309.
For pedagogical purposes, we focus largely on vowel quality patterns
for tense vowels and for reduced vowels. Both are considered in^jor-
tant for the learner. Vowel quality patterns for lax vowels, however,
are not considered so important. As a simplifying generalization,
the student is led to expect that all English vowels are lax unless
they can be identified as tense or reduced through a vowel quality
pattern.
This rule is a translation of the Romance Stress Rule found in Noam
Chomsky and Morris Halle, Ihe Sound Pattern of English, Harper and
Row, 1968, p. 29, and in nearly every major reanalysis of English
word stress. For a full exposition of this and other pedagogical
rules, see W. Dickerson, "Predicting word stress: generative rules
in an ESL context," TESL Studies 1, 38-52; W. Dickerson, "Generative
Theory in TESL practice," ^he Modem Language Journal (to appear);
and VJ. Dickerson, "Assigning Stress to Multi-Suffixed Words: Appli-
cations for TESL," ITL, A Review of Applied Linguistics (to appear).
In order to operate this stress rule, the learner must become fami-
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liar with about twenty Latin prefixes such as de- , re-, aon-, ex-.
Since the English lexicon is so replete with Latin vocabulary, pre?-
fixes are not difficult to recognize. The 'otherwise' part of the
rule captures not only the case in which a prefix lies to the left
of a V or VC key, but also the case in which the key is not V or
VC as in respectable, and the case in which it is impossible to stress
left as when the key is word initial, as in motive.
^The rule of doubling is highly variable in standard orthography.
One tabulation of such variability can be found in D. Vf. Emery,
Vard-ant s,pe'llings in modem American dictionaries, rev. ed.. National
Council of Teachers of English, 1973.
®Also taken as special cases of V are the spellings <ow, ue> word
finally, as in follow vs allo0 and value vs subdue. Tlie stress is
predictable from the Key Stress Rule, and the vowel quality differ-
ence between the stressed and unstressed <ow#> can be defined in
terms of a vowel quality pattern similar to (11).
^In addition to the Key Stress Rule and the Strong Stress Rule, we
introduce only one other general stress rule in the ESL classroom,
the Three Back Rule. This rule is discussed in W. Dickerson, "Pre-
dicting word stress," op. ait, and its relationship to vowel quality
is treated in W. Dickerson, "The wh question of pronunciation," op.
ait.
'°The rule which tenses non-high vowels is known in generative phon-
ology as the Trisyllabic Tensing Rule; the high vowel is tensed by
a separate rule in the technical description.
^^A <u> as described in note 2 will be tense in words like immunity
^
uoula.
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ENGLISH ^r^TICLES; TKEIR USE
BY SPANISH AND CHINESE ESL LEARNERS
Ralph Lowrance
This research focused on the use of English articles by
native Spanish and Chinese speakers who were studying English
as a second language. The two language groups were chosen be-
cause they represented languages with two different systems
:
Spanish has functional equivalents of English articles, while
Chinese does not. The tentative hypothesis was that those
speakers with a language background using articles would make
fewer mistakes in their use of English articles than those
speakers whose native language had no functional equivalents
of English articles.
The study provided insights in both the theoretical and
practical realms. In the theoretical aspect, the research pro-
vided implications about language transfer, whether or not
language background made a difference in learning and using
English articles, and the cause of the problems learners have
in this area. In practical terms, the study yielded informa-
tion about teaching methods for articles, especially for the
two language backgrounds studied. Finally, the results pro-
vided tentative conclusions about the usefulness of article
tests in predicting overall proficiency in English grammar.
INTRODUCTION
Three of the shortest words in the English language pose one of the
most difficult teaching problems for ESL teachers while creating a
frustrating obstacle in the foreign student's quest for English profic-
iency. With a hope of gaining useful pedagogical and theoretical in-
sights into the problem, this research focuses on the use of the
English articles a, an, and the by native Spanish and Chinese speakers
who are studying English as a second language. Two perspectives were
used in designing the project: Contrastive Analysis predicted that
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Chinese speakers would have more trouble with the use of English
articles than Spanish speakers, and Error Analysis was used to analyze
the data in order to arrive at some conclusions regarding the validity
of the Contrastive Analysis claim.
Researchers such as Fathman (1975:33) and Oiler and Redding (1971:85)
have studied the problem of English articles and the difficulties
which the articles pose for speakers from different language back-
grounds. Fathman 's research indicated that language background may
be a factor in the difficulty of English articles. Oiler and Redding
studied the differences in knowledge and use of English articles for
speakers from language backgrounds having "formal article equivalents
and those which do not." In their study, Spanish was among those
.
languages grouped as those with functional equivalents, and Chinese
was among those grouped without functional equivalents. Based on
the tentative data of Oiler and Redding, further investigation is
needed in the area of the relationship of language background to the
use of English articles and the relationship between English article
usage and other language skills. With these points in mind, the
tentative hypothesis of this research was that those speakers whose
native language uses articles would make fewer mistakes than those
speakers of a language without functional equivalents of English
articles. More specifically, the hypothesis was that native Spanish-
speaking students would not make as many mistakes in English article
usage as native Chinese- speaking students would. This research
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differs from previous studies in that it focuses on only two language
backgrounds and concentrates exclusively on English article usage.
Research Design
.
The ten subjects who participated in this study were selected from
ESL 111 classes during the Fall semester of 1976 at the University of
Illinois. (ESL 111 is a grammar course for foreign university students
who need additional instruction in the manipulation of English
structure.) Five of the subjects were from Taiwan and native speakers
of Mandarin Chinese, and five were from various Latin American coun-
tries and native speakers of Spanish. The participants were screened
to make sure that they had neither studied nor spoken any language
other than English and their native languages. Further, they had
similar structure scores on the Illinois English Placement Test,
ranging from 62 to 83 out of a possible 100.
The test instrument consisted of sixty-six items. Because grammarians
list many rules for the use and non-use of English articles, all
of the different usages could not be included for study. Therefore,
seven different contexts were selected for inclusion in the research,
Tlie usages selected were based on information from Quirk et al.,
(1972:148), Greene (1970:3), and by observation of mistakes made in
compositions by the students from the language backgrounds studied.
The seven areas included:
1. Adjective + Noun They bought a new house.
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2. Specific Reference I got a call yesterday. The call
ivas from my father.
3. Generic Reference with Cats have four legs.
Count Nouns
4. Generic Reference with r»lusic relaxes some people.
Non- count Nouns
5. Idioms He went to bed .
6. The with Proper Nouns I mean the Paris in Illinois,
7. After Prepositions
a. After in He is in a (or the) restaurant.
b. After for He went there for a bag of rice.
c. After of He gave some of the money away.
The "special" cases of article usage such as idioms and the with
proper nouns were chosen in order to gain some insight into the stu-
dents' knowledge of rules for article use. Specific areas of
article usage were not crucial in the beginning of the study, since
only the general use of articles was considered relevant to the ten-
tative hypothesis. However, after the data was tabulated, classifi-
cation of the contexts turned out to be important.
The test itself consisted of written sentences in which the students
were asked to place carets ["] where articles were needed, and to in-
sert the proper articles. To reduce the likelihood of errors result-
ing from a misunderstanding of the task to be performed, the directions
explained the procedure thoroughly. At least nine items for each
context studied were included in the test. The items were ordered ran-
domly, and there were approximately the same number of items requiring
115
the addition of articles as those requiring nothing to be added.
See Table 1 for ssunple items from the test.
Table 1. Sample Test Items
John has brilliant idea.
A bus and a car collided on Wright Street. Car was speeding.
John likes animals.
They eat rice.
They left at dawn.
We discussed Caesar yesterday- -that is, Caesar that Shake-
peare wrote about
.
He listened to most of story.
The test was pre-tested with four American native English speakers in
order to check for flaws and bad items. Only those items which were
agreed upon by all of the native English speakers were used in the
final version of the test. In cases where it was felt that a native
English speaker left out an article due to a reading error (i.e., due
to oversight) , he was asked to review his response and make correc-
tions. In all cases, those mistakes were found and the items were
checked for unanimity of opinion.
Test Administration
After the final version of the test was completed, it was given to
four sections of ESL 111 classes. Tne students were not told the
purpose of the test, but they were simply asked to complete the exer-
cise. Subjects were not constrained by a time limit, but they were
instructed not to return to an item already completed. This controlled
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for differences in reading speeds among the subjects by allowing
sufficient time for all students to complete the test; therefore,
no errors should have resulted from a lack of time to finish the
items. Further, by restricting the subjects to a forward progression
through the test, they were not able to gain clues from subsequent
items which would have affected their answers to previous sentences.
A list of the students to be included in the tabulation of the data
was prepared prior to the administration of the test, and only
those subjects' papers were analyzed. The tabulation of the errors
was performed by hand and thoroughly checked for accuracy. They
were checked against the "key" as determined by the responses of the
American subjects. The subjects' responses were classified according
to type of error made; those results are discussed later in this paper.
The two major problems encountered with the test were the directions
and the possibility of mistakes in reading, that is, reading a word
which is not really printed on the page (like the American subjects
did). To help control the problem of directions, all instructions
were written carefully and pre-tested with the native speakers. In
addition, the test administrators emphasized the instructions prior
to the beginning of the test. Subjects were monitored to discourage
violations of the directions, and as a result, no problems were re-
ported. The second problem was potentially very troublesome. However,
it is the opinion of the researcher that the foreign subjects did
not make the reading mistakes made by the American subjects. This
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conclusion is based on the fact that not one native speaker added
an article which should not have occurred, but all of the foreign
subjects did add unnecessary articles. This indicates that the
foreign speakers read the items very carefully in order to avoid
missing places where they thought articles were needed.
Analysis of Data
A glance at Table 2, Column I, shows that the foreign students made
a total of sixty-five errors by adding unnecessary articles. This
represents 39.9% of all errors made. This table (Column II) also
reveals that Spanish speakers as a group were more likely to make
error by omitting the article (63.2% omissions, 30.3% additions),
whereas the errors of the Chinese speakers were almost evenly divided
between errors of omission and errors of addition (51.2% omissions,
48.8% additions). IVhen the two groups are compared, the Spanish
group seems less likely to add articles than the Chinese (30.3% addi-
tions for the Spanish group contrasted with 48.8% for the Chinese
group), but more likely to omit articles than the Chinese (63.2%
omissions for the Spanish group contrasted with 51.2% for the Chinese)
These findings do not support the claim that Chinese speakers have
more difficulty with the English articles than do Spanish speakers.
Perhaps the interference here is not directly from native language
background but an attempt by the speakers to compensate for their
native language. For example, maybe the Chinese add more articles
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because they know that English uses them, and when they are in doubt,
they add an article rather than risk omitting one. These results,
then, tend not to support the Contrastive Analysis idea that
Chinese speakers, whose native language has no functional equivalents
of English articles, should omit articles more often than Spanish
speakers.
Table 2.
Classification of Errors by Language and Type
I II III
Additions Omissions Wrong Choice
Spanish
Group 24/79 50/79 5/79
30.3% 63.2% 6.3%
Chinese
Group 41/84 43/84 0/84
48.8% 51.2% 0.0%
Total 65/163 93/163 5/163
39.9% 57.0% 3.1%
IV
. Total
79/79
100.0%
84/84
100.0%
163/163
100.0%
As previously mentioned, the results of the test were analyzed for
each subject, and they were classified according to type of article
usage. See Tables 3 and 4, Results are reported for number correct,
total number of items, and percentages for each category. A com-
bined correct percentage is also given for each subject. The rank
order of contexts for each group of speakers (Chinese and Spanish)
was obtained by combining the individual scores on each context for
all members of the group; these results can be seen in Table 5. IVhen
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comparing the tables displaying the rank order of contexts for the
groups of speakers, several differences are apparent. In fact, only-
one type ranks the same for both groups: Adjective + Noun. This
is striking because the percentages obtained are exactly the same
for both groups. Not only did the rank for Specific Reference differ
for the two groups, but it should be noted that the Chinese speakers
made no errors at all in this category. Finally, the results for
all subjects combined were calculated and are reported in Table 6.
A study of the tables reveals that there is more consistency within
the Chinese group than within the Spanish group regarding the order-
ing of contexts from the most correct to the least correct. That
is, the subjects on an individual basis show more similarity among
the Chinese group than among the Spanish group. This conclusion is
based on the correlation of coefficients obtained for each speaker
by correlating the individual's rank of contexts to the rank of
contexts for his language group. Individual correlation coefficients
are presented in Table 7. The consistency of the Chinese group can
perhaps be attributed to the fact that all of the Chinese speakers
were educated in the same country, whereas the Spanish speakers came
from various Latin American countries. It is possible, too, that
the language backgrounds affected the consistency due to interfer-
ence from the Spanish article system and non-interference from the
Chinese.
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Table 5. Rank Orderirif; of Categories
Spanish Group
Percent
Correct
96.3 Generic Ref./Non-ct.
93.8 Generic Ref. /Count
es.o After in
83.6 Specific Reference
83.2 Idioms
80.0 Adjective + Noun
76.0 After for
65.0 After of
57.7 The v/ith Proper Noun
82.3 Total :.
Chinese Group
Percent
Correct
100.0 Specific Reference
92.0 After in
89.2 Generic Ref. /Count
88.0 After for
87.2 Generic Ref./Non-ct.
80.0 Adjective + Noun
68.8 Idioms
66.6 The with Proper Noun
40.0 After of
81.7 Total
Table 6. Rank Ordering of Categories for Combined Group
Percent
Correct
91.8 Generic Ref./Non-ct.
91.8 Specific Reference
91.5 Generic Reference/Count
90.0 After in
82.2 After for
80.
C
Adjective + Noun
75.5 Idioms
62.2 The with Proper Nouns
52.5 After of
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Table 7. Correlations
Spanish Speakers to Spanish Group
1.00
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.80
i
.70
.60
.50
.40
.30
.20
.10
1 1
JD
S
c
ubject
E
Chinese Speakers to Chinese Group
1.00
.90
.80
.70
-
'
.60
.50
.40
.30
.20
.10
_
'
Hs H\i
Subject
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The data revealed that the rank ordering of the environments of the
English articles differed for the tv»fo groups of speakers included
in this study. See Table 5. However, two of the contexts ranked
at the bottom for both groups: after of and the with a proper noian.
The of context appears to have caused the Chinese speakers con-
siderably more difficulty than the Spanish speakers (40% correct
for the Chinese versus 65% correct for the Spanish). The subjects
generally either knew the rule for the with a proper noun or did
not know it. This supports a later conclusion that advanced
students should perhaps be taught exceptions when teaching articles.
When all of the errors from the various contexts are combined and
tabulated, the results show that there is relatively little differ-
ence in the combined percentages of errors. The Chinese group
made 51.5% of the total errors and the Spanish group made 48.5%.
See Table 8. This is the category of most relevance to the topic
of study, and it does not support the hypothesis on which the
research was begun. That is, even though the Chinese group had a
slightly higher number of total errors (51.5% of total errors),
the difference is not great enough to support the hypothesis that
native Chinese speakers would make a greater number of mistakes
in English article usage than native Spanish speakers. The break-
down into contexts was only ol peripheral interest at the outset
of the study, but those results have led to some interesting impli-
cations which will be discussed later.
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Table 8. Total Nijjnber or Errors
Number of Errors .. Percent
Chinese Group 84
, 51.5 . .
Spanish Group 79 _ ; 48.5
Total 163 100.
C
As pertains to prediction of a subject's overall proficiency
in English based on his performance on an article test, the data
gathered from this study yielded mixed results. From Table 9, it
can be seen that the article test scores and placement scores
did not rank the same for either the Spanish or the Chinese group
of subjects. When the results of the article test were correlated
with the structure scores obtained on the Illinois English Placement
Test, it yielded a 0.0 correlation for the Spanish group and a .67
correlation for the Chinese group. These results contradict
Oiler and Redding' s (1971:85) conclusion that "a test of article
usage is apparently a considerably better indicator of overall skill
for speakers whose native language contains articles than it is for
those whose native language does not have articles." However, there
may be several reasons explaining the discrepancy between the
results. First, their conclusion may just not be true, in which case
there is no discrepancy to explain. Second, perhaps the Illinois
English Placement Test does not accurately rate a student's knowl-
edge of grammar. Third, the test used for this study may be signifi-
cantly different from the one used by Oiler and Redding. The rela-
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lively high degree of correlation for the Chinese group is sur-
prising, given the narrow range of their structure scores (from
76-82) as opposed to the broader range o£ the Spanish structure
scores (from 62-83). However, if "overall proficiency" is considered
as the combined structure and listening comprehension scores from
the Illinois English Placement Test, then the data support the
Oiler and Redding conclusion. In this instance, the article test
and the combined placement results correlate .80 for the Spanish
group and .58 for the Chinese group. The crucial question seems to
be how the terra "overall proficiency" is defined. On the basis of
this research, it is clear that the ability to use English articles
cannot be used to predict performance on a grammar test for Spanish
speakers, while the same information would perhaps give some indica-
tion of how well a Chinese speaker would perform on a grammar test.
On the other hand, results of an article test might be a better predic-
tor of overall proficiency in English for the native Spanish speakers
as opposed to the native Chinese speakers, an assertion made by Oiler
and Redding.
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Table 9. Comparison to Placement Scores
Subjects Article Test
Percent correct
Spanish
D 89.7%
J 88.4%
C 79.4%
E 78.2%
74 . 3%
Chinese
T 84.6%
E 84.6
Hs 83.3%
Hw 79.4%
K 76.9%
Placement Test
Structure
69.:
8S
70
62
73
82
79
82
76
77
Raw Scores
Combined
147
153
132
134
130
157
154
159
124
142
The original hypothesis made for this study does not seem to be
supported by the results. Although the Spanish speakers as a group
had slightly fewer errors than the Chinese speakers, the difference
was too slight to be conclusive. Therefore, based on the results,
it does not appear that learning and using English articles is any
more difficult for one group of speakers than for another. More spe-
cifically, this does not appear to be the case for the two groups con-
sidered in this paper. However, the data shows that the difficulties
are different for the two groups. There are some points which should
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be remembered when looking at this data, points which could have affec-
ted the outcome of this study. First, maybe there is negative trans-
fer from the native language, so that Spanish speakers are actu-
ally more hindered in learning the use of English articles, since
they use their native language rules in place of the English system.
Or maybe, since the Chinese language does not have functional
equivalents of English articles, the Chinese make more of an effort
to learn the existing rules for English article usage and are not
interfered with from their native language. Likewise, this same
motivational principle could cause the Spanish speakers not to
try, since they already have a system (i.e., the Spanish system).
Another consideration is that the groups studied may have been
too advanced to show a great deal of interference from their native
languages. In other words, the original hypothesis might be
verified by a study of Chinese and Spanish speakers who are less
proficient in English. Finally, while it is possible that mistakes
in reading caused some of the discrepancies, it is not likely
for reasons already discussed.
Conclusion
This research focused on the use of English articles by native
Spanish and Chinese speakers who are studying English as a second
language. Tlie tentative hypothesis that Spanish speakers would
make fewer mistakes than Chinese speakers was not verified by this
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study. Possible reasons foi^ lack of verification of the original
hypothesis were discussed in the body of this paper. This con-
clusion, however, is not the only contribution this study makes
to the field of interlanguage. There are several contributions
which can be listed under theoretical and practical headings.
In the theoretical realm, the study offers a research paradigm
which elicits errors for articles by advanced speakers. Further,
it shows that these errors do not seem to be caused by interfer-
ence from the native languages of the speakers. Thus it seems
that for the level of students studied in this research, language
transfer is probably minimal. This study implies at least two
ways to account for the mistakes made by the subjects: over exten-
sion of the rules learned and/or the inherent difficulty of English
articles (a conclusion based on the disagreements of native speakers
of English in their responses to certain items on the test)
.
In practical terms, the study shows that the subjects already have
general knowledge of the basic rules for article usage, although
they do not always use the rules. This implies that the teacher
should strive to heighten the awareness of article usage among
the students and should attempt to teach exceptions to the rules.
It is likely that textbooks do not give adequate explanations of
the article rules, so the individual teacher must decide what is
appropriate for the class based on a diagnostic test, which could
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be similar to the one used in this research; although more compre-
hensive. Finally, this study casts some doubt on the accuracy of
some existing rules for article use. For example, one textbook
rule often given is that unique nouns like sun, moon, etc.,
do not use articles. However, this is not always true. No native
speaker would consider ungrammatical the following: A host
asks a guest entering his house at night, "Is there a moon tonight?"
Thus, this study suggests that rules for articles probably need
further revision--revision for accuracy and revision for practical
classroom implementation.
Articles have long been a thorny problem for ESL teachers and
students. Students cannot be expected to learn pages and pages
of rules, especially if such rules as currently delineated are
neither always precise nor always true. It is irritating for
teachers to read compositions with missing articles, but ESL
teachers will continue to be irritated until more work is done
toward making the use of articles understandable--to students
and teachers alike.
********
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IN, AT, AND ON
USE AND MISUSE BY PERSIAN STUDENTS
Danette C. Roe
Contrastive Analysis and Error Analysis both have a place
in the study of interlanguage. This study looks at both
methods of evaluating (and explaining) non- target produc-
tion of the English prepositions in, at, and on. Prepos-
itional relationships transferred from Farsi, interlan-
guage lexical rules, and intrinsic complexities of English
all are believed to influence the production of preposi-
tions. By considering these three areas of potential in-
fluence, this study examines both written and oral elicit-
ations from Persian students.
The results show:
1) a tendency to overgeneralize in, which is predict-
able from CA and substantiated by EA,
2) general confusion of prepositions in time expres-
sions,
3) little confusion with on (except by one subject),
and
4) striking contrast in place expressions and time
phrases that use at.
Results suggest a more specific treatment of prepositional
features that are demonstrable in the classroom, and those
uses that are less demonstrable, by
1) classifying phrases in semantically similar groups,
2) organizing teaching lessons along guidelines of
syntactic and semantic features, and
3) projecting semantic features by using tangible ob-
jects to show the relationship of spacial concepts
to time concepts that both use the same prepositions,
GENERAL CONCERNS AND HYPOTHESES
For those who teach or learn the English language, prepositions seem
to present a great deal of problems. Students often assume an atti-
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tude to learning prepositions of singular memorization; teachers
often present prepositions in a scattered, disjointed fashion. They
do not deal with abstract usage, idioms, nor the relation one usage
(e.g. place) may have to another (manner or time).
Textbooks also present prepositions superficially, rarely dealing
with the relationship among several different phrases. l\fhen discuss-
ed, prepositions are not assigned distinct semantic and syntactic
properties, or they are assigned gross categorizations that would
confuse even the most adept native speakers.
What causes the persistent problem of prepositional misuse? Lan-
guage interference surely could be partly at fault, as well as the
complexities inherent in the target language itself. Of course, one
must not discount the impact of learning strategies or teaching tech-
niques, as these too are considered to greatly shape future learning.
The scope of this study manages to touch on all these areas, but
not exhaustively, and not with the intention of finding major lin-
guistic implications. Rather, this study is an experiment at anal-
yzing data from several directions at the same time.
All English prepositions are not considered; in fact, only in, at,
and on are studied—and with only two semantic components analyzed:
location in time, and location in space.
A discussion of semantic variables, syntactic environments affect-
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ing production, and pedagogical suggestions will follow the present-
ation of test data and graphs. Since many cxirrent researchers (Lee,
1968; Cowan, 1976; Schachter, 1974; and Corder, 1972) now accept the
possible compatibility of the CA and the EA approach to foreign lan-
guage teaching, the above considerations will be weighed according
to the predictive and/or explanatory facilities of CA, and according
to the response categorizations and difficulty orderings of EA.
My hypotheses for this research are that:
1) Persian students will have noticeable trouble in lexical
selection because of the Farsi preposition system, which
often affords them a choice of no preposition,
2) they will produce more errors in speaking than in writing,
due to the differences in concentration on grammatical ity,
and
3) their general use of in will be extended to use in environ-
ments that allow a variable use of in or a^ (e.g., I'll see
you in the office later today. OR I'll see you at the of-
fice later today.), and
4) they will overgeneralize the use of in for all place ejq)res^
sions.
My overall assertion is that one must approach the problem area from
as many directions as possible. Try to predict; look at the elicited
production for errors, and for target performance; try to determine
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an interlanguage system; and try to explain results by going back
to a contrastive analysis. Then look at the teaching techniques--
the drills and the explanatory "rules" that the students have been
given
.
One cannot pursue all these areas of research and still hope to have
energy to teach, so everyone must depend on others in the profession
for ideas, explanations, and reaffirmation. Past studies have been
done on English prepositions (Ghadessy, 1974; and Oiler, 1971); and
syntactic and semantic analyses (Fillmore, 1966; and Bennett, 1975,
respectively) are available for the teacher who wishes to look at
theoretical aspects or statistical substitutability among preposi-
tions. Very little exists that will give a pedagogical direction
to solving the problems in production, however. I have found one
article on practical applications for teaching prepositions (Kurtz,
1967), and this dealt more with verb-preposition constructions than
with general lexical choice (meaning) across syntactic environments
of English. My research, along with the grading of compositions for
the Illinois Placement test, which consistently points to the weak-
ness in this area for even the advanced graduate students, reveals
a need for a more thorough treatment of prepositions.
TEST INSTRUMENT -- PLANNING AND EXECUTION
Persian students were chosen from the Intensive English Institute
(20 hrs./week) and the Special English Service Program (12 hrs./
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week) at the University of Illinois. Students were chosen accord-
ing to overall TOEFL scores, as well as the TOEFL structure compon-
ent scores (Table 1)
.
Table 1: TOEFL Scores at the Beginning of Study-
Subjects Overall TOEFL
Score
Structure
Component
1. ZA* 392 49
2. NS (S) 376 36
3. SA (A) 376 36
4. NP (P) 326 32
* pretest subject
One pretest subject and three final subjects from the Institute were
chosen. The fourth subject was taken from the Special English class
to see if a very beginning level student would exhibit widely dif-
ferent production than the intermediate students receiving more in-
struction per week. TOEFL scores xvere not available for this sub-
ject (G) as she had never taken this test.
A cloze-testing procedure was chosen for the major part of the writ-
ten test, this being determined to be a successfully discriminating
elicitation procedure by Oiler and Inal (1971). Many of the senten-
ces used were taken from workbooks specially designed for preposi-
tion practice (Heaton, 1965) and a small grammar of English preposi-
tions (Pittman, 1966). The first page presented the subject with
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the task of encircling the correct preposition within the context of
a sentence, with only in, at , and on to choose from.
(examples) 1. The train always arrives ( on , in ) time.
2. I found Jane tvorking C in , at ) the garden.
3. The bird is standing ( on , at ) the top of your car.
This first page (14 items) was to serve as a limiter, a stimulus
that would suggest only a small set of prepositions without speci-
fically stating that only in, at, and on were to be used throughout
the written test. In the following pages of cloze-test items ("fill
in the blanks") s however, subjects were told that they could use any
preposition that they thought correct if they asked about this pos-
sibility. Subjects also had the option of placing an XX in the
blanks where they thought no preposition was needed. This choice
was provided because of the prepositional system in Farsi that often
gives no preposition in such semantic relationships concerning place
and time, or that allows the deletion of such prepositions in infor-
mal communication. There were eleven instances within the test where
no preposition was required.
(examples) 4. twenty years ago, Mr. and Mrs. Smith got
married.
5. Canton is a large city south of Peking.
Farsi also has a large group of prepositional relationships that
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take an "ezafe." This is a relational marker vrritten as a sublinear
slash mark ( , ) , or as a (J after words ending in vowels . In spoken
form, the "ezafe" is a clipped /e/.
The option to place a question mark ( ? ) was also allowed, but
its use was discouraged when the subjects' choice was only between
two prepositions. If s/he had no idea at all of what the response
should be, this marker was suggested for use. The option was in-
cluded to decrease the chance of subjects writing anything just to
fill the blank. This option also served to more directly point out
the items where sheer guessing would have most likely occurred.
There were 77 items in the cloze passage part of the test. They
consisted of individual sentences and one large paragraph (14 blanks).
(examples) 6. John has a smile his face.
7. Don't stay outside the cold weather; you might
get sick!
8. We saw thera lunch-time.
9. The war broke out 1939.
(paragraph excerpt)
10. I awoke several times last night and decided
to see a doctor Friday. I hope that he will
cure me and that next week I shall be able to
sleep all night. I think that the real reason I can't
sleep night is because I had a bad accident
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1960.
The written test was given to three native speakers of English and
the one Persian pretest subject to determine what items were ambi-
guous, or highly formal, or of infrequent use. The test was then
revised, and variable response environments were noted.
(example) 11. What are you doing
_____
Thursday evening?
Acceptable Answers: on , XX
The oral test consisted of elicited responses to questions asked
about pictures. The tape-recorded oral tests ranged from 36 to 64
elicited responses to 28 pictures. This test varied according to
the subject's interest and speed in responding. The oral test was
administered to the pretest subject to allow for experimentation on
how many questions could be asked without the student tiring, and on
what effect a 10-15 minute test v;ould have on the subject when only
three prepositions were bein,-^ tested, and then in only two uses. The
question-answer format was broken up by general connnents on other
aspects of the pictures, so the student had to listen closely and
respond to other communication also. (It was hoped that the sub-
jects would initiate certain prepositional relationship comments by
virtue of the conversation's context, which centered on the pictures.)
These comments were provided to establish a more casual atmosphere,
something more similar to what the students would experience in
their classrooms. The elicitations might then sound more like what
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was said in everyday classroom language, if not in the outside en-
vironment where minimal attention to exact usage and correctness is
paid to casual communication with native speakers.
When the subject responded quickly, or with a great deal of comfort
and automaticity, more questions were asked per picture. Most of
the pictures were used to elicit place expressions, but one-quarter
of them were solely used for time expressions. Using realistic pic-
tures restricted the amount of time phrases to be elicited, as clock
time and calendar time are rarely depicted in magazine illustrations.
More abstract time concepts (e.g. in a minute, at the present time,
on time, and in a short while) had to be tested in written form.
The written test was administered before the oral test; to complete
both tests took the subject between 45 minutes to one full hour.
ANALYSIS OF THE DATA
Written and oral test results were tabulated by categorizing the
incorrect responses under the preposition chosen, and under the
correct preposition for the construction. So the sentence --
* In the present time, he isn't here. -- would be categorized in
two places: a) In - Ungrammat: At, and b) At (time). V/hen all
the responses were placed in the categories, I could see the array
of incorrect responses to one preposition, as well as the possible
overgeneralization of a single preposition in the many different
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sentence environments tested. (See List "P" for one subject's tab-
ulation of responses concerning the preposition in.)
List "P"
In (place)
*on her arms
XX
_
a near-by garage
?
_
Hong Kong
~ such a dirty and cold roomXX
In (time)
9
_
just a
ranunat
.
few minutes
IMR-
AT: in the center of the target
in the end of the line
in the Co-Ed theater
in the Christmas party
in the party
in the theater
in the present time
in midnight
in Christmas
ON: in the other side of the river
in the right side of Mary
in his face
in the corner
in the cover
in TV
in Thursday evening
XXX: in next vreek
in one week from today
in south of Peking
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For the oral test, all responses that were correct in syntactic form
or in visual interpretation of a picture received a (1). Answers
that were not acceptable scored a (0) . Answers that misinterpreted
pictures but that displayed a semantically correct response to a lo-
cative relationship were recorded as a (1) . So, although the oral
response to the visual stimuli was greatly controlled, other valuable
data was considered that would otherwise have been tossed out. For
exmnple, one picture showed a cat sitting on a woman's lap. IVhen
asked where the cat was, the subjects replied:
Subject A: On the woman's feet. (1)
Subject S: On the foot of the woman. (1)
Subject G: On her knee, (i)
Subject P: *In the woman's feet. (0)
Three responses were not correct interpretations of the picture, but
two of these three are semantically possible in expressing a locative
relationship, though not the one shown in the picture, and were
therefore counted as correct. The fourth response is not correct
from a semantic standpoint, and was given a (0).
Percentages of correct responses are given in Table 2. These are
divided into eight categories. Mean scores indicate a clustering
of five categories, and a separation between the renaining three:
At (place), On (place), and XX (place).
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Table 2: Percentages of Correct Response
1
Place Expressions:
Subject In At On XX
A .85 (28/33) .93 (14/15) .85 (29/34) .75 (3/4)
S .63 (27/43) .33 (5/15) .80 (35/44) .80 (4/5)
G .63 (26/41) .29 (4/14) .83 (33/40) .75 (3/4)
P .82 (28/34) .13 (2/15) .50 (14/28) .25 (1/4)
MEAN .73 .42 .55 .64
Time Exprtjssions:
A .77 (10/13) .79 (15/19) 1.00 (7/7) 1.00 (7/7)
S .92 (12/13) .81 (17/21) .86 (6/7)' .57 (4/7)
G .69 (11/16) .65 (13/20) . 75 (6/8) .86 (6/7)
P
.75 (9/12) .75 (15/20) .43 (3/7) .71 (5/7)
MEAN .78 .75 .76 .79
Since there is such a wide discrepancy between subject A and P, the
mean scores were tabulated two more times to see what difference
dropping the "best" subject (A) or the "worst" one (P) would make
(Table 3).
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Table 3: Other ['?ean Scores
Place Expressions:
Mean Score In At On XX
w/out A .69 .25 .71 .60
w/out P .71 .52 .82 .77
Time Expressions:
w/out A .79 .74 .68 .71
w/out P .79 .75 .87 .81
Without A, the scores range from .60 to .79, with At (place) at .25.
V/ithout P, the range is .71 to .87, with .52 for the At (place) cat-
egory. Though the categories are no longer so tightly grouped, this
analysis more strikingly points out the low percentage of correct
production for At (place) than for any other preposition. This pro-
duction will be more closely examined in the following discussion
of CA and interlanguage lexical rules.
Written versus oral production was also categorized to see if one
mode of production was less target- like than the other for any of
the eight categories. Mean scores (Table 4) show that the largest
discrepancy is found between the use of iii for the written test and
that used in the oral test. The XX category was not purposely eli-
cited on the oral test, and was provided as a self- initiated comment
by only one subject, so this category could not be compared with the
written covinterpart.
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Ta>jlf. 4; ?'ritten, Oral, and Total Score C
Vfritten:
Subj ect In At On XX
A .86 (24/283 .85 (23/27) .88 (22/25) .91 (10/11)
S .61 ri7/28) .63 ri7/27j .72 (18/25) .73 (8/11)
G .64 Ci8/28; .48 (13/27) .80 (20/25) .82 (9/11)
P .82 r2.3/28j .43 (13/27) .52 (13/25) .54 (6/11)
!4EAN .60 .61 .73 .75
Oral: ..
,
A .77 (14/18) .86 (6/7) .88 (14/16) —
S .79 (22/28) .53 (5/9) ,88 (23/26) .00 ro/1)
G .66 (19/29) .57 (4/7) .83 (19/23)
P .77 (14/18) .50 (4/8) .40 (4/]0)
MEA>J .75 „ .62 .75
Total :
A .83 (38/46) .83 (29/35) .88 (36/41) .91 (10/11)
S .70 (39/56) .61 (22/36) .81 (41/51) .67 (8/12)
G .65 (37/57) .50 (17/34) .81 (39/48) .82 O/H)
P .80 (37/46) .49 (17/35) .49 (17/35) .54 (6/11)
J-EA?; .74 .61 .75 .73
The total percentages of written versus oral production are illus-
trated on Graph 1. This shov/s that, in general, the oral prodiic-
tion was more target-like than the vrritten production.
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This seems to disprove my hypothesis that Persian students would
produce more errors in speaking than in writing. However, since the
oral test was not one where more difficult syntactic environments
were tested, such as complex sentences or added modifiers that com-
pound the task of sentence (meaning) interpretation, the two tests
are really not comparable. In the oral test, a certain avoidance
strategy could be employed also, since there were several possible
answers to the questions posed about the pictures. Lastly, the pic-
ture test did not elicit many responses using time expressions, so
this factor could also distort the results of the oral test to ap-
pear higher in percentage of correct response than the written re-
sponses. I must conclude then that the two tests were not of simi-
lar enough design to determine if my hypothesis is right or wrong.
The total percentages of correct production for each preposition
show that at^ is lower than in or on, but this is due to the combin-
ation of spacial and temporal uses. Referring back to Table 2, one
can see that At^ (time) was not a great deal lower for any subject;
but At (place) was drastically lower, pulling the total production
percentage do\m. (See Graphs 2-5 for a comparison of time and place
usage for each preposition.) If the at preposition had not been
analysed in its two components, the error analysis results would
have led teachers to believe that either
a) at^ is not that much more difficult and need not be given
any more attention than in or on, or
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b) all instances of at will be more problematic than in or on,
and so they must be drilled a lot more.
If the first conclusion is drawn, the problems with At (place) will
never be addressed; and if the second conclusion is reached. At (time)
will be drilled excessively when it created no more trouble than in
or on. These conclusions exemplify the already widely recognized
fact that without proper analysis, teachers can be led to ineffec-
tiveness and/or inefficiency in their lesson plans.
Graph 6 shows that the four subjects did not produce the same pat-
tern in percentage of correct responses. There are many cross -overs
among the four subjects, with subject. A always revealing more target-
like production. Subject P is below all the other subjects except
in total percentage for in. The relation of the percentage of total
production and mean scores for all of the subjects (Graph 7) does
show a closer alignment of patterns, yet this does not tell where
the individual problems differ and where they coincide.
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. SYNTACTIC CONSIDERATIONS
An error analysis of syntactic environments brought out two patterns
that caused trouble for the subjects. The patterns in themselves
did not shovj a consistent elicitation of errors, but the specific
adjectives and the adverb involved hindered conqjrehension, which in
turn would affect production. These cases are the following:
1) He always keeps his car a near-by garage.
2) He threw the key the landlord and said he was tired
of living such a dirty and cold room.
3) The train will arrive just a few minutes.
This is the tabulation of the responses to the above items:
Adjective + NP: 2 ? a near-by garage
a near-by garage
such a dirty and cold room
such a dirty and cold room
1 in such a dirty and cold room (subject A)
just a few minutes
just a few minutes
These modifiers that complicate the interpretation of the noun phrases
(and of the entire sentence) may have been the primary cause for in-
correct responses on these items. Yet these distracters do prove
that, even for the "best" subject, syntactic variables coupled with
2
_
XX
2
_
XX
1
_
?
_
Adverb + NP: 3
_
XX
1
_
?
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complex modifiers can cause production errors that are not indicative
of overall performance. For this reason, such constructions should
be used in drills only after the mastery of unmodified noun phrases.
Mien included, these modifiers should be explained as having no se-
mantic change in the prepositional relationship, but just on the noun
phrase itself.
CONTRASTIVE MALYSIS AND ERROR ANALYSIS
Looking at the use of each preposition in the ungrammatical instances
(e.g. List "P") shows a pattern of overgeneralization for in by three
subjects- -36% of the total errors were made by using in^ where on, at ,
or no preposition was required,
(examples) 12. *You'll meet them in the Christmas party.
13. *Don*t put so much salt in your meat; it ruins
the taste.
14. *If I can't sleep too well in night, I get up
and take some medicine.
This data on overgeneralization of iii supports my original hypothesis,
which was based on the extensive use of "dar", the Farsi preposition
which is equivalent to in in many cases but not in all, especially
in time expressions.
Another subject used on in 50% of the erroneous responses where at
should have been used, and in 57% of the obligatory environments for
in. V/hy did this happen? The explanatory capacities of CA do not
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provide any reason for overuse of on. The Farsi preposition, "ru-ye,"
is the equivalent of on (meaning surface contact) , but it is never
used with time expressions. The interlanguage rules of this subject
must have been formed on a few examples where English uses on, and
then overgeneralized to lap into categories of a£ and in. This in-
dicates that, once again, EA must also be used when determining inter-
language tendencies, not just CA.
SEMANTIC CONSIDERATIONS
Little has been done on the semantic components of Farsi, as seman-
tics in any language is a new and highly controversial field of study.
A few analyses of English prepositional components have been pub-
lished (e.g. Bennett, 1975), as well as syntactic arguments over the
placement of lexical properties of prepositions in a grammar (Fill-
more, 1966). Thorough treatment of the syntactic environments that
carry particular semantic similarities (Quirk, 1972; Pittman, 1966)
do provide some guidance for the English half of a contrastive anal-
ysis. But the grammars of modern Persian discuss prepositions as
superficially as most ESL/EFL classroom texts do, so in this respect,
I feel that students must be as frustrated as I am in deciding what
the differences and similarities between the two systems really are.
With the analysis of Farsi translations for the test items used, I
have put together the following chart of the relational system of
Persian prepositions as they may correspond to place expressions of
in, at, and on:
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Static
Chart 1
Ending
point
Exterior
i 1 i 1
Neutral
x'^ -> ©
Interior
1 A
!
-\^ ']
Semantic Relations
Static Ending
point
on onto
at to
in into
Static Ending
point
ru-ye ru-ye
dar be
dar
tu-ye
tu-ye
Relational System English Subset
(Cat ford) (Cat ford)
Proposed
Farsi Subset
These subsets show the components that semantic theory considers
when trying to define the meaning and restricted features that words
carry. The components listed on the left state the relation of the
object to another object (exterior, interior, or neutral), and the
components across the top of the chart indicate the relationship of
the object to movement in space (static, or ending point --movement
through space to a final resting place) . A more general chart of
time and place usage does not depict the specific components that
semanticists (Catford, 1968; and Bennett, 1975) so diligently post-
ulate, but it does show the relationship of Farsi and English "equi-
valents." It is illustrated thusly:
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Chart 2: Time and Place in English and Farsi
PLACE
English Farsi
in tu-ye
dar
at dar
on ru-ye
TIME
English
m
at
on
Farsi
dar
(ezafe)
no prep.
dar
(ezafe)
no prep.
(ezafe)
no prep.
For time expressions, "ru-ye'" and "tu-ye" are not uses. Only "dar"
and the ezafe prepose time expressions, or no preposition is used.
"Dar" is also used for in and at place expressions, so the confusion
that Persian students would have in learning to move from the native
language system to English is evident. This confusion is also re-
flected in the error analysis as one-half to two-thirds of at^ errors
were caused by the use of in. This does not include the highest
subject, where at was correctly used 90% of the time. This student
has managed to distinguish most of the semantic restrictions in the
varied use of at and in.
An error analysis indicates that the one subject who overgeneralized
the use of on did so to replace the static, neutral aspects of at in
many instances,
(examples) 15. *You're always on the end of the line; try to
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come earlier.'
16. *There are many well-knovm people on the theater.
This subject also used o^ for many time expressions of seasons and
months, instead of using in^. Looking at Chart 2 and using CA in an
explanatory capacity, one can see that a different system for time
expressions exists, nothing that will cause this subject to equate
on with all of the time expressions, however. The interlanguage sys-
tem of this subject can be the only real explanation for such produc-
tion.
PEDAGOGICAL CONSIDERATIONS
This analysis of a language problem should never be hampered by
theoretical, purist approaches to linguistics and language pedagogy,
nor should it stop with theory, pure or eclectic. The analysis must
extend into pedagogical areas. Past learning environments and teach-
ing tecnniques must be scrutinized to see what ill effects are con-
sistently displayed in students' production of English. Textbooks
need to be revised and additional materials included which deal with
prepositional relationships.
General semantics t^iat stop short with explanations of surface con-
tact and enclosure do not provide the necessary link of these two
aspects to time relationships, which are always presented in list
fashion (Praninskas, 1975; Bruder, 1975) or sometimes with no gen-
eralizations at all (Krohn, 1971). Only calendar time is gifted
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with a rule format; abstract concepts of time are presented in a
repetitive dialogue-drill patterning with no accompanying general-
izations or explanation of semantic sinilarities.
The treatment of prepositions should be organized in a way that de-
monstrates the semantic continuity between time and space. A point
in time can be comprehended as a point in space when proper analogies
are made. If the teacher can present students with the idea that
years and months are periods of time that can encompass things by
virtue of their continuousness, the use of in can be more readily
associated with its proper semantic qualities. Points of time that
use at can be demonstrated as more tangible objects--like the dial
on a clock (at three o'clock) or the edge of the horizon (at dawn)
which possess the neutral semantic aspects of place expressions using
at.
On can also be brought together in time and space. Days of the week
and dates can, for purposes of classroom teaching, be presented as
something that has a surface—a "stage on which activities are
placed" (Sandhagen, as cited by Bennett, 1975). This does not carry
as much tangible reality as the temporal projections of in and at^ to
their respective place expressions, but it provides an extension of
use along semantic qualities that is usually unexplored.
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CONCLUSION
The problems of English prepositional usage are faced by all foreign
students and teachers. This research looked at Persian students'
use and misuse of only three prepositions: in, at, and on. Hypo-
theses of difficulty with lexical selection, the occurrence of more
errors in speaking than writing, and overuse of one preposition in
variable environments to avoid the use of another, less manageable
preposition were compared to elicited data from written and oral
tests.
The overuse of in was illustrated by an error analysis, and the trou-
bles with lexical choice due to the differences between English and
Farsi in relational systems (Chart 1) were examined to reveal sup-
port for the first of my hypotheses. The extended use of preposi-
tions to avoid other, less controllable prepositions was not fully
analyzed, as no specific data on frequency of substitution patterns
used by native English speakers was available for correlation. The
hypothesis that speaking reveals more production errors than writing
was not substantiated by this analysis; this is not to say that my
hypothesis is wrong here, but that the test instrument for oral
elicitation needs further revision to more closely match the effec-
tiveness of the written test.
General suggestions on pedagogical extensions of place and time ex-
pressions to draw both uses closer (in semantic terms) have been
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presented in an effort to convince teachers of the need for a more
conscious approach to the problem of in, at, and on. Tangible ob-
jects can be related to time expressions and more demonstrable uses
and connections between place and time phrases can then be presented
for classroom manipulation.
The areas of difficulty for Persian speakers, in summary, call for
special treatment of At (place) expressions and time expressions for
all three prepositions. Beyond this, the implications for following
an integrated research design of CA, EA, and syntactic/semantic anal-
ysis mean that extensive research has just begun. The pedagogical
insights that such research will offer are sorely needed, as a rule-
governed format in teaching these three prepositions has been indi-
cated by all of the above analyses of the elicited data. The numer-
ous complexities of English, the contrasted relational systems, and
the unstructured format of most textbooks in presenting shared fea-
tures of prepositions compound the teaching objectives. These com-
plexities do not have to be taught in high, semantically intricate
jargon, and indeed, should not be taught with this intention. How-
ever, teaching must come closer to a systematic approach consistent
with students' needs. With more research and material development,
this atmosphere can be created. Teaching and learning can then be-
come the inspiring (and inspired) activity that befits language ac-
quisition.
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EXAMINING THE CULTURAL FACTOR
IN FOREIGN STUDENTS' VIEWS OF ESL TEACHERS*
Richard Schreck
Among the factors which complicate efforts to obtain evi-
dence of foreign students' views of teachers of English as
a Second Language (ESL) are two which appear to be directly
relatable to the cultural background of the student: re-
luctance to offer criticism and the conceptualization of
constrvicts such as "good teaching." In an earlier paper
(Schreck, 1975), these and other concerns were enumerated
and briefly discussed in the context of evaluating format
options for student- feedback forms for use with foreign
students of ESL. The concerns expressed in that paper have
been used to guide the construction and evaluation of a
forced-choice student-feedback form, v;hich has been labeled
1-3. The purpose of the present paper is to describe the
construction of this instrument, and to report its applic-
ability to the examination of the cultural component under-
lying foreign students' views of ESL instruction.
The use of students' evaluations as evidence of the merit of teachers
and of teaching behaviors has been given increased attention in re-
cent years, particularly at the university level (e.g., Costin,
Greenough and Menges, 1971). Access to this type of evidence in
multilingual-multicultural settings such as programs of English as
a Second language (ESL) for foreign students, however, has been ham-
pered by linguistic and cultural factors generally common to such
settings, including: a) students' limited abilities to communicate
in English, the language medium of most existing student-feedback
forms; b) culture-related reluctance to offer criticism of teachers
and teaching methods (e.g., Noesjirwan, 1970); and c) culture-related
differences among students' conceptions of what "good teaching" con-
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sists of (e.g., Jaramilio, 1973). A student-feedback strategy which
could permit the researcher to control for these constraining factors
could be expected to facilitate disciplined inquiry into a broad
range of psychological, cultural and educational questions. - .
Sisson (1948) and others have reported the use of forced-choice to
control for "halo effects" in ratings. This paper describes a study
in which adult foreign students of ESL were used in the construction
and evaluation of a forced-choice student-feedback form in an attempt
to assess the feasibility of adapting this technique for use in dis-
ciplined inquiry in a multilingual-multicultural setting. The study
sought to determine whether: a) students used in the study were
capable of generating enough suitable questionnaire items for the
construction of a forced-choice instrument; b) the resulting instru-
ment would discriminate among actual teachers on the basis of the
merit of these teachers as perceived by their students and that this
descrimination would be statistically significant at the .05 level;
and c) in an administration of the resulting instrument in which stu-
dents were asked to rate the "best" teacher each had ever had, the
magnitude of a teacher's rating would be unrelated to the cultural
background of the respondent for cultures designated as Arabic-
speaking, (Western hemisphere) Spanish- speaking and Japanese-speaking
represented in our sanple as demonstrated by failure to find discri-
mination significant at the .05 level.
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EXPERIfffiNT i
Method
Tovfard the end of the fall semester, 1974, 19 students then enrolled
in the Intensive English Institute (lEI) , a program of intensive in-
struction in ESL for adults at the University of Illinois at Urbana-
Champaign, v/ere asked to write two brief essays each, one describing
their ideas of a "good" ESL teacher, and another describing their
ideas of a "bad" ESL teacher. These students were those present in the
the two lowest English proficiency levels of the lEI on the day of
the assignment. The students were asked to give their first lan-
guages: 10 were Arabic, 3 Spanish, 3 Persian, 1 Japanese, 1 Korean
and 1 Thai. From these essays, a list of 82 questionnaire items des-
criptive of either good or bad ESL teachers was constructed. The
decision to use the two lowest proficiency levels of the lEI was
based on the supposition that their written utterances would be like-
ly to be within the scope of most of the lEI students' reading abil-
ities. The questionnaire items followed as closely as possible the
wordings of the essays. Criteria for defining the terms "good" and
"bad" were left up to the individual students.
Twenty-eight students in the three highest proficiency levels were
each given a copy of the questionnaire items and asked to indicate,
by circling a number from 1 to 5, how applicable each item was to an
ESL instructor the student had at that time or had had in the past.
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One of the levels was asked to so rate the "best" ESL teacher he/she
had ever had, another to so rate the "worst" ESL teacher he/she had
ever had, and the third to so rate a teacher he/she had had who was
neither "best" nor "worst," but was "in the middle." The students .
were told not to give the names of the teachers being rated. This
procedure was repeated early in the spring semester, 1975, again
with the top three proficiency levels. The two administrations were
combined and treated as one single administration. A total of 59
students responded, with 26 rating a "best" teacher, 17 rating a
"middle" teacher and 16 rating a "worst" teacher.
Preference and discrimination indices were calculated in the usual
way. For each item, three means were calculated, one for each teach-
er type. The mean of these three means was then calculated for each
item without correcting for differences in sample sizes. The result
was a "preference index" for each item: an indication of the will-
ingness of students to link the item to an instructor. The mean for
the "worst" teacher type was then subtracted from the mean for the
"best" teacher type for each item. The result v/as a "discrimination
index" for each item: an indication of the ability of each item to
discriminate between teachers identified by students as "good" and
"bad."
Pairs of items with similar preference indices and divergent discrim-
ination indices were formed. Tetrads were then formed by joining
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positively stated pairs with negatively stated pairs. (A positively
stated item is one which, if applicable to a teacher, indicates that
the teacher is "good" rather than "bad." The reverse is true of neg-
atively stated items.) The result was that each tetrad consisted of
four items with each item distinguishable from the other three by a
unique (for that tetrad) preference/discrimination identity- The
ordering of the items within each tetrad was informally random, and
the students responding to the finished questionnaire were not made
aware of the preference/discrimination identities of the items.
Two questions vjere associated with each tetrad: "SVhich of these is
most like your teacher?" and "VJhich of these is least like your
teacher?" An additional tetrad, dealing with an unrelated topic,
was included at the top of the questionnaire to facilitate adminis-
tration instructions. The completed questionnaire consisted of eight
tetrads. Responses were recorded on a separate answer sheet and the
results were computer scored.
Each item within a given tetrad was assigned a numerical value un-
known to the respondents. These values were determined by whether
the response was to "most like" or "least like," and the preference/
discrimination identity of the item chosen:
"IVhich of these is most like your teacher?"
positively stated high discrimination 4 points
positively stated low discrimination 3 points
negatively stated low discrimination 2 points
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negatively stated high discrimination 1 point
"IVhich of these is least like your teacher?"
negatively stated high discrimination 4 points
negatively stated low discrimination 3 points
positively stated low discrimination 2 points
positively stated high discrimination 1 point
Each teacher being rated was assigned a score equal to the mean
across all 16 choices and across all students rating him/her. The
range of possible scores was from 1.00 to 4.00.
The instrument was administered to all classes of the lEI toward the
end of the spring semester, 1975. Each proficiency level had several
classes and some instructors taught more than one class while some
team-taught. There were 41 administrations and a total of 365 com-
pleted questionnaires.
Results
The mean over all 365 questionnaires was 3.48 and the standard de-
viation .46. Reliability (Alpha, corrected for length by means of
the Spearman- Brovm formula) was .88.
EXPERIMEI-JT 2
Method
A validity check was carried out toward the end of the sinraner semes-
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ter, 1975. Ninety-five lEI students, those present at the time of
administration, v;ere asked to use the questionnaire to rate the "best"
ESL teacher each had ever had. Students were instructed not to give
the names of the teachers being rated.
Results
The mean over all 95 questionnaires was 3.58 and the standard devia-
tion was .33. Reliability (Alpha, corrected for length by means of
the Spearman- Brovm formula) was .80. The mean was larger and the
standard deviation smaller than with the previous administration.
The difference between means was statistically significant, _t (458)
=
-2.29, £< .05. That is, "best" teachers received significantly
higher ratings than did teachers not identified as "best."
Of the total 1,512 responses in the validity check administration,
1,013 (66.69%) indicated the choice scored 4; 401 (26.52%) indicated
the choice scored 3; and 98 (6-42%) of the total responses indicated
either of the two remaining items.
EXPERIfCNT 3
Method
A single-factor analysis of variance was done on the data from the
validity check administration to determine if item choice was signi-
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ficantly affected by membership in any of three first-language class-
ifications: Arabic (n=14), (V/estern Hemisphere) Spanish (n=42) and
Japanese (n=12). Other first-language classifications were present
in the administration, but in smaller nuiii>ers. These were: Arabic/
French, Thai, Persian, Italian/German and "other" (not specified).
Results
The analysis of variance did not indicate a relationship between
first-language classification and item response, £, (2,65) = 2.48,
£ > . 05
.
SUMMARY
The students involved in the study had generated enough suitable
questionnaire items for the construction of a forced-choice instru-
ment. The results of Experiment 1 showed that most of the responses
indicated items scored 3 or 4, which suggests that a "halo effect"
may be present, as expected. The fact that the mean was 3.48, near
the mid-way point between 3 and 4, however, might suggest that the
"halo effect" is being dealt \-iith.
The instrument discriminated at the significant level of .05 between
teachers identified as "best" and teachers not so identified. There
is, of course, no information available which would indicate which,
if any, of the teachers rated in Experiment 1 were seen by their
students as "best" teachers, but if the assumption that not all of
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them were is true, then the results of Experiment 2 might suggest
that the instrument is, in fact, discriminating as intended.
The results of Experiment 3 indicated that, in this sample, cultural
background was not significantly related (.05) to item selection for
Arabic, (Western Hemisphere) Spanish and Japanese first- language
groups. Students placing themselves in these groups were all, so far
as could be determined, representative of the geographical areas as-
sociated with these languages. That is, each had spent most of his
or her life in the particular area.
DISCUSSION
It seems probable that this questionnaire format is capable of per-
formance superior to that observed in this study. That is, it should
be possible to draw from a greatly enlarged pool of student essays a
set of questionnaire items each of which appears with comparable fre-
quency in each of a number of first- language classifications. Such
a list of items of generally similar importance to members of a number
of first- language classifications could be exploited as a basis for
an instrument of wider pan-cultural relevance.
Also, analysis of such essays may teach us a great deal about the
universality of certain psychological and educational concerns. The
Intensive English Institute is now in the process of expanding its
pool of essays, and several generalizations appear to be emerging.
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Further, it is hoped that exploitation of this method of inquiry , '
will lead to the iniporovement of evaluation technology available • ;.
for the assessment of merit of programs in multilingual-multicultural
.1: r-rT
settings.
Finally, a student- feedback form applicable in a multilingual-multi-
cultural setting could be exploited in conjunction with classroom
observation techniques to construct detailed descriptions of teachers
and of teaching behaviors seen by students of specified cultural
backgroimds as optimum. Such information would be of interest both
to those who are concerned to do cross-cultural research and to those
who strive to improve the quality of education provided in multilin-
gual-multicultural settings.
Because ESL classes are typically small, with perhaps 8 to 15 stu-
dents, any instrument can be expected to yield low reliability fi-
gures when applied only to a single class; in this study, reliability
figures for individual classes varied widely. It is likely that no
improvement of the instrument will totally control for this. There-
fore, this use of forced-choice should be considered a highly spe-
cialized tool for inquiry, and one whose application should be care-
fully monitored. Generally, it seems likely that it will be of more
use in specialized types of inquiry than in the ongoing evaluation
of specific instructors.
A number of students have expressed dissatisfaction with the lack of
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control which the experimental instrument permitted them in their
evaluations. This, in itself, would be sufficient grounds for re-
considering the use of this format in ongoing evaluation situations.
In its search for a practical, semester-after-semester instrument,
the Intensive English Institute has decided to examine other alter-
natives. Nevertheless, it appears that this use of forced-choice
may yield a great deal of useful information if carefully applied
in a controlled experimental setting.
FOOINOTES
*This paper reports some results of a continuing research effort in
the use of student-feedback in instructional planning, now underway
within the Intensive English Institute at the University of Illinois
at Urbana-Champaign. This effort owes much to the input of Dr. Re-
becca G. Dixon, Director of the Institute. She is, of course, not
responsible for any shortcomings of this paper. A form of this pa-
per was presented at the NAFSA National Conference in New Orleans,
May 1977.
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ECLECTICISM:
A RATIONALE
Michael Vande Berg
Over the years, language teaching methods have oscillated
between two approaches, one rationalistic and the other
empirical. The recent trend toward eclecticism, toward
an approach which combines the best features of cognitivism
and audiolingualism, the conten5)orary manifestations of
rationalism and empiricism, has brought about an uneasy
balance between these extremes.
However, because eclecticism to this point has lacked a
clearly formulated theoretical foundation, its position
remains tenuous. Such a theoretical foundation is fortu-
nately emerging in the form of assumptions that represent
areas of agreement between the two competing approaches.
The five assumptions that together mark the existence of
an evolving synthesis are as follows:
1. The goal of foreign language instruction should
include teaching the student to speak the language
as well as to read and write it.
2. Pragmatism should guide the selection of methods
and techniques in the classroom.
3. A combination of induction and deduction produces
the best learning results.
4. The learner's role should be stressed in the class-
room .
5. The teaching of grammar should emphasize the order-
ing of material around sittoational use rather than
structure
.
The history of language teaching has pursued an erratic course
between tv/o learning approaches, one based on the primacy of the
spoken word, the other on the application of rules of grammar.
"IVhile other sciences have advanced by approximations in which each
stage results from an improvement, not a rejection of what has gone
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before, language teaching methods have followed the pendulum of
fashion from one extreme to the other." (Mackey 1965:138)^ The
recent trend toward eclecticism has brought about an uneasy balance
between these extremes.
The idea of an eclectic approach is appealing enough, since in the-
ory it represents a synthesis of cognitivism and audiolingualism,
themselves contemporary manifestations of radically different view-
points concerning the nature and origin of knowledge. The conflict
between these viewpoints has existed since man's first attempts to
account for knowledge, with consequences extending well beyond the
boTinds of language teaching. Roger Bacon, writing in 1268, identi-
fied these viewpoints and called for the application of both in ar-
riving at the truth:
There are two modes of knowing, through argument and ex-
perience. Argument brings conclusions and compels us to
concede them, but does not cause certainty nor remove doubts
in order that the mind may remain at rest in truth, unless
this is provided by experience. (Ornstein 1973:63)
Classical philosophy of the mind more commonly labels "argument"
as "rationalism," and "experience" as "empiricism," the foundations
iipon which the cognitive code and audiolingual habit theories have
respectively been built. And from a philosophical perspective, nei-
ther the debate between the adherents of these two approaches nor
the present call for an inclusion of both in an "eclectic approach"
represents anything startlingly new.
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But because eclecticism lacks a clearly formulated theoretical
foundation, its position remains tenuous. That is to say, no one
has yet been able to identify in the eclectic approach a "set of
assumptions dealing with the nature of language and , . . language
teaching and learning" (Anthony 1972:5) which constitutes the ac-
tual approach level of Edward Anthony's approach, method, technique
trichotomy. Without assumptions to support it, eclecticism is re-
duced to the status of a method, and is subject to attack from both
the older approaches.
Since approaches, which are axiomatic, can be neither proved nor
disproved, it may be well to ask whether it is worthwhile to deal
with them at all. If they are simply matters of speculation, does
it make any difference if one set of assumptions is chosen over any
other?
It quite literally makes all the difference in the world. Assump-
tions, whether implicit or explicit, determine the way an individ-
ual views the nature of reality, and ultimately determine his choice
of actions in that world. This is made apparent in the following
conversation between two men - the one objective in his approach,
the other subjective - who, while strolling, happen upon an animal
track in the snow. Harry, the subjectivist, breaks the silence:
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"Look at that, Willy - a lion's paw print!"
"Naw, that's no lion. That's a dog made that," says Willy, his
objective friend.
"Think what you like, I say it's a lion made that track."
"Harry, you're nuts. There's no lions around here. That's just a
big dog. A dog, y' know? Look, I'll prove it to you - "
"Proof, what proof? So who needs it? You go ahead and believe
it's a dog; I'll believe it's a lion."
"But Harry - Lookit. We can't both be right - "
"So why not?"
"Because one thing can't be two things at the same time. It can't
be both a lion and a dog, and I can show you it's gotta be a dog's
paw made that print. We'll go get a big dog, and bring it down
here, and we'll compare the two prints. If they're the same, or
close, we'll know it's a dog, right?"
"Willy, I don't need this . . . proof . I got a right to my opinion,
just like you. And my opinion is that it's a lion."
For Harry, there is no external, verifiable reality. Reality is
whatever he perceives it to be, a matter of personal opinion and
interpretation, subject to no one else's standards. V/illy, on the
other hand, believes that reality exists external to, and indepen-
dent of, the human mind. It is constant, incapable of being altered
by mere personal opinion, and is subject to verification by inde-
pendent means. These basic and differing assumptions about the
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nature of reality ultimately determine the way the tiw men inter-
pret the most mundane elements within their experience. It is not
surprising, then, that assumptions about the nature of language pro-
foundly influence the way language is taught.
Cognitivism, rationalistic and deductive by approach, treats human
language as "rule-governed creativity." (Diller 1971:21) It regards
as self-evident the fact that humans are born with a special innate
ability to learn language, and reasons that all languages must
therefore share certain universal properties, or rules. The teach-
ing of a language is best accomplished by first applying rules of
grammar and only afterwards proceeding to particular utterances.
Its detractors call this approach "mentalistic" or "neo-medieval."
(Diller 1971:35)
Audiolingualism, empirical and inductive in approach, treats human
language as a set of speech habits learned through imitation, rein-
forcement, and drill. It maintains that language can only be des-
cribed in terms of observable responses to external environmental
stimuli, and that to attempt to explain language in terms of what
cannot be observed is "unscientific." The teaching of a language
is best accomplished through drill and repetition; the rules of the
language are learned inductively by processes like analogy, blend-
ing, and generalization. Its detractors call this approach "mechan-
istic."
.
.
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From a purely practical point of view, there is probably sufficient
cause to call for a reconciliation of these extremes through the a-
doption of eclecticism even without the benefit of theoretical sup-
port. The alternative, after all, means a return to oscillating
between the extremes unless one can be shown to be absolutely siqper-
ior to the other. And the history of the oscillations alone makes
that possibility seem unlikely. Mackey (1965:151) traces this his-
tory, which
. . .
first swings from the active oral use of Latin in
Ancient and Medieval times to the learning by rule of the
Renaissance grammars, back to oral activity with Comenius
back to grammar rules with Plotz, and back to speech in
the Direct Method.
In the last fifty years this "development" has continued with a
return to grammar rules in the Grammar-Translation Method, a swing
back to speech with audioiingualisra, and, most recently, yet another
return to grammar rules with cognitivism.
The notion that one of these approaches must be superior to the
other is probably the single greatest mis-assumption shared by many
audiolingualists and cognitivists in their continuing ideological
debate. Diller (1971:38), in arguing for the adoption of cognitiv-
ism, is quite convinced of the necessity of "choosing sides:"
Some wavering or uncommitted people get quite upset at the
necessity of choosing between two theories. Sometimes
they try the "mugwump" alternative, sitting on the fence
and saying that both theories are exaggerations and that
the truth lies in the middle.
. j
In another context (1975:66) he calls eclecticism "an unprincipled
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. . . method." Yet his propensity for the extremist position is at
least equalled by Bloorafield (1942:12) who, in arguing for audio-
lingualism, stated that, "LANGUAGE LEARNING IS OVERLEARNDJG : ANY-
THING ELSE IS NO USE."^ It is certain that neither of these posi-
tions will ever be nistaken for attempts at compromise.
Such penchant for hyperbole is common to ideological disputes, and
reflects an ossification of theory into dogma. The more intransi-
gent the position, the more it begs the question: How is this claim
to superiority to be established?
At the theoretically abstract approach level, the level of assump-
tions, it is virtually impossible to determine superiority. These
two learning approaches are based on radically different, and oppos-
ing, philosophical theories regarding the nature of reality, and
superiority can only be established by assuming the basic assumptions
of one to be more valid than the other. This is arbitrariness, not
proof, the equivalent of flipping a coin or throwing darts blind-
folded. Choosing between rationalism and empiricism may ultimately
depend more on disposition than on logic.
All theories seek to explain some particular phenomenon by tying
together previously disconnected facts. As is often pointed out,
the best theories are those that can be tested and proved. Since
both cognitivism and audiolingualisra attempt to explain the same
phenomena, the nature of language and how it is acquired, might it
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not be possible to objectively measure the effectiveness of each
approach in the classroomi and thereby establish the superiority of
one over the other?
The literature abounds with studies designed to accomplish this end,
but in spite of the considerable amount of research time and effort
devoted to the problem, neither theory has been able to clearly emerge
the victor. Beyond the problems involved in designing a study (par-
ticularly in controlling extraneous variables), there is the further
problem of interpreting the results. When cognitivists and audio-
lingualists arrive at opposing interpretations of apparently identi-
cal phenomena, it is evident that their judgment is again being af-
fected by their original philosophical assumptions.
A recent hypothesis in the field of physics suggests a means of
resolving the dilemma posed by the existence of two seemingly equally
valid interpretations of the same phenomenon. Neil Bohr's "comple-
mentarity principle" maintains that under such circumstances a com-
plete description of a phenomenon must contain both opposing view-
points. Thomas Blackburn (1973:30) elaborates on this principle:
. . . observations which give conflicting (complementary)
views of phenomena cannot, when taken by themselves, be
accepted as complete nor , therefore , as totally correct
descriptions of nature. Electrons behave in ways that can
be accounted for by thinking of them as particles; but they
are not particles, since they also (under different con-
ditions of observation) behave in ways that can be account-
ed for by thinking of them as light waves. Only the com-
plementary description is complete and, to the best of our
knowledge, correct.
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Blackburn goes on to point out that the implications of this hypo-
thesis go well beyond the field of physics. For instance, coinple-
mentarity provides a means of resolving the apparently irreconcile-
able dispute between Goethe and Newton regarding the nature of color.
Goethe's definition, based on his aesthetic perceptions, including
complementary and clashing colors, has for more than two centuries
been posed against Newton's definition, which is wholly quantita-
tive. Either viewpoint is "correct," depending on one's viewpoint
(while most contemporary thinkers favor Newton's over Goethe's de-
finition, it should be remembered that this is simply the reflection
of a bias whose development has paralleled the development of phy-
sical science in the West), yet neither alone offers a complete
explanation of the phenomenon: "The two are complementary, in that
they are addressed to the same phenomenon from entirely different
points of view." (Blackburn 1973:37) The philosophical iiqjlications
are that complementarity offers a means of transcending the mind-
matter dualism that has plagued Western philosophy since the early
Greeks
.
In terms of language teaching, this means that a methodology must
reflect the fact that a language is both a set of speech habits and
a system of "rule-governed creativity." Yet this knowledge by it-
self will have little practical effect on teaching; few teachers,
after all, are going to base their methodologies on so abstract a
hypothesis, no matter how profound its implications. As Wardhaugh
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(1968:87) has pointed out, "belief in a unified approach is what
teachers must have in order to succeed in their teaching." And a
unified approach consists, again, of a "set of assiimptions dealing
with language and . . . language teaching and learning." Comple-
mentarity is a necessary, but not sufficient, condition for the
adoption of eclecticism in the classroom.
Fortunately, a more complete theoretical rationale for the adoption
of eclecticism is beginning to emerge. This rationale rests on the
observation that there are developing areas of agreement between
the extremes of audiolingualism and cognitivism, assumptions con-
cerning language and language teaching, which convincingly demon-
strate the existence of an evolving synthesis. The five assumptions
which together mark the beginnings of a theoretical foundation for
eclecticism are as follows:
1. The goal of foreign language instruction should include teaching
the student to speak the language as well as to read and write it.
Teachers have only lately come to universally regard the speaking
of a language as a goal of the language learning process. As re-
cently as the turn of the century the Report of the Committee of
Twelve stated that
.^ . . the ability to converse should not be regarded as a
thing of primary importance for its own sake but as an
auxiliary to the higher ends of linguistic scholarship and
literary culture. (Mackey 1965:147)
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Speaking a foreign language was considered to be not only unimpor-
tant but nearly impossible as well. The Modern Foreign Language
Study in 1927 concluded:
Since most pupils waste their time in trying to achieve
the impossible, especially in two year courses, it is bet-
ter to try for something attainable, a limited reading
knowledge of the second language. (Mackey 1965:149)
The success of the Army Specialized Training Program of World War II
showed that it was indeed possible to learn to speak a second lan-
guage. The fact that both cognitivists and audiolingualists today
share the same goals for language instruction is important, since
without this agreement it would be impossible to even begin to de-
sign a common methodology.
2. Pragmatism should guide the selection of methods and techniques
in the classroom.
Pragmatism, a philosophical stance developed by William James and
John Dewey, is, both practically and philosophically, the single
most important assumption behind the eclectic approach. Pragmatism
determines the worth of a particular activity in terms of its ob-
servable consequences rather than in terras of theoretical consistency.
For language teaching, this means that a method is judged not by
whether it conforms to the standards of either cognitivism or audio-
lingualism, but in terms of its effectiveness in teaching or learn-
ing a language. It affords an opportunity to build a sound method-
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ology "from the ground up," The alternative to pragmatism is a
return to the dogma born of a too close regard for theoretical con-
sistency.
3. A combination of induction and deduction produces the best
learning results.
According to Chastain C1971a:119), "Scherer and Wertheimer consider
this (the problem of inductive versus deductive presentation of
materials) to be the basic difference between the older methodology
and that of the newer." If this is indeed "the basic difference,"
it may help to explain why cognitivists and audiolingualists have
traditionally been so doctrinaire on the whole matter. Recent stu-
dies have failed to support the exclusive use of one presentation
method over the other; and many teachers, after experimenting in the
classroom, have found, like Corder (1973:336), that:
... a combination of induction and deduction produces
the best results. . . . The old controversy about whether
one should provide the rule first and then the examples,
or vice versa, is now seen to be merely a matter of tactics
to which no categorical answer can be given.
Pragmatism provides a means of determining, within each stage of
the learning process, the best presentation method to lose.
4. The learner's role should be stressed in the classroom.
There has been a steady increase in emphasis on learner activity in
recent years. Audiolingualism, with its use of pattern practice and
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drill, de-emphasized the importance of the teacher's role found in
the grammar- translation method and focused attention on the learner's
spoken responses:
... No longer xvere students to sit passively in their
seats soaking up the information presented by the teacher.
Instead, the students were to respond actively, and the
teacher's role was to reinforce the correct response.
(Chastain 1971b: 68)
The cognitivists have gone even further than the audiolingualists
in stressing the role of the learner. They view audiolingualism
as a deterministic approach which, in spite of its emphasis on
learner activity
, subordinates the individual to the environment.
They maintain that the emphasis in learning "must involve active
mental processes" (Chastain 1971b:87), and not simply automatic
responses to external stimuli. However, this difference of opi-
nion is one of degree, not of kind; both cognitivism and audiolin-
gualism have moved away from organizing their material around ei-
ther teacher or method and have instead increasingly emphasized
the role of the learner.
5. The learning of grammar should emphasize the ordering of mater-
ial around situational use rather than structure.
Audiolingualism, while reacting against the emphasis placed on the
teacher in the grammar-translation method, also reacted against the
learning of grammar extracted from context,. Since language does
not occur in isolated segments, but as part of a commimication si-
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tuation, it was felt that both sentences and vocabulary should be
taught in the context in which they occur. (Chastain 1971b: 68)
Rivers (1964:13) identified "learning to make responses in situa-
tions which simulate 'real-life' communication situations as close-
ly as possible" as one of the four basic assumptions of the audio-
lingual method.
However, as the use of pattern practice exercises increased, the
focus of audiolingualism gradually moved away from "mastery of lan-
guage use to mastery of language structure, . . . [and] gradually
. . . much of the value contributed to the design of language teach-
ing materials by American linguists during the Second World War
[was lost]." (Newmark § Reibel 1968:148) The cognitivists reacted
against this trend, condemning the use of pattern practice on the
grounds that it did not represent "meaningful learning."
Recent methodology reflects a reneived commitment to the teaching of
grammar by situation. Paulston (1974:352), along with Ney (1973:6)
views the use of conditioning tactics as necessary in the first
stage of the language learning process (the use of "mechanical" exer-
cises) . However, the following stages (containing exercises label-
led as "meaningful" and "communicative") are based on a concern for
teaching by situation. Savignon's study (1972:9) goes even further
in stressing the importance of teaching by situation and context.
The results of her study indicate that "communicative competence"
187
("the ability to function in a truly commimicative setting") is
best acquired by those learners who are trained within "meaningful"
connnunicative settings as early as the first stage of the learning
process.
These assumptions, based on emerging areas of agreement between cog-
nitivism and audiolingualism, mark the existence of an evolving syn-
thesis. They do not, of course, provide a full accounting of all
the possible areas of agreement, nor do they offer a complete theo-
retical rationale for the adoption of eclecticism in the classroom.
Yet together they do signal an important fact: teachers who have
been willing to shrug off the philosophical constraints of one or
the other approach, and actively experiment with a combination of
methods, have shown by their results that only an eclectic approach
can adequately account for the nature of language and the way it is
acquired
.
F00W01ES
^I am sure Dr. Mackey would want me to include an additional refer-
ence to Bertrand Russell (1945:836), from whom a good part of this
quote seems to have been borrowed.
^"Overlearning" here reflects Bloomfield's belief that language
should be learned through drill, repetition, and the other devices
of habit formation. The capitals in the quote are Bloomfield's.
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The intensive English for Special Purposes (ESP) program at the Im-
perial Iranian Army Aviation Training Center Language Schools pro-
vides students with six hours of English instruction per day. One
of these hovtrs is devoted to the improvement of reading comprehen-
sion. The purpose of this report is to describe the approach that
was taken in the development of materials for this hour and also to
explain the reasoning behind the approach. This report will also
explain how the reading program has taken into account the special
needs of a student of English as a Foreign Language (EFL) , one for
whom the English instruction is intended as preparation for techni-
cal training and eventual work as a helicopter mechanic or pilot.
The improvement of reading comprehension was established as the pri-
mary goal of our reading program. And, to best achieve this over-
all goal, more specific goals were set for the reading materials
themselves. These goals are to provide students with:
1. Reading practice of a sort that enables students to exper-
ience a great deal of reading during a class period.
.-;... - Materials written to the level of the students.
.:
- Materials with a minimum of new technical and/or lin-
guistic information.
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- Materials with little need for oral explanation.
2. Reading practice with frequent checks on each student's
comprehension.
- Materials that can be completed silently.
- Materials with many short reading tasks each requir-
ing a written demonstration of comprehension from
each student.
3. Reading practice that reinforces previous vocabulary and
grammar instruction.
- Materials that provide programmed, efficient reading
practice with the language introduced in other areas
of the curriculum.
4. Reading practice that reflects the special nature of the
reading required of our students after they complete lan-
guage instruction.
- Materials that emphasize certain reading activities
and minimize others in accordance with the eventual
reading tasks of our students.
The program that was written to meet these goals employs a variety
of reading activities. Almost all of the material deals directly
with comprehension. Activities of this sort include passages of a
descriptive nature, personal stories, cloze activities, tables,
schedules, etc. There is also material, especially early in the
program, that works with skills that are necessary to the reading
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process but that do not directly involve the development of compre-
hension— such skills as recognizing letters and words and being able
to apply phonics generalizations. Still, the reading program, though
eclectic in its choice of activities, remains directed toward the
accomplishment of its stated goals.
1. Providing reading practice of a sort that enables students to
experience a great deal of reading during a class period.
The reading materials use only vocabulary and structures that have
been introduced previously in other areas of the curriculum. In
this way they are necessarily written to the level of the students.
This allows students to read several pages of material in a fifty-
minute class period, and keeps the emphasis of the period on actual
reading. To further ensure that emphasis, the reading program min-
imizes the introduction of new technical information that might re-
quire oral explanation by the teacher.
An added advantage of ensuring that only familiar words and struc-
tures are presented to the students is that motivation is maintained
as a result of each student's realization that he is reading success-
fully. This sense of accomplishment is one of the most powerful
motivators that a student can have. Of course, if the activities
are too easy there will be no real accomplishment and therefore no
resultant motivation. Consequently, the materials in the reading
program are written so that the average student will have a ninety
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percent rate of success. This is considered optimal: difficult
enough to be a bit challenging, but for the most part something that
the student can read with reasonable effort.
2, Providing reading practise that itialudes frequent oheaks on each
student's comprehension.
All of the reading activities require from the students a series of
written responses. These responses are a demonstration of each stu-
dent's comprehension; a demonstration that can be observed and eval-
uated by the teacher. The teacher is then able to pass the evalua-
tion on in the form of feedback (corrected work) to the students.
At the same time, the students' written work also provides an indi-
cation for the teacher of not only the reading competence of his
class but also of the effectiveness of previous vocabulary and gram-
mar instruction.
3, Providing reading practice that reinforces previous vocabulary
and grammar instruction.
The reading materials, by using only previously encountered words
and structures, fit into and contribute to the overall language pro-
gram rather than forming an independent course.
To better achieve this goal, the reading program makes extensive use
of an activity that has been named "feature drills." These are ac-
tivities made up entirely of short, contextual ly independent but
linguistically similar reading items. A written response to each
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item is required, demonstrating whether or not the item was under-
stood.
The name "feature drill" v;as chosen because the activity provides
repeated reading practice with a target grammatical feature, e.g.,
plural and tense markers, certain sentence structures, possessive
adjectives, etc. Each drill is generally one or two pages in length
and consists of from three to over thirty contextual ly independent
items. The items themselves vary in length from single sentences
requiring a true/false response, to several sentence passages fol-
lowed by comprehension questions. The only limitations placed on
these items are that each must employ the target feature, and each
mxist be short enough so that a number of them can fit together on
a page.
The advantage in feature drills is that they provide intensive read-
ing practice focused on a particular teaching point, coupled with
efficient reinforcement of previous language instruction, by giving
maximum exposure to target features with minimum exposure to "filler."
Instead of presenting the students with a number of paragraphs con-
taining a few exposures to a target feature, feature drills provide,
in one or two pages of reading practice, several, perhaps dozens, of
short items all of which employ the feature to be learned. At the
same time, by requiring each learner to respond to each item, a
teacher has a large number of discrete student performances on which
to base his judgment of the student's comprehension.
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Another advantage of feature drills is that the task-oriented natvire
of the activity maintains student interest. By performing several
reading tasks per page, each student must actively participate in
.j-;
the lessons. This active participation maintains motivation, espe-
cially if the activities are varied and written to the level of the
students. ... . , . •
Finally, feature drills are adaptable to the needs of different stu-
dents and different programs. The drills can be basic or advanced.
They can be used with or without pictures. Individual items can be
single sentences or paragraphs. Feature drills can v/ork with answers
to questions, descriptions, evaluations, and implications. They
can emphasize receptive or productive skills. In short, they pro-
vide reading practice that can focus attention on almost anything,
and do this effectively and efficiently.
The following are examples of feature drills taken from our reading
materials. The first deals with the expletive THERE IS and is suit-
able for beginning students. The second includes three descriptions
involving tubes, and is more advanced.
Reading Activity
lyy
Is there a hat on this soldier?
Is there a heiiccpter in this hangar?
Is there a heater .in this hDoset
Is there a pilot in this helicopter?
LZ
/ fz
Is th&re a crse in this box?
.>,
-A-
there a man on tns jDcori'i
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DESCRIPTIONS
A. A mechanic is inspecting a 206. He is
inspecting a small tube attached to
the front o£ the nose section. The
tube is about 8 in. long and extends
horizontally from the nose.
What tube is the mechanic checking?
Make an illustration of it in the box.
B. The same mechanic is holding an
object in his hand. The object is
a 6 in. plastic tube. There is a
cap at one end of the tube and a
small metal point at the other end.
Inside there is a smaller tube that
contains a thick, black fluid.
IVhat is the mechanic holding?
Make an illustration of it in the box.
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The mechanic has a small box that
contains tubes that are made of paper
and filled with a substance that
bums slowly. The tubes have a
filter on one end. The mechanic
wants to bum one of the tubes but
he cannot because he is working
on a helicopter.
VJhat does he have?
Make an illustration of it in this box,
4. Providing reading praatiae that reflects the apeeial nature of
the reading required of our students after they complete their lan-
guage instruoticn.
A close look at the future reading tasks of our students has indi-
cated that after completion of language training, the students will
find two situations requiring extensive reading. The first will be
as students during technical training at the Technical School or the
Flight School, reading from blackboards and handouts. Then, after
completing technical training, they will become mechanics and pilots,
and reading technical manuals and maintenance and flight records will
be a regular facet of their job. Observation of these eventual read-
ing tasks has led to a number of conclusions that are reflected in the
the present reading program.
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The materials to be read will have a very limited range of
topics, sentence structures, and vocabulary. Written ma-
terials contain vocabulary that is helicopter oriented and
structures that are either descriptive or imperative in na-
ture. (An analysis of a technical maintenance manual used
be the helicopter mechanics has shovm that over ninety per-
cent of the sentences in the manual are imperatives.) As
a result, the subject matter for the reading materials is,
whenever possible, also helicoptered oriented. This topic
is interesting for our students, provides a general orient-
ation to their future studies, and facilitates the inclu-
sion in the materials of words and structures that will be
of special importance. Also, in order to prepare students
for the especially high incidence of imperatives and des-
criptions they will eventually read, a daily imperative
activity and a daily descriptive activity are employed
throughout the reading program.
In deciding on the nature of the material to be included
in the program, a distinction was made between technical,
helicopter-specific concepts and terms C^-g-^ repair of a
main rotor
, autorotation) and sub -technical, helicopter-
related but more generally applied concepts ^nd terms (e.g.,
friction
, raise , remove) . It was decided that technical
instruction would be best left to trained technical instruc-
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tors during technical training, but that language instruc-
tion, including sub-technical reading practice, fits pro-
perly in a language school.
B. During technical training, information presented through
reading must be comprehended and retained. The student is
required to learn the information he is reading. However,
on the job there is a great deal of reading that does not
require retention over an extended period of time. Mechan-
ics, for example, need not remember the information in most
technical manuals and indeed would be unable to do so. The
information must be comprehended but not retained, a me-
chanic always being able and in fact required to look up
the maintenance procedure each time a repair job is to be
done. Consequently, virtually all of the reading materials
in our program require demonstrated con^jrehension. In ad-
dition, as a preparation for the technical training phase
of the student's future, some of the materials also encour-
age or require retention of the information presented through
reading—basic information about helicopters, technical
training, a heliport, and certain sub-technical concepts.
C. There is a very serious need for accuracy in reading, es-
pecially for a mechanic repairing a helicopter by following
the instructions in a technical manual. Given the rather
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deadly consequences of flying an improperly maintained
helicopter, there is absolutely no room for a reading error
on the part of a mechanic. Due to the serious consequences
of reading errors once the mechanics are on the job, the
promotion of reading accuracy is of utmost importance.
Reading accuracy during practice is kept at as high a level
as possible, even at the expense of the development of such
other characteristics of good reading that are usually con-
sidered important in general reading programs as the fol-
lowing:
1. Reading speed. Students are not encouraged to
read more quickly if increased speed results in
even a small reduction in accuracy. Teachers, as
well as the system of reinforcement and feedback
built into the task-oriented nature of the reading
materials, should reward correct answers rather than
a high number of items completed. The student
should be encouraged to read carefully, not quickly.
2. Guessing the meaning of words
.
Another skill that
is not promoted is that of guessing the meaning
of an unknown word, based on an understanding of
its context. Guesses of any sort are discouraged,
even educated guesses with a high though not per-
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feet chance of being correct. As an alternative
to guessing, students are encouraged to look up
unknovm words (of which a few are included for
practice) in a glossary at the end of each book,
or to ask their teacher the meaning.
^' Skimming. Finally, the program does not promote
"skimming" reading material for a central idea or
"scanning" material in search of specific points.
Both of these activities involve reading at far
less than total comprehension. Furthermore, though
skimming and scanning are useful strategies in
many reading situations, they are not very help-
ful in reading technical manuals. These manuals,
since they usually consist of several series of
imperatives and descriptions, have no central idea
to be discovered through skimming. Also, the best
way to find a specific point in a manual is not by
scanning but by using the very detailed table of
contents.
D. After leaving language school, students do much less writ-
ing than reading. During technical training their writing
is essentially limited to copying technical terms and in-
formation from the blackboard. As pilots and mechanics.
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for the most part, they have to fill out flight and main-
tenance records using checks, numbers, names of items, and
some short descriptive phrases and sentences.
Consequently, the emphasis of our program is on reading
rather than writing. Written language responses (as opposed
to the checking of appropriate responses) are kept to a
minimum, especially toward the beginning of the course.
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