Purpose The majority of LCA studies begin with the drawing of a process flow diagram, which then needs to be translated manually into an LCA model. This study presents an initial image processing pipeline, implemented in an open-source software package, called lcopt-cv, which can be used to identify the boxes and links in a photograph of a hand-drawn process flow diagram and automatically create an LCA foreground model. Methods The computer vision pipeline consists of a total of 15 steps, beginning with loading the image file and conversion to greyscale. The background is equalised, then the foreground of the image is extracted from the background using thresholding. The lines are then dilated and closed to account for drawing errors. Contours in the image are detected and simplified, and rectangles (contours with four corners) are identified from the simplified contours as 'boxes'. Links between these boxes are identified using a flood-filling technique. Heuristic processing, based on knowledge of common practice in drawing of process flow diagrams, is then performed to more accurately identify the typology of the identified boxes and the direction of the links between them.
Introduction
Process flow diagrams (also referred to as process maps, process diagrams and flow diagrams) are a common and useful way to represent LCA foreground models. The ISO 14044 standard on LCA requirements and guidelines recommends drawing a process flow diagram to assist with both the scoping and data collection phases (International Standards Organisation 2006) . Specifically, ISO recommend drawing 'unspecific process flow diagrams that outline all [of] the unit processes to be modelled, including their interrelationships ' (ibid.) . This advice is mirrored in the Handbook on Life Cycle Assessment (de Bruijn et al. 2002) and the guide to PAS 2050 published by BSI (2011)-where it is listed as an important initial step when conducting a product carbon footprint. A process flow diagram is a reporting requirement under the Greenhouse Gas Protocol Product Life Cycle Accounting and Reporting Standard (World Resources Institute, World Business Council for Sustainable Development 2011).
Thus, it is likely that most LCAs have started with a process flow diagram being drawn, either on paper or on a screen. Data is then collected to quantify the flows on this diagram for each scenario to be assessed, giving us everything we need to create an LCA model. Here however, there is an interruption in the smooth progression of the LCA workflow. LCA models rapidly become complex and require specialised software to create. In most of the commonly used LCA software packages, this involves entering data in a series of tables, listing the inputs and outputs of each unit process. The learning curve for such LCA software can be steep; indeed, Ciroth (2012) reports that the main software houses offer training courses lasting several days. He later predicts however that usability of LCA software will increase over time, 'driven both by users unwilling to accept steep learning curves, and by new technological possibilities ' (ibid.) .
Computer vision is one such 'new technological possibility' which has the potential to be employed in LCA. Techniques and software libraries are rapidly being developed to allow computers to see and interpret the world in a similar way to human beings (Lecun et al. 2015) . In this paper, I present an initial approach for interpreting handdrawn (or computer-generated) process flow diagrams to create LCA models from a picture, with little or no learning curve. It is accompanied by an open-source, proof-ofconcept software package called lcopt-cv, which links into the lcopt/Brightway (Mutel 2017; Joyce 2017) open-source LCA software ecosystem.
Methods

Overview
While there are multiple ways to draw an LCA process flow diagram, it is assumed for the purposes of this study that such a drawing would consist of boxes (of a more or less rectangular shape) representing unit processes, inputs from the technosphere and emissions to the biosphere, connected by lines or arrows. Figure 1 shows an example of a process flow diagram of the format used in this study. It is acknowledged that input and emission flows are often simply represented by labelled arrows; however, enclosing these labels in a box is a simple modification which can greatly increase their correct detection.
From a theoretical perspective, transforming a picture of an LCA process flow diagram, like that shown in Fig. 1 , into a functioning LCA model requires five main steps.
1. 'Clean up' the image to identify the foreground (boxes and lines) from the background. 2. Identify the boxes which represent unit processes, inputs and emissions. 3. Identify which boxes are linked to one another. 4. Identify 'real' links between boxes and their directions. 5. Name each box and, optionally, assign external LCI datasets or specific flows to inputs and emissions.
For a human observer, each of these steps is a trivial task. In order for a computer to perform these steps, they must be broken down into discrete and tightly defined operations capable of being programmed. In this study, these tasks take the form of a recommended pipeline. In computing terms, a pipeline refers to a set of commands where the output of one operation becomes the input to the next operation. The pipeline presented here is written in the programming language Python, making use of the computer vision software library OpenCV (Bradski 2000) .
In this section, the computer vision concepts utilised in the pipeline are briefly described (Section 2.2). This is followed by a description of the initial pipeline to identify boxes and connections from an image of a process flow diagram (steps 1 to 3 above, Section 2.3). In step 4, spurious connections are identified and corrected, and the directions of links are identified. This is achieved via the application of 'rules-of-thumb' or heuristics for the drawing of LCA process flow diagrams, and is described in Section 2.4. The final step requires human input via a graphical user interface (GUI). This is described in Section 2.5. Finally, the testing procedure for the proposed approach is described in Section 2.6.
Computer vision concepts employed
Images as a matrix of pixels
The computer vision techniques described below rely upon the fact that computer images can be described as a grid of pixels. The colour of each pixel is determined by the intensity of red, green and blue (RGB) light required to produce that colour. This means that a colour image can be described as a matrix with the dimensions w × h × 3, where w is the width of the image, h is the height of the image and 3 is the number of colour channels. Mathematical operations can be performed on this matrix, and the resulting matrices displayed on screen as images.
Conversion to greyscale
One of the most simple but important image matrix manipulations is converting a colour image to greyscale. Converting an image to greyscale reduces the image to a two-dimensional matrix, making calculations easier. Because images of process flow diagrams are likely to be composed of dark boxes and lines drawn on a lighter background, simplifying the image in this way is a sensible approach, as the exact colour of the boxes and lines serves no informative purpose. Mathematically, converting an image to greyscale requires that for each pixel the three colour intensity values be converted to a single value representing the luminance (light intensity) of that pixel. The contribution of red, green and blue wavelengths of light to perceived luminance differ, with green light contributing the most and blue light contributing the least. Coefficients for calculating luminance from RGB values in digital images are given in Recommendation ITU-R BT.601-7 of the International Telecommunication Union (2011). Thus, for each pixel, the intensity value is calculated according to the formula:
The intensity value is recorded on a scale from 0 to 255, representing the maximum number of values able to be represented by 8 binary computer bits, where 0 is black and 255 is white.
Thresholding
Thresholding is used to isolate the foreground of a simple image from the background based on the intensity of each pixel. In the case of LCA process flow diagrams, this is the step which isolates the boxes, lines and text in the image from the background (paper) on which it is drawn. Thresholding allows the background of the image to be ignored in later steps.
Pixels with an intensity above a given 'threshold' value are sent to one extreme of the intensity range, while pixels below this value are sent to the other extreme. In this study, highintensity pixels (lighter pixels = background) were set to 0 (black), while low-intensity pixels (darker pixels = foreground) were set to 255 (white). This results in a binary image, where an 'on' value (255) represents a foreground pixel, which is of interest for interpreting the flow diagram, and an off value (0) represents a background pixel, which can be ignored. Visually, this gives a representation of the process flow diagram in white on a black background. An example of thresholding is shown in Fig. 3 .
Structuring elements
Many of the following methods require transformations to be made by looking at small sections (i.e. collections of neighbouring pixels), within the image sequentially. These include background equalisation (Section 2.2.5), dilation, erosion and closing (Section 2.2.6). This can be thought of as analogous to reading a block of text character by character. The size and shape of the region which is assessed is defined using 'structuring elements'. These are small two-dimensional matrices containing 1 s or 0 s which are sequentially 'read' across an image (left to right, top to bottom). Mathematical operations can be carried out where 1s in the structuring element overlap with pixels in the image, allowing localised transformations of small sections of the image. The dimensions of the matrix represent the size of the structural elements, while the arrangement of 1 s and 0 s represent the shape (Fig. 2 ).
Background equalisation
The human eye automatically accounts for differences in lighting in different parts of images. This is best demonstrated by the famous checker shadow illusion (Adelson 1995) . Here, two squares on a checkerboard, where one is in the shadow of an object, are perceived as different colours when they are actually the same (Fig. 3, panel 1a ). Computers do not have this ability and will (correctly) identify these squares as the same colour. This has an impact on thresholding, as the computer will assign pixels in these two areas of the image the same intensity value and therefore treat them in the same way. For photographs of hand-drawn flow charts, uneven lighting is inevitable. A human observer would automatically be able to account for this and parse the diagram correctly. However, for a computer, uneven lighting may result in some areas of background having the same intensity value as other areas of foreground, causing the thresholding step to incorrectly identify the foreground of the image. An additional processing step is therefore required to account for this. The method employed in this study is one of 'background equalisation'.
Process flow diagrams consist of a lot of 'background'-the page they are drawn upon, with relatively little 'foreground'the lines and boxes of the image. Heavy blurring of the image, by sequentially averaging large sections of the image, will therefore favour the background colour in a given area. By using a Gaussian blur with a large structuring element (e.g. 151 × 151 pixels), a version of the image essentially consisting of brighter or darker patches of background can be created. The intensity value of each pixel in the original image can then be divided by the intensity value of the blurred image. This has the effect that pixels with similar values in the two images (i.e. light pixels in light patches and dark pixels in dark patches) are evaluated close to 1. These are likely to be areas of background, and therefore, regardless of the local lighting conditions, background pixels can be given the same value. Conversely, dissimilar values in the two images are exaggerated. For example, a light pixel (250) in a dark patch (10) is given a relatively high value (25) while a dark pixel (10) in a light patch (250) is given a relatively small value (0.04). These newly calculated values are then rescaled to the original 0 to 255 range to create a version of the image where the background has been equalised. Thresholding can then more accurately identify the foreground parts of the image from the background (Fig. 3 ).
Dilation, erosion and closing
Once the lines and boxes of a flow diagram have been isolated from the background, a related set of operations-dilation and erosion-can be used to 'clean up' messy hand-drawn diagrams. These operations are used to enhance thin or faint lines, and close gaps in poorly drawn or badly thresholded boxes or lines. In each of these operations, a small structuring element is used (e.g. 5 × 5 pixels), which scans across the image and creates a parallel version. In a dilation operation, if any of the points of the structuring element overlaps with a white area of the original image, the area corresponding to the current position of the structuring element in the new image is set to white; otherwise, it is set to black. This has the effect of dilating thin lines and filling gaps within and between lines ( Fig. 4 , panel 2). Erosion is the opposite of this action. If any of the points in the structuring element are identified as black, the whole region is set to black-i.e. only parts of the image where the whole of the structuring element falls within a region of white pixels remain white. This has the effect of eroding the edges of lines and removing small patches or dots ( Fig. 4, panel 3 ).
Closing is a dilation operation followed immediately by an erosion operation. The dilation serves to close gaps in lines as they merge together, while the subsequent erosion returns the lines to their original width but with the gap closed ( Fig. 4 ). 
Contour detection and simplification
Contour detection identifies contiguous edges in an image. This is an important step in finding the boxes in a process flow diagram. The contour finding method used in this study is an implementation of the edge following algorithm described by Suzuki and Abe (1985) in the OpenCV software library (Bradski 2000) . Simply put, this algorithm scans a binary image (where black pixels are represented as 0 and white pixels are represented as 1) to find an 'edge pixel', i.e. one where there is a change from 0 to 1 between neighbouring pixels. It then looks for adjoining '1' pixels in the 8 pixels surrounding this pixel that would denote a continuation of this edge. As the name suggests, it then follows this edge, marking the pixels it has already examined as it goes, until it returns to the original point. Each of the pixels in this edge is recorded as a contour. The algorithm then continues scanning for a new edge, which it has not yet visited, until all contours have been identified (Fig. 5 ).
The list of pixels that constitutes a contour can be simplified into line segments using 'simple chain approximation', where runs of pixels representing a horizontal, vertical or diagonal line can be reduced to their end points. These line segments can be further simplified, using an implementation of the Douglas-Peucker algorithm (Douglas and Peucker 1973) , to generate simplified shapes. This algorithm iteratively takes a section of a contour, finds the point furthest from the endpoints and deletes any points which lie within a given distance (denoted as epsilon (ε)) from the lines described by these three points (Fig. 6 ). This process is repeated until the minimum number of points remains. Contours with only four remaining points can therefore be identified as boxes in the process flow diagram ( Fig. 5 , panel 3, blue contours).
Flood filling
Flood filling is used to identify connections between boxes in the process flow diagram. Specifically, it is used to identify contiguous areas of the same colour within an image. In the case of the flow diagrams, these contiguous areas represent a white line linking two white boxes. This is a simple operation, familiar from drawing software such as Microsoft paint, where a single point is chosen and all adjacent points of the same colour are changed to another colour.
Arrows which link boxes in process flow diagrams, particularly hand-drawn flow diagrams, can take a variety of forms, with curves, corners etc. rather than simply being straight (1a) shows the structuring element at the first position at which a dilation operation will be performed as it scans across the image in the direction of the arrow lines. Flood filling is therefore a more reliable technique than line detection to establish which boxes are connected.
In order to find connections between boxes, contours identified as boxes can be masked out (set to black, Fig. 7 , panel 2) and selectively redrawn in pairs (in white) ( Fig. 7 , panels 3a and 4a). A flood fill of a third colour can be initiated at the centre point of one box ( Fig. 7 , panels 3a and 4a), and the colour of the centre point of the second box can be assessed ( Fig. 7, panels 3b and 4b ). If the chosen colour is detected at this point, then the boxes are linked. All possible pairs of boxes are assessed one by one to establish where the connections are in the flow diagram.
Description of basic computer vision pipeline
The operations described above were combined to create an initial pipeline to identify unit processes and their connections from an image of a process flow diagram. The steps in this pipeline are described in Table 1 .
Trial and error during the development of the pipeline led to the introduction of two filtering steps for boxes (steps 11 and 12). In step 11, the area of each of the boxes identified is calculated, and all boxes with an area smaller than a given percentage of the area of the largest box are disregarded. These small boxes detected as during the contour detection may be from text (e.g. the loops in a capital B or D) or from artefacts in the original photograph (e.g. graph paper).
In some situations, the outside edge and the inside edge of the same box can be identified as two different contours. In step 12, the Euclidean distance between the vectors representing the corners of each pair of boxes is calculated, and boxes closer than a given threshold value are considered to be the same box. The smaller of the boxes is discarded.
This pipeline was implemented in a new python package called lcopt-cv, using computer vision tools from the OpenCV software library (Bradski 2000) . Variables which determine the operation of the pipeline, including the threshold intensity level for step 5, the number of dilation iterations for steps 6 and 14, thresholds for steps 11 and 12 etc., can be set interactively within the software to tweak the pipeline for individual images.
The output of the pipeline is a list of numbered boxes, with their coordinates in the image, and a list tuples denoting the links between these boxes, e.g. (1, 3) means box 1 is linked to box 3.
Heuristic processing
Once the boxes and links have been identified, knowledge of commonly held conventions that are used in drawing process flow diagrams allow the processing of the image to be further refined. This is referred to here as 'heuristic processing', as it is based on known heuristics or 'rules-of-thumb' rather than mathematical relationships. Heuristic processing allows us to add important information to the processing pipeline.
In addition to knowing which boxes are linked in a process flow diagram, it is important to know the direction of the links, in order to ascertain which processes are inputs to other processes, or rely on outputs from other processes. This is a trivial exercise for a human observer, as the links are likely to be drawn as arrows; however, the wide variety of possible arrowhead styles which may be employed in a hand-drawn diagram are such that this cue is difficult for a computer to assess. In addition, it is common when drawing flow diagrams to merge arrows where multiple inputs supply the same unit process. This leads to spurious connectivity between boxes.
Directional heuristic
Writing systems derived from Greek alphabet, including English, follow a left-to-right, top-to-bottom directional pattern. It is reasonable therefore to assume, as a rule-of-thumb, a cognitive bias towards left-to-right, top-to-bottom layout of links in a process flow diagram. By comparing the x and y coordinates of the centre points of linked pairs of boxes, it is possible to work out where they are relative to one another on the page, and apply the heuristic that links should preferentially go from left to right, then from top to bottom (Fig. 8) . By rounding down these coordinates to a given tolerance (20 pixels by default), it is possible to effectively 'snap' the boxes to a grid, helping to refine the heuristic to account for drawing errors where box A is slightly to the right of but clearly above box B to correctly assign the link from A to B.
'Prefer linked' heuristic
The directional heuristic, while providing an overall indication of the direction of most links in a process flow diagram will often be broken in order to save space or simplify a diagram, for example where a unit process has multiple inputs from the technosphere, some may be drawn above, and some below the unit process box in order to use the space more effectively (e.g. Fig. 8, panel 2) . However, in addition to the reading direction, we also know that LCA process flow diagrams usually consist of multiple inputs from the technosphere going into a system of linked unit processes describing the life cycle. A unit process in the life cycle process chain will usually have at least two links-incoming from the upstream process (or at least one technosphere input) and outgoing to the downstream process. Inputs to unit processes from the technosphere will conversely Fig. 7 Flood filling for link detection. Boxes are masked (panel 2) and then selectively redrawn in pairs (panels 3a and 4a). Linked boxes will take on the same colour after a flood fill is initiated at the centre point of one box (panels 3a and 3b), while unlinked boxes will remain different colours (panels 4a and 4b). The black crosshairs represent the initiation of a flood fill, and the green/red crosshairs denote the detection of the fill only have one link-outgoing to the unit process. Thus, for a given link between two boxes, the number of connections each box is involved with may be a useful indication as to the likely direction of the link, and the typology of the box (Fig. 8 ). In the 'prefer linked' heuristic algorithm, the number of links each box is associated with is calculated. For each link in the diagram, if the link goes from a box with more than one link to a box with only one link, it is reversed. Links between boxes both with more than one link retain their original direction (Fig. 8, panel 3) .
In situations where the heuristics designed to assign link directions fail to do so accurately, links can be manually reversed using the lcopt-cv GUI.
Unstacking heuristic
Another common convention used to save space in LCA process flow diagrams is the merging of arrows where there are multiple inputs to the same process ( Fig. 9, panel 1 ). This can lead to problems in identifying the connectivity of boxes using the flood filling approach, as the merged arrow leads to a contiguous area between two boxes which are not meant to be linked ( Fig. 9,  panel 3) .
One feature which can be used to combat this however is the convention that multiple inputs of this type tend to be 'stacked', that is vertically or horizontally aligned with one another. Such stacks can be identified by grouping boxes based on the x and y coordinates of their centre points (rounded to given tolerance) to identify vertical and horizontal stacks respectively. The topmost, bottommost, leftmost and rightmost points of the boxes in the stack can then be identified, allowing this region of the image to be isolated (Fig. 9, bottom row) . The flood filling linking procedure can then be repeated in these isolated sections of the image, so that 'real' links within a stack can be identified and kept, and spurious links can be removed (Fig. 9 , panels 5 and 6). If the image is very faint, or the lines of the drawing are very thin, a dilation operation can used to enhance the foreground of the image. 7
Closing operation with 5 × 5 square element Gaps in the drawing are filled using a closing operation. This helps the contour finding stage to correctly identify contiguous contours.
8
Contour detection
The contour detection algorithm identifies possible boxes in the flow diagram and stores their coordinates in memory.
9
Contour simplification The contour simplification algorithm reduces the coordinates of the stored contours to their key points by identifying likely corners.
Identify boxes (4-point contours)
Simplified contours with four remaining coordinates are assumed to be boxes and are stored as a list of candidate boxes.
Filter out small boxes (detection errors)
The area of the largest box in the candidate list is calculated and boxes with an area less that a set threshold percentage of this area are removed from the candidate list. This removes image artefacts (e.g. from lines on the paper), and elements of the foreground which are not boxes, such as the loops in text characters (e.g. P, B, D).
Filter out duplicate boxes (inside and outside edge of single box)
The corner coordinates of each remaining box are compared in a pairwise fashion using Euclidian distance. If two boxes are found to be duplicates of one another (e.g. the inside and outside edge of the same box), the smaller of the boxes is removed from the list. Each box in the final list is given a number to identify it.
Mask boxes
A copy of the image from step 7 is created and black boxes corresponding to the list of boxes identified in step 12 are drawn onto this image to mask out the identified boxes. The resulting image should consist only of the lines between the boxes in the flow diagram, (e.g. Fig. 7, panel 2) .
14 Dilate remaining lines with 5 × 5 elliptical element A dilation operation is carried out on the image from step 13 containing only lines to enlarge the lines. This ensures that the lines overlap the boxes and form a contiguous area for the flood filling step, e.g. in situations where the line and the box did not quite intersect in the original drawing.
Redraw pairs of boxes and check connectivity
Calculate connectivity between pairs of boxes using the flood filling method described in Section 2.2.8. Store each connection in a list as a pair of box ID numbers.
Generation of LCA model
Once the boxes and links in an image have been identified, the next step is to convert this information into an LCA model. This consists of four steps: naming the boxes, assigning types to the boxes, assigning technosphere and/or biosphere exchanges and reviewing link directions.
Naming boxes
While handwriting recognition is possible for well-defined tasks with a small vocabulary (e.g. automated postal city/ postcode matching) or a single writer (with known handwriting samples), large vocabulary unconstrained handwriting recognition is a difficult task (Frinken and Bunke 2014) . The relatively small number of boxes which need to be transcribed in an LCA process diagram is such that manual naming of boxes is currently the preferred approach. The bounding coordinates of each box are recorded as part of the image processing pipeline; therefore, the corresponding part of the image can be cropped and shown to a human user for them to transcribe (Fig. 10) .
Assigning types to boxes
Boxes in an LCA process flow chart of the type considered in this study should represent one of three things:
1) A unit process/transformation process 2) An intermediate exchange with the background (technosphere) system ('input') 3) An elementary exchange with the biosphere ('emission') Certain characteristics of these three types of process can help us heuristically classify the boxes which have been detected. Primary among these is that technosphere and biosphere exchanges should only be associated with one link. Therefore, if a box is associated with more than one link, it must be a transformation process. Secondly, if a box is only associated with one link, and the direction of that link is from that box to another, the likelihood is that this is an input from Fig. 9 Unstacking heuristic. The merged arrow between inputs 1 to 4 and process A (panel 1) leads to spurious links being identified (e.g. between input 1 and input 2, panel 3) by the flood filling process. Stacks of boxes are identified (panel 4), and the flood filling process is repeated only in the parts of the image identified as a 'stack'. Spurious links are identified and removed in stack 1 (panel 5), while real links are identified and kept in stack 2 (panel 6). The black crosshairs represent the initiation of a flood fill, and the green/red crosshairs denote the detection of the fill the technosphere. These features allow each of the boxes in the diagram to be 'pre-classified'. The classification can then be reviewed by a human user (Fig. 10) .
The directions of the links between boxes classified as inputs or emissions and unit processes can subsequently be revised, if necessary, to ensure they are recorded correctly.
Assigning technosphere/biosphere exchanges
The lcopt-cv software developed for this study links to the lcopt/Brightway (Mutel 2017; Joyce 2017 ) ecosystem of open-source, Python-based LCA software packages. As a result, inputs from the technosphere can be assigned from the ecoinvent database (for those users with an ecoinvent licence) (Wernet et al. 2016) or the FORWAST database (Forwast 2007) using an inbuilt search function. Likewise, biosphere exchanges can be assigned from the biosphere3 database. 1 This means that the LCA model generated from the process flow diagram can be pre-populated with links to these external databases.
Review of link directions
There is a possibility that even in spite of the heuristic processing in the preceding steps, the direction of links between unit processes may be misclassified. Therefore, the final step prior to the generation of the LCA model is to allow the user to review the model which the processing pipeline has identified, and reverse these links if necessary (e.g. Fig. 14) .
Generation of finalised LCA model
Once these four steps have been completed, an LCA model can be generated by lcopt-cv in the format used by lcopt (Joyce 2017) and saved as an .lcopt file. This model can be opened either directly from lcopt-cv or opened later using the lcopt software.
Process flow diagrams and testing protocol
Four different process flow diagrams were created to test the image processing pathway: a simple, computer-generated diagram, a simple hand-drawn diagram, a complex hand-drawn diagram and a diagram designed to test the 'link unstacking' heuristic, detailed in Table 3 .
Each of the test diagrams was opened in the proof-ofconcept software, and the results with the default settings (detailed in Table 2 ) were recorded. The default settings were originally derived from through trial and error. The values used were then varied using trial and error, and the feedback from intermediate images (see Fig. 11 ) to attempt to fully recognise the diagram, and the measures taken recorded. The LCA model was subsequently generated as described above, with arbitrarily chosen technosphere inputs. Each model was then opened in lcopt to manually verify that it had been correctly generated.
Results
The results of the image processing for each of the four process flow diagrams are summarised in Table 4. 3.1 Simple, computer-drawn diagram Figure 11 shows a screenshot of the processing of the simple, computer-generated diagram. Using the default settings, all of the boxes and links were identified. Once the 'prefer linked' heuristic was applied (by clicking the check box and clicking 'reprocess image', Fig. 11 ), the link directions were correctly resolved. The inputs and unit processes were correctly preassigned, and the exported LCA model was correct. 1 A consolidated biosphere database generated by Brightway2 based on the ecoinvent v3 biosphere flows Fig. 10 Naming boxes, assigning types and assigning external links using the lcopt-cv GUI 3.2 Simple, hand-drawn diagram Figure 12 shows a screenshot of the processing of the simple hand-drawn flow diagram. The default settings correctly identified all of the boxes and links. 'Process 1' was pre-classified as an input rather than a unit process. Once 'Process 1' was reclassified, the LCA model was correct. Figure 13a shows a screenshot of the processing of the complex hand-drawn diagram using the default settings. Six of the nine boxes and their corresponding links were identified. The image intermediates (Fig. 13a, left hand side) showed that the lines in the graph paper were being detected as part of the foreground image in the thresholding step. These spurious features then affected the contour/box finding step. Successively decreasing the threshold level by 5 and reprocessing the image found that a threshold level of 105 successfully isolated the foreground from the background, and all boxes and links were identified (Fig. 13b ).
Complex, hand-drawn diagram
All but one of the link directions were identified correctly, the exception being the link from 'Gas' (Fig. 13b, box 1) to 'High-temperature processing' (Fig. 13b, box 5) . The generated LCA model pre-classified all unit processes correctly and correctly classified 'Coke' as a technosphere input; however, 'Gas', 'CO 2 ' and 'Dust' were incorrectly classified as unit processes. These were manually reclassified using the dropdown boxes shown in Fig. 10 . Representative processes from the ecoinvent and biosphere3 databases were chosen to represent the technosphere and biosphere exchanges. Figure 14 shows the proposed LCA model in the final review step in lcopt-cv. The LCA model was generated correctly. The final model as generated in the lcopt software is shown in Fig. 14. A dummy parameter set was added to this model and an LCA calculation successfully performed using lcopt's inbuilt links to Brightway. Figure 15 shows the processing result of the fourth process flow diagram before and after the application of the unstacking heuristic. After initial processing with the default settings, all of the boxes were identified correctly, but spurious links were found between each of the boxes A-D in the stack of boxes on the left-hand side of the image. Applying the unstacking heuristic removed all of these spurious links and correctly identified that boxes A-D each have a single link to box E.
Testing of unstacking heuristic
Discussion
The computer vision pipeline, implemented in lcopt-cv, was successful in identifying the boxes and links in each of the computer-generated or hand-drawn process flow models 
Simple, hand-drawn
Four boxes, each of similar size Each box links to the next in sequence All boxes are unit processes All lines straight and of similar thickness Reasonable care taken to ensure neatness Drawn on graph paper Drawn with blue pen, and amended in pencil Photographed with imperfect lighting
Complex, hand-drawn
Many boxes (9) of differing sizes Varying number of links per box Mixture of unit processes, inputs and emissions, based on an actual flow chart from a previous project One 'elbow' line in addition to straight lines Thickness of lines varies Little care taken to ensure neatness Drawn on graph paper Drawn with black pen Photographed with imperfect lighting
Testing of unstacking heuristic
Four inputs to one unit process Link merges prior to connection Reasonable care taken to ensure neatness Drawn on graph paper Drawn with pencil Photographed with imperfect lighting presented above. The intermediate images and intuitive sliders and checkboxes of the GUI allowed the image recognition settings to be quickly refined in order to correctly identify the process flow diagram correctly. The directional heuristic improved the identification of the correct link directions, while the 'unstacking' heuristic correctly removed the spurious links caused by the commonly carried out merging of arrows seen in many LCA process flow diagrams.
The computer vision pipeline and lcopt-cv software presented here represent a potentially important step in the simplification of the LCA workflow. It may play a particularly important role in LCA education, as it removes the bottleneck which occurs between the important concepts of how to set up an LCA and how to interpret the results of an LCA. It allows students, either in a university setting or in a corporate training environment, to sketch out their own example of an LCA and then create and analyse the resulting LCA model without the need to learn how to use an LCA software package, and without the time-consuming model setup step. This could accelerate their learning and allow them to grasp the basics of LCA in as little as a single day. Experiential learning-'learning by doing'-has been highlighted as an important approach in the teaching of LCA to MBA students (Sroufe 2013) . The introduction of LCA software in the third iteration of the course understanding of the overall workflow is helpful, but knowledge of the technical details of the modelling is largely unnecessary. Brief, focused and enriched LCA training utilising such technical solutions is likely to prove valuable in these broader contexts too. The pipeline presented here represents a first step and is not yet meant to provide a perfect solution. One potential pitfall when introducing new technology is that one bottleneck (LCA modelling step) is replaced by another (image processing step). Indeed, the need to tweak the default settings and the knowledge required to understand how to do so may represent a separate learning curve of its own. Technological solutions may exist to overcome this however. Instructing the computer to automatically vary the image processing settings is a relatively trivial task. The challenge is in helping the computer understand when it has discovered the 'correct' answer. Machine learning techniques such as neural networks (Lecun et al. 2015) used for image classification have been successfully employed in complex tasks ranging from directing selfdriving cars (ibid.) to classification of fruit (Zhang et al. 2014 ) and fish (Storbeck and Daan 2001) . These techniques require large training datasets which provide an example image and the correct answer. The lack of such a training dataset for LCA flow charts may represent a hurdle to this type of solution. A rule-based, multicriteria optimisation algorithm using expected features of LCA process flow diagrams may represent a more suitable approach, for example maximising the number of boxes identified, while ensuring all boxes in the diagram have at least one link, with no loops in the network.
One possible alternative to a technological solution would be to mandate drawing rules for flow charts for use with lcopt-cv. Drawing rules are common in technical fields, for example the ISO 128 series of standards sets out rules for technical drawing (International Organization for Standardization 2004). In the context of lcopt-cv, strict guidance on aspects such as the types of arrows to use may enable the use of pattern matching rather than flood filling for identifying connections. Alternatively, a strict adherence to the left-to-right, top-to-bottom orientation of links or disallowing the use of merged arrows could replace the need for heuristic processing. Such rules however would rather defeat the object of lcopt-cv, which is to allow Fig. 15 Result of image processing for the 'stacked' flow chart before and after application of the unstacking heuristic simple LCA models to be drawn and analysed quickly and without the need for extensive training. In addition, for hand-drawn pictures, the natural variation in even mandated shapes would potentially be enough to render patternmatching algorithms unusable. Basic guidelines, which reflect common convention, such as using rectangles to represent unit processes and inputs, or making sure the arrows join onto the boxes in the diagram, should suffice to make lcopt-cv usable.
The approach presented here is designed to broaden the range of people who can use LCA, not to replace the need for skilled LCA practitioners. Its use is not intended to completely replace the LCA modelling step. As such, the initial implementation of the pipeline can only deal with simple cases. Recycling loops, internal material or energy transfers and the production of by-products cannot be identified using lcopt-cv. While this is a limitation of the approach, for simple systems and for educational purposes, this is a relatively minor concern. One potential future use of such an approach however could be in data harvesting, for example as proposed by the BONSAI initiative (BONSAI 2018). Enhancements to allow complex systems to be analysed may be necessary for a computer vision approach to be applied effectively for this use case.
The initial implementation of lcopt-cv also depends upon lcopt (Joyce 2017) and Brightway2 (Mutel 2017) to export and analyse the LCA models it generates. This may represent a limitation for LCA practitioners not familiar with these software packages. As the software develops beyond proof-of-concept, interoperability with other LCA modelling frameworks will be desirable. One potentially important recent development in this regard is the approach set out by Kuczenski (2018) for the transparent and platform-independent disclosure of product system models.
The software presented alongside this study is opensource and publicly available on Github (https://github. com/pjamesjoyce/lcopt_cv). This allows interested members of the LCA community to explore, question and, most importantly, contribute to the underlying code. The future development of, for example, automated recognition algorithms, further heuristics for better diagram identification, or features that are yet to be thought of, all benefit from the pooling of skills, resources and imagination offered by the open-source approach. Open-source approaches to LCA, including lcopt for foreground model development (Joyce 2017) , Brightway for fast LCA calculations (Mutel 2017) , Ocelot for system model generation (Ocelot Project 2017) and the more fully featured OpenLCA software (Ciroth 2007) , represent a growing set of useful, adaptable, community-driven tools. The software presented here is a potentially useful addition to this set of tools.
Conclusions
In this study, the possibility of generating an LCA foreground model from a photograph of a process flow diagram has been demonstrated. This represents a significant short circuiting of one of the most time-consuming steps in the LCA workflow. The time saved is likely to be of benefit to LCA practitioners in general, but there is a particular application of this type of approach in teaching LCA, by allowing new LCA students to skip the steep learning curve associated with LCA modelling in order to more quickly grasp the key concepts of model design and interpretation of results. The proof-of-concept software, lcopt-cv, is a further addition to the growing resource of open-source LCA software available to the LCA community.
