Recent studies have revealed that emerging modern machine learning techniques are advantageous to statistical models for text classification, such as SVM. In this study, we discuss the applications of the support vector machine with mixture of kernel (SVM-MK) to design a text classification system. Differing from the standard SVM, the SVM-MK uses the 1-norm based object function and adopts the convex combinations of single feature basic kernels. Only a linear programming problem needs to be resolved and it greatly reduces the computational costs. More important, it is a transparent model and the optimal feature subset can be obtained automatically. A real Chinese corpus from Fudan University is used to demonstrate the good performance of the SVM-MK.
Introduction
With the arrival of "information explosion" era, the infinite growth information resources put forward a great challenge to the information processing. On the one hand, the digital information resources increase at a high speed. On the other hand, People obtain valuable information demand also continuously improve. So, how search out the effective information in the vast and complex information, which has been the goal of information processing field.
Text classification is the research focus of information processing areas. A text file is the object of study in this method. And a lot of files set are mapped to a predefined text attribute class. And its task will be to divide hypertext files into several categories according to predefined contents. Almost all areas are involved in this kind of problems. For example, email filtering, web search, office automation, subject indexing and classification of news stories.
In text classification system, the classifier is a key part, the classifier performance quality directly related to the effect of text classification and efficiency. At present, most of the classifier reference to the methods from information retrieval and machine learning. And almost all the important machine learning algorithms is introduced in text classification. Such as, support vector machine (SVM), least square support vector machine(LS-SVM).
Support vector machine (SVM) is first proposed by Vapnik [1] . Now it has been proved to be a powerful and promising data classification and function estimation tool. In the first part, Joachims introduced SVM method into the text classification [2] . He compared the traditional method to the SVM method in text classification, which shows that SVM in text categorization has the excellent properties than other algorithms. Reference [3] and [4] applied SVM to text classification. They have obtained some valuable results. But SVM is sensitive to outliers and noises in the training sample and has limited interpretability due to its kernel theory. Another problem is that SVM has a high computational complexity because of the solving of large scale quadratic programming in parameter iterative learning procedure. And as we know feature selection is a very import method to the high vector space of text. The last problem of SVM is that SVM can not realize the feature selection.
Motivated by above questions and ideas, we propose a new method named support vector machines with mixture of kernel (SVM-MK) to classify the text. In this method the kernel is a convex combination of many finitely basic kernels. Each basic kernel has a kernel coefficient and is provided with a single feature. The 1-norm is utilized in SVM-MK. As a result, its objective function turns into a linear programming parameter iterative learning procedure and greatly reduces the computational complexity. Furthermore, we can select the optimal feature subset automatically and get an interpretable model. The rest of this paper is organized as follows: section 2 gives a brief outline of SVM-MK. To evaluate the performance of SVM-MK for the text classification, we use a real life Chinese corpus from Fudan University in this test in section 3. Finally, section 4 draws the conclusion and gives an outlook of possible future research areas.
Support Vector Machine with Mixture of Kernel
Considering a training data set The optimal separating hyper-plane is found by solving the following regularized optimization problem [1] : The quadratic optimization problem can be solved by transforming (1) and (2) into the saddle point of the Lagrange dual function: Recently, how to learn the kernel from data draws many researchers' attention [5] . And some formulations [6] [7] have been proposed to perform the optimization in manner of convex combinations of basic kernels. In practice, a simple and efficient method is that the kernel function being illustrated as the convex of combinations of the basic kernel: Substituting Equation (5) into Equation (3), and multiplying Equation (3) and (4) ( ) The choice of kernel function includes the linear kernel, polynomial kernel or RBF kernel. Thus, the SVM-MK classifier can be represented as:
It can be found that above linear programming formulation and its dual description is equivalent to that of the approach called "mixture of kernel" [7] [8] . So the new 
Experiment analysis
In this section, we use the typical experimental data: Chinese corpus that is collected by Fudan University Dr. Li Ronglu. The corpus including the training set and testing set. There are 1882 documents in the training set. The test set contains 934 documents which have no classification label. And the test set is divided into 10 classes. The proportion of training set text number and test set text number is two-to-one.
In automatic text classification system, will be used in the experiment data is usually divided into two parts: the training set and testing set. The so-called training set is composed of a set of have finished classification (namely has a given category label) text, which used for summed up the characteristics of each category in structure classifier. According to the classification system settings, each class should contain a certain amount of training text.
The test set is the collection of documents that used to test the effect of the classification. Each one of these texts was through the classifier classification, and then the classification results contrast to the correct decision. Thus we can evaluate the effect of classifier. But the test set is not participated in constructing the classifier. Firstly, the data is pre-processed by the ICTCLAS (Institute of Computing Technology, Chinese Lexical Analysis System) [9] . In this method the Gaussian kernel is used, and the kernel parameter needs to be chosen. Thus the method has two parameters to be prepared set: the kernel parameter 2 σ and the regularized parameter λ . The recall, precision and F1 for each category text using SVM-MK approach are shown in Table 2 .
From Table 2 and Figure 1 , we can conclude that the SVM-MK model has better text classification capability in term of the recall, precision and the F1 in comparison with the traditional improved SVM models [10] .This method is of better text classification performance in kinds of art, computer, politics, environment, sports, and transportation. Compared to the traditional improved SVM, MK-SVM is not very good in classifying the kinds of economy, military. This may be because in removing relevant features of test results, and lost some information. So that the recall rate index is affected. This is also need to further improve. Consequently, the proposed SVM-MK model can provide efficient alternatives in conducting text classification tasks.
Conclusions
This paper presents a novel SVM-MK text classification model. By using the 1-norm and a convex combination of basic kernels, the object function which is a quadratic programming problem in the standard SVM becomes a linear programming parameter iterative learning problem so that greatly reducing the computational costs. In practice, it is not difficult to adjust kernel parameter and regularized parameter to obtain a satisfied classification result. Through the practical data experiment, we have obtained good classification results and meanwhile demonstrated that SVM-MK model is of good performance in text classification system. Thus the SVM-MK is a transparent model, and it provides efficient alternatives in conducting text classification tasks. Future studies will aim at finding the law existing in the parameters' setting. Generalizing the rules by the features that have been selected is another further work.
