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Zusammenfassung
Sensoren finden sich heutzutage in vielen Teilen des ta¨glichen Lebens. Sie dienen dabei
der Erfassung und U¨berfu¨hrung von physikalischen oder chemischen Eigenschaften in di-
gital auswertbare Gro¨ßen. Drahtlose Sensornetzwerke als Mittel zur großfla¨chigen, wei-
testgehend autarken U¨berwachung von Regionen oder Geba¨uden sind Teil dieser Bru¨cke
und halten immer sta¨rker Einzug in den industriellen Einsatz. Die Entwicklung von ge-
eigneten Systemen ist mit einer Vielzahl von Herausforderungen verbunden. Aktuelle
Lo¨sungen werden oftmals gezielt fu¨r eine spezielle Aufgabe entworfen, welche sich nur
bedingt fu¨r den Einsatz in anderen Umgebungen eignen. Die sich wiederholende Neu-
entwicklung entsprechender verteilter Systeme sowohl auf Hardwareebene als auch auf
Softwareebene, za¨hlt zu den wesentlichen Gru¨nden, weshalb entsprechende Lo¨sungen
sich zumeist im hochpreisigen Segment einordnen. In beiden Entwicklungsbereichen ist
daher die Wiederverwendung existierender Module im Interesse des Anwenders. Stehen
entsprechende vorgefertigte Lo¨sungen bereit, besteht weiterhin die Aufgabe, diese in
geeigneter Form zu kombinieren, so dass den vom Anwender geforderten Zielen in allen
Bereichen genu¨gt wird. Insbesondere im Kontext drahtloser Sensornetzwerke, bei wel-
chen mit stark beschra¨nkten Ressourcen umgegangen werden muss, ist fu¨r das Erzeugen
passender Lo¨sungen oftmals Expertenwissen von No¨ten.
Im Mittelpunkt der vorliegenden Arbeit steht die energie-effiziente Datenanalyse in
drahtlosen Sensornetzwerken. Hierzu wird mit AnduIN ein System pra¨sentiert, wel-
ches den Entwurf auf Softwareebene dahingehend vereinfachen soll, dass der Anwender
lediglich die Aufgabenstellung unter Verwendung einer deklarativen Anfragesprache be-
schreibt. Wie das vom Anwender definierte Ziel erreicht wird, soll vollautomatisch vom
System bestimmt werden. Der Nutzer wird lediglich u¨ber die Definition gewu¨nschter
Eigenschaften in den Entwicklungsprozess integriert.
Die dauerhafte U¨berwachung von Objekten mittels drahtloser Sensornetzwerke ha¨ngt
von einer Vielzahl von Parametern ab. Es hat sich gezeigt, dass insbesondere der Ener-
gieverbrauch bei der drahtlosen Datenu¨bertragung eine der wesentlichen Schwachstel-
len ist. Ein mo¨glicher Ansatz zur Reduktion des Energiekonsums ist die Verringerung
des Kommunikationsaufwands aufgrund einer fru¨hzeitigen Auswertung von Messergeb-
nissen bereits auf den Sensorknoten. Oftmals ist eine vollsta¨ndige Verarbeitung von
komplexen Algorithmen im Sensornetzwerk aber nicht mo¨glich bzw. nicht sinnvoll. Tei-
le der Verarbeitungslogik mu¨ssen daher auf einer zentralen Instanz ausgefu¨hrt werden.
Das in der Arbeit entwickelte System integriert hierzu sowohl einfache als auch komple-
xe, nur teilweise im Sensornetzwerk verarbeitbare Verfahren. Die Entscheidung, welche
Teile einer Applikation auf welcher Komponente ausgefu¨hrt werden, wird vom System
selbststa¨ndig auf Basis eines mehrdimensionalen Kostenmodells gefa¨llt.
Im Rahmen der Arbeit werden weiterhin verschiedene Verfahren entwickelt, welche ins-
besondere im Zusammenhang mit der Analyse von Sensordaten von Interesse sind. Die
erweiterten Algorithmen umfassen Methoden zur Auswertung von Daten mit ra¨um-
lichem Bezug, das Data Cleaning mittels adaptiver Burst-Erkennung und die Identifi-
kation von ha¨ufigen Mustern u¨ber quantitativen Itemsets.

Abstract
Sensors can now be found in many facets of every day life, and are used to capture
and transfer both physical and chemical characteristics into digitally analyzable data.
Wireless sensor networks play a central role in the proliferation of the industrial em-
ployment of wide-range, primarily autonomous surveillance of regions or buildings. The
development of suitable systems involves a number of challenges. Current solutions are
often designed with a specific task in mind, rendering them unsuitable for use in other
environments. Suitable solutions for distributed systems are therefore continuously built
from scratch on both the hardware and software levels, more often than not resulting in
products in the market’s higher price segments. Users would therefore profit from the
reuse of existing modules in both areas of development. Once prefabricated solutions
are available, the remaining challenge is to find a suitable combination of these solutions
which fulfills the user’s specifications. However, the development of suitable solutions
often requires expert knowledge, especially in the case of wireless sensor networks in
which resources are limited.
The primary focus of this dissertation is energy-efficient data analysis in sensor net-
works. The AnduIN system, which is outlined in this dissertation, plays a central role
in this task by reducing the software design phase to the mere formulation of the soluti-
on’s specifications in a declarative query language. The system then reaches the user’s
defined goals in a fully automated fashion. Thus, the user is integrated into the design
process only through the original definition of desired characteristics.
The continuous surveillance of objects using wireless sensor networks depends strongly
on a plethora of parameters. Experience has shown that energy consumption is one
of the major weaknesses of wireless data transfer. One strategy for the reduction of
energy consumption is to reduce the communication overhead by implementing an early
analysis of measurement data on the sensor nodes. Often, it is neither possible nor
practical to perform the complete data analysis of complex algorithms within the sensor
network. In this case, portions of the analysis must be performed on a central computing
unit. The AnduIN system integrates both simple methods as well as complex methods
which are evaluated only partially in network. The system autonomously resolves which
application fragments are executed on which components based on a multi-dimensional
cost model.
This work also includes various novel methods for the analysis of sensor data, such
as methods for evaluating spatial data, data cleaning using burst detection, and the
identification of frequent patters using quantitative item sets.
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Kapitel 1
Einleitung
Im folgenden Abschnitt soll ein U¨berblick u¨ber das der Arbeit zugrunde liegende Thema
gegeben werden. Nach einer generellen Einleitung in Abschnitt 1.1 werden im folgen-
den Abschnitt 1.2 verschiedene Szenarien als Motivation geliefert. Basierend auf diesen
werden in Abschnitt 1.3 offene Herausforderungen abgeleitet, welche den wesentlichen
wissenschaftlichen Beitrag der vorliegenden Arbeit beschreiben.
1.1 Motivation
In den letzten Jahren ru¨ckte die Verknu¨pfung von IT und realer Welt zunehmend in
den Fokus von Wissenschaft und Industrie. Als Bru¨cke dienen hierbei Aktoren bzw.
Sensoren. Aktoren erlauben den gezielten Eingriff in die reale Welt und Sensoren er-
fassen Realwelt-Informationen und stellen diese in Form von analogen bzw. digitalen
Signalen den informationsverarbeitenden Systemen zur Verfu¨gung.
Mit fortschreitender Miniaturisierung im Bereich der mobilen Sensortechnik werden
drahtlose Sensornetzwerke (wireless sensor networks - WSN) zunehmend interessanter
fu¨r Anwendungen. Bei drahtlosen Sensornetzwerken handelt es sich u¨blicherweise um
selbstorganisierende Verbunde von Sensorknoten. Jeder dieser Knoten ist fu¨r sich ge-
nommen ein Computer mit stark beschra¨nkten Ressourcen. Im Regelfall verfu¨gen diese
u¨ber eine Sensorik zur Erfassung von Realweltdaten (zum Beispiel zum Messen von
Luftfeuchtigkeit, Temperatur etc.), einer leistungsschwachen CPU, einer oftmals stark
beschra¨nkten Speichermenge fu¨r Daten und Programme, einer Batterie zur Energie-
versorgung und einem drahtlosen, zumeist funkbasierten Kommunikationsmodul1. Der
Begriff
”
leistungsschwach“ bezieht sich hierbei auf den Vergleich zu moderner Compu-
terhardware. Trotz Gro¨ßenordnungen von nur einem Millimeter [211] bis zu mehreren
Zentimetern im Durchmesser bewegen sich aktuelle Sensorknoten auf dem Leistungs-
stand von PC-Hardware Anfang der 1990’er Jahre, wobei der Energieverbrauch im Ver-
1Es existieren auch Projekte, welche die Kommunikation bzw. das Aufladen der Energieversorgung
mittels Lichtwellen untersuchen [5].
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lauf der Miniaturisierung drastisch gesenkt werden konnte und heute nur noch wenige
mW bzw. W betra¨gt. Mit dem Ziel der Lebenszeitmaximierung wird die Konfiguration
der Knoten zumeist in Abha¨ngigkeit vom Anwendungsszenario gewa¨hlt.
In der Regel finden WSNs dort Anwendung, wo kurzfristig Messungen geta¨tigt werden
mu¨ssen oder wo eine Anpassung der Infrastruktur (z.B. eine Erweiterung der Ener-
gieversorgung) nicht mo¨glich oder gewu¨nscht ist. Typische Anwendungsgebiete sind
zum Beispiel die U¨berwachung von Naturgebieten [41, 104,150], die Verkehrs- oder die
Geba¨udeu¨berwachung [56,62].
Bei der Entwicklung von Sensornetzwerken stellt die begrenzte Energieversorgung eine
der gro¨ßten Herausforderungen dar. Neben einer Vergro¨ßerung des Energiespeichers
fu¨hrt insbesondere der effiziente Umgang mit den vorhandenen Energie-Ressourcen
zu einer Erho¨hung der zu erwartenden Lebenszeit. Hierbei bieten sich zwei generelle
Ansa¨tze an: (i) die Entwicklung besonders effizienter Hardware und (ii) der Einsatz
besonders effizienter Algorithmen, Datenstrukturen und Kommunikationsprotokolle.
Trotz der enormen Fortschritte im Bereich der Hardwareentwicklung in den letzten
Jahren gibt es verschiedene Probleme, welche bis heute nicht behoben werden konn-
ten. So ist zum Beispiel das Versenden von Daten unter Verwendung des Funkmodules
um ein Vielfaches teurer als die Verarbeitung von Daten unmittelbar auf den Knoten
unter Verwendung der zur Verfu¨gung stehenden Ressourcen. Vor dem Hintergrund der
Kommunikationsreduktion fu¨hren bestehende Applikationen fu¨r WSNs oftmals bereits
eine (im Umfang stark beschra¨nkte) Vorverarbeitung der gemessenen Daten auf den
Sensorknoten aus. La¨sst sich der Funktionsumfang dieser Applikationen dynamisch zur
Laufzeit anpassen, so spricht man auch von In-Network Query Processoren (INQP).
Die von den Sensoren erfassten Daten werden zumeist an eine Basisstation gesendet,
welche die empfangenen Daten auswertet bzw. sie an entsprechende Analyse-Systeme
weiterleitet. Der von den Sensoren erzeugte Datenstrom (data stream) ist potentiell
unendlich und kann in seiner Ankunftsrate stark variieren (zum Beispiel in Abha¨ngigkeit
der Abtast- bzw. Samplingrate der einzelnen Sensorknoten). Traditionelle Datenbank-
Managementsysteme (DBMS) stoßen bei der Verarbeitung solcher Datenstro¨me schnell
an ihre Grenzen. So ist zum Beispiel das Speichern aller Datensa¨tze eines Datenstromes
und die anschließende Verarbeitung oftmals nicht mo¨glich bzw. nicht erwu¨nscht.
Datenstro¨me werden fa¨lschlicherweise oftmals mit Zeitreihen gleichgesetzt. Bei Zeitrei-
hen handelt es sich zwar ebenso wie bei Datenstro¨men um Datenpunkte mit einem
zeitlichen Bezug. Allerdings geht man bei der Zeitreihenanalyse davon aus, dass die
vollsta¨ndige Zeitreihe zum Analysezeitpunkt vorliegt (zum Beispiel in Datenbanken).
Im Unterschied zur Datenstromanalyse ist somit ein wiederholter und insbesondere ein
wahlfreier Zugriff auf die verschiedenen Datenpunkte in der Zeitreihe mo¨glich.
Im Kontext von Datenstro¨men entwickelte sich eine neue Klasse von datenverarbei-
tenden Systemen, die Datenstrom-Managementsysteme (DSMS). Urspru¨nglich von den
DBMS abgeleitet (STREAM [14]), wurden diese an die speziellen Herausforderungen
von Datenstro¨men angepasst. Die wesentliche Innovation ist dabei die Verwendung von
so genannten one-pass-Verfahren, bei denen der Algorithmus eingehende Werte nur
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einmal betrachten kann. Anschließend werden die gelesenen Daten entweder verworfen
oder in Form von Datenzusammenfassungen (Approximationen) tempora¨r archiviert.
Zu den weiteren Herausforderungen von DSMS za¨hlen der Umgang mit variablen An-
kunftsraten und Echtzeitanforderungen bei der Verarbeitung von eingehenden Daten-
sa¨tzen. Um hierbei Warteschlangen und Blockierungen innerhalb des Systems zu ver-
meiden, verwerfen DSMS gezielt Datensa¨tze. Das damit verbundene unvollsta¨ndige Be-
trachten des Datenstromes fu¨hrt zu approximierten Ergebnissen, deren Gu¨te den vom
Anwender definierten Mindestanforderungen genu¨gen mu¨ssen.
Die Anfrageverarbeitung in einem DSMS unterscheidet sich von der eines DBMS grund-
legend. In einem DBMS werden Anfragen initial einmal analysiert, optimiert und an-
schließend auf den aktuellen Datenbestand angewendet, d.h. die beno¨tigten Daten wer-
den einmal vom externen Speicher gelesen und von den einzelnen Operatoren bearbeitet.
Wurde der letzte Datensatz gelesen, ist die Anfragebearbeitung beendet. Sa¨mtliche fu¨r
die Anfragoptimierung notwendigen Statistiken sind bereits zum Zeitpunkt der Opti-
mierung bekannt. Im Gegensatz dazu endet die Anfragebearbeitung bei einem DSMS
nicht, solange der Anwender diese nicht explizit stoppt. Da aber zum Zeitpunkt der An-
frageinitialisierung lediglich Statistiken u¨ber bisher gelesene Datensa¨tze existieren, ist
eine Optimierung unter Einbeziehung zuku¨nftigen Verhaltens nur beschra¨nkt mo¨glich.
Um dennoch eine effiziente Anfragebearbeitung gewa¨hrleisten zu ko¨nnen, sind das kon-
tinuierliche Sammeln von Statistiken und die Reoptimierung von Anfragen zur Laufzeit
(online-Optimierung) notwendig.
Neben der Beantwortung einfacher Anfragen ist die Extraktion von Mustern oder Re-
geln aus den zur Verfu¨gung stehenden Daten eine der wesentlichen Aufgaben der Daten-
analyse in DSMS. Die Wissensgewinnung (knowledge discovery) auf Basis großer Da-
tenmengen wird im Allgemeinen auch als Data Mining bezeichnet. Neben der einfachen
statistischen Analyse (zum Beispiel avg, min, max ) stehen hier insbesondere komplexe
Methoden wie zum Beispiel die Clusteranalyse, das Frequent Pattern Mining oder die
Klassifikation von Werten im Mittelpunkt. Aufgrund der u.U. riesigen Datenmengen
ist eine effiziente Verarbeitung bereits bei der Analyse in einem DBMS sehr wichtig,
in einem DSMS aber unumga¨nglich. Zu den wesentlichen Herausforderungen bei der
Adaption klassischer, aus dem Bereich der DBMS stammenden Data-Mining-Verfahren
za¨hlen die zu gewa¨hrleistende Online-Verarbeitung und der Umgang mit der Unvoll-
sta¨ndigkeit der Daten. Um den Mangel an echten Online-Verfahren auszugleichen, wird
oftmals auch auf Batch-basierte Verfahren zuru¨ckgegriffen. Dabei werden Datenpakete
(Batches) angesammelt, welche anschließend zusammen verarbeitet werden ko¨nnen.
1.2 Anwendungsszenarien
Eine sensorgestu¨tzte U¨berwachung findet man bereits heute in einer Vielzahl von Berei-
chen. WSNs hingegen findet man nur vereinzelt und dann zumeist in kleinen Szenarien.
Im folgenden Abschnitt werden verschiedene Mo¨glichkeiten des praktischen Einsatzes
von WSNs aufgezeigt. Anhand dieser Beispiele lassen sich erste bis heute nicht gelo¨ste
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Herausforderungen ableiten, welche der folgenden Arbeit als Motivation zugrunde lie-
gen.
Umweltu¨berwachung Urspru¨nglich zu milita¨rischen Zwecken entwickelt, finden
Sensornetzwerke heute oftmals im Bereich der U¨berwachung von Wa¨ldern, Flu¨ssen oder
Seen Anwendung. Sie dienen dabei der Erkennung von Feuern, U¨berschwemmungen
oder der U¨berwachung der Bewegung von Tiergruppen innerhalb einer Region. Auf-
grund des Fehlens jeglicher Infrastruktur sind WSNs hierfu¨r besonders geeignet.
Die Umsetzung der U¨berwachungslo¨sung findet dabei im Wesentlichen in zwei Schritten
statt: Zuna¨chst wird vom Anwender definiert, welche Aufgabe das WSN zu erfu¨llen hat.
Nachdem die Aufgabenstellung definiert wurde, muss deren Lo¨sung in Software realisiert
werden, welche anschließend auf die einzelnen Sensorknoten in der zu observierenden
Region auszubringen ist. Im Allgemeinen verbleiben die Sensoren dann so lange im
U¨berwachungsgebiet, bis sie ihre Aufgabe erledigt haben bzw. bis sie der Aufgabe auf
Grund von zu geringen Energiereserven nicht mehr nachgehen ko¨nnen. Bei vielen der
aktuellen Systeme a¨ndert sich diese Aufgabe u¨ber die gesamte Zeit der U¨berwachung
nicht.
Die Definition der Aufgabe und deren effiziente Lo¨sung stellt aus softwaretechnischer
Sicht die gro¨ßte Herausforderung dar. Fu¨r einen mo¨glichst langen U¨berwachungszyklus
ist neben einer klar definierten Zielstellung gegenwa¨rtig ha¨ufig auch Expertenwissen zur
Entwicklung spezieller verteilter Algorithmen fu¨r WSNs notwendig. Dieses wiederum
kann bei einer Vielzahl der Anwender nicht vorausgesetzt werden. Idealerweise soll-
te ein Anwender lediglich seine Ziele in einer einfachen Sprache definieren. Wie diese
zu erreichen sind, d.h. welche speziellen Algorithmen eingesetzt werden und wie diese
verteilt werden, sollte nicht durch den Anwender bestimmt werden. Idealerweise sollte
das verwendete System die Aufgabe selbststa¨ndig analysieren und vollautomatisch die
Softwareentwicklung vornehmen.
Geba¨udeu¨berwachung Mit zunehmender Komplexita¨t moderner Geba¨ude steigt
die Nachfrage nach automatisierten Systemen, welche die Gesamtheit eines Geba¨udes
u¨berwachen und Funktionsabla¨ufe (zum Beispiel Regelkreisla¨ufe fu¨r Heizung und Was-
ser) selbststa¨ndig steuern. Aufgrund ihrer Gro¨ße bieten moderne Bu¨ro- oder Gescha¨fts-
geba¨ude Raum fu¨r eine Vielzahl von Sensoren, Aktoren und Bedienelementen, welche
miteinander vernetzt sind und automatisch die Regelung des Geba¨udes u¨bernehmen
sollen. Im Mittelpunkt sich selbst u¨berwachender Geba¨ude steht dabei zumeist eine
Prozessoptimierung mit dem Ziel der Energie- und Kostenreduktion. Ein Beispiel aus
diesem Bereich ist das Projekt Customer Bautronic System2 (CBS). Bei diesem wird
versucht, insbesondere den Nutzer in den Mittelpunkt der Prozessoptimierung zu stel-
len, so dass ein Gleichgewicht zwischen den durch das Geba¨ude verursachten Kosten
und der Zufriedenheit des Nutzer entsteht.
2/www.customerbautronic.de
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Abbildung 1.1: Szenario Geba¨udeu¨berwachung
Ein wichtiges Kriterium fu¨r die optimale Steuerung eines Geba¨udes ist dabei der intel-
ligente Einsatz von Sensoren. Mit einer zunehmender Anzahl von Sensoren steigt auch
die zu verarbeitende Datenmenge und letztendlich der Aufwand, welcher zur Extraktion
von Wissen aus den damit verbundenen Datenstro¨men notwendig ist. Um sowohl den
Aufwand fu¨r die kontinuierliche U¨berwachung als auch die Kosten fu¨r die Anschaffung
von Sensorhardware mo¨glichst gering zu halten, ist aus den mo¨glichen Messpunkten
in einem Geba¨ude die Menge zu extrahieren, welche fu¨r eine spa¨tere Analyse ausrei-
chend genaue Daten liefert und den Aufwand an eingesetzter Hardware minimiert.
Da Berechnungen wa¨hrend der Entwurfsphase eines Geba¨udes lediglich erste Hinweise
auf mo¨gliche Einsatzorte liefern, sind zusa¨tzlich reale Messungen an einer Vielzahl von
Messpunkten wa¨hrend der Bauphase notwendig. Fu¨r diese initiale U¨berwachungsphase,
welche sich zwischen wenigen Tagen und mehreren Wochen bewegen kann, sind WSNs
ein mo¨glicher Lo¨sungsweg. Aufgrund der fru¨hen Phase im Bauabschnitt und der hohen
Anzahl von Messpunkten kann dabei eine externe Versorgung der Sensoren mit Energie
nicht immer gewa¨hrleistet werden. Der verha¨ltnisma¨ßig lange Messzeitraum mit unter
Umsta¨nden ho¨heren Samplingraten, als dies im spa¨teren Betrieb notwendig ist (der
optimale Samplingzeitpunkt muss erst noch ermittelt werden), macht einen effizienten
Umgang mit der zur Verfu¨gung stehenden Energie unumga¨nglich.
Wurde die initiale U¨berwachung des Geba¨udes beendet, ko¨nnen die Sensoren des WSN
wieder aus dem Geba¨ude entfernt und durch die fu¨r die dauerhafte Messung vorgese-
henen Sensoren ersetzt werden. Typischerweise a¨ndern sich die Aufgaben, welche die
Sensoren wa¨hrend der Testphase bearbeiten, nicht, so dass zur Laufzeit auf die Softwa-
re der Knoten kein (oder nur ein sehr geringer) Einfluss genommen wird. Werden die
Sensoren fu¨r die U¨berwachung eines weiteren Geba¨udes konfiguriert, ko¨nnen eventuell
A¨nderungen an der Software notwendig werden.
Bei drahtlosen Sensornetzwerken handelt es sich u¨blicherweise um selbstorganisieren-
de Ad-Hoc-Netzwerke, d.h. fu¨r den Multihop-Datentransfer von einem Knoten zu ei-
nem anderen bauen die Sensorknoten selbststa¨ndig eine Pfadstruktur auf. Diese Rou-
tingstruktur ist dabei abha¨ngig von den Eigenschaften der Knoten (zum Beispiel der
Sendeleistung und dem Batteriestatus), deren Lage zueinander und wird dynamisch
zur Laufzeit angepasst. Ausgefallene Knoten ko¨nnen zur Laufzeit dynamisch kompen-
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siert werden. Zudem wird versucht, fu¨r den Datentransfer anfallende Energiekosten
mo¨glichst u¨ber alle Knoten gleichma¨ßig zu verteilen. Zusa¨tzlich zu diesen sich selbst
aufbauenden Routingstrukturen kann eine logische Netzwerkschicht sinnvoll sein. So
verfu¨gt der Nutzer unter Umsta¨nden u¨ber Wissen, welches fu¨r eine effizientere In-
Network-Bearbeitung von Nutzen sein kann. Im Fall der Geba¨udeu¨berwachung ko¨nnen
zum Beispiel Geba¨udestrukturen (Ra¨ume, Etagen, Flu¨gel usw.) direkt in den Verarbei-
tungsprozess integriert werden. So ist es mo¨glich, dass ein einzelner leistungsta¨rkerer
Sensorknoten fu¨r die Auswertung der Daten einer Etage verantwortlich ist. Die (aggre-
gierten) Ergebnisse sendet dieser dann an einen Knoten, welcher fu¨r den Geba¨udeflu¨gel
zusta¨ndig ist (siehe Abbildung 1.1).
Patientenu¨berwachung Die zunehmende Miniaturisierung der Sensorknotenhard-
ware ero¨ffnet eine Vielzahl neuer Anwendungen. So lassen sich zum Beispiel Kleinst-
sensoren bereits heute in Freizeitbekleidung integrieren und erlauben ihrem Tra¨ger ei-
ne kontinuierliche U¨berwachung seiner Vitalfunktionen. In zuku¨nftigen Applikationen
ko¨nnten diese zudem via drahtloser Kommunikation (zum Beispiel u¨ber das Mobilte-
lefon des Tra¨gers) direkt an eine Basisstation oder im Notfall an einen Arzt gesendet
werden.
Im medizinischen Umfeld ero¨ffnet der Einsatz von WSNs interessante Mo¨glichkeiten.
So ko¨nnen zum Beispiel Patienten in Krankenha¨usern auch außerhalb ihrer Betten
u¨berwacht werden, ohne Beeintra¨chtigungen durch sto¨rende Sensorik hinnehmen zu
mu¨ssen. Die U¨berwachung von Patienten (personal health monitoring) ist allerdings
auch mit neuen Herausforderungen verbunden [161,205]. So gilt es, neben dem Problem
der sozialen Akzeptanz auch Probleme technischer Natur und Sicherheitsaspekte zu
lo¨sen.
Im Fall des personal health monitoring ist jeder Patient mit einer Menge an physischen
Sensoren ausgestattet (zum Beispiel zum Erfassen der Herzfrequenz, des Pulses oder der
Sauerstoffkonzentration im Blut). Jeder dieser Sensoren sendet seine Messwerte (kabel-
los oder kabelgebunden) an einen ko¨rpernahen Empfa¨nger. Der Empfa¨nger verarbeitet
die von den Sensoren gelieferten Daten (er reduziert die zu sendende Datenmenge) und
u¨bertra¨gt diese an einen zentralen Server, welcher die Patientendaten analysiert und
fu¨r eine Auswertung durch den Arzt vorha¨lt.
Ist eine Person Tra¨ger der Sensorik, ergeben sich eine Vielzahl neuer Probleme. Neben
der notwendigen Akzeptanz von Seiten des Nutzers und der kontinuierlichen U¨ber-
wachung ist insbesondere ein hoher Tragekomfort wichtig. Nur wenn die Sensorik den
Patienten nicht sto¨rt, wird diese auch von ihm akzeptiert. Daher mu¨ssen am Ko¨rper
getragene Sensoren mo¨glichst klein und unauffa¨llig sein. Dies resultiert allerdings u.a.
in kleineren Energiespeichern, was wiederum die Lebensdauer der Sensoren verringert.
Zudem begrenzen die kompakten Maße die Mo¨glichkeiten fu¨r den weiteren Umgang
mit den Messwerten. In kleineren Gera¨ten kommt entsprechend leistungsschwa¨chere
Hardware zum Einsatz. Dennoch sollten solche Gera¨te mo¨glichst universell einsetzbar
sein. Ein Patient, welcher auf verschiedene physiologische Werte hin u¨berwacht werden
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muss, sollte nach Mo¨glichkeit nicht fu¨r jeden der zu messenden Werte ein komplettes
System bei sich tragen mu¨ssen.
Der Einsatz verschiedener Systeme wu¨rde auch einen hohen Kostenfaktor fu¨r das Kran-
kenhaus mit sich bringen. Idealerweise werden lediglich notwendige physischen Sensoren
an den lokalen Empfa¨nger des Patienten angeschlossen. Der Empfa¨nger u¨bernimmt an-
schließend die Weiterverarbeitung der erfassten Werte und die notwendige Datenu¨ber-
tragung. Eines der dabei auftretenden Probleme ist die Komplexita¨t bzw. die Viel-
falt der fu¨r die Verarbeitung auf dem Empfa¨nger notwendigen Software. Unterschiedli-
che Patienten bzw. Krankheitsbilder erfordern u¨blicherweise auch eine unterschiedliche
Auswertung der erfassten Werte. Da die fu¨r die Messung und Verarbeitung notwendi-
ge Hardware zur Vermeidung zusa¨tzlicher Energiekosten zumeist auf das Wesentliche
reduziert ist, la¨sst sich oftmals nur ein stark beschra¨nkter Funktionsumfang in die
Sensorapplikationen integrieren. Wechselt der Tra¨ger der Sensorik, dann muss u.U. eine
Anpassung auf der Softwareseite vorgenommen werden. Sind die vom Arzt gewu¨nschten
Analysen zu komplex fu¨r eine vollsta¨ndige Verarbeitung auf den Knoten bzw. verfu¨gen
die mobilen Gera¨te nicht u¨ber ausreichend Ressourcen, dann muss die Auswertung teil-
weise auf der zentralen Instanz stattfinden. Die Entscheidung, inwieweit Anwendungen
von einer zentralen Instanz bzw. von den Sensorknoten ausgefu¨hrt werden, sollte nicht
durch den Nutzer (in diesem Fall den Arzt oder das betreuende Personal) getroffen
werden. Der Entwurf entsprechender Systeme ist zeitaufwendig und erfordert vom Nut-
zer zudem ein erhebliches Hintergrundwissen, welches nicht in jedem Fall vorausgesetzt
werden kann.
Eine weitere Herausforderung im Kontext von personal health monitoring ist die u.U.
enorm hohe Menge an Daten, welche von den Sensoren produziert und auf der zen-
tralen Instanz verarbeitet und zwischengespeichert werden muss. In einem Großkran-
kenhaus gibt es oft Hunderte von Patienten, welche oftmals mit einer Vielzahl von
physischen Sensoren zur U¨berwachung ausgestattet sind. Mit unterschiedlicher Auslas-
tung des Krankenhauses kann es hierbei zu enormen Schwankungen im auftretenden
Datenvolumen kommen. Der effiziente Umgang mit den zur Verfu¨gung stehenden Res-
sourcen ist hier ein zentrales Problem. Die einfachste Lo¨sung wa¨re das Abfangen von
Datenspitzen durch den Ausbau der Infrastruktur, was wiederum mit einem erhebli-
chen Kostenaufwand verbunden ist. Alternativ ko¨nnte sich das System dynamisch an
das schwankende Datenaufkommen anpassen. Auf Hardwareebene bedeutet dies das dy-
namische Hinzufu¨gen bzw. Freigeben von Ressourcen (zum Beispiel die Auslagerung der
Verarbeitung in ein entsprechendes Cloud-System3). Im Bereich der Applikationen sind
eventuelle Anpassungen der Algorithmen so wie deren Parameter oder Datenstrukturen
mo¨glich.
3Unter Cloud-Computing versteht man Systeme, bei denen Ressourcen und Anwendungen u¨ber
Netzwerk zur Verfu¨gung stehen und die sich dynamisch an die jeweiligen Anforderungen anpassen.
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Abbildung 1.2: Ziel dieser Arbeit
1.3 Ziele dieser Arbeit
Im letzten Abschnitt wurden mo¨gliche Anwendungsszenarien fu¨r drahtlose Sensornetz-
werke vorgestellt. In den letzten Jahren entstand bereits eine Reihe von Systemen, wel-
che die in den Szenarien auftauchenden Probleme teilweise lo¨sen. Dabei beschra¨nken
sich diese zumeist auf die Lo¨sung einiger Teilprobleme. Im Wesentlichen existieren zwei
Klassen von Systemen fu¨r die Verarbeitung von kontinuierlich erzeugten Sensordaten:
INQP und DSMS. Aktuelle INQP erlauben Ad-Hoc-Anfragen an das WSN mit dem
Ziel einer mo¨glichst energieeffizienten Beantwortung. Aufgrund des geringen Speichers
der Sensorknoten fa¨llt deren Operationsumfang sehr gering aus und beschra¨nkt sich
zumeist auf primitive Operationen wie Filter, Verbund oder Aggregation.
Im Gegensatz dazu stellen aktuelle DSMS neben den primitiven Operationen zumeist
auch eine Vielzahl an komplexen Data-Mining-Operationen zur Verfu¨gung. Eine einfa-
che Mo¨glichkeit, Datenstro¨me aus einem WSN einer komplexen Verarbeitung zukom-
men zu lassen, ist die Erfassung der Daten durch den INQP, das Senden an die zentrale
Instanz und die anschließende Weiterverarbeitung durch ein DSMS. Problematisch ist
an dieser Stelle das kostenintensive Versenden der Rohdaten an das DSMS.
Im Mittelpunkt dieser Arbeit steht die Entwicklung eines kombinierten DSMS/INQP-
Systems, welches die vollsta¨ndige bzw. teilweise Verarbeitung von nahezu beliebig kom-
plexen Operatoren in drahtlosen Sensornetzwerken unterstu¨tzt (siehe Abbildung 1.2).
Die Entscheidung, welche Teile einer Anwendung in das WSN ausgelagert werden, soll
dabei autonom durch das System auf Basis nutzerspezifizierter Eigenschaften geschehen.
Definierte Anfragen sollen hierzu vom System automatisch analysiert, evaluiert und fu¨r
die getrennte Verarbeitung in der DSMS-Komponente und im INQP zerlegt werden.
Dem Nutzer soll ein entsprechendes Interface bereitgestellt werden, welches ihm die
deklarative Beschreibung seiner Ziele ermo¨glicht. Wie diese Ziele erreicht werden, wird
durch das System bestimmt.
Weiterhin sollen vom entwickelten System die folgenden Anforderungen betrachtet wer-
den:
• Manuelles Netzwerk-Deployment : Der Nutzer soll in die Lage versetzt werden,
manuell logische Netzwerktopologien zu definieren. Diese sollen eine Optimierung
von Routing- und Verarbeitungsprozessen erlauben.
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• Multikriterielle Optimierung : Wie bereits erwa¨hnt ist das prima¨re Optimierungs-
ziel des zu entwickelnden Systems die Minimierung des Energieverbrauches der
Sensorknoten. Aus den oben beschriebenen Szenarien wird ersichtlich, dass es wei-
tere mo¨gliche Optimierungskriterien gibt. Im Beispiel der Patientenu¨berwachung
stellt das Abfangen von Lastspitzen auf der zentralen Instanz ein weiteres Op-
timierungsziel dar. Eine der Anforderungen an das zu entwickelnde System ist
somit die Mo¨glichkeit einer Optimierung hinsichtlich mehrerer, mo¨glicherweise
konkurierender Ziele.
• Dynamische Anpassung von Anfragen: Aufgrund der sich u.U. a¨ndernden Cha-
rakteristika der erfassten Messdaten ist eine kontinuierliche U¨berwachung und
gegebenenfalls notwendige Adaption von laufenden Anfragen notwendig. Bei der
Reorganisation muss dabei auf die Besonderheiten der beiden jeweiligen System-
komponenten INQP und DSMS eingegangen werden.
Das zu entwickelnde System soll prinzipiell ein Framework fu¨r die einfache Integration
weiterer Techniken zur Datenanalyse bereitstellen. Neben den klassischen Verfahren
zur Auswertung einfacher Datenstro¨me erfordern Sensornetzwerke spezielle Lo¨sungen
fu¨r den Umgang mit den im Netzwerk erzeugten Daten. Zusa¨tzlich bieten sie aber auch
Potential fu¨r die Integration neuer interessanter Analyseverfahren. Aus diesem Grund
sollen neben den klassischen Verfahren aus dem Bereich der Datenstromverarbeitung
zusa¨tzlich die folgenden Problemstellungen vom zu entwickelnden System betrachtet
werden:
• Analyse u¨ber ra¨umlichen Daten: Bei Sensornetzwerken handelt es sich immer um
ra¨umlich verteilte Systeme. Oftmals ist der Anwender aber nicht an einer Auswer-
tung von Daten aus dem vollsta¨ndigen System interessiert. Verfu¨gen die Sensoren
u¨ber Techniken zur Positionsbestimmung bzw. ist eine Zuordnung zwischen Sen-
soren und deren Lokation eindeutig mo¨glich, dann sollen diese durch das System
ausgewertet werden ko¨nnen. Hierzu sollen entsprechende Verfahren zur Analyse
von Datenstro¨men mit ra¨umlichem Bezug in das zu entwickelnde System integriert
werden.
• Data Cleaning: Die Verarbeitung von Daten aus WSNs stellt Anwender und An-
wendung ha¨ufig vor spezielle Probleme, welche in klassischen DBMS nicht auf-
treten. So ko¨nnen zum Beispiel Probleme beim Erzeugen oder beim Transfer der
Daten zum Empfa¨nger Einfluss auf die Datenqualita¨t und somit auch auf die
Gu¨te von Zwischen- bzw. Endergebnissen haben. Die Datenaufbereitung (data
cleaning) geho¨rt daher zu einer der grundlegenden Aufgaben eines datenstrom-
verarbeitenden Systems, welches auf Sensordaten operiert. Im Verlauf der vorlie-
genden Arbeit soll hierzu ein spezielles Verfahren zur Erkennung von anormalem
Verhalten in trend-behafteten Daten in Datenstro¨men entwickelt werden.
• Data Mining: Wie bereits erwa¨hnt, soll das zu entwickelnde System die Integration
komplexer Verfahren in den Analyseprozess ermo¨glichen. Stellvertretend fu¨r diese
Klasse von Verfahren soll ein klassisches Data-Mining-Verfahren integriert werden.
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In den letzten Jahren wurde bereits eine Vielzahl der bekannten Data-Mining-
Verfahren in die Welt des Data Stream Mining transferiert. Die Verarbeitung von
Sensordaten stellt hierbei jedoch eine besondere Herausforderung dar. Grundle-
gende Data-Mining-Verfahren wie zum Beispiel die Klassifikation oder das Fre-
quent Pattern Mining setzen dabei zumeist kategorische Attribute voraus. Bei
den von Sensorknoten bereitgestellten Daten handelt es sich allerdings in den al-
lermeisten Fa¨llen um Attribute u¨ber einem kontinuierlichen Wertebereich (quan-
titative Attribute). Im Bereich der Klassifikation existieren bereits entsprechende
partitionierende Lo¨sungen fu¨r diese Art von Attributen. Fu¨r das Problem des
Frequent Pattern Mining u¨ber quantitativen Attributen sind gegenwa¨rtig ledig-
lich Lo¨sungen fu¨r statische Daten bekannt. Ein entsprechendes Verfahren, welches
fu¨r die Analyse von Datenstro¨men geeignet ist, soll daher im Laufe der Arbeit be-
schrieben und in das zu entwickelnde System integriert werden.
1.4 Gliederung
Die Arbeit ist im Weiteren wie folgt gegliedert: Zuna¨chst folgt in Kapitel 2 ein U¨berblick
u¨ber verwandte Arbeiten. Basierend auf dieser U¨bersicht werden offene Probleme ab-
geleitet, welche durch das im Rahmen dieser Arbeit entwickelte System gelo¨st werden
sollen.
Kapitel 3 widmet sich den prinzipiellen Anforderungen an das zu entwickelnde System
und bietet einen generellen U¨berblick u¨ber dessen einzelne Komponenten.
Kapitel 4 betrachtet die Anfrageverarbeitung im entwickelten System im Detail. Ein
Schwerpunkt hierbei ist das verwendete Kostenmodell, welches die Grundlage fu¨r die
automatische Auswahl des optimalen Anfrageplanes bildet. Weiterhin wird in Kapitel 4
auf das Problem der adaptiven Anfrageoptimierung und die Multi-Anfrage-Optimierung
eingegangen.
Nachdem in den vorangegangenen Kapiteln das System und dessen Arbeitsweisen vor-
gestellt wurden, folgt in Kapitel 5 eine U¨bersicht der in das System integrierten Opera-
toren. Dies beinhaltet eine detaillierte Beschreibung der Integration von Operatoren mit
ra¨umlichem Bezug (Abschnitt 5.1) sowie ein Verfahren zur adaptiven Burst-Erkennung
(Abschnitt 5.2) und ein Verfahren zum Frequent Pattern Mining quantitativer Attribute
(Abschnitt 5.3).
Kapitel 6 beschreibt Implementierungsdetails des entwickelten Prototyps und pra¨sen-
tiert Evaluierungsergebnisse, welche auf Basis des Prototyps gewonnen werden konnten.
In Kapitel 7 werden eine Zusammenfassung der pra¨sentierten Arbeit und ein Ausblick
auf mo¨gliche zuku¨nftige Ta¨tigkeiten in diesem Umfeld gegeben.
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Kapitel 2
Verwandte Arbeiten
In der Literatur finden sich zahlreiche Arbeiten, welche sich mit dem Problem der Da-
tenverarbeitung innerhalb von Sensornetzwerken (In-Network) bzw. einer generellen
Datenstromverarbeitung auseinandersetzen. Zumeist erfolgten die Betrachtungen da-
bei unabha¨ngig voneinander. Vereinzelte Ansa¨tze versuchen, paradigmenu¨bergreifende
Lo¨sungen herzustellen. Das nachstehende Kapitel soll einen generellen U¨berblick u¨ber
relevante Arbeiten der letzten Jahre in beiden Forschungsbereichen geben (siehe Ab-
bildung 2.1). Details zu speziellen Algorithmen werden in den weiteren Kapiteln an
passender Stelle ausgefu¨hrt.
Zuna¨chst wird in Abschnitt 2.1 ein U¨berblick u¨ber aktuelle Entwicklungen im Bereich
der drahtlosen Sensornetzwerke gegeben. Da bei einem WSN alle Komponenten in die
Energiebilanz eingehen, soll zuna¨chst ein U¨berblick u¨ber die wesentlichen Teile (Be-
triebssysteme, Routing-/Aggregationsprotokolle, In-Network Query-Prozessoren) und
deren Funktionsweise gegeben werden.
In Abschnitt 2.2 wird ein U¨berblick u¨ber Arbeiten im Bereich der Datenstromverar-
beitung gegeben. Dabei wird insbesondere auf die Probleme bei der Entwicklung von
Algorithmen fu¨r das Data Mining, bestehende Stream-Mining-Lo¨sungen und die Opti-
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mierung von kontinuierlichen Anfragen eingegangen
Ein Schwerpunkt dieser Arbeit ist die teilweise bzw. vollsta¨ndige Verarbeitung kom-
plexer Prozesse innerhalb des WSN. Abschnitt 2.3 liefert einen kurzen U¨berblick u¨ber
bekannte Data-Mining-Verfahren sowie eventuell existierende In-Network-Lo¨sungen.
In Abschnitt 2.4 werden die vorgestellten Verfahren analysiert und offene Herausforde-
rungen herausgestellt.
2.1 Drahtlose Sensornetzwerke
Mit der zunehmenden Miniaturisierung der Sensorhardware wurde auch die Entwick-
lung von neuen Anwendungen beschleunigt. Betrachtet man Software fu¨r Sensorknoten,
so ist es nur schwer mo¨glich, einzelne Komponenten oder Techniken allein zu betrach-
ten. Einen sehr guten U¨berblick u¨ber aktuelle Konzepte und Techniken im Bereich der
drahtlosen Sensornetzwerke geben die Autoren in [165]. Im Folgenden soll ein grundle-
gender U¨berblick u¨ber aktuell bestehende Systeme und Techniken gegeben werden.
2.1.1 Betriebssysteme
Die geringen Hardwareressourcen der einzelnen Sensorknoten fu¨hrten zur Entwicklung
spezieller an die Anforderung von WSN angepasster Betriebssysteme. Der Umfang
an mo¨glichen Betriebssystemen fu¨r Sensorknoten ist ebenso vielfa¨ltig wie die Anzahl
an Hardwareplattformen. Die Systeme reichen dabei von primitiven Lo¨sungen, wel-
che lediglich die Hardwareansteuerung u¨bernehmen und eine einfache P2P Kommuni-
kation erlauben, bis hin zu Lo¨sungen, welche sowohl Multi-Threading bzw. sogar die
Ausfu¨hrung einer einfachen Java-Virtual-Maschine ermo¨glichen (SOS [100], Mantis [33],
t-kernel [92]).
Eines der am weitesten verbreiteten Sensorbetriebssystem ist TinyOS [58,106]. Anfa¨ng-
lich wurde es an der Berkeley Universita¨t entwickelt und ging spa¨ter in ein Open-Source-
Projekt mit zeitweise mehreren tausend Entwicklern u¨ber. TinyOS ist ein ereignisba-
siertes Betriebssystem, d.h. fu¨r anstehende Aufgaben verla¨sst der Sensorknoten den
energiesparenden Sleep Mode, fu¨hrt das Ereignis schnellstmo¨glich aus und versetzt sich
anschließend wieder in den Ruhezustand.
TinyOS steht in Form einer Bibliothek zur Verfu¨gung. Je nach Anwendung werden
die entsprechenden Komponenten mit dem Betriebssystemkern verknu¨pft und anschlie-
ßend auf die Sensorknoten verteilt. TinyOS erlaubt das Verteilen von Updates, sowohl
kabelgebunden (UISP-Schnittstelle) als auch u¨ber die in den Knoten integrierte Funk-
hardware (Over-the-air-programming (OTA)). Aufgrund der modularen Bauweise ist
es auf einfache Weise mo¨glich, TinyOS fu¨r spezielle Applikationen und verschiedene
Hardwareplattformen anzupassen.
Urspru¨nglich wurde TinyOS in der Programmiersprache C implementiert. Aufgrund
der Komplexita¨t von C und dessen Bibliotheken wurde mit nesC eine speziell an die
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Anforderungen von Sensorknoten angepasste Programmiersprache entwickelt. Zu den
wesentlichen Nachteilen von TinyOS geho¨ren das Fehlen echter Threads sowie von vir-
tuellem und dynamischem Speicher. Des Weiteren ist es nicht mo¨glich, Aufgaben zu
priorisieren.
Das fu¨r die Evaluierung dieser Arbeit eingesetzte Betriebssystem Feuerware der FU
Berlin1 basiert in wesentlichen Teilen auf dem Betriebssystem Contiki (Operating Sys-
tem for Embedded Smart Objects) [70]. Contiki wurde urspru¨nglich am Schwedischen
Institut fu¨r Informatik entwickelt, wird mittlerweile aber auch in einer Vielzahl von
Projekten und auf unterschiedlichster Hardware (8-Bit Systeme) eingesetzt. Der Ein-
satz von Contiki ist somit nicht nur auf Sensorknoten beschra¨nkt.
Zu den wesentlichen Vorteilen von Contiki gegenu¨ber TinyOS za¨hlen die Unterstu¨tzung
von ANSI C99 und die Mo¨glichkeit der Verwendung von Threads, den so genannten
Protothreads [71]. Weiterhin werden von Contiki zusa¨tzlich die Kommunikationsproto-
kolle µIP und Rime unterstu¨tzt, wobei insbesondere µIP bisher im Bereich der Sen-
sorknoten einzigartig ist. Bei µIP handelt es sich um einen speziell auf die Hardware-
voraussetzungen im Bereich der Sensornetzwerke angepassten TCP/IP Protokollstapel.
Prinzipiell ko¨nnen Sensorknoten damit als herko¨mmliche PC’s in einem lokalen Netz-
werk betrachtet werden. Insofern die Hardware es zula¨sst, ist somit auch die Nutzung
entsprechender Netzwerkdienste wie zum Beispiel DHCP oder Apache mo¨glich.
2.1.2 Routing-/Aggregationsprotokolle
Im Gegensatz zu klassischen Netzwerken, bei welchen zumeist das Finden des ku¨rzesten
Pfades zwischen zwei Knoten im Mittelpunkt steht (address centric approach), ent-
wickelte man fu¨r drahtlose Sensornetzwerke Routingprotokolle, welche insbesondere die
Aggregation von Daten in den Mittelpunk stellen. Man spricht in diesem Zusammen-
hang auch von datenzentriertem Routing bzw. einem datenzentrierten Ansatz (data
centric approach). Statt den ku¨rzesten Routing-Pfad zwischen zwei oder mehr Sensor-
knoten zu wa¨hlen, wird beim datenzentrierten Ansatz der Pfad gewa¨hlt, welcher das
energieeffiziente Einsammeln von Daten zum Ziel hat. Somit kann ein Pfad zwar la¨nger
sein, insgesamt wird fu¨r die U¨bertragung der Daten allerdings weniger Energie beno¨tigt.
Typischerweise besitzt jeder Sensorknoten eine kurze Liste mit Informationen u¨ber sei-
ne Nachbarn sowie deren Verbindungen zum Netzwerk. Um eine mo¨glichst energieeffi-
ziente Verarbeitung zu gewa¨hrleisten, entstand im Laufe der Zeit eine Vielzahl von Rou-
tingprotokollen. Im Wesentlichen lassen sich diese nach der ihnen zugrunde liegenden
Struktur in die beiden Klassen: (i) flache Netzwerke und (ii) hierarchische Netzwerke
unterteilen [176]. Zu den bekanntesten flachen Netzwerken za¨hlen push diffusion [105]
und directed diffusion [111]. Bei der push diffusion erfolgt die Verbreitung der Daten von
der Quelle aus. Interessierte Senken mu¨ssen sich bei einer Quelle registrieren, um an-
schließend die Daten zu erhalten. Im Gegensatz dazu geht die Interaktion bei Verfahren
der directed diffusion von den Quellen aus. Diese senden ihre Anfragen via Broadcast
1http://cst.mi.fu-berlin.de/projects/ScatterWeb/
Deklarative Verarbeitung von Datenstro¨men in Sensornetzwerken 13
KAPITEL 2. VERWANDTE ARBEITEN
an alle Knoten. Falls mo¨glich, antwortet die betroffene Quelle, wobei die Nachrichten
zuna¨chst mit niedriger Datenrate auf verschiedenen Pfaden zur Quelle gesendet werden.
Anschließend wa¨hlt die Quelle den erfolgversprechendsten Pfad aus. Weitere Nachrich-
ten werden dann ausschließlich u¨ber diesen Pfad zur Senke gesendet.
Chained-based aggregation, tree-based aggregation und cluster-based aggregation za¨hlen
zu den hierarchischen Routingprotokollen. Bei der chained-based aggregation werden
Nachrichten entlang einer Kette jeweils zwischen den beiden Knoten mit der gerings-
ten Distanz ausgetauscht. Die Effizienz beim Versenden von Nachrichten entlang der
verwendeten Kette ist dabei extrem stark von dem verwendeten Algorithmus zur Ket-
tenbildung abha¨ngig. Eines der gro¨ßten Probleme des kettenbasierten Routings ist die
geringe Robustheit gegen Knotenausfa¨lle. Bei einem Knotenausfall muss eine komplette
Reorganisation erfolgen, da ansonsten alle Knoten hinter dem ausgefallenen nicht mehr
sichtbar sind. Außerdem setzen Protokolle wie zum Beispiel PEGASIS [144] globales
Wissen zur optimalen Distanzbestimmung voraus.
Bei den tree-based aggregation-Netzwerken sind die Knoten in einer Baumstruktur or-
ganisiert, wobei die Datenaggregation von den inneren Knoten durchgefu¨hrt wird. Zu
den Nachteilen der baum-basierten Protokolle za¨hlen der hohe Konstruktionsaufwand
sowie deren geringe Robustheit beim Ausfall von Knoten. Eines der bekanntesten baum-
basierten Protokolle ist TAG (Tiny AGgregation) [147], welches als Aggregationspro-
tokoll fu¨r auf TinyOS basierende Sensornetzwerke entwickelt wurde. Bei TAG warten
Elternknoten auf die Nachrichten ihrer Kindknoten, aggregieren diese und senden die
Daten-Zusammenfassungen anschließend an ihre Elternknoten.
Bei der cluster-based aggregation wa¨hlen die Knoten eines Clusters, d.h. geografisch nah
beieinander liegende Knoten, einen Repra¨sentanten (cluster head), welcher die Aggrega-
tion u¨bernimmt und mit der Senke bzw. anderen Repra¨sentanten kommuniziert. Eines
der interessantesten Probleme bei der cluster-based aggregation ist die geeignete Aus-
wahl des Cluster-Repra¨sentanten, da dieser ho¨heren Belastungen unterliegt als andere
Knoten. Verfahren wie zum Beispiel LEACH [170] wechseln daher die Repra¨sentanten
in Abha¨ngigkeit verschiedener Kriterien dynamisch aus.
Wie eingangs bereits erwa¨hnt, ist der U¨bergang bei drahtlosen Sensornetzwerken zwi-
schen Betriebssystem und Anwendung fließend. So pra¨sentierten Madden et al. in [149]
im Kontext von TinyDB zum Beispiel den Semantic Routing Tree (SRT). Bei diesem
ist die Routingstrategie Teil der Anwendung. Im Gegensatz zu den bisher pra¨sentierten
Lo¨sungen beru¨cksichtigt der SRT die Anfragesemantik. Mit dessen Hilfe ko¨nnen Kno-
ten selbststa¨ndig entscheiden, ob Kindknoten zur Bearbeitung einer Anfrage beitragen
ko¨nnen. Ein SRT kann als eine zusa¨tzliche Netzwerkschicht betrachtet werden, welche
als eine Art Index fungiert. Erha¨lt ein Knoten eine Anfrage, so kann dieser pru¨fen, ob
er Kindknoten kennt, welche zur Anfragebearbeitung beitragen ko¨nnen. Sollte dies der
Fall sein, so wird die Anfrage an den entsprechenden Knoten weitergeleitet. Kennt er
keinen solchen Knoten und kann selber auch nicht zur Anfragebearbeitung beitragen,
so verwirft der Knoten die Anfrage.
Wie gezeigt wurde, existiert eine Vielzahl von Lo¨sungen zum Finden des Routingpfades.
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Bei allen publizierten Verfahren handelt es sich jedoch um Heuristiken, da das Problem
das Finden des optimalen Pfades NP-Hart ist [135].
Die Autoren in [166] beschreiben ein System, welches die Definition logischer Nachbar-
schaftsbeziehung mittels der Anfragesprache SPIDEY ermo¨glicht. SPIDEY ist dabei
als eine Erweiterung zu TinyOS gedacht, welche dessen physische Nachbarschaften auf
logischer Ebene erweitert. Die Nachbarschaftsbeziehungen werden dabei u¨ber Templa-
tes erstellt. In diesen beschreibt der Nutzer, u¨ber welche Eigenschaften Knoten verfu¨gen
mu¨ssen, um sich zu einer Nachbarschaft zusammenzuschließen. Die Knoten pra¨gen diese
Templates dann zur Laufzeit aus.
2.1.3 In-Network Query-Prozessoren
Im Mittelpunkt der INQP-Entwicklung steht die effiziente teilweise oder komplette
Anfrage-Verarbeitung durch das Sensornetzwerk.
Fjords Eines der ersten Systeme, welches die Besonderheiten von Sensorknoten be-
ru¨cksichtigte, war Fjords (Framework in Java for Operators on Remote Data Stre-
ams) [148]. Bei Fjords handelt es sich noch nicht um einen vollwertigen INQP. Die
Sensoren fu¨hren lediglich Messungen durch und senden ihre Ergebnisse an einen Proxy-
Server, welcher die Ergebnisse zwischenspeichert, eine einfache Datenvorverarbeitung
vornimmt und die Kommunikation mit dem (Ziel-)Server regelt. Außerdem ist der
Proxy-Server in der Lage, die Sampling-Raten der in seinem Verantwortungsbereich
liegenden Sensoren dynamisch anzupassen. Eines der wesentlichen Ziele von Fjords war
die Unterstu¨tzung von sowohl push-basierten als auch pull-basierten Anfragen. Da die
Sensoren selber nur ein kontinuierliches Versenden von Ergebnissen erlaubten, erfolgte
die Anfragebeantwortung auf Basis der auf den Proxy-Servern gecachten Daten.
Cougar Cougar [223, 224] war eines der ersten Projekte, welches das Konzept der
verteilten Datenbank auf WSNs u¨bertrug. Im Rahmen von Cougar wurde eine ver-
teilte Architektur zur Durchfu¨hrung von Aggregationen und komplexeren Algorithmen
pra¨sentiert. Kern der Architektur ist eine zusa¨tzliche Anfrageschicht auf jedem Sen-
sorknoten, welche die Schnittstelle zwischen Anwendungen und Sensornetzwerk bildet.
Cougar unterscheidet drei Klassen von Knoten: Quellknoten, innere Knoten und Gate-
Knoten. Die Quellknoten dienen dabei ausschließlich der Erfassung von Messwerten.
Die inneren Knoten fu¨hren zudem noch einfache Berechnungen durch. Der Gatekno-
ten dient u.a. als Verbindung zu Datensenken auf einer zentralen Instanz und verfu¨gt
zudem u¨ber einen einfachen Anfrageoptimierer. Im Kontext von Cougar werden auch
erste Ansa¨tze zur In-Network-Aggregation pra¨sentiert [222]. Dies beinhaltet zum einen
das einfache Zusammenfu¨gen und Versenden von Nachrichten (packet merging) und
zum anderen die partielle Berechnung von Aggregaten auf den inneren Knoten (partial
aggregation).
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TinyDB TinyDB [146,149], ein auf TinyOS aufbauender INQP, ist der wohl bekann-
teste INQP. Die Entwickler bezeichnen TinyDB als ein deklaratives Datenbanksystem
fu¨r drahtlose Sensornetzwerke. Alle von den Sensorknoten erzeugten Daten werden
in einer logischen Tabelle (sensor) verwaltet, welche durch die im Kontext von Ti-
nyDB entwickelte Anfragesprache ACQL (Acquisutional Query Language) abgefragt
werden kann. Knoten werden in sensor durch Zeilen repra¨sentiert. Spalten in sensor
repra¨sentieren die Attribute der Knoten (z.B. Temperatur, Luftfeuchtigkeit etc.). Ge-
messene Werte werden dabei nur kurze Zeit (zum Zeitpunkt der Anfrage) in sensor
vorgehalten.
Die wesentlichen, von TinyDB unterstu¨tzten Operatoren sind das Sampling (das Akqui-
rieren von Daten), die Selektion, die Aggregation, die Gruppierung und der Join [146],
wobei der Verbund als einfacher Nested Loop Join umgesetzt wurde.
Im Zusammenhang mit TinyDB wurde ACQL entwickelt. ACQL folgt dem Anfragekon-
strukt SELECT-FROM-WHERE-GROUPBY, wobei es mit Erweiterungen fu¨r das Handling von
Sensorknoten erweitert wurde. Zu den wichtigsten Erweiterungen za¨hlen die Mo¨glichkeit
der Angabe von Sampling-Intervallen (SAMPLE-PERIOD-clause) und die Mo¨glichkeit, Ag-
gregation auch u¨ber Zeitfenster durchzufu¨hren. Eine der wesentlichen Erweiterungen
von ACQL ist die Einfu¨hrung von Events. Sie erlauben es, Knoten nur beim Eintre-
ten bestimmter Ereignisse aus dem Sleep Mode fu¨r die Verarbeitung von Daten zu
erwecken. Bei den Events handelt es sich um Low-Level-Funktionen, welche das Wake-
Up-Verhalten der Knoten beeinflussen und direkt in den Betriebssystemkern integriert
werden mussten.
Anwender sind im Allgemeinen nicht an detaillierten Konfigurationen zur Optimierung
eines Systems interessiert. Um dem Nutzer eine einfache Einflussnahme zu ermo¨glichen,
bietet ACQL die Mo¨glichkeit der Definition einer gewu¨nschten minimalen Lebenszeit
(LIFETIME-clause) des Sensornetzwerkes. Entsprechend der Vorgabe werden bei der
Analyse der Anfrage Parameter fu¨r das Sampling und das Versenden von Datenpake-
ten so gewa¨hlt, dass die Lebenszeitvorgabe weitestgehend erfu¨llt wird. TinyDB fu¨hrt
eine einfache kostenbasierte Anfrageoptimierung auf der Basisstation aus. Anschließend
wird die generierte Anfrage in ein einfaches Bina¨rformat umgewandelt und u¨ber den
Wurzelknoten im WSN propagiert. Bei der Anfrageoptimierung werden im Wesentlichen
die Kosten fu¨r das Senden von Daten, den Sleep Mode und das Sampling beru¨cksichtigt.
Sowohl Cougar als auch TinyDB verfu¨gen u¨ber einen Metadaten-Katalog, welcher Sta-
tistiken u¨ber gemessene Werte entha¨lt. Aufgrund der starken Verknu¨pfung von TinyDB
mit dem Routing beinhaltet dessen Metadaten-Katalog zusa¨tzlich noch Informationen
u¨ber Nachbarknoten.
Im Umfeld von TinyDB erfolgte eine Vielzahl von weiteren Entwicklungen, wobei nahe-
zu alle Komponenten von TinyDB auf eine energieffiziente Verarbeitung hin optimiert
wurden (zum Beispiel Optimierung von einfachen Langzeitanfragen [191], die optimale
Platzierung von Operatoren (Joins und Filter) innerhalb der Routinghierarchie [194]
oder verteilte Joins [3] usw.).
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2.2 Datenstromverarbeitung
Die Verarbeitung von kontinuierlichen, prinzipiell unendlichen Datenstro¨men ist mit
einer Vielzahl von neuen Herausforderungen verbunden. [6, 21, 78] liefern eine umfang-
reiche U¨bersicht u¨ber die mit der Verarbeitung von Datenstro¨men verbundenen Pro-
bleme und bisher entstandene Lo¨sungen. Im Folgenden soll ein kurzer U¨berblick u¨ber
wesentliche Techniken gegeben werden.
2.2.1 Grundlagen
Da die komplette Speicherung von Datenstro¨men aus verschiedenen Gru¨nden (be-
schra¨nkter Speicherplatz bzw. Ergebnisse in Echtzeit) nicht mo¨glich ist, wurden in den
letzten Jahren bestehende Analyseverfahren an das Datenstromparadigma angepasst
bzw. neu entwickelt. Die vorgestellten Lo¨sungen lassen sich in Bezug auf ihren Umgang
mit eingehenden Daten in zwei Klassen kategorisieren: Datenverdichtungen und fenster-
basierte Verfahren. Nachfolgend soll ein U¨berblick u¨ber die entsprechenden Techniken
gegeben werden.
Datenverdichtungen Das Ziel von Verfahren mit Datenverdichtung ist die Reduk-
tion der Datenmenge unter Erhaltung deren charakteristischer Eigenschaften. Analy-
sen werden anschließend stellvertretend auf den reduzierten Daten durchgefu¨hrt. Bei
den Datenverdichtungen werden zwei grundlegende Herangehensweisen unterschieden:
(i) Verfahren, welche repra¨sentative Werte aus dem Datenstrom fu¨r die Analysen ein-
setzen und (ii) Verfahren, welche die kompletten Daten in Form von Datenzusammen-
fassungen (Synopsen) aufbewahren.
Verfahren der ersten Gruppe reduzieren lediglich die Anzahl der Elemente des Da-
tenstromes, wobei die Originalwerte erhalten bleiben. Die bekanntesten Mechanismen
fu¨r das Finden geeigneter Teilmengen sind das Sampling (Auswahl von Vertretern)
und das Load Shedding (Verwerfen von Teilsequenzen) [23, 201]. Die gro¨ßte Herausfor-
derung hierbei ist die Identifikation statistisch signifikanter Vertreter, welche als Re-
pra¨sentanten dienen. Ein weiteres Problem ist die Behandlung von Ausreißern oder
Bursts, welche, sofern sie nicht erkannt werden, die Menge der Repra¨sentanten verfa¨l-
schen ko¨nnen.
Im Gegensatz dazu versucht man bei Datenzusammenfassungen lediglich die Eigen-
schaften der Daten des Stromes zu erfassen. Die Synopsen selbst enthalten dann zu-
meist keine Elemente des Originalstromes mehr. Die Zusammenfassungen sind dabei
das Ergebnis der Anwendung von Funktionen auf den Datenstrom. Typische Funktionen
sind einfache Aggregatfunktionen (zum Beispiel Summe, Durchschnitt, Minimum, Ma-
ximum, Variance) oder komplexere Funktionen wie zum Beispiel Histogramme [49, 93]
oder Wavelets [86,157,209]. Aufgrund des zusammenfassenden Charakters von Synop-
sen, ko¨nnen Anfragen nur noch approximativ beantwortet werden. Ru¨ckschlu¨sse auf die
Originaldaten sind nicht mehr mo¨glich.
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Abbildung 2.2: Generale Datenstromverarbeitung in DSMS [30]
Fenster Eine der gro¨ßten Herausforderungen bei der Verarbeitung von Datenstro¨men
ist der Umgang mit blockierenden Operatoren. Unter einem blockierenden Operator
versteht man einen Operator, welcher den vollsta¨ndigen Datenstrom zur Verarbeitung
voraussetzt. Im Umfeld von DBMS sind dies zum Beispiel die verschiedenen Aggre-
gationsoperatoren oder der Verbund. Eine einfache Lo¨sung zur Vermeidung von blo-
ckierenden Operatoren ist der Einsatz von Fenstern (windows), bei welchen es sich im
Wesentlichen um Datenspeicher mit einem zeitlichen Horizont handelt. Je nach Ver-
fahren werden unterschiedliche Arten von Fenstern eingesetzt. Im Folgenden sollen die
bekanntesten pra¨sentiert werden.
Bei einem Sliding Window werden ausschließlich die letzten (aktuellsten) i Werte des
Datenstromes gespeichert [61]. Beim Eintreffen eines neuen Wertes wird der a¨lteste
Wert aus dem Fenster entfernt. Im Gegensatz dazu werden beim Landmark Window alle
Werte bis zu einer definierten Marke zwischengespeichert [21]. Das Jumping-Window -
Modell [231] kann im weitesten Sinne als eine Kombination aus Landmark und Sliding-
Window-Modell betrachtet werden. Hierbei gleitet das Fenster in Spru¨ngen u¨ber den
Datenstrom, wobei die Sprungweite u¨blicherweise weiter ist als nur ein einzelnes Ele-
ment. Ein weiteres, besonders speichereffizientes Fenster-Modell sind die Tilted-Time
Windows (TTW) [51]. TTW’s basieren auf der Idee, dass der Anwender ha¨ufig nur an
den aktuellsten Ereignissen detailliert interessiert ist, a¨ltere Daten dagegen in einem
weniger detaillierten Grad beno¨tigt werden. Als Beispiel fu¨hren die Autoren das Na-
tural Tilted-Time Window an, bei welchem der Detailierungsgrad auf Basis der Zeit
zusehends abnimmt. Beim Logarithmic Tilted-Time Window [84] erfolgt die Datenzu-
sammenfassung einer logarithmischen Zeitskala entsprechend. Hierbei sind die letzten
beiden Zeitpunkte exakt vorhanden. Weiter zuru¨ckliegende Werte werden je nach Alter
in einem Zeitslot zusammengefasst. Die Menge der zu einem Wert zusammengefassten
Daten folgt dabei dem Logarithmus, d.h. die in einem Slot zusammengefassten Werte
werden kontinuierlich verdoppelt. So finden sich in den letzten Zeitslots Zusammenfas-
sungen u¨ber (1), 1, 2, 2, 4, 4, 4, 4, . . . Werte.
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2.2.2 Datenstrom-Managementsysteme
DSMS stellen eine konsequente Weiterentwicklung traditioneller DBMS dar. Sie er-
lauben dem Anwender die Definition von deskriptiven Anfragen u¨ber zuvor registrier-
ten Datenstro¨men. In den letzten Jahren wurde eine Vielzahl von unterschiedlichen
DSMS entwickelt (NiagaraCQ [50], Nile [99], CAPE [180], IBM’s SPC [12, 81]), deren
Funktionsweise sich intern teils stark voneinander unterscheidet. Allen gemein ist der
prinzipielle Verarbeitungsablauf. Ein Anwender bzw. ein Anwendungsprogramm star-
tet eine Anfrage, welche anschließend vom Streamprozessor verarbeitet und ausgefu¨hrt
wird. Der Anwender erha¨lt dann einen kontinuierlichen Strom von Ergebnissen (sie-
he Abbildung 2.2). Laufende Anfragen ko¨nnen dabei Teile der eingehenden Daten im
Hauptspeicher zwischenhalten. Eine Auslagerung auf Sekunda¨rspeicher ist zumeist aus
Performancegru¨nden nicht sinnvoll.
Im Folgenden sollen verschiedene DSMS, welche die Forschung in diesem Bereich signi-
fikant beeinflusst haben, im Detail vorgestellt werden.
STREAM Eines der ersten Systeme, welches speziell an die Anforderungen von Da-
tenstro¨men angepasst wurde, war STREAM (Stanford Stream Data Manager) [13,14].
Die Autoren fu¨hren mit STREAM die beiden abstrakten Datentypen Strom und Re-
lation ein. Zusammen mit den Abbildungen zwischen diesen bilden sie die Basis fu¨r
die abstrakte Semantik von STREAM. Stro¨me werden in STREAM in Datenbank-
Relationen (mittels Fenster-Operatoren) umgewandelt. Auf diesen Relationen ko¨nnen
anschließend Standardoperationen fu¨r Relationen eingesetzt werden. Soll das Ergeb-
nis wiederum ein Datenstrom sein, dann mu¨ssen die Relationen abschließend in einen
Ergebnisstrom zuru¨cktransformiert werden (siehe Abbildung 2.3(a)).
Im Rahmen des STREAM-Projektes wurde u.a. CQL (Continous Query Language)
entwickelt, eine auf SQL basierende Anfragesprache, welche um die notwendigen Ope-
ratoren zur Manipulation von Relationen und Stro¨men erweitert wurde [13,15,16]. Hier
sind insbesondere die Operatoren fu¨r Stream-To-Relation, Relation-To-Relation und
Relation-To-Stream zu erwa¨hnen, welche fu¨r die Transformierung des Datenstromes in
Relationen und zuru¨ck zusta¨ndig sind.
Im Zusammenhang mit der Entwicklung von STREAM entstand auch eine Vielzahl von
Techniken zur Optimierung der Anfragebearbeitung in einem DSMS. Hierzu geho¨ren
u.a. Load Shedding [23], Operator Scheduling [20] und die Reorganisation von Teilen
von Anfragen [25]. Um grundlegende Funktionen von DSMS untereinander vergleichen
zu ko¨nnen, wurde im Zuge von STREAM der CQL-basierte Benchmark Linearroad2
entwickelt.
Aurora/Boralis Ein weiteres DSMS-Projekt ist Aurora [46]. Bei AURORA fließen
die Elemente des Datenstromes durch einen zyklenfreien, gerichteten Graphen von Ope-
ratoren. Eines der besonderen Merkmale von AURORA ist, dass fu¨r jeden Operatorpfad
2http://www.cs.brandeis.edu/∼linearroad/
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ein Wert (utility function) fu¨r die Qualita¨t der Verarbeitung (QoS) mit angegeben wird.
Das System platziert auf Basis dieser Werte Load-Shedding-Operatoren innerhalb der
laufenden Anfragen, so dass das System den gewu¨nschten Durchsatz bei bestmo¨glicher
Qualita¨t erzielt. Fu¨r ein dynamisches Load Shedding ermittelt AURORA vorab so-
genannte load shedding road maps (LRSM), welche eine Menge von Alternativpla¨nen
enthalten, die mehr oder weniger (intensiv) Tupel verwerfen. Die LRSM’s ko¨nnen in
Abha¨ngigkeit der aktuellen Auslastung zur Laufzeit vom System ausgetauscht werden.
Im Gegensatz zu STREAM, bei welchem eine deklarative Anfragebeschreibung erfolgt,
werden bei Aurora Anfragepla¨ne durch eine grafische Benutzeroberfla¨che definiert, wel-
ches dem Box-and-arrow -Konzept folgt. D.h. der Nutzer verbindet Operatoren (Boxen),
durch welche die Tupel fließen. Hat der Nutzer seine Anfrage definiert, dann versucht
der Optimierer durch ein Neuanordnen bzw. Kombinieren der Operatoren die beschrie-
bene Anfrage zu optimieren.
Im Jahr 2005 ist das Aurora-Projekt zusammen mit dem Medusa-Projekt [52,226] des
MIT in dem Projekt Borealis [1, 11] aufgegangen. Der Schwerpunkt von Borealis liegt
auf der verteilten Datenstromverarbeitung. Eine Instanz von Borealis kann dabei als
ein riesiges Netzwerk aus Datenstromoperatoren angesehen werden. Jeder teilnehmen-
de Knoten in einem Borealis-Netzwerk fungiert als Datenstrom-Server. U¨ber entspre-
chende Proxyserver lassen sich auch WSNs in Borealis integrieren. Dem Proxyserver
kommen dabei drei wesentliche Aufgaben zu. Er sammelt Statistiken u¨ber das ange-
bundene WSN, so dass er vom DSMS-Teil vorgeschlagene Operatoren in Abha¨nggkeit
der verfu¨gbaren Ressourcen ablehnen bzw. A¨nderungen an den INQP-Teil durchreichen
kann. Falls eine Verarbeitung im INQP stattfinden soll, entscheidet der Proxyserver,
welche Implementierung eingesetzt wird, insofern alternative Implementierungen zur
Verfu¨gung stehen. Weiterhin soll der Proxyserver zusammen mit dem DSMS-Teil die
Anfrage bezu¨glich QoS optimieren [2]. Prinzipiell stellt der Proxy somit die Schnittstelle
zu beliebigen INQP her.
In [143] geben die Autoren Abscha¨tzungen zur voraussichtlichen Laufzeit und zum
Durchsatz des Systems, wobei sie sich auf die Aggregation und den statischen Verbund
(Verbund von Datenstrom-Tupeln mit einer statischen Relation) beschra¨nken. Auf-
grund der Verwendung von TinyDB unterliegt dieser Ansatz den gleichen Problemen
wie TinyDB, d.h die Menge der mo¨glichen auszulagernden Operatoren ist stark be-
schra¨nkt. Die teilweise bzw. vollsta¨ndige Verarbeitung komplexer Operatoren im WSN
wird prinzipiell nicht unterstu¨tzt.
TelegraphCQ TelegraphCQ [47, 48] ist ein an der Universita¨t Berkeley entwickeltes
System, welches auf dem Open Source DBMS PostgreSQL aufsetzt. Aufgrund der Ver-
wendung eines bestehenden Datenbanksystems konnte bei TelegraphCQ eine Vielzahl
von Komponenten wiederverwendet werden (zum Beispiel die Parser-Komponente und
der Anfrageoptimierer). Zudem wurden kombinierte Anfragen u¨ber Datenstro¨men und
statischen Datenbanken bereits aufgrund der Architektur leicht mo¨glich. Eine Beson-
derheit von TelegraphCQ sind die Eddies [19]. Bei Eddies handelt es sich um Module zur
Kontrolle des Tupelflusses. Ein Eddie entscheidet selbststa¨ndig, von welchem Operator
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Abbildung 2.3: Konzepte der Datenstromverarbeitung in DSMS
(innerhalb eines Blocks) ein Tupel als na¨chstes bearbeitet werden soll. Die Entschei-
dung erfolgt dabei auf Basis der Operatorenauslastung und dem von dem Tupel bereits
besuchten Operatoren. Jedes Tupel fu¨hrt zwei Bitmasken mit, welche einen U¨berblick
u¨ber die bereits besuchten Operatoren und u¨ber die noch abzuarbeitenden liefern. Ab-
bildung 2.3(b) zeigt ein Beispiel fu¨r die Tupel-Verarbeitung mittels Eddies.
In der Literatur wurden verschiedene mo¨gliche Routing-Strategien fu¨r Eddies vorge-
stellt. Manche von diesen Strategien betrachten systemspezifische Eigenschaften wie
zum Beispiel die Ausfu¨hrungskosten eines Operators pro Tupel oder den dafu¨r notwen-
digen Speicherplatz (Ticket Scheduling [19], batch-basiertes Scheduling [64]). Andere
wie zum Beispiel das content-basierte Routing [35] beziehen Tupeleigenschaften (den
Zusammenhang zwischen Attributen und deren Selektivita¨ten in den Operatoren) in
den Entscheidungsprozess mit ein.
WaveScope Wavescope [87] ist ein junges Projekt, welches sich der effizienten Verar-
beitung von Signalen aus Sensordatenstro¨men verschrieben hat. Die wesentlichen Teile
der Datenverarbeitung finden dabei auf einer zentralen Instanz statt. Der gro¨ßte Un-
terschied des Systems besteht in dem Verzicht auf gleitende Fenster. Statt dieser setzt
WaveScope auf so genannte Signal-Segmente (SigSeg). Ein SigSeg entspricht dabei ei-
nem Fenster fester (Bit-)La¨nge, welche von den Operatoren verarbeitet wird (a¨hnlich
den Jumping Windows). Die Besonderheit dabei ist der vollsta¨ndige Verzicht auf Zeit-
stempel innerhalb eines SigSeg. D.h. alle Werte eines gemeinsamen SigSeg werden dem
selben Zeitpunkt zugeordnet, so dass der u¨blicherweise zusa¨tzliche Zeitstempel entfa¨llt.
Der damit verbundene Ordnungsverlust der Daten innerhalb eines SigSeg wird zuguns-
ten der Performance in Kauf genommen. WaveScope unterstu¨tzt weiterhin die Einbin-
dung von Sensornetzwerken, wobei sich aber im Wesentlichen auf das Anha¨ufen von
Daten in SigSegs beschra¨nkt wird. Diese werden anschließend an die zentrale Kompo-
nente gesendet und von dieser weiterverarbeitet.
Eine weitere Besonderheit von WaveScope ist WaveScript [87, 88]. Bei WaveScipt han-
delt es sich um eine Spracherweiterung a¨hnlich den aus den Datenbanksystemen be-
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kannten UDF’s (User Defined Functions). Mit dieser lassen sich auf einfache Weise
neue Operatoren auf Grundlage einfacher Algorithmen kreieren.
Weitere DSMS Das an der Universita¨t Marburg entwickelte PIPES [133, 134] un-
terscheidet sich von anderen Systemen insoweit, dass es selbst kein eigensta¨ndiges
DSMS implementiert. PIPES stellt eine Infrastuktur (Bibliothek von Operatoren) zur
Verfu¨gung, auf deren Basis sich beliebige, speziell an die Anwendungsbedu¨rfnisse an-
gepasste DSMS entwickeln lassen. Neben der Operatorbibliothek bietet es zudem ver-
schiedene alternative Laufzeitkomponenten (Scheduler, Speichermanager, Anfrage-Op-
timierer). PIPES wurde vollsta¨ndig in Java implementiert und ist Teil der XXL-Library
[42,59]. Ein a¨hnliches Projekt ist Odysseus [36], welches sich sich im Wesentlichen durch
die Vielzahl unterstu¨tzter Datenmodelle von PIPES unterscheidet.
Das an der TU Dresden entwickelte QStream [185, 186] wurde mit dem Ziel einer
Echtzeit-Bearbeitung von Anfragen entwickelt. Zu diesem Zweck baut QStream auf
einem Echtzeit-Betriebssystem auf, welches die einzelnen Operatoren einer Anfrage pe-
riodisch aktiviert. Der Anwender ist in der Lage, fu¨r jede Anfrage eine minimal notwen-
dige Ergebnisgu¨te (QoS) zu definieren. Um die Echtzeitanforderung zu gewa¨hrleisten
kann das System einen zusa¨tzlicher Sampling-Operator einfu¨gen, welcher bei Bedarf
Daten des Stromes verwirft, solang das geforderte QoS-Level nicht unterschritten wird.
Gigascope [57] ist ein DSMS, welches zur U¨berwachung der Netzwerkauslastung kon-
zipiert wurde. Bei Gigascope wird insbesondere auf das Problem der extrem hohen
Datenankunftsraten eingegangen. Gigascope unterscheidet dabei zwei Anfrageebenen:
(i) Low-Level-Anfragen u¨berwachen direkt das Netzwerkinterface und (ii) Higher-Level-
Anfragen dienen der Weiterverarbeitung der Ergebnisse von (i). Die Entscheidung, in
welchen Bereich eine Anfrage fa¨llt, wird bei der Anfrageanalyse getroffen.
Ein interessantes System, welches im Zusammenhang mit DSMS erwa¨hnt werden soll,
ist RapidMiner [160] (fru¨her YALE) der Firma Rapid-I. Hierbei handelt es sich im ei-
gentlichen Sinne nicht um ein DSMS. RapidMiner ist eine Open-Source-Anwendung,
welche dem Nutzer einen schnellen Zugang zu Techniken u.a. des Data Mining er-
laubt. Im Wesentlichen legt der Anwender hierbei Datenfluss-Graphen an, bei denen
die Knoten die einzelnen Operatoren repra¨sentieren. Bei den Operatoren handelt es
sich oftmals um Implementierungen der bekanntesten Verfahren aus den Bereichen Da-
ta Mining, Knowledge Discovery und Machine Learning. Beim Verarbeitungsprozess
”
fließen“ die Ergebnisse eines Operators in den na¨chsten, wobei zumeist alle Tupel
einen Operator passiert haben mu¨ssen, um an den na¨chsten weitergeleitet werden zu
ko¨nnen. U¨ber Plugins la¨sst sich die Funktionalita¨t des RapidMiners leicht erweitern
(zum Beispiel lassen sich so die Weka-Tools der Universita¨t Waikato, eine Bibliothek
an Werkzeugen fu¨r die Data-Mining-Analyse, einfach nachinstallieren). Echte Data-
Stream-Mining-Funktionalita¨t kann u¨ber entsprechende Plugins ebenfalls nachgeru¨stet
werden.
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Ubiquitous Data Stream Mining Ein motiviert durch die Miniaturisierung der
Hardware immer interessanter werdendes Thema ist das Ubiquitous Data Stream Mi-
ning [4, 77]. Unter diesem Begriff fasst man informationsverarbeitende Systeme zu-
sammen, welche sich direkt und immer im Umfeld des Nutzers befinden, zum Beispiel
PDA’s, Mobiltelefone oder in Kleidung integrierte Hardware. Die Herausforderungen im
Bereich des Ubiquitous Computing a¨hneln dabei denen der drahtlosen Sensornetzwer-
ke (beschra¨nkter Energiespeicher und Miniaturisierung). Der Schwerpunkt ist hierbei
aber weniger auf der Ebene der Kommuikation der Hardware untereinander zu sehen,
als vielmehr in der Kommunikation mit dem Nutzer. Fu¨r entsprechende Systeme wie
zum Beispiel MobiMine [122] und VEDAS [121,145] bedeutet dies, dass Anwendungen
nach dem Client/Server-Paradigma entwickelt werden und der Client im Wesentlichen
der Visualisierung von Ergebnissen bzw. der Vorverarbeitung von einfachen Aufgaben
dient.
2.2.3 Integrierte DSMS/INQP-Systeme
Mit HiFi [55] pra¨sentierten Cooper et al. ein System, welches die Vorteile aus einem
DSMS und einem INQP miteinander verbinden soll. Hierzu kombinieren sie das DSMS
TelegraphCQ und den INQP TinyDB. TinyDB wird bei HiFi zum Einsammeln und Ver-
dichten (Aggregieren) der gemessenen Sensordaten eingesetzt. Komplexe Operationen
(Korrelation, Ausreißerdetektion) werden von TelegraphCQ u¨bernommen.
Ein HiFi-Netzwerk entspricht einem Mehrwege-Baum, dessen Bla¨tter drahtlose Sen-
sornetzwerke sind. D.h. ein HiFi-Netzwerk kann beliebig viele WSNs in den Verar-
beitungsprozess integrieren. Jeder der inneren Knoten dieses Baumes entspricht einer
Instanz von TelegraphCQ. Der Wurzelknoten liefert letztendlich den Ergebnisstrom.
Dieser hierarchische Aufbau erlaubt die gleichzeitige Verarbeitung hoher Datenmengen
von ra¨umlich verteilten Datenquellen. Die inneren Knoten mu¨ssen dabei den hohen
Leistungsanforderungen durch entsprechende Hardware genu¨gen. Im Allgemeinen ist
der Wurzelknoten der am sta¨rksten beanspruchte Knoten. Je nach Datenaufkommen
und auszufu¨hrenden Operationen kann sich dieser Schwerpunkt aber auch auf einen
der inneren Knoten verlagern. Entsprechende Anpassungen hierauf sind in HiFi nicht
vorgesehen.
2.2.4 Fo¨derierte Datenbanksysteme
Das Zusammenfu¨hren von Daten aus autonomen (heterogenen) Datenquellen ist nicht
neu. So bieten fo¨derierte Datenbanksysteme spezielle Konzepte zum Verbinden von
Daten aus verschiedenen unabha¨ngigen Quellen, ohne diese zuvor in ein einheitliches
Datenbanksystem zu integrieren. Der Schwerpunkt von entsprechenden Systemen wie
zum Beispiel IBM’s Garlic [44,206] liegt in der Schaffung einer einheitlichen Schnittstelle
zu den verteilten Datenbesta¨nden. Die Schemata der einzelnen Systeme werden dabei
nicht angepasst, so dass existierende Anwendungen ohne A¨nderungen weiter verwendet
werden ko¨nnen [195].
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Ein interessantes Projekt, welches dieses Konzept auf DSMS ausweitet ist, Max-
Stream [39]. MaxStream integriert mittels Wrapper Datenstro¨me aus unterschiedlichen
DSMS (zum Beispiel Coral8 und StreamBase3) und bietet dem Anwender eine einheit-
liche Schnittstelle fu¨r die Definition von Anfragen und den Zugriff auf die Ergebnisse.
Kern von MaxStream ist dabei der Federator, welcher als Schnittstelle zwischen den
DSMS und den Clientanwendungen dient. Der Federator wurde als eine Erweiterung
des relationalen DBMS SAP MaxDB4 umgesetzt, so dass dessen SQL-Fa¨higkeiten sowie
das Transaktionsmanagement u¨bernommen werden konnten.
Prinzipiell la¨sst sich die Integration verschiedener WSN in die Verarbeitung eines DSMS
auch als ein fo¨deriertes System betrachten. Aufgrund der Autonomie der WSN wa¨re mit
diesem Ansatz aber keine plattformu¨bergreifende Anfrageoptimierung mo¨glich, weswe-
gen dieser Ansatz im Weiteren nicht verfolgt werden soll.
2.3 Data Stream Mining
In der Literatur findet sich eine Vielzahl von Definitionen fu¨r den Begriff
”
Data Mining“.
Nach [72] wird das Data Mining als Teil der
”
Knowledge Discovery in Databases“ (KDD-
Prozess) angesehen, wobei unter KDD der
”
nichttriviale Prozess der Identifizierung
gu¨ltiger neuer, potentiell nu¨tzlicher und schlussendlich versta¨ndlicher Muster in Daten“
verstanden wird [173]. Unter Data Mining als Teilprozess des KDD versteht man dabei
die Anwendung von Analyseverfahren zur Identifikation von Mustern oder Modellen in
Daten.
Die zwei wesentlichen Ziele des Data-Mining-Prozesses sind die Vorhersage von unbe-
kannten oder zuku¨nftigen Werten und die Beschreibung von Mustern, so dass diese fu¨r
den Nutzer interpretierbar werden. Die Grenzen zwischen beiden Prozessen ko¨nnen da-
bei u.U. ineinander u¨bergehen. Das Ziel der Vorhersage und Beschreibung kann durch
vielfa¨ltige Methoden erreicht werden. Fayyad et al. [72] fu¨hren die folgenden Methoden
an: Klassifikation, Regression, Clustering, Erstellen von Zusammenfassungen, Finden
von Abha¨ngigkeitsmodellen und A¨nderungserkennung.
Im Folgenden sollen verschiedene Verfahrensklassen im Detail beschrieben werden, wo-
bei insbesondere auf Entwicklungen im Datenstromkontext eingegangen werden soll.
Clustering Unter Clustering versteht man das (nicht u¨berwachte) Gruppieren von
Objekten in verschiedene, vorher nicht bekannte Klassen, so dass Objekte einer Klasse
sich mo¨glichst a¨hnlich sind und Objekte verschiedener Klassen sich mo¨glichst stark
voneinander unterscheiden. Zusa¨tzlich zu diesem Ziel betrachtet man oftmals auch das
Problem der hierarchischen Einordnung von Clustern (Cluster enthalten Teilcluster).
Fu¨r das Clustern auf statischen Daten existiert eine Vielzahl verschiedener Lo¨sungen
(zum Beispiel partitionierende [103], hierarchische oder dichtebasierte Verfahren [115]).
3http://www.streambase.com/
4http://www.sdn.sap.com/irj/sdn/maxdb
24 Deklarative Verarbeitung von Datenstro¨men in Sensornetzwerken
2.3. DATA STREAM MINING
Da die klassischen Verfahren fu¨r die Analyse zumeist das Vorhandensein der vollsta¨ndi-
gen Daten voraussetzen, sind sie fu¨r die Verarbeitung von Datenstromdaten ungeeignet.
In den letzten Jahren wurden daher verschiedene One-Pass-Verfahren fu¨r Datenstro¨me
entwickelt [94]. Zu den bekanntesten Verfahren za¨hlen STREAM [94], BIRCH [227] und
CLUStream [7,8]. Die existierenden Verfahren verfolgen dabei zwei wesentliche Ansa¨tze:
Die erste Klasse von Verfahren ordnet beim Eintreffen eines neuen Datenpunktes diesen
in einen existierenden Cluster ein. Die zweite Klasse von Verfahren teilt den Datenstrom
in Blo¨cke auf. Auf diesen wird dann das Clusterverfahren angewandt. Anschließend
werden die so gewonnenen Teilcluster mittels des Verfahrens rekursiv zu den finalen
Clustern vereinigt.
In der Literatur finden sich zahlreiche In-Network-Cluster-Verfahren. Das Clustering
dient hierbei zumeist aber nicht der Wissensfindung mit anschließender U¨bermittlung
an die Basisstation, sondern dem Aufbau effizienter Routing-Topologien [225]. So wer-
den beispielsweise beim Spatial Clustering in [158] Cluster von Sensoren im Netzwerk
gesucht, welche a¨hnliche Daten erfassen. Anschließend ist es ausreichend, wenn ein
Knoten eines Clusters Daten erfasst und versendet. Die anderen Knoten eines Clusters
ko¨nnen das Messen und Versenden ihrer Daten daraufhin weitestgehend einstellen, so
dass an dieser Stelle entsprechend Energie gespart wird.
Klassifikation Die Klassifikation za¨hlt zu den u¨berwachten Lernverfahren, deren Ziel
es ist, aus erlerntem Wissen (dem Modell) eine Klassenzuordnung fu¨r neue Datenpunk-
te vornehmen zu ko¨nnen. Die Klassifikation findet in zwei Phasen statt. Wa¨hrend der
Trainings- oder Lernphase wird das Modell gelernt. Im statischen Szenario erfolgt dies
u¨blicherweise anhand von Trainingsdaten. Wa¨hrend der zweiten Phase werden die neu-
en Daten klassifiziert. Das Finden eines mo¨glichst guten Modells stellt die gro¨ßte Her-
ausforderung auf diesem Gebiet dar. Fu¨r die Klassifikation auf statischen Datensa¨tzen
gibt es eine Vielzahl von Verfahren, zum Beispiel instanzbasierte Verfahren, Entschei-
dungsba¨ume, Regellerner oder neuronale Netze [198].
Aufgrund der notwendigen Trainingsphase scheint das Problem der Klassifikation mit
dem Datenstrom-Paradigma unvereinbar. Um das Modell kontinuierlich anpassen zu
ko¨nnen, mu¨ssen alle Stromdaten als Trainingsdaten betrachtet werden, was eine an-
schließende Klassifikation wiederum u¨berflu¨ssig machen wu¨rde. In Abha¨ngigkeit vom
Klassifizierer lassen sich dennoch Szenarien entwickeln, in denen eine Klassifikation auf
Datenstro¨men sinnvoll ist [30, 119].
Frequent Pattern Mining Das Finden ha¨ufiger Muster ist eine Grundvorausset-
zung zur Lo¨sung vieler Data-Mining-Probleme wie zum Beispiel des Assoziation Rule
Mining, des Sequential Pattern Mining oder des Closed Pattern Mining. Erstmals fu¨r
Datenbanken beschrieben wurde das Problem von Agrawal et al. in [9]. Zu den bekann-
testen Lo¨sungsverfahren za¨hlt der Apriori-Algorithmus [9, 10]. Die weitere Forschung
im Bereich des Frequent Pattern Mining bescha¨ftigte sich u.a. mit der Entwicklung
performanter Verfahren sowie der Entwicklung datenstromgeeigneter Lo¨sungen (Lossy
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Counting [152]). Eine Mo¨glichkeit der kompakten Repra¨sentation von ha¨ufigen Mustern
sind Pra¨fix-Ba¨ume. Verfahren wie zum Beispiel DSM-FI [142]) oder FP-Stream [84] ver-
wenden entsprechende Synopsen zur effizienten Speicherung.
Ein mo¨glicher Ansatz zum In-Network Frequent Pattern Mining wird in [179]
pra¨sentiert. Hierbei kann der Nutzer zuna¨chst definieren, welche Ereignisse auf ha¨ufige
Muster hin u¨berwacht werden sollen. Die Anfrage wird anschließend von der Basissta-
tion in ausfu¨hrbaren Code u¨bersetzt und auf die Sensorknoten verteilt. Die Knoten
u¨berwachen daraufhin die Ereignisse einer beschra¨nkten Nachbarschaft und u¨berpru¨fen
diese auf ha¨ufig auftretende Muster. Beim Pattern-Mining-Verfahren handelt es sich um
eine Datenstromversion des Apriori-Algorithmus (der Datenstrom wird in Batches zer-
legt und diese werden anschließend getrennt voneinander durch das Apriori-Verfahren
ausgewertet).
Prinzipiell ko¨nnen beim Data Stream Mining zwei grundsa¨tzlich verschiedene Ansa¨tze
zum Umgang mit den zu analysierenden Daten betrachtet werden:
• Alle Elemente eines Stromes werden einzeln als Objekte betrachtet, d.h. die Ana-
lyse wird entlang der Datenstromelemente durchgefu¨hrt.
• Der Datenstrom selbst wird als sich vera¨nderndes Objekt betrachtet.
Beim Clustering bedeutet dies zum Beispiel, dass im ersten Fall Cluster entlang der
zeitlich getrennten Datenobjekte gesucht werden und im zweiten Fall u¨ber verschiedene
Datenstro¨me hinweg geclustert wird.
Aufgrund des zumeist modularen Aufbaus von DSMS (und der Kapselung von Algorith-
men in Operatoren) lassen sich komplexe Data-Mining-Operatoren auf einfache Weise
in existierende DSMS integrieren [31]. Beim Data Mining in WSN gestaltet sich dies
schwieriger. Wurden entwickelte In-Network-Lo¨sungen nicht nur auf Basis von Simu-
lationen evaluiert, so ist deren Implementierung in der Regel auf ein spezielles WSN
zugeschnitten und fester Teil der entwickelten Anwendung.
2.4 Fazit
Sowohl im Bereich der Datenstromverarbeitung als auch im Bereich der In-Network-
-Verarbeitung existieren bereits zahlreiche Lo¨sungen. Aufgrund der Vielzahl von Ver-
fahren in diesen Bereichen kann obiges Kapitel lediglich einen U¨berblick u¨ber die wich-
tigsten Entwicklungen in den letzten Jahren geben. Dennoch lassen sich anhand der
vorgestellten Verfahren bereits einige offene Probleme ableiten, welche im Rahmen der
vorliegenden Arbeit gelo¨st werden sollen.
• Manuelles Netzwerk Deployment : Alle oben beschriebenen INQP setzen fu¨r das
Routing auf die Entwicklung vollsta¨ndig autonomer Topologien. Die dafu¨r notwen-
digen Algorithmen sind oftmals Bestandteil des WSN-Betriebssystems. Zusa¨tzlich
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zu diesen Strategien wurden zahlreiche Routing-Algorithmen entwickelt, welche
die Aggregation der Daten in den Mittelpunkt stellen. Erste Ansa¨tze, welche or-
thogonal zu diesen Verfahren arbeiten und einen manuellen Eingriff in den Auf-
bau geeigneter Topologien erlauben, wurden ebenfalls pra¨sentiert. Allerdings un-
terstu¨tzt keines der in der Literatur gefundenen Verfahren eine vollsta¨ndig manu-
elle Entwicklung logischer Netzwerktopologien, welche zum Beispiel fu¨r die Inte-
gration externen Wissens in den Verarbeitungsprozess notwendig sind.
• Deklarative Anfragebeschreibung : Viele der vorgestellten INQP- bzw. DSMS-Lo¨-
sungen erlauben das Stellen deklarativer Anfragen. Hierbei beschreibt der An-
wender lediglich die zu erreichenden Ziele. Wie diese erreicht werden, wird au-
tomatisch vom verwendeten System bestimmt. Die Entscheidung der optima-
len Ausfu¨hrungsumsetzung sollte dabei immer im Interesse aller Systemkompo-
nenten gefa¨llt werden. Aufgrund des geringen Funktionsumfanges aktueller IN-
QP bzw. der nur rudimenta¨ren Integration der INQP-Optimierung in existie-
rende kombinierte DSMS/INQP-Lo¨sungen ist eine vollsta¨ndig autonome platt-
formu¨bergreifende Optimierung ha¨ufig nicht gewa¨hrleistet.
• Ausdrucksma¨chtigkeit : Die oftmals geringen Speicherressourcen auf den Sensor-
knoten stellen fu¨r den Funktionsumfang existierender INQP-Systeme ha¨ufig ei-
ne der wesentlichen Beschra¨nkungen dar. Neben der fu¨r die Anfrageverarbei-
tung notwendigen Verarbeitungsebene werden in der Regel lediglich grundlegen-
de Funktionen wie zum Beispiel Aggregation, Filtern und Verbund unterstu¨tzt.
Die Einschra¨nkungen gehen so weit, dass zum Beispiel in TinyDB lediglich ein
Verbundoperator (Nested Loop Join) integriert wurde, obwohl weitaus effizien-
tere Lo¨sungen fu¨r spezielle Anwendungsfa¨lle bekannt sind. Alle diese alternati-
ven Implementierungen gleichzeitig auf den Sensorknoten bereit zu stellen, ist
aufgrund der geringen Ressourcen der Sensorknoten zumeist nicht mo¨glich, aber
wu¨nschenswert.
• Komplexe Algorithmen: Neben den primitiven In-Network-Verfahren existiert
auch eine Vielzahl von komplexen Algorithmen (zum Beispiel aus dem Bereich
Data Mining), fu¨r welche zusehends auch Anpassungen an verteilte Systemen ent-
wickelt werden. Die Verarbeitung findet dabei teilweise oder vollsta¨ndig im WSN
statt. Zumeist handelt es sich bei den entwickelten Ansa¨tzen um Insello¨sungen,
welche lediglich in prototypischer Form zur Verfu¨gung stehen und nicht Teil eines
integrierten Systems sind. Welche Teile der Algorithmen von welcher Systemkom-
ponente verarbeitet werden, muss hierbei oftmals explizit durch den Anwender
bestimmt werden.
In den folgenden Abschnitten dieser Arbeit soll versucht werden die hier aufgedeckten
Probleme als Teil einer neuen Stream-Processing Engine zu Lo¨sen.
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Kapitel 3
Systementwurf
Im letzten Abschnitt wurden verschiedene Lo¨sungen in den Bereichen der Datenstrom-
und der In-Network-Verarbeitung von Anfragen beschrieben. Abschließend wurden ver-
schiedene offene Probleme aufgezeigt, welche durch die bestehenden Lo¨sungen nicht
bzw. nur bedingt gelo¨st werden.
Das Ziel dieses Kapitels ist der Entwurf eines Systems, welches die im letzten Abschnitt
beschriebenen Probleme lo¨st. Zuna¨chst werden hierzu detaillierte Anforderungen fu¨r das
System spezifiziert. Basierend auf diesen Anforderungen wird anschließend ein konkreter
Systementwurf abgeleitet, welcher der weiteren Arbeit zugrunde liegt. Zum Schluss
soll in diesem Kapitel noch auf die Nutzer-System-Schnittstelle im Detail eingegangen
werden.
3.1 Anforderungsanalyse
Der Schwerpunkt der vorliegenden Arbeit liegt im Entwurf und der Entwicklung eines
DSMS mit partieller In-Network-Verarbeitung. Im nachstehenden Abschnitt werden
funktionale Anforderungen an das System spezifiziert. Anschließend werden Bedingun-
gen definiert, welche das Einsatzgebiet des Systems eingrenzen.
3.1.1 Anforderungen an das System
Ausdrucksma¨chtigkeit Eine der wesentlichen Einschra¨nkung aktueller WSN-
Lo¨sungen ist deren zumeist beschra¨nkter Funktionsumfang. Bei Sensorknoten handelt
es sich um Kleinstcomputer, deren Mo¨glichkeiten zum gegenwa¨rtigen Zeitpunkt oft-
mals nicht vollsta¨ndig ausgescho¨pft werden. Prinzipiell ko¨nnen beliebig komplexe Al-
gorithmen von den auf den Sensorknoten zu findenden Prozessoren ausgefu¨hrt werden.
Insofern diese In-Network-Verarbeitung energetisch effizienter ist als das alternative
Versenden der fu¨r eine externe Berechnung notwendigen Daten, sollte diese auch vom
DSMS/INQP-System unterstu¨tzt werden.
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Dem entgegen steht der zumeist stark begrenzte Speicherausbau der Sensoren, welcher
nur ein beschra¨nktes Repertoire an Algorithmen erlaubt. So existierte zum Beispiel
urspru¨nglich der Verbund in TinyDB lediglich in Form eines einfachen Nested Loop
Joins [146]. Aus den Bereichen der DBMS und der DSMS sind allerdings weit energie-
effizientere Verfahren bekannt. Deren Einsatz ist aber oftmals nur bei bestimmten An-
fragetypen (zum Beispiel Hashjoins) oder bei speziellen Datencharakteristika sinnvoll.
Wird ein solcher Operator bei laufenden Anfragen nicht eingesetzt, dann belegt er aus-
schließlich Speicherplatz, welcher weiteren alternativen Operatoren somit nicht mehr
zur Verfu¨gung steht.
Das im Rahmen dieser Arbeit entwickelte System soll daher neben den Basisfunktio-
nen, welche gegenwa¨rtig von existierenden Lo¨sungen bereits unterstu¨tzt werden, auch
die Mo¨glichkeit zur einfachen Integration weiterer Verfahren ermo¨glichen. Neben die-
sen zusa¨tzlichen Verfahren soll das System die Option zur Auswahl alternativer Imple-
mentierungen fu¨r Operatoren bieten, welche bei entsprechender Verwendung zu einer
Reduktion der fu¨r die Verarbeitung von Anfragen notwendigen Energie beitragen. Sind
bestimmte Implementierungen fu¨r die Ausfu¨hrung laufender Anfragen nicht notwendig,
so sollen diese auch keinen Speicher auf den Sensorknoten belegen. Dieser steht dann
weiteren Anfragen oder Operatoren zur Verfu¨gung.
Komplexe Operatoren Wie bereits festgestellt, existieren bisher keine INQP, wel-
che die Verarbeitung von komplexen Data-Mining-Verfahren unterstu¨tzen. Zwar exis-
tieren WSN-Lo¨sungen fu¨r die verschiedensten Data-Mining-Probleme, allerdings findet
deren Entwicklung zumeist unabha¨ngig von der Verwendung in INQP statt. Somit ist
fu¨r deren Einsatz immer entsprechendes Expertenwissen notwendig bzw. fu¨r eine pre-
bzw. post-Verarbeitung der Sensordaten mu¨ssen die notwendigen Verfahren immer wie-
der neu entwickelt werden.
Ein weiteres Problem ist die oftmals hohe Komplexita¨t der verwendeten Data-Mining-
Verfahren. So kann es zum Beispiel notwendig sein, in Abha¨ngigkeit der Dateneigen-
schaften und des verwendeten Algorithmus bestimmte Teile des Verfahrens auf eine
zentrale, von der Energiebilanz des WSN unabha¨ngige Komponente, auszulagern. Mit
der Verarbeitung auf der zentralen Komponente fallen wiederum zusa¨tzliche Energie-
kosten fu¨r den Datenversand an. D.h., Teile des komplexen Verfahrens werden zur
Datenreduktion im WSN ausgefu¨hrt, die restliche Verarbeitung findet auf der zentralen
Instanz statt.
Eines der wesentlichen Ziele des zu entwickelnden Systems soll daher die Unterstu¨tzung
komplexer Verfahren sein. Hierbei steht wiederum das Ziel der energetischen Optimie-
rung im Vordergrund. D.h., es sollen sowohl Algorithmen unterstu¨tzt werden, deren
Verarbeitung vollsta¨ndig im WSN stattfindet als auch Verfahren, welche teilweise auf
einer zentralen Komponente bearbeitet werden. Welches der Verfahren in einer kon-
kreten Situation zur Anwendung kommt, soll dabei dynamisch in Abha¨ngigkeit vom
Energieprofil der mo¨glichen alternativen Ausfu¨hrungspla¨ne gefa¨llt werden.
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3.1. ANFORDERUNGSANALYSE
Deklarative Anfrageentwicklung Schwerpunkt des zu entwickelnden Systems ist
die automatische Anfrageoptimierung. Der Nutzer soll in die Lage versetzt werden,
lediglich das Anfrageziel zu beschreiben. Das System hat selbststa¨ndig zu entscheiden,
welche Anfrageteile (in Abha¨ngigkeit von definierten Nutzerpra¨ferenzen) in welcher
Form vom System ausgefu¨hrt werden.
Um einen mo¨glichst optimalen Ausfu¨hrungsplan zu entwickeln, muss die Anfragever-
arbeitung und -optimierung dabei (einheitlich) u¨ber alle Systemkomponenten hinweg
erfolgen. Im Zusammenhang mit dieser paradigmenu¨bergreifenden Anfrageoptimierung
ergeben sich weitere Probleme, die durch das zu entwickelnde System zu lo¨sen sind:
• Es mu¨ssen Kostenmodelle entwickelt werden, welche die Kosten fu¨r den Einsatz
alternativer Operatoren beru¨cksichtigen. Weiterhin muss die Integration und die
Kostenentwicklung bei komplexen plattformu¨bergreifenden Operatoren betrach-
tet werden. Hier muss insbesondere auf das Problem der partiellen In-Network-
Ausfu¨hrung von Algorithmen eingegangen werden. D.h., welche Verarbeitungstei-
le eines komplexen Verfahrens werden auf welcher Komponente ausgefu¨hrt und
welche Kosten fallen fu¨r deren Verarbeitung an?
• Die Menge mo¨glicher physischer Pla¨ne steigt mit der Zahl der Alternativen. Ent-
sprechend aufwa¨ndig kann sich die Anfrageoptimierung gestalten. Das System
muss u¨ber entsprechende Techniken verfu¨gen, welche es erlauben, einen mo¨glichst
guten (nicht notwendigerweise den besten) Plan in akzeptabler Zeit zu ermitteln.
• Neben der Energieminimierung spielen bei der Anfrageoptimierung auch weitere
Kriterien eine Rolle. Diese du¨rfen bei der Planauswahl nicht vernachla¨ssigt wer-
den. So wa¨re es zum Beispiel aus energetischer Sicht das effizienteste, das WSN
komplett zu deaktivieren. Gleichzeitig wu¨rde aber die Ergebnisgu¨te auf ein nicht
akzeptables Maß absinken. D.h., eine ausschließliche Betrachtung eines einzel-
nen Kriteriums, beispielsweise des Energieverbrauchs, ist ein nicht ausreichendes
Optimierungsziel. Der zu entwickelnde Anfrageoptimierer des geforderten Systems
muss daher neben der vom WSN beno¨tigten Energiemenge weitere Optimierungs-
ziele betrachten ko¨nnen und diese Faktoren hinreichend gut optimieren, so dass
fu¨r den Anwender der bestmo¨gliche Anfrageplan entwickelt wird.
Manuelle Entwicklung und Integration von Netzwerktopologien Mit der
Mo¨glichkeit, komplexe Verfahren im WSN zu bearbeiten, ergibt sich auch die Frage nach
dem Ausfu¨hrungsort der anzuwendenden Operatoren. Wie bereits erwa¨hnt, ermo¨glicht
das Zufu¨hren von externem Wissen (zum Beispiel der Ort der Sensorknoten bzw. deren
mo¨gliches Verarbeitungspotential) teilweise erst eine energie-effiziente In-Network-Aus-
fu¨hrung komplexer Operatoren. Bisher gibt es kein System, welches eine entsprechende
manuelle Wissensanreicherung unterstu¨tzt.
Das zu entwickelnde System sollte daher neben Anfragen mit komplexen Operatoren
auch die nutzerdefinierte Bestimmung der Ausfu¨hrungslokalisation unterstu¨tzen. Zu die-
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sem Zweck sind entsprechende Techniken zu integrieren, welche es dem Anwender erlau-
ben, auf einfache und versta¨ndliche Weise entsprechende logische Netzwerkstrukturen
zu entwickeln und diese im Rahmen der In-Network-Verarbeitung sinnvoll einzusetzen.
Verknu¨pfung von Informationen Oftmals sind gemessene Werte allein fu¨r eine
sinnvolle Auswertung nicht ausreichend. Erst die Kombination mit zusa¨tzlichen Infor-
mationen ermo¨glicht eine angemessene Analyse. Zu diesem Zweck ist das zu entwickeln-
de System so aufzubauen, dass Informationen aus weiteren Quellen mit den von den
Sensoren des WSN ermittelten Daten auf einfache Weise verknu¨pft werden ko¨nnen. Die
zugefu¨hrten Informationen ko¨nnen dabei sowohl statisch als auch dynamisch sein, also
aus Datenstro¨men stammen.
3.1.2 Randbedingungen
Im Folgenden sollen einschra¨nkende Bedingungen fu¨r den Einsatz des zu entwickelnden
Systems gegeben werden.
Beschra¨nkung der Basisstationen U¨blicherweise sind WSNs so aufgebaut, dass
von jedem teilnehmenden Knoten Nachrichten in das Netzwerk gesendet und Daten
empfangen werden ko¨nnen. Diese Struktur erlaubt generell eine beliebige Anzahl an
zentralen Instanzen (Basisstationen), welche den Zugriff auf das Netzwerk ermo¨glichen.
Das zu entwickelnde System soll dahingehend eingeschra¨nkt werden, als dass es nur
eine einzige zentrale Instanz gibt. Lediglich diese eine zentrale Instanz verfu¨gt u¨ber die
notwendigen Informationen fu¨r die Anfrageoptimierung bzw. die Anpassung laufender
Anfragen.
Fu¨r eine Aufhebung dieser Einschra¨nkung (Zugriff auf das WSN u¨ber mehrere Basis-
stationen) mu¨sste ein System zum Austausch der Status-Informationen unter den Ba-
sisstationen aufgebaut werden (a¨hnlich Borealis). Da es den Rahmen der vorliegenden
Arbeit u¨bersteigt, soll dies im Weiteren nicht betrachtet werden.
Unterstu¨tzte Anfragetypen Im Umfeld von Datenstro¨men ko¨nnen die folgenden
Klassen von Anfragen auftreten bzw. werden in den unterschiedlichen Systemen un-
terstu¨tzt:
• Kontinuierliche Anfragen: Hierbei handelt es sich um Anfragen, die (wa¨hrend
eines definierten Zeitraumes) fortwa¨hrend vom System ausgefu¨hrt werden. Diese
Anfragen entsprechen den kontinuierlichen Anfragen in einem DSMS und liefern
entsprechend einen Datenstrom zuru¨ck.
• Event-Anfragen: Diese Form der Anfragen u¨berwacht spezielle Ereignisse. Tref-
fen diese ein, dann werden weitere Verarbeitungsschritte eingeleitet. Ein Beispiel
hierfu¨r ist:
”
Wenn eine Bewegung im Raum detektiert wurde, dann mache ein
Foto!“
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• Snapshot-Anfragen oder Ad-Hoc-Anfragen: Dies sind Anfragen, welche sich nur
auf den aktuellen Zeitpunkt beziehen. Ein Beispiel hierfu¨r ist:
”
Welchen Tempe-
raturwert misst Sensor X in diesem Moment?“
Das Ziel dieser Arbeit ist die Entwicklung eines Systems, welches kontinuierliche An-
fragen auf Datenstro¨men ausfu¨hren kann. Bei event-basierten Anfragen handelt es sich
im Wesentlichen um einen Spezialfall kontinuierlicher Anfragen. Anstelle eines einfa-
chen Ergebisstromes werden jedoch gezielt Ereignisse ausgelo¨st. Prinzipiell wird dieser
Anfragetyp also durch die Mo¨glichkeit zur Verarbeitung kontinuierlicher Anfragen abge-
deckt. Auf die Definition spezieller Events soll im Kontext dieser Arbeit nicht gesondert
eingegangen werden.
Da bis zum Zeitpunkt der Anfragedefinition einer Ad-Hoc-Anfrage nicht bekannt ist,
welche Operatoren beno¨tigt werden, mu¨ssten somit alle Operatoren auf allen Sensorkno-
ten zum Anfragezeitpunkt Teil der Laufzeitumgebung sein (wie in TinyDB) bzw. zum
Anfragezeitpunkt auf die Sensorknoten transferiert werden. Eine Vorab-Installation al-
ler mo¨glichen Operatoren bzw. Alternativen auf den Sensorknoten ist nicht mo¨glich
bzw. schra¨nkt den Optimierungsbereich des Gesamtsystemes zu stark ein (siehe Argu-
mentation oben). Der alternative Ansatz, Kurzeit-Anfragen und die damit verbundenen
Operatoren auf die Sensorknoten zu transferieren, ist mit so hohen Energie-Kosten ver-
bunden, dass eine Unterstu¨tzung nicht sinnvoll erscheint und im Weiteren auch nicht
betrachtet werden soll.
3.2 Systemarchitektur
Im weiteren Verlauf dieses Kapitels soll das kombinierte DSMS/INQP AnduIN [53,
125, 126] vorgestellt werden, welches, wie spa¨ter gezeigt wird, den oben beschriebe-
nen Anforderungen genu¨gt. Die grobe Architektur des Systems ist dabei durch die in
Abschnitt 3.1.2 beschriebenen Rahmenbedingungen definiert. So besteht AnduIN aus
einer im WSN laufenden Komponente und einer zentral (zum Beispiel auf einem PC
oder Server) auszufu¨hrenden Komponente. Abbildung 3.1 zeigt die prinzipielle Archi-
tektur des Systems. Der wesentliche Teil der Anfragelogik befindet sich in der zentralen
DSMS-Komponente. Der INQP von AnduIN beschra¨nkt sich auf die Ausfu¨hrung von
Anfragen. Ein detaillierter U¨berblick u¨ber die Aufgaben der einzelnen Komponenten
folgt in Abschnitt 3.2.2 (INQP) und Abschnitt 3.2.3 (DSMS).
Im Folgenden soll zuna¨chst auf den prinzipiellen Ablauf bei der Ausfu¨hrung von Anfra-
gen in diesem System eingegangen werden. Anschließend werden die einzelnen Kompo-
nenten und deren Aufgaben im Detail beschrieben.
3.2.1 Anfragen und Operatorgraphen
Im Abschnitt 2 wurden verschiedene Ansa¨tze zur Verarbeitung von Datenstro¨men
pra¨sentiert. Um die Erweiterbarkeit des hier vorgestellten Systems mo¨glichst einfach zu
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Abbildung 3.1: Grundlegende Architektur von AnduIN
gestalten, wird ein u¨ber beide Komponenten des System einheitlicher Ansatz gewa¨hlt.
Zwar unterscheiden sich, bedingt durch die unterschiedlichen Ziel-Plattformen der Kom-
ponenten, die einzelnen Implementierungen der Algorithmen. Der prinzipielle Ablauf
und die Einbindung der Operatoren ist allerdings gleich. Zudem erlaubt eine system-
weit einheitliche Bearbeitung von Anfragen eine einfachere Anfrageoptimierung und
Kostenmodell-Entwicklung.
Die physische Verarbeitung von Anfragen innerhalb von AnduIN erfolgt auf Basis von
Operatorgraphen. Ein Operatorgraph ist ein zyklenfreier, gerichteter Graph von Ope-
ratoren, welcher von eingehenden Tupeln in Richtung Wurzel durchflossen wird (siehe
auch [46, 133]). Operatoren kapseln dabei tupel-verarbeitende Algorithmen und folgen
dem Quelle-Senke-Prinzip. Damit existieren die folgenden drei Formen von Operatoren:
• Quellen, welche ausschließlich Tupel produzieren,
• Senken, welche ausschließlich Tupel konsumieren und
• innere Operatoren, welche sowohl Tupel konsumieren als auch produzieren.
U¨blicherweise wird eine Anfrage von einer Menge von Quellen (mindestens eine), ei-
ner Menge von inneren Operatoren und genau einer Senke repra¨sentiert (der Anfrage-
Ausgabe beim Nutzer). Die Operatoren selbst sind mittels eines publish/subscribe-
Mechanismus verbunden, so dass sich die Operatorgraphen auf einfache Weise zur
Laufzeit anpassen lassen. Prinzipiell ist jeder Operator in der Lage, Tupel an beliebige
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Abbildung 3.2: Modularer Aufbau des AnduIN INQP
Senken zu senden. Zum gegenwa¨rtigen Zeitpunkt gilt dies in AnduIN aber lediglich fu¨r
Quellen.
Aus Gru¨nden der Einfachheit wird auf Tupelbuffer zwischen den einzelnen Operatoren
im Operatorgraphen verzichtet. Sollte dies gewu¨nscht sein, so ko¨nnen einfache Buffer-
Operatoren, welche zusa¨tzlich zwischen den Operatoren eingefu¨gt werden, diese Aufga-
be u¨bernehmen. Hat ein innerer Operator die Verarbeitung eines Tupels abgeschlossen
und wurde ein Ergebnis produziert, dann wird dieses umgehend an alle bei ihm regis-
trierten Operatoren gesendet.
Um auf Verarbeitungs-Engpa¨sse durch zu hohe Auslastung einzelner Operatoren reagie-
ren zu ko¨nnen, sind die Quelloperatoren in der Lage, die Datenweitergabe an registrierte
Operatoren zu pausieren. Dies geschieht so lange, bis wieder ausreichend Ressourcen
fu¨r alle Operatoren zur Verfu¨gung stehen.
3.2.2 In-Network Query-Prozessor
Aufgrund der Anforderung, nahezu beliebige Operatoren im Netzwerk anwenden zu
ko¨nnen, ist der von TinyDB bekannte monolithische Ansatz nicht geeignet. Im Ge-
gensatz dazu verwendet der INQP von AnduIN eine modulare Sensorknoten-Laufzeit-
umgebung. Hierbei wird ein a¨hnlicher Ansatz verfolgt, wie dies zum Beispiel bei PI-
PES [133] der Fall ist. PIPES stellt eine Bibliothek zur Verfu¨gung, welche es ermo¨glicht,
nahezu beliebige DSMS (in Abha¨ngigkeit von der Applikation) zu entwickeln. Im Fall
der In-Network-Komponente von AnduIN wird diese Idee weitergefu¨hrt. Die Laufzeit-
umgebung der Sensorknoten wird dabei abha¨ngig von einer Menge konkreter Anfragen
entwickelt und anschließend im WSN verteilt.
Der modulare Aufbau erlaubt die Integration prinzipiell beliebiger Funktionalita¨t in die
Lauzeitumgebung, sofern die auf den Sensorknoten zur Verfu¨gung stehenden Ressourcen
nicht u¨berschritten werden. Der INQP-Teil von Anfragen bzw. die notwendigen, mitein-
ander verknu¨pften Operatoren werden in den INQP-Anfragepool der Lauzeitumgebung
integriert. Zum Verarbeitungszeitpunkt werden die Anfragen durch entsprechende Ti-
mer des Sensorknoten-Betriebssystems aktiviert.
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Neben den eigentlichen Anfragen mu¨ssen weiterhin zusa¨tzliche funktionale Module ein-
gebunden werden. Diese dienen der Prozessu¨berwachung und sind u.a. fu¨r die Reopti-
mierung von Anfragen notwendig. Hierbei werden lediglich die beno¨tigten Komponenten
in die Laufzeitumgebung integriert (zum Beispiel ein Statistik-Monitor oder der Koordi-
nator, welcher die Quell-Operatoren aktiviert). Sa¨mtliche mit der Anfrageoptimierung
verbundene Systemkomponenten sind Teil der zentralen Instanz. Der Verzicht auf diese
Komponenten innerhalb des WSN verringert den Speicherverbrauch und erlaubt somit
die Integration weiterer Anfragen bzw. Anfrageteile. Abbildung 3.2 zeigt schematisch
den prinzipiellen Aufbau der Laufzeitumgebung der INQP-Komponente von AnduIN .
Ein weiterer Vorteil des modularen Aufbaus in Verbindung mit dem einfachen publish/-
subscribe-Mechanismus ist die generelle Mo¨glichkeit der Wiederverwendung von einzel-
nen Operatoren oder ganzen Anfrageteilen in anderen Anfragen. Auf die Mo¨glichkeiten
der Multi-Query-Optimierung (MQO) im Kontext von AnduIN soll in Abschnitt 4.5
eingegangen werden.
Sa¨mtliche Operatoren und die fu¨r die Anfrage-Verarbeitung notwendigen Module der
In-Network-Komponente von AnduIN liegen in Form einer C-Bibliothek auf der zen-
tralen Instanz vor. Die einzelnen Module sind dabei als Komponenten des eigentlichen
Sensorknoten-Betriebssystems implementiert.
Auf Basis des von der zentralen Komponente bestimmten INQP-Anfrageplanes erzeugt
ein Code-Generator aus der Operator-Bibliothek und dem Sensorknoten-Betriebssystem
die Laufzeitumgebung. Dieser kann anschließend (manuell oder automatisch) auf die
Sensorknoten u¨bertragen werden. Dabei ist zu beachten, dass fu¨r alle Knoten des WSN
die gleiche Laufzeitumgebung generiert wird. Eine Spezialisierung der Sensorknoten ist
ausschließlich auf Basis eines Knotenidentifikators vorgesehen. Die Laufzeitumgebung
entha¨lt somit die Module fu¨r alle Knoten im WSN. Diese ko¨nnen in Abha¨ngigkeit der
Sensorknotenkennung frei geschaltet werden.
Dem Wurzelknoten des WSN kommt eine besondere Bedeutung zu. Dieser muss die
aus dem Netzwerk empfangenen Daten aufbereiten und der DSMS-Komponente von
AnduIN als Eingabestrom zur Verfu¨gung stellen. Die Definition der notwendigen Kom-
munikationsschnittstelle zum DSMS erfolgt dabei zum Zeitpunkt der Anfrageanalyse
automatisch und ist Teil der Anfragespezifikation durch die zentrale Komponente.
3.2.3 Datenstrom-Managementsystem
Die Implementierung der zentralen Komponente von AnduIN basiert zu großen Teilen
auf dem im Fachbereich Datenbanken und Implementierungstechniken der TU Ilmenau
entwickelten DSMS StreamDB [110,153] und beinhaltet u.a. ein CQL-Interface, welches
dem Linear Road Benchmark genu¨gt [17]. Das System wurde dabei in nahezu allen
Komponenten um die Mo¨glichkeit der partiellen In-Network-Verarbeitung erweitert,
wobei wesentliche Teile der Anfrageverarbeitung (Parser, Anfrage-Rewriter und Query
Execution Engine), sowie die primitiven DSMS-Operatoren des StreamDB-Projektes
in die Implementierung von AnduIN u¨bernommen werden konnten. Andere Teile, wie
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zum Beispiel die physische Anfrageoptimierung, mussten grundlegend neu entwickelt
werden.
Vom System entgegengenommene Anfragen werden analysiert, optimiert und anschlie-
ßend bei Bedarf fu¨r die weitere Verarbeitung partitioniert. Die Arbeitsweise der An-
frageanalyse entspricht dabei zum großen Teil der von traditionellen DBMS. Einge-
hende Anfragen werden vom Frontend (notwendig fu¨r den Multi-Client-Betrieb von
AnduIN , siehe Abschnitt 6.1) entgegengenommen, vom Parser auf ihre syntaktische
Korrektheit hin gepru¨ft und anschließend in einen logischen Anfrageplan u¨berfu¨hrt.
Der Rewriter u¨bernimmt die Sichtexpansion und fu¨hrt eine regelbasierte logische Opti-
mierung durch. Anschließend u¨bersetzt der physische Optimierer den logischen Anfra-
geplan in eine Menge von physischen Ausfu¨hrungspla¨nen, aus denen der auszufu¨hrende
Plan gewa¨hlt wird. Bei der U¨berfu¨hrung der logischen Operatoren in ihre physischen
A¨quivalente hat der Optimierer die Mo¨glichkeit, zwischen Operatoren zu wa¨hlen, welche
ausschließlich lokal von der DSMS-Komponente ausgefu¨hrt werden und welche partiell
oder vollsta¨ndig vom INQP bearbeitet werden. Die Wahl des auszufu¨hrenden Planes
– und damit verbunden die Wahl der Komponente, von welcher die Operatoren verar-
beitet werden sollen – basiert auf einem multidimensionalen Kostenmodell. Kapitel 4
beschreibt die Anfrageoptimierung im Detail.
Entha¨lt der auszufu¨hrende Anfrageplan Teile, welche vom INQP bearbeitet werden
sollen, dann mu¨ssen zuerst die entsprechenden Operatoren identifiziert und anschlie-
ßend aus dem Anfrageplan herausgelo¨st werden. Der physische Anfrageplan wird also
in einen im DSMS und einen vom INQP auszufu¨hrenden Teil zerlegt. Der fu¨r den IN-
QP bestimmte Teil des Anfrageplanes wird dabei in eine XML-Spezifikation u¨berfu¨hrt
und anschließend an einen Codegenerator u¨bergegeben. Dieser u¨bernimmt das finale
Erzeugen der Laufzeitumgebung fu¨r die Sensorknoten. Der vom DSMS zu bearbeitende
Teil wird an den zentralen Anfragepool (query execution engine-(QEE)) weitergeleitet,
welche sa¨mtliche lokal auszufu¨hrenden Anfragen verwaltet.
Durch die XML-basierte Spezifikation des WSN-Teils von Anfragen ko¨nnen prinzipiell
beliebige INQP in AnduIN [53] integriert werden. Hierzu mu¨ssen dem System lediglich
die vom verwendeten INQP angebotenen Operatoren und deren Ausfu¨hrungskosten
bekannt gegeben werden. Daru¨ber hinaus muss ein Codegenerator fu¨r die U¨bersetzung
der XML-Spezifikation in den Code der Laufzeitumgebung bereitgestellt werden.
Da sich die Datenverteilungen an den Quellen wa¨hrend der Anfrageausfu¨hrung a¨ndern
ko¨nnen, ist gegebenenfalls eine Adaption von Anfragen zur Laufzeit notwendig. Zu
diesem Zweck werden laufende Anfragen der QEE kontinuierlich von einem Statistik-
Monitor u¨berwacht. Die von dem Monitor erfassten Werte ko¨nnen anschließend vom
Adaptiven Optimierer zur Anpassung der laufenden Anfragen herangezogen werden.
Die DSMS-Komponente von AnduIN kann prinzipiell mit beliebigen Datenstrom- und
Datenbankquellen umgehen, so dass eine Verknu¨pfung der vom WSN produzierten
Daten mit zusa¨tzlichen Daten gewa¨hrleistet ist. Die Anbindung von externen Daten-
stro¨men erfolgt dabei u¨ber einfache Netzwerksockets, die Integration von Datenbank-
quellen u¨ber ein entsprechendes Wrapper-Interface.
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3.3 Deklarative Anfragebeschreibung
Wa¨hrend im Bereich der relationalen Datenbanksysteme mit SQL eine standardisierte
Anfragesprache existiert, gibt es im Bereich der datenstrom-verarbeitenden Systeme
gegenwa¨rtig keinen einheitlichen Standard. Meist wird mit der Entwicklung eines neuen
DSMS auch eine neue Anfragesprache pra¨sentiert (zum Beispiel CQL [15], ACQL [149],
WXQuery [136], SPADE [81] und SQL Extensions [138]).
Oftmals orientieren sich die pra¨sentierten Lo¨sungen zu wesentlichen Teilen am SQL-
Standard. Die meisten Erweiterungen beziehen sich auf die Integration von Synop-
senstrukturen zur Auflo¨sung blockierender Operatoren (siehe Abschnitt 2.2.1) und auf
Mo¨glichkeiten zur Definition von Anfragen der verschiedenen Anfrageklassen (Snapshot-
, Event- und kontinuierliche Anfragen). Im Kontext der datenstrom-verarbeitenden Sys-
teme wird jedoch oftmals davon ausgegangen, dass es sich bei den zu beschreibenden
Anfragen um kontinuierliche Anfragen handelt. Snapshot- bzw. Event-Anfragen finden
sich eher im Bereich der INQP.
Aufgrund der Dominanz von TinyDB bei den INQP hat sich mit ACQL ein Quasi-
Standard etabliert, welcher fu¨r weitere Arbeiten auf diesem Gebiet als Grundlage diente.
Neben den bereits erwa¨hnten typischen Erweiterungen von Datenstrom-Anfragespra-
chen integriert ACQL zusa¨tzlich noch Konstrukte zur Datenerzeugung. Eine in ACQL
formulierte Anfrage entha¨lt somit zum Beispiel neben der Gu¨ltigkeitsdauer oder Kon-
strukten zum Auslo¨sen von Ereignissen zusa¨tzlich noch Informationen daru¨ber, wann
eine in der Anfrage spezifizierte Datenquelle Werte zu erfassen hat. Diese implizite Art
der Datendefinition in Anfragen weist allerdings einige grundlegende Nachteile auf:
• Die Beschreibung der Datenerzeugung muss in jeder Anfrage neu vorgenommen
werden, eine Wiederverwendung ist nicht vorgesehen.
• Anfragen werden durch die zusa¨tzlichen Informationen komplexer und fu¨r den An-
wender unu¨bersichtlich. Komplexe, verschachtelte Anfragen lassen sich nur schwer
oder gar nicht definieren.
• Das Konzept der impliziten Datendefinition ist nur eingeschra¨nkt auf Nicht-WSN
Daten anwendbar. Es existiert somit kein einheitliches Modell zur gleichzeitigen
Verwendung von Daten aus WSNs, einfachen Datenstro¨men und statischen Rela-
tionen.
Im Folgenden soll der in AnduIN umgesetzte Ansatz zur Anfragedeklaration vorgestellt
werden. Die Integration des WSN als eine mo¨gliche Datenquelle unter vielen spiegelt
sich dabei in der Umsetzung der Anfragesprache wider. Diese wurde in Anlehnung an
das im Datenbankbereich u¨bliche DDL-DML-Schema in einen Teil zur Definition von
Datenquellen und einen Teil zur Definition von Anfragen aufgespaltet. Fu¨r den Nutzer
sollte es transparent sein, ob es sich bei einer Datenquelle um ein WSN oder einen
beliebigen Datenstrom handelt, er soll lediglich das zu erreichende Ziel spezifizieren. Im
Datenstromkontext bedeutet dies die Trennung in einen Sprachteil zur Datendefinition
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(DDL) und die eigentliche Anfragesprache, welche im Fall von AnduIN auf CQL ba-
siert. Im Weiteren sollen Teile der DDL von AnduIN bzw. im Zusammenhang mit der
Entwicklung von AnduIN eingefu¨hrte Erweiterungen von CQL beschrieben werden.
3.3.1 Data Definition Language
Unter dem Begriff der Data Definition Language (DDL) fasst man im Bereich der Daten-
banksysteme eine Menge von Sprachkonstrukten zusammen, welche der Beschreibung
von Datenstrukturen dienen (zum Beispiel Relationen, Attribute, Datentypen etc.).
Auf den Bereich der DSMS u¨bertragen, bezieht sich die DDL also auf die Beschrei-
bung von mo¨glichen (kontinuierlichen und nicht-kontinuierlichen) Datenquellen. Je nach
DSMS sind verschiedene Quellen fu¨r die weitere Anfrageverarbeitung vorgesehen. Das
hier beschriebene System, AnduIN, unterstu¨tzt die folgenden Datenquellen:
• Relationen sind Mengen von Tupeln, welche sich u¨ber die Zeit nicht a¨ndern. Die
Daten liegen in einer statischen Datenbank vor.
• Einfache Datenstro¨me sind Datenstro¨me aus beliebigen Quellen. Dem System
muss bekannt gegegeben werden, an welcher externen Systemschnittstelle die Da-
ten zu erwarten sind und wie diese zu interpretieren sind (Attribute, Datentypen
etc.).
• Virtuelle Sensornetzwerke sind eine im Rahmen von AnduIN eingefu¨hrte Klasse
von Datenquellen. Sie bezeichnen eine virtuelle Datenstruktur u¨ber einer Menge
von Sensorknoten, welche u.a. fu¨r eine effiziente In-Network-Verarbeitung von
Daten herangezogen werden kann. Die Spezifikation von WSNs erfolgt in AnduIN
in Form virtueller Sensornetzwerke.
Die Integration von Relationen und einfachen Datenstro¨men gestaltet sich a¨hnlich wie
bei existierenden Lo¨sungen. Relationen werden dabei mittels externer DBMS-Lo¨sungen
eingebunden. Zum Zeitpunkt der Anfrage-Initialisierung werden beno¨tigte Relationen
ausgelesen und in Analogie zum Relation-to-Stream-Operator von STREAM in einen
Datenstrom verwandelt, welcher anschließend zur weiteren Verarbeitung an die entspre-
chenden Anfrageteile weitergeleitet wird.
Die Einbindung einfacher Datenstro¨me erfolgt u¨ber die Netzwerkschnittstelle des zu-
grunde liegenden Betriebssystems der zentralen Komponenten. Ein entsprechender Lis-
tener ho¨rt auf einen bei der Registrierung des Datenstromes definierten Port und in-
terpretiert eingehende Werte gema¨ß des spezifizierten Schemas. Details zum Anlegen
von Relationen bzw. zum Registrieren von einfachen Datenstro¨men finden sich im An-
hang C.
Fu¨r den Umgang mit WSN wurde in AnduIN das Konzept der virtuellen Sensornetz-
werke als mo¨gliche Datenstromquelle integriert. Im Weiteren soll hierauf im Detail
eingegangen werden.
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3.3.1.1 Virtuelle Sensornetzwerke
Ein virtuelles Sensornetzwerk ist ein Datenstrom, dessen Quellen Sensorknoten eines
WSN sind. Das Erzeugen eines virtuelles Sensornetzwerkes hat dabei keinen Einfluss
auf die Ausfu¨hrung gegenwa¨rtig von AnduIN verarbeiteter Anfragen. Es handelt sich
lediglich um die Beschreibung einer mo¨glichen Datenstrom-Quelle. Diese Beschreibung
entha¨lt zusa¨tzliche Informationen zum Verhalten bei einer physischen Auspra¨gung des
beschriebenen Netzwerkes. Erst die Verwendung eines so definierten Datenstromes in
einer Anfrage hat u.U. Einfluss auf gegenwa¨rtig auf dem Sensorknoten ausgefu¨hrte
Operatoren. Die im Zusammenhang mit der Definition eines virtuellen Sensornetzwerkes
spezifizierten Parameter kann AnduIN zur Analyse und Optimierung heranziehen.
Ein virtuelles Sensornetzwerk wird wie folgt definiert:
CREATE STREAM name (attribute type [, attribute type]) NETWORK
[parameter value [, parameter value]]
Der Parameter name bezeichnet den Namen des Datenstromes, welcher von dem ent-
sprechenden physischen Sensornetzwerk geliefert wird. Die Non-Terminale attribute und
type definieren das Schema des gelieferten Stromes. Das Terminal NETWORK zeigt an, dass
es sich bei dem so definierten Strom um eine Netzwerkquelle handelt. Mit den Parame-
tern (parameter/value) lassen sich netzwerkspezifische Eigenschaften beschreiben (zum
Beispiel das Samplingintervall, das zu verwendende Routingprotokoll, Informationen zu
eventuell logischen Netzwerkschichten etc.).
Neben der strikten Trennung von Datenbeschreibung und Anfragen bietet der Ansatz
der virtuellen Sensornetzwerke noch die folgenden weiteren Vorteile gegenu¨ber anderen
Ansa¨tzen, welche netzwerkbeschreibende Elemente direkt in die Anfragebeschreibung
integrieren:
• einheitliche Definition von Datenstrom-Quellen: In AnduIN wird eine einheitliche
Sprache zur Datendefinition fu¨r beide Teile (DSMS und INQP), welche im Sys-
tem vereint sind, verwendet. Trotzdem wird auf die Besonderheiten der einzelnen
Komponenten eingegangen.
• unterschiedliche Konfiguration von Datenstrom-Quellen in einer Anfrage: Der
Zeitaufwand und die Energiekosten fu¨r das Auslesen physischer Sensoren ko¨nnen
stark variieren, so dass es nicht in jedem Fall sinnvoll ist, fu¨r alle Sensoren gleiche
Messraten zu definieren. Mit Hilfe der virtuellen Sensornetzwerke ist die Defini-
tion verschiedener Samplingintervalle auf einfache Art und Weise mo¨glich. Die so
definierten Datenstro¨me ko¨nnen anschließend u¨ber einen Verbund einfach zusam-
mengefu¨hrt werden.
Ein Beispiel fu¨r die Definition eines virtuellen Sensornetzwerkes ko¨nnte wie folgt aus-
sehen:
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Abbildung 3.3: Autonomes Routing vs. manuelles Routing
CREATE STREAM net_stream (id int , temp double) NETWORK
TOPOLOGY (15 (6, 9 )),
SAMPLING 30 SECONDS
Hierbei wird ein Datenstrom net stream registriert, welcher die beiden Attribute id und
temp liefert. Im Fall einer Anfrage, welche das so definierte Netzwerk verwendet, er-
zeugen alle Sensorknoten, welche u¨ber die angefragten Attribute verfu¨gen, Tupel mit
dem definierten Schema. Sensoren, welche diese nicht produzieren ko¨nnen (zum Bei-
spiel in einer heterogenen Systemumgebung), nehmen an der Ausfu¨hrung der mit dem
virtuellen Sensornetzwerk verknu¨pften Anfragen nicht teil.
Gema¨ß der Definition erfassen die Sensorknoten alle 30 Sekunden die angeforderten
Messwerte. Zusa¨tzlich wurde eine logische Netzwerk-Topologie u¨ber den Knoten mit den
IDs 15, 6 und 9 definiert. Auf die Mo¨glichkeit der manuellen Definition eines logischen
Netzwerk-Overlays wird im na¨chsten Abschnitt eingegangen.
3.3.1.2 Logische Netzwerktopologien
U¨blicherweise sind WSN selbstorganisierende Netzwerke, d.h. fu¨r die Kommunikati-
on untereinander bauen die Knoten selbststa¨ndig Multi-Hop-Topologien auf, welche
sich dynamisch an das Verhalten der Teilnehmer (zum Beispiel Knotenausfa¨lle oder
-bewegungen) anpassen. Die dafu¨r notwendigen Mechanismen sind zumeist Teil des zu-
grundeliegenden Betriebssystems und Forschungsschwerpunkt verschiedener Projekte
(zum Beispiel [105,111,176]). Neben diesen physischen Netzwerken wurden in der Lite-
ratur verschiedene Ansa¨tze fu¨r das Bilden logischer Netzwerk-Overlays pra¨sentiert. Ein
Overlay strukturiert dabei ein Netzwerk unabha¨ngig von dessen physischer Organisa-
tion, beispielsweise basierend auf in der Anfrage formuliertem semantischem Wissen,
und wird vom System zumeist selbststa¨ndig aufgebaut.
Im Allgemeinen ist das automatische Erzeugen von Netzwerktopologien erstrebens-
wert. Dennoch gibt es (insbesondere im Kontext komplexer Anfragen und Operato-
ren) Bedarf, den Datenfluss innerhalb eines WSN manuell zu bestimmen. Ein einfaches
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Beispiel soll dies verdeutlichen: In einem modernen Geba¨ude befinden sich mehrere
hundert Sensoren. Anhand der von den Sensoren erfassten Daten sollen Regeln fu¨r die
automatische Steuerung des Geba¨udes abgeleitet werden. Ein mo¨glicher Ansatz, sol-
che Regeln abzuleiten, ist das Finden ha¨ufig auftretender Muster in den Datenstro¨men
(siehe Abschnitt 5.3). Mit steigender Anzahl der zu analysierenden Datenstro¨me steigt
sowohl der Aufwand fu¨r die Analyse als auch der fu¨r eventuelle Synopsen notwendi-
ge Speicherbedarf. Da insbesondere im Zusammenhang mit drahtlosen Sensorknoten
die Ressourcen stark begrenzt sind, wird eine Beschra¨nkung der zu analysierenden Da-
tenmenge notwendig. Ein mo¨glicher Ansatz fu¨r das Frequent-Pattern-Mining-Problem
wurde in [179] vorgestellt. Bei diesem werden die Muster u¨ber automatisch generierte
logische Nachbarschaften hinweg ermittelt. In einem alternativen Ansatz ließe sich das
vom Architekten vorhandene Wissen nutzen, um gemeinsam zu analysierende Regio-
nen manuell zu definieren. So ist es zum Beispiel offensichtlich, dass Sensoren in einem
Raum sta¨rker miteinander in Beziehung stehen als Sensoren in ra¨umlich weit vonein-
ander getrennten Bereichen eines Geba¨udes. Solche Eigenschaften ko¨nnen einem WSN
nur durch Zufu¨hrung externen Wissens bekannt gegeben werden. Ist dies nicht mo¨glich,
so mu¨sste beispielsweise im Fall des in Abbildung 3.3(a) dargestellten Netzwerkes eine
Analyse u¨ber elf Datenstro¨men in Echtzeit erfolgen. Bei den in Abbildung 3.3(b) ma-
nuell definierten Gruppen sind jeweils nur drei bzw. vier Datenstro¨me zu analysieren.
In Zusammenhang mit der Einfu¨hrung des Konzepts virtueller Sensornetzwerke wurde
die Mo¨glichkeit der Entwicklung logischer Netzwerk-Overlays geschaffen. Diese ermo¨gli-
chen die Zufu¨hrung von externem Expertenwissen in das System. Das Routing, basie-
rend auf den logischen Overlays, verha¨lt sich orthogonal zu den physischen Routingstra-
tegien. Die Kommunikation zweier im logischen Overlay benachbarter Knoten erfolgt
u¨ber die physische Netzwerkschicht und deren Routingtabellen. Im Beispiel in Abbil-
dung 3.3(b) bedeutet dies, dass eine Nachricht von Knoten 10 zu Knoten 4 u¨ber die
Knoten 9 und 5 erfolgen muss, da keine direkte Kommunikation der beiden Knoten
mo¨glich ist.
Neben dem Erzeugen einfacher hierarchischer Zusammenha¨nge sollte es mit Hilfe eines
logischen Overlays auch mo¨glich sein, teilautonome Topologien aufzubauen. D.h., dass
zum Beispiel logische Cluster/Gruppen manuell definiert werden, die Knoten eines Clus-
ters aber selbststa¨ndig entscheiden ko¨nnen, welcher Knoten der Gruppe beispielsweise
fu¨r die Kommunikation mit u¨bergeordneten Knoten verantwortlich ist.
Das Registrieren eines logischen Overlays in AnduIN erfolgt im Rahmen der Registrie-
rung eines virtuellen Netzwerkes. Das Overlay wird dabei durch Angabe der Knoten in
In-Order-Reihenfolge (fu¨r Mehrwegeba¨ume) definiert, wobei die Verarbeitungsreihen-
folge der Kindknoten ignoriert wird. Befinden sich mehrere Ba¨ume in einem Overlay,
so werden diese, einfach durch Leerzeichen getrennt, konkateniert. Hiermit lassen sich
nahezu beliebig komplexe Overlays definieren. Das Beispiel aus Abbildung 3.3(b) la¨sst
sich wie folgt beschreiben:
(1(4(10))) (2(5(6,9))) (3,7,8)
Im Zusammenhang mit der Entwicklung von AnduIN wurde eine grafische Nutzer-
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schnittstelle entwickelt (siehe Abschnitt 6.1.2). Um das Anlegen logischer Overlays
mo¨glichst einfach zu gestalten, wurde in das Nutzer-Interface ein entsprechender gra-
fischer Editor integriert. Mit diesem lassen sich Topologien (u¨ber bereits registrierte
Sensoren) per Drag-And-Drop erzeugen. Anschließend wird das so erzeugte Overlay in
die eben beschriebene Form u¨berfu¨hrt.
Wurde eine Anfrage basierend auf einer logischen Netzwerktopologie erstellt, so wird
diese in der Laufzeitumgebung in Form einer zusa¨tzlichen Routingtabelle fu¨r die Ope-
ratoren zur Verfu¨gung gestellt. Komplexe Operatoren, welche knotenu¨bergreifend im
WSN agieren, ko¨nnen diese fu¨r ihre Verarbeitung einsetzen.
3.3.2 Anfragesprache
Das im Kontext von STREAM eingefu¨hrte CQL [13] bildet die Grundlage der An-
fragesprache von AnduIN . Da es sich bei CQL um eine der ersten Anfragesprachen
fu¨r datenstrom-verarbeitende Systeme handelt, weißt diese allerdings einige Einschra¨n-
kungen auf. Zum Beispiel existiert bisher keine Mo¨glichkeit zur Integration komplexer
Data-Mining-Operatoren in den Anfrageprozess. Da diese Funktionalita¨t fu¨r die vorlie-
gende Arbeit essentiell ist, musste eine entsprechende Erweiterung geschaffen werden,
welche im Folgenden beschrieben wird.
CQL verfu¨gt u¨ber die Mo¨glichkeit der Definition von Synopsen-Operatoren, wobei im
Kontext von CQL unter einer Synopse eine Datenstruktur zum Zwischenspeichern
von Datenstro¨men verstanden wird. Die Autoren beschreiben in [13] zwar auch eine
Mo¨glichkeit mittels des Synopsen-Operators Datenzusammenfassungen in die Anfrage-
beschreibung aufzunehmen, in STREAM selbst werden die Synopsen-Operatoren aber
im Wesentlichen in Form von gleitenden Fenstern umgesetzt. Als reine Datenspeicher
dienen sie hierbei der Auflo¨sung blockierender Operatoren mit der Einschra¨nkung, dass
eine Synopse lediglich einem Operator als Zwischenspeicher dienen kann [16].
Betrachtet man komplexe Verfahren (zum Beispiel Clustering, Frequent Pattern Mi-
ning, Burst-Erkennung), so sind die verwendeten Synopsen zumeist direkt mit einer
Menge von Algorithmen zur Verwaltung und Analyse verknu¨pft (siehe Abschnitte 5.2
und 5.3). Eine Verwendung der Datenstruktur in Kombination mit anderen Operato-
ren ist zumeist nicht vorgesehen bzw. nicht sinnvoll. Auf dieser Grundlage basierend,
wurde das in CQL vorgestellte Synopsen-Konzept um die Mo¨glichkeit der Integration
komplexer Verfahren mit eingebetteten Synopsen erweitert.
Die meisten in der Literatur zu findenden Data-Mining-Verfahren analysieren eine Men-
ge von gleichzeitig eintreffenden Daten und deren Vera¨nderungen relativ zueinander.
Hierauf basierend wurde das mit CQL eingefu¨hrte Konzept der Synopsen u¨ber Da-
tenstro¨men so erweitert, dass komplexe Verfahren u¨ber allen Attributen eines Daten-
stromes definiert werden ko¨nnen. Genauer bedeutet dies, dass, anstatt lediglich die
Eigenschaften einer Datenzusammenfassung zu beschreiben (zum Beispiel die Gro¨ße
eines Zeitfensters), das mit der Synopse verbundene komplexe Verfahren im Detail be-
schrieben wird (dies beinhaltet oftmals auch Beschreibungen der eigentlichen Synopse –
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Dimensionen, Gro¨ße etc.). Der erweiterte Synopsenoperator hat dabei folgende Syntax
SELECT * FROM mystream [ synopsis (params) ]
Der Parameter synopsis entspricht nun nicht mehr der einfachen Beschreibung einer
Datenstrukur, sondern definiert ein konkretes Verfahren, dessen genaue Eigenschaften
sich u¨ber params definieren lassen.
Mit obiger Syntax ko¨nnen auf einfache Weise beliebige komplexe Verfahren in CQL inte-
griert werden. Die Analyse findet dabei auf allen im Schema von mystream enthaltenen
Attributen, statt. Sollen einzelne Attribute von der Analyse ausgeschlossen werden, so
kann dies durch eine vorausgestellte Projektion geschehen. Zusa¨tzlich ko¨nnen mit Hilfe
des exclude-Parameters gezielt Attribute von der Analyse ausgeschlossen werden, auch
wenn diese im Strom selbst noch vorhanden sind. Dies ist zum Beispiel bei Identifiern
oder Zeitstempeln sinnvoll bzw. notwendig.
Die Ausfu¨hrung von Operatoren in AnduIN wird durch das Eintreffen neuer Tupel
aktiviert. Hierbei werden prinzipiell zwei Verarbeitungsweisen unterstu¨tzt:
• kontinuierliche Verarbeitung : Beim Eintreffen eines neuen Tupels wird die Aktua-
lisierung der Synopse im Speicher umgehend vorgenommen, gefolgt von der sofor-
tigen Auswertung der aktualisierten Synopsenstruktur. Am Ende dieser Analyse
steht die Produktion einer Menge von Ausgabetupeln, welche an alle abha¨ngigen
Operatoren weitergeleitet wird.
• batchweise Verarbeitung : Bei dieser Verarbeitungsart erfolgt die Auswertung zy-
klisch nach einem definierten Zeitintervall bzw. einer vorgegebenen Anzahl von
eingehenden (aktivierenden) Tupeln. Bei der batchweisen Verarbeitung sind wie-
derum zwei Ansa¨tze mo¨glich: (i) eintreffende Tupel fu¨hren umgehend zu einer
Aktualisierung der Synopse oder (ii) neue Tupel werden so lange gepuffert, bis
das Ende eines Batches erreicht ist und die Verarbeitung gestartet wird. In beiden
Fa¨llen erfolgt die Analyse erst am Batchende. Als Ergebnis eines Batches wird
wiederum eine Menge von Ausgabetupeln erzeugt. Zwischen zwei Analyseschrit-
ten am Batchende findet keine Ausgabe von Tupeln statt. Der Synopsen-Operator
arbeitet in dieser Zeit als reine Datensenke.
Prinzipiell wa¨re noch ein Ad-Hoc-Ansatz denkbar, welcher aber nicht in AnduIN inte-
griert wurde (die Arbeit beschra¨nkt sich auf die Verarbeitung kontinuierlicher Anfra-
gen). Der Ad-Hoc-Ansatz unterscheidet sich von den beiden anderen Verarbeitungsarten
dadurch, dass beim Eintreffen eines neuen Tupels lediglich die Synopsenstruktur aktua-
lisiert werden muss. Die Auswertung der Synopse muss explizit durch den Nutzer oder
eine Anwendung initiiert werden. Bei diesem Ansatz hat der Anwender die Mo¨glichkeit,
die gewu¨nschte Auswertung vorzunehmen (die dafu¨r notwendigen Daten werden in kom-
primierter Form vorgehalten). Wann die Analyse aber letztendlich durchzufu¨hren ist,
wird vom Nutzer bestimmt.
Die Verarbeitung eines Tupels innerhalb eines Synopsen-Operators bezieht sich immer
auf alle Attribute des Tupels. Je nach Implementierung wird u¨ber jedem Attribut eine
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einzelne Synopse oder eine Synopse u¨ber alle Attribute hinweg erzeugt und verwaltet.
Das Ausschließen von Attributen von der Verarbeitung durch den exclude-Parameter
ist nur bei Synopsen-Operatoren mit kontinuierlicher Verarbeitung mo¨glich. In die-
sem Fall wird der unvera¨nderte Wert beibehalten und an der entsprechenden Stelle
im produzierten Tupel ausgegeben (a¨hnlich den einfachen Aggregat-Operatoren). Bei
der batchweisen Verarbeitung ist dies nicht mo¨glich, da der Zusammenhang zwischen
eingehenden Tupeln und den am Batchende erzeugten Tupeln nicht hergestellt werden
kann.
Im Rahmen der vorliegenden Arbeit wurde eine Reihe von komplexen Operatoren als
Synopsen-Operatoren umgesetzt. Eine vollsta¨ndige Liste der Operatoren, deren Para-
meter sowie weitere von AnduIN unterstu¨tzte Sprach-Elemente finden sich in Anhang C.
3.4 Zusammenfassung
In Kapitel 2 wurden verschiedene offene Probleme im Bereich der In-Network-Verarbei-
tung in drahtlosen Sensornetzwerken identifiziert. Hierauf basierend wurden im zuru¨ck-
liegenden Kapitel Anforderungen beschrieben, denen ein System genu¨gen muss, um
die ermittelten Probleme zu lo¨sen. Mit AnduIN wurde ein im Rahmen dieser Arbeit
entwickeltes System pra¨sentiert, welches den gestellten Anforderungen genu¨gt (siehe
Abschnitt 6.2). Neben einer Vorstellung der grundlegenden Architektur des System,
wurde dabei insbesondere auf die Nutzer-Systemschnittstelle eingegangen (die deklara-
tive Anfragebeschreibung). Hervorzuheben sind insbesondere die Erweiterungen, welche
im Kontext des manuellen Deployments und der Integration komplexer Analyseverfah-
ren notwendig wurden.
Das zuru¨ckliegende Kapitel liefert lediglich einen allgemeinen U¨berblick u¨ber das ent-
wickelte System. Aufgrund der Komplexita¨t der Anfrageverarbeitung soll im Folgenden
Kapitel 4 gesondert auf diese und die damit verbundenen Probleme eingegangen werden.
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Kapitel 4
Anfrageverarbeitung
Unter dem Begriff der Anfrageverarbeitung versteht man die wesentlichen Schritte
von der Spezifikation einer Aufgabe in Form einer Anfrage bis hin zu deren physi-
scher Ausfu¨hrung und eventuell notwendiger Adaptionen. Prinzipiell existieren zwei
gegensa¨tzliche Mo¨glichkeiten der Anfrageformulierung. Beim imperativen Ansatz muss
vom Anwender definiert werden, wie eine gegebene Aufgabe gelo¨st werden soll. Ein Bei-
spiel aus der Datenbank-Welt sind die hierarchischen Netzwerkdatenbanken, bei wel-
chen der Nutzer durch Navigationsbefehle beschreibt, wie er gewu¨nschte Daten erreicht.
Im Gegensatz hierzu steht der deklarative Ansatz, bei welchem sich der Anwender auf die
Beschreibung der gewu¨nschten Ergebnisse beschra¨nkt. Wie diese Ergebnisse mo¨glichst
effizient erreicht werden, ist Aufgabe des verwendeten Systems. Heutzutage dominiert
der deklarative Ansatz den Markt der Datenbanksysteme.
Das im Rahmen der Arbeit entwickelte System AnduIN folgt dem deklarativen Entwick-
lungsmodell. Die Entscheidungen, welcher Plan der beste ist und auf welcher Kompo-
nente des Systems dieser bearbeitet wird, wird automatisch vom System bestimmt. Die
Anfrageverarbeitung folgt dabei den aus traditionellen DBMS bekannten Arbeitsschrit-
ten (siehe Abbildung 4.1(a) – auf die getrennte Darstellung von Laufzeitkomponenten
(Parametrisierung, Code-Erzeugung) wurde dabei verzichtet):
1. Syntaxanalyse & Sichtexpansion: Die Anfrage wird auf ihre syntaktische Korrekt-
heit hin u¨berpru¨ft. Anschließend wird eine Sichtexpansion durchgefu¨hrt, wa¨hrend
die verwendeten Sichten aufgelo¨st werden. Das Ergebnis von Syntaxanalyse und
Sichtexpansion ist ein der Anfrage entsprechender Parse-Plan.
2. algebraische / logische Optimierung : Zu Beginn der logischen Optimierung wird
der Parse-Plan in einen initialen logischen Ausfu¨hrungsplan u¨bersetzt, welcher
einer algebraischen Beschreibung der Anfrage entspricht. Der initiale logische Plan
ist zu diesem Zeitpunkt noch nicht optimiert.
Mit dem Ziel einer ersten Optimierung wird der initiale logische Ausfu¨hrungsplan
unter Verwendung algebraischer Transformationen in einen semantisch a¨quivalen-
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Abbildung 4.1: Anfragverarbeitung in DBMS und AnduIN
ten Plan u¨bersetzt, dessen Ausfu¨hrung u¨blicherweise effizienter ist als die des
initialen Planes. Das Ergebnis ist ein optimierter logischer Anfrageplan.
3. physische Optimierung : Ziel der physischen Optimierung ist die Transformation
des logischen Planes in einen Ausfu¨hrungsplan unter Einbeziehung verschiede-
ner Implementierungen der Operatoren. Im Allgemeinen ist die physische Opti-
mierung ein mehrstufiger Prozess. In einem ersten Schritt werden wa¨hrend einer
Enumerationsphase alle aus dem logischen Plan ableitbaren physischen Pla¨ne er-
mittelt. Anschließend werden alle Pla¨ne einer Bewertung (auf Basis eines Kos-
tenmodells) unterzogen. Schließlich wird ein kostenminimaler Plan ausgewa¨hlt
und an die Query Execution Engine weitergeleitet, welche fu¨r dessen Ausfu¨hrung
sorgt.
Logische Optimierung und physische Optimierung werden auch unter dem Begriff der
Anfrageoptimierung zusammengefasst. U¨blicherweise ist dabei das Ziel, einen Plan zu
ermitteln, dessen Ausfu¨hrung voraussichtlich minimale Ausfu¨hrungskosten verursacht.
In traditionellen DBMS werden hierzu oftmals Seitenzugriffe und CPU-Kosten heran-
gezogen.
Die Anfrageverarbeitung in einem DSMS a¨hnelt im Wesentlichen der innerhalb eines
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DBMS. Es gibt jedoch einen elementaren Unterschied. Dieser ergibt sich aus der Form
der verarbeiteten Anfragetypen. Bei DBMS-Anfragen handelt es sich zumeist um kurz-
zeitige Anfragen, deren Ende bereits zum Zeitpunkt der Initialisierung absehbar ist
(eine Ausnahme hiervon bilden OLAP-Anfragen). Daher findet die notwendige Opti-
mierung u¨blicherweise vor der eigentlichen Ausfu¨hrung statt (plan-first-execute-next-
Ansatz). Im Gegensatz dazu handelt es sich bei DSMS-Anfragen um lange laufende
Anfragen, wa¨hrend deren Ausfu¨hrung sich sowohl Datencharakteristika als auch Syste-
meigenschaften wie zum Beispiel CPU-Last oder Speicherauslastung vera¨ndern ko¨nnen.
Diese vera¨nderten Eigenschaften ko¨nnen Einfluss auf die Effizienz der Verarbeitung
laufender Anfragen haben und machen daher eventuell eine Reoptimierung zur Lauf-
zeit notwendig. Die meisten der in Abschnitt 2 vorgestellten Systeme (sowohl INQP
als DSMS) verfu¨gen daher u¨ber entsprechende Monitore und Optimierer, die fu¨r die
notwendigen Anpassungen sorgen. Man spricht in diesem Zusammenhang auch von
adaptiver Anfrageoptimierung.
Das Ergebnis der physischen Optimierung in einem traditionellen DBMS ist ein Aus-
fu¨hrungsplan, welcher an die entsprechende QEE weitergeleitet und von dieser aus-
gefu¨hrt wird. In AnduIN trennt der physische Operatorplan noch nicht zwischen Ope-
ratoren, welche vom DSMS verarbeitet werden und solchen, die vom INQP ausgefu¨hrt
werden. Diese Trennung erfolgt erst in einer anschließenden Dekompostitionsphase.
Wa¨hrend dieser werden alle im WSN verarbeiteten Operatoren aus dem Anfrageplan
herausgelo¨st und notwendige Operatoren fu¨r die Kommunikation zwischen beiden Sys-
temen, also DSMS und INQP, eingefu¨gt. Die beiden resultierenden Teilpla¨ne werden
anschließend von den jeweiligen Komponenten ausgefu¨hrt.
Im Folgenden werden die einzelnen Schritte der Anfrageverarbeitung in AnduIN im De-
tail betrachtet. In einem ersten Schritt werden fu¨r die weitere Betrachtung notwendige
Begriffe in Abschnitt 4.1 gekla¨rt. Anschließend wird in Abschnitt 4.2 das in AnduIN
verwendete Kostenmodell fu¨r die Bewertungsphase vorgestellt.
In Abschnitt 4.3 werden notwendige Schritte fu¨r eine initiale Anfrageoptimierung be-
trachtet. Schwerpunkte sind hierbei die Integration komplexer (komponenten-u¨ber-
greifender) Operatoren im Kontext der Planenumeration und die multi-kriterielle Be-
wertung und Optimierung der zuvor bestimmten physischen Pla¨ne.
Zusa¨tzlich zur initialen Optimierung ist in AnduIN eine Reoptimierung laufender An-
fragen vorgesehen. Entsprechende Lo¨sungsansa¨tze sollen in Abschnitt 4.4 betrachtet
werden, wobei insbesondere auf die Problemen mit dem in AnduIN verwendeten INQP
eingegangen wird.
4.1 Vorbetrachtungen
Wie in Abschnitt 3.2.1 beschrieben, werden sowohl logische als auch physische Anfra-
gepla¨ne in AnduIN in Form von Operatorgraphen dargestellt. Operatoren entsprechen
dabei der Abstraktion eines Verfahrens innerhalb des verarbeitenden Systems [54]. Prin-
zipiell handelt es sich bei Operator-Graphen um zyklenfreie, gerichtete Graphen. Im
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Kontext von AnduIN ist der Begriff des Operator-Graphen auf einen Mehrwege-Baum
beschra¨nkt. Die Knoten des Baumes entsprechen dabei den einzelnen Operatoren und
Kanten beschreiben den Datenfluss zwischen diesen.
Ein logischer Anfrageplan q = {O,S, z} besteht aus einer Menge von logischen Opera-
toren O, einer Menge von Quellen S ⊂ O und einer Datensenke z ∈ O. Ein logischer
Operator bezeichnet dabei die Abbildungen der entsprechenden algebraischen Opera-
toren. Ein Beispiel hierfu¨r ist der Verbund-Operator (join).
U¨blicherweise stehen fu¨r jeden logischen Operator verschiedene physische Implementie-
rungen (physische Operatoren) zur Verfu¨gung. Jeder logische Operator opi ∈ O kann
daher in eine Menge von physische Operatoren {o¯p1i , ..., o¯pki } ⊂ O¯i u¨berfu¨hrt werden.
O¯i bezeichnet dabei die Menge aller vom System zur Verfu¨gung gestellten physischen
Operatoren. So kann zum Beispiel der Verbund-Operator als nested loop join aber auch
als hash join implementiert werden.
Aufgrund der verschiedenen physischen Implementierungen eines logischen Operators
erha¨lt man zu einem logischen Anfrageplan q typischerweise eine Menge von seman-
tisch a¨quivalenten physischen Ausfu¨hrenspla¨nen {q¯1, q¯2, ...} = Q¯. Das Ermitteln des
kostengu¨nstigsten Planes ist das Ziel der physischen Anfrageoptimierung.
Im Fall des in dieser Arbeit betrachteten kombinierten Systems vergro¨ßert sich die Men-
ge der verfu¨gbaren physischen Operatoren zusa¨tzlich. Bereits ein einfacher Operator wie
zum Beispiel ein Filter kann sowohl auf der zentralen Komponente als auch im WSN auf
den Sensorknoten bearbeitet werden. Entsprechend mu¨ssen die physischen Operatoren
bezu¨glich ihrer Kosten im physischen Ausfu¨hrungsplan getrennt betrachtet werden. Im
Folgenden wird die Menge der zum Operator opi geho¨renden physischen Operatoren,
welche auf der lokalen Komponente bereitgestellt werden, als O¯Li bezeichnet und die
Menge der physischen Operatoren, welche im WSN zu realisieren sind, als O¯Ni bezeich-
net. Die Vereinigung O¯i = O¯
N
i ∪ O¯Li beider Mengen entspricht der Menge verfu¨gbarer
Operatoren zu dem logischen Operator opi.
Komplexe Operatoren
Die Abbildung komplexer logischer Operatoren auf eines ihrer physischen A¨quivalente
muss gesondert betrachtet werden. Aufgrund ihrer Komplexita¨t ist es bei diesen Opera-
toren oft nicht mo¨glich bzw. nicht no¨tig, die vollsta¨ndige Verarbeitung im WSN durch-
zufu¨hren.
Um dennoch eine einfache Kostenabscha¨tzung vornehmen zu ko¨nnen, werden komplexe
Operatoren in eine Menge von einfachen Operatoren (genauer in Operatorgraphen) auf-
geteilt. Die resultierenden Operatoren sind dabei jeweils einer der beiden Komponenten
INQP oder DSMS zugeordnet. Die Aufspaltung der Operatoren u¨ber die verschiedenen
Komponenten hinweg erfordert das zusa¨tzliche Einfu¨gen von Operatoren fu¨r die Kom-
munikation zwischen den Komponenten. Diese Kommunikationsoperatoren mu¨ssen so-
wohl im Kostenmodell beru¨cksichtigt werden als auch in Form entsprechender Routinen
umgesetzt und in den Ausfu¨hrungsplan integriert werden.
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Abbildung 4.2: Abbildungen logischer komplexer Operatoren auf Mengen physischer
Operatoren: (a) teilweise Verarbeitung im WSN, (b) feedback-basierte teilweise Verar-
beitung im WSN, (c) Verarbeitung im WSN mit Datenaustausch zwischen den Knoten
Bei der U¨bersetzung komplexer logischer Operatoren ko¨nnen die nachstehenden Typen
unterschieden werden.
Vollsta¨ndige Verarbeitung im WSN Die Verarbeitung des Operators findet voll-
sta¨ndig auf den Sensorknoten statt. Neben der Kommunikation mit seinen Quellen und
der bei ihm registrierten Senke ist kein weiterer Informationsaustausch notwendig.
Teilweise Verarbeitung im WSN Die Verarbeitung des Operators wird in zwei
verarbeitende Teile geteilt, einen auf der lokalen Instanz verarbeiteten Teil und einen
von den Sensoren verarbeiteten Teil. Zusa¨tzlich zu jedem Teil mu¨ssen noch entspre-
chende physische Operatoren zum Datenaustausch zwischen den beiden Lokalita¨ten
eingefu¨gt werden.
Abbildung 4.2(a) zeigt schematisch die Aufteilung eines teilweise im WSN verarbeiteten
Operators. Die Kommunikation zwischen INQP und DSMS erfolgt u¨ber die beiden Ope-
ratoren o¯pN↑ (Senke) und o¯pL↓ (Quelle). Die Operatoren o¯pN und o¯pL repra¨sentieren
die verarbeitenden Teile der physischen Operatoren. Durchgehende Pfeile beschreiben
den Datenfluss zwischen Operatoren innerhalb der jeweiligen Komponente und eine
gestrichelte Linie entspricht dem (Over-The-Air) Datentransfer zwischen den Kompo-
nenten. Ein gestrichelter Pfeil beschreibt die Kommunikation mit vorhergehenden bzw.
nachfolgenden Operatoren im Ausfu¨hrungsplan auf der jeweiligen Komponente. Die
Kommunikation zwischen INQP und DSMS kann dabei in einem beliebigen Format
stattfinden. Lediglich die beiden verarbeitenden Operatoren o¯pN und o¯pL mu¨ssen die
ausgehenden Daten interpretieren ko¨nnen. Wichtig ist jedoch, dass sich die voraussicht-
lich ausgetauschte Datenmenge fu¨r die Kostenbewertung ermitteln la¨sst. Die Knoten
o¯pN↑ und o¯pL↓ dienen lediglich der Kommunikation und haben keinerlei analytische
Aufgabe.
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Feedback-basierte teilweise Verarbeitung im WSN Die Verarbeitung des Ope-
rators erfolgt analog zur teilweisen Verarbeitung im WSN. Allerdings kann der auf
der zentralen Instanz ausgefu¨hrte Teil des Operators Anpassungen an den Parametern
des In-Network-Teils vornehmen (a¨hnlich einer Feedback Schleife). Die von der zentra-
len Instanz ausgehende Kommunikation ist wiederum mit zusa¨tzlichen Kosten fu¨r das
Senden/Empfangen der Daten im WSN verbunden. Dieser Typ der Zerlegung ist zum
Beispiel bei dem in Abschnitt 5.3 beschriebenen Verfahren von Interesse. Die zentrale
Instanz passt dabei Intervallgrenzen an, welche in das WSN propagiert werden mu¨ssen.
Ein anderes Einsatzgebiet wa¨ren teilweise im WSN verarbeitete Operatoren, bei de-
nen Eigenschaften aufgrund von Vera¨nderungen, zum Beispiel der Auslastung, auf der
zentralen Instanz angepasst werden mu¨ssen.
Abbildung 4.2(b) zeigt schematisch die Zerlegung dieses Operatortyps. A¨nderungen am
INQP-Teil des komplexen Operators werden hierbei vom In-Network-Operator o¯pN∗
durchgefu¨hrt. Dieser Teil des komplexen Operators wird nur beim Eintreffen von Up-
dates durch die zentrale Instanz aktiviert. Der Operator ist mit dem verarbeitenden
In-Network-Teil o¯pN lediglich u¨ber das Anpassen von Parametern verbunden. Es erfolgt
keine Aktivierung des Operators o¯pN durch o¯pN∗ wie es zum Beispiel beim Weiterlei-
ten eines Tupels der Fall wa¨re. Die Operatoren o¯pN↑, o¯pN↓, o¯pL↓, o¯pL↑ repra¨sentieren
wiederum die notwendigen Kommunikationsoperatoren.
Verarbeitung im WSN mit Datenaustausch zwischen den Sensorknoten
Diese Art der Zerlegung weist den ho¨chsten Grad an Verteilung auf. Der Operator wird
hierbei komplett im Netzwerk verarbeitet. Fu¨r die Berechnung von Ergebnissen beno¨tigt
ein Operator Informationen von benachbarten Sensorknoten. Gleichzeitig muss er eigene
Zwischenergebnisse den benachbarten Knoten fu¨r deren Berechnungen zur Verfu¨gung
stellen. Die zusa¨tzliche Kommunikation wird ebenfalls in entsprechende Senken- und
Quell-Operatoren ausgelagert. Diese sind fu¨r das Empfangen von Zwischenergebnissen
benachbarter Knoten bzw. das Propagieren eigener Zwischenergebnisse verantwortlich.
Abbildung 4.2(c) zeigt die schematische Zerlegung eines Operators dieser Klasse. Der
Operator o¯pN entspricht dabei der verarbeitenden Komponente. Die Operatoren o¯pN↑
bzw. o¯pN↓ sind fu¨r die Kommunikation zwischen den Sensorknoten im WSN verant-
wortlich. Prinzipiell ist es mo¨glich, dass die Verarbeitung eines komplexen Operators
dieser Klasse vollsta¨ndig im WSN stattfindet. Der Operator muss nicht zwangsla¨ufig
u¨ber einen Teil auf der zentralen Instanz verfu¨gen. Es ist auch ohne weiteres mo¨glich,
mehrere Operatoren dieser Klasse in einem einzigen Anfrageplan miteinander zu kom-
binieren. Die Kommunikationsschnittstelle kann dabei als Teil einer Netzwerkschicht
angesehen werden, welche ausschließlich der Kommunikation dieses speziellen komple-
xen Operators dient.
In welche Klasse ein komplexer Operator fa¨llt, muss je nach Implementierung entschie-
den und dem System mitgeteilt werden. Mischformen der genannten Typen sind dabei
mo¨glich. So ist es denkbar, dass ein im WSN ausgefu¨hrter physischer Operator sowohl
von der zentralen Komponente Updates erfa¨hrt als auch mit seinen Nachbarknoten Zwi-
schenergebnisse austauschen muss. Aufgrund des Einfu¨gens zusa¨tzlicher Senken (im Fall
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Abbildung 4.3: Beispieltransformation eines Anfrageplanes mit komplexen Operato-
ren: (a) logischer Anfrageplan, (b) physischer Ausfu¨hrungsplan, (c) Ausfu¨hrungsplan
auf den jeweiligen Komponenten und deren Kommunikation
von Feedback-Operatoren) handelt es sich bei den durch die Transformation erzeugten
physischen Operatorpla¨nen nicht mehr um Mehrwege-Ba¨ume.
Abbildung 4.3 zeigt exemplarisch die Transformation eines logischen Anfrageplanes in
einen mo¨glichen physischen Ausfu¨hrungsplan. Der beim Ausfu¨hrungsplan graue An-
frageteil entspricht dem von den Sensorknoten zu bearbeitenden Anteil der Operato-
ren. Die Vervielfa¨ltigung des INQP-Teils des Ausfu¨hrungsplanes entspricht der Du-
plizierung auf die Sensorknoten (jeder Sensorknoten erha¨lt exakt denselben Teil des
Ausfu¨hrungsplanes). In Abbildung 4.3(c) sind die im WSN verteilten Anfrageteile und
der auf der zentralen Instanz ausgefu¨hrte Anfrageplan zu sehen. Die Kommunikation
der Sensorknoten untereinander findet aus Gru¨nden der U¨bersichtlichkeit in einem ein-
fachen Ring statt. Prinzipiell sind hier auch komplexere Kommunikationspfade inklusive
Multi-Hop-Routing mo¨glich.
4.2 Kostenmodell
Bei traditionellen DBMS steht zumeist die Minimierung der Ausfu¨hrungszeit im Vor-
dergrund der Anfrageoptimierung. Die Ausfu¨hrungskosten werden dabei durch verschie-
dene Parameter bestimmt, welche sich in zwei Kategorien gliedern lassen: (i) physische
Parameter wie zum Beispiel die CPU-Kosten oder die I/O-Kosten fu¨r die Ausfu¨hrung
eines Operators und (ii) statistischer Parameter wie zum Beispiel Kardinalita¨ten von
Relationen oder die Verteilung der Daten. Physische Parameter ko¨nnen durch ein einma-
liges Messen bestimmt werden, statistische Werte hingegen mu¨ssen zur Systemlaufzeit
erfasst werden.
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Im Kontext der In-Network-Verarbeitung ist eines der wesentlichen Optimierungsziele
die Lebenszeit des WSN. Die voraussichtliche Lebenszeit eines WSN wird dabei durch
die vorhandenen (Energie-)Ressourcen und den Umgang mit diesen bestimmt. Ebenso
wie bei der Kostenabscha¨tzung in DBMS werden die Kosten dabei wiederum durch
physische und statistische Parameter bestimmt. Im folgenden Abschnitt 4.2.1 soll ein
Kostenmodell entwickelt werden, dessen Ziel die Approximation entstehender Energie-
kosten von Operator-Graphen ist.
Wie bereits erwa¨hnt, ist eine ausschließliche Betrachtung der Energiekosten fu¨r die An-
frageoptimierung oftmals nicht ausreichend. Betrachtet man ausschließlich den Energie-
verbrauch, dann wa¨re die Deaktivierung aller entsprechenden Verbraucher die effizien-
teste Lo¨sung. Dass dies nicht im Interesse des Anwenders liegen kann, ist offensichtlich.
Daher sollte neben dem Energieverbrauch zumindest immer noch die Datenqualita¨t als
ein weiteres Optimierungsziel betrachtet werden. Das Problem des Quality of Service
wurde bereits in einer Vielzahl von Untersuchungen (zum Beispiel [23, 32, 45, 207]) be-
trachtet. Bei manchen DSMS wie zum Beispiel Aurora [46] oder QStream [185,186] war
QoS sogar das entscheidende Entwicklungsziel. Aufgrund dieser Vielzahl von Arbeiten
im Bereich QoS soll im Weiteren nicht darauf eingegangen werden. Der Einfachheit
halber wird im vorliegenden Fall immer von vollsta¨ndigen und korrekten Ergebnissen
ausgegangen.
Ein weiteres, nicht minder interessantes Problem ist die Optimierung des Datendurch-
satzes im DSMS. Im Kontext von AnduIN wird dieses Problem, insbesondere die
Mo¨glichkeit zur Integration weiterer WSNs oder zusa¨tzlicher regula¨rer Datenstromquel-
len zur parallelen bzw. integrierten Auswertung, pra¨sent. So ist es bei AnduIN ohne
Weiteres mo¨glich, vom WSN gelieferte Daten mit solchen aus externen Datenquellen
zu verbinden, welche eventuell zuvor ebenfalls analysiert werden mussten. Das Pro-
blem der Echtzeitanalyse von Daten wird durch die Integration komplexer Operatoren
noch zusa¨tzlich versta¨rkt. Diese ko¨nnen im Allgemeinen deutlich weniger Datensa¨tze
pro Zeiteinheit verarbeiten, als dies zum Beispiel bei primitiven Operatoren der Fall
ist. Um dennoch eine mo¨glichst hohe Anzahl von parallelen Anfragen zu unterstu¨tzen,
ohne dass es zu Engpa¨ssen innerhalb des Systems kommt, soll die Minimierung des
Zeitaufwandes pro Anfrage im Weiteren als zweite Optimierungsdimension untersucht
werden. Eine Abscha¨tzung der pro Anfrage entstehenden Verarbeitungskosten wird in
Abschnitt 4.2.2 betrachtet.
Aufgrund der Beru¨cksichtigung von mindestens zwei Optimierungszielen handelt es sich
bei dem vom System zu lo¨senden Optimierungsproblem um ein multi-kriterielles Pro-
blem. Prinzipiell lassen sich auch weitere notwendige und interessante Kriterien finden,
welche in der Anfrageoptimierung beru¨cksichtigt werden ko¨nnten. Da sich durch die
Hinzunahme weiterer Dimensionen das zugrundeliegende Optimierungsverfahren nicht
a¨ndert, beschra¨nkt sich die weitere Betrachtung auf die beiden Kriterien Energiever-
brauch (Abschnitt 4.2.1) und Datendurchsatz (Abschnitt 4.2.2).
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Abbildung 4.4: Phasen der Sensor-Verarbeitung
4.2.1 Energiekosten im WSN
Ziel des im Folgenden beschriebenen Kostenmodells ist es nicht, die realen Energiever-
bra¨uche zu ermitteln. Das hier pra¨sentierte Kostenmodell dient lediglich dem Kosten-
vergleich verschiedener Pla¨ne. D.h., ist die Ausfu¨hrung einer Teil-Anfrage q¯i auf den
Sensorknoten mit einem ho¨heren Energieverbrauch verbunden als die Ausfu¨hrung einer
Teil-Anfrage q¯j, so sollten die berechneten Kosten fu¨r q¯i ebenfalls ho¨her sein als die
fu¨r q¯j.
Typischerweise werden beim Energieverbrauch eines Sensorknotens die folgenden Pha-
sen unterschieden: (i) Mess-Phase, (ii) Verarbeitungsphase, (iii) Sende-Empfangsphase
(Radio-Phase) und (iv) Schlaf-Phase. Abbildung 4.4 zeigt die verschiedenen Phasen
wa¨hrend einer exemplarischen Energiemessung. Der Sensor erfasst dabei die Luftfeuch-
tigkeit und versendet anschließend sein Ergebnis an benachbarte Knoten.
Die aus energetischer Sicht dominierenden Phasen sind hierbei die Mess-Phase, wa¨hrend
der Daten durch eventuell auf den Sensorknoten vorhandener physischer Sensoren er-
fasst werden, und die Radio-Phase, wa¨hrend der Nachrichten zu benachbarten Kno-
ten gesendet oder von diesen empfangen werden. Aufgrund ihrer Dominanz wurden in
bisherigen Kostenmodellen zumeist ausschließlich die Kosten fu¨r das Versenden und
Empfangen von Daten fu¨r die Energieberechnungen herangezogen [149,218].
Mit zunehmender Komplexita¨t der Verarbeitung auf den Sensorknoten ru¨cken aller-
dings auch die Kosten fu¨r die eigentliche Berechnung immer mehr in den Vordergrund.
Es ist leicht einzusehen, das fu¨r einen einfachen Filter oder eine Projektion auf einem
Sensorknoten keine wesentlichen Verarbeitungskosten anfallen. Muss aber zum Beispiel
in jedem Zeitschritt eine komplexe Synopse aktualisiert werden oder sind die Daten auf-
grund ihrer Gro¨ße teilweise auf einem Sekunda¨rspeicher (zum Beispiel Flash) ausgela-
gert, dann fallen schnell Kosten in Dimensionen an, welche nicht mehr vernachla¨ssigbar
sind. Aus diesem Grund sollen die Berechnungkosten in das zu entwickelnde Kosten-
modell mit einfließen.
Wa¨hrend vollsta¨ndiger Inaktivita¨t wird ein Sensorknoten u¨blicherweise vom Betriebs-
system in den Sleep Mode (Schlaf-Phase) versetzt. Wa¨hrend dieser Phase werden al-
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le nicht notwendigen Bauteile deaktiviert. In Abha¨ngigkeit der eingesetzten Hardware
existieren verschiedene Phasen dieses Zustandes (je ho¨her das Sleep-Level, je mehr Bau-
teile werden deaktiviert). Allen Sleep-Modes gemein ist, dass sie aus energetischer Sicht
effizienter sind als Verarbeitungsphasen.
Der Energieverbrauch eines Anfrageplanes ha¨ngt von zwei wesentlichen Aspekten ab:
(i) der Aktivierungsha¨ufigkeit der einzelnen Operatoren und (ii) der fu¨r eine einzel-
ne Ausfu¨hrung notwendigen Energie. Im Folgenden sollen beide Kriterien im Detail
betrachtet werden.
4.2.1.1 Aktivierungsha¨ufigkeit
Die Aktivierungsha¨ufigkeit eines Operators o¯p, also die Anzahl an Ausfu¨hrungen des
Operators, entspricht der Summe der Ausgabedatensa¨tze, welche von den Operatoren
stammen, bei denen o¯p registriert ist. Hierzu sollen zuna¨chst die Begriffe Input-Rate,
Output-Rate und Selektivita¨t eines Operators erkla¨rt werden.
Die Selektivita¨t eines Operators ist als das Verha¨ltnis eingehender und ausgehender
Datensa¨tze im Zeitintervall ∆t bestimmt, d.h.
σ(o¯p) =
out(o¯p)
in(o¯p)
wobei in(o¯p) der Anzahl der eingehenden Tupel am Operator o¯p im Zeitintervall ∆t
entspricht und out(o¯p) die Anzahl der ausgehenden Tupel des Operators im gleichen
Zeitintervall. Projektionen haben eine Selektivita¨t von 1, Filter weisen eine Selektivita¨t
≤ 1 auf. Verbund-Operatoren ko¨nnen auch zusa¨tzliche Tupel produzieren, so dass deren
Selektivita¨t ≥ 1 sein kann.
Sowohl die Ankunftsrate eines Operators als auch dessen Outputrate ko¨nnen zur Lauf-
zeit statistisch erfasst werden. Quellen und Senken weisen keine Selektivita¨t auf, da
diese ausschließlich Tupel produzieren bzw. konsumieren. Die Beru¨cksichtigung von
Operator-Selektivita¨ten im Zusammenhang mit kontinuierlichen, prinzipiell unendli-
chen Datenstro¨men wurde u.a. bereits in [45,207,215] ausfu¨hrlich diskutiert.
Selektivita¨t im WSN Obige Selektivita¨tsdefinition ist in dieser Form nur fu¨r auf
der zentralen Instanz verarbeitete Operatoren sinnvoll. Im Fall einer Berechnung im
WSN findet auf jedem Sensorknoten ein Teil der Verarbeitung des Operators statt.
In einem WSN mit N Teilnehmern ko¨nnen verschiedene Datencharakteristika auf den
Sensorknoten auftreten und somit auch N verschiedene Selektivitita¨ten. Es ist leicht
zu sehen, dass eine Mittelwertberechnung u¨ber die Selektivita¨ten der einzelnen Knoten
keine gute Abscha¨tzung fu¨r die Selektivita¨t des Gesamtoperators liefert.
Im Folgenden wird ein In-Network-Operator als ein partitionierter Operator betrach-
tet, dessen Berechnung verteilt auf den Knoten des WSN stattfindet, d.h. o¯pN =
{o¯pN1 , o¯pN2 , . . . , o¯pNN }. Die Anzahl an produzierten Tupeln des In-Network-Operators
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o¯pN im Zeitintervall ∆t entspricht dann out(o¯pN ) =
∑
N out(o¯p
N
N ) und die Anzahl an
konsumierten Tupeln ergibt sich zu in(o¯pN ) =
∑
N in(o¯p
N
N ). Fu¨r die Selektivita¨tsermitt-
lung des Gesamtoperators muss somit die Gesamtheit der von dem Operator konsumier-
ten und produzierten Datensa¨tze herangezogen werden, d.h. die Selektivita¨t von o¯pN
ist:
σ(o¯pN ) =
∑
N out(o¯p
N
N )∑
N in(o¯p
N
N )
Diese vereinfachende Annahme stellt keine Einschra¨nkung dar. Zwar kann sich der
Energieverbrauch fu¨r eine einzelne Operation auf verschiedenen Knoten unterschiedlich
entwickeln, fu¨r den Gesamtenergieverbrauch ist es allerdings unerheblich, auf welchem
Knoten eine Operation durchgefu¨hrt wird. Generell ist eine nicht balancierte Auslas-
tung der Knoten in einem WSN mo¨glich (einzelne Knoten werden sta¨rker belastet als
andere), was wiederum beim Ausfall dieser zu einer reduzierten Gesamtlebensdauer
des WSN fu¨hren kann. Dies zu vermeiden ist aber Aufgabe der verwendeten Operator-
Algorithmen und wird bei der Kostenermittlung nicht beru¨cksichtigt.
Komplexe Operatoren Im Allgemeinen leitet ein Operator alle von ihm erzeugten
Datensa¨tze an die bei ihm registrierten Operatoren weiter. Im Fall eines einfachen Ope-
rators bedeutet dies die Weiterleitung an exakt einen Operator. Mit der U¨berfu¨hrung
komplexer Operatoren in Mengen physischer Operatoren existieren allerdings auch Ope-
ratoren, welche u¨ber mehr als einen Ausgang verfu¨gen (zum Beispiel fu¨r die Kom-
munikation zum Weiterleiten von Ergebnissen und zum Austauschen von Zwischener-
gebnissen mit Nachbarknoten). Die Menge der produzierten Daten in Bezug auf diese
Ausga¨nge kann verschieden sein und muss im Kostenmodell entsprechend beru¨cksichtigt
werden.
Ein komplexer Operator o¯pi konsumiert in(o¯pi) Datensa¨tze im Zeitintervall ∆t und
leitet Ergebnisse an den registrierten Operator o¯pj weiter. Somit ergibt sich eine Output-
Rate von out(o¯pi → o¯pj) fu¨r den Operator o¯pi in Bezug auf den Operator o¯pj. Die
Selektivita¨t fu¨r den komplexen Operator o¯pi in Bezug auf Operator o¯pj ist entsprechend
σ(o¯pi → o¯pj) =
out(o¯pi → o¯pj)
in(o¯pi)
Aktivierungsha¨ufigkeit Sind sowohl die Produktivita¨tsraten aller Quellen als auch
die Selektivita¨ten der einzelnen Operatoren bekannt, kann die Aktivierungsha¨ufigkeit
φ eines Operators o¯p bezu¨glich einer Anfrage q¯ im Zeitintervall ∆t wie folgt bestimmt
werden:
φ(q¯, o¯p)∆t =
{
out(o¯p) predq¯(o¯p) = ∅∑
i∈predq¯(o¯p) σ(i) · φ(q¯, i)∆t predq¯(o¯p) 6= ∅
(4.1)
predq¯(o¯p) bezeichnet hierbei die Menge der direkten Vorga¨ngerknoten des Operators o¯p
im Anfrageplan q¯. Die Berechnung der Aktivierungsha¨ufigkeit ha¨ngt lediglich von dem
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Output der Quelloperatoren und der Selektivita¨t der dazwischenliegenden Operatoren
ab. Mit diesem Ansatz ist es mo¨glich, alternative Anfragepla¨ne auf Basis derselben
statistischen Daten zu entwickeln und zu bewerten.
Ein Problem bei diesem Ansatz ist, dass die Selektivta¨t eines Operators mo¨glicherweise
durch andere Operatoren beeinflusst wird (die Selektivita¨ten der Operatoren sind von-
einander abha¨ngig). Ein Beispiel soll dies verdeutlichen: Es wird ein Ausfu¨hrungsplan
angenommen, in welchem zwei Filter-Operatoren hintereinander ausgefu¨hrt werden.
Durch die Selektion des ersten Filters werden dabei sowohl die Input-Rate als auch
die Datencharakteristika fu¨r den zweiten Operator gea¨ndert. Unabha¨ngig davon, ob die
beiden Filter u¨ber unterschiedlichen Attributen filtern, kann es passieren, dass durch
den ersten Filter Tupel entfernt werden, welche den zweiten passieren bzw. durch diesen
eventuell herausgefiltert wu¨rden. D.h., die Ausfu¨hrung des ersten Operators hat Einfluss
auf die Selektivita¨t des nachfolgenden Operators und damit auch aller Nachfolgeope-
ratoren. Das Problem ist bereits aus dem Bereich der DBMS bekannt. Da bisher keine
ada¨quate Lo¨sung hierfu¨r bekannt ist, wird zumeist die Unabha¨ngigkeit der einzelnen
Operatoren angenommen, was im Weiteren fu¨r diese Arbeit ebenfalls gelten soll.
4.2.1.2 Ausfu¨hrungskosten
Neben der Ausfu¨hrungsha¨ufigkeit eines Operators sind die durch seine Ausfu¨hrung ent-
stehenden Kosten entscheidend. Im Fall der In-Network-Verarbeitung ist die fu¨r die
Ausfu¨hrung eines Operators o¯p notwendige Energie E(o¯p) (in µJ) von Interesse. Je
nach verwendetem Operator la¨sst sich die fu¨r die Berechnungen beno¨tigte Energie durch
das einmalige Vermessen bzw. durch entsprechende approximative Verfahren ermitteln.
Im Folgenden wird die Kostenermittlung/-berechnung fu¨r Quellen, innere Knoten und
Senken betrachtet.
Quellen Quell-Operatoren erzeugen ausschließlich Daten. Die INQP-Komponente
von AnduIN stellt zwei Arten von Quell-Operatoren bereit, Sampling-Quellen und
Netzwerk-Quellen. Sampling-Quellen dienen der Erfassung von Daten auf Basis physi-
scher Sensoren (zum Beispiel Sensoren fu¨r Temperatur oder Luftfeuchtigkeit). Es kann
angenommen werden, dass die Kosten hierfu¨r konstant sind und somit eine einmalige
Vermessung der Operatoren ausreicht.
Netzwerk-Quellen u¨berwachen eine Nachrichtenwarteschlange und werden nur beim
Eintreffen neuer Nachrichten (fu¨r eine Anfrage) aktiviert. Erha¨lt ein Sensorknoten eine
Nachricht fu¨r einen Quell-Operator, dann wird diese Nachricht aus der Warteschlan-
ge entnommen und durch den Operator ein entsprechendes Tupel erzeugt, welches im
Anschluss an die bei der Quelle registrierten Operatoren weitergeleitet wird. Im Wei-
teren sollen die Kostenapproximation fu¨r einen entsprechenden Operator beschrieben
werden. Zur Vereinfachung werden fu¨r das Empfangen einer Nachricht im Folgenden
die gleichen Kosten wie fu¨r das Versenden angenommen.
Normalerweise ha¨ngen die Energiekosten fu¨r das Senden und Empfangen einer Nach-
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richt von der La¨nge der Nachricht ab. Diese setzt sich aus einem konstanten Overhead
(fu¨r den Nachrichten-Header) und der La¨nge der eigentlichen Nachricht zusammen. Die
Kosten, welche fu¨r das Senden eines Bytes anfallen, ko¨nnen durch einmaliges Messen
bestimmt werden. Hierbei handelt es sich allerdings nur um einen Mittelwert, da Sen-
sorknoten ihre Sendeleistung in Abha¨ngigkeit von der Distanz zwischen den Knoten
anpassen ko¨nnen.
Da sowohl die Gro¨ße des Nachrichtenheaders, als auch das Schema der untereinander
zu versendenden Daten zum Zeitpunkt der Anfrageoptimierung bekannt sind, kann die
beno¨tigte Energiemenge entsprechend approximiert werden.
Im Fall von AnduIN gestaltet sich die Approximation recht einfach. Das auf den Sensor-
knoten eingesetzte Betriebssystem Feuerware versendet immer Datenpakete zu 62 Byte
(6 Byte Header plus 56 Byte Daten), unabha¨ngig davon, ob diese vollsta¨ndig mit Daten
gefu¨llt sind. Gema¨ß des verwendeten Protokolls werden Daten dabei bis zu 146 mal mit
maximaler Leistung in Form von kurzen Bursts gesendet bis der Empfa¨ngerknoten die
Daten empfangen hat1. In [107] wurde gezeigt, dass bei diesem Ansatz fu¨r das erfolg-
reiche Versenden eines Datenpaketes im Schnitt 73 Versuche notwendig sind. Sind die
Kosten fu¨r das Initialisieren und das Versenden innerhalb eines Bursts bekannt (siehe
Abschnitt 6.2.1 Tabelle 6.1), dann ko¨nnen die mittleren Kosten fu¨r das Versenden von
maximal 56Byte Daten entsprechend abgescha¨tzt werden. Es bleibt daher nur noch
zu ermitteln, wie viele Nachrichten fu¨r das Versenden der Teilergebnisse einer Anfrage
notwendig sind.
U¨blicherweise befinden sich Knoten, welche miteinander kommunizieren mu¨ssen, nicht
in direkter Nachbarschaft zueinander. Nachrichten mu¨ssen u¨ber eventuell dazwischen-
liegende Knoten bis zum Zielknoten weitergeleitet werden. Die fu¨r den Transfer einer
Nachricht notwendige Anzahl an Spru¨ngen h wird Hop-Distanz genannt. Im obigen
Kostenmodell kommunizieren komplexe Operatoren eventuell u¨ber die entsprechenden
Schnittstellen mit auf anderen Sensorknoten laufenden Instanzen derselben Operato-
ren. Die durchschnittliche Sprungweite fu¨r den Datentransfer zwischen zwei Instanzen
eines komplexen Operators kann sich von der anderer komplexer Operatoren unterschei-
den. Um dies im Kostenmodell zu beru¨cksichtigen, wird fu¨r jeden einzelnen komplexen
logischen Operator op, welcher u¨ber eine entsprechende Zerlegung mit Kommunikati-
onsoperatoren verfu¨gt, eine mittlere Hop-Distanz hop eingefu¨hrt. Die Transferkosten fu¨r
das Versenden einer Nachricht Etransfer(o¯p
N↓) (o¯pN↓ entspricht der Netzwerk-Quelle der
physischen Zerlegung von op) ko¨nnen wie folgt abgescha¨tzt werden
Etransfer(o¯p
N↓) = 2 · Epublish · (hop − 1)
Die Transferkosten werden im Rahmen der Kosten fu¨r das Ausfu¨hren einer Netzwerk-
Quelle beru¨cksichtigt. Jedesmal, wenn ein entsprechender Operator aktiviert wird,
mu¨ssen die Daten zuna¨chst von einem anderen Sensorknoten zu dieser Quelle trans-
feriert worden sein. Somit ergeben sich fu¨r eine Netzwerk-Quelle o¯pN↓ die folgenden
1das burst-artige Versenden dient dabei der Reduktion von Kollisionen aufgrund des geteilten Trans-
portmediums
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Kosten
E(o¯pN↓) = Epublish + Etransfer(o¯pN↓)
Der Fanout als Maß fu¨r die Verteilung von Daten eines Sensorknotens im WSN wird
somit implizit u¨ber die Output-Rate der entsprechenden Netzwerk-Quellen beschrieben.
Verteilt ein Operator zum Beispiel seine Daten an drei weitere Sensorknoten, so erfolgen
entsprechend drei Aktivierungen der Netzwerk-Quellen auf den Empfa¨ngerknoten.
Die Kosten fu¨r den Knoten der Basisstation als Teil der DSMS-Komponente mu¨ssen
gesondert betrachtet werden. Da dieser u¨blicherweise mit einer externen Energiequel-
le versehen ist, kann die fu¨r das Empfangen von Nachrichten notwendige Energie
vernachla¨ssigt werden. Dennoch mu¨ssen die Daten von den einzelnen Sensorknoten
zum Knoten der Basisstation transportiert werden, so dass fu¨r die Netzwerk-Quell-
Operatoren o¯pL↓ der Basisstation die folgenden Kosten anfallen:
E(o¯pL↓) = Etransfer(o¯pL↓) = 2 · Epublish · (h− 1)
Die mittlere Sprungweite h entspricht hierbei der mittleren Distanz zur Basisstation.
h kann wie folgt abgescha¨tzt werden: Der zentrale Knoten versendet eine Broadcast-
Nachricht. Beim Weiterleiten dieser Nachricht werden in den passierten Knoten ent-
sprechende Za¨hler inkrementiert. Haben alle Knoten die Nachricht erhalten, dann wird
die Nachricht von den Blattknoten zur Basisstation zuru¨ckgeschickt. Wa¨hrend des
Zuru¨cksendens werden die auf den Knoten befindlichen Za¨hler aggregiert und die Nach-
richten weitergeleitet. Der zentrale Knoten kann anschließend aus der so ermittelten
Anzahl der Knoten im WSN und den notwendigen Hops h ermitteln. Die mittlere Hop-
Distanz fu¨r komplexe Operatoren mit Datenaustausch zwischen den Sensorknoten kann
u¨ber entsprechende Erfahrungswerte ermittelt werden (bei bekannter Netzwerkstruktur,
-topologie und WSN-Gro¨ße).
U¨blicherweise befinden sich die Sensorknoten eines WSN im Sleep-Mode. Die Aktivie-
rung einer Quelle entspricht damit der Reaktivierung der Sensorknoten. Die Kosten
fu¨r einen Wake-Up sind nicht zu vernachla¨ssigen, ko¨nnen aber durch einmaliges Mes-
sen bestimmt werden und bei den Kosten der Quell-Operatoren beru¨cksichtigt werden
(da diese immer am Anfang einer Verarbeitungssequenz liegen). Werden mehrere Quel-
len auf einem Sensorknoten wa¨hrend einer Wach-Phase gelesen, so mu¨ssen die fu¨r das
Aufwachen notwendigen Kosten nur einmal betrachtet werden.
Senken Die Kosten fu¨r die Senken ko¨nnen a¨hnlich wie bei den Netzwerkquellen u¨ber
die Menge der zu versendenden Daten und die damit verbundenen Kosten ermittelt
werden. Hierbei sind allerdings lediglich die Kosten fu¨r das Versenden zu berechnen.
Die Kosten fu¨r den Transfer und das Empfangen wurden bereits in die Berechnung der
Kosten fu¨r die entsprechenden Netzwerk-Quellen integriert.
Innere Knoten Fu¨r die Bestimmung der Kosten eines inneren Operators muss der
Berechnungsaufwand der implementierten Verfahren herangezogen werden. Fu¨r Algo-
rithmen mit konstantem Berechnungsaufwand (Filter, Projektion) ist eine einmalige
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Erfassung der Kosten fu¨r einen neu eintreffenden Datensatz ausreichend. Die fu¨r einen
Operator mit nicht konstantem Berechnungsaufwand anfallenden Kosten mu¨ssen ent-
sprechend approximiert werden bzw. es muss auf entsprechende Statistiken zuru¨ckge-
griffen werden. Die Kostenermittlung fu¨r einen einfachen Operator mit nicht konstanten
Kosten soll am Beispiel des Minimum-Operators o¯pmin gezeigt werden.
Beispiel 4.1 Der Minimum-Operator liefert beim Eintreffen eines neuen Tupels den
minimalen Wert u¨ber die letzten k Tupel des Datenstromes. w bezeichnet dabei die
maximale Anzahl von Tupeln im betrachteten Zeitfenster. Ein neu eintreffender Wert
wird mit dem aktuellen Minimum verglichen. Falls dieser kleiner ist, wird er als neues
Minimum verwendet. Anschließend wird der Wert in das Fenster integriert. Durch das
Einfu¨gen des neuen Wertes wird der a¨lteste Wert aus dem Fenster verdra¨ngt. Entspricht
der verdra¨ngte Wert nicht dem aktuellen Minimum, dann ist die Verarbeitung fu¨r diese
Aktivierung an dieser Stelle beendet. Handelt es sich bei dem aus dem Fenster ver-
dra¨ngten Wert jedoch um das aktuelle Minimum, dann muss das Fenster auf den neuen
minimalen Wert hin untersucht werden. Im schlimmsten Fall ist hierzu das vollsta¨ndige
Fenster zu testen.
Da zum Zeitpunkt der Kostenbewertung der Anfrage die Fenstergro¨ße w bekannt ist,
ko¨nnen die voraussichtlich entstehenden Energiekosten unter Verwendung von zwei
Energiemessungen E1 und E2 mit Fenstergro¨ßen w1 bzw. w2 durch nachstehende lineare
Gleichung abgescha¨tzt werden:
E(o¯pmin, w) =
(
E2 − E1
w2 − w1
)
· w −
(
E2 − E1
w2 − w1
)
· w1 + E1
In Abschnitt 6.2.1.2 wird gezeigt, dass diese Art der Abscha¨tzung gute Ergebnisse liefert
insofern die Datenverteilung bekannt ist. 
Der Energieverbrauch von komplexen Algorithmen, fu¨r die sich keine einfachen appro-
ximativen Verfahren finden lassen, kann zum Beispiel u¨ber den Vergleich mit entspre-
chenden Statistiken ermittelt werden.
4.2.1.3 Anfragekosten
Sind die Ausfu¨hrungsha¨ufigkeit eines Operators und die anfallenden Ausfu¨hrungskosten
bekannt, dann ko¨nnen die Kosten fu¨r die Ausfu¨hrung des physischen Anfrageplanes q¯
im WSN im Zeitintervall ∆t wie folgt bestimmt werden:
E(q¯,∆t) =
∑
o¯p∈q¯
E(o¯p) · φ(q¯, o¯p)∆t (4.2)
Im Folgenden sollen zwei Beispiele die Kostenapproximation auf Basis des hier vorge-
stellten Kostenmodells verdeutlichen. Tabelle 4.1 gibt einen U¨berblick u¨ber die in den
Beispielen verwendeten Operatoren.
Beispiel 4.2 Jeder Sensorknoten im WSN erfasst fu¨nf Mal pro Minute die Attribute
A und B (Samplingoperator ζ¯A,B). Anschließend werden die so erzeugten Tupel gefil-
tert. Lediglich Tupel, fu¨r die B > x gilt, passieren σ¯NB>x. Bei diesem Beispiel bearbeiten
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Symbol Operator
ζ¯A,B Sampling-Operator (erfasst Attribute A und B)
σ¯NB>x Filter Operator (Pra¨dikat B > x)
connN↑A,B INQP-DSMS-Schnittstelle - Senke (sendet Attribute A und B)
connL↓A,B INQP-DSMS-Schnittstelle - Quelle (empfa¨ngt Attribute A und B)
¯aggNB Aggregatoperator u¨ber Attribut B
¯aggN↓A,B In-Network-Quelle fu¨r ¯agg
N
B
¯aggN↑A,B In-Network-Senke fu¨r ¯agg
N
B
connN↑¯aggA,B Senke fu¨r ¯agg
N
B zum Senden an die DSMS-Komponente
connL↓¯aggA,B Quelle fu¨r ¯agg
N
B zum Empfangen auf der DSMS-Komponente
Tabelle 4.1: In Beispielen verwendete Operatoren
σB>x
ζA,B
(a)
connN↑A,B
connL↓A,B
σ¯NB>x
ζ¯A,B
(b)
9
7
36
5
4
1
2
8
base station
10
(c)
Abbildung 4.5: Beispiel 4.2: (a) logischer Anfrageplan, (b) physischer
Ausfu¨hrungsplan, (c) Netzwerkauspra¨gung (Topologie)
die Sensorknoten ihre Anfrageteile unabha¨ngig von den Ergebnissen benachbarter Kno-
ten. Zur Erinnerung: Alle Sensorknoten fu¨hren exakt den gleichen Anfrageplan aus.
Abschließend senden sie ihre Ergebnisse an die zentrale Instanz, welche die weitere
Verarbeitung vornimmt.
In Abbildung 4.5 ist der In-Network-Teil des zu verarbeitenden logischen Anfragepla-
nes und eine mo¨gliche Transformation in einen physischen Ausfu¨hrungsplan dargestellt.
Zusa¨tzlich zeigt Abbildung 4.5 eine angenommene Netzwerkauspra¨gung mit zehn Sen-
sorknoten und einer Basisstation. Im Netzwerk werden somit pro Minute 50 Werte
gesampelt (zehn Knoten zu fu¨nf Samples pro Minute). Auf Basis der Abbildung kann
fu¨r die Kommunikation mit der zentralen Instanz die mittlere Hop-Distanz bestimmt
werden 2.8 = (1 + 2 + 2 + 2 + 3 + 3 + 3 + 4 + 4 + 4)/10. Fu¨r den Filter-Operator
wird eine Selektivita¨t von 0.5 angenommen, d.h. im Mittel passiert lediglich jedes zwei-
te Tupel den Operator. Somit kann fu¨r eine Minute Betrieb des WSN die folgende
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ζA,B
aggB
(a)
¯aggN↓A,B
¯aggNB
¯aggN↑A,B
connN↑¯aggA,B
ζ¯A,B
connL↓¯aggA,B
(b)
7
36
5
4
1
8
base station
910
2
out( ¯aggN↓A,B) = 0
in( ¯aggNB ) = 5
in(connN↑¯aggA,B ) = 0
out( ¯aggN↓A,B) = 10
in( ¯aggNB ) = 15
in(connN↑¯aggA,B ) = 0
out( ¯aggN↓A,B) = 15
in( ¯aggNB ) = 20
in(connN↑¯aggA,B ) = 5
(c)
Abbildung 4.6: Beispiel 4.3: (a) logischer Anfrageplan, (b) physischer
Ausfu¨hrungsplan, (c) Netzwerkauspra¨gung (Topologie)
Energie-Abscha¨tzung vorgenommen werden:
E(q¯1) = 50 · E(ζ¯A,B) + 50 · E(σ¯NB>x) + 50 · 0.5 · E(connN↑A,B) + 50 · 0.5 · E(connL↓A,B)
= 50 · (E(ζ¯A,B) + E(σ¯NB>x)) + 25 · (Epublish + Etransfer(connL↓A,B))
= 50 · (E(ζ¯A,B) + E(σ¯NB>x)) + 25 · (Epublish + 2 · Epublish · (hconnL↓A,B − 1))
= 50 · (E(ζ¯A,B) + E(σ¯NB>x)) + 115 · Epublish
Die exakten Kosten fu¨r das Sampling und das Filtern ko¨nnen durch Messungen be-
stimmt und entsprechend eingesetzt werden. Fu¨r das Senden zur zentralen Instanz
fallen im gesamten Netzwerk 115 Nachrichten an. Ein einfaches Ausza¨hlen zeigt, dass
die Anzahl an zu sendenden Nachrichten korrekt ist. Da das Nachrichten-Schema be-
kannt ist (die Attribute A und B mu¨ssen versendet werden), lassen sich Kosten fu¨r den
Versand einer Nachricht Epublish ebenfalls bestimmen. 
Im Abschnitt 6.2.1 werden Evaluationsergebnisse fu¨r ein a¨hnliches Beispiel mit realen
Messwerten pra¨sentiert.
Beispiel 4.3 Im Folgenden soll ein komplexer In-Network-Operator als Teil der An-
frageverarbeitung betrachtet werden. Die Anfrage besteht dabei aus dem Sampling der
Attribute A und B und einer anschließenden In-Network-Aggregation, wie sie zum Bei-
spiel mit TAG [147] pra¨sentiert wurde. Im Gegensatz zum einfachen Aggregationsopera-
tor, bei welchem lediglich einfache Werte u¨ber einem Datenstrom aggregiert werden, ist
das Ziel der In-Network-Aggregation das Berechnen eines Aggregates u¨ber den Daten
aller Knoten des Sensornetzwerkes. Ein typisches Beispiel ist das Finden des Maxi-
mums u¨ber allen Knoten im WSN. Hier wird pro Zeiteinheit lediglich ein einziger Wert
zuru¨ckgeliefert. Bei dieser Form der Aggregation warten die inneren Knoten des WSN
auf die Teilergebnisse ihrer Kindknoten und aggregieren deren Ergebnisse beim Eintref-
fen mit ihren eigenen Zwischenergebnissen. Das Ergebnis wird anschließend weiter in
Richtung zentrale Instanz geleitet.
Abbildung 4.6 zeigt einen logischen Anfrageplan und eine mo¨gliche physische Aus-
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pra¨gung. Fu¨r die Kommunikation mit den Nachbarknoten verfu¨gt der In-Network Agg-
regat-Operator ¯aggNB (es wird u¨ber dem Attribut B aggregiert) u¨ber eine zusa¨tzliche
Netzwerk-Quelle ¯aggN↓A,B und eine zusa¨tzliche Senke ¯agg
N↑
A,B.
Die Topologie des WSN entspricht der aus dem vorhergehenden Beispiel, d.h. es handelt
sich um ein WSN mit 10 Knoten. Jeder Knoten erfasst fu¨nf Mal pro Minute die Attribute
A und B, out(ζ¯A,B) = 50. Die Output-Rate von Operator ¯agg
N
B mit Bezug auf Operator
¯aggN↑A,B ist 45 (alle Knoten, außer Knoten 2, leiten 5 Tupel an ihren Elternknoten weiter).
Entsprechend produziert der Operator ¯aggN↓A,B 45 Tupel (innere Knoten empfangen die
Nachrichten ihrer Nachbarn). Die Output-Rate von ¯aggNB mit Bezug auf conn
N↑
¯aggA,B
ist 5,
da ausschließlich Knoten 2 Ergebnisse an den Operator connN↑¯aggA,B der zentralen Instanz
weiterleitet (fu¨nf Mal pro Minute). Somit ergeben sich die folgenden Selektivita¨ten:
σ( ¯aggNB → connN↑¯aggA,B) = 550+45 = 119 und σ( ¯aggNB → ¯aggN↑A,B) = 4550+45 = 919 .
Der Gesamtenergieverbrauch des In-Network-Teils der Beispielanfrage ergibt sich nach
obigem Kostenmodell somit wie folgt:
E(q¯2) = 50 · E(ζ¯A,B) + 95 · E( ¯aggNB ) + 95 ·
9
19
· E( ¯aggN↑A,B) + 45 · E( ¯aggN↓A,B)
+95 · 1
19
· E(connN↑¯aggA,B)
Sowohl die Kommunikation zwischen den Operatoren ¯aggN↑A,B und ¯agg
N↓
A,B als auch die
Kommunikation zwischen connN↑¯aggA,B und conn
L↓
¯aggA,B
ist Teil des komplexen Aggrega-
tionsoperators. Fu¨r diesen betra¨gt die durchschnittliche Hop-Distanz 1 (Sprungweite
zwischen zwei verarbeitenden Knoten). Somit ergeben sich die folgenden Kosten:
E(q¯2) = 50 · E(ζ¯A,B) + 95 · E( ¯aggNB ) + 45 · Epublish + 45 · (Epublish + 2 · Epublish · (1− 1))
+5 · Epublish + 5 · 2 · Epublish · (1− 1)
= 50 · E(ζ¯A,B) + 95 · E( ¯aggNB ) + 95 · Epublish
Die Kosten fu¨r das Sampling, die Aggregation und das Senden ko¨nnen, wie oben be-
schrieben, abgescha¨tzt werden. 
4.2.1.4 Bestimmung von Tupelraten
Generell la¨sst sich die Selektivita¨t eines Operators u¨ber entsprechende Statistiken
(Input-/Output-Rate) erfassen. Einfache Operatoren ha¨ngen dabei im Wesentlichen
von der Verteilung der eingehenden Daten ab. Entsprechende Betrachtungen (zum Bei-
spiel Histogramme zur Bestimmung von Ha¨ufigkeitsverteilungen [112,167,184]) wurden
bereits im Kontext der Anfrageoptimierung von DBMS untersucht und sollen hier nicht
weiter ausgefu¨hrt werden.
Die Input- bzw. Output-Raten der im Kostenmodell eingefu¨hrten, zusa¨tzlichen Kom-
munikationsoperatoren als Teil der komplexen Operatoren ha¨ngt zusa¨tzlich noch von
der verwendeten Netzwerktopologie und dem Fanout der einzelnen Sensorknoten ab.
64 Deklarative Verarbeitung von Datenstro¨men in Sensornetzwerken
4.2. KOSTENMODELL
Prinzipiell ist es auch hier mo¨glich, entsprechende Statistiken zu erfassen, um geeignete
Approximationen fu¨r diese berechnen zu ko¨nnen. In AnduIN werden durch Statistik-
Monitore die Input- bzw. Output-Raten jedes einzelnen Operators erfasst. Da die An-
frageoptimierung auf der zentralen Instanz stattfindet, ist auch die Verwaltung großer
statistischer Datenmengen kein Problem.
Ein anderer Weg ist eine analytische Approximation der Operator-Raten. Im Folgen-
den soll diese Mo¨glichkeit am Beispiel der In-Network-Aggregation aus Beispiel 4.3
demonstriert werden. Als Netzwerktopologie wird ein balancierter Baum der Ho¨he H
angenommen. Der Fanout pro Kindknoten im Beispiel der In-Network-Aggregation ist
1. Jeder Knoten hat f Kindknoten. Ein Elternknoten erha¨lt somit Daten von f Kind-
knoten. Mit diesen Annahmen ko¨nnen die Output-Rate out( ¯aggN↓) und die Selektivita¨t
σ( ¯aggN ) des Aggregationsoperators wie folgt approximiert werden:
out( ¯aggN↓) =
(
h−1∑
i=0
f i − 1
)
· out(o¯p)∑h−1
i=0 f
i
= out(o¯p)− out(o¯p)∑h−1
i=0 f
i
σ( ¯aggN → connN↑¯agg) =
out(o¯p)/(
∑h−1
i=0 f
i)
(out(o¯p) + out( ¯aggN↓))
σ( ¯aggN → ¯aggN↑) = out( ¯agg
N↓)
(out(o¯p) + out( ¯aggN↓))
o¯p bezeichnet den direkten Vorga¨nger-Operator von ¯aggN , welcher nicht der Netzwerk-
Quelle ¯aggN↓ entspricht. In Beispiel 4.3 ist dies o¯p = ζ¯A,B. Die Approximation der
Outrate bzw. der Selektivita¨ten outlier( ¯aggN↓), σ( ¯aggN → connN↑¯agg) und σ( ¯aggN →
¯aggN↑) ha¨ngt hierbei ausschließlich von der Output-Rate des Operators o¯p und der
Netzwerktopologie ab.
Der Fanout wird beim vorgestellten Kostenmodell u¨ber die Output-Raten der entspre-
chenden Kommunikationsoperatoren abgebildet. Ha¨ufig finden sich in der Literatur
auch weitere Parameter zur Berechnung von Kommunikationskosten. So gibt zum Bei-
spiel die mittlere Verlust-Rate von Datenpaketen an, welche Menge an Daten im Mittel
aufgrund von Kommunikationsproblemen (zum Beispiel Paketkollisionen) im WSN ver-
loren geht. Da verlorene Pakete nicht zu einer Aktivierung von Netzwerk-Quellen fu¨hren
ko¨nnen, wird bei ausschließlicher Verwendung von Statistiken die Verlust-Rate ebenfalls
u¨ber die Output-Rate beschrieben.
4.2.2 Ausfu¨hrungskosten der zentralen Komponente
Da die zentrale Komponente im Allgemeinen u¨ber eine externe Energieversorgung
verfu¨gt, sind auf dieser Energiekosten nicht von Interesse. Die Energiekosten fu¨r die Ver-
arbeitung auf der zentralen Komponente werden entsprechend 0 gesetzt. Aufgrund der
mo¨glichen Mehrbelastung durch die Parallelverarbeitung einer Vielzahl von Anfragen
stehen auf der zentralen Komponente andere Optimierungsparameter im Vordergrund
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(zum Beispiel Datenqualita¨t, Speicherauslastung, Externspeicherzugriffe). Im Folgen-
den wird an dieser Stelle stellvertretend die Maximierung des Datensatzdurchsatzes
demonstriert.
Der Durchsatz ha¨ngt von zwei Parametern ab: (i) der Anzahl der Datensa¨tze, die ein
Operator pro Zeiteinheit als Eingabe erha¨lt und (ii) die Anzahl der Datensa¨tze, die ein
Operator pro Zeiteinheit maximal verarbeiten kann. Sind die Selektivita¨ten der inneren
Operatoren eines Anfrageplanes und die Output-Raten aller Senken bekannt, so kann
die Aktivierungsha¨ufigkeit fu¨r jeden Operator nach Formel 4.1 bestimmt werden.
Der maximale Datendurchsatz eines Operators kann auf Basis des Inversen der Verarbei-
tungskosten C(o¯p), welche fu¨r die Verarbeitung eines einzelnen Tupels anfallen, ermittelt
werden. Beno¨tigt ein Operator 0.1ms fu¨r die Verarbeitung eines einzelnen Datensat-
zes, dann ergibt sich ein maximaler Durchsatz von (0.001 s
T
)−1 = 1000T
s
(T bezeichnet
die Tupelanzahl). Die fu¨r die Verarbeitung eines Tupels notwendige mittlere CPU-Zeit
kann wiederum durch einmaliges Vermessen bestimmt werden. Fu¨r Operatoren mit ei-
nem konstanten Berechnungsaufwand ist ein einmaliges Vermessen ausreichend. Fu¨r
Operatoren mit nicht konstantem Aufwand mu¨ssen geeignete approximative Verfah-
ren entwickelt werden, mit denen der Durchsatz abgescha¨tzt werden kann (a¨hnlich der
Berechnung des Energiebedarfs fu¨r die Verarbeitung eines Tupels im WSN). Es muss
beachtet werden, dass die Verarbeitungsgeschwindigkeit von Datensa¨tzen abha¨ngig vom
verwendeten System ist. Alle Messungen mu¨ssen daher auf demselben System durch-
gefu¨hrt werden. Da fu¨r eine Optimierung nur der relative Unterschied zwischen den
einzelnen Operatoren von Interesse ist, ko¨nnen die so erfassten Werte letztendlich auf
beliebigen Systemen zur Optimierung eingesetzt werden.
Da die Anzahl von Tupeln, welche durch die Quellen und Senken des auf der zentralen
Komponente ablaufenden Anfrageteils pro Zeiteinheit zur Verfu¨gung gestellt werden,
durch den Output des In-Network-Teils bzw. durch die Anfrage selbst definiert sind
und nicht durch eine Optimierung des zentral verarbeiteten Anfrageteils beeinflusst
werden ko¨nnen, sind lediglich die fu¨r die inneren Knoten anfallenden Kosten fu¨r die
Optimierung von Interesse. Daher ko¨nnen die Verarbeitungskosten fu¨r Quellen und
Senken auf der zentralen Komponente vernachla¨ssigt werden.
Die Gesamtkosten fu¨r die Ausfu¨hrung einer Anfrage q¯ auf der zentralen Komponente
ko¨nnen somit folgendermaßen abgescha¨tzt werden:
C(q¯,∆t) =
∑
o¯p∈q¯L\S¯\z¯
C(o¯p) · φ(q¯, o¯p)∆t (4.3)
Die so ermittelten Verarbeitungkosten C(q¯,∆t) fu¨r den Anfrageplan sind dimensionslos
(ohne Einheit, a¨hnlich wie zum Beispiel der Wirkungsgrad in der Physik).
Wie bereits erwa¨hnt, existieren zwischen den einzelnen Operatoren in AnduIN keine
Tupelpuffer. Auf der zentralen Komponente feuert jede Tupelquelle fortwa¨hrend, so-
lang keiner der empfangenden Operatoren aufgrund zu hoher Auslastung blockiert. Ein
Operator erfa¨hrt genau dann eine zu hohe Auslastung, wenn C(o¯p) · φ(q¯, o¯p)∆t > 1 gilt,
d.h. wenn mehr Tupel zur Verarbeitung anliegen, als der Operator verarbeiten kann.
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Prinzipiell ist es mo¨glich, dass auch Pla¨ne, welche weniger Ausfu¨hrungskosten verursa-
chen als andere, zu einer Blockierung der Verarbeitung im System fu¨hren. Ein einfaches
Beispiel soll dies verdeutlichen:
Beispiel 4.4 Gegeben sei ein logischer Anfrageplan mit zwei inneren Operatoren op1
und op2. Am Quell-Operator gehen 10 Tupel pro Sekunde ein. op1 wird in den physischen
Operator o¯p1 und op2 in o¯p2 u¨bersetzt. Weiterhin sind die folgenden Ausfu¨hrungskosten
und Selektivita¨ten gegeben: C(o¯p1) = 0.4, σ(o¯p1) = 0.1 und C(o¯p2) = 0.1, σ(o¯p2) = 0.3.
Damit lassen sich die beiden Ausfu¨hrungspla¨ne q¯o¯p1→o¯p2 und q¯o¯p2→o¯p1 (o¯p1 → o¯p2 ent-
spricht der Ausfu¨hrungsreihenfolge) mit nachstehenden Kosten erstellen:
C(q¯o¯p1→o¯p2) = 10
T
s
· 0.4 s
T
+ 10 · 0.1T
s
· 0.1 s
T
= 4.1
C(q¯o¯p2→o¯p1) = 10
T
s
· 0.1 s
T
+ 10 · 0.3T
s
· 0.4 s
T
= 2.8
Plan q¯o¯p2→o¯p1 verursacht somit eine geringere Last als Plan q¯o¯p1→o¯p2 . Allerdings kann die
Ausfu¨hrung von o¯p1 in Plan q¯o¯p2→o¯p1 zum Blockieren (10 · 0.3Ts · 0.6 sT > 1) in AnduIN
fu¨hren. 
Wird ein Operator bei der anschließenden Ausfu¨hrung tatsa¨chlich vollsta¨ndig ausge-
lastet, dann fu¨hrt dies zu einer verringerten Output-Rate der Anfrage. Um dies zu
verhindern, wird folgende Nebenbedingung fu¨r die Anfrageoptimierung definiert:
∀o¯p ∈ q¯ : C(o¯p) · φ(o¯p)∆t ≤ 1
Es muss somit fu¨r alle physischen Operatoren einer Anfrage gelten, dass sie die weitere
Verarbeitung der Anfrage nicht blockieren. Fu¨r das obige Beispiel bedeutet dies, dass
Plan q¯2, obwohl er die geringeren Gesamtkosten verursacht, nicht optimal ist und somit
auch nicht zur Ausfu¨hrung gebracht wird.
Ein Problem besteht fu¨r den Fall, dass es nicht mo¨glich ist, einen Plan zu entwickeln,
welcher keine blockierenden Operatoren entha¨lt. Einer der entwickelten Pla¨ne muss aber
zur Ausfu¨hrung gebracht werden! Die vollsta¨ndige Auslastung eines einzelnen Opera-
tors hat zur Folge, dass die Quellen das Produzieren entsprechend drosseln und weniger
Tupel in die laufenden Anfragen gepusht werden. Im Fall von AnduIN werden einge-
hende Datensa¨tze, welche aufgrund von voll ausgelasteten Operatoren nicht verarbeitet
werden ko¨nnen, in den Quellen gepuffert (zum Beispiel als Teil der verwendeten Socket-
Puffer, die der zentralen Komponente als Datenstromquellen dienen). Damit ergeben
sich die folgenden Konsequenzen:
• Aufgrund der verringerten Output-Raten einzelner Quellen verringert sich der
Durchsatz auf der zentralen Komponente.
• Da nur noch ein Teil der eintreffenden Datensa¨tze erfolgreich bearbeitet werden
kann, (die verbleibenden Datensa¨tze werden entweder verzo¨gert verarbeitet oder
bei einem Pufferu¨berlauf verworfen), sinkt die Ergebnis-Qualita¨t.
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D.h. zusa¨tzlich zum eigentlichen Datendurchsatz mu¨sste im Fall von AnduIN beim
Erreichen der maximalen Auslastung von Operatoren eine weitere Optimierungsdimen-
sion, die Ergebnis-Gu¨te, betrachtet werden (a¨hnlich wie in [185, 186]). Ein einfaches
Maß fu¨r letztere ist das Verha¨ltnis aus der Anzahl der zu verarbeitenden und der An-
zahl der tatsa¨chlich verarbeiteten Datensa¨tze. Da die Datenqualita¨t bereits im Kontext
von Techniken wie Load-Shedding und Sampling intensiv untersucht wurde, soll darauf
im Weiteren nicht eingegangen werden.
4.2.3 Multikriterielle Anfrageoptimierung
Die gleichzeitige Optimierung mehrerer Zielfunktionen wird allgemein unter dem Be-
griff der multi-kriteriellen Optimierung zusammengefasst. Betrachtet man ein zweidi-
mensionales Optimierungsziel wie im vorliegenden Fall, dann spricht man auch von
bikriterieller Optimierung. Formal kann das im vorangegangenen Abschnitt beschrie-
bene Optimierungsproblem wie folgt definiert werden:
vminq¯i∈Q¯MOP (q¯i) := vminq¯i∈Q¯[E(q¯i),C(q¯i)]
Im Allgemeinen versucht man bei der multikriteriellen Optimierung sa¨mtliche Ziel-
funktionen zu minimieren (vmin meint dabei die Minimierung eines Vektors). Sollen
Zielfunktionen maximiert werden, so kann dies durch Negation der zu optimierenden
Funktion erreicht werden.
Fu¨r die Lo¨sung multikriterieller Optimierungsprobleme gibt es zwei grundsa¨tzliche Her-
angehensweisen:
• Das multikriterielle Problem wird auf ein einkriterielles Problem abgebildet, wel-
ches anschließend mit einem einkriteriellen Optimierungsverfahren gelo¨st werden
kann.
• Als Ergebnis echter multikriterieller Optimierung wird eine Menge (pareto-)opti-
maler Lo¨sungen bestimmt. Aus dieser Menge kann anschließend der beste Kom-
promiss zur Lo¨sung des Problems identifiziert werden.
Im Folgenden sollen beide Ansa¨tze sowie ihre Vor- und Nachteile kurz vorgestellt wer-
den. Beide Ansa¨tze wurden in Form eines speziellen Verfahrens als Teil der Planauswahl
in AnduIN integriert.
4.2.3.1 Methode der gewichteten Summe
Ein einfacher Ansatz zur Lo¨sung eines MOP ist dessen Transformation in ein einkri-
terielles Problem. Hierzu werden die Werte der verschiedenen Zielfunktionen mit vor-
ab definierten Gewichten multipliziert und aufsummiert. Diese gewichtetete Summe
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kann dann anschließend mit einem Optimierungsverfahren fu¨r eindimensionale Proble-
me gelo¨st werden. Angewandt auf das oben definierte bikriterielle Optiimierungspro-
blem bedeutet dies, dass die Summe λ1E(q¯i) + λ2C(q¯i) optimiert werden muss. Es gilt
somit:
MOP (q¯i) = minq¯i∈Q¯[λ1E(q¯i) + λ2C(q¯i)]
wobei λ1 und λ2 die Gewichte der einzelnen Optimierungsziele bezeichnen und λ1+λ2 =
1, mit λi ≥ 0 gilt.
Einer der wesentlichen Nachteile dieser Methode ist, dass A-Priori-Wissen bezu¨glich
der Gewichte, welches die Wichtigkeit der einzelnen Optimierungsziele zum Ausdruck
bringt, beno¨tigt wird. Dies heißt, der Kompromiss zwischen den verschiedenen Zielfunk-
tionen muss bereits vor der eigentlichen Optimierungsphase bekannt sein. Eine Betrach-
tung anderer Lo¨sungen ist nur durch eine erneute Optimierung mit anderen Gewichten
mo¨glich. Im Zusammenhang mit der Anfrageoptimierung bedeutet dies, dass der Nut-
zer bereits vor der eigentlichen Optimierung seine Interessen definiert und in Form der
Gewichte beschrieben haben muss.
Prinzipiell handelt es sich bei den durch die gewichtete Summe identifizierten Optima
um eine Teilmenge der Pareto-Menge (siehe Abschnitt 4.2.3.2). So existieren zum Bei-
spiel Suchverfahren fu¨r die Pareto-Menge, welche auf der gewichteten Summe basieren
(die Pareto-Menge kann zum Beispiel durch ein Gradientenabstiegsverfahren u¨ber den
Gewichten ermittelt werden). Aufgrund der Tatsache, dass die Gewichte der gewich-
teten Summe immer eine konvexe Hu¨lle bilden, d.h. es gilt
∑
i λi = 1, finden entspre-
chende Verfahren lediglich Elemente, welche auf der konvexen Hu¨lle der Pareto-Menge
liegen. M.a.W. die Pareto-Menge kann Lo¨sungen enthalten, welche nicht durch das Ver-
fahren der gewichteten Summe gefunden werden, aber dennoch optimal sind und fu¨r
den Nutzer unter Umsta¨nden geeigneter sind als die auf Basis der gewichteten Summe
bestimmten Lo¨sungen.
Ein weiteres Problem bei der U¨berfu¨hrung eines mehrdimensionalen Optimierungspro-
blems in eine gewichtete Summe sind verschiedene Wertebereiche der einzelnen Ziel-
funktionen. Bildet zum Beispiel eine Zielfunktion auf Werte im Intervall [0, 1] ab und
eine zweite auf Werte im Intervall [0, 100], so geht der Wert der zweiten Zielfunktion
immer um einen Faktor 100 sta¨rker in die gewichtete Summe ein als der erste. Um eine
Vergleichbarkeit zu gewa¨hrleisten, mu¨ssen alle Dimensionen entsprechend normalisiert
werden. Sind fu¨r eine Zielfunktion der minimale Wert min und der maximal mo¨gliche
Wert max bekannt, so kann ein Wert v dieser Zielfunktion auf einfache Weise auf einen
Wert im Intervall [0, 1] abgebildet werden: v′ = v−min
max−min . Sowohl fu¨r den Energiever-
brauch als auch fu¨r die Systemlast der zentralen Komponente lassen sich Minima und
Maxima bestimmen, so dass eine entsprechende Normalisierung mo¨glich ist.
Neben der einfachen gewichteten Summe existieren noch weitere Ansa¨tze (Maximum-
Ansatz, lexikographische Ordnung der einzelnen Dimensionen, komplexe Gewichtungs-
ansa¨tze) zur U¨berfu¨hrung eines multi-kriteriellen Problems in ein einkriterielles Pro-
blem. Da diese entweder ein einzelnes Optimierungsziel zu stark in den Vordergrund
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Abbildung 4.7: Pareto-Optimierung: (a) Pareto-Menge, (b) Divide & Conquer
nach [38]
stellen oder ein hohes Maß an A-Priori-Wissen verlangen, scheinen sie fu¨r den Einsatz
zur Anfrageoptimierung nur bedingt geeignet.
4.2.3.2 Pareto-Optimierung
Unter den Pareto-Optima bzw. der Pareto-Menge bezu¨glich eines gegebenen Opti-
mierungsproblems versteht man die Menge der Lo¨sungen, welche nicht von anderen
Lo¨sungen dominiert werden. Genauer heißt dies, dass fu¨r keine der Lo¨sungen in dieser
Menge eine andere Lo¨sung existiert, welche bezu¨glich aller Optimierungsziele gleich gut
und in Bezug auf mindestens ein Optimierungsziel besser ist. Letztendlich muss der
Nutzer auf Basis dieser Menge entscheiden, welche Lo¨sung fu¨r ihn die gu¨nstigste ist.
Im Fall der Anfrageoptimierung bedeutet dies, dass ein Anfrageplan q¯i genau dann in
der Pareto-Menge ist, wenn gilt:
q¯i  q¯j ⇔ ∀q¯i 6= q¯j : E(q¯i) ≤ E(q¯j) ∧ C(q¯i) ≤ C(q¯j)
Abbildung 4.7(a) zeigt eine Beispielmenge, wobei die dunklen Punkte die Pareto-Menge
(oder auch Pareto-Front) beschreiben, aus denen der Nutzer letztendlich sein Optimum
wa¨hlt.
Das Problem der Pareto-Optimierung ist auch als Maximum-Vektor-Problem [175] bzw.
im Kontext von Datenbanksystemen als Skyline-Problem [38] bekannt. Zum Finden
der Pareto-Menge entstand eine Vielzahl von Verfahren. Ein trivialer Ansatz ergibt
sich dabei durch das Vergleichen jedes einzelnen Elementes mit jedem anderen Ele-
ment der Ausgangsmenge. Die Autoren in [38] pra¨sentierten mit dem Block-Nested-
Loop-Verfahren und einem Divide-and-Conquer -Ansatz zwei Verfahren, welche mit be-
schra¨nktem Speicherbedarf zurechtkommen. Beiden Verfahren liegt die Idee zugrunde,
Elemente innerhalb von Wertebereichsblo¨cken miteinander zu vergleichen. Werden in
einem Block Elemente durch andere dominiert, so mu¨ssen diese im Weiteren nicht
betrachtet werden und ko¨nnen aus dem Suchraum entfernt werden. Das Block-Nested-
Loop-Verfahren vergleicht dabei sequentiell alle Elemente der Ausgangsmenge (analog
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zum trivialen Ansatz). Beim Divide-and-Conquer-Verfahren wird die Ausgangsmen-
ge rekursiv in immer kleinere Teilmengen geteilt. Fu¨r diese werden getrennte Pareto-
Mengen bestimmt. Anschließend werden die resultierenden Pareto-Teilmengen so lange
miteinander verschmolzen, bis alle Teilmengen zur Pareto-Menge der Ausgangsmenge
vereint sind (siehe Abbildung 4.7(b)).
Weitere interessante Lo¨sungen sind der Nearest-Neighbor -Ansatz nach [132] und das
Branch-and-Bound -Skyline-Verfahren [171]. Die Besonderheit dieser Verfahren ist die
stufenweise Berechnung der Ergebnisse, so dass bereits nach kurzer Zeit erste Teile
der Skyline vorliegen. Im Kontext obiger Anfrageoptimierung bedeutet dies, dass der
Nutzer, insofern ihm die bereits gelieferten Ergebnisse ausreichend sind, bereits nach
kurzer Zeit entscheiden kann, welcher Plan materialisiert werden soll. Genu¨gt keines der
bisher gelieferten Ergebnisse seinen Anforderungen, so muss er u.U. auf das vollsta¨ndige
Ergebnis warten. Einen umfangreichen U¨berblick u¨ber Arbeiten im Bereich der Pareto-
Optimierung liefert [89].
4.2.3.3 Vom Pareto-Optimum zur gewichteten Summe
Die in den letzten beiden Abschnitten pra¨sentierten Verfahren weisen beide jeweils
Vor- und Nachteile auf. Lo¨sungen fu¨r das Problem der gewichteten Summe sind mit
relativ geringem Aufwand bestimmbar, die Definition der Gewichte erfordert aber Ex-
pertenwissen. Im Gegensatz dazu ist die Berechnung der Pareto-Menge mit erheblichen
Kosten verbunden, welche im Allgemeinen immer u¨ber denen fu¨r die Berechnung der
gewichteten Summe liegen. Da die Pareto-Menge allerdings alle Optima fu¨r das gestellte
Problem beinhaltet, kann der Nutzer anhand der Ergebnisse entscheiden, welche Lo¨sung
seinen Forderungen am besten genu¨gt. Eine Festlegung im Voraus ist nicht notwendig.
Dies ist einerseits wu¨nschenswert, birgt aber auch Nachteile:
• Der Nutzer muss bei jeder neuen Anfrage aus der ermittelten Pareto-Menge erneut
den von ihm pra¨ferierten Plan auswa¨hlen.
• Eine adaptive Reoptimierung laufender Anfragen (siehe Abschnitt 4.4) erfordert
u.a. eine erneute Bewertung durch den Nutzer. Erfolgt die Bewertung auf Basis
der Pareto-Menge, so ist bei jeder Adaption ein manueller Eingriff durch den
Nutzer erforderlich. Dies ist bei ha¨ufigen Adaptionen nicht erwu¨nscht.
Im Folgenden soll ein Ansatz beschrieben werden, welcher in einem ersten Schritt die
Pareto-Menge P u¨ber allen physischen Pla¨nen fu¨r eine Anfrage bestimmt. Aus dieser
wa¨hlt der Nutzer anschließend den von ihm pra¨ferierten und zu realisierenden Anfra-
geplan q¯U aus. Auf Basis der Pareto-Menge und der Nutzerentscheidung bestimmt das
System dann Gewichte, welche eine automatische Optimierung spa¨terer Anfragen bzw.
eine automatische Reoptimierung laufender Anfragen ermo¨glicht.
Im Folgenden soll sich o.B.d.A. auf die Minimierung der Optimierungskriterien als Op-
timierungsziel beschra¨nkt werden. Die U¨berfu¨hrung in ein Maximierungsproblem ist,
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Abbildung 4.8: Transformation von q¯U auf die konvexe Hu¨lle
wie bereits erwa¨hnt, mittels Negation auf einfache Weise mo¨glich. Im Weiteren soll ge-
zeigt werden, wie die entsprechenden Gewichte auf Basis der Pareto-Menge und der
Nutzerentscheidung q¯U bestimmt werden.
Fu¨r den vom Nutzer gewa¨hlten Anfrageplan q¯U muss gelten, dass die auf Basis der
Gewichte bestimmte Summe kleiner oder gleich der gewichteten Summe der anderen
Elemente der Pareto-Menge ist (es muss von dem verwendeten Optimierungsverfahren
eindeutig als Minimum identifiziert werden bzw. mindestens genauso gut sein wie alle
anderen Lo¨sungen). Fu¨r q¯U gilt also:
∀q¯i∈P\q¯U : λ1E(q¯U) + λ2C(q¯U) ≤ λ1E(q¯i) + λ2C(q¯i)
Nach einer entsprechenden Transformation unter Verwendung der Bedingung λ1 +λ2 =
1 mit λi ≥ 0 ergibt sich fu¨r E(q¯U)− C(q¯U)− E(q¯i) + C(q¯i) > 0
λ1 ≤ C(q¯i)− C(q¯U)
(E(q¯U)− E(q¯i)) + (C(q¯i)− C(q¯U))
bzw. fu¨r E(q¯U)− C(q¯U)− E(q¯i) + C(q¯i) < 0
λ1 ≥ C(q¯i)− C(q¯U)
(E(q¯U)− E(q¯i)) + (C(q¯i)− C(q¯U))
λ1 kann hierbei ein Intervall u¨berdecken. Jeder Wert aus diesem minimiert die Ziel-
funktionen wie gefordert. Im Weiteren wird fu¨r λ1 durch das System ein Wert aus dem
Intervall bestimmt. Basierend auf λ1 kann im Anschluß λ2 bestimmt werden. Da die
Elemente der Pareto-Menge die restlichen Elemente dominieren, ist es ausreichend, auf
Basis dieser die Gewichte zu bestimmen.
Prinzipiell handelt es sich bei der Pareto-Menge um eine nicht-konvexe Menge von Ele-
menten. Wa¨hlt der Nutzer als optimalen Anfrageplan q¯U ein Element, welches nicht auf
der konvexen Hu¨lle der Pareto-Menge liegt, so ko¨nnen aufgrund der Konvexkombination
keine Gewichte bestimmt werden, die bei einer Optimierung auf Basis der gewichteten
Summe q¯U bestimmen. Eine einfache Lo¨sung fu¨r dieses Problem ist die Transformation
des Nutzerwunsches auf Elemente der konvexen Hu¨lle. Hierzu wird fu¨r den vom Nutzer
bestimmten Plan q¯U der euklidische Abstand zu allen Pla¨nen q¯i der konvexen Hu¨lle
der Pareto-Menge bestimmt und der Plan mit dem geringsten Abstand zu q¯U fu¨r die
Berechnung der Gewichte herangezogen (siehe Abbildung 4.8).
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4.3 Statische Anfrageoptimierung
Nachdem im vorangegangen Abschnitt die Kostenbewertung von Operator-Graphen be-
schrieben wurde, soll in den folgenden Abschnitten die initiale Anfrageoptimierung in
AnduIN als Ganzes betrachtet werden. Diese entspricht dabei den in Abbildung 4.1(b)
grau hinterlegten Schritten: algebraische Optimierung, physische Optimierung und ab-
schließende Plan-Dekomposition.
Zumeist wird die logische Anfrageoptimierung als Transformation mittels einer Menge
von Rewriting-Regeln umgesetzt [91]. In Abschnitt 4.3.1 soll auf das Anfragerewriting
in AnduIN eingegangen werden. Anschließend wird in Abschnitt 4.3.2 auf die umge-
setzte Planenumeration als Teil der physischen Optimierung eingegangen. Schwerpunkt
sind hierbei die Integration komplexer Operatoren in den Optimierungsprozess und die
Verwendung Suchraum beschra¨nkender Heuristiken bei der Planenumeration.
4.3.1 Rewriting
Das rewriting beschreibt die Umformung von Anfragepla¨nen auf Grundlage von Regel-
mengen, welches an zwei Stellen innerhalb der Anfrageverarbeitung Verwendung findet.
Wa¨hrend der logischen bzw. algebraischen Optimierung wird der durch die Sichtexpan-
sion erzeugte Parse-Plan auf Basis einer Menge von A¨quivalenzregeln fu¨r relationale
Operatoren und verschiedener Heuristiken umgeformt. Ziel dieser logischen Transfor-
mation ist eine geeignete Vorauswahl fu¨r die anschließende physische Optimierung.
Die folgenden Heuristiken sind in ga¨ngigen DBMS-Optimierern als Standard implemen-
tiert und wurden in dieser Form im Anfrageoptimierer der zentralen Komponente von
AnduIN realisiert [204]:
• Selektionen und Projektionen werden so weit wie mo¨glich in Richtung Datenquel-
len verschoben. Das Verschieben dient der fru¨hzeitigen Reduktion der Datenmen-
ge.
• Sofern mo¨glich, werden Selektionen und kartesisches Produkt zu einem EquiJoin
verbunden. Die Gro¨ße der Ergebnismenge eines Verbundes liegt normalerweise
deutlich unter der des Produktes.
• Duplikate werden eliminiert.
Die anschließende Transformation des logischen Anfrageplanes in eine Menge a¨quivalen-
ter physischer Ausfu¨hrungspla¨ne kann ebenfalls als eine Form des Rewriting verstanden
werden. Die Regeln bilden dabei einen logischen Operator auf eine Menge von physi-
schen Operatoren ab. Im Weiteren werden zusa¨tzlich beno¨tigte Regeln, welche fu¨r die
Verarbeitung von Synopsen-Operatoren und das Sampling notwendig sind, genauer be-
schrieben.
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4.3.1.1 Komplexe Operatoren
Entha¨lt eine Anfrage die Definition eines oder mehrerer komplexe Verfahren, so wer-
den diese in entsprechende Synopsen-Operatoren ξ transformiert. Die Parameter des
Verfahrens werden dabei dem Operator als Parameter mitgegeben sowie die Attribute
u¨ber denen die Analyse erfolgen soll.
Aufgrund der attribut-u¨bergreifenden Analyse von Synopsen-Operatoren (alle Attri-
bute sind in die Analyse eingeschlossen) ko¨nnen Operatoren wie die Projektion und
die Selektion nicht u¨ber einen entsprechenden Synopsen-Operator hinweg in Richtung
Quellen verschoben werden. Dies ko¨nnte die Charakteristik der zu analysierenden Daten
vera¨ndern und somit die Ergebnismenge des Synopsen-Operators a¨ndern.
Im Folgenden sollen einige Beispiele die Transformation einer Anfrage mit komplexen
Operatoren verdeutlichen.
Beispiel 4.5 Es werden zwei Datenstro¨me SA,B und RX,Y angenommen. A,B bzw.
X, Y bezeichnen dabei die Attribute der jeweiligen Datenstro¨me. Das erste Beispiel zeigt
eine einfache Anfrage mit einer zusa¨tzlichen Projektion. Diese wird in nebenstehenden
Operator-Graphen u¨bersetzt:
SELECT A
FROM S [ synopsis (params) ]
...
⇒
. . .
ξS→synopsis(params)
piS.A
. . .
Im zweiten Beispiel wird die Analyse bei vorherigem Verbund zweier Datenstro¨me ge-
zeigt. Die Analyse bezieht sich dabei lediglich auf den Datenstrom s.
SELECT *
FROM S [ synopsis(params) ], R
WHERE S.A >= R.X
⇒
. . .
ξS→synopsis(params)
1S.A>=R.X
. . . . . .
Eine komplexe Analyse u¨ber zwei Datenstro¨me hinweg zeigt das na¨chste Beispiel.
SELECT *
FROM
(SELECT *
FROM S,R
WHERE S.A = R.X)
[ synopsis(param) ]
...
⇒
. . .
ξ(S,R)→synopsis(params)
1S.A=R.X
. . . . . .
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4.3.1.2 Projektion auf Sampling
Eine Besonderheit bei der Verarbeitung von Datenstro¨men mit dem Hintergrund der
WSNs stellt der Sampling-Operator fu¨r das Generieren von Daten auf den Sensorknoten
dar. Im Gegensatz zu
”
normalen“ Datenstromquellen, deren Schema zum Anfragezeit-
punkt fest steht (und dem System mit der Registrierung eines Stromes bekannt gegeben
wird), kann es beim Sampling von physischen Werten sinnvoll sein, das Schema wa¨hrend
der Anfrageoptimierung anzupassen.
Neben dem Versenden von Daten tra¨gt insbesondere die Datenerfassung auf den Sensor-
knoten mit einem hohen Energiebedarf zum Verbrauch bei. Es erscheint daher sinnvoll,
Daten, welche im weiteren Verlauf der Anfragen nicht beno¨tigt werden, durch eine Pro-
jektion von der Erfassung auszuschließen. Eine einfache Mo¨glichkeit, dies zu tun, ist
das Zusammenfu¨hren des Sampling-Operators ζ mit einer direkt folgenden Projektion
pi. Zu diesem Zweck wurde die Regel
piR⊆S(ζS)→ ζR
der Regelmenge hinzugefu¨gt. S bezeichnet dabei das vom Sampling-Operator erzeugte
Schema und {A1, . . . , Ak} = R ⊆ S die Menge an Attributen, die nach der Projektion
im Datenstrom verbleiben.
4.3.2 Planenumeration
Wa¨hrend der Enumerationsphase wird der logische (algebraisch) optimierte Anfra-
geplan in eine Menge a¨quivalenter physischer Ausfu¨hrungspla¨ne u¨bersetzt. Der ein-
fachste Ansatz hierbei ist die erscho¨pfende Ersetzung. Bei dieser werden alle mo¨g-
lichen (sinnvollen) Kombinationen von Operatoren (zum Beispiel Verbundreihenfol-
gen) und alle mo¨glichen physischen Implementierungen fu¨r einen Operator zu physi-
schen Ausfu¨hrungspla¨nen zusammengesetzt. Da die erscho¨pfende Ersetzung aufgrund
der Vielzahl von resultierenden physischen Pla¨nen mit einem hohen Kostenaufwand
verbunden ist, wurden im Kontext der DBMS verschiedene Heuristiken fu¨r die Plane-
numeration entwickelt. Prinzipiell lassen sich die U¨bersetzungsstrategien in zwei Klassen
einordnen:
• Top-Down-Strategien: Von der Wurzel beginnend werden zu den Datenquel-
len hin logische Operatoren durch ihre physischen Implementierungen ersetzt.
U¨blicherweise entha¨lt der logische Anfrageplan kommutative und assoziative
Gruppen, welche wa¨hrend der Enumerationsphase aufgelo¨st werden mu¨ssen. Das
Auflo¨sen dieser und die u.U. große Anzahl mo¨glicher physischer Implementierun-
gen fu¨r einen Operator ko¨nnen zu einer großen Menge an alternativen physischen
Pla¨nen fu¨hren.
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• Bottom-Up-Strategien: Die Transformation erfolgt von den Quellen beginnend.
Die aktuelle Wurzel des betrachteten Teilplanes wird durch die mo¨glichen physi-
schen Implementierungen ersetzt. U¨blicherweise werden wa¨hrend der Konstrukti-
onsphase gleich die Kosten fu¨r den Teilplan ermittelt. Unter der Annahme, dass
erzeugte Teilpla¨ne zu einem spa¨teren Zeitpunkt nicht besser werden, werden Pla¨ne
mit hohen Kosten sofort eliminiert.
Im Kontext von AnduIN bietet sich die Bottom-Up-Strategie an, da sich hier leicht
einfache Heuristiken zur Reduktion der Planmenge integrieren lassen. In der Literatur
finden sich verschiedene mehr oder weniger praxisnahe Lo¨sungen [204]:
• Heuristic Selection: Basierend auf Erfahrungswerten werden Regeln fu¨r das U¨ber-
setzen von logischen Pla¨nen aufgestellt. Die Regeln nehmen dabei sowohl auf die
Reihenfolge der U¨bersetzung als auch auf konkrete Implementierungen Bezug.
• Branch-and-Bound : Es wird ein beliebiger (guter) Plan bestimmt. Anschließend
werden Teilba¨ume des Planes auf Alternativen hin u¨berpru¨ft. Sind die Kosten
fu¨r den Teilbaum gro¨ßer als die fu¨r den aktuellen Plan, dann wird der Teilbaum
verworfen. Sind die Kosten geringer, dann wird der Teilbaum im aktuellen Plan
durch den so ermittelten Teilbaum ersetzt. Der Vorteil dieses Verfahrens liegt
in der sukzessiven Verbesserung des Planes. Die Enumeration kann so zu einem
beliebigen Zeitpunkt abgebrochen werden und der aktuell beste Plan wird als
Ergebnis zuru¨ckgeliefert.
• Hill Climbing : Der logische Plan wird auf Basis des heuristischen Ansatzes (Heu-
ristic Selection) u¨bersetzt. Anschließend werden mit dem Ziel der Verbesserung
kleine A¨nderungen an diesem Plan vorgenommen (Reihenfolge- oder Implemen-
tierungsa¨nderungen einzelner Operatoren).
• Dynamic Programming: Fu¨r jeden Teilausdruck (der Bottom-Up-Strategie) wird
lediglich die aus Kostensicht beste Alternative aufgehoben. Gruppierungen und
assoziative Gruppen werden erst zur Laufzeit auf Basis einer gesonderten Kosten-
analyse ausgewertet.
Da die Anfrageoptimierung auf der zentralen Instanz von AnduIN stattfindet, spielt
die Performance der Enumeration nur eine untergeordnete Rolle. Aus diesem Grund
wurde ein einfacher heuristischer Ansatz umgesetzt. Der logische Anfrageplan wird auf
Grundlage einer Regelmenge in eine Menge von physischen Anfragepla¨nen u¨bersetzt.
Nach der Enumerationsphase werden die physischen Pla¨ne auf Basis des in Abschnitt 4.2
beschriebenen Kostenmodells bewertet.
Im Folgenden soll ein alternativer Ansatz beschrieben werden, welcher physische Pla¨ne
wa¨hrend der Konstruktionsphase bewertet und Mengen von nicht effizienten alternati-
ven Pla¨nen bereits vor der vollsta¨ndigen Erzeugung verwirft (a¨hnlich dem Branch-and-
Bound-Ansatz).
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4.3.2.1 Iterative multi-kriterielle Planenumertion
Handelt es sich beim Optimierungsziel um ein eindimensionales Problem, dann ist es
oftmals ausreichend, einen einfachen Greedy-Ansatz zu verfolgen. Hierbei wird wa¨hrend
jedes Iterationsschritts der Konstruktionsphase der Operator gewa¨hlt, welcher die vor-
aussichtlichen Kosten minimiert. Im vorliegenden Fall der multi-kriteriellen Optimie-
rung ist das sukzessive Verwerfen von Pla¨nen wa¨hrend der Bottom-Up-Strategie jedoch
nicht mo¨glich. So kann es zum Beispiel vorkommen, dass bereits mehrere Operato-
ren des physischen Anfrageplanes integriert wurden, aber bisher lediglich Kosten fu¨r
eine Dimension existieren (die Kosten der anderen Dimensionen sind wa¨hrenddessen
noch undefiniert). Im Beispiel der vorliegenden Arbeit bedeutet dies konkret, dass die
Energiekosten fu¨r den INQP-Teil bereits feststehen ko¨nnen und daher mit denen an-
derer a¨quivalenter Pla¨ne verglichen werden ko¨nnen, aber noch keine Aussage u¨ber die
voraussichtlichen Ausfu¨hrungskosten auf der DSMS-Komponente mo¨glich sind. Dar-
aus lassen sich zwei Probleme ableiten: (i) Die bisher nicht beru¨cksichtigten Dimen-
sionen wu¨rden immer mit Kosten von 0 in die Bewertung eingehen und (ii) im Falle
eines zweidimensionalen Optimierungsproblems wie dem betrachteten wu¨rde das Pro-
blem somit auf ein eindimensionales Problem reduziert werden. Im Fall der Energie-
vs. Ausfu¨hrungskosten-Minimierung wu¨rde somit immer der Plan mit dem geringsten
Energieverbrauch alle anderen dominieren. Da die Anwendung des Greedy-Verfahrens
auf das multi-kriterielle Optimierungsproblem nicht mo¨glich ist, soll im Folgenden ein
alternativer Ansatz beschrieben werden.
In einem ersten Schritt wird ein beliebiger physischer Plan vollsta¨ndig aus dem logischen
Plan abgeleitet (deep-first approach) und der Pareto-Menge hinzugefu¨gt. Anschließend
werden zufa¨llig alternative physische Pla¨ne entwickelt und mit den Pla¨nen der aktuel-
len Pareto-Menge auf Dominanz hin verglichen. Wird ein so erzeugter Plan nicht durch
Pla¨ne der Pareto-Menge dominiert, so wird er dieser hinzugefu¨gt. Die Bewertung des
Planes und der Vergleich mit der Pareto-Menge erfolgt wa¨hrend der Konstruktion des
Planes nach dem Hinzufu¨gen jedes einzelnen Operators. Verursacht ein so erzeugter
Teilplan in allen Dimensionen gro¨ßere Kosten als die Pla¨ne, welche zu diesem Zeit-
punkt Teil der Pareto-Menge sind, so kann dieser Plan nicht mehr Teil der Pareto-Front
werden. Des Weiteren ko¨nnen alle Pla¨ne, die sich aus diesem Plan durch Hinzufu¨gen
weiterer physischer Operatoren ableiten lassen, aus der Menge der zu pru¨fenden Anfra-
gepla¨ne entfernt werden. Da ein weiteres Hinzufu¨gen von Operatoren die Kosten nur
noch weiter erho¨hen kann, ist deren Beru¨cksichtigung nicht mehr notwendig.
4.3.2.2 Suchraumbeschra¨nkende Heuristiken
Eines der gro¨ßten Probleme bei der Planenumeration ist die Gro¨ße des aufgespann-
ten Suchraumes. Im Weiteren werden in AnduIN umgesetzte Heuristiken vorgestellt,
welche die Menge der zu erzeugenden physischen Pla¨ne bereits wa¨hrend der Konstruk-
tionsphase verringern ko¨nnen:
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INQP-DSMS-U¨bergang Teilergebnisse, welche einmal an die Basisstation gesen-
det wurden, werden nicht erneut in das WSN eingebracht (eine Ausnahme bildet die
Feedback-Schleife bei entsprechenden komplexen Operatoren). Ein logischer Plan q wird
von der Wurzel beginnend in Post-Order Reihenfolge-u¨bersetzt, d.h. fu¨r jeden logischen
Operator opi werden alle mo¨glichen physischen Operatoren o¯p
k
i ∈ O¯i eingesetzt. Fu¨r
das U¨bersetzen von Operatoren gilt die folgende Einschra¨nkung:
Wird ein logischer Operator opi in einen physischen Operator o¯pi ∈ O¯Li u¨bersetzt, so
kann die Realisierung des Eltern-Operators opj von opi ebenfalls nur aus der Menge der
auf der zentralen Instanz verarbeiteten Operatoren gewa¨hlt werden, d.h.
opj = predq(opi) ∧ o¯pi ∈ O¯Li ⇒ o¯pj ∈ O¯Lj .
Falls noch nicht geschehen, so wird an der Stelle des U¨bergangs zwischen INQP und
DSMS ein Verbindungsmanager eingefu¨gt. Mit der oben beschriebenen Einschra¨nkung
gibt es pro Pfad (von einem Wurzelknoten zur Senke) maximal einen Verbindungsma-
nager. Der Verbindungsmanager wird durch die zwei physischen Operatoren connN↑
(In-Network-Senke) und connL↓ (Quelle auf der zentralen Instanz) repra¨sentiert. Bei
komponenten-u¨bergreifenden komplexen Operatoren kann auf einen extra Verbindungs-
manager verzichtet werden, da diese Klasse von Operatoren bereits implizit entsprechen-
de Komponenten aufweist.
Speicherbeschra¨nkungen Aufgrund der Hardwarebeschra¨nkungen der Sensorkno-
ten ko¨nnen beliebige Pla¨ne bzw. Teilpla¨ne nicht immer im WSN ausgefu¨hrt wer-
den. So stellt beispielsweise der verfu¨gbare Speicherplatz auf den Sensoren einen be-
schra¨nkenden Parameter dar. Die fu¨r die Evaluierung in Abschnitt 6.2 benutzten Sen-
soren verfu¨gen zum Beispiel u¨ber 512KByte Flashspeicher und 98KByte RAM. Im Fol-
genden wird davon ausgegangen, dass alle Knoten das gleiche Softwareimage erhalten
und dass alle Sensoren u¨ber die gleiche Ausstattung an Speicher verfu¨gen.
Der Speicherbedarf der Laufzeitumgebung setzt sich wie folgt zusammen:
memimg ≤ memimg(os) +
∑
q¯N∈EXE
∑
o¯p∈q¯N
memimg(o¯p)

Zusa¨tzlich zum Speicherbedarf des Sensorknoten-Betriebssystems memimg(os) belegt
jeder Operator der Laufzeitumgebung eine konstante Menge an Speicher memimg(o¯p).
Die Menge EXE umfasst alle sich gegenwa¨rtig in der Laufzeitumgebung befindenden
Anfragen. Sowohl der Speicherbedarf fu¨r den Betriebssystemkern als auch fu¨r die ein-
zelnen Operatoren ist unabha¨ngig von Laufzeitparametern und kann durch einmaliges
Messen bestimmt werden.
Eine Auslagerung von Teilen der Anfrage ist nur mo¨glich, sofern der vorhandene Spei-
cher eines einzelnen Sensorknotens nicht u¨berschritten wird. AnduIN -Module, welche
immer vorhanden sein mu¨ssen, ko¨nnen an dieser Stelle als Teil des sta¨ndig belegten
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Speichers memimg(os) angesehen werden und mu¨ssen damit bei der Abscha¨tzung nicht
extra betrachtet werden.
Obige Abscha¨tzung liefert lediglich eine obere Grenze fu¨r den tatsa¨chlichen Speicherver-
brauch. Im Allgemeinen nehmen Compiler eine Vielzahl an Optimierungen vor, welche
u.a. den Speicherverbrauch betreffen.
Auch der Speicherbedarf fu¨r Daten im RAM ist beschra¨nkt und muss bei der Plan-
enumeration beru¨cksichtigt werden. Die Abscha¨tzung ist a¨hnlich der Flash-Speicherab-
scha¨tzung:
memRAM(q¯) ≤ memRAM(os) +
∑
q¯N∈EXE
∑
o¯p∈q¯N
memRAM(o¯p)
 (4.4)
Der Speicher fu¨r Betriebssystem und statische Laufzeitkomponenten memRAM(os) wird
wiederum als fest angenommen. Im Gegensatz zum Flash-Speicherbedarf ist der RAM-
Speicherbedarf der einzelnen Operatoren memRAM(o¯p) zur Laufzeit nicht konstant.
In Abha¨ngigkeit des verwendeten Verfahrens ko¨nnen wenige Byte bis zu mehreren
KByte fu¨r notwenige Synopsen anfallen. Fu¨r einfache Filter und die Projektion ist
die Speicherermittlung wieder nahezu trivial. Bei fensterbasierten Operatoren mu¨ssen
der fu¨r den Operator beno¨tigte (weitestgehend konstante) Speicher und zusa¨tzlich der
fu¨r die zwischenzuspeichernden Datensa¨tze notwendige Speicher ermittelt werden. Da
die Fenstergro¨ße u¨ber die Spezifikation in der Anfragebeschreibung zum Zeitpunkt der
Anfrageoptimierung bekannt ist, kann der dafu¨r beno¨tigte Speicher einfach berech-
net werden (eine entsprechende Abscha¨tzung fu¨r fensterbasierte Operatoren findet sich
in [43]). Bei Operatoren mit komplexen Synopsen mu¨ssen zusa¨tzliche Kosten-Modelle
entwickelt werden. Da es sich bei allen eingesetzten Algorithmen um Verfahren fu¨r
Datenstro¨me handelt, sind diese in ihrem beno¨tigten Speicherbedarf immer nach oben
beschra¨nkt (Definition fu¨r datenstromgeeignete Verfahren [78]), so dass sich entspre-
chende Speicher-Obergrenzen identifizieren lassen.
Alle gleichzeitig ausgefu¨hrten Anfragen sind Teil der gleichen Laufzeitumgebung (inso-
fern sie u¨ber mindestens eine In-Network-Quelle verfu¨gen). Die verschiedenen Anfragen
teilen sich somit den zur Verfu¨gung stehenden Speicher (sowohl Programm- als auch
Datenspeicher). Das Problem der bestmo¨glichen Speicherauslastung steht dabei in Kon-
kurrenz zu den sonstigen Optimierungszielen. Prinzipiell lassen sich fu¨r eine optimale
Speicherauslastung zwei grundlegende Lo¨sungssa¨tze finden:
• sequentielles Fu¨llen mit Operatoren: Solange noch freier Speicher in der Laufzeit-
umgebung zur Verfu¨gung steht, werden Operatoren einer neuen Anfrage in diesen
Speicher integriert. Pla¨ne, deren Speicherbedarf, sowohl Flash als auch RAM, u¨ber
den noch vorhandenen Speicherplatz hinausgeht, mu¨ssen bei der Planenumeration
nicht weiter betrachtet werden.
• anfrageu¨bergreifende Speicherbetrachtung : Wird eine neue Anfrage hinzugefu¨gt,
dann werden alle gegenwa¨rtig laufenden Anfragen erneut gepru¨ft und zwar sowohl
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hinsichtlich des Gesamtspeicherbedarfs als auch bezu¨glich der Optimierungziele.
Hierfu¨r ist eine erneute vollsta¨ndige Planenumeration fu¨r alle laufenden Anfragen
notwendig, was zu einem deutlich ho¨heren Aufwand gegenu¨ber dem ersten Ansatz
fu¨hrt.
Der Ansatz des sequentiellen Fu¨llens ist mit einem deutlich geringeren Entwicklungsauf-
wand verbunden. Da lediglich neue Anfragen auf ihr Optimum hin untersucht werden
mu¨ssen, ist auch der Aufwand fu¨r die eigentliche Optimierung gegenu¨ber dem zweiten
Lo¨sungsansatz deutlich geringer. Demgegenu¨ber wird die Laufzeitumgebung bei der
anfrageu¨bergreifenden Speicherbetrachtung optimal genutzt.
4.4 Adaptive Anfrageoptimierung
Schwerpunkt des im Rahmen der Arbeit entwickelten Systems ist die Verarbeitung von
Langzeit-Anfragen. Neben der im letzten Abschnitt beschriebenen einmaligen initialen
Anfrageoptimierung ergeben sich im Zusammenhang mit kontinuierlichen Anfragen die
folgenden Probleme:
• Zum Zeitpunkt der initialen Optimierung der Anfragen sind oftmals keine oder
nur unzureichende Statistiken u¨ber die verwendeten Datenstro¨me bekannt. Dies
kann zu einer ungenu¨genden oder fehlerhaften Optimierung von Anfragen fu¨hren.
• Das Verhalten der Datenstro¨me (zum Beispiel die Verteilung der Daten und deren
Ankunftsrate) kann sich wa¨hrend der Ausfu¨hrungsphase a¨ndern.
• Die vom zugrundeliegenden (Betriebs-) System zur Verfu¨gung gestellten Ressour-
cen ko¨nnen sich zur Laufzeit a¨ndern. Mo¨gliche Ursachen hierfu¨r ko¨nnen zum Bei-
spiel parallel bearbeitete Anfragen sein oder eine Auslastung, welche unabha¨ngig
vom System auftritt (zum Beispiel durch externe Dienstprogramme).
Die sich stetig vera¨ndernden Laufzeitparameter machen eine Reoptimierung (Adaption)
laufender Anfragen notwendig. Ohne diese kann es zu signifikanten Verschlechterungen
der optimierten Eigenschaften kommen.
Fu¨r die Reoptimierung sind im Wesentlichen zwei Komponenten notwendig: (i) eine
Menge von Monitoren, die laufende Operatoren hinsichtlich bestimmter Charakteristi-
ken u¨berwacht und (ii) eine Komponente, welche die Reoptimierung ansto¨ßt und den
Planaustausch vornimmt (siehe Abbildung 4.1(b)).
Im Kontext des hier vorgestellten Systems ergeben sich zwei Einsatzgebiete fu¨r die
Reoptimierung von Anfragen: lokale Reoptimierung des DSMS-Teils der Anfrage und
eine globale Reoptimierung der Gesamtanfrage. Fu¨r die Reoptimierung der lokal (von
der DSMS-Komponente) ausgefu¨hrten Anfrageteile existiert in der Literatur bereits
eine Vielzahl von verschiedenen Verfahren. Abschnitt 4.4.1 gibt einen kurzen U¨berblick
u¨ber diese.
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Anders verha¨lt sich dies bei der globalen Reoptimierung der Gesamtanfrage, welche so-
wohl den DSMS- als auch den INQP-Teil betrifft. Hierbei ergeben sich im Zusammen-
hang mit der vorgestellten Idee der Anfrage-basierten Laufzeitumgebung zwei grundle-
gende Probleme: (i) A¨nderungen mu¨ssen (energie-)kostenintensiv im WSN propagiert
werden und (ii) die Laufzeitumgebung umfasst nur den zum Zeitpunkt der initialen
Optimierung erstellten Plan. In Abschnitt 4.4.2 sollen verschiedene Mo¨glichkeiten zur
Aktualisierung des INQP-Teils von AnduIN betrachtet werden. Anschließend werden
in Abschnitt 4.4.3 die fu¨r die Aktualisierung notwendigen Kosten auf Grundlage des
verwendeten Anfragemodells betrachtet.
4.4.1 Verwandte Arbeiten
Bei der adaptiven Anfrageoptimierung versucht man auf sich a¨ndernde Statistiken zu
reagieren und Anfragen zur Laufzeit an die neuen Gegebenheiten anzupassen. Zu die-
sem Zweck werden Anfragen kontinuierlich wa¨hrend ihrer Ausfu¨hrung u¨berpru¨ft und
notwendige Adaptionen vorgenommen. Aufgrund der prinzipiellen Unabha¨ngigkeit von
initialen Statistiken wird die adaptive Anfrageoptimierung oftmals auch zum autono-
mic computing hinzu geza¨hlt. In den letzten Jahren entstand hierzu eine Vielzahl neuer
Ansa¨tze sowohl im Rahmen von DBMS als auch DSMS. Die Reoptimierung einer An-
frage zur Laufzeit gliedert sich im Wesentlichen in drei Schritte [65, 113]:
1. Auswahl des Zeitpunktes, zu dem optimiert werden soll,
2. Suche nach dem neuen besten Ausfu¨hrungsplan, welcher den gegenwa¨rtigen Aus-
fu¨hrungsplan ersetzen soll und
3. Austausch des aktuellen Planes durch den neuen Plan.
Jede dieser drei Phasen ist mit zusa¨tzlichen Kosten fu¨r das ausfu¨hrende System verbun-
den. Das Bestimmen der besten Austauschzeitpunkte ist daher eine der wesentlichen
Herausforderungen bei der Reoptimierung.
Eine der ersten Arbeiten, die sich mit dem Thema der adaptiven Optimierung von An-
fragen bescha¨ftigte, war [120]. Die Autoren betrachteten dabei komplexe Anfragen in
DBMS, wobei sie aber bereits die wesentlichen Herausforderungen fu¨r die Adaption von
Anfragen in DSMS formulierten: die Verteilung der zur Verfu¨gung stehenden Ressour-
cen und die Reorganisation der Anfrage. Der pra¨sentierte Ansatz basiert auf der Idee,
Alternativpla¨ne zu entwickeln, welche im Fall einer Kostenreduktion gegen den laufen-
den Anfrageplan ausgetauscht werden. Die Autoren betrachten dabei im Rahmen der
Optimierung auch bereits anfallende Kosten, welche u.a. durch die Materialisierung von
Zwischenergebnissen anfallen. Ein a¨hnliches Problem wurde in [60] betrachtet. Schwer-
punkt hierbei war die autonome Adaption des von den Operatoren belegten Speichers
zur Laufzeit. Die Analyse erfolgte dabei auf Basis eines relationalen DBMS.
Mit dem Aufkommen der Datenstromverarbeitung mussten zusa¨tzlich zur Systemaus-
lastung auch Eigenschaften wie zum Beispiel sich a¨ndernde Datencharakteristika bei der
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Reoptimierung beru¨cksichtigt werden. In Verbindung mit STREAM wurden bereits ers-
te Verfahren zur adaptiven Optimierung pra¨sentiert. In [25] stellen Babu et al. verschie-
dene Greedy-Verfahren vor, bei denen die Anpassung der Reihenfolge einfacher Filter-
und Verbundoperatoren im Mittelpunkt steht. Der pra¨sentierte A-Greedy-Optimierer
besteht dabei im Wesentlichen aus zwei Komponenten: einem Profiler und dem eigentli-
chen Reoptimierer. Der Profiler ist fu¨r das Sammeln und Verwalten von Statistiken u¨ber
den einzelnen Datenstro¨men verantwortlich. Der Reoptimierer entscheidet anschließend
anhand dieser (basierend auf einer Invariante), ob die ausgefu¨hrten Anfragen angepasst
werden mu¨ssen.
Bei dem von der Universita¨t Berkeley entwickelten TelegraphCQ wurde bereits bei
der Konzeption des Systems auf das Problem der kontinuierlichen Anfrageverarbei-
tung eingegangen. Die Verwendung von Eddies und SteMs (State Module) erlaubt den
vollsta¨ndigen Verzicht auf eine Pre-Optimierung [19]. Die Entscheidung daru¨ber, welche
physische Implementierung eines Operators verwendet wird, geschieht durch die SteMs
zur Laufzeit. In [177] stellen Raman et al. eine Technik vor, bei welcher der Anwender
Teilergebnisse sieht und anschließend Tupel manuell priorisieren kann und somit das
Routing der Eddies beeinflusst. Der Eddie-Ansatz hat allerdings auch zwei wesentli-
che Nachteile: (i) Die modulare Verarbeitung erzeugt einen nicht zu vernachla¨ssigenden
Overhead und (ii) die Optimierung findet stets im Hinblick auf nur einen Operator
statt. Anfragen als Ganzes werden nicht optimiert.
Einen anderen Ansatz verfolgen die Autoren in [22]. Ziel dieses Verfahrens ist die Ver-
teilung der zur Verfu¨gung stehenden Ressourcen in Abha¨ngigkeit von der momentanen
Auslastung. Kommt es zum Beispiel an der Input-Queue eines Operators zu Warte-
schlangen, so bekommt dieser Operator zur Bearbeitung mehr Rechenzeit zugewiesen.
Auf diese Weise kann der Operator die eingehenden Tupel schneller verarbeiten und
die Blockierung an diesem Operator wird beseitigt. Neben der Auslastung durch die
Anfrageverarbeitung ist auch der Speicherverbrauch fu¨r auszufu¨hrende Anfragen von
Interesse. Eines der wesentlichen Konzepte der Datenstrom-Verarbeitung ist die In-
Time-Verarbeitung. Daten ko¨nnen also nicht auf Externspeicher ausgelagert werden.
Parallele Anfragen mu¨ssen sich somit die zur Verfu¨gung stehenden Ressourcen teilen.
Einen entsprechenden Ansatz zur Optimierung der Speicherauslastung pra¨sentieren die
Autoren in [20]. Der vorgestellte Chain-Scheduling-Ansatz konzentriert sich dabei wie-
derum auf die Reorganisation von Anfragen u¨ber den einfachen Operatoren Filter,
Projektion und Verbund.
Ein weiterer interessanter Ansatz zur Anfrageadaption wurde in [43] beschrieben. Die
Eigenschaften der ausgefu¨hrten Operatoren, zum Beispiel Fenstergro¨ßen und Zeitgranu-
larita¨t, werden dabei in Abha¨ngigkeit der zur Verfu¨gung stehenden Ressourcen gezielt
angepasst. Der Ausfu¨hrungsplan selbst wird nicht vera¨ndert. Zum Zweck der Optimie-
rung definiert der Nutzer Grenzwerte, welche dem System die kontinuierliche Anpassung
mit dem Ziel einer gleichzeitig maximalen Anfragegu¨te ermo¨glichen.
Bereits dieser U¨berblick zeigt die vielfa¨ltigen Mo¨glichkeiten, welche sich fu¨r die Re-
optimierung von Anfragen in einem datenstrom-verarbeitenden System ergeben. Ent-
sprechend umfangreich sind auch die Lo¨sungsansa¨tze, welche in den letzten Jahren
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Abbildung 4.9: Integration von Alternativpla¨nen in die INQP-Laufzeitumgebung:
(a) einfacher Plan, (b) alternative Pla¨ne, (c) alternative Operatoren
pra¨sentiert wurden. Einen sehr guten U¨berblick u¨ber Arbeiten in diesem Bereich liefern
die Arbeiten [24,66].
Aufgrund der großen Anzahl an Vorarbeiten soll im Weiteren lediglich auf einige spezi-
elle Probleme im Zusammenhang mit der Reoptimierung von Anfragen in AnduIN und
deren Lo¨sung eingegangen werden.
4.4.2 Reoptimierung des INQP-Teils
Eine der zentralen Komponenten von AnduIN ist die INQP-Laufzeitumgebung. Wie
in Abschnitt 3.2.2 beschrieben, besteht diese im Wesentlichen aus dem Sensorknoten-
Betriebssystem, dem INQP-Koordinator, den eigentlichen Anfragen und mo¨glicherweise
beno¨tigten funktionalen Modulen. Erst dieser Ansatz ermo¨glicht den Einsatz nahezu
beliebiger Operatoren im WSN. Mit diesem Ansatz ergeben sich allerdings auch Pro-
bleme. Insbesondere die Reoptimierung der Laufzeitumgebung kann mit einem großen
Kostenaufwand verbunden sein.
In diesem Abschnitt sollen zwei Ansa¨tze vorgestellt werden, welche in einem begrenzten
Rahmen Anpassungen am INQP von AnduIN ermo¨glichen, ohne die Laufzeitumgebung
auszutauschen. Ist dies nicht mo¨glich, muss eine Aktualisierung der Laufzeitumgebung
(zum Beispiel durch OTA-Programmierung) vorgenommen werden.
Im Weiteren wird davon ausgegangen, dass der von den Sensorknoten zur Verfu¨gung
gestellte Speicher fu¨r Anwendungen gro¨ßer ist als der gegenwa¨rtig fu¨r die Laufzeitumge-
bung beno¨tigte. Es ko¨nnen somit weitere alternative Ausfu¨hrungspla¨ne bzw. alternative
Operatoren in das Sensorknotenimage integriert werden. Zwischen diesen kann die zen-
trale Instanz je nach Bedarf wechseln und so Anpassungen am INQP-Teil einer Anfrage
vornehmen ohne ein vollsta¨ndiges Update zu initialisieren.
Fu¨r die Integration zusa¨tzlicher Anfrageobjekte ergeben sich prinzipiell zwei Ansa¨tze:
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• alternative Pla¨ne: Es werden zum Zeitpunkt der initialen Optimierung zusa¨tzlich
zum optimalen Ausfu¨hrungsplan weitere komplette Ausfu¨hrungspla¨ne in die Lauf-
zeitumgebung integriert (auch wenn sich diese lediglich durch die Implementie-
rung eines Operators unterscheiden). Unter der Annahme, dass jeder Alterna-
tivplan ebenso viel Speicher belegt wie der Originalplan, fu¨hrt dieser Ansatz zu
einer entsprechenden Vervielfachung des Speicherbedarfs pro Anfrage, was wieder-
um die Menge der Alternativen pro Anfrage einschra¨nkt. Andererseits gestaltet
sich der Wechsel auf einen Alternativplan denkbar einfach. Der Optimierer muss
den Sensorknoten lediglich mitteilen, auf welchen Plan gewechselt werden soll.
Tupel, die sich gegenwa¨rtig noch im alten Plan befinden, laufen diesen bis zum
Ende durch. Neue Tupel werden durch den neuen Plan geroutet. Befinden sich
Synopsen-Operatoren im Ausfu¨hrungsplan, dann mu¨ssen beide Pla¨ne zeitweise
parallel ausgefu¨hrt werden. Weist der neue Plan den gleichen Zustand auf wie der
alte Plan, dann kann die Ausfu¨hrung des alten Planes beendet werden.
• alternative Operatoren: Wenn mo¨glich, werden fu¨r einen Operator alternative Im-
plementierungen in die INQP-Laufzeitumgebung integriert. Im Gegensatz zum
Hinzufu¨gen alternativer Pla¨ne ist diese Lo¨sung weniger speicherintensiv, da ledig-
lich einzelne Operatoren in verschiedenen Implementierungen vorhanden sind. Al-
lerdings ist der Wechsel auf einen Alternativplan aufwendiger. Fu¨r die A¨nderung
eines Planes beno¨tigt jeder Sensorknoten Informationen daru¨ber, welche Opera-
toren ausgetauscht werden sollen und welche Implementierungen diese ersetzen.
Dies setzt entsprechende Nachrichten vom Optimierer an die Knoten im WSN
voraus. Zudem muss zwischen zwei Knoten im Plan jeweils ein einfacher Koor-
dinator eingefu¨gt werden, welcher das Routing zwischen den einzelnen Operato-
ren u¨bernimmt. Die Integration der Koordinatoren wiederum ist mit zusa¨tzlichen
Speicher- und Energiekosten verbunden.
Abbildung 4.9 zeigt die drei INQP-Fa¨lle: ohne zusa¨tzliche Anfrageobjekte (a), mit Al-
ternativpla¨nen (b) und alternativen Operatoren (c).
Prinzipiell ist auch noch eine dritte Variante, die Kombination aus beiden Strategien,
mo¨glich. Hierbei werden alternative Teilpla¨ne in die Laufzeitumgebung integriert. Das
Verfahren vereint dabei im Wesentlichen die Vorteile der beiden anderen Strategien.
Allerdings ist das Problem des Auffindens alternativer Teilpla¨ne entsprechend komplex.
Es mu¨ssen alle Alternativen vom einelementigen Austausch bis zum Austausch des
vollsta¨ndigen Planes untersucht werden.
Die Entscheidung, welche Alternativen in die Laufzeitumgebung integriert werden, muss
vom Optimierer zum Zeitpunkt der Anfrageinitialisierung gefa¨llt werden. Die Laufzeit-
umgebung wird dabei so lange mit Anfragen aufgefu¨llt, bis die Speicher-Ressourcen
erscho¨pft sind. Alternative Pla¨ne bzw. alternative Operatoren sollten allerdings nur
dann integriert werden, wenn sie bei einem Planwechsel auch eine entsprechende Kos-
tenverbesserung versprechen.
Die gegenwa¨rtige Implementierung von AnduIN beschra¨nkt sich auf die Integration des
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initial bestimmten Anfrageplanes und sieht keine Speicherung alternativer Anfrageob-
jekte vor.
4.4.3 Aktualisierung des INQP-Teils
Ist eine Reoptimierung laufender Anfragen des INQP-Teils nicht auf Basis von be-
reits integrierten alternativen Anfragepla¨nen mo¨glich, dann ist eine Aktualisierung der
Laufzeitumgebung auf den Sensorknoten notwendig. Die Kosten bei dieser Aktualisie-
rung werden durch zwei wesentliche Faktoren bestimmt: (i) die Menge der zu senden-
den Daten und (ii) die Netzwerkgro¨ße, welche die Anzahl der beno¨tigten Nachrichten
fu¨r eine vollsta¨ndige Verteilung festlegt. Die Menge der zu sendenden Daten memimg
la¨sst sich nach Formel 4.4 bestimmen. Das Propagieren dieser Daten via OTA erfolgt
u¨blicherweise auf Basis von Broadcast-Nachrichten. In einem Netzwerk der Ho¨he h mit
einer mittleren Anzahl von f Kindknoten pro Sensorknoten ergeben sich somit fu¨r das
Versenden und Einspielen auf den Sensorknoten Energiekosten in Ho¨he von
Eup(memimg) = (2 · Epublish(memimg) + Eimport(memimg)) ·
h−1∑
i=1
f i
wobei Epublish(memimg) die Kosten fu¨r das Senden bzw. Empfangen und
Eimport(memimg) die Kosten fu¨r das Einspielen der Laufzeitumgebung auf den Sen-
soren bezeichnet. Da die Laufzeitumgebung im Allgemeinen nicht mit einer Nachricht
versendet werden kann, muss das Update in eine entsprechend hohe Anzahl einzelner
Nachrichten zerlegt werden.
Sind die Kosten fu¨r das Aktualisieren der Laufzeitumgebung bekannt, so la¨sst sich
ermitteln, ob und inwieweit das Einspielen einer gegebenen alternativen Laufzeitum-
gebung zu einer Laufzeitverla¨ngerung des WSN fu¨hrt. In einem ersten Schritt muss
hierzu die verbleibende Lebenszeit ∆tremain des WSN bestimmt werden. Zu diesem
Zweck mu¨ssen die im WSN verbliebenen Energiereserven (zum Beispiel durch Auslesen
der Batteriekapazita¨ten) bestimmt werden. Da davon ausgegangen wird, dass die ein-
zelnen Sensorknoten eine a¨hnliche Belastung erfahren, ist das Auslesen eines einzelnen
Sensorknotens ausreichend. Anschließend kann unter Betrachtung des voraussichtlichen
Energiebedarfs der gegenwa¨rtig ausgefu¨hrten Konfiguration EXEold bestimmt werden,
wie hoch die verbleibende Lebenszeit ist.
Eine Aktualisierung der auf den Sensorknoten ausgefu¨hrten Laufzeitumgebung ist genau
dann sinnvoll, wenn∑
q¯∈EXEold
E(q¯,∆tremain) >
∑
q¯∈EXEnew
E(q¯,∆tremain) + Eupdate(memimg)
EXEnew bezeichnet dabei die neue Laufzeitumgebung. Sowohl die verbleibende Energie
als auch die notwendige Energie fu¨r die Ausfu¨hrung der neuen Laufzeitumgebung kann
nach Formel 4.2 bestimmt werden.
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Es handelt sich hierbei um eine einfache Approximation, welche voraussetzt, dass alle
Knoten im WSN der gleichen energetischen Belastung unterliegen. Dass diese Annahme
nicht unrealistisch ist, zeigt sich am Beispiel der Entwicklung von effizienten Routing-
protokollen. In [111] wird zum Beispiel eine Routingstrategie beschrieben, welche den
verwendeten Routingpfad in Abha¨ngigkeit der Auslastung kontinuierlich anpasst. Der
in [170] beschriebene Ansatz adaptiert die Ausfu¨hrungslokation von Berechnungen in
Abha¨ngigkeit der verbleibenden Kapazita¨ten auf den Sensorknoten.
Fu¨r das Problem einer effizienten Aktualisierung der Sensorknotensoftware existieren
in der Literatur zahlreiche Ansa¨tze [69, 118, 155, 217]. Diese betrachten sowohl den ef-
fizienten Transfer von Updates im WSN als auch Techniken, um A¨nderungen auf den
Sensorknoten sto¨rungsfrei einzuspielen. Je nach Granularita¨t der von der Plattform
unterstu¨tzten austauschbaren Softwaremodule mu¨ssen die oben betrachteten Kosten-
formeln angepasst werden. So ist zum Beispiel eine Aktualisierung der Betriebssystem-
komponente und der funktionalen Module nicht in jedem Fall erforderlich.
4.5 Multi-Sampling-Optimierung
Im Hinblick auf die stark beschra¨nkten Ressourcen auf den Sensorknoten ist ei-
ne Wiederverwendung von Operatoren oder Teilanfragen auf der INQP-Komponente
von besonderem Interesse. Im nachstehenden Abschnitt werden daher Mo¨glichkeiten
pra¨sentiert, die Datenerzeugung auf den Sensorknoten u¨ber mehrere Anfragen hinweg
zu optimieren. Prinzipiell kann dieses Problem als Teil einer Multi-Query-Optimierung
angesehen werden. Daher wird zuna¨chst in Abschnitt 4.5.1 ein U¨berblick u¨ber Techni-
ken in diesem Bereich gegeben. Anschließend folgt in Abschnitt 4.5.2 eine Beschreibung
von zwei Ansa¨tzen zur anfrageu¨bergreifenden Datenerfassung auf den Sensorknoten.
4.5.1 Multi-Query-Optimierung
Ziel der Multi-Query-Optimierung (MQO) ist das Ermitteln des optimalen (globalen)
Anfrageplanes, welcher u¨ber allen gegenwa¨rtig vom System ausgefu¨hrten Anfragen de-
finiert ist. Das Problem der MQO wurde im Kontext lang laufender OLAP-Anfragen
bereits ausfu¨hrlich untersucht [230]. Die entsprechenden Verfahren lassen sich grundle-
gend kategorisieren:
• lokale Anfrageoptimierung : Auszufu¨hrende Anfragen werden in Teilanfragen zer-
legt, welche vom System getrennt voneinander optimiert werden. Die optimalen
lokalen Teilanfragen werden anschließend zu einer globalen Anfrage verbunden,
wobei man versucht, so viele gemeinsame Teile in den Anfragen zu finden wie
mo¨glich [230].
• globale Anfrageoptimierung : Im Gegensatz zur lokalen Anfrageoptimierung, bei
der das Optimierungsverfahren die Kosten lediglich fu¨r eine Teilanfrage mini-
miert, wird bei der globalen Optimierung die bestmo¨gliche anfrageu¨bergreifende
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Lo¨sung gesucht. Bei der globalen Anfrageoptimierung ist es mo¨glich, dass subop-
timale lokale Pla¨ne miteinander verknu¨pft werden, welche anschließend in ihrer
Kombination aber kosteneffizienter sind als die lokal optimierte Variante [190,230].
• Erweiterung der globalen Anfrage: Im Gegensatz zu den bisher genannten Ver-
fahren geht dieser Ansatz von einem dynamischen Anfrageszenario aus, bei dem
neue Anfragen getrennt betrachtet werden. Dabei sind alle aktuell laufenden An-
fragen Teil der globalen Anfrage. Vom Nutzer neu definierte Anfragen werden auf
Gemeinsamkeiten mit bereits laufenden Anfragen gepru¨ft. Werden hierbei wieder-
verwendbare Teile identifiziert, welche zu einer Verbesserung der Gesamtperfor-
mance fu¨hren, dann werden die entsprechenden Anfragen angepasst. Das in [219]
vorgestellte Verfahren vergleicht hierzu die hinzugekommene Anfrage mit jeder
einzelnen bereits laufenden Anfrage und tauscht gegebenenfalls beide Anfragen
gegen eine global kostengu¨nstigere Anfrage aus.
In [116] wurde gezeigt, dass das MQO-Problem NP-hart ist und nur u¨ber heuristi-
sche Verfahren effizient gelo¨st werden kann. Viele in der Literatur zu findende (globale)
Lo¨sungsverfahren basieren daher auf einem Greedy-Ansatz. Werden wiederverwendbare
Anfrageteile identifiziert, dann werden zuerst jene verwendet, welche den gro¨ßten Kos-
tengewinn versprechen. Mit den verbleibenden Anfrageteilen wird ebenso verfahren, bis
alle weiteren Anfragen vollsta¨ndig in die globale Anfrage integriert sind [218,219,230].
Neben der Kombination einfacher Filter-Operatoren steht bei der Datenstromverarbei-
tung insbesondere die Wiederverwendung von fensterbasierten Operatoren im Vorder-
grund. So versucht der in [90] vorgestellte Ansatz zum Beispiel Aggregat-Operationen
zu synchronisieren. Ziel der in [214] pra¨sentierten Arbeit ist die Wiederverwendung von
fensterbasierten Verbund-Operatoren.
Im Bereich der WSNs gibt es ebenfalls erste Arbeiten zur MQO. Bei den Lo¨sungen wird
zwischen einer Optimierung auf der Basisstation (u¨berwiegend fu¨r Langzeitanfragen
verwendet) und einer In-Network-Optimierung unterschieden. Im Fall der In-Network-
MQO findet die eigentliche Optimierung auf den Sensorknoten selbst statt, was zu
entsprechenden Einschra¨nkungen fu¨hrt. So beschra¨nken sich die Autoren in [202] zum
Beispiel auf sehr kleine Anpassungen der Anfragen. Zumeist liegt der Schwerpunkt bei
den Verfahren der In-Network-MQO auf einfachen Aggregatanfragen. Eine besondere
Herausforderung sind hierbei die durch den Informationsaustausch zusa¨tzlich anfallen-
den Kommunikationskosten [218].
4.5.2 Anfrageu¨bergreifendes Sampling auf Sensorknoten
Im Bereich der OLAP-Systeme wurde gezeigt, dass ein suboptimal lesender Datenzugriff
bei gleichzeitiger Wiederverwendung in der globalen Anfrage kosteneffizienter sein kann
als das Verwenden des optimalen Zugriffs fu¨r jede einzelne Anfrage [230].
Ein a¨hnliches Problem ergibt sich beim Sampling auf den Sensorknoten. Dieses Erzeu-
gen von Daten za¨hlt neben dem Versenden zu den energieintensivsten Operationen.
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Abbildung 4.10: Zusammenfassen zweier Sampling-Operatoren: (a) einfache Zusam-
menfassung, (b) zyklische Zusatzmessungen
Jedes Vermeiden von Messungen durch die physischen Sensoren vermindert somit den
Energieverbrauch enorm. Ein einfacher Ansatz, unno¨tige Messungen zu vermeiden, ist
die Wiederverwendung von erfassten Werten in anderen Anfragen bzw. Anfrageteilen
auf den Sensorknoten, welche gleiche Daten produzieren. Die Quellen ζi und ζj wer-
den dabei zu einer gemeinsamen Quelle ζij zusammengefasst (siehe Abbildung 4.10(a)).
Der in AnduIN verwendete subscribe-unsubscribe-Mechanismus ist fu¨r die Wiederver-
wendung von bereits gemessenen Werten in weiteren Anfrageteilen besonders geeignet.
Jeder Operator kann sich hierzu bei bereits existierenden Quellen einfach zusa¨tzlich
registrieren.
Die resultierende gemeinsame Quelle ζij muss alle Attribute erfassen, welche zuvor von
den einzelnen Quellen gesampelt wurden, d.h. das Schema von ζij entspricht dem Sche-
ma von ζi ∪ ζj. Um die geforderten Schemata fu¨r die folgenden Operatoren wiederher-
zustellen, mu¨ssen nach dem gemeinsamen Sampling-Operator zusa¨tzliche Projektionen
eingefu¨hrt werden. Die zusa¨tzlichen Projektionen wiederum sind mit weiteren Kosten
(Energie und Speicher) verbunden. Diese fallen dabei im Allgemeinen deutlich geringer
aus als die gesparten Kosten fu¨r das mehrfache Sampling.
Das Zusammenfu¨hren unterschiedlicher Sampling-Operatoren zu einer gemeinsamen
Quelle ist nicht nur bei sich u¨berlappenden Schemata sinnvoll. Sind physische Sensoren
hardwaretechnisch nicht vollsta¨ndig voneinander getrennt, so kann auch das zeitgleiche
Erfassen von miteinander verbundenen physischen Sensoren effizienter sein als das ge-
trennte Messen. Beispielsweise ist das gemeinsame Erfassen von Luftfeuchtigkeit und
Temperatur bei den fu¨r diese Arbeit eingesetzten Sensoren mit 4738.8µJ verbunden.
Fu¨r eine getrennte Erfassung sind 3753.4µJ + 1655.3µJ = 5408.7µJ erforderlich (siehe
Tabelle 6.1). Werden also beide Werte angefordert, dann ist ein gemeinsames Messen
mit geringeren Kosten die bessere Alternative.
Ein Problem beim Kombinieren zweier oder mehrerer Sampling-Operatoren ergibt sich,
falls die Operatoren unterschiedliche Samplingintervalle verwenden. Fu¨r den Umgang
mit diesem Problem sollen im Weiteren zwei Ansa¨tze pra¨sentiert werden: (i) Adaption
der Samplingperiode und (ii) Synchronisation durch zusa¨tzliche Quellen.
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4.5.2.1 Abgeschwa¨chte Sampling-Perioden
Oftmals ist es fu¨r den Anwender ausreichend, wenn das Sampling innerhalb eines de-
finierten Zeitraumes stattfindet. Beim Ansatz der abgeschwa¨chten Sampling-Perioden
definiert er hierzu neben den eigentlichen Sampling-Perioden zusa¨tzlich noch eine ma-
ximale Abweichung. Diese definiert, inwieweit die Sampling-Periode von dem definier-
ten Wert abweichen darf. Dieser Wert erlaubt dem System anschließend, im Falle einer
Ressourcen-Einsparung die automatische Anpassung der Sampling-Periode durch Kom-
bination von Sampling-Operatoren.
Das System versucht die fu¨r die einzelnen Sampling-Operatoren spezifizierten Sampling-
Intervalle soweit anzupassen, dass die kombinierte Sampling-Periode allen Quell-
Operatoren genu¨gt, wobei aber die vom Nutzer definierten Schwellen nicht u¨berschritten
werden du¨rfen. In [149] wurde ein a¨hnlicher Ansatz erwa¨hnt, welcher allerdings nicht
konkret ausgefu¨hrt wurde. Im Folgenden soll eine Lo¨sung pra¨sentiert werden, welche auf
der Operatorsemantik von AnduIN und dem damit verbundenen Kostenmodell basiert.
Kostenersparnis Zuna¨chst soll bestimmt werden, wie groß die Kostenersparnis
durch das Zusammenfassen zweier Sampling-Operatoren ζi und ζj zu einem Ope-
rator ζij ist. Aufgrund der angepassten Sampling-Periode a¨ndern sich u.U. die
Ausfu¨hrungsha¨ufigkeiten aller von den Sampling-Operatoren abha¨ngigen Operatoren.
Die Kostenersparnis durch die Kombination der Sampling-Operatoren la¨sst sich ent-
sprechend wie folgt ermitteln:
p(q¯′, q¯′′, ζi, ζj) =
{
E(q¯′) + E(q¯′′)− E(q¯′ζi→ζij∧pii)− E(q¯′′ζj→ζij∧pij) : q¯′ 6= q¯′′
E(q¯′)− E(q¯′ζi∧ζj→ζij∧pii) : q¯′ = q¯′′
(4.5)
E(q¯) bezeichnet den Energieverbrauch der Anfrage q¯ im Zeitintervall ∆t (nach Glei-
chung 4.2). Alle Berechnungen erfolgen u¨ber dem gleichen Zeitintervall. Aus Gru¨nden
der U¨bersichtlichkeit wurde ∆t in obiger Gleichung weggelassen. q¯′ bzw. q¯′′ bezeichnen
die Anfragen, welche ζi bzw. ζj als Quellen haben. q¯
′ und q¯′′ mu¨ssen nicht zwingend ver-
schiedene Anfragen sein. So ist es auch mo¨glich, das ζi und ζj Sampling-Operatoren der
gleichen Anfrage sind und diese durch eine gemeinsame Quelle ersetzt werden. q¯′ζj→ζij∧pij
ist die Anfrage, welche aus q¯′ entsteht, wenn der Operator ζj durch den Operator ζij
und die Projektion pij ersetzt wird.
Zusammenfu¨gen von Operatoren Die Sampling-Periode des neuen Operators ζij
la¨sst sich wie folgt bestimmen: Es seien fu¨r die beiden Operatoren ζi und ζj mit den
beiden Sampling-Perioden s(ζi) bzw. s(ζj) vom Anwender definiert. Zusa¨tzlich wurden
fu¨r jeden Operator mit rx(ζi) und rx(ζj) die maximal erlaubten Abweichungen der
Sampling-Periode angegeben. Damit la¨sst sich fu¨r jeden Operator ein Intervall ermit-
teln, innerhalb dessen die Messungen stattfinden mu¨ssen:
I(ζi) =
[
s(ζi)− rx(ζi), s(ζi) + rx(ζi)
]
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Zeit
Ir(ζj)
Ir(ζi)Il(ζi)
Il(ζj)
s(ζi)
s(ζj)
Ir(ζij)Il(ζij) s(ζij)
(a)
Zeit
Ir(ζi)s(ζi)Il(ζi)
Ir(ζij)
Il(ζj) Ir(ζj)s(ζj)
Il(ζij) s(ζij)
(b)
Abbildung 4.11: Abgeschwa¨chte Sampling-Perioden: (a) u¨berlappende Sampling-
Intervalle, (b) u¨berdeckende Sampling-Intervalle
Basierend auf den Intervallen fu¨r ζi und ζj kann somit die Sampling-Periode und
die maximal erlaubte Abweichung fu¨r ζij bestimmt werden. Die Abbildungen 4.11(a)
und 4.11(b) zeigen die beiden wichtigsten Fa¨lle, die beim Kombinieren von ζi und ζj
auftreten ko¨nnen.
Formal la¨sst sich die neue Sampling-Periode fu¨r Operator ζij wie folgt bestimmen
(o.B.d.A. sei s(ζi) ≤ s(ζj)):
s(ζij) =

Ir(ζi)+Il(ζj)
2
, Il(ζi) < Il(ζj) ∧ Ir(ζi) < Ir(ζj)
s(ζi) , Il(ζj) < Il(ζi) ∧ Ir(ζi) < Ir(ζj)
s(ζj) , Il(ζi) ≤ Il(ζj) ∧ Ir(ζj) ≤ Ir(ζi)
∅ sonst
(4.6)
Il bezeichnet dabei die linke und Ir die rechte Intervallgrenze der Relaxations-Intervalle.
Die maximal mo¨gliche Abweichung von der Sampling-Periode fu¨r ζij kann analog be-
stimmt werden:
rx(ζij) =

s(ζij)− Il(ζj) , Il(ζi) < Il(ζj) ∧ Ir(ζi) < Ir(ζj)
rx(ζi) , Il(ζj) < Il(ζi) ∧ Ir(ζi) < Ir(ζj)
rx(ζj) , Il(ζi) ≤ Il(ζj) ∧ Ir(ζj) ≤ Ir(ζi)
∅ sonst
(4.7)
Ein einfaches Beispiel soll das Zusammenfu¨hren zweier Sampling-Operatoren verdeut-
lichen.
Beispiel 4.6 Gegeben seien zwei Quell-Operatoren ζ1 und ζ2 mit s(ζ1) = 5, rx(ζ1) = 1,
ζ2 s(ζ2) = 7 und rx(ζ2) = 1.4. Es wird angenommen, es gelte p(ζ1, ζ2) > 0. Dann
ko¨nnen die beiden Operatoren durch den Operator ζ12 mit s(ζ12) = (6 + 5.6)/2 = 5.8
und rx(ζ12) = 5.8− 5.6 = 0.2 ersetzt werden. 
Aufgrund der mo¨glicherweise großen Anzahl an Kandidaten fu¨r das Zusammenfu¨hren
ist die Suche nach der optimalen Lo¨sung nicht immer effizient mo¨glich. Es mu¨ssen nicht
nur die Sampling-Operatoren der Originalanfragen untereinander auf mo¨gliche U¨ber-
schneidungen gepru¨ft werden, sondern auch bereits kombinierte Operatoren. Algorith-
mus 4.1 zeigt einen Greedy-Ansatz, welcher die Menge der Sampling-Operatoren auf
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Input : q¯′, q¯′′ // Original-Anfragen
Output : q¯′, q¯′′ // Anfragen mit kombinierten Sampling Operatoren
repeat1
p = 0;2
ζbest, S¯
drop
ζ = ∅;3
/* suche Sampling-Operator, welcher Kostenersparnis maximiert */4
for ζ ′ ∈ q¯′ do5
for ζ ′′ ∈ q¯′′ do6
// erzeuge Sampling- und Relaxations-Intervall fu¨r ζ ′ij7
ζnew = mergeSamplingOps(ζ ′, ζ ′′); // nach Gleichung 4.6 und 4.78
pnew = computeProfit(q¯′, q¯′′, ζ ′, ζ ′′, ζnew); // nach Gleichung 4.59
if pnew > p then10
p = pnew;11
ζbest = ζ
new;12
S¯dropζ = {ζ ′, ζ ′′};13
/* tausche Operatoren aus */14
if ζbest! = ∅ then15
// tauscht die Operatoren S¯dropζ in den Anfragen q¯
′, q¯′′ durch16
// ζbest und eventuell zusa¨tzliche Projektionen aus17
replaceOldOps(q¯′, q¯′′, S¯dropζ , ζbest) ;18
until ζbest! = ∅ ;19
return S¯ζ ;20
Algorithmus 4.1 : Kombinieren von Sampling-Operatoren durch Abschwa¨chen der
Sampling-Perioden
mo¨gliche Paare zu vereinender Operatoren hin pru¨ft und aus diesen dasjenige Operator-
paar auswa¨hlt, welches die voraussichtliche Kostenersparniss maximiert. Die vereinten
Operatoren werden aus den Anfragen entfernt und durch den kombinierten Opera-
tor ersetzt. Das Verfahren wird solange auf die verbleibenden Sampling-Operatoren
angewendet, bis sich keine zwei Operatoren mehr finden lassen, welche durch einen
kosteneffizienteren Operator ersetzt werden ko¨nnen.
Der wesentliche Nachteil dieses Ansatzes ist die Verwendung von vera¨nderten Sampling-
Perioden. Dies ist zumeist mit einem Informationsverlust verbunden, da prinzipiell we-
niger Werte pro Zeiteinheit erfasst werden ko¨nnen. Liegen die Intervalle zweier Kandida-
ten zu weit auseinander, dann lassen sich erst gar keine entsprechenden U¨berlappungen
zwischen diesen finden. Ein Verknu¨pfen von zwei Sampling-Operatoren ist nicht mo¨glich
und das Sparpotential kann nicht ausgescho¨pft werden. Der nachstehende Ansatz ver-
sucht diese Probleme auf Kosten einer mo¨glicherweise geringeren Kostenersparnis bzw.
eines erho¨hten Speicherbedarfs zu lo¨sen.
4.5.2.2 Synchronisation durch zusa¨tzliche Sampling-Operatoren
Beim Ansatz der Synchronisation durch extra Quellen wird zusa¨tzlich zu zwei vor-
handenen Sampling-Operatoren ζi und ζj, fu¨r die p
+(ζi, ζj) > 0 gilt, ein zusa¨tzlicher
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Input : S¯ζ = {ζ1, ζ2, ...}, maxmem // Menge aller Sampling-Operatoren
Output : S¯ζ = {ζ ′1, ζ ′2, ...} // Menge der optimierten Sampling-Operatoren
repeat1
p = 0; S¯adaptζ = ζ
best = ∅;2
/* suche Sampling Operator, welcher Kostenersparnis maximiert */3
for ζ ′ ∈ S¯ζ do4
for ζ ′′ ∈ S¯ζ/ζ ′ do5
ζnew = deriveNewSampl(ζ ′, ζ ′′); // Sampling-Periode ergibt sich aus kgV6
p′ = computeProfit(ζ ′, ζ ′′, ζnew); // nach Gleichung 4.87
if (p′ > p) ∧ (maxmem−memimg(ζnew) > 0) then8
p = p′;9
ζbest = ζnew;10
S¯adaptζ = {ζ ′, ζ ′′};11
/* fu¨ge neuen Sampling Operator hinzu */12
/* entferne eventuell nicht mehr notwendige Sampling Operatoren */13
if ζbest! = ∅ then14
maxmem = maxmem−memimg(ζ ′ij);15
S¯ζ = S¯ζ ∪ ζbest;16
adaptSamplFreq(S¯ζ , ζbest); // passt Sampling an17
prune(S¯ζ); // entfernt eventuell unno¨tige Operatoren18
until ζbest! = ∅ ∧maxmem > 0 ;19
return S¯ζ ;20
Algorithmus 4.2 : Kombinieren von Sampling-Operatoren durch Einfu¨gen
zusa¨tzlicher Operatoren
Operator ζij eingefu¨hrt (siehe Abbildung 4.10(b)). Dieser misst genau dann anstelle
der Original-Operatoren ζi und ζj, wenn diese zum gleichen Zeitpunkt aktiviert werden
wu¨rden. Der gemeinsame Messzeitpunkt la¨sst sich einfach durch das kleinste gemeinsa-
me Vielfache der einzelnen Sampling-Zeitpunkte kgV (s(ζi), s(ζj)) ermitteln (unter der
Annahme, dass der Start beider Operatoren synchron erfolgt).
Kostenersparnis Die Kostenersparnis durch das Einfu¨gen eines zusa¨tzlichen
Sampling-Operators la¨sst sich wie folgt bestimmen :
p+(ζi, ζj) =
s(ζi) · E(ζi) + s(ζj) · E(ζj)
kgV (s(ζi), s(ζj))
−
(
E(ζij) + E(pii) + E(pij)
)
(4.8)
Die Berechnung der Energiekosten erfolgt fu¨r jeden Operator u¨ber dem selben Zeitin-
tervall ∆t. Aus Gru¨nden der U¨bersichtlichkeit wurde das Argument ∆t in obiger Formel
wieder weggelassen.
Aufgrund der stetig wachsenden Menge an mo¨glichen Sample-Operatoren pro Ite-
rationsschritt (jeder der existierenden Sampling-Operatoren kann mit jedem der
zusa¨tzlichen Operatoren kombiniert werden) kommt auch bei diesem Ansatz ein Greedy-
Verfahren zum Einsatz (siehe Algorithmus 4.2). Hierbei sind allerdings zwei Dinge zu
beachten:
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Abbildung 4.12: Beispiel fu¨r das Einfu¨gen zusa¨tzlicher Sampling-Operatoren
• Das Einfu¨gen zusa¨tzlicher Operatoren ist mit einem zusa¨tzlichen Bedarf an
Speicher verbunden. Um dem Anfrageplan nicht alle sinnvollen zusa¨tzlichen
Sampling-Operatoren hinzuzufu¨gen und somit den Speicherbedarf entsprechend
zu erho¨hen, kann eine Obergrenze maxmem fu¨r den maximal zusa¨tzlich zu be-
legenden Speicher spezifiziert werden. Sofern nichts anderes definiert wurde, ent-
spricht maxmem dem noch maximal in der Laufzeitumgebung zur Verfu¨gung
stehenden Speicher.
• Die Kostenersparnis durch Einfu¨gen zusa¨tzlicher Sampling-Operatoren ha¨ngt
nicht mehr nur von der Art des eingefu¨gten Operators ab. Zusa¨tzlich beeinflusst
die Ha¨ufigkeit, mit der er zum Einsatz kommt, den Energiegewinn. So kann zum
Beispiel die Kostenersparnis durch den Einsatz eines einzelnen zusa¨tzlichen Ope-
rators geringer sein als die durch das Einfu¨gen eines anderen zusa¨tzlichen Opera-
tors. Wird dieser aber o¨fter ausgefu¨hrt als letzterer, so kann die Gesamtersparnis
durchaus gro¨ßer sein.
Neben der Sampling-Periode mu¨ssen bei diesem Ansatz fu¨r jeden Operator zusa¨tzlich
die Zeitpunkte gespeichert werden, bei denen das Messen ausgelassen wird. U¨berdecken
die auszulassenden Sampling-Zeitpunkte alle originalen Sampling-Zeitpunkte eines Ope-
rators, so dann kann dieser aus der Menge der Sampling-Operatoren entfernt wer-
den (pruning). Ein Beispiel soll den Ansatz der Kostenersparnis durch Hinzufu¨gen
zusa¨tzlicher Operatoren verdeutlichen:
Beispiel 4.7 Gegeben sind drei Sampling-Operatoren ζ1, ζ2 und ζ3 mit s(ζ1) = 5,
s(ζ2) = 7 und s(ζ3) = 10. Aus diesen lassen sich die zusa¨tzlichen Operatoren ζ12, ζ13
und ζ23 mit s(ζ12) = 35, s(ζ13) = 10 und s(ζ23) = 70 direkt ableiten. Weiterhin wird an-
genommen, dass maximal ein zusa¨tzlicher Operator in die Laufzeitumgebung integriert
werden kann und dass durch ζ13 die gro¨ßte und durch ζ23 die geringste Kostenersparnis
erzielt wird.
Zuna¨chst wird ζ13 in die Laufzeitumgebung integriert. Daraufhin kann aus ζ1 jedes zwei-
te und aus ζ3 jedes Sampling entfernt werden. Da der Operator ζ3 nach dem Entfernen
aller Samples nicht mehr notwendig ist, kann er komplett aus der Laufzeitumgebung
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entfernt werden. Dadurch wird Speicher frei, welcher das Hinzufu¨gen eines weiteren
kombinierten Sampling-Operators erlaubt. Aufgrund der gro¨ßeren Kostenersparnis wird
ζ12 in die Laufzeitumgebung integriert. Daraufhin wird aus ζ1 jedes siebente Sampling
entfernt und aus ζ2 jedes fu¨nfte. Die resultierenden Samples sind in Abbildung 4.12
dargestellt. Grau dargestellte Samples bezeichnen nach dem Kombinieren nicht mehr
notwendige Messungen. 
Die beiden oben beschriebenen Verfahren ko¨nnen auch in Kombination verwendet wer-
den. In einem ersten Durchlauf werden dabei Sampling-Operatoren in den definierten
Schranken durch zusammenfassende Operatoren ersetzt. In einem zweiten Durchlauf
wird versucht, die resultierenden Operatoren des ersten Durchlaufes, falls mo¨glich, mit-
tels zusa¨tzlicher Operatoren zu synchronisieren.
Der Einsatz zusa¨tzlicher (synthetischer) Quellen a¨hnelt dabei dem Ansatz von Xiang
und Lim in [220]. Die Autoren beziehen sich dabei jedoch auf die Einfu¨hrung einer
synthetischen Anfrage, welche der Multi-Query-Optimierung dient. Eine Betrachtung
auf Ebene der Sampling-Operatoren wurde von ihnen nicht durchgefu¨hrt.
4.6 Zusammenfassung
Das zuru¨ckliegende Kapitel widmete sich der Anfrageverarbeitung in AnduIN . Hierzu
wurde zuna¨chst das bekannte Operatorgraphen-Modell vorgestellt und um die Verar-
beitung komplexer Operatoren, welche teilweise im WSN verarbeitet werden ko¨nnen,
erweitert. Anschließend wurde ausfu¨hrlich das in AnduIN integrierte zweidimensionale
Kostenmodell beschrieben. Im Weiteren erfolgte eine Beschreibung der initialen Anfra-
geoptimierung, gefolgt von einem U¨berblick u¨ber mo¨gliche Reoptimierungsansa¨tze. In
beiden Fa¨llen wurde auf auftretende Probleme im Zusammenhang mit der partiell ver-
teilten Arbeitsweise von AnduIN eingegangen, entsprechende Lo¨sungsansa¨tze wurden
pra¨sentiert. Abschließend wurde noch das Problem der anfrageu¨bergreifenden Optimie-
rung diskutiert. Hierzu wurden ebenfalls verschiedene existierende Ansa¨tze pra¨sentiert
und zusa¨tzliches Optimierungspotential im Bereich der Sensornetzwerke aufgezeigt. Das
na¨chste Kapitel widmet sich konkreten, in AnduIN integrierten Operatoren und deren
physischer Umsetzung.
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Operatoren
Nachdem im letzten Kapitel auf die Anfrageverarbeitung in AnduIN eingegangen wur-
de, sollen im folgenden Abschnitt die vom System zur Verfu¨gung gestellten Operatoren
im Detail betrachtet werden. Hierbei soll insbesondere auf neu entwickelte Verfahren
eingegangen werden.
Das in der Arbeit entwickelte System stellt alle bekannten primitiven Operatoren wie
Filter, Projektion, Verbund, Aggregationen (zum Beispiel min, max, avg, sum, ...),
Gruppierung und Having zur Verfu¨gung. Abgesehen von der Gruppierung und von
der Having-Klausel stehen dabei alle genannten Operatoren sowohl auf der DSMS-
als auch auf der INQP-Komponente zur Verfu¨gung. Fu¨r den Verbund existieren da-
bei jeweils sowohl eine Nested-Loop-Join-Implementierung als auch eine Hash-Join-
Implementierung.
Zusa¨tzlich zu diesen wurden weitere verschiedene Operatoren integriert, die zum u¨ber-
wiegenden Teil in Form von Synopsen-Operatoren vorliegen. Tabelle 5.1 liefert einen
U¨berblick u¨ber die zusa¨tzlich in AnduIN integrierten Operatoren. Die Tabelle zeigt
zudem, dass ein Teil der Operatoren vollsta¨ndig bzw. teilweise fu¨r die In-Network-
Komponente entwickelt wurde.
Logischer Physische Operatoren Synopsen
Operator DSMS INQP DSMS/INQP Operator
ra¨umliche Operatoren
√ √
- -
adaptive Burst Erkennung [127]
√ √
-
√
Clustering (CluStream [7])
√
- -
√
exponentielle Gla¨ttung
√
- -
√
FPP Stream [128]
√
-
√ √
Lossy Counting
√
- -
√
Fehlwerte Erkennung
√
- -
√
Ausreißer Erkennung
√ √
-
√
Tabelle 5.1: Erweiterte Operatorbibliothek von AnduIN
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Im weiteren Verlauf dieses Kapitels werden Operatoren beschrieben, welche sich den
nachstehenden Schwerpunkten zuordnen lassen:
• ra¨umliche Operatoren: Anfragen mit ra¨umlichem Bezug sind gerade im Bereich
der ra¨umlich verteilten WSNs sinnvoll, stellen aber zugleich eine große Heraus-
forderung dar. Zum einen bietet eine fru¨hzeitige Filterung von Daten auf Ba-
sis ra¨umlicher Informationen ein großes Energie-Einsparpotential. Zum anderen
besteht aber auch die Schwierigkeit, geeignete Datenstrukturen zur effizienten
ra¨umlichen Filterung sowohl im DSMS-Teil als auch im INQP-Teil zu entwickeln.
In Abschnitt 5.1 soll daher untersucht werden, wie sich ra¨umliche Anfragen in
AnduIN integrieren lassen und effizient verarbeitet werden ko¨nnen.
• adaptive Burst-Erkennung : Ein bei der Verarbeitung von Sensordaten ha¨ufig auf-
tretendes Problem ist die geringe Datenqualita¨t. Aufgrund von Fehlern in der
Sensorik oder bei der U¨bertragung von Daten kann es zu Datenverlust oder Daten-
fehlern kommen. Entsprechende Verfahren zur Datenbereinigung sind daher ein
Schwerpunkt bei der Sensordatenverarbeitung. Im Rahmen dieser Problemklasse
soll in Abschnitt 5.2 ein Verfahren zur adaptiven Burst-Erkennung beschrieben
werden. Ziel des Verfahrens ist die Erkennung von abnormalem Verhalten u¨ber
nicht-stationa¨ren Daten.
• quantitatives Frequent Pattern Mining : Die In-Network-Verarbeitung komplexer
Verfahren ist nicht immer vollsta¨ndig mo¨glich oder sinnvoll. Stellvertretend fu¨r
die Klasse der teilweise im WSN verarbeiteten Algorithmen soll in Abschnitt 5.3
ein Verfahren fu¨r das Finden ha¨ufiger Muster pra¨sentiert werden. Das Problem
des Frequent Pattern Mining geho¨rt zu den klassischen Data-Mining-Verfahren.
Im Gegensatz zu existierenden Verfahren, welche auf die Analyse kategorischer
Attribute beschra¨nkt sind, soll der hier vorgestellte Ansatz ha¨ufige Muster u¨ber
quantitativen Attributen identifizieren. Die auf Sensorknoten bestimmten Mess-
werte sind typischerweise dieser Art.
Die einzelnen Abschnitte zu den jeweiligen Operatoren sind wie folgt gegliedert: Zu-
na¨chst wird die mit den vorgestellten Operatoren verbundene Problemstellung kurz
motiviert. Anschließend werden notwendige Techniken und Begriffe erla¨utert. Auf die-
ser Grundlage werden die im Rahmen dieser Arbeit entwickelten Algorithmen und Da-
tenstrukturen pra¨sentiert und deren Integration in AnduIN beschrieben. Hierbei wird
insbesondere auf die Problematik der In-Network-Verarbeitung der vorgestellten Verfah-
ren eingegangen. In einem abschließenden Abschnitt wird jeweils ein kurzer U¨berblick
u¨ber Vorarbeiten im Bereich der Aufgabenstellung pra¨sentiert.
5.1 Anfragen mit ra¨umlichem Bezug
Die zivile Nutzung von GPS (Global Positioning System) fu¨hrte zu einer breiten Nut-
zung von Daten mit ra¨umlichem Bezug. So sind moderne Fahrzeuge heute oftmals be-
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reits mit entsprechenden Navigationssystemen ausgestattet, welche dem Fahrzeugfu¨hrer
eine einfache, zielgerichtete Routenplanung und -verfolgung ermo¨glichen. Ra¨umliche
Daten sind aber nicht erst seit der Einfu¨hrung von GPS im kommerziellen Bereich von
Interesse. So gab es bereits vorher die Mo¨glichkeit, den Standort von Objekten mehr
oder weniger genau zu bestimmen (zum Beispiel durch Triangulation u¨ber Mobilfunk-
zellen oder manuelles Vermessen). Bereits in den fru¨hen 60er Jahren des letzten Jahr-
hunderts wurde mit dem
”
Canada Geographic Information System“ ein erstes Geoin-
formationssystem (GIS) zur U¨berwachung der kanadischen Landressourcen entwickelt.
Mittels dieses Systems wurden dabei Informationen u¨ber die Kapazita¨ten des Landes
(Wa¨lder, Seen, Flora und Fauna sowie Bodenscha¨tze) gesammelt und analysiert.
Die Verwaltung solcher Daten in Datenbanksystemen versprach eine Vielzahl neuer und
interessanter Analysemo¨glichkeiten. Sind zum Beispiel Objekte in einer Warenwirtschaft
zusa¨tzlich mit Geoinformationen angereichert, so lassen sich hieraus u.U. verfahrensop-
timierende Aussagen u¨ber Unternehmensprozesse treffen. Mo¨gliche Anfrage-Szenarien
sind zum Beispiel
”
Wie viele Bauteile vom Typ X finden sich in unseren Werken im
Umkreis von Y km?“ oder
”
Wie weit ist Fahrzeug X noch von Werk Y entfernt?“ Basie-
rend auf diesen Analysen ko¨nnen Wartezeiten bestimmt oder weitere Fertigungsprozes-
se gestartet werden. Da die von den DBMS zur Verfu¨gung gestellten Datentypen und
Operatoren fu¨r eine exakte Geoanalyse oftmals nicht ausreichend waren, mussten ent-
sprechende Erweiterungen geschaffen werden. Heute verfu¨gen die meisten kommerziellen
DBMS sowie eine Vielzahl von Open-Source-DBMS u¨ber entsprechende Erweiterungen.
Im weiteren Verlauf dieses Abschnittes soll daher untersucht werden, inwieweit eine
Analyse von Daten mit ra¨umlichem Bezug in AnduIN effektiv umsetzbar ist. Zuna¨chst
werden hierzu aus dem Bereich der DBMS existierende Lo¨sungen vorgestellt und hin-
sichtlich ihrer Eignung fu¨r eine Integration gepru¨ft. Anschließend wird untersucht, wel-
che Operatoren und ra¨umlichen Objekte im Fall der Datenstromverarbeitung sinnvoll
sind und wie diese in das vorgestellte System integriert werden ko¨nnen. Des Weiteren
soll auf Besonderheiten im Zusammenhang mit der Verarbeitung im INQP-Teil von An-
duIN eingegangen werden. Abschließend wird ein U¨berblick u¨ber verwandte Arbeiten
zum Thema gegeben.
5.1.1 Vorbetrachtungen
Betrachtet man Geoinformationssysteme, dann stellt sich zuna¨chst die Frage nach der
Wahl des Bezugssystems fu¨r eine einheitliche Handhabung der ra¨umlichen Informatio-
nen. Im folgenden Abschnitt sollen hierzu kurz die bekanntesten Systeme vorgestellt
werden. Der effiziente Umgang bei der Auswertung von Geoinformationen wird be-
reits seit einigen Jahren untersucht. Zu den grundlegenden Ansa¨tzen za¨hlt hierbei die
Verwendung effizienter Indexstrukturen, welche im zweiten Teil dieses Abschnittes be-
trachtet werden sollen.
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Abbildung 5.1: Beispiel R-Baum: (a) Regionenaufteilung und (b) Datenstruktur
5.1.1.1 Koordinatensysteme
Um die eindeutige Position eines Objektes im Raum bestimmen zu ko¨nnen, ist ein ent-
sprechendes Referenzsystem vonno¨ten. Das in der Mathematik am weitesten verbreitete
Koordinatensystem ist das kartesische Koordinatensystem, welches ha¨ufig zur Beschrei-
bung geometrischer Sachverhalte eingesetzt wird. Fu¨r die Betrachtung kugelfo¨rmiger
Oberfla¨chen wie zum Beispiel der Erde ist das kartesische Koordinatensystem ungeeig-
net. Hier wird zumeist auf krummlinige orthogonale spha¨rische Koordinatensysteme wie
zum Beispiel das geographische Koordinatensystem zuru¨ckgegriffen. Fu¨r die Beschrei-
bung eines Punktes auf der Kugeloberfla¨che sind zwei Winkel bezu¨glich des Koordina-
tenursprungs ausreichend. Im geographischen Koordinatensystem erfolgt die Beschrei-
bung eines Punktes anhand seines Breiten-(Latitude) und seines La¨ngengrades (Longi-
tude). Beide werden in Relation zu entsprechenden Bezugspunkten (Null-Meridian bzw.
A¨quator) angegeben.
Ist neben der Beschreibung der Breiten- und La¨ngenangabe noch eine Ho¨henangabe
von Interesse, dann wird zumeist das geozentrische Koordinatensystem eingesetzt. Die
Angaben beziehen sich dabei jeweils auf den Koordinatenursprung des Systems [197].
Die drei Achsen sind dabei jeweils senkrecht zueinander ausgerichtet. Das fu¨r die Po-
sitionsbestimmung entwickelte US-Satelitensystem NAVSTAR GPS basiert auf einem
geozentrischen Koordinatensystem.
5.1.1.2 Indexstrukturen
Eine typische Klasse ra¨umlicher Anfragen ist der Verbund ra¨umlicher Objekte (Spatial
Join). Formal handelt es sich beim Spatial Join um den Verbund zweier Mengen von
Geo-Objekten G1 und G2 u¨ber einem raumbezogenen Pra¨dikat θ. Die Ergebnismenge
des Verbundes umfasst dabei alle Paare (g1, g2) ∈ G1×G2, fu¨r die θ(g1, g2) gilt. Ha¨ufig
verwendete Pra¨dikate θ sind intersect, contains und distance. Ein typisches Beispiel ist
der Test ra¨umlicher Objekte (zum Beispiel Sensorknoten) auf deren Existenz in einer
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bestimmten Region (zum Beispiel einem Waldgebiet). Der Verbund findet dabei u¨ber
geografischen Koordinaten statt.
Prinzipiell handelt es sich beim Spatial Join um eine sehr kostenintensive Operation.
Die Kosten ha¨ngen dabei sowohl von der Gro¨ße der zu vergleichenden Datenmenge
als auch von der Komplexita¨t der einzelnen ra¨umlichen Objekte ab. Um diese Kosten
zu minimieren, wird ha¨ufig auf einen zweistufigen Pru¨fprozess zuru¨ckgegriffen. Hierbei
wird zuna¨chst wa¨hrend eines filter -Schrittes eine Menge von Kandidaten-Objekten be-
stimmt, welche dem verwendeten Pra¨dikat eventuell genu¨gt. Alle anderen Objekte wer-
den verworfen. Anschließend wird die Kandidatenmenge wa¨hrend eines refine-Schrittes
mit den exakten Objekten verglichen, d.h. die Kandidaten bezu¨glich des entsprechen-
den Pra¨dikates gepru¨ft. Der filter -Schritt basiert im Allgemeinen auf der Ausnutzung
von Indexstrukturen. Hierdurch wird die Kandidaten-Menge zumeist stark reduziert,
was wiederum die Kosten fu¨r den anschließenden refine-Schritt drastisch senken kann.
Seit den ersten Ansa¨tzen zur Integration von raumbezogenen Objekten in Datenbanken
wurden zahlreiche Indexstrukturen geschaffen. Fu¨r eine entsprechende Erweiterung zur
Verarbeitung ra¨umlicher Anfragen in AnduIN ist aus diesen eine geeignete auszuwa¨hlen.
Daher wird im Folgenden ein kurzer U¨berblick u¨ber die wichtigsten Kandidaten gege-
ben. Einen ausfu¨hrlichen U¨berblick liefert [79].
R-Baum Bei dieser Indexstruktur [96] wird der Raum in nichtdisjunkte rechtecki-
ge Teilregionen aufgeteilt. Die einzelnen Knoten enthalten dabei rechteckige Regionen
(minimum bounding box – MBB), welche alle Regionen im Teilbaum unterhalb des
Knotens umfassen. Die ra¨umlichen Objekte finden sich in den Blattknoten. Fu¨r eine
schnelle Suche liegen die einzelnen Objekte eines Knotens sortiert vor. Der Baum ist so
organisiert, dass geografisch benachbarte Objekte auch im R-Baum nahe beieinander
abgelegt werden. In Abbildung 5.1 sind exemplarisch Objekte (bzw. deren MBB) im
R2 abgebildet.
Zu den kostenintensivsten Operationen im R-Baum za¨hlt das Einfu¨gen. Als problema-
tisch stellen sich hierbei die Erweiterung von Regionen zur Aufnahme der neuen Region
und das Aufspalten von Regionen im Fall eines Knotenu¨berlaufs heraus. Aufgrund der
geforderten Ausgeglichenheit der Indexstruktur und der Notwendigkeit, A¨nderungen
an Regionen von den Bla¨ttern zur Wurzel zu propagieren, kann es eventuell notwendig
werden, Teilba¨ume bzw. den kompletten Baum beim Einfu¨gen eines einzelnen neuen
Objektes zu reorganisieren.
Die Suche erfolgt u¨ber den Vergleich des Anfrageobjekts mit den in den Knoten gespei-
cherten MBB. Sie startet am Wurzelknoten. Ist die Schnittmenge aus Anfrageobjekt
und MBB nicht leer, dann muss in dem mit der MBB verknu¨pften Teilbaum weiter
gesucht werden. Da Regionen nicht disjunkt sein mu¨ssen, ko¨nnen verschiedene Pfade
im R-Baum auf das gleiche Objekt verweisen.
R+-Baum Im Gegensatz zum R-Baum werden beim R+-Baum [188] ausschließlich
disjunkte Regionen in der Indexstruktur abgespeichert. U¨berlappt ein Objekt mit an-
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Abbildung 5.2: Index-Strukturen: (a) KD-Baum, (b) Grid-File-Regionen, (c) BSP-
Baum-Regionen
deren Teilregionen, muss dieses durch geeignetes Zerlegen (Clipping) aufgeteilt wer-
den. Die disjunkte Speicherung von Objekten erlaubt eine beschleunigte Punktanfra-
ge und eine exakte Suche. Das Einfu¨gen neuer Objekte und die Suche u¨ber regio-
nenu¨bergreifenden Objekten wiederum ist mit einem erheblichen Mehraufwand ge-
genu¨ber dem R-Baum verbunden. Zudem wird durch die disjunkte Speicherung der
Objekte zusa¨tzlicher Speicherplatz belegt.
R∗-Baum Einer der wesentlichen Schwachpunkte des R-Baums ist die Performance
beim Einfu¨gen neuer Objekte. In [27] beschreiben Beckmann et al. den R∗-Baum als
Erweiterung des R-Baumes. Dieser u¨bernimmt die eigentliche Indexstruktur vollsta¨ndig
vom R-Baum. Die wesentlichen A¨nderungen beziehen sich auf das Einfu¨gen neuer Ob-
jekte und die Aufspaltung von Teilregionen beim U¨berlauf. Das Lo¨schen und die Suche
nach Objekten werden nicht angepasst. Beim U¨berlauf eines Knotens im R∗-Baum wird
dieser nicht umgehend aufgespalten. Stattdessen wird zuerst in dem Knoten Platz ge-
schaffen, indem ein Teil der mit diesem assoziierten Objekte gelo¨scht und an anderer
Stelle im Baum wieder eingefu¨gt wird. Dadurch muss der R∗-Baum weniger ha¨ufiger
aufgespalten werden. Zudem erho¨ht sich der Fu¨llgrad, und die Tiefe des Baumes steigt
weniger stark an, so dass Suchanfragen effizienter bearbeitet werden ko¨nnen. Fu¨r das
Aufspalten wird die Einhaltung verschiedener Eigenschaften gefordert. Zum Beispiel gilt
es, die Menge der U¨berlappungen zwischen Regionen zu minimieren, um bei spa¨teren
Suchanfragen weniger Teilba¨ume untersuchen zu mu¨ssen.
KD-Baum Bereits 1975 pra¨sentierte Bentley den KD-Baum [29], einen multidimen-
sionalen Bina¨rbaum zur Speicherung von Datenpunkten. Die Blattknoten entsprechen
dabei den k-dimensionalen Datenpunkten. Innere Knoten ko¨nnen als achsenparallele
Splits der Hyperebene betrachtet werden. Im linken Teilbaum werden die Punkte ge-
speichert, die im linken Teil der geteilten Hyperebene liegen, und im rechten Teilbaum
die von der rechten Hyperebene. Die wesentliche Herausforderung beim KD-Baum ist
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die geeignete Wahl der Splitknoten. Eine ungu¨nstige Aufteilung hat eine u.U. kosten-
intensive Suche im Fall von Anfragen zur Folge. In [151] wurde gezeigt, dass kompakte
(dicke) Regionen zu besseren Ergebnissen fu¨hren als zum Beispiel la¨ngliche (du¨nne)
Regionen. Zu den wesentlichen Vorteilen des KD-Baumes za¨hlt der verha¨ltnisma¨ßig ge-
ringe Speicheraufwand. Da lediglich Punkte als Objekte zugelassen sind, werden diese
nur einmalig im Baum gespeichert. Demgegenu¨ber steht eine ho¨here Anfragekomple-
xita¨t als bei anderen Indexstrukturen. Abbildung 5.2(a) zeigt ein Beispiel fu¨r einen
KD-Baum mit sechs Datenpunkten.
Grid-File Beim Grid-File [168] wird der Raum durch achsenparallele Geraden in
Zellen geteilt, welche ausschließlich Punkte aufnehmen ko¨nnen. Hierzu mu¨ssen die
Grenzen fu¨r alle Dimensionen bekannt sein. Das Erzeugen der Zellen erfolgt sukzes-
sive in Abha¨ngigkeit ihres Fu¨llgrades. Entha¨lt eine Zelle zu viele Punkte, dann muss
ein entsprechender Split durchgefu¨hrt werden. Unterschreitet der Fu¨llgrad eine defi-
nierte Grenze, werden benachbarte Zellen zusammengefasst. Abbildung 5.2(b) zeigt die
Regionenaufteilung im Fall des Grid-Files.
Weitere interessante Indexstrukturen sind zum Beispiel der Zell-Baum [95] und der
BSP-Baum [75]. Der Zell-Baum a¨hnelt in der Struktur dem R-Baum, wobei anstelle
der MBB konvexe disjunkte Polygone in den Knoten abgelegt werden. Damit ergeben
sich a¨hnliche Probleme wie beim R-Baum. Um die Disjunktheit zu garantieren, mu¨ssen
Polygone u.U. zerlegt werden, was wiederum in gro¨ßeren Speicher- und Verwaltungskos-
ten resultiert. Der BSP-Baum ist eine Erweiterung des KD-Baumes, wobei der Split der
Hyperebene nicht parallel zu einer der Achsen erfolgen muss (Abbildung 5.2(c) zeigt die
Regionenaufteilung beim BSP-Baum). Analog zum KD-Baum handelt es sich hierbei
um eine Struktur, welche im Wesentlichen auf Punktobjekte beschra¨nkt ist.
KD-Baum und Grid-File sind fu¨r die Integration in ein datenstromverarbeitendes Sys-
tem weniger geeignet, da lediglich Daten-Punkte verwaltet werden ko¨nnen. Zwar lassen
sich Regionen auch durch entsprechende Transformationen [181] im KD-Baum bzw.
im Grid-File ablegen, dies ist aber mit einem erho¨hten Berechnungsaufwand, sowohl
fu¨r das Einfu¨gen als auch fu¨r die Suche verbunden. Beim KD-Baum kommt noch die
kostenintensive Suche aufgrund der großen Baumtiefe hinzu (siehe Abbildung 5.2(a)).
Im Weiteren wird der R∗-Baum nach [27] als Indexstruktur fu¨r Spatial-Join-basierte
Operatoren eingesetzt. Aufgrund der hohen Performance im Fall von Anfragen und der
Mo¨glichkeit, auch komplexe geometrische Objekte ohne Transformation integrieren zu
ko¨nnen, scheint dieser am besten geeignet fu¨r die Datenstromverarbeitung.
5.1.2 Raumbezogene Anfrageverarbeitung in AnduIN
Im folgenden Abschnitt wird die Integration raumbezogener Anfragen in AnduIN be-
schrieben [97]. Der Schwerpunkt ist dabei die Verarbeitung zweidimensionaler Geodaten
(Latitude vs. Longitude), welche durch die Sensorknoten zur Verfu¨gung gestellt werden.
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Um das System mo¨glichst einfach zu gestalten, liegt diesen ein geographisches Koordi-
natensystem zugrunde (d.h. Sensoren verfu¨gen u¨ber keine Ho¨henangaben). Zusa¨tzlich
ko¨nnen auch zweidimensionale kartesische Koordinaten verarbeitet werden. Das karte-
sische Koordinatensystem findet hierbei im Wesentlichen bei der Verarbeitung nicht-
geografischer Daten Verwendung, wie sie zum Beispiel bei der Verarbeitung von Sens-
ordaten in Geba¨uden auftreten. Aufgrund der notwendigen Genauigkeit und der hohen
Dichte an Sensoren bietet sich bei diesem Szenario die Verwendung eines Bezugspunktes
im oder nahe dem Geba¨ude an.
Im Folgenden soll auf die von AnduIN unterstu¨tzten Objekttypen, Formen und Ope-
ratoren mit ra¨umlichem Bezug eingegangen werden. Die unterstu¨tzten Formen und
Operatoren ermo¨glichen eine grundlegende Verarbeitung von Daten mit ra¨umlichem
Bezug.
5.1.2.1 Mobile vs. statische Objekte
Betrachtet man Sensoren als mo¨gliche ra¨umliche Objekte, so mu¨ssen prinzipiell die
folgenden beiden Klassen unterschieden werden:
• Statische Objekte: Das Objekt (zum Beispiel ein Sensorknoten) a¨ndert seine Po-
sition gegenu¨ber dem Bezugssystem nicht.
• Mobile Objekte: Das Objekt bewegt sich im Raum und stellt selbststa¨ndig seine
Positionsa¨nderung (zum Beispiel via GPS) fest. Die vera¨nderten Ortsangaben
mu¨ssen dem System kontinuierlich mitgeteilt werden.
Die Verarbeitung von statischen und mobilen Objekten ist grundlegend verschieden.
Im Fall der Verarbeitung statischer Objekte ist es ausreichend, dem System die Posi-
tion des Objektes einmalig bekannt zu machen. Ist die Position aller Objekte, welche
in einer Anfrage verarbeitet werden sollen, zum Initialisierungszeitpunkt der Anfrage
bekannt und sind diese Objekte statisch, so ko¨nnen sa¨mtliche fu¨r die ra¨umliche Anfra-
geverarbeitung notwendigen Arbeitsschritte einmalig zum Ausfu¨hrungszeitpunkt der
Anfrage durchgefu¨hrt werden. Im Gegensatz dazu muss das System bei Anfragen u¨ber
mobilen Objekten kontinuierlich mit den Positionsdaten aller mobilen Objekte versorgt
werden. Zudem muss die Ergebnismenge kontinuierlich an die neuen Positionsangaben
angepasst werden.
Statische Sensorknoten lassen sich in AnduIN im Metadaten-Katalog registrieren. Je-
der Sensorknoten wird u¨ber einen eindeutigen Identifier registriert. Die entsprechenden
CQL-Erweiterungen zum Verwalten von registrierten Sensoren finden sich im Anhang,
Abschnitt C.5. Anfragen mit einem ra¨umlichen Bezug ko¨nnen anschließend u¨ber den
entsprechenden Identifier, welcher Teil des Datenstromes ist, auf die mit dem Knoten
verbundenen Geoinformationen zuru¨ckgreifen.
Im Fall sich bewegender Sensorknoten ist eine Speicherung der Positionsangaben im
Metadaten-Katalog nicht sinnvoll. Informationen u¨ber die aktuelle Position der Daten-
quelle sind Teil des Datenstromes. Dies heißt insbesondere, dass jeder Operator, welcher
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diese Daten auswerten soll,
”
wissen“ muss, an welcher Position im Datenstrom sich die
Geoinformationen befinden.
5.1.2.2 Geometrische Formen
Im Allgemeinen sind bei der Analyse von Geoinformationen physische Objekte wie zum
Beispiel Straßen, Flu¨sse, Wa¨lder oder Landschaften von Interesse. Fu¨r die automati-
sche Verarbeitung mu¨ssen diese Objekte als geometrische, vom System analysierbare
abstrakte Formen abgebildet werden. In AnduIN stehen die folgenden abstrakten (zwei-
dimensionalen) Formen zur Verfu¨gung:
• Punkte erlauben die Beschreibung von Positionen im Raum. Sie besitzen dabei
keine Ausdehnung. Die Positionen von Sensorknoten werden in AnduIN durch
Punkte repra¨sentiert.
• Linienzu¨ge sind Verbindungen von mindestens zwei Punkten. Die Verbindung
zweier Punkte wird oftmals auch als Segment bezeichnet. Ein Linienzug ist eine
Kette von sich an den Enden beru¨hrenden Segmenten. Mit Hilfe von Linienzu¨gen
ko¨nnen Objekte wie zum Beispiel Straßen oder Flu¨sse abgebildet werden. Sie
verfu¨gen selbst u¨ber keine ra¨umliche Ausdehnung. Prinzipiell la¨sst sich dies aber
durch Verwendung entsprechender Auflo¨sungen simulieren.
• Polygone repra¨sentieren geometrische Objekte mit ra¨umlicher Ausdehnung. Sie
werden durch geschlossene Linienzu¨ge abgebildet, d.h. der Startpunkt des Lini-
enzuges entspricht zugleich dem Endpunkt. Mit Hilfe von Polygonen lassen sich
Regionen wie zum Beispiel Wa¨lder oder Seen definieren. In AnduIN beschra¨nken
wir uns auf einfache Polygone ohne Lo¨cher.
• Rechtecke sind ein Spezialfall von Polygonen, welche gesondert betrachtet werden.
Fu¨r die Definition von Rechtecken ist prinzipiell die Angabe zweier Eckpunkte
ausreichend. Zudem existieren im Vergleich zu Polygonen effizientere Algorithmen
fu¨r das Pru¨fen verschiedener Eigenschaften von Rechtecken (wie zum Beispiel das
Pru¨fen auf Enthaltensein eines Punktes) als fu¨r Polygone.
Mit den beschriebenen geometrischen Objekten lassen sich die meisten realweltlichen
ra¨umlichen Objekte beschreiben. In traditionellen DBMS stehen zusa¨tzlich oftmals
noch Kreisbo¨gen bzw. Kreise zur Verfu¨gung. Kreisobjekte werden in AnduIN nicht
explizit angeboten, aber u¨ber den within distance-Operator indirekt als Anfrageregion
unterstu¨tzt.
5.1.2.3 Operatoren
Eine wichtige Klasse raumbezogener Anfragen sind Filter. Analog zum einfachen Filter
fu¨r nichtra¨umliche Daten werden Objekte, welche einer Filterbedingung nicht genu¨gen,
verworfen. Zu den ra¨umlichen Filtern za¨hlen die folgenden:
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Abbildung 5.3: ra¨umliche Filter-Operatoren in AnduIN
• Der Inside-Filter pru¨ft, ob ein Objekt in einer definierten Region liegt (Abbil-
dung 5.3(a)). Die Region kann dabei eine beliebige von AnduIN unterstu¨tzte
geometrische Form sein.
• Beim Within-Distance-Filter wird getestet, ob sich ein Objekt in einem definierten
Umkreis zu einem anderen Objekt oder einem beliebigen Punkt im Raum befindet
(Abbildung 5.3(b)). Hierbei handelt es sich um einen Spezialfall des Inside-Filters,
da als Region eine Kreisregion um einen zweiten Punkt angenommen wird.
• Der k-Nearest-Neighbor -Filter pru¨ft, ob das gepru¨fte Objekt zu den k am na¨chsten
liegenden Objekten bezu¨glich eines definierten Referenzpunktes geho¨rt (Abbil-
dung 5.3(c)).
Im Weiteren soll die Umsetzung der einzelnen Operatoren in AnduIN im Detail be-
schrieben werden. Im Fall sich nicht bewegender (statischer) Objekte kommt dabei fu¨r
alle Operatoren ein Whitelist-Ansatz zum Tragen. Hierbei wird wa¨hrend der Initiali-
sierungsphase der Anfrage eine Liste aufgebaut, welche die Identifikatoren aller Objekte
entha¨lt, die den entsprechenden Filter passieren. Die Laufzeitkomponente des Opera-
tors pru¨ft anschließend lediglich, zu welchem Objekt ein Tupel geho¨rt und ob dieses
Objekt auf der Whitelist steht. Ist das der Fall, darf das Tupel den Operator passieren.
Inside-Operator Der Inside-Operator pru¨ft, ob das Daten produzierende Objekt
innerhalb einer definierten Anfrageregion liegt. Die Umsetzung des Inside-Operators
erfolgt auf Grundlage eines Spatial Join mit dem Pra¨dikat contains. Ein typisches Bei-
spiel fu¨r die Anwendung des Inside-Operators wa¨re
”
Finde alle Sensoren, die sich im
Wald befinden!“.
Wa¨hrend der Initialisierung der Anfrage werden alle Regionen, die eine Anfrage defi-
nieren in einen R∗-Baum eingefu¨gt. Im Fall statischer Objekte wird anschließend eine
Whitelist erzeugt, indem fu¨r jeden einzelnen registrierten Sensor anhand des R∗-Baumes
u¨berpru¨ft wird, ob sich dieser innerhalb der in der Anfrage definierten Regionen befin-
det.
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Input : Anfrageregionen R = {r1, r2, ...}, registrierte Sensoren Nodes = {n1, n2, ...}
Output : Whitelist W = {ni, nj , ...}
RSB = createEmptyRStarTree();1
for r ∈ R do2
insertRegion(r,RSB);3
W = ∅;4
/* erzeuge Whitelist */5
for n ∈ Nodes do6
Rcand = isInRegion(n,RSB);7
isIn = TRUE;8
while isIn && Rcand 6= ∅ do9
r ∈ Rcand; Rcand = Rcand \ r;10
if nodeIsInRegion(node, r) then11
isIn = FALSE;12
if isIn = TRUE then13
W = W ∪ n;14
return W ;15
Algorithmus 5.1 : Initialisierungsphase fu¨r statische Sensoren und mittels Schnitt
definierte Anfrageregionen
Algorithmus 5.1 zeigt den Ablauf der Initialisierung fu¨r den statischen Fall. Der Inside-
Operator unterstu¨tzt die Definition von Anfrageregionen mittels Schnitt und Vereini-
gung beliebiger Anfrageregionen. In Algorithmus 5.1 wurde sich der Einfachheit halber
auf den Schnitt beschra¨nkt.
Im Fall der Verarbeitung sich bewegender Objekte wird fu¨r jedes neu eintreffende Tupel
auf Basis des R∗-Baumes aufs Neue gepru¨ft, ob es sich innerhalb der definierten Regio-
nen befindet oder außerhalb. Zuna¨chst werden hierzu alle MBB’s bestimmt, in denen
sich das Objekt (repra¨sentiert durch den Datensatz) mo¨glicherweise befindet. Anschlie-
ßend werden die entsprechenden Regionen im Detail extrahiert. In Abha¨ngigkeit von
der Form der Verknu¨pfung, dem Schnitt oder der Vereinigung der einzelnen Regionen
wird entschieden, ob das Tupel den Operator passieren darf oder nicht. Dies entspricht
in den wesentlichen Schritten dem Erzeugen der Whitelist aus Algorithmus 5.1.
Aufgrund der Verwendung des R∗-Baumes ist es prinzipiell mo¨glich, die Anfrageregio-
nen zur Laufzeit anzupassen. Bei der statischen Variante muss hierzu die komplette
Whitelist u¨berarbeitet werden. Im Fall einer kontinuierlichen Pru¨fung von Tupeln ist
das Hinzufu¨gen von Anfrageregionen zum R∗-Baum bzw. das Entfernen von Anfrage-
regionen aus dem R∗-Baum jederzeit mo¨glich. Des Weiteren sind bei der Auswertung,
falls no¨tig, noch die Pra¨dikate anzupassen.
k-Nearest-Neighbor-Operator Der k-Nearest-Neighbor-Operator erwartet neben
der Definition der zu untersuchenden Objekte zusa¨tzlich die Angabe eines Punktes im
Raum bzw. eines Sensors, welcher als Pivot-Element dient. Im Fall der Verwendung eines
Pivot-Sensors muss zusa¨tzlich noch unterschieden werden, ob es sich beim verwendeten
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Input : neuer Datensatz tuple, Koordinaten des Pivot-Elementes kpivot, aktuelle (sortierte)
Whitelist W
Output : TRUE oder FALSE
kn = extractGeoInf(tuple);1
/*Koordinaten des maximal vom Pivot-Element entferntes Objektes*/ ;2
kmax = maxDistance(W) ;3
if distance(kn, kpivot) ≤ distance(kmax, kpivot) then4
W = (W \ kmax) ∪ kn;5
return TRUE;6
return FALSE;7
Algorithmus 5.2 : k-Nearest-Neighbor-Operator – Pru¨fen eines von einem sich be-
wegenden Sensor stammenden Tupels bei statischenm Pivot-Element
Sensor um ein statisches oder ein mobiles Objekt handelt.
Im Fall sich nicht bewegender Objekte und eines statischen Pivot-Punktes wird beim
k-Nearest-Neighbor-Operator ebenfalls mit einer Whitelist gearbeitet. Diese umfasst
die k am na¨chsten liegenden Elemente in sortierter Reihenfolge. Wa¨hrend der Initia-
lisierungsphase werden die zum Pivot-Punkt k na¨chsten Elemente bestimmt und der
Whitelist hinzugefu¨gt. Bei der Behandlung sich bewegender Objekte muss wa¨hrend
des Eintreffens neuer Datensa¨tze fu¨r jeden Datensatz neu entschieden werden, ob das
Daten produzierende Objekt zu den k-na¨chsten Nachbarn za¨hlt. Zu diesem Zweck lie-
gen die Elemente der Whitelist sortiert vor. Trifft ein neues Tupel ein, welches einem
na¨heren Objekt als dem weitesten vom Pivot-Element entfernten Objekt der Whitelist
zugeordnet werden kann, so werden die Positionsangaben aus diesem Datensatz an ent-
sprechender Stelle in die Whitelist aufgenommen. Das bisher am weitesten vom Pivot-
Element entfernte Element der Whitelist wird aus dieser verdra¨ngt. Abbildung 5.2 zeigt
den Algorithmus fu¨r das Pru¨fen eines von einem sich bewegenden Sensor stammenden
Datensatzes auf Zugeho¨rigkeit zur Whitelist bei statischem Pivot-Element.
Da im Fall sich bewegender Objekte zu Beginn nicht alle Objekte in der direkten Umge-
bung des Pivot-Elementes bekannt sind, kann es zu Beginn der Filterung zum Passieren
von falsch-positiven Datensa¨tzen kommen. D.h. Datensa¨tze, welche prinzipiell nicht zu
den k-na¨chsten Nachbarn za¨hlen und somit den Operator nicht passieren du¨rften, pas-
sieren den Operator, solange keine Tupel von den tatsa¨chlichen k-na¨chsten Nachbarn
eingegangen sind.
Bei sich bewegendem Pivot-Sensor kann sich in Abha¨ngigkeit von Bewegungsrichtung
und -geschwindigkeit die Menge der na¨chsten Nachbarn im Verlauf der Analyse zwei
aufeinander folgender Datensa¨tze vollsta¨ndig a¨ndern. D.h. die
”
alte“ Liste der na¨chsten
Nachbarn kann vollsta¨ndig ungu¨ltig sein. Ein einfacher Lo¨sungsansatz ist das Verwerfen
aller bisherigen Nachbarn in der Liste bei einer Positionsa¨nderung des Pivot-Elements
und das anschließende Neuaufbauen einer aktuellen Liste (Algorithmus 5.3). Das gro¨ßte
Problem hierbei ist die erneute
”
Einschwing-Phase“ des Operators, welche in einer
entsprechend schlechten Ergebnismenge resultiert. Im Fall einer hohen Update-Frequenz
des Pivot-Elementes kann dieser Ansatz zu stark fehlerhaften Ergebnissen fu¨hren.
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Input : neuer Datensatz tuple, Pivot-Sensor-ID idp, aktuelle Koordinaten des Pivot-Elements
kpivot, aktuelle (sortierte) Whitelist W
Output : {kpivot, TRUE ∨ FALSE}
isIn = FALSE;1
if tupleFromPivotObject(tuple, idp) then2
k′pivot = extractGeoInf(tuple);3
if kpivot 6= k′pivot then4
kpivot = k
′
pivot;5
W = ∅;6
else7
isIn = staticNearestNeighborLookUp(tuple, pkoord,W ) //analog Algorithmus 5.2;8
return {kpivot, isIn};9
Algorithmus 5.3 : Nearest-Neighbor-Operator (bewegende Sensoren und Pivot-
Element)
Within-Distance-Operator Der Within-Distance-Operator als Spezialfall des In-
side-Operators arbeitet im Wesentlichen analog zu diesem. Aufgrund der Verwendung
eines Pivot-Punktes und der Verwendung als Anfrageregion kann auf die Verwendung
einer Indexstruktur verzichtet werden. Die Verarbeitung im Fall statischer Objekte er-
folgt in a¨hnlicher Weise wie bei den anderen Operatoren. Zuna¨chst werden alle Objekte
im Umkreis des Pivot-Punktes bestimmt und in die Whitelist aufgenommen. Diese wird
anschließend fu¨r die eigentliche Filterung verwendet.
Die Verarbeitung von Daten sich bewegender Sensoren gestaltet sich a¨hnlich einfach.
Beim Eintreffen eines neuen Tupels wird berechnet, ob sich dieses innerhalb der vorge-
gebenen Distanz zum Pivot-Punkt befindet.
Die fu¨r eine deklarative Beschreibung ra¨umlicher Anfragen notwendigen sprachlichen
Erweiterungen von CQL finden sich in Anhang C.3.12.
5.1.3 Verarbeitung ra¨umlicher Anfragen im WSN
Da es sich bei den implementierten ra¨umlichen Operatoren im Wesentlichen um Fil-
ter handelt, sollten diese mo¨glichst nah an den Datenquellen platziert werden, um so
fru¨hzeitig fu¨r eine Datenreduktion im Strom zu sorgen. In Analogie zu den fu¨r die ein-
fachen Filter entworfenen Regeln, wurden entsprechende Regeln fu¨r ra¨umliche Filter im
logischen Optimierer umgesetzt.
Handelt es sich bei den in der Anfrage spezifizierten Datenquellen um Sampling-Ope-
ratoren im WSN, dann spricht generell nichts gegen eine Auslagerung der Filter-Ope-
ratoren in das WSN. Im Gegenteil, eine Filterung bereits auf den Sensorknoten kann
zu einer drastischen Reduktion an zu sendenden Daten fu¨hren. Prinzipiell ko¨nnte so-
gar das Aufwachen und Messen von Werten bei Sensorknoten, welche nicht Teil der
Anfragemenge sind, entfallen.
Die im Rahmen dieser Arbeit entwickelte In-Network-Lo¨sung fu¨r ra¨umliche Operatoren
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beschra¨nkt sich auf sich nicht bewegende Sensoren. Der implementierte Ansatz soll
im Folgenden beschrieben werden. Auch wenn keine entsprechende Lo¨sung fu¨r sich
bewegende Operatoren vorliegt, so soll anschließend zumindest ein kurzer U¨berblick
u¨ber entsprechende Umsetzungsmo¨glichkeiten gegeben werden, welche sich im Rahmen
von AnduIN ergeben.
5.1.3.1 Statische Sensorknoten
Im Fall von sich nicht bewegenden Sensorknoten kann prinzipiell der Whitelist-Ansatz
auch fu¨r die In-Network-Verarbeitung u¨bernommen werden. Die Whitelist muss zu
diesem Zweck einmalig auf der zentralen Instanz erzeugt und anschließend als Teil
der Laufzeitumgebung auf die Sensorknoten verteilt werden. Hierbei stellt sich aller-
dings das Problem, dass die Whitelist-Erzeugung schon Teil der Operatorausfu¨hrung
ist. Gema¨ß der Anfrageverarbeitung in AnduIN (Kapitel 4) wird aber nach der phy-
sischen Optimierung der ausgewa¨hlte Plan direkt in die beiden Teilpla¨ne zerlegt und
im Anschluss daran zur Ausfu¨hrung gebracht bzw. im WSN verteilt. Fu¨r die Verwen-
dung einer Whitelist mu¨ssen daher an der initialen Anfrageverarbeitung entsprechen-
de Anpassungen vorgenommen werden. Nachdem der optimale physische Plan fu¨r die
Ausfu¨hrung auf den einzelnen Komponenten zerlegt wurde, muss dieser auf vorhandene
ra¨umliche Operatoren hin untersucht werden. Werden diese auf nichtbewegliche Sen-
sorknoten angewandt, so ko¨nnen anschließend die entsprechenden Whitelists erstellt
werden. Die vollsta¨ndige Filterliste kann dann als Teil der Laufzeitumgebung im WSN
verteilt werden. In Abha¨ngigkeit von ihrem eigenen Knotenidentifikator stellen die ein-
zelnen Sensorknoten anschließend fest, ob die entsprechenden Tupel den betroffenen
ra¨umlichen Operator passieren du¨rfen oder nicht.
Die Integration der vollsta¨ndigen Liste in die Laufzeitumgebung ist allerdings auch mit
entsprechenden Problemen verbunden: (i) je nach Umfang der Whitelist geht Speicher in
der Laufzeitumgebung verloren und (ii) das Verteilen eventueller (Anfrage-)Updates im
WSN wird entsprechend teurer. Prinzipiell lassen sich die ra¨umlichen Operatoren auch
als feedback basierte Operatoren umsetzen (siehe Klassifikation Abschnitt 4.1), d.h. die
Whitelist wird zur Laufzeit von der zentralen Komponente erstellt und anschließend im
Netzwerk propagiert. Da aber auch in diesem Fall die vollsta¨ndige Liste im WSN verteilt
werden muss (jeder Knoten muss u¨ber eine Aktivierung bzw. Deaktivierung seinerseits
informiert werden), ergibt sich gegenu¨ber dem zu Beginn vorgestellten Ansatz kein
wirklicher Kostenvorteil.
5.1.3.2 Mobile Sensorknoten
Das Problem sich bewegender Objekte (Moving Objects) ist ein hochaktuelles For-
schungsthema [117, 183, 216]. Jenseits von drahtlosen Sensornetzwerken gibt es mitt-
lerweile eine Vielzahl akkubetriebener Klein- und Kleinstgera¨ten (zum Beispiel Mobil-
telefone, Smartphones, Notebooks etc.), deren aktuelle Position je nach Anwendung aus-
gewertet wird. Eine vollsta¨ndige Betrachtung wu¨rde den Rahmen der Arbeit sprengen.
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Daher beschra¨nken sich die folgenden Ausfu¨hrungen auf das Aufzeigen von Problemen,
welche sich in diesem Zusammenhang ergeben.
Am einfachsten gestaltet sich die WSN-Integration des Within-Distance-Operators bei
nichtbeweglichem Pivot-Element. Hierzu muss lediglich jeder Knoten des WSN
”
wis-
sen“, wo sich das Pivot-Element befindet und in welchem Radius zu diesem eigene
Tupel den Operator passieren du¨rfen. Die Auswertung kann somit auf jedem Operator
unabha¨ngig von anderen Sensorknoten stattfinden.
Bereits bei einem sich bewegenden Pivot-Element ist im Fall des Within-Distance-
Operators eine Kommunikation zwischen den einzelnen Sensorknoten notwendig. Die
Ortsvera¨nderung des Pivot-Knotens muss den anderen Knoten im WSN bekannt ge-
macht werden. Noch komplexer gestaltet sich das Problem beim k-Nearest-Neighbor-
Operator mit sich bewegendem Pivot-Element. Zusa¨tzlich zum Aufenthaltsort des
Pivot-Sensors mu¨ssen die Knoten sich noch Informationen u¨ber ihre eigene Nachbar-
schaftsbeziehung zu diesem austauschen. D.h. die notwendigen Informationen mu¨ssen
in Teilen des WSN propagiert werden [114].
5.1.4 Verwandte Arbeiten
Zu den ersten Systemen, welche Daten mit ra¨umlichem Bezug in großem Maßstab ver-
walteten, za¨hlten die Geo-Informationssysteme. Mit der Einfu¨hrung von GPS und an-
deren Lokalisierungssystemen war es prinzipiell jedem mo¨glich, auf einfache Weise die
Position von Objekten zu bestimmen und die Bewegung von Objekten zu verfolgen.
Entsprechend sind in den letzten Jahren Erweiterungen zur Verarbeitung ra¨umlicher
Anfragen fu¨r die verschiedensten datenverarbeitenden Systeme entstanden.
Das von Oracle entwickelte 11g verwendet fu¨r die Darstellung von Geo-Objekten das
objektrelationale Modell des Systems. Hierfu¨r wurde ein entsprechender Geo-Datentyp
eingefu¨hrt, welcher die Beschreibung von komplexen Polygonen, Kurven und Kreisen
ermo¨glicht. Als Indexstrukturen setzt Oracle R-Ba¨ume ein. Zu den wesentlichen von
11g unterstu¨tzten Operatoren za¨hlen die in AnduIN integrierten Operatoren k-Nearest-
Neighbor, Within-Distance sowie der in AnduIN nicht integrierte Relate-Operator (Re-
late untersucht die Beziehung von Objekten zueinander)1. In IBM’s DB2 ist der DB2
Spatial Extender fu¨r die Verarbeitung von Objekten mit ra¨umlichem Bezug verant-
wortlich. Geometrische Objekte werden in DB2 ebenfalls als Objekte beschrieben, was
entsprechende Vererbungshierarchien ermo¨glicht. Als Indexstrukturen werden bei DB2
der Grid-Index und der Geoda¨tische Voronoi-Index (als Teil des Geodetic Extender) ein-
gesetzt. Beim Geoda¨tischen Voronoi-Index wird die Erdoberfla¨che in (Voronoi-)Zellen
zerlegt (a¨hnlich wie beim Grid-Index). Objekte werden dabei nicht durch Rechtecke,
sondern durch ihren minimal umfassenden Kreis repra¨sentiert2. Neben diesen kommer-
ziellen Systemen verfu¨gen mittlerweile auch die bekanntesten Open-Source-DBMS wie
1Oracle Spatial – User’s Guide and Reference (Stand 2010)
2IBM DB2 Spatial Extender and Geodetic Extender (Stand 2010)
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zum Beispiel Mysql und PostreSQL u¨ber entsprechende Erweiterungen. Als Indexstruk-
turen verwenden beide Systeme R-Baum-Implementierungen.
Zum Zweck der Interoperabilita¨t zwischen den Systemen wurde 2001 mit der ISO-Norm
ISO/IEC 13249-3 SQL/MM eine entsprechende SQL-Erweiterung fu¨r den Umgang mit
ra¨umlichen Objekten in DBMS definiert [159, 196]. Die Spezifikation beschreibt unter
anderem, wie ra¨umliche Objekte als Werte darzustellen sind und welche Funktionen zur
Verarbeitung bzw. zum Transformieren solcher Objekte vorhanden sein mu¨ssen.
Neben diesen Systemen zur Verarbeitung statischer Daten existieren mittlerweile auch
erste Ansa¨tze, Anfragen mit ra¨umlichem Bezug in Datenstrom verarbeitende Syste-
me zu integrieren. Ein interessantes Projekt ist PLACE, welches das DSMS Nile um
die Mo¨glichkeit zur Formulierung raumbezogener Anfragen erweitert. Die Idee hinter
PLACE [163, 164] ist, dass mobile Anwender Anfragen an die Serverkomponente stel-
len und diese Ergebnisse in Abha¨ngigkeit ihres gegenwa¨rtigen Aufenthaltsortes gelie-
fert werden. Hierzu aktualisiert der Server kontinuierlich die Ergebnismenge fu¨r eine
Nutzeranfrage im Fall von dessen Bewegung (zum Beispiel durch entsprechende Nach-
richten u¨ber das Hinzufu¨gen bzw. das Entfernen von Objekten in dessen Umgebung).
PLACE∗ [221] ist eine verteilte Implementierung von PLACE.
Beim Projekt MobiEyes [82] u¨bernimmt die Client-Anwendung einen großen Teil der
Anfrageverarbeitung. Ziel der Client-Auslagerung ist dabei die Minimierung der Server-
Last. Ein a¨hnliches Ziel verfolgt die Verwendung von bewegungsadaptiven Indexen.
Dabei wird die voraussichtliche Bewegungsrichtung fu¨r jeden Client ermittelt und ba-
sierend auf dieser festgestellt, wann der Client voraussichtlich eine Zelle verla¨sst bzw.
schneidet. Einen a¨hnlichen Ansatz zur Lastreduktion verfolgt der in [109] vorgestellte
Ansatz. Hierbei wird fu¨r jedes sich bewegende Objekt eine
”
sichere Zone“ (rechtecki-
ge Umgebung um das Objekt) bestimmt, welche das Objekt in absehbarer Zeit nicht
verla¨sst. So lange sich ein Objekt in dieser sicheren Zone befindet, mu¨ssen keine ent-
sprechenden A¨nderungsnachrichten an den zentralen Server gesendet werden.
In [192] beschreiben die Autoren SPIX (SPatial IndeX ), eine komplett im WSN ver-
teilte Version eines R-Baumes. Jeder Sensorknoten verwaltet dabei einen MBB, der den
Knoten selber und alle seine Kindknoten umfasst. Als Wurzel des R-Baumes dient die
Basisstation. Der Zugang zum WSN ist wie bei AnduIN auf einen einzelnen Knoten
beschra¨nkt. Eine weitere Einschra¨nkung ist die ausschließliche Integration von nicht be-
weglichen Sensorknoten. Der Aufbau des R-Baumes ist dabei in zwei Phasen unterteilt.
Wa¨hrend der ersten, von der Basisstation via Broadcast-Nachrichten initialisierten Pha-
se sammeln alle Knoten Informationen u¨ber ihre Nachbarn. Die zweite Phase dient der
Bildung der R-Baum-Struktur, wobei der Aufbau beginnend bei den Bla¨ttern Richtung
Wurzel erfolgt. Ein a¨hnlicher Ansatz wurde mit Peer-Tree in [63] pra¨sentiert. Neben
einer verteilten Version des R-Baumes pra¨sentieren die Autoren zusa¨tzlich auch einen
k-Nearest-Neighbor-Ansatz, welcher auf dem verteilten Index basiert.
110 Deklarative Verarbeitung von Datenstro¨men in Sensornetzwerken
5.2. ADAPTIVE BURST-ERKENNUNG
5.2 Adaptive Burst-Erkennung
Im folgenden Abschnitt soll ein Verfahren fu¨r die Erkennung von Bursts u¨ber nichtstati-
ona¨ren Daten pra¨sentiert werden. Im Gegensatz zum Problem der Ausreißererkennung,
bei dem die Identifikation einzelner andersartiger Werte im Mittelpunkt steht, geht es
bei der Burst-Erkennung um die Identifikation von abnormalem Verhalten u¨ber einem
vorab nicht bekannten Zeitraum, welcher mehr als einen Einzelwert umfasst.
Die Identifikation von Bursts ist Teil einer Vielzahl von Steuer- und Analysesystemen.
Im Bereich der Geba¨udeautomation kann die Burst-Erkennung zum Beispiel zur Brand-
bzw. Einbruchsdetektion eingesetzt werden. Beim Feststellen entsprechender Ereignis-
se werden anschließend automatisch Gegenmaßnahmen wie die Benachrichtigung von
Feuerwehr oder Polizei eingeleitet. In beiden Fa¨llen hat sowohl ein Nichterkennen des
eingetretenen Ereignisses als auch ein falsches Auslo¨sen negative Folgen. Ein weite-
res Beispiel ist die Verkehrsu¨berwachung. Hierbei lassen sich mittels Burst-Erkennung
automatisch Staus oder Unfa¨lle erkennen. Eine Anwendung ohne Echtzeitanforderung
ist die Auswertung astronomischer Beobachtungen [228]. Beispielsweise la¨sst sich die
Burst-Erkennung zur Identifikation von Sternvera¨nderungen einsetzen.
Zu den gro¨ßten Herausforderungen im Zusammenhang mit der Identifikation von Bursts
za¨hlt deren mo¨glichst fru¨hzeitige und korrekte Erkennung. Werden Bursts zu spa¨t oder
gar nicht identifiziert, dann ko¨nnen eventuell notwendige Maßnahmen nicht mehr recht-
zeitig eingeleitet werden. Kommt es hingegen zu einem ha¨ufigen Auslo¨sen von falsch-
positiven Anomalien, so ko¨nnen daraus eine hohen Systemlast und u.U. unno¨tig teure
Folgemaßnahmen resultieren.
Die Erkennung von Bursts geschieht u¨blicherweise unter Verwendung von fensterbasier-
ten Verfahren. Bei diesen wird gepru¨ft, inwieweit die im aktuellen Fenster vorliegenden
Daten von den Daten fru¨herer Fenster abweichen. Fu¨r die Bestimmung der Abwei-
chung wird sowohl auf statistische Verfahren als auch auf Verfahren aus dem Bereich
der Signalanalyse oder der ku¨nstlichen Intelligenz zuru¨ckgegriffen. Die Detektion von
Bursts u¨ber (nahezu) beliebigen Fenstergro¨ßen wird als elastic burst detection bezeich-
net. In [189, 232] pra¨sentierten die Autoren hierfu¨r einen Ansatz zur effizienten Detek-
tion von Bursts mit variablen Zeitfenstern. Mit der als shiftet aggregation tree bezeich-
neten Datenstruktur wurde in [229] eine effiziente und einfach zu implementierende
Lo¨sung zur Burst-Detektion u¨ber Datenstro¨men vorgestellt. Aufgrund der verwende-
ten Schwellwertstrategie ist der vorgestellte Ansatz jedoch nur fu¨r stationa¨re Daten
geeignet, deren zeitlicher Verlauf keine Trends oder Perioden aufweist. Datenstro¨me
(insbesondere bei la¨ngerer zeitlicher U¨berwachung) ko¨nnen allerdings sowohl saisonale
Schwankungen als auch Trends enthalten. Betrachtet man zum Beispiel Außensensoren
fu¨r Temperatur oder Luftfeuchtigkeit, so unterliegen diese systematischen Schwankun-
gen in Abha¨ngigkeit von der Tages- oder Jahreszeit. Diese ko¨nnen zu entsprechenden
falsch-positiven Alarmen fu¨hren.
Im Folgenden soll ein Ansatz zur Burst-Detektion in Datenstro¨men pra¨sentiert werden,
welcher sowohl fu¨r stationa¨re als auch fu¨r nichtstationa¨re (trend- bzw. saisonbehaftete)
Daten geeignet ist. Zuna¨chst werden hierzu in Abschnitt 5.2.1 notwendige Grundlagen
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(Datenstrukturen und Algorithmen) vermittelt. Anschließend wird in Abschnitt 5.2.2
eine auf der Zeitreihenvorhersage basierende Anpassung am vorgestellten Basisalgo-
rithmus vorgenommen. In Abschnitt 5.2.3 werden die Umsetzung der vorgeschlagenen
Lo¨sung als In-Network-Operator und dessen Integration in AnduIN beschrieben. Ab-
geschlossen werden die Betrachtungen zum Problem der Burst-Erkennung mit einem
kurzen U¨berblick u¨ber Vorarbeiten auf diesem Themengebiet.
5.2.1 Vorbetrachtungen
Ein einfacher Ansatz zur Identifikation von Bursts beliebiger La¨nge ist die Pru¨fung aller
mo¨glichen gleitenden Teilfenster beginnend ab dem Zeitpunkt t. Bei einem Datenstrom
mit w Elementen und k verschiedenen Teilfenstergro¨ßen wa¨ren somit O(kw) Operatio-
nen notwendig, was im Fall von kontinuierlichen Datenstro¨men nicht praktikabel ist.
Eine effizientere Verarbeitung erlaubt die in [229] vorgestellte Aggregationspyramide
(aggregation pyramid) bzw. der daraus abgeleitete Aggregationsbaum (shifted aggrega-
tion tree). Im Folgenden sollen diese Datenstrukturen genauer beschrieben werden, da
sie die Basis der hier vorgestellten Lo¨sung bilden.
5.2.1.1 Aggregationspyramide
Eine Aggregationspyramide ist eine Datenstruktur u¨ber w Stromelementen mit w Ebe-
nen. w bezeichnet die Anzahl der Datenelemente im betrachteten Fenster. Ebene 0 der
Aggregationspyramide entha¨lt die w Elemente des Datenstromes und entspricht einem
gleitenden Fenster der La¨nge w. Ebene 1 setzt sich aus w−1 Elementen zusammen, wel-
che Aggregate aus jeweils zwei benachbarten Elementen der Original-Daten (Ebene 0)
entha¨lt. Der weitere Aufbau der Aggregationspyramide ist rekursiv definiert. Die w− i
Elemente der Ebene i lassen sich wie folgt aus den Elementen der darunter liegenden
Ebene ableiten:
c(i, t) = Agg(c(i− 1, t), c(0, t+ i))
wobei c(i, t) den aggregierten Wert der Zelle auf Ebene i zum Zeitpunkt t beschreibt.
Agg bezeichnet die verwendete Aggregationsfunktion. Das Element auf Ebene w − 1
entha¨lt somit ein Aggregat u¨ber alle Elemente der Zeitreihe im Basisfenster. Abbil-
dung 5.4 zeigt eine Aggregationspyramide, deren Fenster 8 Elemente des Datenstromes
u¨berdeckt.
Eine so aufgebaute Pyramide weist mehrere interessante Eigenschaften auf. So bildet
zum Beispiel jede Zelle c(i, t) die Spitze einer Teilpyramide, deren Fenster zum Zeit-
punkt t startet und i + 1 Elemente im Basisfenster u¨berdeckt. Diese Eigenschaft la¨sst
sich fu¨r die Detektion von Bursts ausnutzen. U¨berschreitet eine Zelle der Aggregations-
pyramide einen definierten Schwellwert, so bedeutet dies, dass in der von dieser Zelle
u¨berdeckten Teilpyramide ein Burst aufgetreten ist. Fu¨r eine genauere Beschreibung
des Bursts muss anschließend die u¨berdeckte Teilpyramide u¨berpru¨ft werden.
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y8 y7 y6 y1
Zeit
Agg(y7, y6)Agg(y8, y7)
Abbildung 5.4: Aggregationspyramide mit Fenstergro¨ße 8 und einem 3-Ebenen-
Aggregationsbaum (hellgrau)
5.2.1.2 Aggregationsbaum
Das Einfu¨gen neuer Werte in die Aggregationspyramide und die anschließende Suche
ist mit erheblichen Kosten verbunden. Aus diesem Grund pra¨sentierten die Autoren
in [229] mit dem Aggregationsbaum eine effiziente Datenstruktur, dessen Knoten einer
Teilmenge der Zellen der Aggregationspyramide entsprechen. Die Blattknoten des Ag-
gregationsbaumes repra¨sentieren die Ebene 0 der Aggregationspyramide, d.h. die Werte
in den Bla¨ttern entsprechen den Datenelementen des Stromes. Ein Knoten auf Ebene i
des Aggregationsbaumes repra¨sentiert das Aggregat seiner Kindknoten auf Ebene i−1.
Die in Abbildung 5.4 hellgrau eingezeichneten Elemente entsprechen den Knoten eines
mo¨glichen Aggregationsbaumes der Ho¨he 3, welcher sich aus der dargestellten Aggre-
gationspyramide ableiten la¨sst.
Jede Datenstrom-Teilsequenz der La¨nge l mit l ≤ ωi−bi+1 wird im Aggregationsbaum
durch einen Knoten auf Level i u¨berdeckt. ωi bezeichnet hierbei die Gro¨ße des Fensters
auf Ebene i und bi ist der Versatz auf Ebene i. Jedes Teilfenster im Aggregationsbaum
≤ ωi−bi wird somit durch mindestens einen Knoten auf Ebene i vollsta¨ndig u¨berdeckt.
Folglich kann jeder Burst der La¨nge ≤ ωi − bi aufgefunden werden.
Fu¨r das Finden eines Bursts innerhalb des Aggregationsbaumes ist es ausreichend zu
pru¨fen, ob im Zeitraum [t−bi+1, t] ein Teilfenster der Gro¨ße k mit ωi−1−bi−1 +2 ≤ k ≤
ωi− bi+1 den Schwellwert u¨berschreitet. Im Fall einer Schwellwertu¨berschreitung muss
eine detaillierte Suche im Teilbaum unterhalb des betroffenen Knotens vorgenommen
werden.
Eines der wesentlichen Probleme der Datenstruktur ist die Wahl der Zellen, welche im
Baum abgebildet werden. Je du¨nner der Aggregationsbaum besetzt ist, desto weniger
Aktualisierungen mu¨ssen beim Einfu¨gen eines neuen Datensatzes durchgefu¨hrt werden.
Umso aufwendiger ist aber die Detektion von Bursts, da entsprechend viele Teilba¨ume
unterhalb eines Knotens untersucht werden mu¨ssen. Bei einem dicht besetzten Baum
hingegen fallen die Kosten fu¨r die Detektion eines Bursts geringer aus. Dafu¨r ist aber
der Aufwand fu¨r die Aktualisierung der Zellen beim Einfu¨gen eines neuen Datensatzes
entsprechend hoch. In [228] beschreibt der Autor mit dem State-Space-Algorithmus
einen Ansatz, welcher je nach Anwendungsfall die beste Datenstruktur ermittelt. Der
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Algorithmus versucht, die verschiedenen mo¨glichen Auspra¨gungen unter Anwendung
von Regeln in einen nahezu optimalen Aggregationsbaum zu u¨berfu¨hren.
5.2.2 Nichtstationa¨re Burst-Erkennung
Bereits in [228] argumentiert der Autor, dass die Qualita¨t der Burst-Detektion von
der Wahl des Schwellwertes abha¨ngt. Dies ist eine der wesentlichen Schwachstel-
len des pra¨sentierten Verfahrens. Wird der Schwellwert zu groß gewa¨hlt, so wer-
den unter Umsta¨nden kleinere Bursts nicht gefunden. Ist der Schwellwert hingegen
zu klein gewa¨hlt, so kann dies zur Folge haben, dass auch kleinste Schwankungen
fa¨lschlicherweise als Bursts identifiziert werden.
Neben der Mo¨glichkeit der manuellen Definition eines geeigneten Schwellwertes findet
ha¨ufig die Standardabweichung der im Fenster enthaltenen Werte als Schwellwert Ver-
wendung. Diese Herangehensweise weist allerdings zwei grundlegende Probleme auf:
(i) Die Standardabweichung ist nicht stabil bezu¨glich einzelner Ausreißer (aufgrund der
Abha¨ngigkeit vom Mittelwert), d.h. ein einzelner Wert kann zu einem unverha¨ltnisma¨ßig
großen Anstieg der Standardabweichung fu¨hren und (ii) passt sie sich verha¨ltnisma¨ßig
langsam an nichtstationa¨re Daten an, die beispielsweise trendbehaftet sind oder sai-
sonalen Schwankungen unterliegen. Wa¨hrend dem Problem der Stabilita¨t durch entspre-
chende Transformationen entgegengewirkt werden kann [102], bleibt das zweite Problem
bisher unberu¨cksichtigt.
Das im Folgenden beschriebene Verfahren der adaptiven Burst-Erkennung [123,127,174]
versucht daher, Trends und Schwankungen als Teil der Datenreihe zu erkennen und
passt die Schwellwerte, welche der Burst-Erkennung dienen, entsprechend an. Fu¨r die
Erkennung wird das Verfahren der exponentiellen Gla¨ttung eingesetzt. Bei der exponen-
tiellen Gla¨ttung (exponential smoothing) handelt es sich um ein relativ einfaches, aber
robustes Verfahren zur Vorhersage von Zeitreihen. Es wird in einer Vielzahl von Berei-
chen eingesetzt wie zum Beispiel bei der Bedarfsvorhersage in der Lagerhaltung [80]. Bei
der exponentiellen Gla¨ttung werden prinzipiell drei Arten unterschieden: (i) single ex-
ponential smoothing, (ii) second exponential smoothing (Holt-Verfahren) und (iii) third
exponential smoothing (Holt-Winters-Verfahren) [34]. Die einzelnen Verfahren unter-
scheiden sich dabei im Wesentlichen bezu¨glich ihrer Komplexita¨t und der Qualita¨t der
Vorhersagen. Eine ausfu¨hrliche Darstellung der Verfahren ist in Anhang A zu finden.
Prinzipiell ko¨nnen fu¨r die Datenvorhersage und damit die Erkennung von Trends be-
liebige Vorhersageverfahren eingesetzt werden (zum Beispiel andere ARMA-Modelle).
Die exponentielle Gla¨ttung zeichnet sich unter diesen durch ihren relativ geringen Be-
rechnungsaufwand aus. Diese Eigenschaft pra¨destiniert sie insbesondere fu¨r die Analyse
u¨ber Datenstro¨men und erlaubt eine Auslagerung des vorgestellten Verfahrens auf die
Sensorknoten.
Die verschiedenen Vorhersageverfahren der exponentiellen Gla¨ttung ha¨ngen von un-
terschiedlichen Gewichten ab, welche die Trends bzw. Perioden in dem analysierten
Datenstrom widerspiegeln. Da zu Beginn der Burst-Erkennung keinerlei Wissen u¨ber
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Input : Datenwert y, aktueller Aggregationsbaum aggTree
Output : Burst (Start- und Endzeitpunkt)
insertIntoAggrTree(aggTree, y);1
if Training then2
param = getForecastParam(aggTree) // ermittle Parameter fu¨r die Vorhersage;3
else4
Ft+1 = computeForecast(aggTree, param) // berechne Vorhersage;5
thresh = computeThreshold(Ft+1) //berechne neuen Schwellwert ;
burst = burstDetection(aggTree, thresh) // nach [228] ;6
return burst;7
Algorithmus 5.4 : Algorithmus zur Burst-Erkennung
den Datenstrom vorhanden ist, mu¨ssen die Gewichte zuna¨chst wa¨hrend einer initialen
Trainigsphase bestimmt werden. Wa¨hrend dieser Phase ist eine Burst-Erkennung unter
Verwendung von vorhergesagten Werten nicht mo¨glich. An dieser Stelle muss entweder
auf eine Erkennung von Bursts verzichtet werden oder es muss auf eine U¨berwachung
mittels des Verfahrens fu¨r stationa¨re Daten nach [228] zuru¨ckgegriffen werden.
Die wa¨hrend der initalen Trainingsphase erlernten Werte dienen fu¨r alle zuku¨nftigen
Vorhersagen als Parameter. Prinzipiell sollte im weiteren Verlauf eine Adaption der Pa-
rameter durchgefu¨hrt werden, da sich die Verteilung der Daten a¨ndern kann. Diese ist
gegenwa¨rtig aber nicht vorgesehen. Es sollte aber auf einfache Weise mo¨glich sein, den
Datenstrom parallel zur laufenden Auswertung auf die Gu¨ltigkeit der aktuellen Parame-
terwerte hin zu pru¨fen und no¨tigenfalls diese zu aktualisieren. Hierbei muss allerdings
auf eventuell laufende Analysen geachtet werden, da eine Apassung wa¨hrenddessen
nicht ohne weiteres mo¨glich ist.
Nach der initialen Phase werden die Schwellwerte fu¨r die Burst-Erkennung auf Basis der
durch die Vorhersage ermittelten Werte bestimmt. D.h. anstatt die Standardabweichung
u¨ber den Original-Datenstromelementen zu ermitteln, wird der Schwellwert auf Basis
der vorhergesagten Werte bestimmt. Die Vorhersage von Werten erfolgt basierend auf
den Datenelementen des Datenstromes, also auf Blattebene des Aggregationsbaumes.
Fu¨r die einfache Gla¨ttung und die doppelte Gla¨ttung wurden die beiden nachstehenden
Ansa¨tze gewa¨hlt:
• Einfache Gla¨ttung : Fu¨r jeden neu eintreffenden Datenpunkt wird eine 1-Schritt-
Vorhersage durchgefu¨hrt. Der so vorhergesagte Wert wird fu¨r die Schwellwertbe-
rechnung herangezogen.
• Doppelte Gla¨ttung : Auf Basis der letzten k-Werte werden der Mittelwert und der
Anstieg der Zeitreihe ermittelt. Mit Hilfe dieser Werte kann eine entsprechende
Vorhersage fu¨r die na¨chsten i-Werte getroffen werden. Die vorhergesagten Werte
dienen im Anschluss der Schwellwertermittlung.
Die Vorhersagequalita¨t sinkt umso mehr, je weiter der betrachtete Zeitpunkt in der
Zukunft liegt. Aus diesem Grund werden lediglich kurze Vorhersageintervalle verwen-
det. Wurden alle vorhergesagten Werte zur Schwellwertberechnung herangezogen, dann
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wird eine neue Approximation unter Verwendung der aktuellen Daten durchgefu¨hrt. Da
eine Vorhersage von Werten basierend auf Daten, die wa¨hrend eines Bursts gewonnen
werden, zu fehlerhaften Vorhersagen fu¨hren wu¨rde, wird die Vorhersage bis zum En-
de eines erkannten Bursts ausgesetzt. Nachdem das Ende des Bursts festgestellt wurde,
mu¨ssen bis zu k neue Werte fu¨r die na¨chste Vorhersage gesammelt werden. Erst dann ist
ein erneutes Vorhersagen sinnvoll. Algorithmus 5.4 zeigt noch einmal die wesentlichen
Schritte zur adaptiven Burst-Erkennung. In Abschnitt 6.2.2.2 wird das hier vorgestellte
Verfahren evaluiert.
5.2.3 Burst-Erkennung im WSN
Die Wahl eines geeigneten Aggregationsbaumes ist ausschlaggebend fu¨r die Perfor-
mance des Verfahrens. Ist der verwendete Baumtyp ungeeignet, so werden Einfu¨ge- bzw.
Suchaufgaben entsprechend teuer. Diese Tatsache sollte insbesondere im Fall der In-
Network-Verarbeitung beru¨cksichtigt werden, da die Ressourcen zur Berechnung stark
beschra¨nkt sind. Prinzipiell sollte der in [228] vorgestellte State-Space-Algorithmus die
beste Baumstruktur finden. Allerdings handelt es sich hierbei um ein kostenintensi-
ves Optimierungsverfahren, dessen Auslagerung auf die Sensorknoten nicht sinnvoll ist.
Aus diesem Grund wird der Burst-Operator (a¨hnlich wie die ra¨umlichen In-Network-
Operatoren) in zwei Teile aufgeteilt: (i) eine initiale Komponente, welche auf der zen-
tralen Instanz die beste Baumstruktur ermittelt und (ii) eine ausfu¨hrende Komponente,
welche als Teil der Laufzeitumgebung im WSN propagiert wird. Der WSN-Teil kann
als einfacher In-Network-Operator umgesetzt werden, welcher vollsta¨ndig auf den Kno-
ten verarbeitet wird. Eine spa¨tere Kommunikation mit anderen Systemkomponenten
ist nicht no¨tig.
Zum Zweck der Anfrageoptimierung mu¨ssen die Kosten fu¨r die Ausfu¨hrung des Burst-
Operators bestimmt werden. Daru¨ber hinaus muss der Speicherbedarf des Operators
approximiert werden. Prinzipiell lassen sich die fu¨r das Einfu¨gen eines Datensatzes not-
wendigen Operationen und die Anzahl der im Mittel notwendigen Operationen fu¨r die
Burst-Detektion aus der Baumstruktur ableiten. Zum Zeitpunkt der Anfrageoptimie-
rung ist diese Struktur jedoch noch nicht im Detail bekannt (lediglich die Anzahl der
Bla¨tter, welche der Fensterbreite entspricht). Fu¨r die Lo¨sung dieses Problems sind drei
Ansa¨tze mo¨glich:
• Die Ermittlung des fu¨r die Ausfu¨hrung verwendeten Aggregationsbaumtyps wird
wa¨hrend der Planenumerationsphase durchgefu¨hrt, so dass anschließend die ex-
akte Struktur wa¨hrend der Bewertung zur Verfu¨gung steht.
• Die Bewertung des Aggregationsbaumes erfolgt immer unter der Annahme des
am dichtesten besetzten Baumes fu¨r das definierte Problem. Hierbei handelt es
sich immer um einen Bina¨rbaum mit w-Bla¨ttern.
• Es wird ein Aggregationsbaum
”
mittlerer“ Dichte angenommen. Hierfu¨r mu¨ssen
sowohl die Baumho¨he als auch die Anzahl der Kinder pro Knoten vorab definiert
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werden (zum Beispiel auf Basis von Erfahrungswerten).
Der Nachteil des ersten Ansatzes ist die Vermischung von Kostenbewertung und An-
frageausfu¨hrung, was im Fall einer hohen Anzahl von mo¨glichen Ausfu¨hrungspla¨nen zu
einer entsprechenden Verteuerung dieser Phase fu¨hren kann. Der zweite Ansatz, welcher
die teuerste Baumstufe annimmt, kann u.U. zu einer Verschiebung der Kosten zuguns-
ten einer zentralen Ausfu¨hrung fu¨hren. Je gro¨ßer die Anzahl der Knoten ist, desto
ho¨her sind die Einfu¨gekosten. Der vollsta¨ndig besetzte Aggregationsbaum verursacht
somit die ho¨chst mo¨glichen Kosten fu¨r den Operator. Entsprechend hoch ist auch der
Speicherbedarf, denn neben den Originalwerten in den Bla¨ttern sind zusa¨tzlich w − 1
innere Knoten im Baum notwendig. Beim letzten Ansatz stellt die Spezifikation einer
gu¨nstigen Baumstruktur die gro¨ßte Herausforderung dar. Hier kann allerdings auf ent-
sprechende Erfahrungswerte zuru¨ckgegriffen werden, so dass dieser Ansatz die besten
Ergebnisse im Bezug auf Genauigkeit und Performance verspricht.
5.2.4 Verwandte Arbeiten
Das Problem der Ausreißer- bzw. Burst-Erkennung findet sich in einer Vielzahl von
Anwendungen wieder. Neben der Bereinigung von Sensordaten za¨hlen hierzu auch die
U¨berwachung der TCP-, Web-, Datei-System- oder Festplatten-Last [210,213]. Oftmals
steht dabei das Erkennen von Engpa¨ssen oder Angriffen im Mittelpunkt. Interessant ist
auch das von Kleinberg in [129] betrachtete Problem der Erkennung von Bursts in Text-
datenstro¨men (zum Beispiel E-Mails oder News). Kleinberg widmet sich dabei der Er-
kennung von Wortha¨ufigkeiten in Textdatenstro¨men und deren zeitlicher Vera¨nderung.
So lassen sich zum Beispiel plo¨tzlich auftauchende Themena¨nderungen erkennen.
Das Problem der Burst-Erkennung ist eng verwandt mit dem Problem der Ausrei-
ßerdetektion (outlier detection) [124]. Prinzipiell lassen sich Verfahren zur Erkennung
von Bursts bzw. Ausreißern in zwei Klassen einteilen: u¨berwachte und nichtu¨berwachte
Verfahren. Erstere versuchen anhand von kategorisierten Trainingsdaten Charakteris-
tika zu erlernen (supervised learning). Das erlernte Wissen wird anschließend fu¨r die
Erkennung verwendet. Entsprechende Verfahren basieren zum Beispiel auf ku¨nstlichen
neuronalen Netzen [83] oder verwenden Techniken des maschinellen Lernens [139,187].
Zweitere kommen ohne das Zufu¨hren von externem Wissen aus (unsupervised learning).
Bei diesen Verfahren werden oftmals statistische Eigenschaften wie zum Beispiel die Di-
stanz oder die Dichte von Daten bzw. Datenmengen in Relation zueinander gesetzt. Bei
den distanzbasierten Verfahren [26,130,131] wird gepru¨ft, ob der Abstand eines Wertes
zu seinen Nachbarwerten im Datenstrom einen definierten Schwellwert u¨berschreitet.
Ist dies der Fall, so handelt es sich um einen Ausreißer bzw. Burst. Im Allgemeinen
finden distanzbasierte Verfahren lediglich globale Ausreißer. Im Gegensatz dazu be-
trachten dichtebasierte Verfahren, wie zum Beispiel das in [40] beschriebene, Punkte
genau dann als Ausreißer, wenn sich deren lokale Dichte signifikant von der ihrer Nach-
barn unterscheidet. Einen umfangreichen U¨berblick u¨ber verfu¨gbare Verfahren aus den
Bereichen Burst- bzw. Ausreißererkennung liefert [108].
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Bei dem von Zhu und Shang in [232] pra¨sentierten Verfahren zur Detektion von Bursts
handelt es sich ebenfalls um einen distanzbasierten Ansatz. Es war dabei die erste
Lo¨sung, welche fu¨r die Detektion von Bursts auf Wavelets setzte. Die oben verwendete
Arbeit [229] erweiterte diese Ansatz um die vorgestellten Datenstrukturen.
5.3 Quantitatives Frequent Pattern Mining
Als letzter Operator soll in diesem Kapitel stellvertretend ein Verfahren zum Finden
ha¨ufiger Muster in Datenstro¨men beschrieben werden. Das Finden ha¨ufiger Muster
(frequent pattern mining) ist Grundlage fu¨r eine Vielzahl von Data-Mining-Problemen
(zum Beispiel fu¨r die Korrelationsanalyse oder das Finden von Sequenzen oder Pe-
rioden innerhalb eines Datenstromes). Die popula¨rste Anwendung fu¨r das Frequent
Pattern Mining ist das Assoziation Rule Mining, bei welchem aus Transaktionen Wer-
te extrahiert und in Relation zueinander gesetzt werden. Eine typische Anwendung
ist die Analyse von Supermarktransaktionen, bei der das Kaufverhalten von Kunden
untersucht wird. Ziel ist dabei die Detektion von Regeln, die das Kaufverhalten einer
repra¨sentativen Menge von Kunden widerspiegeln. Anhand der Regeln ko¨nnen anschlie-
ßend die Verkaufsprozesse optimiert werden. Eine mo¨gliche Regel wa¨re beispielsweise
”
Bier → Chips (10%)“, welche besagt, dass 10 Prozent aller Kunden, die Bier gekauft
haben, auch Chips kauften.
Wie die meisten Data-Mining-Verfahren, so wurde auch das Frequent Pattern Mining
urspru¨nglich fu¨r statische Datenbesta¨nde entwickelt. In den letzten Jahren wurden die-
se Verfahren auf das Datenstrom-Paradigma u¨bertragen [101, 152]. Ein interessantes
Beispiel fu¨r die Anwendung des Assoziation Rule Mining u¨ber Datenstro¨men ist in [98]
beschrieben. Die Autoren versuchen dabei, fehlende Messwerte in einem Sensordaten-
strom anhand zuvor abgeleiteter Assoziationsregeln zu erga¨nzen.
In vielen Anwendungen liegen die Daten zur Analyse nicht in Form kategorischer Attri-
bute vor, sondern als quantitative Attribute. So messen Sensoren im Allgemeinen Wer-
te aus einem stetigen Wertebereich. Die U¨bertragung existierender Frequent-Pattern-
Mining-Verfahren auf solche Daten fu¨hrt hierbei oftmals nicht zu den gewu¨nschten
Ergebnissen, und der resultierende Berechnungsaufwand ist nicht vertretbar. Basierend
auf dieser Feststellung entwickelten die Autoren in [193] erstmals ein Verfahren fu¨r das
Finden von Regeln, welches sowohl mit kategorischen Attributen als auch mit quanti-
tativen (mengenwertigen) Attributen umgehen kann. Das vorgestellte Verfahren bildet
dabei quantitative auf kategorische Attribute ab. Die quantitativen Attribute werden
im Wesentlichen auf Intervalle abgebildet, welche eine Menge von numerischen Wer-
ten aufnehmen ko¨nnen. Auf Basis dieser Definition pra¨sentierten die Autoren einen
angepassten Apriori-Algorithmus, welcher den Suchraum zerlegt (diskretisiert) und an-
schließend durch Kombination der Teilintervalle Regeln findet. Der Apriori-Ansatz weist
allerdings zwei grundlegende Probleme auf, welche ihn fu¨r die Anwendung u¨ber Daten-
stro¨men disqualifizieren: (i) Fu¨r das Finden der Items werden alle mo¨glichen Kombina-
tionen der Teilintervalle gepru¨ft und (ii) ist das Apriori-Verfahren selbst aufgrund des
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wiederholten Kombinierens von (k-1)-Itemsets zu k-Itemsets nicht fu¨r die Anwendung
auf Datenstro¨men geeignet.
In den letzten Jahren sind einige Verfahren zum Finden ha¨ufiger quantitativer Itemsets
entwickelt worden. Bei den vorgestellten Lo¨sungen handelt es sich aber zumeist um
Abwandlungen des Apriori-Ansatzes [193], so dass eine Analyse u¨ber Datenstro¨men
nicht effizient mo¨glich ist. Im weiteren Verlauf dieses Abschnitts soll daher ein geeignetes
Verfahren fu¨r das quantitative Frequent Pattern Mining u¨ber Datenstro¨men pra¨sentiert
werden. Zuna¨chst werden hierzu notwendige Definitionen vorgenommen. Anschließend
soll mit dem Frequent Pattern Partitioning Stream (FP 2-Stream) [128] ein auf dem FP-
Tree von Han et al. [101] basierender Lo¨sungsansatz pra¨sentiert werden. Danach wird
die Integration des entwickelten Verfahrens in AnduIN beschrieben. Abgeschlossen wird
dieser Abschnitt mit einem U¨berblick u¨ber Vorarbeiten zum Thema Frequent Pattern
Mining im Allgemeinen sowie zum quantitativen Frequent Pattern Mining im Speziellen.
5.3.1 Vorbetrachtungen
Zuna¨chst mu¨ssen verschiedene Begriﬄichkeiten eingefu¨hrt werden, welche fu¨r das Ver-
sta¨ndnis des im Weiteren pra¨sentierten Verfahrens notwendig sind.
Im Folgenden bezeichne Ai ein Attribut im Datenstrom und y einen einzelnen Attribut-
wert. Ai〈y〉 entspreche dem zum Attribut Ai geho¨renden Wert y. Der Ausdruck Ai(l, r)
bezeichne ein Item u¨ber dem Attribut Ai. Das Item ist entweder ein quantitatives At-
tribut mit einem Wert im Intervall [l, r] oder ein kategorisches Attribut mit dem Wert
l = r.
I bezeichne die Menge aller Items. Die Menge X = {A1(l, r), ..., Ak(l′, r′)} ⊆ I, re-
pra¨sentiert ein Itemset (oder auch k-Itemset), wobei die Ai mit 1 ≤ i ≤ k paarweise
disjunkt sind.
D bezeichne eine Menge von Transaktionen. Eine Transaktion d∆t ∈ D ist ei-
ne Menge von Attributwerten Ai〈y〉 im Zeitintervall ∆t. Jede Transaktion d∆t =
{Ai〈y〉, ..., Aj〈y′〉} kann auf ein Itemset I abgebildet werden, d.h. fu¨r jeden Wert Ai〈y〉
existiert ein Item Ai(l, r) in I mit y ∈ [l, r].
Die Ha¨ufigkeit freq(X,D) eines Itemsets X entspricht der Anzahl der Transaktionen
d∆t ∈ D im Zeitintervall ∆t, die auf das Itemset abgebildet werden ko¨nnen. Der Support
supp(X,D) eines Itemsets ist definiert als der prozentuale Anteil an Transaktionen
d∆t ∈ D, welche auf das Itemset abgebildet werden ko¨nnen. U¨blicherweise sind nur
ha¨ufige Itemsets von Interesse. Ein Itemset wird als ha¨ufig bezeichnet, wenn dessen
Ha¨ufigkeit einen vordefinierten Schwellwert minsup u¨berschreitet.
Signifikanz und Informationsdichte Ziel des quantitativen Frequent Itemset Mi-
ning ist das Finden von zusammen auftretenden Items, deren Informationsgehalt sich
signifikant von dem aller anderen Items unterscheidet. Ein quantitatives Item wird ge-
nau dann als signifikant bezeichnet, wenn dessen Informationsdichte gro¨ßer ist als die
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t1 t2 t3 t4 t5 t6 t7 t8 t9 t10
A1 22 22.5 - 22.5 21.5 21.5 21 - 22 22.5
A2 100 - 100 - 0 0 - 100 - 100
Tabelle 5.2: Beispiel Transaktionen
itemset freq supp
{A1(20, 21.5]} 3 0.3
{A1(20, 23]} 8 0.8
{A2(0, 50]} 4 0.4
{A2(50, 100]} 4 0.4
{A1(20, 21.5], A2(0, 50]} 2 0.2
{A1(20, 23], A2(0, 50]} 2 0.2
{A1(20, 23], A2(50, 100]} 2 0.2
Tabelle 5.3: Beispiel Itemsets
Informationsdichte der alternativen Items. Die Informationsdichte eines Items Ai(l, r)
ist dabei wie folgt definiert:
density(Ai(l, r)) =
freq(Ai(l, r))
|l − r| (5.1)
Wobei |l − r| der Distanz zwischen den beiden Intervallgrenzen des Items entspricht.
Entsprechend dieser Definition wird ein Itemset I genau dann als signifikant bezeichnet,
wenn alle Items dieses Itemsets signifikant sind.
Generalisierung Ein Itemset Xˆ wird genau dann als Generalisierung eines Itemsets
X bezeichnet, wenn Xˆ dieselben Attribute entha¨lt wie X, und es gilt:
∀Ai(l, r) ∈ X ∧ Ai(l′, r′) ∈ Xˆ : l′ ≤ l ≤ r ≤ r′
D.h. alle Transaktionen, welche sich auf das Itemset X abbilden lassen, ko¨nnen ebenso
auf das Itemset Xˆ abgebildet werden.
Im Folgenden soll ein kurzes Beispiel die eben beschriebenen Zusammenha¨nge verdeut-
lichen.
Beispiel 5.1 Gegeben sei ein Datenstrom, welcher Werte zweier Attribute A1 (zum
Beispiel Temperatur) und A2 (zum Beispiel Bewegung) entha¨lt. Im Zeitintervall ∆t wur-
den die in Tabelle 5.2 dargestellten zehn Transaktionen beobachtet. Es seien weiterhin
die folgenden Items gegeben:
A1(20, 21.5], A1(20, 23], A2(0, 50] und A2(50, 100]
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Abbildung 5.5: Beispiel FP 2-Stream
Basierend auf diesen Items lassen sich die in Tabelle 5.2 abgebildeten Transaktionen auf
die in Tabelle 5.3 dargestellten Itemsets abbilden. Die Tabelle zeigt die entsprechenden
Ha¨ufigkeiten und den Support, den die einzelnen Itemsets aufweisen.
Es lassen sich die folgenden Dichten fu¨r die Items ermitteln: density(A1(20, 21.5]) = 2
und density(A1(20, 23]) ≈ 2.7. Bei dem einelementigen Itemset {A1(20, 23]} handelt es
sich um eine Generalisierung des Itemsets {A1(20, 21.5]}. 
5.3.2 FP 2-Stream
Die meisten in der Literatur zu findenden Frequent-Pattern-Mining-Verfahren [18,193],
welche quantitative Attribute betrachten, zerlegen den Wertebereich fu¨r ein Attribut
in a¨quidistante Intervalle, welche anschließend derart miteinander kombiniert werden,
dass sie den geforderten Kriterien (minimaler Support und Signifikanz) genu¨gen. Zu
den wesentlichen Problemen dieser Bottom-Up-Strategie za¨hlt dabei das Finden einer
geeigneten Zerlegung [193] und das mo¨glichst effiziente Generieren zusammenha¨ngender
Items aus den Intervallen.
Im Folgenden soll mit dem FP 2-Stream ein speichereffizientes Verfahren fu¨r quantita-
tive Attribute vorgestellt werden, welches zudem fu¨r die Analyse u¨ber Datenstro¨men
geeignet ist. Die Itemsets werden beim FP 2-Stream in einem Pra¨fixbaum (a¨hnlich dem
FP-Tree von Han et al. [101]) verwaltet. Das Ziel des vorgestellten Verfahrens ist die kon-
tinuierliche Verfeinerung der Items (Top-Down-Strategie) und der daraus aufgebauten
Itemsets beim Eintreffen neuer Transaktionen mit dem Ziel, dass diese den geforderten
Kriterien genu¨gen.
Zuna¨chst soll die dem Algorithmus zugrundeliegende Datenstruktur erla¨utert werden.
Anschließend folgt eine Beschreibung der Algorithmen zum Einfu¨gen neuer Elemente
beim Eintreffen von Transaktionen und zum Optimieren der Datenstruktur.
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Input : Menge von Transaktionen D
Output : Menge von ha¨ufigen Itemsets
erzeuge leeren FP 2-Tree;1
stelle fu¨r jedes Attribut Ai im Datenstrom dessen minimalen und maximalen Wert min und2
max fest und lege entsprechende Itemknoten im FP 2-Tree an;
fu¨ge die Transaktionen von Batch B0 in den FP
2-Tree ein;3
u¨bernimm Knotengrenzen und Ha¨ufigkeiten aus dem FP 2-Tree in den FP 2-Stream;4
while Batch Bi, i > 0 do5
initialisiere FP 2-Tree mit den Knoten und Intervallgrenzen des FP 2-Stream;6
sortiere alle Transaktionen des aktuellen Batch in den FP 2-Tree ein (falls notwendig, fu¨ge7
neue Knoten hinzu bzw. erweitere existierende Knoten);
u¨bertrage alle Knoten aus dem FP 2-Tree in den FP 2-Stream;8
fu¨hre eventuell notwendige Split-Operationen auf dem FP 2-Stream aus;9
fu¨hre eventuell notwendige Merge-Operationen auf dem FP 2-Stream durch;10
Lies alle ha¨ufigen Itemsets aus dem FP 2-Stream aus (FP 2-Growth);11
return ha¨ufige Itemsets;12
Algorithmus 5.5 : Prinzipieller Ablauf FP 2-Stream
5.3.2.1 Datenstruktur
Der FP 2-Stream entspricht einem Pra¨fixbaum, in welchem die ha¨ufigsten Itemsets in
einer kompakten Form gespeichert werden. Eine Header-Tabelle entha¨lt Verweise auf
alle Itemsets, welche sich gegenwa¨rtig im Pra¨fixbaum befinden. Jeder Pfad von der
Wurzel bis zu einem Knoten im Pra¨fixbaum repra¨sentiert ein Itemset. Zusa¨tzlich zu
den Itemsetinformationen sind in jedem Knoten des Baumes die Ha¨ufigkeiten der durch
den Pfad des Knotens repra¨sentierten Itemsets in den letzten k Zeitra¨umen vermerkt
(a¨hnlich dem FP-Stream von Gianella et al. [85]). Bei den Zeitra¨umen handelt es sich
um gleitende Zeitfenster (statt der in [85] verwendeten logarithmischen Zeitfenster).
Der Einsatz gleitender Zeitfenster fu¨hrt zu einem
”
gezielten Vergessen“ alter Werte.
Weiterhin sind alle Knoten, welche das gleiche Item repra¨sentieren, untereinander u¨ber
Zeiger verbunden. Der entsprechende Eintrag der Header-Tabelle verweist dabei auf
das erste Element der so erzeugten Liste. Jeder Eintrag der Header-Tabelle entha¨lt
zusa¨tzlich ein Equi-Width-Histogramm, welches einen approximativen U¨berblick u¨ber
die Ha¨ufigkeitsverteilung der zuletzt eingefu¨gten Werte in die Items gibt. Abbildung 5.5
zeigt einen Beispiel-FP 2-Stream, dem die in Tabelle 5.2 beschriebenen Transaktionen
zugrunde liegen. Das Attribut A2 wurde in der Abbildung bereits einer Verfeinerung
unterzogen (siehe Abschnitt 5.3.2.3).
Im weiteren Verlauf dieses Abschnittes sollen die fu¨r die Verwaltung des Pra¨fixbaumes
notwendigen Operationen im Detail beschrieben werden. Die Verwaltung der einzelnen
Items im FP 2-Stream folgt im wesentlichen einem Top-Down-Ansatz, d.h. die einzel-
nen Items (und somit die daraus gebildeten Itemsets) werden durch geeignete Split- und
Merge-Operationen so lange verfeinert, bis sich Itemsets bilden, welche eine anna¨hernd
gleiche Informationsdichte aufweisen. Den generellen Ablauf des Verfahrens zeigt Algo-
rithmus 5.5.
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5.3.2.2 Einfu¨gen neuer Transaktionen
Das Einfu¨gen neuer Transaktionen in den FP 2-Stream erfolgt batchweise. Ein Batch B
bezeichnet dabei eine Menge von |B| aufeinanderfolgenden Transaktionen. Neue Trans-
aktionen werden nicht direkt in den FP 2-Stream integriert, sondern zuvor in einen so-
genannten FP 2-Tree, bei dem es sich ebenfalls um einen Pra¨fixbaum handelt, eingefu¨gt.
Der FP 2-Tree entspricht dabei in wesentlichen Teilen dem FP 2-Stream, wobei die Kno-
ten jedoch lediglich die zum aktuellen Batch geho¨renden Ha¨ufigkeiten verwalten. Die
Implementierung des FP 2-Tree erfolgt in Form von
”
Schattenfenstern“, welche in die
Knoten des FP 2-Stream integriert werden. Somit fallen fu¨r das Anlegen des FP 2-Tree
keine zusa¨tzlichen Kosten an. Es muss lediglich beim ersten Einfu¨gen einer Transaktion
eines neuen Batches das entsprechende
”
Schattenfenster“ angelegt werden.
A¨hnlich wie beim FP-Stream [85] wird das Einfu¨gen des ersten Batches B0 in den FP
2-
Stream getrennt von der Behandlung aller weiteren Batches betrachtet. Zum Zeitpunkt
des Einfu¨gens von B0 in den FP
2-Stream ist kein Wissen u¨ber die genaue Verteilung
der Stromdaten vorhanden. Es stehen lediglich die Informationen aus dem ersten Batch
zur Verfu¨gung. Zuna¨chst wird daher fu¨r jedes Attribut Ai des Datenstromes ein Item
Ai(min,max) angelegt, wobei min dem minimalen Wert von Ai in B0 und max dem
maximalen Wert von Ai in B0 entspricht. Die Items werden anschließend, absteigend
nach der Ha¨ufigkeit ihres Auftretens, im ersten Batch sortiert und in den FP 2-Tree
eingefu¨gt. Ha¨ufige Items werden also wurzelnah eingefu¨gt. Die so bestimmte Einfu¨ge-
Reihenfolge der Attribute gilt im Anschluß fu¨r alle weiteren Batches. Da alle Items nach
dem Einfu¨gen des ersten Batches den kompletten aktuellen Wertebereich des Attributes
u¨berdecken, kann es ausschließlich durch das vollsta¨ndige Fehlen von Attributwerten
innerhalb von Transaktionen zu Unterschieden in den Ha¨ufigkeiten der einzelnen Items
kommen.
Nachdem der erste Batch erfolgreich eingefu¨gt wurde, werden alle weiteren Batches
gleich behandelt. Jede Transaktion im Batch wird nach folgendem Schema zuna¨chst in
den FP 2-Tree eingefu¨gt:
• Existiert bereits ein Knoten, welcher das Itemset repra¨sentiert, so wird die Fre-
quenz des entsprechenden Knotens im FP 2-Tree um 1 inkrementiert.
• Existiert kein Knoten, welcher das Itemset repra¨sentiert, so muss ein neuer Knoten
im FP 2-Tree angelegt werden. In diesem Fall gibt es zwei Mo¨glichkeiten:
– Der neu anzulegende Knoten wird sowohl auf der linken als auch auf der
rechten Seite von existierenden Knoten eingeschlossen. Als Intervallgrenzen
fu¨r den neuen Knoten werden die Grenzen der benachbarten Knoten gewa¨hlt.
D.h., zwischen den beiden begrenzenden Knoten Ai(l, r) und Ai(l
′, r′) wird
ein neuer Knoten Ai(r, l
′) angelegt.
– Der einzufu¨gende Wert u¨ber- bzw. unterschreitet die Intervallgrenzen al-
ler existierender Knoten. Existiert ein Knoten im FP 2-Tree, welcher noch
keinem Knoten im FP 2-Stream entspricht und dessen Intervallgrenzen sich
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derart erweitern lassen, dass er den Wert aufnehmen kann, so werden die
Grenzen dieses Knotens angepasst und dessen Frequenz entsprechend in-
krementiert. Andernfalls muss ein neuer Knoten mit dem neuen Wert als
Minimum bzw. Maximum als Grenze angelegt werden.
Wurden ausreichend Transaktionen in den FP 2-Tree eingefu¨gt (die vorgegebene Batch-
Gro¨ße wurde erreicht), dann kann dieser in den FP 2-Stream integriert werden. Hierzu
wird jedem Knoten im FP 2-Stream ein Eintrag fu¨r den neuen Batch im gleitenden
Zeitfenster hinzugefu¨gt. Sollten im FP 2-Stream Knoten vorhanden sein, welche durch
die Integration des FP 2-Tree keine Aktualisierung erfahren, so sind deren Ha¨ufigkeiten
fu¨r diesen Batch 0. Sind wa¨hrend der Verarbeitung eines Batches neue Knoten im
FP 2-Tree hinzugekommen, so mu¨ssen diese ebenfalls in den FP 2-Stream u¨bernommen
werden. Die Zeitfenster der neuen Knoten enthalten dabei nur den Ha¨ufigkeitswert des
aktuellen Batches.
Wurden alle Transaktionen eines Batches in den FP 2-Stream eingefu¨gt, dann wird
anschließend gepru¨ft, inwieweit sich Items verfeinern lassen. Ziel ist es dabei, eine
mo¨glichst hohe Informationsdichte pro Item zu erhalten, welche u¨ber das ganze Item
gleichma¨ßig verteilt ist. Der Prozess der Verfeinerung ist hierbei ein zweistufiger Pro-
zess. In einem ersten Schritt werden diejenigen Items verfeinert, deren Fu¨llgrad zu hoch
ist. Im zweiten werden Items, die sich generalisieren lassen, gemischt. Beide Prozesse
werden im Weiteren genauer beschrieben.
5.3.2.3 Aufspaltung von Items
Als wesentliches Kriterium fu¨r die Gu¨te der Approximation eines Items wird die Ha¨ufig-
keitsverteilung der ihm zugeho¨rigen Attributwerte im letzten Batch herangezogen. Sind
die in ein Item eingefu¨gten Werte ungleichma¨ßig verteilt, so wurden die Grenzen fu¨r
dieses Item schlecht gewa¨hlt. Der Grad der Ungleichverteilung wird u¨ber die Schiefe der
in der Header-Tabelle mitgefu¨hrten Equi-Width-Histogramme bestimmt. Es existiert
dabei fu¨r jeden Batch und jedes Item ein eigenes Histogramm.
Die Schiefe als Maß fu¨r die Gu¨te eines Items Ai(l, r) wird wie folgt bestimmt:
skew(Ai(l, r)) =
max1≤j≤d{hist(Ai(l, r), j)} −min1≤j≤d{hist(Ai(l, r), j)}∑d
j=1 hist(Ai(l, r), j)
(5.2)
Wobei d die Anzahl der Buckets im Histogramm bezeichnet. hist(Ai(l, r), j) bezeichnet
die Ha¨ufigkeit im j-ten Bucket des Histogramms fu¨r das Item Ai(l, r).
U¨berschreitet die Schiefe fu¨r ein gegebenes Item Ai(l, r) einen vorab definierten Schwell-
wert maxskew, d.h. skew(Ai(l, r)) > maxskew, dann wird das Item in zwei Items mit
disjunkten Intervallen gesplittet. O.B.d.A. werden im Folgenden Items immer in Items
mit links offenem Intervall zerlegt. Fu¨r den Teilungspunkt des urspru¨nglichen Intervalls
werden im Folgenden zwei Strategien vorgestellt:
1. Das Intervall des aufzuspaltenden Items wird halbiert.
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Abbildung 5.6: Intervallteilung beim Aufspalten eines Items
2. Der Median u¨ber die in dem letzten Batch eingefu¨gten Werte wird fu¨r die Ermitt-
lung des Teilungspunktes herangezogen.
Im Fall der Intervall-Halbierung werden aus Item Ai(l, r) die beiden disjunkten Items
Ai(l, k] und Ai(k, r) mit k = l + abs(l − r)/2 erzeugt.
Ziel des medianbasierten Ansatzes ist die Beru¨cksichtigung der realen Ha¨ufigkeits-
verha¨ltnisse innerhalb eines Items. Hierzu wird der Median u¨ber die Buckets des Ha¨u-
figkeitshistogramms bestimmt. Die Aufspaltung des Itemintervalls erfolgt anschließend
auf Basis des Mittelpunktes des Median-Buckets. Das Ausgangsitem Ai(l, r) wird dabei
in die beiden Items Ai(l,median/2] und Ai(median/2, r) zerlegt. Abbildung 5.6 zeigt
die beiden Verfahren zur Intervallhalbierung im Vergleich.
Auch der Median-Ansatz beru¨cksichtigt lediglich die Gesamtverteilung aller Knoten, die
ein bestimmtes Item repra¨sentieren. Existieren fu¨r ein Item 2 Knoten im FP 2-Tree, bei
denen sich die Bucketha¨ufigkeiten genau entgegengesetzt verhalten, dann ergibt dies fu¨r
das Gesamthistogramm des Items eine gleichma¨ßige Ha¨ufigkeitsverteilung. Dies spiegelt
nicht die tatsa¨chliche Verteilung wider.
Bei einer Itemaufspaltung mu¨ssen alle Knoten im Baum, welche dieses Item repra¨sen-
tieren, ebenfalls aufgespalten werden. Befinden sich unterhalb eines Knotens, welcher ein
Item repra¨sentiert, das aufgespalten wird, weitere Knoten, dann werden diese Teilba¨ume
kopiert und als neue Teilba¨ume an die entstehenden Knoten angehangen. Die Ha¨ufigkeit
des mit den aufgespalteten Knoten assoziierten Itemsets wird beim U¨berfu¨hren in die
neuen Itemsets halbiert. Die genaue Verteilung der Daten in den einzelnen Knoten ist
unbekannt, weswegen der Einfachheit halber eine Gleichverteilung angenommen wird.
Ein Beispiel soll die Itemaufspaltung verdeutlichen.
Beispiel 5.2 Es wird angenommen, dass das Item A1(20, 23] aus dem vorigen Beispiel
den definierten Schwellwert maxskew u¨berchreitet. Bei der Itemaufteilung auf Basis der
Intervall-Halbierung wird das Item in die beiden Subitems A1(20, 21.5] und A1(21.5, 23]
geteilt. Es entstehen somit die abha¨ngigen 2-Itemsets
{A1(20, 21.5], A2(0, 50]}, {A1(20, 21.5], A2(50, 100]},
{A1(21.5, 23], A2(0, 50]}, {A1(21.5, 23], A2(50, 100]},
welche jeweils eine gescha¨tzte Ha¨ufigkeit von 1 besitzen. Abbildung 5.7 zeigt den ent-
sprechenden FP 2-Stream nach dem Aufspalten des Items. 
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Abbildung 5.7: Aufspalten von Knoten A1(20, 23]
Minimale Intervallgro¨ße Eine beliebige Verfeinerung der Intervalle ist aus Gru¨nden
der effizienten Datenhaltung nicht sinnvoll. Somit ergibt sich die Fragestellung, inwie-
weit Intervalle verfeinert werden sollten. In [193] untersuchen die Autoren, in wieviele
Partitionen das durch den Wertebereich des Attributes gegebene Intervall maximal
zerlegt werden muss, um einen mo¨glichst geringen Informationsverlust durch die Ge-
neralisierung von Items zu garantieren. Als Maß fu¨r den Informationsverlust fu¨hren
sie die partielle Vollsta¨ndigkeit ein. Als K-partiell-vollsta¨ndig wird dabei der maximale
Support bezeichnet, den ein Itemset aufweisen darf (als K-Vielfaches des minimalen
Supports). Basierend auf der partiellen Vollsta¨ndigkeit zeigen die Autoren, dass im
Fall einer Partitionierung des Attributwertebereiches in Basisintervalle gleicher Gro¨ße
maximal 2·α
minsup·(K−1) Intervalle notwendig sind. α bezeichnet dabei die Anzahl quanti-
tativer Attribute im Datenstrom. Daraus la¨sst sich die minimale Intervallgro¨ße fu¨r jedes
Datenstromattribut Ai ableiten. Zum Zeitpunkt des ersten Erstellens des FP
2-Stream
(Batch B0) wird fu¨r jedes Attribut Ai dessen kleinster bisher aufgetretener Wert min
und dessen gro¨ßter bisher aufgetretener Wert max bestimmt. Damit ergibt sich die
minimale Intervallgro¨ße minIntSize zu
minIntSize =
|max−min|
2·α
minsup·(K−1)
(5.3)
Beim spa¨teren Eintreffen von Transaktionen mit Werten, welche das rechts- bzw. linksei-
tige Extremum erweitern, muss das minimale Intervall entsprechend angepasst werden.
Ringlisten Zusa¨tzlich zu den Knoten mu¨ssen auch die der Batches entsprechenden
Fenster angepasst werden. Jeder der beiden durch die Aufspaltung neu entstandenen
Knoten erha¨lt hierzu die Ha¨lfte der Ha¨ufigkeitswerte des Original-Items. Um spa¨ter
bei der Itemsetextkraktion auf einfache Weise das bisherige Aufspaltungsverhalten von
Items nachvollziehen zu ko¨nnen, wird bei einer Aufspaltung in jedem Zeitfensterslot
ein Verweis auf das Fenster angelegt, das beim Aufspalten abgeteilt wurde. Um wei-
tere Aufspaltungen bzw. das Zusammenfu¨hren mo¨glichst effizient gestalten zu ko¨nnen,
verweist das letzte Fenster in der Liste auf das erste Listenelement, so dass ein Ring
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Abbildung 5.8: Fenster bei einem Itemsplit
entsteht. Der Ring ermo¨glicht anschließend eine schnelle Suche auch ohne zum Beispiel
eine doppelt verkettete Liste. Abbildung 5.8 zeigt das wiederholte Teilen eines Items
am Beispiel des Items A1(20, 23].
Mit jedem neu eingefu¨gten Batch wird ein alter Batch aus den Fenstern verdra¨ngt, so
dass der damit verbundene Ring ebenfalls entfernt wird. Das kontinuierliche Verdra¨ngen
alter Werte in den Fenstern hat zur Folge, dass sich die exakten Ha¨ufigkeitswerte in
den verfeinerten Intervallen u¨ber die Zeit durchsetzen.
5.3.2.4 Pruning und Reorganisation
Durch das Aufspalten von Items wird der FP 2-Stream kontinuierlich vergro¨ßert. So re-
sultiert zum Beispiel der Split des Wurzelknotens in einer Verdoppelung aller Knoten in
der Datenstruktur. Um diese dennoch mo¨glichst klein und dessen Verarbeitung effizient
zu gestalten, werden verschiedene Ansa¨tze verfolgt:
• Itemsets, welche gegenwa¨rtig nicht mehr ha¨ufig sind und in den na¨chsten Zeit-
schritten auch nicht mehr ha¨ufig werden ko¨nnen, werden aus der Datenstruktur
entfernt.
• Im FP 2-Stream bestimmt der erste Batch die Einfu¨gereihenfolge von Items (a¨hn-
lich dem FP-Stream). Da sich die Datenverteilung und damit die Ha¨ufigkeiten
der einzelnen Items u¨ber die Zeit a¨ndern ko¨nnen, kann eine Reorganisation der
Datenstruktur zu einer deutlichen Verkleinerung fu¨hren.
Pruning Das Entfernen nicht notwendiger Itemsets und Teilfenster erfolgt im
Original-FP-Stream wa¨hrend der Pruning-Phase (genauer dem tail pruning). Wa¨hrend
dieser Phase wird gepru¨ft, ob (i) Knoten leer sind und entfernt werden ko¨nnen und (ii)
ob Teilfenster eventuell entfernt werden ko¨nnen. Der hier beschriebene Ansatz des FP 2-
Stream verwendet gleitende Fenster, was ein kontinuierliches tail pruning zur Folge hat.
Ein zusa¨tzliches Pruning, wie zum Beispiel in [85] beschrieben, wird gegenwa¨rtig nicht
durchgefu¨hrt.
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Reorganisation Eines der wesentlichen Probleme des FP 2-Stream bzw. des FP-
Stream ist die Abha¨ngigkeit von den Ha¨ufigkeitswerten des ersten Batches. Die rich-
tige Wahl hat einen entscheidenden Einfluss auf die Struktur des Pra¨fixbaumes und
damit auf die Performance des Verfahrens. Dieses Problem tritt insbesondere beim
FP 2-Stream zu Tage. Jede Knotenverfeinerung hat die Verdoppelung der Anzahl sei-
ner Kindknoten zur Folge. Wurde die initiale Struktur schlecht gewa¨hlt, so resultiert
dies im schlimmsten Fall in einem exponentiellen Wachstum der Knotenanzahl (bis zum
Erreichen der minimalen Intervallgro¨ße). Entsprechend steigen Speicher und Wartungs-
aufwand der Datenstruktur. Eine kontinuierliche U¨berwachung und Re-Optimierung ist
somit unumga¨nglich.
Ein einfacher Ansatz zur Optimierung der Datenstruktur ist die Extraktion aller Item-
sets aus dem aktuellen FP 2-Stream, die Ordnung dieser nach ihren Ha¨ufigkeiten und das
anschließende Neubefu¨llen eines leeren FP 2-Stream. Die effiziente Reoptimierung des
FP 2-Stream ohne das vollsta¨ndige Neubauen dieser ist ein offenes Problem. In [199,200]
wurde eine Restrukturierungsphase beschrieben, welche das gleiche Problem fu¨r einen
anderen Pra¨fixbaum lo¨st.
5.3.2.5 Item-Verschmelzung
Eine weitere Mo¨glichkeit, den Pra¨fixbaum kompakt zu halten, ist das Verbinden be-
nachbarter Knoten mit nahezu gleicher Informationsdichte. Diese ko¨nnen nahezu ohne
Informationsverlust kombiniert werden. Im Weiteren soll der Knotenverbund im Detail
beschrieben werden.
Gegeben seien die beiden Items Ai(l, r] und Ai(l
′, r′]. Diese ko¨nnen genau dann zu einem
neuen Item Ai(l, r
′] zusammengefasst werden, wenn fu¨r alle Knoten im FP 2-Stream,
die dieses Item repra¨sentieren, die folgenden Bedingungen erfu¨llt sind:
• Die Items Ai(l, r] und Ai(l′, r′] sind direkte Nachbarn, d.h. es gilt r = l′.
• Die Items Ai(l, r] und Ai(l′, r′] besitzen den gleichen Pra¨fix, d.h. sie verfu¨gen u¨ber
den gleichen Elternknoten im FP 2-Stream.
• Die Informationsdichte des Items Ai(l, r] entspricht nahezu der Informationsdichte
des Ai(l
′, r′], d.h. density(Ai(l, r]) ∼ density(Ai(l′, r′]).
Die erste Bedingung stellt sicher, dass es sich bei den Verbundkandidaten auch wirklich
um Intervallnachbarn handelt. Ausschließlich direkte Nachbarn ko¨nnen miteinander ver-
bunden werden. Die zweite Bedingung garantiert, dass alle von der Item-Verschmelzung
betroffenen Itemsets ebenfalls verbunden werden ko¨nnen. Die letzte Bedingung stellt
sicher, dass die zu verbindenden Items u¨ber einen nahezu gleichen Informationsgehalt
verfu¨gen. Es kommt damit beim Verschmelzen zu keinem Informationsverlust bzw. der
Informationsverlust bewegt sich in einem vom Nutzer definierten Bereich.
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In Algorithmus 5.5 wird die mo¨gliche Verschmelzung umgehend nach dem Split aus-
gefu¨hrt. Wurde ein Split auf einem Item durchgefu¨hrt, dann verfu¨gen die beiden resul-
tierenden Items u¨ber die gleiche Dichte. Erst durch das Einfu¨gen neuer Batches setzt
sich die Schiefe, welche zuvor als Voraussetzung fu¨r das Aufteilen notwendigerweise
festgestellt wurde, auch in den neuen Items durch. Aus diesem Grund ist die sofortige
Rekombination zuvor erst geteilter Items fu¨r die na¨chsten i Batches nicht mo¨glich. Auf
der anderen Seite sollte die Verzo¨gerung um i Batches kleiner gewa¨hlt werden als die
Anzahl der Batches in den Zeitfenstern der Knoten. Damit wird verhindert, dass sich
kurzfristige Schwankungen in der Dichte auch in der Extraktion der ha¨ufigen Itemsets
durch den FP 2-Growth durchsetzen.
5.3.2.6 Item-Rekonstruktion und Itemset-Extraktion
Zwar werden im FP 2-Stream ha¨ufige Itemsets in einer kompakten Darstellung gespei-
chert, es wird aber dadurch nicht garantiert, dass diese auch effizient extrahiert werden
ko¨nnen. Mit der Entwicklung des FP-Tree pra¨sentierten Han et al. in [101] FP-Growth
ein Verfahren zur effizienten Extraktion aller im FP-Tree gespeicherten ha¨ufigen Mus-
ter. Das Herauslo¨sen der ha¨ufigen Itemsets stellt dabei ein kombinatorisches Problem
dar. Im Verlauf der letzten Jahre wurden neben dem von Han et al. pra¨sentierten
Ansatz weitere Verfahren vorgestellt, welche sich im Wesentlichen in die Klassen Top-
Down- [212] bzw. Bottom-Up-Verfahren [37, 169] einordnen lassen. Ein großer Vorteil
von Top-Down-Verfahren ist, dass die Konstruktion von conditional pattern-bases und
damit die aufwendige Konstruktion von Teilba¨umen verhindert werden kann.
Im Folgenden wird ein fu¨r den FP 2-Stream angepasstes Growth-Verfahren zum Extra-
hieren der ha¨ufigen Muster beschrieben. Das beschriebene Verfahren bestimmt dabei
zum Zeitpunkt des Ausfu¨hrens immer die vollsta¨ndige Itemset-Menge zum Ausfu¨h-
rungszeitpunkt. Oftmals ist fu¨r den Anwender allerdings die Information, dass sich
etwas gea¨ndert hat, ausreichend. Daher soll anschließend ein einfacher Ansatz zur Iden-
tifikation von A¨nderungen u¨ber Itemsets unter Verwendung des FP 2-Stream gezeigt
werden.
FP 2-Growth Bevor die ha¨ufigen Itemsets aus dem FP 2-Stream extrahiert werden
ko¨nnen, sind zwei Vorverarbeitungsschritte durchzufu¨hren. In einem ersten Schritt wird
aus dem FP 2-Stream ein FP 2-Tree extrahiert. Die Ha¨ufigkeiten der Knoten im FP 2-
Tree ergeben sich dabei aus der Summe u¨ber alle Fenster, die den entsprechenden
Knoten im FP 2-Stream repra¨sentieren. Aufgrund des kontinuierlichen Teilens von Kno-
ten und dem damit verbundenen Aufteilen von Ha¨ufigkeitswerten (unter Annahme ei-
ner Gleichverteilung der einzelnen Werte in den Intervallen) handelt es sich bei den
Ha¨ufigkeiten in den Knoten des FP 2-Stream zumeist nur um approximierte Werte.
Lediglich Knoten, welche zuvor nicht geteilt wurden, weisen genaue Ha¨ufigkeitswerte
auf. In der gegenwa¨rtigen Umsetzung wird gefordert, dass Items nur auf Basis der
tatsa¨chlichen Ha¨ufigkeiten korrekt erfasst werden. Aus diesem Grund werden in den
FP 2-Tree nur Knoten mit genauen Ha¨ufigkeitswerten integriert. Aufgeteilte Knoten
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mit approximierten Ha¨ufigkeiten werden somit zusammengefasst, bis ein Knoten ent-
steht, welcher genaue Ha¨ufigkeiten entha¨lt. Die Ermittlung der exakten Ha¨ufigkeiten
erfolgt effizient unter Verwendung der Ringlisten u¨ber den Zeitfenstern (die Summe
u¨ber alle Knoten einer Ringliste). Prinzipiell ist es auch denkbar, Itemsets u¨ber appro-
ximierten Ha¨ufigkeitswerten zu erstellen. Dies erfordert entsprechende Einscha¨tzungen
bezu¨glich der Ergebnisgu¨te und soll an dieser Stelle nicht weiter betrachtet werden.
Der durch den Extraktionsprozess erzeugte FP 2-Tree entha¨lt im Allgemeinen quanti-
tative Items, deren Support nicht dem geforderten minimalen Support minsup genu¨gt.
In einem na¨chsten Schritt werden daher durch Rekombination benachbarter Intervalle
Items erzeugt, welche dem minimalen Support genu¨gen. Die maximal zu erzeugende
Anzahl α (siehe Abschnitt 5.3.2.3) an Items pro Datenstromattribut Ai ist dabei vorab
zu definieren (entsprechend [193]). Wa¨hrend der Rekombinationsphase wird das Item
mit der ho¨chsten Informationsdichte so lange mit benachbarten Items (dem jeweils
direkt benachbarten Item mit der ho¨chsten Informationsdichte) verbunden, bis der ge-
forderte minimale Support erreicht wird. Soll mehr als ein ha¨ufiges Item pro Datenstro-
mattribut ermittelt werden, so wird das beschriebene Verfahren auf die verbliebenen
nicht-ha¨ufigen Items angewandt.
Nachdem der FP 2-Tree erzeugt wurde, dessen Items den definierten Bedingungen ge-
nu¨gen, ko¨nnen aus diesem ha¨ufige Itemsets mit den oben erwa¨hnten Verfahren extra-
hiert werden. Aus Gru¨nden der effizienten Auswertung wird hierzu auf das Top-Down-
Verfahren nach [212] zuru¨ckgegriffen.
A¨nderungserkennung mittels FP 2-Growth Oftmals ist es fu¨r den Anwender von
gro¨ßerem Interesse zu erfahren, ob sich die Menge der ha¨ufigen Itemsets mit der Zeit
vera¨ndert, als bei jeder A¨nderung eine vollsta¨ndige Liste der ha¨ufigen Itemstes zu erhal-
ten. Prinzipiell kann ein solches Ergebnis erreicht werden, indem das zuletzt erhaltene
Ergebnis mit den aktuellen Resultaten verglichen wird. Probleme wie zum Beispiel die
Umordnung der Ergebnismenge, das Erkennen von fehlenden Itemsets und das Hin-
zufu¨gen neuer Itemsets erschweren diese Aufgabe (a¨hnlich dem differential snapshot
problem [137]). Aus diesem Grund scheint es geeignet zu sein, den FP 2-Growth di-
rekt um die Mo¨glichkeit der Erkennung von A¨nderungen gegenu¨ber dem letzten Test
zu erweitern, anstatt die A¨nderungserkennung im Anschluss an das Verfahren durch-
zufu¨hren.
Fu¨r die A¨nderungserkennung im Verfahren selbst mu¨ssen zuna¨chst die Ha¨ufigkeiten der
letzten Analyse durch den FP 2-Growth effizient gespeichert werden. Zu diesem Zweck
wird in den FP 2-Stream zusa¨tzlich ein FP 2-Tree eingebettet, welcher die Ha¨ufigkeits-
werte des letzten Durchlaufes speichert (wiederum in Form von
”
Schattenknoten“).
Bei der na¨chsten Aktivierung des FP 2-Growth werden diese Ha¨ufigkeitswerte fu¨r die
Differenzenbestimmung herangezogen. Ein Itemset wird genau dann der Ausgabemenge
hinzugefu¨gt, wenn eine der nachstehenden Bedingungen zutrifft:
• Im letzten Durchlauf war das Itemset noch nicht ha¨ufig, in diesem Durchlauf
u¨berschreitet es den geforderten minimalen Support.
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• Im letzten Durchlauf war das Itemset ha¨ufig, in diesem Durchlauf ist es nicht
mehr ha¨ufig.
• Das Itemset war bereits ha¨ufig und ist dies auch weiterhin. Die Intervallgrenze
mindestens eines Items des Itemsets hat sich vera¨ndert.
War ein Knoten im letzten Iterationsschritt noch nicht im FP 2-Stream enthalten, so
wird fu¨r diesen eine Ha¨ufigkeit von 0 angenommen. Gleiches gilt fu¨r den Fall, dass ein
Knoten aus dem FP 2-Stream entfernt wurde. Vera¨nderungen von Itemsets, welche zu
keinem Zeitpunkt ha¨ufig waren, werden der Ergebnismenge in keinem Fall hinzugefu¨gt
(analog dem Standard FP 2-Growth).
5.3.3 Integration in AnduIN
In einem ersten Schritt wurde das oben beschriebene Verfahren als Operator fu¨r die
DSMS-Komponente von AnduIN implementiert. Im Weiteren wurden verschiedene
Operatorimplementierungen geschaffen, welche teilweise im WSN bearbeitet werden
ko¨nnen und ihre Zwischenergebnisse an die zentrale Komponente senden [178]. Die-
se fu¨hrt dann die abschließende Verarbeitung des Operators aus. Im weiteren Verlauf
dieses Abschnittes werden die verschiedenen verteilten Lo¨sungen kurz pra¨sentiert. An-
schließend erfolgt eine Beschreibung der Integration in das in Abschnitt 4.2 vorgestellte
Operatormodell.
5.3.3.1 Partielle In-Network-Verarbeitung
Die Reorganisation der Datenstruktur durch Aufspalten und Zusammenfu¨gen von Items
geho¨rt neben dem Auslesen der ha¨ufigen Itemsets zu den komplexesten Operationen im
FP 2-Stream. Beim Aufspalten und Zusammenfu¨gen mu¨ssen alle Items gepru¨ft und u.U.
sa¨mtliche Knoten im Baum analysiert werden. Da im Fall einer verteilten Implementie-
rung hierzu regelma¨ßig Nachrichten zwischen den einzelnen Sensorknoten ausgetauscht
werden mu¨ssten, wurden diese Operationen als Teil der zentralen Verarbeitung des FP 2-
Stream Operators umgesetzt. Da eine Weiterverarbeitung der aus der Datenstruktur
extrahierten ha¨ufigen Muster lediglich auf der zentralen Komponente sinnvoll erscheint,
wurde der FP 2-Growth ebenfalls auf dieser belassen.
Beim FP 2-Stream sind in den einzelnen Knoten gleitende Fenster eingebettet. Da die-
se ausschließlich vom FP 2-Growth-Verfahren ausgewertet werden, ist eine Auslage-
rung dieser in das WSN ebenfalls nicht sinnvoll. Letztendlich erscheint lediglich die
In-Network-Verarbeitung des letzten Batches (einem FP 2-Tree) vielversprechend. Im
Weiteren sollen hierfu¨r zwei Ansa¨tze vorgestellt werden.
Batchweise Verarbeitung Die Auswertung der im FP 2-Stream gespeicherten Ha¨u-
figkeiten erfolgt immer erst am Ende eines Batches. Wa¨hrend der Einfu¨gephase wird die
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Abbildung 5.9: Verteilte Verarbeitung des FP 2-Stream: (a) batchweise Verarbeitung
und (b) Pra¨fixbaum-batchweise Verarbeitung
Synopse lediglich mit den neu eintreffenden Werten befu¨llt. Die Daten eines einzelnen
Batches mu¨ssen erst zum Ende des Batches auf der zentralen Instanz zur Verfu¨gung
stehen. Das nachstehende Verfahren macht von dieser Eigenschaft Gebrauch.
Jeder Sensorknoten verwaltet den Teil des FP 2-Tree, den er selbst mit Daten befu¨llt.
M.a.W. auf einem Sensorknoten liegen genau diejenigen Knoten, welche von diesem mit
Werten versorgt werden. Zusa¨tzlich liegen noch die Histogramme der Header-Tabelle der
betroffenen Items verteilt im Netzwerk vor. Ein Histogramm befindet sich genau dann
auf einem Sensorknoten, wenn dieser die zum Histogramm geho¨renden Items verwaltet.
Damit der zeitliche Zusammenhang zwischen den Messwerten der Sensoren nicht ver-
loren geht, mu¨ssen die Messwerte am Ende eines Batches an die zentrale Instanz wei-
tergeleitet werden. Dadurch, dass die Sensoren wissen, welche Items es im FP 2-Stream
gibt, ko¨nnen sie die Messwerte in Form der von ihnen verwalteten Knoten versenden.
Durch das Auffu¨llen der Nachrichten mit Daten und die Zuordnung in die Knoten ist
der Kommunikationsaufwand geringer, als wenn die Messwerte direkt versendet wer-
den mu¨ssten. Zusa¨tzlich zu diesen Informationen werden am Ende eines Batches die
in den Sensorknoten verwalteten Histogramme ausgewertet. Lediglich die Schiefe der
Histogramme sowie der Median werden an die zentrale Instanz u¨bermittelt (siehe Ab-
bildung 5.9(a)).
Die zentrale Instanz fu¨gt die aus dem WSN erhaltenen Batches in den zentral verwal-
teten FP 2-Stream ein. Anschließend folgen die Schritte der Item-Verfeinerung und der
Itemsetextraktion. Eventuelle Vera¨nderungen an den Itemgrenzen mu¨ssen anschließend
durch die zentrale Instanz an die Sensorknoten propagiert werden.
Pra¨fixbaum-batchweise Verarbeitung Im eben beschriebenen Ansatz sind fu¨r das
Update der zentralen Datenstruktur am Ende eines jeden Batches mindestens h · n
Nachrichten notwendig (h bezeichnet die mittlere Hop-Entfernung der Knoten von der
Basisstation und n die Anzahl der Knoten im WSN). Der folgende Ansatz, welcher ei-
ne zusa¨tzliche Aggregation der Item-Information entlang einer Kettenstruktur, a¨hnlich
dem chained-based aggregation Ansatz in [144], vornimmt, soll diesem Umstand entge-
gen wirken.
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Bei diesem Ansatz verwaltet jeder Knoten im WSN einen Teilbaum des FP 2-Tree.
Der von der Basisstation am weitesten entfernte Knoten verwaltet die Wurzel und alle
von ihm bedienten Items des FP 2-Tree. Der na¨chste Knoten in Richtung Basisstation
verwaltet eine vollsta¨ndige Kopie der Datenstruktur seines Vorga¨ngers in der Kette.
Zusa¨tzlich beinhaltet der von ihm gespeicherte Teil-FP 2-Tree noch alle Knoten, welche
durch das Hinzufu¨gen seiner eigenen Daten erzeugt werden ko¨nnen. Dieser sukzessive
Aufbau der Datenstruktur setzt sich in Richtung Basisstation fort. Der letzte Knoten
in der Kette, welcher zum Ergebnis beitra¨gt, verwaltet somit eine vollsta¨ndige Kopie
des FP 2-Tree.
Am Ende eines Batches werden die A¨nderungen beginnend beim letzten Element der
Kette in Richtung Basisstation propagiert. Die Updates werden dabei von einem zum
anderen Knoten in der Kette weitergereicht, wobei jeder Knoten zuna¨chst mit Hilfe
der Zwischenergebnisse seine lokale Kopie des FP 2-Tree anpasst. Anschließend wer-
den die A¨nderungen des Knotens und seiner Vorga¨nger in aggregierter Form an den
Nachfolgeknoten weitergereicht. Dieser passt die Datenstruktur seinerseits an usw. (Ab-
bildung 5.9(b)). Die Auswertung des vollsta¨ndigen Baumes und dessen Anpassungen
werden am Batchende auf der zentralen Instanz vorgenommen.
Beim eben vorgestellten Ansatz werden zwischen zwei Sensorknoten im Mittel mehr Da-
ten ausgetauscht als im vorhergegangenen Fall. Diese werden aber lediglich zum direkten
Nachfolger gesendet. Somit entfa¨llt das aufwendige Routing zur zentralen Instanz. In
Abha¨ngigkeit von der zugrundeliegenden Topologie (fu¨r die batchweise Verarbeitung)
und den FP 2-Tree-Eigenschaften (Anzahl Attribute und Knoten je Attribut) sollte
dieser Ansatz energetisch gu¨nstiger sein als die zuvor vorgestellte Lo¨sung.
5.3.3.2 Umsetzung im Operatormodell
Da bei beiden Verarbeitungsvarianten ein Teil der Arbeit auf der zentralen Komponen-
te stattfindet, mu¨ssen die Operatoren fu¨r AnduIN entsprechend zerlegt werden (siehe
Abschnitt 4.1). Da die auf den Sensorknoten ausgefu¨hrten Teile der Operatoren von
der zentralen Instanz u¨ber A¨nderungen an den von ihnen verwalteten Knoten und
Items informiert werden mu¨ssen, sollten diese u¨ber eine entsprechende Ru¨ckkopplung
verfu¨gen. Bei dem vorgestellten Verfahren der einfachen batchweisen Verarbeitung er-
folgt die Kommunikation der Knoten direkt mit der Operatorkomponente. Nach der
Klassifikation in Abschnitt 4.1 handelt es sich bei dieser FP 2-Stream-Umsetzung um
einen feedback-basierten Operator mit teilweiser Verarbeitung im WSN.
Bei der Pra¨fixbaum-batchweisen Verarbeitung kommt zusa¨tzlich die Kommunikation
zwischen den Sensorknoten hinzu, da ein Knoten der Kette seine Zwischenergebnisse
an seinen Nachbarknoten schickt. Trotzdem handelt es sich auch bei diesem Operator
um einen feedback-basierten Operator mit teilweiser Verarbeitung im WSN. Der letz-
te Sensorknoten der In-Network-Verarbeitungskette sendet seine Zwischenergebnisse an
die zentrale Komponente des Operators, welche dann die abschließenden Verarbeitungs-
schritte vornimmt.
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Abbildung 5.10: Beispiel 5.3: (a) logischer Anfrageplan, (b)-(d) mo¨gliche physische
Ausfu¨hrungspla¨ne
Ein einfaches Beispiel soll die Mo¨glichkeiten der physischen Optimierung von AnduIN
unter Verwendung der hier vorgestellten Verfahren zeigen.
Beispiel 5.3 Gegeben sei eine Sensornetzwerkquelle net stream, welche die beiden
Attribute id und temp zur Verfu¨gung stellt. Darauf basierend wird nachstehende CQL-
Anfrage definiert:
SELECT temp FROM net_stream [fppstream ()]
Basierend auf dieser Anfrage wird der in Abbildung 5.10(a) dargestellte logische An-
frageplan erzeugt. Die Abbildungen 5.10(b) bis 5.10(d) zeigen die drei physischen Aus-
pra¨gungen des Beispiels. In Abbildung 5.10(b) ist der einfachste Fall, eine vollsta¨ndige
zentrale Verarbeitung, zu sehen. Die Projektion im logischen Anfrageplan findet sich
im physischen Ausfu¨hrungsplan im angepassten Schema des Sampling-Operators wie-
der. Abbildung 5.10(c) zeigt die Umsetzung des physischen Ausfu¨hrungsplans fu¨r den
Fall der batchweisen Verarbeitung. Der komplexe Operator wurde dabei, wie in Ab-
schnitt 4.1 beschrieben, in eine Menge von einzelnen Operatoren zerlegt. A¨hnlich ge-
staltet sich das Operatormodell des Pra¨fixbaum-Ansatzes in Abbildung 5.10(d). Hier
sind zusa¨tzliche Operatoren fu¨r die Inter-Knoten-Kommunikation eingefu¨gt worden. 
5.3.3.3 Skalierbarkeit des Ansatzes
Sowohl mit steigender Attributanzahl als auch im Zuge der Verfeinerung von Items
vergro¨ßert sich die Datenstruktur. Da die Attributanzahl mit der Menge der Sensor-
knoten im WSN korreliert und die Speicherressourcen der einzelnen Sensorknoten stark
beschra¨nkt sind, ist eine U¨bertragung der Verfahren auf ein beliebig großes WSN prin-
zipiell nicht ohne weiteres mo¨glich. Eine mo¨gliche Strategie zur Lo¨sung des Problems ist
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die Partitionierung des WSN. Die Analyse findet dann anschließend jeweils nur u¨ber ei-
nem Teil des WSN statt. Prinzipiell ko¨nnen beliebig viele Partitionen existieren, welche
parallel analysiert werden, solange die Gro¨ße jeder einzelnen Partition fu¨r die Analyse
hinreichend klein ist.
Der von den Autoren in [179] vorgestellte Ansatz basiert auf diesem Prinzip. Auf Grund-
lage vorab definierter Eigenschaften werden im WSN Nachbarschaften erzeugt. Die
Daten so definierter benachbarter Sensorknoten werden anschließend gemeinsam ana-
lysiert. Da der vorgestellte Ansatz auf einem angepassten Apriori-Algorithmus u¨ber
kategorischen Werten basiert, kann er fu¨r unser Problem nicht verwendet werden.
In der vorliegenden Arbeit wurde ein anderer, vollsta¨ndig manueller Ansatz umgesetzt.
Der Nutzer definiert hierbei mittels der in Abschnitt 3.3.1.1 beschriebenen Syntax ein
logisches Overlay fu¨r die Bearbeitung des FP 2-Stream. Im Falle des zweiten vorgestell-
ten Verfahrens ist dies eine einfache Kette. Das eingesetzte Verfahren verwendet die so
spezifizierte Struktur fu¨r das Routing der Knoten untereinander.
5.3.4 Verwandte Arbeiten
Eines der ersten Verfahren zum Finden von ha¨ufigen Mustern war das von Aggrawal
et al. pra¨sentierte Apriori -Verfahren [9, 10]. Die Grundlage des Ansatzes bildet die
Annahme, dass sich ha¨ufige Muster ausschließlich aus ha¨ufigen Teilmustern zusammen-
setzen. Basierend auf dieser Heuristik erzeugt das Verfahren alle mo¨glichen k−Itemset-
Kandidaten aus der Menge aller (k − 1)− Itemset-Kandidaten. Aufgrund der wieder-
holten Analyse der Daten handelt es sich hierbei um ein Multi-Pass-Verfahren, welches
seine Anwendung insbesondere in der Verarbeitung von endlichen Datenmengen findet.
Auf Basis des Apriori-Algorithmus wurde eine Vielzahl weiterer Algorithmen entwi-
ckelt, welche unter anderem eine Steigerung der Performance oder die Adaption des
Algorithmus an Datenstro¨me zum Ziel hatten. Die Autoren in [172] pra¨sentierten zum
Beispiel mit dem DHP (Direct Hashing and Pruning) ein Verfahren, dessen Ziel die
Optimierung der Anzahl an Kandidaten ist. Das Verfahren setzt dabei auf eine Hash-
Tabelle zur Verwaltung von Kandidaten, deren Support den minimal geforderten Wert
u¨berschreitet.
Han et al. pra¨sentieren in [101] mit dem FP-Tree (frequent pattern tree) einen
Pra¨fixbaum zur effizienten Speicherung ha¨ufiger Muster. Zusa¨tzlich zu dieser Daten-
struktur stellen sie mit dem FP-Growth-Algorithmus ein Verfahren zum Finden ha¨ufiger
Muster auf Basis des FP-Tree vor. Im Gegensatz zum Apriori-Verfahren verzichtet das
FP-Growth-Verfahren vollsta¨ndig auf die Generierung von Kandidaten. Auch sind le-
diglich zwei Durchla¨ufe durch die zu pru¨fende Datenmenge notwendig.
Frequent Pattern Mining u¨ber Datenstro¨men stellt eine besondere Herausforderung
dar. Neben dem von Gianella in [85] beschriebenen FP-Stream existiert auch eine Viel-
zahl weiterer Lo¨sungen. Der in [199] vorgestellte Compact Pattern Tree (CPT) zum
Beispiel verwendet gleitende Fenster (a¨hnlich dem hier vorgestellem FP 2-Stream und
dem DSTree [140]). Die Effizienz des Verfahrens wird dabei durch eine zusa¨tzliche
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Restrukturierungsphase erreicht. Wa¨hrend dieser wird der CPT in Abha¨ngigkeit der
Itemset-Ha¨ufigkeiten mit dem Ziel einer hohen Kompaktheit umsortiert. In [152] be-
schreiben die Autoren neben dem Sticky-Sampling und dem Lossy-Counting mit BTS
(Buffer-Trie-SetGen) ein Verfahren, welches die Ha¨ufigkeiten von Itemsets mittels einer
Gitter-Struktur speichert.
Die erste Arbeit, die sich mit dem Problem des quantitativen Frequent-Itemset-Mining
bescha¨ftigte, stammt von Srikant et al. [193]. Das vorgestellte Verfahren basiert dabei
im Wesentlichen auf einem Apriori-Verfahren, welches die partitionierten Wertebereiche
der einzelnen Attribute in geeigneter Weise kombiniert. Die Autoren in [76] beschrei-
ben ein Verfahren, das Techniken aus der algorithmischen Geometrie verwendet, um
die optimalen Intervallgrenzen zu finden. Der wesentliche Nachteil des vorgestellten
Verfahrens liegt in der Beschra¨nkung auf Regeln, welche nur aus 2 Items bestehen.
Die Autoren in [18] betrachten quantitativ-kategorische Assoziationsregeln. Das Inter-
essantheitsmaß der Autoren basiert dabei auf dem Mittelwert von Transaktionen. Eine
Regel wird dann als signifikant angesehen, wenn sich der Mittelwert u¨ber eine Teilmen-
ge an Transaktionen in Relation zur Menge aller Transaktionen die nicht dieser Regel
folgen, als signifikant herausstellt. Zur Berechnung des Signifikanzlevels ziehen sie dabei
den Steiger-Z-Test heran. Als Null-Hypothese nehmen sie an, dass die Mittelwerte bei-
der Teilmengen gleich sind. Wird diese Null-Hypothese abgelehnt (mit einer Konfidenz
von 95%), so wird die ermittelte Regel als signifikant unterschiedlich von der Restmenge
der Regeln angenommen.
In der Literatur finden sich auch Ansa¨tze, welche versuchen, das Problem des quanti-
tativen Assozoziation Rule Mining mit nicht-statistischen Verfahren zu lo¨sen. So ver-
wendeten die Autoren in [156, 182] zum Beispiel einen genetischen Algorithmus zur
Problemlo¨sung. Ein Individuum entspricht dabei einem k-Itemset, welches sich aus den
Items und deren minimalen und maximalen Werten zusammensetzt. Mittels Crossover,
Selektion und Mutation werden diese Items anschließend rekombiniert bzw. angepasst
und deren Gu¨te u¨ber eine Fitnessfunktion bestimmt.
5.4 Zusammenfassung
AnduIN bietet eine Vielzahl von Operatoren zur effizienten Verarbeitung und Auswer-
tung von Daten sowohl aus herko¨mmlichen Datenstro¨men als auch aus Sensornetzwer-
ken. Zusa¨tzlich zu den grundlegenden Datenstrom-Operatoren bietet das System auch
Unterstu¨tzung fu¨r die Verarbeitung von Anfragen mit ra¨umlichem Bezug sowie Opera-
torimplementierungen komplexer Data-Mining-Verfahren. Im zuru¨ckliegenden Kapitel
wurden exemplarisch die Integration verschiedener ra¨umlicher Operatoren, ein adapti-
ves Burst-Verfahren und eine Methode zum Finden ha¨ufiger Muster in Datenstro¨men
u¨ber quantitativen Attributen vorgestellt. Zusa¨tzlich zu der grundlegenden Arbeitswei-
se der Verfahren wurden deren Integration in AnduIN und notwendige Anpassungen
fu¨r die (teilweise) In-Network-Verarbeitung pra¨sentiert. Die korrekte Funktionsweise
soll als Teil der Evaluation im na¨chsten Kapitel verifiziert werden.
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Implementierung und Evaluation
Die in der Arbeit vorgestellten Techniken wurden als Teil von AnduIN umgesetzt [125].
Nachdem in Abschnitt 3 bereits die grundlegende Architektur des entwickelten Systems
pra¨sentiert wurde, soll im Abschnitt 6.1 auf Details der Implementierung eingegangen
werden. Eine Evaluierung der in der Arbeit vorgestellten Konzepte und Techniken folgt
anschließend in Abschnitt 6.2.
6.1 Implementierung
Die Implementierung von AnduIN basiert auf dem DSMS StreamDB [110,153], welches
im Rahmen dieser Arbeit eine Vielzahl von Erweiterungen erfahren hat. Die Anfragever-
arbeitung und die die Operatoren betreffenden Erweiterungen wurden in den letzten
Kapiteln ausfu¨hrlich beschrieben. Im Folgenden sollen zusa¨tzliche Entwicklungen im
Detail erla¨utert werden, welche die erweiterten Einsatzmo¨glichkeiten von AnduIN auf-
zeigen und fu¨r die anschließende Evaluierung von Interesse sind. Abschnitt 6.1 widmet
sich hierbei der grundlegenden Client-Server-Architektur des Systems, Abschnitt 6.1.2
beschreibt die Mo¨glichkeiten und die Umsetzung des grafischen Nutzerinterfaces, und
Abschnitt 6.1.3 gibt einen detaillierten U¨berblick u¨ber die implementierte In-Network-
Komponente des Systems und die verwendete Hardware-Plattform.
6.1.1 Client-Server-Architektur
Die Umsetzung von AnduIN als Client-Server-System ermo¨glicht eine plattformun-
abha¨ngige Entwicklung von Clients und erlaubt somit eine einfache Integration der von
AnduIN bereitgestellten Funktionen in bestehende Systeme. Neben dem durch den Ser-
ver bereitgestellten konsolenbasierten Interface existieren gegenwa¨rtig noch ein C++-
und ein Java-Client. Die Clients selbst verbinden sich u¨ber TCP mit dem Server, so
dass der Zugriff auch u¨ber das Internet mo¨glich ist. Die Clients bilden im Wesentlichen
eine einfache Nutzerschnittstelle zum System, d.h., sie bieten lediglich die Mo¨glichkeit
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Abbildung 6.1: Client-Server-Ansatz von AnduIN
Anfragen zu definieren und Ergebnisse zu empfangen. Durch die Trennung von Client
und Server ist es mo¨glich, AnduIN -Clients auch auf leistungsschwacher Hardware wie
zum Beispiel Mobiltelefonen einzusetzen (Abbildung 6.1).
Ein weiterer Vorteil des Client-Server-Ansatzes ist die Unterstu¨tzung eines Mehrbenut-
zerbetriebes. In AnduIN wird der Einfachheit halber jeder Client einem eigensta¨ndigen
Systemnutzer zugeordnet. Jeder Client stellt also unabha¨ngig von den anderen Clients
Anfragen an das System. Ergebnisse werden ausschließlich an den Client weitergeleitet,
welcher die Anfrage gestellt hat. Zusa¨tzlich ist es aber auch mo¨glich, dass sich Clients
fu¨r Anfragen anderer Nutzer als Mitho¨rende (Listener) registrieren. Sie erhalten dann
auch fu¨r diese Anfragen entsprechende Ergebnisse [28].
Fu¨r die Registrierung der Clients beim Server wird das bereits existierende publish/-
subscribe-Modell fu¨r Operatoren verwendet. Die Kommunikation zwischen Client und
Server erfolgt dann u¨ber die Anfrage-Senke (wie in Abschnitt 4.1 beschrieben). Re-
gistriert sich ein Client fu¨r eine Anfrage, so wird dieser eine entsprechende Senke als
Interface zum Client hinzugefu¨gt.
Fu¨r die Verteilung der Ergebnisse an die Clients wurden zwei Modelle integriert:
• Synchrone Kommunikation: Der Server verteilt Ergebnisse direkt nach deren Fer-
tigstellung an alle registrierten Clients. Hat ein Client zu diesem Zeitpunkt keine
Verbindung zum Server aufgebaut, gehen diese Ergebnisse verloren. Die synchrone
Kommunikation ist die Standardeinstellung fu¨r den Ergebnis-Nachrichtenversand
zu Clients.
• Asynchrone Kommunikation: Ergebnisse werden vom Server in von den Clients
definierten Ringpuffern zwischengespeichert. Der Client kann anschließend zu ei-
nem beliebigen Zeitpunkt die vollsta¨ndige im Puffer enthaltene Ergebnismenge
anfordern. Um einen U¨berlauf des Puffers zu verhindern, werden alte Ergebnis-
se kontinuierlich u¨berschrieben. Da es sich bei dem Ringpuffer im Wesentlichen
um eine Hauptspeicher-Datenbank handelt, kann dieser mittels entsprechender
SQL-Kommandos vom Client abgefragt werden.
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Abbildung 6.2: Visuelle Anfragebeschreibung
Im Anhang C werden die fu¨r die eben beschriebenen Aspekte notwendigen Erweiterun-
gen der Anfragesprache im Detail erla¨utert.
6.1.2 Grafische Benutzeroberfla¨che
Neben der Mo¨glichkeit, Anfragen u¨ber die Kommandozeile zu definieren, wurde zusa¨tz-
lich ein GUI (graphical user interface) zur einfachen Anfragebeschreibung implemen-
tiert. Dieses wurde als Web-Applikation verwirklicht und in wesentlichen Teilen in Ja-
vaScript umgesetzt. Die Implementierung setzt dabei auf verschiedene externe Biblio-
theken (WireIt1, inputEX2, YUI3 u.a.) auf, welche die fu¨r die Darstellung beno¨tigte
Funktionalita¨t bereitstellen. Neben der grafischen Anfragedefinition bietet die Ober-
fla¨che zusa¨tzlich die Mo¨glichkeit, Sensorknoten zu registrieren, Datenstro¨me anzulegen
(inklusive Netzwerkdatenstro¨men mit entsprechendem grafischen Anlegen des logischen
Overlays) und Ergebnisstro¨me zu visualisieren. Die verschiedenen Werkzeuge wurden
in die Web-Oberfla¨che in Form von Reitern integriert, welche dem Anwender einen
einfachen Zugriff auf die verschiedenen Funktionen ermo¨glichen.
Eine der wesentlichen Funktionen der Web-Oberfla¨che ist die unterstu¨tzte Anfragede-
finition. Diese folgt dabei dem Box-And-Arrow -Prinzip, d.h., Operatoren werden als
Boxen dargestellt, welche von den Daten des Stromes durchflossen werden (a¨hnlich
dem Konzept der Anfragedefinition in Aurora [46]). Die Kommunikation zwischen den
einzelnen Operatoren wird durch Verbindungslinien visualisiert. Der Anwender hat die
Mo¨glichkeit, aus einer Bibliothek von Operatoren zu wa¨hlen, welche die von AnduIN
zur Verfu¨gung gestellten Operatoren entha¨lt. Diese ko¨nnen auf der Arbeitsfla¨che mit
anderen Operatoren zu komplexen Anfragen kombiniert werden. Zusa¨tzlich zu den Ope-
1http://javascript.neyric.com/wireit/
2http://neyric.github.com/inputex/
3http://developer.yahoo.com/yui/
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Abbildung 6.3: MSB-A2 Sensorknoten
ratoren stellt die Bibliothek eine Liste aller gegenwa¨rtig verfu¨gbaren Datenstro¨me (in-
klusive Views) zur Verfu¨gung. Das GUI folgt dabei in wesentlichen Teilen dem Konzept
von Yahoo! Pipes4, welches a¨hnliche Funktionen fu¨r die Komposition von Mashups
bereitstellt. Abbildung 6.2 zeigt die GUI mit einer Beispielanfrage.
Die so vom Anwender erstellte Anfrage wird zum Zeitpunkt des Absendens von der GUI
(auf Clientseite) analysiert und in eine Menge von CQL-Anfragen u¨bersetzt, welche im
Anschluss an den Server gesendet und von diesem ausgefu¨hrt werden. Die Anfrageana-
lyse auf der Clientseite beschra¨nkt sich dabei im Wesentlichen auf eine Korrektheits-
pru¨fung der einzelnen Boxen und Pfeile und das U¨bersetzen in CQL-Anfragen. Hier-
bei werden die einzelnen Knoten des Graphen in Post-Order-Reihenfolge durchlaufen
und jede Box in eine einzelne Sicht u¨bersetzt. Die dabei entstehenden Sichten sind je-
weils eindeutig (u¨ber einen zusa¨tzlichen Zeitstempel) und werden dem Anwender nicht
pra¨sentiert. Dieser sieht nach dem Anlegen lediglich seine definierte Anfrage.
Die Visualisierungskomponente wurde in Form von Java-Applets umgesetzt, welche den
vom Server zur Verfu¨gung gestellten Datenstrom analysieren und in Abha¨ngigkeit der
Nutzerdefinition visualisieren. In Anhang B finden sich Abbildungen zur entwickelten
Visualisierungskomponente.
6.1.3 In-Network Query-Prozessor
Die Entwicklung der In-Network-Komponente von AnduIN erfolgte auf Basis einer
verha¨ltnisma¨ßig leistungsstarken ARM-Plattform, welche im folgenden Abschnitt be-
schrieben werden soll. Da fu¨r eine effiziente Entwicklung zum Zeitpunkt der Arbeit
leider kein Netzwerksimulator zur Verfu¨gung stand, musste eine entsprechende Simula-
tionssumgebung entwickelt werden, welche anschließend kurz beschrieben wird.
6.1.3.1 Sensorknoten – Plattform
Die Implementierung der INQP-Komponente von AnduIN basiert auf Sensorknoten
der MSB-A2-Plattform der FU Berlin. Fu¨r die Entwicklung standen acht Sensorknoten
4http://pipes.yahoo.com
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(siehe Abbildung 6.3) mit folgender (identischer) Hardware-Ausstattung zur Verfu¨gung:
• MSBA2-Boards mit ARM LPC2387 CPU
• CC1100 Funk-Modul
• 512KB Flashspeicher und 98 KB RAM
• SHT11-Sensoren (Luftfeuchtigkeit und Temperatur)
• 2 USB-Ports (1x serielle Programmierung und 1x PC-Verbindung)
Zusa¨tzlich zu den On-Board-Sensoren wurde pro Sensorknoten ein zusa¨tzliches Kame-
ramodul installiert, welches die Aufnahme von Videos und Bildern sowie eine einfache
Bewegungsdetektion erlaubt. Jedes der angeschlossenen Gera¨te (inklusive der auf den
Boards installierten LED’s) tra¨gt, insofern die entsprechende Hardware nicht explizit
deaktiviert wurde, zum Stromverbrauch der Sensorknoten bei.
Als Betriebssystem diente das von der FU Berlin entwickelte Feuerware5 in Version
0.4, welches urspru¨nglich ein Contiki-Derivat war. Das Betriebssystem stellt dabei die
wesentlichen Treiber fu¨r die Hardwarekomponenten sowie zwei Timer zur Verfu¨gung.
Des Weiteren wurde mit dem Micro-Mesh-Routing-Protokoll [107] ein von der FU Berlin
entwickeltes eigenes Routing-Protokoll in das Betriebssystem integriert.
6.1.3.2 Simulationsumgebung
Zum Zweck der Entwicklung und Evaluierung von verteilten Algorithmen fu¨r WSN
werden u¨blicherweise Netzwerksimulatoren wie TOSSIM [141] oder OMNeT [67] ver-
wendet. Aufgrund der großen Abweichungen zwischen Contiki und der eingesetzten
Feuerware-Version war die Verwendung des urspru¨nglich mit Contiki ausgelieferten
Netzwerksimulators netsim leider nicht mo¨glich. Aus diesem Grund wurde im Rahmen
der Entwicklung eine sehr einfache eigene Simulationsumgebung geschaffen.
Zu diesem Zweck wurden alle fu¨r den INQP beno¨tigten und vom Betriebssystem zur
Verfu¨gung gestellten Funktionen soweit gekapselt, dass sie durch eine entsprechende Im-
plementierung der Simulationsumgebung ausgetauscht werden konnten. Hierzu wurden
im Wesentlichen die physischen Sensoren, die Timer, die Interprozesskommunikation,
die Netzwerkkommunikation und die Speicherverwaltung durch entsprechende Simu-
latorimplementierungen ersetzt. Die Laufzeitumgebungen der einzelnen Knoten ent-
sprechen in der Simulationsumgebung anschließend je einer eigenen Programminstanz.
Die so simulierten Knoten tauschen u¨ber UDP Nachrichten untereinander aus. Auf die
Nachbildung des Routingprotokolls in der Simulationsumgebung wurde bei der Imple-
mentierung komplett verzichtet. Wurde den simulierten Sensorknoten manuell keine
Netzwerk-Topologie aufgepra¨gt, so kommunizierten diese immer direkt mit dem Kno-
ten der Basisstation bzw. direkt untereinander. Der Verzicht auf die Routingschicht
5http://cst.mi.fu-berlin.de/projects/ScatterWeb/documentation/FeuerWare/trunk/manual/
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stellt im Rahmen dieser Arbeit keine wesentliche Einschra¨nkung dar, da sich sa¨mtliche
hier entwickelten Verfahren oberhalb der Routingebene bewegen. Zudem kann bei der
Simulation von Topologien auf deren manuelle Definition zuru¨ckgegriffen werden.
Trotz der Einfachheit der Simulationsumgebung bietet diese grundlegende Funktionen
zur Evaluierung von Algorithmen. So lassen sich neben der korrekten Funktionsweise
von Operatoren auch andere Informationen, wie zum Beispiel der Speicherverbrauch der
Anwendung und die fu¨r die Kommunikation auf Basis des definierten Overlays notwen-
dige Nachrichtenanzahl, exakt ermitteln. Ein weiterer Vorteil der Simulationsumgebung
ist, dass Messwerte exakt vorgegeben werden ko¨nnen. So la¨sst sich der Input fu¨r die
einzelnen Operatoren genau bestimmen. Dies ist insbesondere fu¨r die Evaluierung der
Operatoren sehr hilfreich. Daru¨ber hinaus la¨sst sich mit Hilfe der Simulationsumgebung
die fu¨r die Anfrageausfu¨hrung beno¨tigte Zeit aufgrund des simulierten Timers deutlich
verku¨rzen.
6.2 Evaluierung
Im folgenden Kapitel sollen die in der Arbeit pra¨sentierten Verfahren und
Lo¨sungsansa¨tze evaluiert werden. Die Evaluierung gliedert sich dabei in zwei Abschnit-
te. Im ersten Teil sollen verschiedene Aspekte der Anfrageoptimierung, insbesondere das
vorgeschlagene Kostenmodell betrachtet werden. Im zweiten Teil werden die in Verbin-
dung mit AnduIN eingefu¨hrten Operatoren hinsichtlich ihrer korrekten Funktionsweise
bzw. ihrer Performance analysiert.
6.2.1 Anfrageoptimierung
Im folgenden Abschnitt werden verschiedene Aspekte der Anfrageoptimierung evaluiert.
Es soll zuna¨chst gezeigt werden, dass die Wahl der Operatorparameter und verschiede-
ne Datencharakteristika Einfluss auf die Energiebilanz eines Anfrageplanes haben. An-
schließend wird dargestellt, wie die fu¨r das in Abschnitt 4.2 beschriebene Kostenmodell
beno¨tigten Operatorkosten ermittelt werden ko¨nnen. Auf Grundlage der so ermittelten
Kosten wird anschließend exemplarisch die Gu¨ltigkeit des Kostenmodells gezeigt.
6.2.1.1 Einsatz alternativer Operatorimplementierungen
Bereits aus dem Bereich der DBMS ist bekannt, dass die Kosten fu¨r die Ausfu¨hrung ei-
nes verwendeten physischen Operators sowohl von den Charakteristika der verarbeiteten
Daten als auch von der Wahl der Operatorparameter (zum Beispiel Filterpra¨dikaten)
abha¨ngen. Die Beru¨cksichtigung dieser Tatsache ist insbesondere im Kontext von draht-
losen Sensornetzwerken wichtig, da die richtige Auswahl einer speziellen Operatorim-
plementierung signifikanten Einfluss auf die Lebenszeit des Netzwerkes haben kann. Die
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Gu¨ltigkeit obiger Aussage soll im Weiteren gezeigt werden.
These 1 Die Wahl der physischen Implementierung eines Operators und die Daten-
charakteristika haben einen signifikanten Einfluss auf den Energieverbrauch eines WSN
und damit auf dessen Lebensdauer.
In [73, 74] wurde ein Ansatz zur Erkennung von Regionen, in denen Sensorknoten
anormale Messwerte erfassen, pra¨sentiert. Ein typisches Einsatzszenario fu¨r ein sol-
ches Verfahren ist die Erfassung und Meldung von Waldbra¨nden und deren ra¨umliche
Ausdehnung. In den genannten Arbeiten wurden verschiedene verteilte Varianten des
Algorithmus fu¨r die Ermittlung der Regionen vorgestellt. Daru¨ber hinaus wurden Kos-
tenabscha¨tzungen fu¨r die einzelnen Varianten des Verfahrens gegeben. Im Folgenden
soll anhand dieses Verfahrens gezeigt werden, welchen Einfluss verschiedene Datencha-
rakteristika und Operatorparameter auf die Energiebilanz der mo¨glichen physischen
Implementierungen haben. Gegeben seien die folgende Sensornetzwerkquelle
CREATE STREAM mystream
(time int , id int , temp double , hum double)
NETWORK
SAMPLE 1 SECONDS
und die Anfrage:
SELECT
time , region
FROM
(SELECT
id, time , temp
FROM mystream [outlier(exclude => id, exclude => time)]
)[regiondet ()]
Die Sensornetzwerkquelle mystream definiert einen Datenstrom, welcher die Attribute
Zeit (time), ID (id), Temperatur (temp) und Luftfeuchtigkeit (hum) bereitstellt. Die
Datenerfassung auf den Sensorknoten soll dabei im Abstand von jeweils 1 Sekunde
erfolgen.
Basierend auf dieser Datenstromquelle wird die Anfrage fu¨r die Ausreißerdetektion
definiert, wobei die Attribute id und time von der Ausreißerdetektion ausgenommen
wurden. Ergebnis der inneren Anfrage ist ein Datenstrom, welcher lediglich Ausreißer
entha¨lt. Auf Grundlage dieses Datenstromes erfolgt im Weiteren die Bestimmung der
Regionen (regiondet) mit anormalen Messwerten.
Auf die Angabe von Parametern fu¨r die einzelnen Synopsen wurde der U¨bersichtlichkeit
halber weitestgehend verzichtet. AnduIN erstellt auf Grundlage dieser Anfrage drei
alternative Ausfu¨hrungspla¨ne q¯central, q¯outlier und q¯lead (siehe Abbildung 6.4). Im Fall
von q¯central finden sa¨mtliche Berechnungen auf der zentralen Instanz statt. Bei q¯outlier
erfolgt die Ausreißererkennung im WSN, so dass hier in Abha¨ngigkeit von der Aus-
reißerha¨ufigkeit eine Nachrichtenreduktion erzielt wird. Die Regionenbestimmung wird
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Abbildung 6.4: Logischer Anfrageplan und mo¨gliche physische Ausfu¨hrungspla¨ne fu¨r
die Beispielanfrage
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Abbildung 6.5: gescha¨tzte Ausfu¨hrungskosten fu¨r unterschiedliche Selektivita¨ten des
outlier -Operators (m = 1000,ml = 200(150), h = 3, rm = 1)
auf der zentralen Instanz durchgefu¨hrt. Der Anfrageplan q¯lead wird komplett im WSN
verarbeitet, d.h., sowohl die Ausreißererkennung als auch die Regionenbestimmung wer-
den innerhalb des WSN durchgefu¨hrt. Lediglich die detektierten Regionen werden als
Ergebnis der In-Network-Anfrage an die zentrale Instanz u¨bermittelt. Die Regionenbe-
stimmung basiert auf einem Leader-Ansatz. Ein Leader ermittelt hierbei die Regionen
fu¨r die Sensoren in seiner Nachbarschaft und tauscht diese Informationen mit anderen
Leaderknoten aus, um die Ergebnisregionen zu erzeugen. Der outlier -Operator wird
vollsta¨ndig auf den Sensorknoten ausgefu¨hrt.
Die Abbildungen 6.5(a) und 6.5(b) zeigen den nach [74] gescha¨tzten Energieverbrauch
der drei mo¨glichen Ausfu¨hrungspla¨ne fu¨r verschiedene Selektivita¨ten des Ausreißer-
operators und unterschiedliche Fenstergro¨ßen w. Unterschiedliche Selektivita¨ten re-
pra¨sentieren dabei unterschiedliche Datencharakteristika. Fu¨r die Abscha¨tzung wurde
ein Sensornetzwerk mit 10a00 Knoten und einer mittleren Ho¨he von h = 3 angenom-
men. Fu¨r die Anfrage q¯lead150 wurde ein Sensornetz mit 150 Leaderknoten angenommen,
fu¨r q¯lead200 ein WSN mit 200 Leaderknoten.
Die Abbildungen zeigen, dass eine generelle In-Network-Verarbeitung nicht in jedem
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elektrische konsumierte
Zeit Stromsta¨rke Energie
Operator in ms in mA in µJ
Sampling (Temperatur) 264.5 4.3 3753.4
Sampling (Luftfeuchtigkeit) 114.0 4.4 1655.3
Sampling (Temperatur u. Luftfeuchtigkeit) 359.0 4.0 4738.8
Daten Senden (Initialisierung) 2.3 7.9 61.7
Daten Senden (62Byte - 1 Push) 3.6 8.4 99.7
Daten Senden (Initialisierung + 73xPush) 271.0 - 7344.8
Ausreißererkennung 6.1 5.5 110.7
Tabelle 6.1: Gemessene Aktivierungsenergien fu¨r ausgewa¨hlte In-Network-Operatoren
Fall die energetisch beste Lo¨sung darstellt. Im Fall der Ausreißerdetektion u¨ber einem
Fenster der Gro¨ße w = 600 ist ab einer Selektivita¨t von ca. 0.4 eine zentrale Be-
rechnung der Regionen effizienter als die In-Network-Berechnung (Abbildung 6.5(a)).
Aufgrund der hohen Anzahl an detektierten Ausreißern ist eine ha¨ufige Aktualisierung
der Regionen notwendig. Dies resultiert wiederum in einer entsprechend hohen Anzahl
von Nachrichten fu¨r das Propagieren der Regionen zwischen den Leaderknoten. Die
In-Network-Verarbeitung wird also mit steigender Ausreißerrate zunehmend ineffizient.
Abbildung 6.5(b) zeigt den Energieverbrauch der verschiedenen Implementierungen fu¨r
eine Fenstergro¨ße von w = 5000. Ab einer Selektivita¨t von ca. 0.85 ist es in diesem
Fall sogar effizienter, vollsta¨ndig auf eine In-Network-Verarbeitung zu verzichten, da
im Fall einer solch hohen Ausreißerrate nahezu alle Datensa¨tze von den Sensorknoten
zur zentralen Instanz gesendet werden mu¨ssen. Zusa¨tzliche Berechnungen auf den Kno-
ten fu¨hren hierbei nur zu einer erho¨hten Last, welche nicht durch eine Reduktion der
beno¨tigten Nachrichten ausgeglichen wird.
Diese simulierten Ergebnisse zeigen bereits, dass der Energieverbrauch des WSN durch
die geeignete Wahl alternativer verteilter Operatorimplementierungen erheblich redu-
ziert werden kann. Diese Feststellung ist eines der wesentlichen Motive fu¨r den in der
Arbeit vorgeschlagenen Aufbau der Laufzeitumgebung, welcher die Integration einer
Vielzahl an alternativen Operatoren erlaubt. Des Weiteren zeigen die Ergebnisse, dass
insbesondere im Kontext einer kontinuierlichen Anfrageverarbeitung eine regelma¨ßige
U¨berpru¨fung der datenabha¨ngigen Operatorcharakeristika wie zum Beispiel der Ope-
ratorselektivita¨t empfehlenswert ist. Sofern no¨tig, ko¨nnen laufende Ausfu¨hrungspla¨ne
durch alternative Pla¨ne ersetzt werden.
6.2.1.2 Operatorkosten
In Abschnitt 4.2 wurden die beiden Gro¨ßen Energiekosten im WSN und Datendurch-
satz auf der zentralen Komponente fu¨r die Bewertung der physischen Ausfu¨hrungspla¨ne
herangezogen. Fu¨r die Berechnung der Kosten eines Ausfu¨hrungsplanes werden dabei
die Kosten fu¨r die Aktivierung eines Operators und dessen Selektivita¨t beno¨tigt. Es
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wurde argumentiert, dass sich erstere entweder durch Referenzmessungen (bei Opera-
toren mit konstantem Berechnungsaufwand) oder durch eine auf einer Referenzmessung
basierende Approximation bestimmen lassen. Im Weiteren soll diese These verifiziert
werden:
These 2 Es ist mo¨glich, die Energiekosten fu¨r die einmalige Aktivierung eines ge-
gebenen Operators mit konstantem Berechnungsaufwand im WSN durch entsprechende
Referenzmessungen zu bestimmen. Weiterhin ist es mo¨glich, die Aktivierungsdauer fu¨r
einen gegebenen Operator mit konstantem Berechnungsaufwand auf der zentralen In-
stanz durch Referenzmessungen zu bestimmen.
Im Folgenden sollen die hierfu¨r notwendigen Untersuchungen beschrieben werden.
Energiekosten pro Operator Die Vermessung der Operatoren erfolgte auf Grund-
lage des in Abschnitt 6.1.3 beschriebenen batteriebetriebenen Sensorknotens, welcher
von einem Oszilloskop u¨berwacht wurde. Prinzipiell bietet der verwendete Sensorkno-
ten auch die Mo¨glichkeit der Energieu¨berwachung u¨ber einen internen Coulomb-Za¨hler
(LTWQ e3). Allerdings haben Testmessungen gezeigt, dass der Coulomb-Za¨hler große
Ungenauigkeiten aufweist. Im Fall von Operatoren, welche ha¨ufig nur wenige Micro-
sekunden aktiv sind, wu¨rden dadurch die Ergebnisse stark verfa¨lscht werden. Zudem
ist das Auslesen und Weiterleiten der gemessenen Werte mit einem zusa¨tzlichen Ener-
gieverbrauch verbunden, welche bei On-Board-Messungen nicht auf einfache Weise von
den eigentlichen Aktivierungskosten des Operators separiert werden ko¨nnten.
Um mo¨glichst genaue Messungen durchfu¨hren zu ko¨nnen, wurde daher ein externes Os-
zilloskop fu¨r die Messungen eingesetzt. Das Oszilloskop erfasste dabei den Spannungsab-
fall u¨ber einen fu¨r die Messungen zwischen der Batterie und dem Board des Sensorkno-
tens eingebrachten Widerstand mit 1Ω (der Widerstand wies eine Toleranz von ca. 3%
auf). Auf diese Weise konnte der auf die Ausfu¨hrung der Operatoren zuru¨ckzufu¨hrende
Stromverbrauch und damit die fu¨r die Ausfu¨hrung beno¨tigte Energie berechnet werden.
Das Board selbst beno¨tigt eine Nominalspannung von 3.3V . Da die Batterie eine Span-
nung von ca. 4.3V zur Verfu¨gung stellte, musste durch das Einfu¨gen des Widerstands
keine relevante Beeintra¨chtigung der Messergebnisse befu¨rchtet werden.
Das Oszilloskop erfasste die Spannung mit einer Frequenz von 20kHz. Da die gemes-
senen Stromverbra¨uche sowohl von der mo¨glichst exakten Bestimmung des Start- und
Endzeitpunktes fu¨r die Operatorausfu¨hrung als auch von der Samplingrate des Os-
zilloskops abha¨ngt, wurden die Messungen wiederholt durchgefu¨hrt und anschließend
gemittelt. Tabelle 6.1 stellt einen Auszug der so fu¨r die einzelnen Operatoren ermittelten
Energieverbra¨uche dar. Die meisten Messungen konnten auf Basis eines einzelnen Sen-
sorknotens durchgefu¨hrt werden. Fu¨r das Vermessen der fu¨r das Senden und Empfangen
beno¨tigten Energie wurde ein zweiter Knoten, welcher fu¨r den Kommunikationsaufbau
mit dem u¨berwachten Knoten verantwortlich war, hinzugefu¨gt.
Prinzipiell ist der Energieverbrauch der Sensorknoten im Sleep-Mode fu¨r die Kostener-
mittlung nach dem beschriebenen Kostenmodell irrelevant; zu Vergleichszwecken wurde
dieser dennoch bestimmt. In der Ruhephase floss im Mittel ein Strom von 3.73mA, was
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Fenstergro¨ße
Operator 1 10 100
Projektion 126 - -
Filter 136 - -
Aggregation (Min/Max) - 170 + 332 166 + 367
Grouping - 139 + 909 141 + 956
Nested Loop Join - 734 + 1211 + 1220 6035 + 9031 + 8657
Hash Join - 342+875+817 1225 + 3654 + 3600
Ausreißer Detektion - 178 393
Tabelle 6.2: Berechnungszeit pro Tupel (Zeit pro Tupel in µs) fu¨r ausgewa¨hlte DSMS-
Operatoren
im Vergleich zu anderen Sensorknoten verha¨ltnisma¨ßig hoch ist. Mo¨gliche Ursachen
hierfu¨r sind in der vergleichsweise leistungsstarken Hardware der Sensorknoten, den
zusa¨tzlich angeschlossenen externen Komponenten wie zum Beispiel der Kamera und
dem aktivierten SD-Leser, welcher fu¨r die Konfiguration der AnduIN -Laufzeitumgebung
notwendig ist, zu suchen.
Durchsatz der Operatoren auf der zentralen Instanz Um die Menge an Tu-
peln, die ein Operator pro Zeiteinheit auf der zentralen Instanz verarbeiten kann, zu
bestimmen, wurde eine Statistik-Komponente in die DSMS-Komponente von AnduIN
integriert. Der Statistik-Monitor erfasst dabei fu¨r jeden Operator die Menge der einge-
henden und ausgehenden Tupel sowie die Zeit die Aktivierungdauer des Operators. Auf
Grundlage der erfassten Gesamtaktivierungszeit eines Operators und der Anzahl der
von ihm verarbeiteten Datensa¨tze in diesem Zeitraum la¨sst sich die Bearbeitungsdauer
fu¨r ein einzelnes Tupel ermitteln.
Wie bereits erwa¨hnt, ist die Menge an verarbeiteten Tupeln pro Zeiteinheit bzw. die
Verweildauer eines einzelnen Datensatzes in einem Operator direkt von dem fu¨r die
Messwertermittlung verwendeten System abha¨ngig. Daher wurden alle durchgefu¨hrten
Messungen auf ein und demselben System durchgefu¨hrt (AMD 2GHz, 2GB RAM, De-
bian GNU/Linux 5.0 mit gcc-4.4). Die so ermittelten relativen Verarbeitungszeiten
ko¨nnen dann auf verschiedenen Systemen zum Einsatz kommen.
Tabelle 6.2 zeigt die Messergebnisse fu¨r ausgewa¨hlte Operatoren. Die Tabelle zeigt,
dass Projektion und Filter wie erwartet die schnellsten Operatoren sind. Im Fall fens-
terbasierter Operatoren setzt sich die Verarbeitungszeit aus der Zeit fu¨r die Analyse der
Synopse und der fu¨r die eigentliche Berechnung beno¨tigten Zeit zusammen. Die einzel-
nen Kosten werden in Tabelle 6.2 durch die einzelnen Werte in einer Zelle repra¨sentiert.
Der erste Wert entspricht der fu¨r die Berechnungen beno¨tigten Zeit, die weiteren Kosten
sind mit der Verarbeitung der Fenster verbunden. Die Fensterfunktionalita¨t wurde in
AnduIN gekapselt, so dass getrennte Messungen ohne weiteres mo¨glich waren. Im Fall
des Verbundes handelt es sich um zwei Fenster.
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Abbildung 6.6: Approximierte und reale Ausfu¨hrungskosten fu¨r verschiedene Fens-
tergro¨ßen am Beispiel des Minimum-Operators
Approximation der Operatorkosten Betrachtet man Operatoren mit nicht-
konstantem Berechnungsaufwand, so mu¨ssen durch diese verursachte Kosten in Ab-
ha¨ngigkeit eines oder mehrerer Parameter approximiert werden. Im Folgenden soll daher
nachstehende These verifiziert werden:
These 3 Die Kosten eines Operators mit nicht-konstantem Berechnungsaufwand
ko¨nnen hinreichend genau approximiert werden, sofern die Datencharakteristika der zu
verarbeitenden Daten bekannt sind.
In Abschnitt 4.2.1.2 wurde exemplarisch eine Approximation fu¨r die durch den
Minimum-Operator verursachten Energiekosten betrachtet. Im Weiteren soll dieses Bei-
spiel mit entsprechenden Messungen unterlegt werden.
Da sich die Verarbeitungskosten auf der zentralen Komponente sowohl einfacher als
auch genauer bestimmen lassen, wurde das Experiment auf Basis des Datendurchsat-
zes durchgefu¨hrt. Die Kostenapproximation fu¨r einen Minimum-Operator erfolgte in
Abha¨ngigkeit von der Fenstergro¨ße, wobei diese als die Anzahl von Elementen pro
Fenster definiert wurde. Fu¨r die Approximation der Kosten wurden Messungen mit
Fenstern der Gro¨ße 10 und 100 durchgefu¨hrt. Die fu¨r die Messung erzeugten Daten wa-
ren dabei gleich verteilt u¨ber dem Intervall [0, 100]. Auf Basis der so ermittelten Werte
wurde anschließend eine lineare Abscha¨tzung des Operatordurchsatzes in Abha¨ngigkeit
von der Fenstergro¨ße vorgenommen (Abbildung 6.6, durchgehende Linie). Zusa¨tzlich
wurden Messungen fu¨r verschiedene Fenstergro¨ßen vorgenommen, um die Gu¨te der Ap-
proximation zu u¨berpru¨fen. Abbildung 6.6(a) zeigt, dass im Fall gleich verteilter Daten
die lineare Approximation sehr gute Ergebnisse bezu¨glich der Genauigkeit erzielt.
Um Abweichung bei nicht gleich verteilten Daten zu bestimmen, werden im Folgenden
die beiden Extremfa¨lle betrachtet, welche beim Minimum-Operator auftreten ko¨nnen:
(i) bei der Durchsuchung des Fensters wird das gewu¨nschte Objekt immer sofort ge-
funden (Best-Case) bzw. (ii) das verwendete Fenster muss in jedem Fall vollsta¨ndig
untersucht werden (Worst-Case). Um beide Fa¨lle zu simulieren, wurden Daten mit
stetig steigenden bzw. fallenden Werten erzeugt. Die Ergebnisse zeigen, dass es prin-
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zipiell zu starken Abweichungen gegenu¨ber den approximierten Werten kommen kann.
Insbesondere im Worst-Case-Szenario ist die wiederkehrende vollsta¨ndige Pru¨fung des
Fenster mit deutlich ho¨heren als den gescha¨tzten Kosten verbunden. Die Abweichung
steigt dabei in Abha¨ngigkeit der Fenstergro¨ße.
Das Best-Case-Szenario zeigt U¨berraschendes (siehe Abbildung 6.6(b)): Hier ha¨tte man
erwartet, dass die Kosten auf einem konstanten Niveau bleiben, da der gesuchte Wert
bereits beim Test des ersten Elements im Fenster gefunden wird. Es zeigt sich hier
jedoch ein linearer Trend.
Bereits dieses einfache Beispiel zeigt zwei wesentliche Punkte: (i) Eine gute Approxima-
tion der Kosten fu¨r die Ausfu¨hrung der Operatoren ist mo¨glich und (ii) die Datenvertei-
lung hat auch hier einen nicht zu vernachla¨ssigenden Einfluss auf die Kosten. Sofern es
nicht kontinuierlich zu den Extremfa¨llen kommt, kann die Approximation hinreichend
gute Ergebnisse liefern.
6.2.1.3 Kostenmodell
Einer der Schwerpunkte dieser Arbeit war die Entwicklung des Kostenmodells. Dass
die Verwendung von Operatorselektivita¨ten fu¨r die Kostenabscha¨tzung in DSMS ge-
eignet ist, wurde bereits hinreichend untersucht [45,207,215]. Das vorgestellte Kosten-
modell dehnt den bekannten Ansatz auf drahtlose Sensornetzwerke aus, so dass eine
plattformu¨bergreifende Anfrageoptimierung mo¨glich wird. In Abschnitt 4.2.1.4 wurde
gezeigt, dass der vorgestellte selektivita¨tsbasierte Ansatz geeignet ist, um bisherige In-
Network-Kostenmodelle abzubilden. Im Weiteren soll daher lediglich gezeigt werden,
dass mit Hilfe der oben bestimmten Aktivierungskosten fu¨r die einzelnen Operatoren
und der bekannten Selektivita¨ten eine korrekte Bewertung von Ausfu¨hrungspla¨nen im
WSN mo¨glich ist. Konkret soll nachstehende These betrachtet werden:
These 4 Das in Abschnitt 4.2 pra¨sentierte Kostenmodell liefert hinreichend genaue
Ergebnisse, um den kostengu¨nstigsten Ausfu¨hrungsplan zu ermitteln.
Hierzu sollen fu¨r einen Anfrageplan approximierte Kosten mit den auf einem Sensor-
knoten tatsa¨chlich gemessenen Anfragekosten verglichen werden.
Wie in Abbildung 4.4 auf Seite 55 zu sehen ist, ergeben sich die Gesamtkosten fu¨r
die Ausfu¨hrung des In-Network-Teils einer Anfrage durch die lineare Kombination der
Kosten der einzelnen Verarbeitungsphasen (Operatoren). Der Vergleich zwischen ap-
proximierten Kosten und tatsa¨chlichen Kosten soll daher im Folgenden anhand einer
repra¨sentativen Anfrage gezeigt werden. Diese umfasst alle wesentlichen Aspekte einer
typischen In-Network-Anfrage: Die Anfrage sampelt eine Menge von Werten, verarbeitet
diese und sendet Ergebnisse an die Basisstation. Zudem sollen zwei innere Operatoren
mit einem vollkommen unterschiedlichen Energieverbrauch eingesetzt werden.
Es wurde folgende CQL-Anfrage verwendet:
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Logischer Anfrageplan
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Abbildung 6.7: Logischer Anfrageplan und mo¨gliche physische Ausfu¨hrungspla¨ne fu¨r
die Beispielanfrage
SELECT id, time , hum
FROM
(SELECT
id, time , hum
FROM mystream [outlier (win=>10)]
) [ dummy() ]
mystream bezieht sich auf die Datenstrom-Definition aus Abschnitt 6.2.1.1, wobei ein
Sampling-Intervall von zwei Sekunden verwendet wurde. Der Grund hierfu¨r liegt in dem
von den Sensorknoten verwendeten Routing-Protokoll. Zwar werden im Mittel fu¨r das
Versenden eines einzelnen Datenpaketes lediglich 267ms beno¨tigt, im a¨ußersten Fall
kann das Senden aber auch bis zu 532ms in Anspruch nehmen. Zusammen mit der fu¨r
die Operatoreverarbeitung beno¨tigten Ausfu¨hrungszeit kann es somit unter Umsta¨nden
zur U¨berlagerung von aktiven Anfrageteilen kommen. Der Sensorknoten wu¨rde eine
aktive Anfrage zu Ende bearbeiten und eine eventuell u¨berlagernde neue Aktivierung
auslassen. Um dies zu verhindern, wurde das Sampling-Intervall entsprechend ange-
passt.
In der inneren Anfrage wird eine Ausreißerdetektion u¨ber dem Attribut hum (Luftfeuch-
tigkeit) durchgefu¨hrt (Parameter fu¨r die komplexen Operatoren wurden der U¨bersicht-
lichkeit halber weitestgehend weggelassen). Wird ein Ausreißer gefunden, so wird die-
ser von einem dummy-Operator verarbeitet. Das Ergebnis wird anschließend an die
Basis-Station gesendet. Der dummy-Operator ist ein Blackbox-Operator, dessen Ei-
genschaften (Kosten und Selektivita¨t) fu¨r die Experimente gezielt definiert werden
konnten. Fu¨r das Experiment wurde mit Energiekosten von 3971.9µJ pro Aktivierung
(Aktivierungszeit von 118ms bei durchschnittlich 10.2mA) gearbeitet. Der fu¨r die Bei-
spielanfrage von AnduIN erzeugte logische Anfrageplan und dessen mo¨gliche physische
Ausfu¨hrungspla¨ne sind in Abbildung 6.7 zu sehen.
Da gema¨ß des in der Arbeit vorgestellten Ansatzes auf allen Knoten die gleiche Lauf-
zeitumgebung zum Einsatz kam, war das Vermessen eines einzelnen Sensorknotens aus-
reichend. Lediglich eventuell notwendige Kosten fu¨r den Datentransfer u¨ber mehrere
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Ausfu¨hrungs- gescha¨tzte Kosten gemessene Kosten
plan Verarbeitung Sleep Summe
q¯1 0.27000 0.59686 0.86686 0.92528
q¯2 0.16315 0.64382 0.80697 0.86816
q¯3 0.14892 0.65589 0.80481 0.85265
Tabelle 6.3: gescha¨tzter vs. gemessener Energieverbrauch pro Minute (in J).
Hops konnten so nicht bestimmt werden. Die Messungen wurden wiederum mittels
eines Oszilloskopes durchgefu¨hrt. Der vermessene Sensorknoten war batteriebetrieben
und sendete seine Ergebnisse direkt an den Gate-Knoten, welcher diese an das DSMS
weiterleitete.
Die Messungen mittels Oszilloskop wurden bei 10kHz vorgenommen. Jede Anfrage
wurde mindestens eine Minute ausgefu¨hrt. Anschließend wurde der mittlere Stromver-
brauch ermittelt, welcher fu¨r die Berechnung des Stromverbrauchs pro Minute diente.
Fu¨r die Abscha¨tzung der Energiekosten mittels des Kostenmodells wurden die folgen-
den Selektivita¨ten angenommen: σ(outlierhum) = 0.5 und σ(dummy) = 0.33. Die Se-
lektivita¨t fu¨r den dummy-Operator konnte fu¨r die Anfrageausfu¨hrung manuell definiert
werden. Die Selektivita¨t fu¨r outlierhum wurde nachtra¨glich aus dem Messergebnis er-
mittelt.
Tabelle 6.3 zeigt die gescha¨tzten und die tatsa¨chlich gemessenen Ausfu¨hrungskosten im
Vergleich. Es ist zu sehen, dass sich die gemessenen und approximierten Kosten fu¨r
die Verarbeitung deutlich voneinander unterscheiden. Der Grund hierfu¨r liegt auf der
Hand: Im Kostenmodell wurden keinerlei Kosten fu¨r den Sleep-Mode beru¨cksichtigt.
Im Weiteren wird gezeigt, wie die Sleep-Kosten aus dem beschriebenen Kostenmodell
abgeleitet werden ko¨nnen. Die so ermittelten Werte finden sich in der dritten Spalte
von Tabelle 6.3.
Fu¨r jeden Operator sind sowohl dessen Aktivierungsha¨ufigkeiten bekannt (Formel 4.1)
als auch die fu¨r die einmalige Ausfu¨hrung beno¨tigte Zeit. Basierend auf diesen Werten
kann ermittelt werden, u¨ber welchen Zeitraum ein Sensorknoten aktiv bzw. inaktiv ist.
Weiterhin wird fu¨r die Berechnung angenommen, dass sich ein Sensorknoten immer
genau dann im Sleep-Mode befindet, wenn er nicht aktiv ist. Somit kann auf Grundlage
der aktiven Zeit eines Knotens die Zeit ermittelt werden, die ein Knoten im Sleep-
Mode verbringt. Ist diese bekannt, dann la¨sst sich der Energieverbrauch entsprechend
ermitteln:
Esleep(q¯,∆t) = Wsleep ·
(
∆t ·N −
∑
o¯p∈q¯
T(o¯p) · φ(q¯, o¯p)∆t
)
N entspricht der Anzahl an Knoten im WSN. T(o¯p) bezeichnet die fu¨r die Abarbeitung
eines Operators o¯p beno¨tigte Zeit. Wsleep entspricht der elektrischen Leistung im Sleep-
Mode. Im Beispiel ist Wsleep = 3.73mA · 3.3V .
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Die Ergebnisse in Tabelle 6.3 zeigen, dass durch das in der Arbeit vorgeschlagene Kos-
tenmodell die tatsa¨chlichen Energiekosten unter Einbeziehung der Kosten fu¨r den Sleep-
Modus verha¨ltnisma¨ßig gut approximiert werden ko¨nnen (sofern alle notwendigen Pa-
rameter bekannt sind). Die Abweichungen zwischen den tatsa¨chlichen Kosten und den
gescha¨tzten Kosten (inklusive der Sleep-Kosten) von ca. 6-7% resultieren vermutlich
aus Messungenauigkeiten. Kleinere Messfehler summieren sich entsprechend auf. Insbe-
sondere Messfehler bei den Sleep-Kosten ko¨nnen die Approximation stark beeinflussen.
Wie bereits bei der Beschreibung des Kostenmodells argumentiert wurde, ist das Ziel
der Kostenberechnung nicht eine mo¨glichst genaue Approximation des Energiekon-
sums der einzelnen Anfragepla¨ne, sondern die Feststellung der relativen Ordnung die-
ser bezu¨glich ihrer tatsa¨chlichen Ausfu¨hrungskosten. Obiges Beispiel zeigt, dass die
Sortierung der Anfragepla¨ne bereits durch das einfache Kostenmodell ohne zusa¨tzliche
Beru¨cksichtigung der Sleep-Kosten korrekt vorgenommen wird. Der Sleep-Mode als der
Zustand mit dem geringsten Energieverbrauch hat zwar entscheidende Auswirkung auf
den Gesamtenergieverbrauch, aber keinen Einfluss auf die relative Ordnung. Somit ist
die vorgestellte Kostenabscha¨tzung fu¨r die Planbewertung ausreichend.
Die Werte zeigen weiterhin, dass beispielsweise bei der Ausfu¨hrung von Plan q¯3 ge-
genu¨ber einer Ausfu¨hrung von Plan q¯1 eine Kosteneinsparung von ca. 8% erreicht wer-
den kann. Mit der gesparten Energie kann das Netzwerk entsprechend la¨nger betrieben
werden. D.h. ohne Anpassungen an der Hardware vorzunehmen oder die Datenqualita¨t
zum Beispiel durch die Wahl gro¨ßerer Sampling-Intervalle abzuschwa¨chen, wurde eine
achtprozentige Laufzeitverla¨ngerung erzielt.
In Bezug auf das Beispiel fa¨llt auf, dass existierende Lo¨sungen aufgrund des zumeist
stark eingeschra¨nkten Funktionsumfangs lediglich eine Teilmenge der von AnduIN vor-
geschlagenen alternativen Anfragepla¨ne umsetzen ko¨nnen. Konkret bedeutet dies, dass
zum Beispiel bei HiFi, welches TinyDB als INQP verwendet, lediglich der teuerste
Plan q¯1 realisiert werden ko¨nnte. Eine Auslagerung der anderen Operatoren in das
WSN ist aufgrund des Fehlens der notwendigen Implementierungen im monolithischen
Kern des INQP nicht mo¨glich.
Das vorangegangene Beispiel hat die prinzipielle Eignung des vorgestellten Kostenmo-
dells zur Kostenapproximation gezeigt. Es wurde aber auch deutlich, dass die Sleep-
Phase zu den wesentlichen Kostenfaktoren eines WSN za¨hlt. Im Weiteren soll der Ein-
fluss dieser Phase auf den Gesamtenergieverbrauch eines WSN gezeigt werden.
These 5 Die Sampling-Periode (und die daraus resultierenden Phasen von Inaktivita¨t
eines Sensorknotens) hat einen signifikanten Einfluss auf den Energieverbrauch eines
WSN.
Als Beispiel werden die eben evaluierten physischen Anfragepla¨ne q¯1, q¯2 mit q¯3 mit ver-
schiedenen Sampling-Perioden herangezogen. Es wird ein WSN mit 30 Knoten und
einer mittleren Ho¨he von h = 3.27 angenommen (dies entspricht einem vollsta¨ndigen
Bina¨rbaum der Ho¨he 3). Abbildung 6.8(a) zeigt die (gescha¨tzten) Kosten fu¨r das WSN
bei steigender Sampling-Periode. Wie zu erwarten war, sinken die Kosten fu¨r den Sleep-
Mode mit steigender Sampling-Ha¨ufigkeit. Es wird auch deutlich, dass die Kosten fu¨r
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Abbildung 6.8: Energieverbrauch bei variablen Sampling-Raten: (a) Energiever-
bra¨uche fu¨r Sleep- und Aktiv-Phase im Vergleich (b) Energieverbrauch fu¨r Aktiv-Phasen
und Gesamtenergieverbrauch im Vergleich
die beiden Anfragepla¨ne q¯2 und q¯3 mit steigender Anzahl von Sensoren und sinken-
der Sampling-Periode sta¨rker voneinander abweichen. Der kleine Unterschied, welcher
sich bei Verwendung eines einzelnen Knotens feststellen la¨sst, wird durch die ho¨here
Ausfu¨hrungsha¨ufigkeit entsprechend versta¨rkt. Die Relationen zueinander bleiben dabei
aber erhalten.
Bereits im vorhergehenden Beispiel mit nur einem Sensorknoten machten die Kosten
fu¨r den Sleep-Mode den gro¨ßten Kostenanteil aus. Auch in diesem Beispiel mit vielen
Knoten sind die Kosten fu¨r die Sleep-Phase dominant. Senkt man die Sampling-Periode
so weit, dass lediglich einmal pro Minute gemessen wird, so sind die Kosten fu¨r das Be-
reitstellen der Daten, fu¨r notwendige Berechnungen und das Versenden vernachla¨ssigbar
gering. Mit steigender Sampling-Periode treten die Kosten fu¨r die Anfrageverarbeitung
sta¨rker in den Vordergrund. Im obigen Beispiel mit einer Sampling-Periode von ca. 3s,
also 20 Samples pro Minute, dominieren die Verarbeitungskosten die Gesamtkosten.
Abbildung 6.8(b) zeigt den approximierten Energieverbrauch ohne Kosten fu¨r die Sleep-
Phase und die Gesamtenergiekosten (aktive Phasen + Sleep-Phasen) im Vergleich. Die
Abbildung zeigt sehr gut, dass fu¨r eine korrekte Bewertung der durch die Energie-
verbra¨uche der einzelnen Anfragepla¨ne bestimmten Reihenfolge die Betrachtung der
Kosten fu¨r die aktiven Phasen ausreichend ist.
Das Beispiel zeigt, in welchem Bereich das typische Einsatzgebiet von AnduIN liegt.
Handelt es sich um WSN, welche verha¨ltnisma¨ßig selten Werte erfassen und verarbeiten,
so fallen die Vorteile durch die Anfrageoptimierung nicht ins Gewicht. Steigt hingegen
der Berechnungsaufwand, zum Beispiel durch eine verha¨ltnisma¨ßig hohe Aktivierungs-
rate oder durch
”
teure“ Operatoren, dann bringt die Verwendung von AnduIN deutliche
Vorteile, was die zu erwartende Lebenszeit des WSN betrifft. Diese Ergebnisse decken
sich sehr gut mit den zu Beginn der Arbeit pra¨sentierten Einsatzszenarien.
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Abbildung 6.9: Berechnungszeit fu¨r die Erstellung der Whitelist in Abha¨ngigkeit von
der Anzahl der Sensorknoten fu¨r den Inside-Operator
6.2.2 Operatoren
Im folgenden Abschnitt sollen die im Kapitel 5 beschriebenen Operatoren fu¨r ra¨umliche
Anfragen, das Verfahren fu¨r die adaptive Burst-Erkennung und der Ansatz zum quan-
titativen Frequent Pattern Mining in Datenstro¨men evaluiert werden.
6.2.2.1 Ra¨umliche Operatoren
Die korrekte Funktion der implementierten ra¨umlichen Operatoren wurde u¨ber Modul-
und Systemtests gepru¨ft. Die Performance der ra¨umlichen Anfrageverarbeitung wurde
im Kontext der DBMS bereits hinreichend evaluiert. Im Folgenden sollen daher ledig-
lich grundlegende Eigenschaften der implementierten Datenstromoperatoren aufgezeigt
werden. Zuna¨chst werden hierzu kurz Implementierungsdetails beschrieben. Anschlie-
ßend folgt eine Betrachtung der initialen Verarbeitungsphase im Fall von sich nicht
bewegenden Sensoren, gefolgt von einer Betrachtung der Datenstromanalyse.
Implementierungsdetails Die Implementierung des Inside-Operators setzt unter
anderem auf einem R∗-Baum auf. Dieser wurde mittels der SpatialIndex 6-Bibliothek
realisiert. Fu¨r komplexere Operationen auf ra¨umlichen Objekten wie zum Beispiel den
Schnitt oder Verbund wurde die Generic Geometry Library7 (GGL) eingesetzt. Die Be-
stimmung, ob ein Punkt in einer definierten Region liegt, erfolgt anhand des Winding-
Number -Algorithmus. Dieser testet, wie viele Kanten der gegebenen Region von einem
von dem zu pru¨fenden Punkt ausgehenden Strahl geschnitten werden. Ist die Anzahl
der geschnittenen Kanten ungerade, so befindet sich der Punkt innerhalb der Region.
6http://trac.gispython.org/spatialindex
7http://geometrylibrary.geodan.nl/
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Initialisierungsphase Wurden die Koordinaten der Sensoren vorab bei AnduIN re-
gistriert, dann baut das System zum Zeitpunkt der Anfrage-Initialisierung einmalig
eine Whitelist fu¨r die spa¨tere Filterung auf. In einem datenstromverarbeitenden Sys-
tem spielt die Initialisierung von Anfragen eine eher untergeordnete Rolle. Um die
Gesamtsystemlast mo¨glichst gering zu halten, sollte diese Phase dennoch mo¨glichst ef-
fizient sein. Aus diesem Grund kommt zum Beispiel im Fall des Inside-Operators bei der
Whitelist-Erstellung ein R∗-Baum zum Einsatz. Prinzipiell kommen fu¨r die Erstellung
der Whitelist drei unterschiedliche Ansa¨tze in Frage:
• Die Regionen werden im R∗-Baum verwaltet. Die Sensorknoten dienen als Anfra-
geobjekte.
• Die Sensorknoten werden im R∗-Baum verwaltet. Die Regionen dienen als Anfra-
geobjekte.
• Es wird auf die Verwendung einer Indexstruktur verzichtet.
Im Weiteren soll folgende These betrachtet werden:
These 6 Die Performance wa¨hrend der Initialisierung des Inside-Operators ha¨ngt
stark von der Art der Verwendung der Indexstruktur ab.
Fu¨r die Untersuchung wurden zufa¨llige Polygone mit vier Eckpunkten erzeugt und
als solche bei AnduIN registriert (nicht als Rechtecke), so dass der Winding-Number-
Algorithmus fu¨r den Aufbau der Whitlist Verwendung fand.
Abbildung 6.9(a) zeigt die beno¨tigte Zeit fu¨r die Bestimmung der Whitelist in Abha¨ng-
igkeit von der Anzahl der im System registrierten Sensoren. Die Anzahl der Regionen
war auf 1 fixiert. Wie zu erwarten war, ist der Ansatz, bei dem im R∗-Baum Regionen
verwaltet werden, den anderen beiden Lo¨sungen u¨berlegen. Die Kosten steigen dabei
linear mit der Anzahl der zu pru¨fenden Sensoren. In Abbildung 6.9(b) ist die Kosten-
entwicklung fu¨r unterschiedliche Anzahlen von Regionen dargestellt. Die Anzahl der
Sensoren war auf 1000 fixiert. Fu¨r eine kleine Menge von Anfrage-Regionen ist der An-
satz, bei dem der R∗-Baum Regionen verwaltet, die effizienteste Lo¨sung. Die Kosten fu¨r
diesen Ansatz steigen dabei mit zunehmender Anzahl der Regionen sta¨rker als fu¨r den
Ansatz, bei dem im R∗-Baum Sensorknoten verwaltet werden. Fu¨r eine große Anzahl
von Regionen ist daher der letztere Ansatz effizienter.
Die Ergebnisse zeigen, dass die Verwendung eines R∗-Baumes erwartungsgema¨ß zu Per-
formancevorteilen fu¨hrt. Je nach verwendeter Indexvariante (
”
Regionen im R∗-Baum“
bzw.
”
Sensoren im R∗-Baum“) und Anzahl der Regionen und Sensoren fa¨llt dieser Vor-
teil mehr oder weniger stark aus. Interessant ist, dass bei Verwendung von
”
Regionen
im R∗-Baum“ die Kosten deutlich schneller steigen als im Fall der
”
Sensoren im R∗-
Baum“. Die Ursache hierfu¨r liegt vermutlich in dem großen Aufwand fu¨r das Erzeugen
der Index-Struktur beim
”
Regionen im R∗-Baum“-Ansatz. Das Einfu¨gen und Suchen
scheint hier deutlich aufwa¨ndiger zu sein als bei der Verwendung einfacher Sensorkno-
ten. Um diese Vermutung zu u¨berpru¨fen, sollen im Folgenden daher die Kosten fu¨r die
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Abbildung 6.10: Laufzeitanalyse fu¨r die Whitelist-Erstellung beim Inside-Operator
einzelnen Phasen (R∗-Baum erstellen, R∗-Baum anfragen und Objekte testen) unter-
sucht werden.
These 7 Das Erstellen der Indexstruktur ist fu¨r einen wesentlichen Teil der Kosten
bei der Initialisierung des Inside-Operators verantwortlich.
Abbildung 6.10 zeigt die anfallenden Kosten fu¨r die unterschiedlichen Phasen der In-
itialisierung. Im Beispiel wurden die Anfrage-Regionen im R∗-Baum gespeichert. Die
Abbildung zeigt sehr gut, wie der Anteil der durch die Anfragebaum-Erstellung entste-
henden Kosten mit der Anzahl der Anfrageregionen kontinuierlich steigt und im Fall
von 1000 Anfrageregionen deutlich mehr Kosten verursacht als der finale Vergleich. Auf-
grund der Pru¨fung mittels der Indexstruktur werden im Beispiel in allen drei Fa¨llen ca.
85% der Regionen direkt verworfen. Lediglich 15% der Regionen mu¨ssen abschließend
mittels des Winding-Number-Verfahrens im Detail gepru¨ft werden. Die Grafik zeigt sehr
gut, dass die Indexerstellung fu¨r den starken Anstieg der Kosten in Abbildung 6.9(b)
verantwortlich ist.
Die obigen Ergebnisse haben fu¨r den Inside-Operator gezeigt, dass der native Ansatz
”
Regionen im R∗-Baum“ nicht in jedem Fall die beste Lo¨sung darstellt. Es sollte immer
in Abha¨ngigkeit von der Anzahl der zu pru¨fenden Sensoren und der Anzahl der Re-
gionen entschieden werden, u¨ber welchen Objekten die Indexstruktur aufgebaut wird.
Weiterhin wurde gezeigt, dass mit steigender Objektanzahl im R∗-Baum der Aufwand
fu¨r die Indexstruktur-Erzeugung so stark steigt, dass die Kosten fu¨r das U¨berpru¨fen
eines Objektes letztendlich nur noch einen geringen Teil der Kosten ausmachen. An
dieser Stelle wa¨re daher zu u¨berlegen, ob nicht die Sensorknoten dauerhaft in einem
systemweit verwendeten R∗-Baum verwaltet werden sollten. Alle ra¨umlichen Anfragen
ko¨nnten mittels dieser Indexstruktur beantwortet werden. Damit ko¨nnten wiederholt
anfallende Konstruktionskosten eingespart werden.
Verarbeitungsphase Bei allen in der Arbeit vorgestellten ra¨umlichen Operatoren
handelt es sich im Wesentlichen um Filteroperatoren. Im Weiteren soll daher nachste-
hende These verifziert werden:
These 8 Die in AnduIN integrierten ra¨umlichen Operatoren beno¨tigen fu¨r die Verar-
beitung eines Datensatzes nur unwesentlich mehr Zeit als der einfache Filteroperator.
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Operator Tupelrate (in Tupel/s) Zeit pro Tupel (in µs)
spha¨risch kartesisch
einfacher Filter 7352.0 136.0 -
Inside-Operator 5995.6 166.8 -
Nearest-Neighbor-Operator 5156.7 193.92 190.7
Within-Distance-Operator 5377.5 185.96 157.49
Tabelle 6.4: Tupelraten und Verarbeitungszeit fu¨r verschiedene ra¨umliche Operatoren
u¨ber Daten von mobilen Sensorknoten
Aufgrund des ho¨heren Aufwandes soll sich im Weiteren auf mobile Sensoren beschra¨nkt
werden. Bei diesen ist zuna¨chst die aktuelle Position der Sensoren aus dem Datensatz
herauszulo¨sen und anschließend je nach Operator zu analysieren. Im Fall des Inside-
Operators muss hierzu zuna¨chst eine Anfrage an den R∗-Baum gestellt werden. Wird
eine MBB gefunden, ist eine detaillierte Pru¨fung durchzufu¨hren.
In Tabelle 6.4 sind fu¨r die implementierten Operatoren die Verarbeitungszeiten pro
Tupel und der daraus resultierende Datendurchsatz dargestellt. Die ersten Tests wur-
den dabei mit spha¨rischen Koordinaten durchgefu¨hrt. Erwartungsgema¨ß weisen alle
drei Verfahren einen geringeren Durchsatz als der einfache Filter auf. Dennoch sind
alle Implementierungen deutlich schneller als beispielsweise eine Aggregation oder ein
Verbund (siehe Tabelle 6.2). Was weiterhin auffa¨llt, ist der geringere Datendurchsatz
bei den beiden abstandsbasierten Verfahren. Da die ersten Tests unter Verwendung
spha¨rischer Koordinaten (GPS-Koordinaten) erfolgten, war die Abstandsberechnung
entsprechend komplex (im Fall des kartesischen Bezugssystems erfolgte die Berechnung
auf Grundlage des euklidischen Abstands, beim spha¨rischen Bezugssystem wurde die
Abstandsberechnung nach [208] vorgenommen). Daher wurde fu¨r die beiden Verfahren
exemplarisch eine Messung unter Verwendung kartesischer Koordindaten durchgefu¨hrt.
Tabelle 6.4 (rechte Spalte) zeigt den verha¨ltnisma¨ßig starken Einfluss des gewa¨hlten
Koordinatensystems. Vor allem der Within-Distanze-Operator wird beim Einsatz kar-
tesischer Daten deutlich leistungsfa¨higer.
Die Ergebnisse zeigen, dass die Verarbeitung ra¨umlicher Operatoren in AnduIN auch
bei großen Datenmengen effizient mo¨glich ist. Die Kosten bewegen sich deutlich unter-
halb der Kosten fu¨r komplexe Operatoren. Weiterhin wurde ein verha¨ltnisma¨ßig starker
Einfluss des verwendeten Koordinatensystems ausgemacht. Prinzipiell sollte dies kein
Problem bei der Verarbeitung großer Datenmengen darstellen, solange deren Verar-
beitung auf der zentralen Komponente von AnduIN stattfindet. U¨bertra¨gt man die
Mehrkosten aber auf die In-Network-Analyse, dann ergeben sich hieraus auch ho¨here
Energieverbra¨uche, und es ist abzuwa¨gen, ob die Mehrkosten durch den ho¨heren Be-
rechnungsaufwand gegenu¨ber der Positionsangabe durch die spha¨rischen Koordinaten
gerechtfertigt sind.
Deklarative Verarbeitung von Datenstro¨men in Sensornetzwerken 157
KAPITEL 6. IMPLEMENTIERUNG UND EVALUATION
Zeit in s
-5
0
5
10
15
20
25
30
0 1000 2000 3000 4000 5000
W
er
te
mean
F double
Daten
F single
(a)
Zeit in s
-5
0
5
10
15
20
25
30
0 1000 2000 3000 4000 5000
W
er
te
AggTree: 1024
AggTree: 512
AggTree: 256
Daten
F double
(b)
Abbildung 6.11: Burst-Erkennung fu¨r trendbehaftete Daten
6.2.2.2 Burst-Erkennung
Im Folgenden soll das in Abschnitt 5.2 vorgestellte Verfahren zur adaptiven Burst-
Detektion untersucht werden. Zuna¨chst soll gepru¨ft werden, ob und inwieweit durch
das vorgeschlagene Verfahren Bursts in trendbehafteten Daten besser erkannt werden.
Hierzu wird das Verfahren mit dem urspru¨nglich von Zhang [228] entwickelten Ver-
fahren, auf welchem dieses basiert, verglichen. Weiterhin soll untersucht werden, ob es
einen Einfluss der verwendeten Parameter auf die Qualita¨t des vorgestellten Verfahrens
gibt und wenn ja, wie sieht dieser aus?
These 9 Das in Abschnitt 5.2 vorgestellte Verfahren zur adaptiven Burst-Erkennung
ist fu¨r trendbehaftete Daten besser geeignet als der in [229] pra¨sentierte Ansatz.
Abbildung 6.11(a) zeigt einen Datensatz, welcher sowohl einen starken Trend als auch
Bursts aufweist. Fu¨r den Datensatz wurden zudem der bei Zhang verwendete Mittelwert
(mean) sowie die beim Verfahren der adaptiven Burst-Erkennung verwendete Vorher-
sagen (F single und F double) abgebildet. Die Abbildung verdeutlicht den wesentlichen
Schwachpunkt des originalen mittelwertbasierten Ansatzes. Das Verfahren nach Zhang
wu¨rde fa¨lschlicherweise den kompletten Datensatz als Ausreißer erkennen. Zugleich zeigt
die Abbildung die Funktion des pra¨sentierten Ansatzes. F double (mit α = 0.1, γ = 0.25
und 500) zeigt den Verlauf der approximierten Werte bei Verwendung der doppelten
exponentiellen Gla¨ttung. Im Gegensatz zum Originalansatz heben sich bei der Ver-
wendung der doppelten exponentiellen Gla¨ttung die Bursts deutlich von dem zugrunde
liegenden Datensatz ab.
Anders verha¨lt sich dies bei der einfachen exponentiellen Gla¨ttung (F single mit α =
0.01), welche im Wesentlichen eine Ein-Schritt-Vorhersage macht. Das Verfahren folgt
dem tatsa¨chlichen Verlauf so stark, dass eine Burst-Erkennung kaum mo¨glich ist.
In Abbildung 6.11(b) wird die Menge der vom Operator erzeugten Burst-Nachrichten
gezeigt. Fu¨r die U¨berwachung wurden Aggregationsba¨ume mit 256, 512 bzw. 1024 Ele-
menten auf Ebene 0 verwendet. Die unterhalb des Bursts eingezeichneten Punkte zeigen
den Zeitpunkt der Benachrichtigung des Nutzers u¨ber einen eingetretenen Burst an. Der
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Abbildung 6.12: Einfluss verschiedener Parameter auf die Gu¨te der Burst-Erkennung
Burst wurde in allen drei Varianten korrekt erkannt und gemeldet, wobei je nach Fens-
tergro¨ße eine bis vier Nachrichten verursacht werden. Obwohl die Vorhersage in diesem
Beispiel nur auf einer Vorhersageweite von 50 Zeitpunkten basierte, wurde der Burst
richtig erkannt. Die Ursache hierfu¨r liegt in dem Verzicht auf eine erneute Initialisierung
der Vorhersage innerhalb des Ereignisses. Der vor Beginn des Bursts bestimmte Trend
wurde bis zu dessen Ende weiter verfolgt.
Diese ersten Ergebnisse zeigen den Mehrwert des vorgestellten Verfahrens gegenu¨ber
dem urspru¨nglich von Zhang vorgeschlagenen Ansatz. Im Weiteren soll nun der Einfluss
der verschiedenen Parameter auf die Gu¨te der Bursterkennung untersucht werden. Es
wird folgende These gepru¨ft:
These 10 Die Gu¨te der adaptiven Burst-Erkennung ist stark von den Parametern
des Vorhersageverfahrens abha¨ngig.
Zuna¨chst soll der Einfluss der Gla¨ttungsparameter auf das Verfahren untersucht werden.
Hierzu wurden Temperaturmessungen auf einem Sensorknoten durchgefu¨hrt. Durch die
externe Zufuhr von Wa¨rme wurden zwei Bursts erzeugt. Der erste Burst kam dabei
durch das schnelle Hinzufu¨gen und Entfernen der Wa¨rmequelle zustande. Fu¨r den zwei-
ten Burst wurde die Wa¨rmequelle u¨ber la¨ngere Zeit in der Na¨he der Sensorknoten
aufgestellt, was zu einer langsameren Abku¨hlung fu¨hrte.
In Abbildung 6.12(a) wird der urspru¨ngliche Mittelwert-Ansatz mean von Zhang mit
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der einfachen exponentiellen Gla¨ttung F single (α = 0.01) verglichen. Beide Ansa¨tze
folgen den Daten mehr oder weniger genau. Im Fall des Mittelwertes hat die Intensita¨t
des Bursts einen sta¨rkeren Einfluss als bei der einfachen Gla¨ttung. Nichtsdestotrotz
fu¨hren beide Ansa¨tze zur korrekten Erkennung der Bursts, wobei die einfache Gla¨ttung
diese fru¨her und auch von der Dauer besser erkennt.
Abbildung 6.12(b) zeigt das gleiche Beispiel, wobei die Burst-U¨berwachung auf Basis
der doppelten exponentiellen Gla¨ttung F double durchgefu¨hrt wurde. Es wurden drei
verschiedene Gla¨ttungsparameter untersucht: F double1 mit α = 0.01, γ = 0.01, F
double
2
mit α = 0.01, γ = 0.16 und einer maximalen Vorhersageweite von 50 Schritten und
F double3 mit α = 0.01, γ = 0.16 und einer 1000-Schritt-Vorhersage. Eine detaillierte
Beschreibung der Parameter findet sich im Anhang.
In Abbildung 6.12(b) wird das wesentliche Problem des pra¨sentierten Ansatzes deutlich.
Das vorgestellte Verfahren ha¨ngt stark von der Wahl der Gla¨ttungsparameter und dem
Fenster fu¨r die Vorhersage ab. Im Fall von F double2 wird die Kurve sehr gut approximiert,
wohingegen die anderen Approximationen zu schlechten Ergebnissen fu¨hren.
These 11 Das vorgestellte Verfahren der adaptiven Burst-Erkennung passt sich gut
an plo¨tzliche A¨nderungen im Trend an.
Um diese These zu u¨berpru¨fen, wurde wiederum ein ku¨nstlicher Datensatz erzeugt,
welcher zuna¨chst einen stark positiven Trend und anschließend einen stark negativen
Trend aufweist. Zusa¨tzlich wurde der Datensatz wiederum mit Bursts u¨berlagert.
Fu¨r die Burst-Erkennung wurden zwei unterschiedliche Vorhersagefenster (1250 und
2500 Schritte) verwendet. Abbildung 6.12(c) zeigt den Datensatz und die approximier-
ten Werte F double1 250 und F
double
2 500 mit den Parametern α = 0.01, γ = 0.135. Bei-
de Verfahren approximieren den Trend weitestgehend korrekt. Das Verfahren mit der
gro¨ßeren Vorhersageweite passt sich erwartungsgema¨ß langsamer an die Trenda¨nderung
an, als dies bei dem Verfahren mit der kleineren Vorhersageweite der Fall ist. Der vor-
letzte Burst wird von dem Verfahren mit der ku¨rzeren Vorhersageweite nicht bis zum
Ende korrekt erkannt. Die Folge ist, dass die neuerliche Approximation innerhalb des
Bursts beginnt. Die Ursache hierfu¨r liegt in der zu klein gewa¨hlten Fensterweite.
These 12 Eine Burst-Erkennung u¨ber stark schwankenden Datenwerten ist weder
mit dem Verfahren nach [229] noch mit dem pra¨sentierten Verfahren der adaptiven
Burst-Erkennung mo¨glich.
Es sollen im Weiteren Kursdaten herangezogen werden, welche oftmals zwar einen ge-
nerellen Trend aufweisen, ha¨ufig aber auch starken lokalen Schwankungen unterliegen.
Als Beispiel-Datensatz diente der Wechselkurs Schweizer Franken in US Dollar aus den
Jahren 1985-19918.
In Abbildung 6.13(a) werden die fu¨r statische Daten geeigneten Burst-Erkennungsver-
fahren mean und F single (α = 0.0005) gezeigt. Die Abweichung der approximierten
Werte vom eigentlichen Datensatz ist deutlich zu erkennen. Entsprechend schlechte Er-
gebnisse wu¨rde eine Burst-Erkennung liefern. Abbildung 6.13(b) zeigt einen Ausschnitt
8http://www.cs.ucr.edu/∼eamonn/iSAX/iSAX.html
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Abbildung 6.13: Burst-Erkennung u¨ber stark schwankenden Datenwerten
der Daten aus Abbildung 6.13(a). Hier wurde neben der einfachen Gla¨ttung F single1 mit
α = 0.0005, w = 1000 und F single1 mit α = 0.00005, w = 100000) zusa¨tzlich der Mittel-
wertansatz mean mit einer Fenstergro¨ße von 1000 untersucht. Die von diesem Verfahren
produzierte Approximation passt sich der Datenkurve sehr gut an, was allerdings eine
zu feingranulare Burst-Erkennung zur Folge hat.
Aufgrund des Fehlens eines generellen Trends ist die doppelte exponentielle Gla¨ttung
fu¨r den vorliegende Datensatz schlecht geeignet. Aufgrund des hohen Anteils an Trend-
a¨nderungen mu¨ssten die Parameter kontinuierlich angepasst werden. Eine Ein-Schritt-
Vorhersage wu¨rde dies leisten, entspricht aber der einfachen exponentiellen Gla¨ttung.
Da diese sich dem Trend aber zu stark anpasst, ist eine Burst-Erkennung u¨ber stark
schwankenden Daten nicht mo¨glich.
Der zuru¨ckliegende Abschnitt hat gezeigt, dass das pra¨sentierte Verfahren der adaptiven
Burst-Erkennung fu¨r nichtstationa¨re Daten bessere Ergebnisse als der urspru¨ngliche
mittelwertbasierte Ansatz liefert. Die Ergebnisse haben allerdings auch Defizite des
vorgestellten Verfahrens aufgezeigt. So ha¨ngt die Qualita¨t der Burst-Erkennung im Fall
der doppelten exponentiellen Gla¨ttung stark von den verwendeten Parametern fu¨r das
Vorhersageverfahren und der Vorhersagewerte ab. Des Weiteren wurde deutlich, dass
die Eigenschaften der Daten ebenfalls einen starken Einfluss auf das Resultat haben, so
zeigen sich die Vorteile des pra¨sentierten Verfahrens u¨berwiegend bei trendbehafteten
Daten. Sind die Daten stationa¨r oder la¨sst sich kein eindeutiger Trend identifizieren, so
sind andere Lo¨sungsansa¨tze zu pra¨ferieren. Das einzusetzende Verfahren sollte daher in
Abha¨ngigkeit von den zu erwartenden Daten gewa¨hlt werden.
6.2.2.3 Quantitatives Frequent Pattern Mining
In diesem Abschnitt soll das entwickelte Verfahren zum Quantitativen Frequent Pattern
Mining analysiert werden. Es werden dabei insbesondere die Gu¨te der gelieferten Ergeb-
nisse und der Einfluss der verschiedenen Parameter des Verfahrens untersucht. Zuletzt
soll noch auf den Energieverbrauch der In-Network-Komponenten der entsprechenden
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Abbildung 6.14: Standardnormalverteilte Daten
Operatoren eingegangen werden.
These 13 Das in Abschnitt 5.3 pra¨sentierte FP 2-Stream-Verfahren ist fu¨r das Auf-
finden ha¨ufiger Muster in Sensordatenstro¨men mit quantitativen Attributen geeignet.
Hierzu wurden drei Datenstro¨me zu je 5000 Datenpunkten (aus R) erzeugt. Ein Daten-
strom lieferte Werte u¨ber einem Attribut, d.h., die Analyse erfolgte im Weiteren u¨ber
insgesamt drei Attributen. Die erzeugten Werte waren standardnormalverteilt, was wei-
testgehend dem Verhalten von realen Sensordaten entspricht (je nach Genauigkeit der
eingesetzten Technik schwanken die erfassten Werte mehr oder weniger stark um den
realen Wert). Abbildung 6.14(a) zeigt exemplarisch den erzeugten Datenstrom fu¨r ein
Attribut.
Aus diesen drei Datenstro¨men sollten nun ha¨ufige Itemsets extrahiert werden, wobei
pro Attribut (Datenstrom) ein Item gefunden werden sollte. Aufgrund der Wahrschein-
lichkeitsdichte der Standardnormalverteilung ist zu erwarten, dass sich die Items und
damit auch die Itemsets um den Mittelwert der Datenverteilung herum aufbauen.
Im ersten Test sollten Items bzw. Itemsets mit einem minimalen Support von minsup =
0.25 extrahiert werden. Es wurde mit einer Batchgro¨ße von |B|= 100, einer Fenstergro¨ße
von w = 5, Histogrammen mit d = 10 Buckets und einer maximalen Schiefe von
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maxskew = 0.2 getestet. Abbildung 6.14(b) zeigt beispielhaft die zeitliche Entwicklung
des u¨ber dem Datenstrom aus Abbildung 6.14(a) extrahierten Items. Eine vertikale
Reihe Boxen entspricht dabei den Knoten im FP 2-Stream, die u¨ber diesem Attribut
zum gegebenen Zeitpunkt existieren. Weiße Boxen repra¨sentieren Knoten welche nicht
ha¨ufig sind. Graue Balken, die sich u¨ber mehrere Boxen erstrecken ko¨nnen, stellen Items
dar, die im FP 2-Stream u¨ber mehrere Knoten verteilt sind; pro Zeitschritt wird jeweils
ein solches extrahiert.
Zum Vergleich ist in Abbildung 6.14(b) (rechts) das Item dargestellt, welches u¨ber
demselben Attribut durch den Apriori-Ansatz von Srikant nach dem Durchlauf des
kompletten Datensatzes erzeugt wird. Der direkte Vergleich zeigt, dass das vorgestellte
Verfahren das Item in den nahezu gleichen Grenzen findet. Die Schwankungen beim
FP 2-Stream kommen durch das Rauschen der Daten zustande. Aufgrund der Betrach-
tung einer viel ku¨rzeren Vergangenheit kommen die Schwankungen entsprechend sta¨rker
zum Tragen. Im Weiteren soll genauer auf die Eigenschaften des FP 2-Stream-Verfahrens
eingegangen werden.
In Abbildung 6.14(b) ist die Initialisierungsphase des Verfahrens sehr gut zu erkennen.
Zu Beginn der Analyse wird der Wertebereich durch das Item vollsta¨ndig u¨berdeckt.
Anschließend wird der alles u¨berdeckende Knoten in mehrere Teilknoten zerlegt. Auf-
grund des Zeitfensters von fu¨nf Batches setzt sich diese Verfeinerung allerdings erst nach
600 Zeiteinheiten durch. Anschließend schwankt das erzeugte Item um den Mittelwert
der standardnormalverteilten Daten.
Interessant ist das beobachtete Verhalten im Bereich zwischen den Zeitpunkten 1500
und 2000 und oberhalb des Wertes 2.5. Hier lo¨sen sich Knoten vom Basisintervall ab,
da u¨ber la¨ngere Zeit offensichtlich keine Werte in diesem Bereich eingetroffen sind.
Aufgrund des Fehlens von neu eintreffenden Werten in diesem abgelo¨sten Bereich wird
er zum Zeitpunkt 2200 aus dem FP 2-Stream entfernt.
Elementar fu¨r die Effektivita¨t und die Effizienz des Verfahrens ist das verwendete Maß
der Informationsdichte. Abbildung 6.14(c) zeigt fu¨r den betrachteten Beispieldaten-
strom die Dichte fu¨r die einzelnen Items im FP 2-Stream. Die Itemgrenzen entsprechen
denen aus Abbildung 6.14(b). Die Abbildung zeigt sehr gut, wie die Informationsdichte
mit zunehmender Knotenverfeinerung steigt, und dass sie erwartungsgema¨ß um den
Mittelwert am gro¨ßten ist. Im Fall, dass keines der Items den geforderten minimalen
Support aufweist, startet die Rekombination wa¨hrend der FP 2-Growth-Phase am Item
mit der ho¨chsten Informationsdichte.
Der FP 2-Stream ist eine Datenstruktur zur effizienten Speicherung von Transaktionen.
Das kontinuierliche Verfeinern von Knoten hat allerdings einen starken Einfluss auf die
Gro¨ße der Baumstruktur. So fu¨hrt zum Beispiel eine Verfeinerung der Wurzel zu ei-
ner Verdoppelung aller abha¨ngigen Knoten. Wa¨hrend der initialen Phase muss sich das
Verfahren erst an die Daten anpassen. Dies kann eine Vielzahl von Split- und Verschmel-
zungsoperationen zur Folge haben. In Abbildung 6.14(d) ist die zeitliche Entwicklung
der Knotenanzahl zu obigem Beispiel dargestellt. Sehr gut zu erkennen ist die Spitze
zu Beginn des Verarbeitungsprozesses. An dieser Stelle u¨bersteigt die Knotenanzahl
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Abbildung 6.15: Entwicklung des 2-elementigen Itemsets u¨ber den Attributen 0 und 2
sogar die Anzahl der Transaktionen (500 Transaktionen) im FP 2-Stream. Nach dieser
initialen Phase fa¨llt die Anzahl der Knoten im Baum auf ca. 100-150. Da sich keine
wesentlichen A¨nderungen in der Datenverteilung ergeben, bleibt die Knotenanzahl auf
diesem Level in etwa konstant.
Abbildung 6.14(d) zeigt außerdem die Anzahl der Knoten pro Attribut im Baum. Er-
wartungsgema¨ß steigt diese Zahl mit der Tiefe des Baumes. Das Attribut, welches sich
auf Blattebene befindet (im Beispiel Attribut 3), wird also durch die ho¨chste Anzahl
an Knoten repra¨sentiert.
Durch das Rekombinieren von Items innerhalb des FP 2-Stream werden automatisch
auch die entsprechenden Itemsets zusammengefu¨hrt. Wa¨hrend der Itemset-Exktraktion
werden alle Items aus der Datenstruktur herausgelo¨st, welche dem minimalen Support
genu¨gen. Im Beispiel sind dies neben den einelementigen Itemsets zusa¨tzlich 2- und ver-
einzelt auch 3-Itemsets. Die Bilder in Abbildung 6.15 zeigen die zeitliche Entwicklung
des 2-elementigen Itemsets u¨ber den Attributen 0 und 2. Jedes der einzelnen Bilder
entspricht dabei dem am Ende eines Batches extrahierten Itemset. Die einzelnen Bo-
xen entsprechen wieder den Items im FP 2-Stream. Das extrahierte Itemset ist grau
hinterlegt.
In den Abbildungen ist die initiale Phase wiederum sehr gut zu erkennen. Zuna¨chst
u¨berdeckt das Itemset den vollsta¨ndigen Wertebereich in beiden Dimensionen. Anschlie-
ßend werden die beiden Attribute durch Splits verfeinert. Aufgrund der verwendeten
Fenstergro¨ße 5 setzen sich diese Anpassungen erst ab dem Zeitpunkt 600 durch. Im
Weiteren pendelt sich das Itemset um die Mittelwerte in beiden Dimensionen ein. Sehr
gut zu erkennen ist auch, dass Itemsets, die den Rand des Wertebereichs repra¨sentieren,
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Abbildung 6.16: Trendbehaftete Daten
infolge zu weniger Werte in diesen Regionen mit der Zeit entfernt werden. Dies ist ver-
mutlich einer der Gru¨nde, warum sich die Anzahl an Knoten im FP 2-Stream nach dem
initialen Anstieg auf einem deutlich niedrigeren Level einpendelt.
Diese ersten Ergebnisse zeigen, dass das pra¨sentierte Verfahren fu¨r das Ermitteln von
ha¨ufigen Mustern u¨ber quantitativen Attributen in Datenstro¨men geeignet ist. In einem
na¨chsten Test soll das Verhalten im Fall von trendbehafteten Daten evaluiert werden.
These 14 Das FP 2-Stream-Verfahren erzielt fu¨r trendbehaftete Datenstro¨me bessere
Ergebnisse als der in [193] pra¨sentierte Ansatz.
Fu¨r diese Untersuchung wurden ebenfalls drei Datenstro¨me erzeugt. Jeder Datenstrom
umfasste dabei 5000 Datenpunkte, deren Werte einen Trend aufwiesen. Zusa¨tzlich wur-
den die Daten mit normalverteiltem Rauschen u¨berlagert. Abbildung 6.16(a) zeigt die
drei Datenstro¨me im zeitlichen Verlauf. Da sich die Mittelwerte aller Attribute kon-
tinuierlich a¨ndern, ist zu erwarten, dass das System die ha¨ufigen Items und Itemsets
ebenfalls u¨ber die Zeit anpasst.
Das Experiment wurde mit |B| = 100, w = 5 und einer maximalen Schiefe von
maxskew = 0.2 und 10 Histogrammbuckets durchgefu¨hrt. Der geforderte Support be-
trug 0.15.
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Abbildung 6.16(b) zeigt exemplarisch die Entwicklung der Items fu¨r das Attribut 3. Im
rechten Teil der Abbildung wurde wieder das durch den Apriori-Ansatz von Srikant auf
Basis des gesamten Datenstromes bestimmte Item dargestellt. Aufgrund des Fehlens der
zeitlichen Komponente bestimmt dieser lediglich ein Item. Im Gegensatz dazu folgt die
Entwicklung der Items, welche durch den FP 2-Stream bestimmt wurden, dem Trend.
Die Einschwingphase ist wieder deutlich zu erkennen. Interessant ist die Entwicklung
des Items um den Zeitpunkt 1000. Hier sorgen die neu eintreffenden Werte offensichtlich
fu¨r ein Oszillieren zwischen zwei Items, von denen sich schließlich ab dem Zeitpunkt
1300 eines durchsetzt.
Interessant im direkten Vergleich mit dem Apriori-Ansatz ist auch die Entwicklung der
Partitionen. Da beim FP 2-Stream die minimalen und maximalen Werte kontinuierlich
angepasst werden, vera¨ndert sich auch die Gro¨ße der einzelnen Basisintervalle. Aufgrund
der feinerer Auflo¨sung ist letztendlich auch eine deutlich bessere Approximation der
Itemgrenzen mo¨glich.
In Abbildung 6.16(c) ist die Informationsdichte-Entwicklung der Items u¨ber dem abge-
bildeten Attribut dargestellt. Abbildung 6.16(d) gibt einen U¨berblick u¨ber die zeitliche
Entwicklung der Knotenanzahl im FP 2-Stream. Die Einschwingphase ist hier eben-
falls sehr gut zu erkennen. Trotz des kontinuierlichen Trends pendelt sich die Gesamt-
knotenanzahl auf einem relativ konstanten Wert bei ca. 200 Knoten ein. Beginnend
ab Zeitpunkt 3300 wa¨chst die Knotenanzahl erneut drastisch an. Die Ursache hierfu¨r
liegt offensichtlich in einer A¨nderung der Datencharakteristik wa¨hrend dieser Zeit bei
Attribut 3. Trotz der Tatsache, dass es sich um trendbehaftete Daten mit normal-
verteiltem Rauschen handelt, scheint zwischen den Zeitpunkten 3000 und 3500 eine
weitere U¨berlagerung (a¨hnlich einem Burst) aufzutreten. Diese plo¨tzliche Vera¨nderung
hat entsprechende Auswirkungen auf die Knoten und deren Dichten, welche Attribut
3 repra¨sentieren (siehe Abbildung 6.16(c)) und fu¨hren vermutlich zu dem kurzzeitigen
Anstieg der Knotenanzahl.
Im Weiteren soll untersucht werden, inwieweit die verwendeten Parameter Einfluss auf
die Item- bzw. Itemset-Entwicklung haben.
These 15 Die Wahl der Parameter des FP 2-Stream-Verfahrens hat einen starken
Einfluss auf die Qualita¨t der erzeugten Itemsets.
Den weiteren Tests liegen die trendbehafteten Daten aus dem vorhergehenden Expe-
riment zugrunde. Als Basis fu¨r den Vergleich der verschiedenen Testla¨ufe mit unter-
schiedlichen Parameterkonfigurationen dienen die Ergebnisse des letzten Experiments.
Alle weiteren Tests unterscheiden sich von diesen in maximal zwei Parametern.
Zuna¨chst soll der Einfluss des minimalen Supports untersucht werden. Fu¨r das erste
Experiment wurde ein minimaler Support von minsup = 0.4 verwendet. Die minimale
zu erzeugende Intervallgro¨ße im FP 2-Stream wurde, wie bereits diskutiert, nach [193]
bestimmt. Diese a¨ndert sich in Abha¨ngigkeit vom minimalen Support, was sich in Ab-
bildung 6.17(a) durch die gro¨ßeren Intervalle im Vergleich zu Abbildung 6.16(b) a¨ußert.
Erwartungsgema¨ß u¨berdecken die Items bei einem gro¨ßeren minimalen Support auch
einen gro¨ßeren Wertebereich. Da die Werte stetig gro¨ßer werden, erweitern sich die
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Abbildung 6.17: Frequent Itemset Mining u¨ber trendbehafteten Daten: Testla¨ufe
mit verschiedenen Parameterkonfigurationen
Items entsprechend mit der Zeit in Richtung der gro¨ßeren Werte. Diese Werte werden
dann erst langsam mit der Zeit verfeinert.
In dem in Abbildung 6.17(b) dargestellten Testlauf wurde der Einfluss des Histogramms
auf die Items der Header-Tabelle untersucht. Mit lediglich sechs Buckets wurde die
Bucketanzahl gegenu¨ber obigem Beispiel verkleinert, die geforderte Schiefe als Aufspal-
tungskriterium von Items wurde hingegen vergro¨ßert. Somit kommt es entsprechend
seltener zu Verfeinerungen. Eine Dichtevera¨nderung muss sich erst deutlich durchset-
zen, ehe es zu einem Split kommt. Dies zeigt sich in einer eher sprunghaften Entwicklung
bei den Splits (die Splits erfolgen im Beispiel zu den Zeitpunkten 500. 2000 und 4500).
FP 2-Stream ist ein batchbasiertes Verfahren. Interessant ist daher auch der Einfluss
der gewa¨hlten Batchgro¨ße. Die Abbildungen 6.17(c) und 6.17(d) zeigen die Analyse
fu¨r Batchgro¨ßen von 70 bzw. 300. Deutlich zu erkennen ist die sehr gute Item-Extraktion
im Fall einer kleineren Batchgro¨ße. Im Gegensatz dazu ist der Trend der Daten so stark,
dass die Verfeinerung der Items im Fall von 300 Datensa¨tzen pro Batch nicht ausrei-
chend schnell anschla¨gt. D.h., das kontinuierliche Splitten ha¨lt mit der Entwicklung des
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Abbildung 6.18: Anzahl der versendeten Nachrichten: (a) Sensorknoten mit ID 2,
(b) Sensorknoten mit ID 1
Trends nicht mit. Dies resultiert in einer eher schlechten Approximation der Items.
In-Network-Verarbeitung Im Weiteren sollen die drei in Abschnitt 5.3.3 vorgestell-
ten Varianten (vollsta¨ndig im DSMS durchgefu¨hrte Berechnung, batchweise Verarbei-
tung und Pra¨fixbaum batchweise Verarbeitung) des FP 2-Stream miteinander verglichen
werden. Nach den vorangegangenen Untersuchungen stehen hierbei drei wesentliche
Aspekte im Vordergrund:
1. der Einfluss der Batchgro¨ße auf die Anzahl der Nachrichten, die versendet werden
mu¨ssen,
2. der Speicherbedarf auf den Sensoren und
3. der Energieverbrauch auf den Sensoren.
Zuna¨chst soll nachstehende These gepru¨ft werden:
These 16 Die In-Network-Verarbeitung des FP 2-Stream kann zu einer deutlichen
Reduktion der zu versendeten Nachrichten und damit zu einem geringeren Energiever-
brauch des WSN fu¨hren.
Die Untersuchungen erfolgten auf Basis der in Abschnitt 6.1.3.2 beschriebenen Simula-
tionsumgebung. Es wurde mit jeweils 3 Sensorknoten gearbeitet, wobei ein Sensorkno-
ten mit der Basisstation verbunden war. Der Sensorknoten auf der Basisstation erfasste
Temperaturwerte, die beiden batteriebetriebenen Sensorknoten jeweils Temperatur und
Luftfeuchtigkeit. Die Experimente erfolgten mit 6000 Messpunkten pro physikalischem
Sensor. In allen Tests waren die Sensorknoten in einer logischen Kette angeordnet. Der
Basisknoten bildete dabei den Beginn der Kette und hatte die ID 0. Der zweite Knoten
in der Kette hatte die ID 1. Der Knoten mit ID 2 bildete das Kettenende.
In einem ersten Test soll die Anzahl der zu versendenden Nachrichten in Abha¨ngigkeit
von der verwendeten Batchgro¨ße gemessen werden. Da beide verteilte Varianten le-
diglich am Batchende Nachrichten sendeten, war zu erwarten, dass sie deutlich besser
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238 Knoten 895 Knoten 1387 Knoten
Sensorknoten ID0
batchweiser Ansatz 1176 1182 1416
Pra¨fixbaum-Ansatz 16234 42362 64658
Sensorknoten ID1
batchweiser Ansatz 2647 2687 2891
Pra¨fixbaum-Ansatz 12383 19197 23555
Sensorknoten ID2
batchweiser Ansatz 2279 2495 2731
Pra¨fixbaum-Ansatz 6747 7299 7535
Tabelle 6.5: Speicherbedarf des FP 2-Tree auf den Sensorknoten (in Byte)
abschneiden als die Variante mit vollsta¨ndig zentraler Verarbeitung. Aufgrund der Ket-
tenstruktur sollte der Pra¨fixbaum die wenigsten Nachrichten beno¨tigen. Die Evaluierung
erfolgte mittels der Simulationsumgebung, da in dieser ein einfaches U¨berwachen der
versendeten Nachrichten mo¨glich ist. Das Verfahren wurde mit 4 verschiedenen Batch-
gro¨ßen evaluiert: 60, 100, 200 und 400 Datensa¨tzen.
Die Abbildungen 6.18(a) und 6.18(b) zeigen die Gesamtanzahl der versendeten Nach-
richten fu¨r die beiden drahtlos angebundenen Sensorknoten mit ID 1 und ID2. Die Nach-
richtenanzahl umfasst dabei die von dem jeweiligen Knoten gesendeten Nachrichten
(sowohl in Richtung Basisstation als auch u¨ber die Feedback-Komponente in Richtung
Kettenende). Sehr gut zu erkennen ist die konstant hohe Anzahl an Nachrichten im Fall
des reinen Sendens an die zentrale Instanz. Die beiden verteilten Verfahren beno¨tigen
jeweils deutlich weniger Nachrichten, wobei die Anzahl erwartungsgema¨ß mit steigender
Batchgro¨ße abnimmt. Ebenfalls sehr gut zu erkennen ist, dass der Knoten am Kettenen-
de im Fall des Pra¨fixbaum Ansatzes nahezu dieselbe Nachrichtenanzahl versendet wie
im Fall des einfachen batchbasierten Ansatzes. Anders verha¨lt sich dies auf dem zwei-
ten Knoten in der Kette, welcher die Ergebnisse vom Kettenende erha¨lt, diese in seinen
eigenen lokalen FP 2-Tree einarbeitet und dann die Gesamtergebnisse weiterleitet. Hier
zeigt sich der Pra¨fixbaum-Ansatz insbesondere bei kleineren Batchgro¨ßen als deutlich
nachrichtenintensiver. Da der Knoten am Kettenende zwei Attribute erfasst, verwal-
tet dieser im Pra¨fixbaum-Ansatz bereits einen einfachen FP 2-Tree. In Abha¨ngigkeit
der Verfeinerung der entsprechenden Intervalle kann dieser FP 2-Tree verha¨ltnisma¨ßig
komplex sein, was im Weiteren eine entsprechend hohe Anzahl von zu versendenden
Nachrichten zum Nachfolgeknoten nach sich zieht. Dementsprechend steigt auch die
Anzahl der vom zweiten Knoten zum Knoten der Basisstation gesendeten Nachrichten.
Erst bei einer Batchgro¨ße von 400 Datensa¨tzen wird der Pra¨fixbaum-Ansatz effizienter
als der einfache batchweise Ansatz. Aufgrund der großen Batchgro¨ße kommt es vermut-
lich zu einer geringeren Verfeinerung, so dass weniger Knoten entstehen. Infolgedessen
mu¨ssen weniger Nachrichten an die Folgeknoten in der Kette versendet werden.
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Zeit elektrische Stromsta¨rke konsumierte Energie
Operator in ms in mA in µJ
Einfu¨gen eine Wertes
batchweise Ansatz 11.9 6.6 259.2
Pra¨fixbaum Ansatz 12.3 7.0 284.1
Batchende
batchweise Ansatz 65.8 7.7 1672.0
Pra¨fixbaum Ansatz 55.2 7.6 1384.4
Tabelle 6.6: Energieverbrauch fu¨r die beiden FP 2-Stream-In-Network-Operatoren
Im na¨chsten Test soll folgende These betrachtet werden:
These 17 Die auf den Sensorknoten verfu¨gbaren Speicherressourcen haben einen
signifikanten Einfluss auf die teilweise Auslagerung der Verarbeitung des FP 2-Streams
in das WSN.
Hierfu¨r wurden drei verschieden komplexe FP 2-Trees erzeugt. Die Anzahl der Knoten
bewegte sich dabei zwischen 238 und 1387. Die Bestimmung des fu¨r die Verwaltung des
FP 2-Trees beno¨tigten Speichers pro Sensorknoten erfolgte auf Basis der Simulations-
umgebung.
In Tabelle 6.5 ist der Speicherbedarf pro Knoten dargestellt. Im Fall des batchweisen
Ansatzes steigt der Speicherbedarf mit der Komplexita¨t der Datenstruktur nur langsam
an. Sehr gut ist auch der Unterschied zwischen dem Knoten mit der ID0 und den anderen
beiden Knoten zu erkennen. Da dieser lediglich ein Attribut u¨berwacht, beno¨tigt er auch
nur halb so viel Speicher wie die anderen beiden Knoten. Die Tabelle zeigt auch, wie sich
der Speicherbedarf im Fall des Pra¨fixbaum-Ansatzes mit jedem zusa¨tzlichen Knoten
dramatisch erho¨ht. Hier erho¨ht sich der Speicherbedarf fu¨r eigene FP 2-Tree-Knoten
um den Speicherbedarf fu¨r die FP 2-Tree-Knoten der Vorga¨nger in der Kettenstruktur.
Auch die Gro¨ße des FP 2-Trees hat einen dramatischen Einfluss auf die Gro¨ße des
beno¨tigten Speichers. Im Fall des großen FP 2-Trees auf dem Sensorknoten mit der
ID 0 u¨berschreitet der beno¨tigte Speicherbedarf bereits 64kB, was mehr ist, als viele
Sensorknoten zu Verfu¨gung stellen.
Die Tabelle zeigt weiterhin, dass – sofern vorab abgescha¨tzt werden kann, wie sich
die Gro¨ße des FP 2-Tree entwickelt – auch eine Speicherabscha¨tzung auf Basis von
Erfahrungswerten mo¨glich ist. Im Fall des batchbasierten Ansatzes entwickelt sich der
beno¨tigte Speicherplatz nahezu linear mit der Anzahl von Attributen und der Gro¨ße
des FP 2-Trees.
Da die beiden verteilten Varianten batchbasiert sind, muss zwischen den Kosten fu¨r
das Einfu¨gen eines Wertes in den FP 2-Stream und den Kosten fu¨r die Auswertung
am Batchende unterschieden werden. In Tabelle 6.6 sind die jeweiligen Energiever-
bra¨uche auf den Sensorknoten fu¨r einen mittelgroßen FP 2-Tree (895 Knoten) darge-
stellt. Statt der gemessenen 7344.8µJ fu¨r das Senden jedes Datensatzes sind bei der
In-Network-Verarbeitung des FP 2-Streams je nach Variante nur noch zwischen 259.2µJ
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und 284.1µJ notwendig. Erst am Batchende entstehen durch das Auslesen der Daten
zusa¨tzliche Kosten, die aber immer noch deutlich geringer ausfallen als die fu¨r das
Versenden eines Datensatzes.
Die Experimente ergaben zwei wichtige Ergebnisse: (i) Der Ansatz der batchweisen
Verarbeitung arbeitet in jedem Fall effizienter als die zentrale Variante und ist auch
in Zusammenhang mit großen FP 2-Trees einsetzbar. (ii) Der Pra¨fixbaum Ansatz ist
zwar ebenfalls energieeffizienter als die zentrale Variante, seine Einsatzmo¨glichkeiten
sind aber durch die Gro¨ße des FP 2-Trees beschra¨nkt. Erst im Fall einer relativ kleinen
Indexstruktur macht sich der erwartete Vorteil durch die geringere Nachrichtenanzahl
bemerkbar. Die notwendige Einschwingphase fu¨hrt bei diesem Ansatz außerdem dazu,
dass er zu Beginn sehr kostenintensiv ist, so dass die vorhandenen Speicherressourcen
auf den Sensorknoten unter Umsta¨nden aufgebraucht werden und es zu entsprechenden
Verarbeitungsabbru¨chen kommt. Hat sich die Anzahl der Knoten hingegen auf einem
niedrigen Niveau eingependelt, so kann dieser Ansatz durchaus energieeffizienter sein
als der primitive batchweise Ansatz. Fu¨r das Problem des Einschwingens sind mehrere
Lo¨sungen denkbar. Eine generelle Reduktion der Knotenanzahl im FP 2-Stream wa¨re
eine Mo¨glichkeit. Ein anderer Ansatz wa¨re eine hybride Lo¨sung aus den beiden vor-
gestellten verteilten Ansa¨tzen. Wa¨hrend der Einschwingphase wird zuna¨chst mit dem
batchweisen Ansatz begonnen. Nachdem sich die Knotenanzahl auf einem entsprechend
niedrigen Niveau eingependelt hat, ko¨nnte anschließend auf den Pra¨fixbaum-Ansatz ge-
wechselt werden.
Fazit Im zuru¨ckliegenden Abschnitt wurde gezeigt, dass das im Rahmen dieser Arbeit
entwickelte Verfahren zum quantitativen Frequent Pattern Mining fu¨r die Analyse von
Datenstro¨men geeignet ist. Es wurde gezeigt, dass das eingefu¨hrte Maß der Informati-
onsdichte fu¨r das Erzeugen interessanter Itemsets geeignet ist.
Einer der Nachteile des Verfahrens ist die unter Umsta¨nden große Anzahl an Knoten,
welche in der Datenstruktur erzeugt werden. In den Beispielen u¨bersteigt die Kno-
tenanzahl wa¨hrend der initialen Phase teilweise sogar die Anzahl der im FP 2-Stream
gespeicherten Transaktionen. Zwar pendelt sich die Knotenanzahl anschließend in allen
Beispielen deutlich unterhalb der Transaktionszahl ein, dennoch sind teilweise deutlich
u¨ber 100 Knoten fu¨r die Verwaltung der Daten no¨tig. Dies kann insbesondere im Um-
feld der In-Network-Verarbeitung zu Problemen fu¨hren. Wa¨hrend der Beschreibung des
Verfahrens in Abschnitt 5.3.2.4 wurde neben dem Entfernen von nicht mehr beno¨tigten
Knoten und dem Zusammenfu¨gen von Knoten mit anna¨hernd gleicher Informationsdich-
te die Reorganisation der Datenstruktur als mo¨gliche Lo¨sung vorgeschlagen. Weiterhin
ist es denkbar, die bei der Rekombination gewonnenen Informationen zu den Itemgren-
zen in den FP 2-Stream einfließen zu lassen. Zum Beispiel ko¨nnten Knoten, welche von
den Itemgrenzen weiter entfernt liegen (sowohl innerhalb als auch außerhalb der Items),
tempora¨r verbunden werden, obwohl die geforderte Gleichheit der Informationsdichten
nicht gegeben ist.
Ein weiterer Lo¨sungsansatz zur Reduktion ist das Entfernen von Knoten, deren Ha¨ufig-
keitswert unter einem definierten Schwellwert liegt. Hier ko¨nnte zum Beispiel der in [85]
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vorgestellte Ansatz zum Pruning von Teilfenstern eingesetzt werden. Teile von in den
Knoten eingebetteten Fenstern, welche nicht ha¨ufig sind und dies vermutlich auch nicht
werden, ko¨nnen aus dem FP 2-Stream entfernt werden, was wiederum im besten Fall
zum vollsta¨ndigen Entfernen der Knoten fu¨hren kann. Bei diesem Ansatz besteht al-
lerdings auch die Gefahr, Itemsets, welche mo¨glicherweise ha¨ufig sind, nicht als solche
zu erkennen. Im Zusammenhang mit dem FP 2-Stream spielt dies allerdings eine un-
tergeordnete Rolle, da bei diesem Verfahren lediglich Daten mit einem beschra¨nkten
zeitlichen Horizont betrachtet werden.
6.3 Zusammenfassung
Im ersten Teil des zuru¨ckliegenden Kapitels wurden Details zur Implementierung von
AnduIN beschrieben, welche u¨ber den grundlegenden Systementwurf aus Kapitel 3
hinausgehen. Die Beschreibung umfasste dabei neben der Nutzerschnittstelle auch zwei
fu¨r die anschließende Evaluierung notwendige Aspekte. In Abschnitt 6.1.3.1 wurde ein
U¨berblick u¨ber die verwendete Hardware-Plattform gegeben. Abschnitt 6.1.3.2 widmete
sich der fu¨r die Implementierung und Evaluierung entwickelten Simulationsumgebung.
Im weiteren Verlauf des Kapitels wurden die in den vorangegangenen Kapiteln vor-
gestellten Verfahren und Techniken evaluiert. Mit Hilfe verschiedener Messungen
bezu¨glich der beiden beru¨cksichtigten Optimierungsziele Energie und Datendurchsatz
wurde das in der Arbeit vorgestellte Kostenmodell analysiert. Weiterhin wurden die
vorgestellten Operatoren hinsichtlich der geforderten Ziele und ihrer speziellen Eigen-
schaften evaluiert. Die Ergebnisse haben gezeigt, dass die gesetzten Zielen in fast allen
Fa¨llen erreicht werden konnten. Es wurde allerdings auch festgestellt, dass an einigen
Stellen noch Potential fu¨r weitere Entwicklungen besteht.
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Kapitel 7
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde ein neuartiger Ansatz zur teilweisen oder vollsta¨ndigen
Durchfu¨hrung von Aufgaben in drahtlosen Sensornetzwerken beschrieben. Im nachste-
henden Abschnitt 7.1 werden die wesentlichen Beitra¨ge dieser Arbeit zusammenfassend
dargestellt. Anschließend werden in Abschnitt 7.2 noch einmal offene Probleme zusam-
mengetragen, welche sich im Kontext der Arbeit ergaben und interessante Fragestel-
lungen fu¨r zuku¨nftige Arbeiten bieten.
7.1 Zusammenfassung
Drahtlose Sensornetzwerke stellen eine Mo¨glichkeit zur großfla¨chigen Erfassung und Di-
gitalisierung von Umgebungseigenschaften dar. Die Entwicklung entsprechender Hard-
und Softwaresysteme in diesem Umfeld ist mit einer Vielzahl von Herausforderungen
verbunden. Neben der Entwicklung geeigneter Hardware za¨hlt insbesondere der Um-
gang mit den stark beschra¨nkten Ressourcen zu den wesentlichen Herausforderungen.
Die vorliegende Arbeit bescha¨ftigte sich mit der effizienten Analyse von Sensordaten in-
nerhalb und außerhalb des eigentlichen Sensornetzwerkes. Nach einem einleitenden Ka-
pitel wurden existierende Lo¨sungen aus den Bereichen der In-Network- und der Daten-
stromverarbeitung analysiert. Es zeigte sich dabei, dass der Forschungsschwerpunkt im
Kontext von WSNs bisher im Bereich der Entwicklung von effizienten Algorithmen und
Kommunikationslo¨sungen lag. Fu¨r eine einfache deklarative Anfragebeschreibung steht
zum gegenwa¨rtigen Zeitpunkt mit TinyDB lediglich ein System zur Verfu¨gung. Dessen
monolitischer Aufbau erweist sich jedoch als problematisch bezu¨glich der Ausfu¨hrung
komplexer Analysen, wie sie zum Beispiel fu¨r Data Mining beno¨tigt werden. Daru¨ber
hinaus zeigte sich, dass existierende DSMS nahezu beliebig komplexe Verfahren un-
terstu¨tzen ko¨nnen. Diese sind aber zumeist nicht fu¨r die In-Network-Verarbeitung kon-
zipiert.
Diese Erkenntnisse motivierten die Entstehung von AnduIN , dem im Rahmen der
vorliegenden Arbeit entwickelten System. AnduIN vereint dabei die Vorteile beider
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Welten, INQP und DSMS, miteinander. Im Mittelpunkt des Entwurfes stand die sys-
temu¨bergreifende Verarbeitung von Sensordaten. Im Gegensatz zu existierenden Lo¨-
sungen wurde auf den Sensorknoten eine dynamische Laufzeitumgebung eingesetzt.
Diese wird vom System in Abha¨ngigkeit der auszufu¨hrenden Aufgaben vollautomatisch
konstruiert und auf die Sensorknoten verteilt. Einen a¨hnlichen Ansatz wie den in der
Arbeit pra¨sentierten verfolgt das 2009 in [68] vorgestellte System. Diese Arbeit zeigt,
dass das hier bearbeitete Thema hochaktuell ist.
In AnduIN werden Aufgaben vom Nutzer mittels einer deklarativen Anfragesprache be-
schrieben und anschließend analysiert, optimiert und zur Ausfu¨hrung gebracht. Hierzu
wurde das aus dem Bereich der DBMS bekannte Modell der Anfrageverarbeitung um
entsprechende Komponenten fu¨r die Datenstromverarbeitung und die Anfragedekom-
position erweitert. Zum Zweck der plattformu¨bergreifenden Anfrageevaluierung und
-optimierung wurde das aus dem Bereich der Datenstromverarbeitung bekannte Ope-
ratorgraphenmodell auf die Sensornetzwerkkomponente des neu entwickelten Systems
u¨bertragen. Die Entscheidung daru¨ber, welcher Anfrageplan letztendlich im System
zur Ausfu¨hrung kommt, wird in AnduIN auf Grundlage eines multidimensionalen Kos-
tenmodells getroffen. Neben der Minimierung des Energieverbrauches im WSN wurde
hierzu exemplarisch der Datendurchsatz auf der zentralen Komponente als zweites Op-
timierungsziel betrachtet.
Neben der Integration von Sensornetzwerken als mo¨gliche Verarbeitungseinheiten wur-
den zusa¨tzlich Erweiterungen fu¨r die Verarbeitung komplexer Verfahren geschaffen. Ent-
sprechende Verfahren ko¨nnen dabei vollsta¨ndig im WSN, vollsta¨ndig auf der zentralen
Komponente oder auf beiden Systemteilen bearbeitet werden. Es wurde gezeigt, dass
sich die fu¨r die Nutzung dieser Verfahren notwendigen Erweiterungen in die Anfrage-
sprache und das entwickelte Kostenmodell integrieren lassen.
Im weiteren Verlauf der Arbeit wurde die fu¨r AnduIN entwickelte Operatorbibliothek
pra¨sentiert. Neben einer Menge von Basisoperatoren wurde eine Vielzahl weiterer Ope-
ratoren hinzugefu¨gt, welche insbesondere im Zusammenhang mit der Verarbeitung von
Sensordaten von Interesse sind. So wurden grundlegende Funktionen fu¨r die Verar-
beitung ra¨umlicher Daten, wie sie zum Beispiel beim Lesen von einem GPS-Modul
auftreten, geschaffen. Aus dem Bereich des Data Cleaning wurde neben der Integration
eines einfachen Ausreißerverfahrens zusa¨tzlich ein neuartiger Operator zur Erkennung
von Bursts in trendbehafteten Daten entwickelt. Mit der Neuentwicklung eines Ver-
fahrens zum Frequent Pattern Mining u¨ber quantitativen Attributen wurde zudem ein
komplexes Verfahren pra¨sentiert, welches die Mo¨glichkeiten der teilweisen In-Network-
Verarbeitung von AnduIN ausscho¨pft.
7.2 Ausblick
In der Arbeit wurden sowohl im Zusammenhang mit dem entwickelten System als auch
mit den vorgestellten Operatoren bereits verschiedene offene Probleme identifiziert. Im
Weiteren sollen grundlegende Herausforderungen zusammengetragen werden, welche
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sich im Kontext der plattformu¨bergreifenden Datenstromanalyse ergeben.
Anfragesprache Eine der grundlegenden Anforderungen an das in der Arbeit gestell-
te System war die Bereitstellung einer Mo¨glichkeit zur deklarativen Beschreibung von
Anfragen. Prinzipiell ist das der Anfragesprache zugrundeliegende Modell unabha¨ngig
von einer speziellen Anfragesprache. Aufgrund seiner Verbreitung bei DSMS wurde das
mit STREAM eingefu¨hrte CQL als Sprachinterface integriert. Es hat sich aber gezeigt,
dass CQL verschiedene Defizite aufweist. So mussten zum Beispiel fu¨r die Einbindung
komplexer Operatoren und von WSNs als mo¨gliche Datenquellen entsprechende Erwei-
terungen integriert werden.
Im Gegensatz zu DBMS, bei denen sich mit SQL ein Sprachstandard etablieren konnte,
existiert fu¨r die datenstromverarbeitenden Systeme keine einheitliche Anfragesprache.
Dies fu¨hrt dazu, dass mit jedem neu entwickelten System ha¨ufig auch eine neue Anfra-
gesprache bzw. Erweiterungen fu¨r eine existierende Anfragesprache pra¨sentiert werden.
Neben der Inkompatibilita¨t der einzelnen Systeme bringt dies noch weitere Nachteile
mit sich. Aufgrund der fehlenden einheitlichen Anfragesprache ist ein Vergleich ver-
schiedener Lo¨sungen untereinander schwierig. Es existieren zwar einfache Benchmarks
wie zum Beispiel Linear Road [17] oder NEXMark [203]), welche den Vergleich verschie-
dener DSMS zum Ziel haben. Diese evaluieren aber oftmals nur einfache Teilaspekte
dieser Systeme und sind auf die Verwendung einer gemeinsamen Anfragesprache wie
CQL angewiesen. Dies schra¨nkt sowohl den Rahmen der betrachteten Testszenarios
als auch der Systeme stark ein. Gerade im Hinblick auf die Nutzung von DSMS im
kommerziellen Umfeld sollten entsprechende einheitliche Standards geschaffen werden,
welche zum einen eine einfache Migration auf andere Systeme ermo¨glichen und zum
anderen deren Vergleichbarkeit hinsichtlich verschiedener Kriterien gewa¨hrleisten.
Skalierbarkeit Ein weiteres interessantes Problem ist die Skalierbarkeit des vorge-
stellten Ansatzes. Auf der Sensornetzwerkebene ha¨ngt die Skalierbarkeit nahezu voll-
sta¨ndig von dem zugrundeliegenden Betriebssystem ab.
Anders verha¨lt sich dies bei der zentralen Komponente. Hier finden alle Berechnungen
auf einem einzigen System statt. Verwaltet man auf diesem eine Vielzahl von paralle-
len Anfragen, so fu¨hrt dies mo¨glicherweise zu Engpa¨ssen. Mit dem in Verbindung mit
dem Kostenmodell vorgestellten Ansatz der Durchsatzoptimierung wurde bereits ein
mo¨glicher Ansatz zur Lo¨sung dieses Problems pra¨sentiert. Reichen die auf der zentralen
Instanz vorhandenen Berechungsressourcen dennoch nicht fu¨r eine verlustfreie Daten-
analyse aus, so werden alternative Ansa¨tze beno¨tigt. Interessant sind in diesem Zusam-
menhang die Mo¨glichkeiten, die zum Beispiel moderne Grafikkarten bieten. Techniken
wie CUDA (Compute Unified Device Architecture) oder OpenCL (Open Computing
Language) stellen auch solchen Anwendungen, die nicht der graphischen Darstellung
dienen, die Ressourcen der Grafikhardware zur Verfu¨gung.
Grafikkarten bestehen ha¨ufig aus einer Vielzahl von Stream-Prozessoren, welche ei-
ne hochgradig parallele Ausfu¨hrung von Berechnungen ermo¨glichen. Die Stream-
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Prozessoren scheinen dabei insbesondere fu¨r die Verarbeitung von Datenstro¨men ge-
eignet. So existieren bereits erste Ansa¨tze, welche einfache Datenbankoperatoren auf
Grafikkarten ausfu¨hren (zum Beispiel fu¨r PostgreSQL1). Mit der Verlagerung der
Ausfu¨hrung von Operatoren oder Anfrageteilen auf die Grafikkartenhardware ergeben
sich allerdings auch neue Probleme. So ist beispielsweise die Kommunikation zwischen
der Grafikkartenkomponente und dem restlichen DSMS mit einem erheblichen Auf-
wand verbunden. Das Problem ist dem in der vorliegenden Arbeit nicht una¨hnlich.
Auch hier mu¨ssen vorab Entscheidungen u¨ber die Zweckma¨ßigkeit einer Auslagerung
von Anfrageteilen in das WSN getroffen werden. Weiterhin mu¨ssen fu¨r die Bearbeitung
von Operatoren auf Grafikkartenprozessoren zuna¨chst existierende Algorithmen an die
Architektur dieser angepasst werden.
Operatorkomplexita¨t Mit der hier vorgestellten Arbeit wurde eine Mo¨glichkeit zur
Integration komplexer Operatoren in CQL-basierte Systeme geschaffen. Einen anderen
interessanten Ansatz verfolgen die Autoren in [87]. Die von ihnen entwickelte UDF-
a¨hnliche Anfragesprache WaveScript bietet die Mo¨glichkeit, aus einfachen Algorithmen
und Datenstrukturen komplexe Verfahren zu konstruieren. Basierend auf dieser Idee
ko¨nnten zum Beispiel komplexe Data-Mining-Verfahren auf entsprechende primitive
Verfahren zuru¨ckgefu¨hrt werden. In AnduIN wurde dieses Konzept bereits zum Teil
umgesetzt. So wurde zum Beispiel das integrierte Clusterverfahren CLUEStream (siehe
Tabelle 5.1) in die einfacheren Verfahren LBGU und MicroCluster zerlegt, welche fu¨r
die Ausfu¨hrung des CLUEStream-Verfahrens geeignet kombiniert wurden. Auf a¨hnliche
Weise wurde mit dem vorgestellten Operator zur adaptiven Burst-Erkennung verfahren.
Dieser ließ sich in die Teile exponentielle Gla¨ttung und einfache Burst-Erkennung zerle-
gen, so dass mit diesen prinzipiell drei Operatoren zur Verfu¨gung stehen. Die Zerlegung
in Primitive bietet neben der Mo¨glichkeit zur Mehrfachverwendung und Neukombina-
tion gerade im Zusammenhang mit der Operatorauslagerung Potential. So kann eine
Teilung von komplexen Operatoren fu¨r die partielle In-Network-Verarbeitung eventuell
entlang der primitiven Operatoren vorgenommen werden.
Semantic Sensor Web Zur Unterstu¨tzung des einfachen Anlegens von Daten-
stro¨men und zur Visualisierung von Ergebnisdatenstro¨men wurde in der vorliegenden
Arbeit eine entsprechende GUI entwickelt. Fu¨r die Verwaltung kleiner einfacher Aufga-
ben ist diese gut geeignet. Problematisch gestaltet sich hingegen die Verwaltung, Ver-
knu¨pfung und Auswertung vieler Tausende oder Millionen gleichzeitiger Datenstro¨me.
Gerade in den letzten Jahren hat sich die durch Sensoren erzeugte Datenmenge explosi-
onsartig vervielfacht. Es wird gescha¨tzt, dass allein das durch Sensoren in Fahrzeugen im
Jahr 2015 erzeugte Datenaufkommen 6.4TBps erreicht2. Zum Vergleich: Im Jahr 2010
hatte der weltweit verkehrsreichste Internetdatenknoten DE-CIX in Frankfurt einen
1http://highscalability.com/scaling-postgresql-using-cuda
2M. Raskino, J. Fenn, and A. Linden: Extracting Value From the Massively Connected World of
2015. Gartner Research, April 2005.
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Spitzendurchsatz von 1.5TBps3.
Eine der gro¨ßten Herausforderungen der na¨chsten Jahre wird es sein, diese von Sensoren
auf der ganzen Welt erzeugten Daten auszuwerten und sinnvoll miteinander und mit
Inhalten anderer Quellen zu verknu¨pfen. Plattformen wie zum Beispiel Sensor Web4
oder GSN5 stellen entsprechende Infrastrukturen bereit, welche dies ermo¨glichen sollen.
Zu den wesentlichen Aufgaben im Kontext solcher Systeme za¨hlt dabei die Vielzahl von
mo¨glichen Datenquellen. Um die Interoperabilita¨t zwischen verschiedenen Datenquellen
zu gewa¨hrleisten, wird mittlerweile immer sta¨rker auf Techniken aus dem Web 2.0 (bei-
spielsweise auf Tagging) zuru¨ckgegriffen. Sensordaten werden automatisch oder manuell
mit zusa¨tzlichen Informationen (zum Beispiel der geografischen Lage der erzeugenden
Sensoren) annotiert.
3http://www.de-cix.net/content/network.html
4http://www.sensorweb-alliance.org/
5http://sourceforge.net/apps/trac/gsn/
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Anhang A
Exponentielle Gla¨ttung
Die exponentielle Gla¨ttung (engl. exponential smoothing) ist ein statistisches Vorhersa-
geverfahren, welches auf Basis vergangener Werte kurzfristig zuku¨nftige Werte vorher-
sagen kann, unabha¨ngig von der Datenverteilung der gemessenen Werte. Bei der expo-
nentiellen Gla¨ttung werden im wesentlichen drei Verfahren unterschieden [34], welche
im Folgenden kurz vorgestellt werden sollen.
A.1 Einfache exponentielle Gla¨ttung
Die einfache exponentielle Gla¨ttung findet Anwendung im Bereich der Kurzzeit-Vorher-
sagen und bei statischen Zeitreihen. Sie ist wie folgt definiert:
Ft = α · yt + (1− α) · Ft−1
St beschreibt den Vorhersagewert, wobei α, 0 < α < 1 ein Gewicht ist, welches den
Einfluss neuerer Werte wiedergeben soll.
Lo¨st man die Rekursion durch wiederholtes Einsetzen der Gleichung St auf, so erha¨lt
man
Ft = α · (yt + (1− α) · yt−1 + (1− α)2 · yt−2
+(1− α)3 · yt−3 + · · · ) + (1− α)t · y0
A.2 Holt
Eine Erweiterung der einfachen exponentielle Gla¨ttung ist die Holt-Gla¨ttung oder auch
doppelte exponentielle Gla¨ttung. Die Holt-Gla¨ttung beru¨cksichtigt auch Trends und ist
wie folgt definiert:
Ft = α · yt + (1− α)(Ft−1 + bt−1)
bt = γ · (Ft − St−1) + (1− γ)(bt−1)
179
ANHANG A. EXPONENTIELLE GLA¨TTUNG
α und γ, mit 0 < α, γ < 1 sind wiederum Gewichte, welche den Einfluss neuerer
Werte bzw. des Trends angeben. Ein mo¨gliches Verfahren zur Bestimmung dieser ist das
Marquardt-Verfahren [154]. Zusa¨tzlich zur Vorhersage wird hier noch der Trend bt der
Zeitreihe ermittelt, welcher bei der Vorhersage des na¨chsten Zeitpunktes beru¨cksichtigt
wird.
A.3 Holt-Winter
Obwohl es nicht in dieser Arbeit verwendet wurde, soll hier der Vollsta¨ndigkeit halber
noch die dritte exponentielle Gla¨ttung bzw. das Holt-Winters-Verfahren erwa¨hnt wer-
den. Bei diesem werden zusa¨tzlich zu den Trends auch noch Perioden, d.h. zeitliche
Wiederholungen, wie sie zum Beispiel bei Sommer-Winter Schwankungen auftreten,
beru¨cksichtigt.
Ft = α · yt
It−L
+ (1− α)(Ft−1 + bt−1)
bt = γ · (St − St−1) + (1− γ) · bt−1
It = β · yt
St
+ (1− β) · It−L
α, β und γ, mit 0 < α, β, γ < 1 sind wiederum Gewichte, welche den Einfluss neuer
Werte, den Trend und die Sta¨rke der Periode bestimmen. St ist der Vorhersagewert, bt
bezeichnet die Trendabscha¨tzung, It ist der saisonale Index, und L ist die La¨nge der
Periode. Eines der gro¨ßten Probleme dieses Verfahrens ist die Identifizierung der La¨nge
der Periode, welche zu Beginn der Abscha¨tzung bekannt sein muss.
Die vorgestellten Vorhersageverfahren ko¨nnen auch als ein Speziallfall des in der Sta-
tistik weit verbreiteten ARIMA-Modells [162] angesehen werden. Die einfache ex-
ponentielle Gla¨ttung entspricht dem ARIMA(0,1,1)-Modell; die doppelte exponen-
tielle Gla¨ttung dem ARIMA(0,2,2)-Modell; und das Holt-Winter Verfahren dem
ARIMA(0,3,3)-Modell. Einer der wesentlichen Vorteile des ARIMA-Modells ist die au-
tomatische Berechnung der Gewichte wa¨hrend der Scha¨tzung des gleitenden Durch-
schnitts des ARIMA-Modells.
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Anhang B
Grafische Nutzeroberfla¨che
Die Bilder in den Abbildungen 2.1, Abbildungen 2.2 und Abbildungen 2.3 zeigen ver-
schiedene Screenshots der im Zusammenhang mit AnduIN entwickelten grafischen Nut-
zeroberfla¨che.
Abbildung 2.1 zeigt exemplarisch das Anlegen einer virtuellen Netzwerkquelle. Die Bi-
bliothek auf der linken Seite entha¨lt dabei u.a. eine Liste der bei AnduIN registrierten
Operatoren, welche sich auf der Arbeitsfla¨che zu einer logischen Netzwerktopologie ver-
knu¨pfen lassen. Beim Absenden wird die Liste automatisch in die in Abschnitt 3.3.1.1
erla¨uterte flache Darstellung u¨berfu¨hrt und bei AnduIN registriert.
Die Abbildungen 2.2 und Abbildungen 2.3 zeigen die Mo¨glichkeit der Visualisierung
des Ergebnisdatenstromes. In Abbildung 2.2 wird ein neues Diagramm u¨ber den Ergeb-
nisdaten eines Datenstromes definiert. In Abbildung 2.3 ist zusa¨tzlich eine geografische
Karte mit den aktuell registrierten Sensorknoten zu sehen. Beim Anklicken eines oder
mehrerer diese Sensoren erfolgt eine zusa¨tliche Filterung u¨ber den Datenstromergebnis-
sen. Soweit eine eindeutige Zuordnung mo¨glich ist, werden anschließend ausschließlich
Abbildung 2.1: Netzwerkdatenquelle anlegen
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Abbildung 2.2: Datenstromvisualisierung
Abbildung 2.3: Datenstromvisualisierung inklusive einem ra¨umlichen Filter unter Ver-
wendung von Google-Maps
die Ergebnisse der ausgewa¨hlten Datenquellen visualisiert.
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Anhang C
AnduIN Befehlsreferenz
Der folgende Abschnitt gibt einen U¨berblick u¨ber die wesentlichen Kommandozeilen-
Befehle zur Bedienung von AnduIN und eine Beschreibung der verwendeten Anfrage-
sprache. Jeder Befehl wird hierbei zuna¨chst abstrakt eingefu¨hrt und anschließend an
einem konkreten Beispiel erkla¨rt.
• CREATE bezeichnet ein Terminal
• colname einen Bezeichner
• |select clause| einen Abschnitt, welcher im Weiteren separat beschrieben wird
C.1 Create
Registrieren von Datenquellen.
C.1.1 Datenstrom registrieren
Einen neuen Datenstrom registrieren. Datenstro¨me ko¨nnen von einem Netzwerkport
gelesen werden, logische Sensornetzwerke sein oder logische Stro¨me u¨ber bereits exis-
tierenden Datenstro¨men.
.-------,-------.
V |
>>-CREATE --STREAM --streamname -+-(---colname --type -+--)--------------->
>--+--PORT --portnum -+--UDP --+-+----------------+----------+----------|
| ’--TCP --’ ’--seperatordef --’ |
| |
’--NETWORK --+--------------+--SAMPLING --t--+-SECONDS -+-’
’-[-TOPOLOGY -]-’ ’-MINUTES -’
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Beispiele:
CREATE STREAM mystream (x int) PORT 8000 UDP;
CREATE STREAM mynetwork (id int , temp double)
NETWORK SAMPLING 10 SECONDS;
CREATE STREAM mynetwork (id int , temp double)
NETWORK SAMPLING 10 SECONDS;
C.1.2 Sicht u¨ber Datenstrom anlegen
Erzeugt einen logischen Datenstrom u¨ber bereits registrierten Datenstro¨men.
>>-CREATE --STREAM --streamname --AS --| select_statement|----------------|
Beispiel:
CREATE STREAM viewname AS SELECT * from mystream where value > 10;
C.1.3 Tabelle anlegen
Legt eine statische Tabelle in einem relationalen Backend an.
.-------,-------.
V |
>>-CREATE --TABLE --tablename -+-(---colname --type -+--)-----------------|
Beispiel:
CREATE TABLE table (x int , y string );
C.1.4 Listener anlegen
Erzeugt einen Listener fu¨r die Client-Server-Kommunikation.
>>-CREATE --LISTENER --WITH --NETWORK --CONNECTION --USING --+--UDP --+----->
’--TCP --’
>--VERSION --+--4--+--PROTOCOL --ipadresse --:--portnumber --------------|
’--6--’
Beispiel:
CREATE LISTENER WITH NETWORK CONNECTION USING UDP
VERSION 4 PROTOCOL 141.24.33.18:10000
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C.2. DROP
C.2 Drop
Lo¨scht registrierte Datenquellen. Die zu lo¨schende Datenquelle darf aktuell nicht durch
eine laufende Anfrage blockiert sein.
.-----ALL ------.
| |
>>-DROP --+--STREAM --+--streamname --+---------------------------------|
+--TABLE ------tablename -------------------------------------|
+--BUFFER -----bufferename -----------------------------------|
’--LISTENER ---listenerid ------------------------------------|
Beispiel:
DROP STREAM mystream;
DROP STREAM mynetwork;
DROP STREAM ALL;
DROP TABLE mytable;
C.3 Select
Anfrage u¨ber einer oder mehreren Datenquellen.
>>-|select_clause |--+--|from_clause|---------+------------------+---->
| ’--|where_clause|--’
’--|from_buffer_clause|--+------------------+----|
’--|where_clause|--’
>--+---------------------+--+-------------------+-------------------->
’--|group_by_clause|--’ ’--|having_clause|--’
>--+-------------------+----+-------------------+--------------------|
’--|buffer_clause|--’ ’--|output_clause|--’
Beispiel:
SELECT * FROM mystream;
SELECT avg(temp) slide 30 minutes FROM mynetwork [RANGE 1 HOURS ];
C.3.1 select-clause
Definiert, wie ein Ausgabetupel aufgebaut ist.
>>-SELECT --+--*--------------------------------------------------+---|
’--|expression|--+---------------------------------+--’
’--AS--aliasname --+------------+--’
’--|slider|--’
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C.3.2 expression
Ein Expression beschreibt einen Wert, welcher verschiedene Formen annehmen kann.
.-----operator ----.
V |
>>-+--|expression|---+----------------------------------------------->
+----function -----+
Es stehen folgende Operatoren operator zur Verfu¨gung:
• arithmetische Operatoren: +,−, ∗, /,%
• logische Operatoren and und or
Weiterhin stehen u¨ber folgende Datentypen nachstehende Funktionen zur Verfu¨gung:
• Integer:
– year, month, day konvertiert einen Integer in das jeweilige Datum
– systime liefert die Systemzeit
• Double:
– floor, ceil, random, power, abs
• Strings:
– contains testet, ob ein String einen definierten String entha¨lt
– hashtags entfernt alle nicht Hashtags aus dem Datenstrom
– to lower, to upper konvertiert einen String in Klein- bzw. Großbuchsta-
ben
• Geodaten:
– geo loc(lat,lon,’func’, rad) Reverse Geocodeing 1 – liefert eine Platz
im Umkreis der spezifierten Position
C.3.3 slider
Die Ausgabe eines Tupels soll im Abstand von time Zeiteinheiten erfolgen.
>>-SLIDE -----time --+--SECONDS --+-------------------------------------|
+--MINUTES --+
’---HOURS ---’
1greift auf http://www.geonames.org/ zu
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C.3. SELECT
C.3.4 from-clause
Beschreibt den Datenstrom, u¨ber dessen Attributen die Analyse durchgefu¨hrt wird.
.------------------,--------------------.
V |
>>-FROM --+--streamname --+---------------------+--+-------------------|
’--|synopsis_clause|--’
C.3.5 from-buffer-clause
Fragt die Tupel des definierten Puffers ab.
>>-FROM --BUFFER --buffername ------------------------------------------|
C.3.6 where-clause
Definiert, welche Tupel der Ergebnissmenge angeho¨ren und welche nicht.
>>-WHERE --+--expression --------+-------------------------------------|
’--|spatial_clause|--’
C.3.7 group-by-clause
Gruppiert Tupel u¨ber der definierten Spalte.
.-----,-------.
V |
>>-GROUP -BY --+--column -----+-----------------------------------------|
C.3.8 having-clause
Die Ergebnismenge einer Gruppierung muss der definierten Having-Clause genu¨gen,
sonst ist sie nicht Teil der Ausgabemenge.
>>-HAVING --| expression|----------------------------------------------|
C.3.9 buffer-clause
Definiert einen Ringpuffer zum Zwischenspeichern von Ergebnissen der Anfrage. Die
Ergebnisse ko¨nnen anschließend u¨ber eine Pufferanfrage abgefragt werden. Der Puffer
wird so lange mit Daten gefu¨llt, bis die Anfrage gestoppt wird.
.-------,-------.
V |
>>-WITH --BUFFER --buffername --+--bufferparam --+-----------------------|
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Mo¨glicher Pufferparameter bufferparam :
• BUFSIZE Anzahl an Tupeln die gepuffert werden sollen
C.3.10 output-clause
Definiert das Ausgabeziel fu¨r den Ergebnisstrom einer Anfrage.
>>-SENDING --TUPLES --TO --+--CONSOLE ---------------+-------------------|
+--LISTENER --listenerid --+
’--FILE --filename --------’
Mo¨gliche Ausgabeziele:
• CONSOLE Die Ausgabe erfolgt auf der Konsole (Standard).
• LISTENER Die Ausgabe wird an den definierten Listener weitergeleitet.
• FILE Der Ausgabestrom wird in die definierte Datei umgeleitet.
C.3.11 synopsis-clause
Algebraischer Operator zur Integration komplexer Operatoren.
>>--[--+--ROWS --rownumber ---------------------+--]-------------------|
+--RANGE --time --+--SECONDS --+----------+
| +--MINUTES --+ |
| ’---HOURS ---’ |
| .---------,--------+ |
| V | |
’--synopsis --(---param --=>--value -+-)--’
• synopsis Synopsenname
• param Parametername, welcher den Synopsen-Operator konfiguriert
• value Wert fu¨r den definierten Parameter
Mo¨gliche Synopsen sind:
• rules - Erzeugt aus dem gegebenen Datenstrom Assoziation Rules
• burst - Adaptive Burst Erkennung
• fppstream - Quantitatives Frequent Pattern Mining
• outlier - Ausreiser-Erkennung
• smooth - Vorhersage (Exponentielle Ga¨ttung 1.,2. und 3. Ordnung)
• cluster - CLUStream-Clustering
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C.3. SELECT
C.3.12 spatial-clause
Definition von Filtern u¨ber Geo-Objekten.
.-------,--------.
V |
>>--+--|spatial_op|--+-----------------------------------------------|
Es werden die in Abschnitt 5.1 beschriebenen ra¨umlichen Operatoren (inside, within-
distance und nearest neighbor) unterstu¨tzt.
>>--INSIDE --(--+--regionid ----------------------------------+--,----->
| .-----------. |
| V | |
’--regiontyp --(--+--point --+--,--point +--)--’
>--column_id --+----------------------------+--)----------------------|
’--,--column_x --,--column_y --’
Es werden nachstehende Geo-Objekte unterstu¨tzt: regiontyp beschreibt den verwen-
deten Regionentyp. Zur Auswahl stehen
• sdt rect Rechteck, definiert u¨ber die Punkte links oben und rechts unten
• sdt polygon Polygon, definiert u¨ber die Angabe aller Eckpunkte
• sdt line Linienzug, definiert u¨ber die Angabe aller Punkte des Linienzuges
Der Geo-Operator hat die folgenden Parameter:
• regionid die ID einer zuvor registrierten Region
• point ein (Eck-)Punkt, welcher das ra¨umliche Objekt beschreibt
• column id die ID des Attributes im Datenstrom, welche fu¨r einen registierten
Sensorknoten dessen ID entha¨lt
• column x,column y die IDs der Attribute, welche die x -bzw. die y-Koordinaten
des beweglichen Objektes beinhalten
>>--NEAREST_NEIGHBOR --(--+--point -------+--,--nmb_neighbors --,------->
’--sensorn_id --’
>--column_id --+----------------------------+--+-------------+--)-----|
’--,--column_x --,--column_y --’ +--CARTESIAN --+
’--GPS --------’
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• point die Koordinaten des Punktes, welcher als Pivot-Element verwendet werden
soll
• sensorn id die ID des Knotens, welcher als Pivot-Element verwendet werden
soll
• nmb neighbors Anzahl der Objekte, welche die Nachbarschaft beinhalten soll
>>--WITHIN_DISTANCE --(--+--point -------+--,--radius --+----------+---->
’--sensorn_id --’ ’--|unit|--’
>--column_id --+----------------------------+--)----------------------|
’--,--column_x --,--column_y --’
• radius bezeichnet den Radius um das Pivot-Element, in welchem sich ein Objekt
befinden muss, um den Filter zu passieren
• unit bezeichnet die Einheit, in welcher der Radius definiert wird (mo¨gliche Werte:
m -Meter und km -Kilometer, voreingestellt m ). Die Verwendung einer Maßeinheit
fu¨hrt automatisch zur Verwendung des spha¨rischen Koordinatensystem.
C.4 Geo-Objekte
Geo-Objekt zur Integration in Anfragen mit ra¨umlichem Bezug verwalten.
C.4.1 Registrieren
Geo-Objekt Anlegen
.-----------.
V |
>>-ADD --REGION --regionname --regiontype --(--point --+--,--point +--)->
--------+----------------------------------+-------------------------|
’-----LOCALIZATION --[---point ---]--’
Es werden nachstehende Geo-Objekte unterstu¨tzt: regiontyp beschreibt den verwen-
deten Regionentyp. Zur Auswahl stehen:
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C.5. STATISCHE SENSORKNOTEN REGISTRIEREN
• sdt rect Rechteck, definiert u¨ber die Punkte links oben und rechts unten
• sdt polygon Polygon, definiert u¨ber die Angabe aller Eckpunkte
• sdt line Linienzug, definiert u¨ber die Angabe aller Punkte des Linienzuges
Der Geo-Operator hat die folgenden Parameter:
• regionname beschreibt den Objektnamen, unter dem das Objekt in Anfragen
integriert werden kann
• point ein (Eck-)Punkt, welcher das ra¨umliche Objekt beschreibt
C.4.2 Lo¨schen
Entfernt das registrierte Geo-Objekt regionname aus AnduIN .
>>-DELETE --REGION --regionname ----------------------------------------|
C.5 Statische Sensorknoten registrieren
Sensorknoten mit Schemata und Geolokation bei AnduIN registrieren.
.-------,-------.
V |
>>-ADD --SENSOR --sensorname --(---colname --type -+-)-------------------->
--------+----------------------------------+-------------------------|
’-----LOCALIZATION --[---point ---]--’
Sensorknoten aus Metadaten-Katalog entfernen.
>>-DELETE --SENSOR --sensorname ----------------------------------------|
Beispiele:
ADD SENSOR id1 (temp double , hum double) LOCALIZATION [(5.6 ,7.8)];
DELETE SENSOR id1;
Das erste Kommando registriert einen Sensorknoten mit ID id1 und den Attributen
temp und hum sowie den GPS Koordinaten (default) (5.6, 7.8). Das delete Kommando
entfernt den Sensor wieder aus dem Metadaten-Katalog (solange dieser nicht Teil einer
laufenden Anfrage ist).
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C.6 Stop
Stoppt die Ausfu¨hrung laufender Anfragen bzw. das Senden an registrierte Listener.
>>-STOP --+--queryid --------------------------------------------------|
’----------------------------------------------------------->
>-SENDING -TUPLES -TO --+--CONSOLE ---------------+---------------------->
+--LISTENER --listenerid --+
’--FILE --filename --------’
>-+-----------------------+------------------------------------------|
’--FROM -QUERY --queryid --’
Beispiele:
STOP 1;
STOP SENDING TUPLES TO LISTENER 1 FROM QUERY 2;
Das erste Kommando stoppt die Verarbeitung der Anfrage mit ID 1. Das zweite Kom-
mando stoppt das Versenden der Ergebnisse der Anfrage mit ID 2 an den Listener mit
ID 1.
C.7 Show
Gibt eine Liste aller registrierten Datenquellen, registrierten Sensoren, registrierten Re-
gionen bzw. registrierten Listenern.
>>-SHOW --+--STREAMS ----+--------------------------------------------|
+--TABLES -----+
+--LISTENERS --+
+--SENSORS ----+
’--REGIONS ----’
C.8 Describe
Gibt detailierte Informationen zu einer registrierten Datenquelle, einem registrierten
Sensor oder einer registrierten Region.
>>-DESCRIBE --+--STREAM -----+--name ----------------------------------|
+--TABLE ------+
+--SENSOR -----+
’--REGION -----’
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Thesen
• Das in der Arbeit vorgestellte System AnduIN erlaubt eine platt-
formu¨bergreifende Bearbeitung von Datenstromanfragen. Anfragen ko¨nnen
dabei sowohl zentral von einem Datenstrom-Managementsystem als auch verteilt
in einem drahtlosen Sensornetzwerk ausgefu¨hrt werden.
• Der anfragespezifische Aufbau der Sensorknoten-Laufzeitumgebung ermo¨glicht
die Integration nahezu beliebiger Operatoren.
• Das entwickelte System kann selbststa¨ndig entscheiden auf welcher Systemkom-
ponente, welche Teile einer Anfrage ausgefu¨hrt werden.
• Mittels des in der Arbeit vorgestellten Kostenmodells ko¨nnen Anfragepla¨ne bezu¨g-
lich ihrer Energieeffizienz und ihres Datendurchsatzes hinreichend genau bewertet
werden, um aus einer Menge physischer Anfragepla¨ne den in der tatsa¨chlichen
Ausfu¨hrung kostengu¨nstigsten zu wa¨hlen.
• Das vorgestellte Kostenmodell erlaubt eine einheitliche plattformu¨bergreifende
Kostenabscha¨tzung. Die Kostenbestimmung basiert dabei ausschließlich auf sta-
tistisch erfassbaren Werten wie der Input- und der Outputrate der Operatoren
und den Ausfu¨hrungskosten der Operatoren.
• Das in der Arbeit vorgestellte Konzept zur Zerlegung komplexer Operatoren er-
laubt eine plattformu¨bergreifende Durchfu¨hrung von komplexen Data-Mining-
Verfahren.
• Bei der plattformu¨bergreifenden Optimierung von Anfragen mu¨ssen mindestens
zwei Optimierungsdimensionen beru¨cksichtigt werden. Aus dem Nutzerfeedback
lassen sich passende Parameter fu¨r die automatische multidimensionale Optimie-
rung ableiten.
• Durch das Zusammenfu¨hren von Samplingoperatoren und die Synchronisation
von Samplingperioden mittels zusa¨tzlicher Operatoren ko¨nnen Energiekosten im
WSN eingespart werden.
• Ra¨umliche Anfragen u¨ber Datenstro¨men mit Geoinformationen ko¨nnen im vorge-
stellten System effizient verarbeitet werden.
• Das vorgestellte Verfahren zur adaptiven Burst-Erkennung liefert fu¨r trendbehaf-
tete Datenstro¨me bessere Ergebnisse als bisher existierende Verfahren.
• Die Erkennung quantitativer Itemsets in Datenstro¨men ist mittels des FP 2-
Stream effizient mo¨glich. Das Verfahren ist fu¨r die Verarbeitung von Sensorda-
tenstro¨men geeignet und la¨sst sich partiell auf den Knoten im Sensornetzwerk
ausfu¨hren. Die In-Network Verarbeitung ist dabei energieeffizienter als die aus-
schließlich zentrale Verarbeitung im Datenstrom-Managementsystem.
