The use of prior information in the estimation of the heritability by parent-offspring regression is discussed within a bayesian context. The a posteriori distribution is obtained by combining the a priori distribution (uniform between 0 and 1), to that obtained from the data. Hence, a bayesian estimator h *2 is proposed and its performance compared with those obtained by the least squares and constrained maximum likelihood methods and also with two different bayesian estimators (Nicnnt et al., 1979), using Monte Carlo simulation techniques. It is concluded that the estimate h *2 should be preferred to the others, particularly for small sets of data.
Introduction
The heritability of a trait was defined by LUSH (1949) as the ratio of additive variance to phenotypic variance, being the most important genetic parameter in the prediction of selection response. Consequently, the problems involved in its estimation have received considerable attention (HILL, 1974 ; B ULMER , 1980 ; FALCONER, 1981) .
By definition, the heritability value lies between 0 and 1. Nevertheless, values outside this range can be found in practice and they are usually ascribed to sampling errors. In such cases, the current procedure is to set these anomalous estimates to the nearest valid bound, although the validity of this procedure in unclear (SALES & HILL, 1976 ; H AYES & HILL, 1981 Because the regression coefficient obtained from the data is distributed N (fi, &mdash;-).
Zx, the bayesian estimator will combine the two items of information weighted by the inverses of their variances :
The variance and the bias of this estimator will be The estimator h2 proposed by Nmnn-t et al. (1979) As the only initial information available is that the regression coefficient is bounded, it seems reasonable to assume an a priori uniform distribution between 0 and 1/2. This type of distribution is justified by the lack of information about the true value of the parameter. The new bayesian estimator proposed here, h *2 , is associated with an a posteriori distribution which is a combination of the a priori distribution (uniform between 0 and 1/2) and that obtained from the data N ((3, 0 2 /2:X?), as shown in figure 1. It appears reasonable to choose the mean as measure of the central tendency, given the shape of the posterior distribution. The use of the mode will result in h *2 = h2 and, on the other hand, numerical analyses have shown that similar results are obtained by using either the mean or the median. The h *2 heritability estimator is then given by the mean of the posterior distribution.
Unfortunately, it is not obvious how to derive analytical formulae for the expected value and the variance of the h *2 estimator. For this reason its performance will be compared with alternative estimators by simulation methods.
It should be noted that the h *2 estimator may also have a non-bayesian and straighforward interpretation. What is meant in essence is that the correct way of truncating the sample distribution of the regression coefficient is not to set the estimate to the nearest valid bound but to reassign the distribution until the probability area between 0 and 1/2 is again unity.
Consider as an example the estimation of the heritability by daughter-dam regression of the number of eggs laid by virgin females of Tri6olium castaneum scored from the 7th to the llth day after the emergence of the adult. Data was available from 40 full-sib families of size five. The results are summarized below :
The necessary quantities for the estimation of h 2 , h!, h[, h3 and h *2 are and, from the standardized normal tables, The heritability calculated by the least squares method is h z = -0.10 ± 0.22. Following the usual practice the estimate would be set to the nearest valid bound, h2 = 0 ± 0.10 with a corrected standard error given by formula (2). Estimators h2 and hi from (3) and (4) are h2 = 0.16 ± 0.16 and h2 = -0.047 ± 0.21, respectively. Finally, from (5), our estimator h *2 = 0.14.
III. Simulation results
Simulation has been carried out following the methods developed by R ONNINGEN (1974) . It must be noted that these methods statistically simulate the genetic model, but do not simulate mendelian sampling.
The study was carried out by generating 1 000 samples, each consisting of 20 half-sib families of size five. The heritability was estimated by twice the parent-offspring regression coefficient using the following methods : Table 1 shows the average values of these estimates over 1 000 runs together with the corresponding empirical standard errors (SE). The true values of the heritability h 2 used to generate the data are also given. The least squares method is the only one resulting in unbiased estimation for each value of the true heritability. The truncated estimator h2 is only biased for extreme values of the true heritability (h 2 % 0.20, h 2 » 0.80) whilst h *2 and h2 are biased for almost all values of h 2 . The bias of the estimator h2 is very small. It is also apparent that h) 2 and h2 have standard errors which are considerable lower than that of the least squares estimator. On the other hand SE (h!) is similar to SE (h 2 ). SE (h2) is appreciably smaller than SE (h 2 ) for extreme values of heritability.
Two criteria have been used to compare the different estimators, the mean square error (MSE) and the absolute value of the sum of the deviations from the true value (SAD). Both criteria seem compatible with the practical use of the heritability coefficient in the prediction of response to artificial selection. Traditionally, the bias has been given a greater importance than the magnitude of the variance of the estimators but this procedure has been challenged (H OERL & KENNARD, 1970 
