Abstract surface growth modelling with application to graphene by Enstone, Gwilym
 warwick.ac.uk/lib-publications  
 
 
 
 
 
 
A Thesis Submitted for the Degree of PhD at the University of Warwick 
 
Permanent WRAP URL: 
http://wrap.warwick.ac.uk/94350  
 
Copyright and reuse:                     
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to cite it. 
Our policy information is available from the repository home page.  
 
For more information, please contact the WRAP Team at: wrap@warwick.ac.uk  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
M
A
E
G
NS
I
T A T
MOLEM
UN IVERSITAS
  WARWI
CE
NS
IS
Abstract surface growth modelling with application to
graphene
by
Gwilym Enstone
Thesis
Submitted to the University of Warwick
for the degree of
Doctor of Philosophy
Centre for Complexity Science
June 2017
Contents
List of Tables iv
List of Figures v
Declarations vii
Abbreviations viii
Abstract x
Chapter 1 Introduction 1
Chapter 2 Background 4
2.1 Modelling surface growth . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1.1 Density functional theory . . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Molecular Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3 Monte Carlo methods . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1.4 Phase-field modelling . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.5 Rate equations and scaling . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Experimental comparison: chemical vapour deposition of graphene on copper 11
2.2.1 Challenges involved in observing a growing system . . . . . . . . . 13
2.2.2 Growth on liquid substrates . . . . . . . . . . . . . . . . . . . . . 16
2.2.3 Wrinkling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.4 Structural feedback . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.5 Other systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
Chapter 3 Lattice Monte Carlo simulations of graphene growth with a dynamic
substrate 19
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
i
3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Chapter 4 The random field Ising model with a dynamic field 34
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3.1 The random field Ising model . . . . . . . . . . . . . . . . . . . . 37
4.3.2 The dynamic random field Ising model . . . . . . . . . . . . . . . 38
4.3.3 Spin exchange in the dynamic random field Ising model . . . . . . 41
4.3.4 Magnetisation reversal . . . . . . . . . . . . . . . . . . . . . . . . 46
4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Chapter 5 Off-lattice molecular dynamics simulations of graphene growth on an
effective model substrate 53
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.3 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.3.1 Island orientation . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3.2 Growth statistics . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.3.3 Diffusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3.4 Flake strain energy . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.5 Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
Chapter 6 Cluster moves in lattice Monte Carlo simulations 78
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.1 Domain decomposition in Monte Carlo simulations . . . . . . . . . 80
6.2.2 Incorporating diffusion . . . . . . . . . . . . . . . . . . . . . . . 83
6.2.3 Incorporating cluster diffusion . . . . . . . . . . . . . . . . . . . . 84
6.3 Testing and performance . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.4 A lattice Monte Carlo graphene growth model with cluster moves . . . . . 92
6.4.1 Simulation protocol . . . . . . . . . . . . . . . . . . . . . . . . . . 92
6.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6.5 Clusters, dimers and graphene growth . . . . . . . . . . . . . . . . . . . . 96
ii
6.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Chapter 7 Conclusion 100
Appendix A Supplementary videos 103
iii
List of Tables
3.1 Kinetic and thermodynamic simulation parameters. . . . . . . . . . . . . . 23
3.2 Goodness of fit for theory curve on scaling plots . . . . . . . . . . . . . . . 28
5.1 Simulation parameters for MD growth on an effective substrate . . . . . . . 58
5.2 Fitting parameters for the four Gompertz type curves . . . . . . . . . . . . 70
5.3 Monomer and dimer diffusion coefficients . . . . . . . . . . . . . . . . . . 72
5.4 Substrate and flake strain energies . . . . . . . . . . . . . . . . . . . . . . 75
iv
List of Figures
2.1 Epitaxial growth processes . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Surface growth modelling techniques . . . . . . . . . . . . . . . . . . . . . 6
2.3 Typical CVD apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Graphene island orientation from FFM . . . . . . . . . . . . . . . . . . . . 15
2.5 LEED patterns from graphene on copper . . . . . . . . . . . . . . . . . . . 17
3.1 Diffusion moves and island morphology . . . . . . . . . . . . . . . . . . . 22
3.2 Effect of varying surface roughness . . . . . . . . . . . . . . . . . . . . . 25
3.3 Time evolution of island size . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 ISD scaling at different coverages . . . . . . . . . . . . . . . . . . . . . . 27
3.5 Contribution to energy from rough substrate . . . . . . . . . . . . . . . . . 29
4.1 Snapshots from IM and RFIM growth . . . . . . . . . . . . . . . . . . . . 39
4.2 Absolute magnetisation evolution in the RFIM . . . . . . . . . . . . . . . . 40
4.3 Snapshots from growth in the dynamic RFIM . . . . . . . . . . . . . . . . 42
4.4 Absolute magnetisation evolution in the dynamic RFIM . . . . . . . . . . . 43
4.5 Final magnetisation in the dynamic RFIM . . . . . . . . . . . . . . . . . . 44
4.6 Largest domain in the dynamic RFIM . . . . . . . . . . . . . . . . . . . . 45
4.7 Absolute magnetisation evolution in the dynamic RFIM with spin exchange 47
4.8 Final absolute magnetisation in the dynamic RFIM with spin exchange . . . 48
4.9 Evolution of the magnetisation for domain reversal in the RFIM . . . . . . 49
4.10 Evolution of the magnetisation for domain reversal in the dynamic RFIM . 50
5.1 Effective substrate potentials . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.2 Dendritic to compact morphology transition . . . . . . . . . . . . . . . . . 59
5.3 Snapshots from end of growth . . . . . . . . . . . . . . . . . . . . . . . . 61
5.4 Snapshot of a multi–orientation cluster . . . . . . . . . . . . . . . . . . . . 62
5.5 Evolution of island densities . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.6 Graphene island orientation distributions . . . . . . . . . . . . . . . . . . . 65
v
5.7 Angular distribution for (110) . . . . . . . . . . . . . . . . . . . . . . . . 66
5.8 Graphene atomic position on effective potential . . . . . . . . . . . . . . . 68
5.9 Comparative statistics of growth . . . . . . . . . . . . . . . . . . . . . . . 69
5.10 Flake distortion energy calculation example . . . . . . . . . . . . . . . . . 74
6.1 Diagram of SL algorithm operation . . . . . . . . . . . . . . . . . . . . . . 82
6.2 Diagram demonstrating diffusion in the SL algorithm . . . . . . . . . . . . 85
6.3 Diagram of domain reallocation for a cluster spanning subdomains . . . . . 86
6.4 Comparison of serial and parallel mean island size . . . . . . . . . . . . . . 88
6.5 Comparison of serial and parallel autocorrelation function . . . . . . . . . 89
6.6 Simulation times for the SL algorithm . . . . . . . . . . . . . . . . . . . . 90
6.7 Simulation times for the SL algorithm with cluster diffusion . . . . . . . . 91
6.8 Snapshots from growth with and without cluster moves . . . . . . . . . . . 94
6.9 Time evolution of average island size for different proportions of cluster
moves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
6.10 ISDs for different proportions of cluster moves . . . . . . . . . . . . . . . 97
6.11 Diagram of dimer movement in the cluster movement algorithm . . . . . . 98
6.12 Evolution of island densities . . . . . . . . . . . . . . . . . . . . . . . . . 98
vi
Declarations
This thesis is submitted to the University of Warwick in support of my application for the
degree of Doctor of Philosophy. It has been composed by myself and has not been submitted
in any previous application for any degree.
The work presented (including data generated and data analysis) was carried out by
the author except in the cases outlined below:
Figure 2.1 was reproduced from reference [120]
Figure 2.2 was reproduced from reference [120]
Figure 2.4 was reproduced from reference [79]
Figure 2.5 was reproduced from reference [141]
Parts of this thesis have been published by the author:
The work presented in Chapter 3 has been published by the author [28].
vii
Abbreviations
CVD Chemical vapour deposition
MBE Molecular beam epitaxy
STM Scanning tunnelling microscopy
SEM Scanning electron microscopy
FFM Friction force microscopy
LEED Low energy electron diffraction
RHEED Reflection high energy electron diffraction
LEEM Low-energy electron microscopy
UHV Ultra high vacuum
XRD X-ray diffraction
DFT Density functional theory
MD Molecular dynamics
REBO Reactive empirical bond order potential
BOP Bond order potential
MC Monte Carlo
kMC Kinetic Monte Carlo
viii
MCMC Markov chain Monte Carlo
VMMC Virtual move Monte Carlo
1NN First near neighbour
2NN Second near neighbour
3NN Third near neighbour
IM Ising model
RFIM Random field Ising model
ISD Island size distribution
ix
Abstract
Graphene is one of a number of layered materials which have tremendous applications in
future devices due to their interesting electrical and structural properties. Key to material
synthesis is understanding growth mechanisms for thin film formation, and the elimina-
tion of defects; consistently creating smooth layers. A number of interesting effects seen in
graphene growth highlight the importance of understanding the interaction between the sub-
strate and the growing layer, such as growth on liquid substrates, wrinkling and structural
feedback. Chemical vapour deposition (CVD) on a copper substrate has been hailed as a
promising scalable route to synthesis, however there are restrictions relating to in situ obser-
vation. Recent experimental advances have led to graphene grain production of increasing
size and purity, yet the early stages of growth remain relatively unexplored.
Current modelling techniques tend to either investigate small systems in a high
level of detail, or neglect the substrate detail in a coarser grained model. In this thesis
we present results from abstract surface growth modelling which incorporate substrate ef-
fects into larger scale simulations. Firstly, we present a lattice Monte Carlo (MC) model of
graphene growth on a rough substrate, and show the introduction of a dynamic roughness
energy leads to an increase in island size. Secondly, we introduce a dynamic field into the
standard random field Ising model, and observe a domain size increase with a dynamic field,
but also observe a lower temperature field ordering effect. Thirdly, we construct geomet-
ric effective potentials in a Molecular Dynamics model of graphene growth, reproducing
experimental island orientation distributions and growth behaviour. Finally, we detail the
construction of a cluster moving algorithm for lattice MC simulation, and demonstrate that
its implementation leads to an enhancement of island size. Together, these results highlight
the importance of substrate roughness and geometry in the early stages of growth.
x
Chapter 1
Introduction
The synthesis of 3D thin film semiconductors such as GaAs has been fine tuned through
over 30 years of research, and can now be grown with a high degree of precision [13], and
is supported by a well developed modelling field. They exhibit strong binding between the
substrate and the growing layer, with dangling covalent bonds on the substrate providing
specific sites for the deposited species to bind to. A good lattice match between the two
layers is thus required for epitaxial growth.
Recently there has been increasing interest in 2D materials such as graphene and BN
[110] due to their interesting electronic and structural properties. These 2D materials have
bonding contained in two dimensions, with no dangling covalent bonds. The 2D material
can still be grown epitaxially, but the geometrically strict covalent bonds are replaced by
a weaker Van der Waals interaction between layers, giving rise to so called Van der Waals
epitaxy [64, 38]. In Van der Waals epitaxy, the requirement for a good lattice match is
relaxed, and a mismatch between the geometries of the two layers becomes possible.
Understanding the growth mechanisms of 2D thin films, particularly graphene [69,
120], is key to the consistent production of high quality, low defect materials. Experimental
techniques are constantly evolving in order to produce grains of increasing size and purity
[69, 151, 110]. Of particular focus is understanding graphene growth on low cost and
relatively low purity copper foils [141, 145] via chemical vapour deposition (CVD), which
is a promising route to mass production. These foils are polycrystalline in nature, exhibiting
multiple different symmetries across the spatial extent of the chip, and understanding the
effects of the different symmetry regions has been cited as an area of importance [137, 18].
As these systems are far from the ideal flat growth environment [37], issues such as grain
boundaries, facet dependent growth [137], wrinkling [69] and nucleation on copper terraces
become important and are far from entirely understood. Growth on substrates near their
melting temperature [129], or molten substrate [39, 23] have produced highly regular, single
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layer grains.
Performing in situ experimental techniques on materials grown via CVD is chal-
lenging due to the absence of vacuum and typically high growth temperatures. Due to this
restriction, modelling has a key part to play in elucidating the mechanisms of graphene
layer formation. There are a wide range of modelling techniques available spanning large
spatial and temporal ranges. Incorporating a high degree of system specific detail is com-
putationally expensive and limited in scope, whilst a more general approach can explain
features across multiple different systems. The well developed field for 3D modelling often
treats the growing layer as strongly bound to the substrate layer, which is not necessarily
appropriate for the weakly bound 2D graphene layer.
The aim of this thesis is to simulate the effects of the substrate on a growing 2D
system. The models we discuss treat the growing layer as 2D, and a particular aspect of
the interaction with the substrate is introduced in an abstract way. Whilst this approach
allows us to capture particular aspects of the substrate interaction, we take care to discuss
the limitations with respect to the wider literature.
In Chapter 2, we give an overview of surface growth modelling techniques, and a
description of experimental findings from CVD of graphene on copper. An understanding
of the popular computational techniques helps set the abstract models presented in this
thesis in their proper context. The experimental background provides the motivation for
our modelling work, and identifies some particularly interesting aspects of graphene growth
which we explore in this thesis.
Prompted by reports of growth on nearly molten [129] or liquid substrates [39], we
introduce a model for growth on a dynamically rough substrate in Chapter 3. We use lattice
Monte Carlo (MC) methods for the graphene layer, and introduce a dynamic roughness
energy across the lattice for the substrate roughness. We find that a static roughness energy
decreases island size whilst a dynamic roughness energy leads to an increase in island size.
In Chapter 4 we generalise the results of the previous chapter to the random field
Ising model (RFIM). The static RFIM is well explored in the context of a model of randomly
defective magnets, and has been proposed as a model of surface growth. Whilst the static
RFIM introduces a pinning effect which inhibits domain formation, the dynamic RFIM
exhibits lattice ordering or domain smoothing. The more general model we present in this
chapter could be of interest to the wider statistical physics community.
In Chapter 5, we investigate growth on different facets of polycrystalline copper
foil [18, 141] with an MD model of growth on an effective model substrate. The graphene
layer gets bond energetics from a recent potential [153], whilst we create an effective sub-
strate potential based on atomic positions in Cu(111), Cu(100), Cu(110) and Cu(210). The
graphene grown on the effective potential reproduces experimental growth laws [18] and
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orientation [141] with a relatively simple model and we discuss the implications of this for
the experimental and modelling communities.
Finally, motivated by recent work reporting the importance of dimers and small is-
lands to the early stages of graphene growth [36, 147, 92], and our own observations of
growing clusters from Chapter 5, we introduce a cluster diffusion algorithm to the lattice
MC model of graphene growth in Chapter 6. We describe the construction and implemen-
tation of this algorithm, and show that it’s inclusion leads to an increase in island size in
simulations of growth.
In each of the four results chapters in this thesis, supplementary videos are supplied
alongside the text. These videos are highly informative for showing characteristic features
of growth, and we refer the reader to them as appropriate. Short descriptions of each video
are supplied in Appendix A.
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Chapter 2
Background
2.1 Modelling surface growth
Surface growth is a conceptually simple idea. The growing species is incident upon a
flat substrate; small units of the growing species bond to the surface and to each other,
eventually forming islands and full layers. An example of this for graphene on copper is
shown in Figure 2.1, where we see an incident gas depositing ethene upon the substrate.
These molecules eventually form into graphene islands, with hydrogen molecules desorbed
from the system. This gives an example of some of the possible mechanisms by which
surface growth can happen, and which any model must consider.
The simulation and modelling of atomic processes faces numerous scientific and
technical challenges. In order to model any atomic system or process, one has to deter-
mine the level of detail, system size and timescale on which to look. From atomistic first
principles methods of simulation to Monte Carlo methods to rate equations, there is a rich
tapestry of modelling techniques available. A diagram of the spatial and temporal extent of
some of these techniques is shown in Figure 2.2. As the level of atomic detail reduces, the
extent and scope of simulations increases; from highly detailed ab initio methods focussing
on small systems, to rate equation methods which neglect atomic positions entirely.
In this thesis we focus on the region labelled as mesoscopic in Figure 2.2, with
atomistic detail but without the exact Schro¨edinger equation solutions from ab initio meth-
ods. We use abstract modelling techniques in Monte Carlo and Molecular Dynamics models
to represent the substrate interaction, rather than directly simulating it. Abstract models are
well suited to investigating a particular aspect of a system, but often introduce an unphys-
ical dependency on a particular parameter. It is important therefore to set our work in the
proper context and we compare to results from all ends of the modelling spectrum, which
we give an overview of here. Some outstanding review articles discuss many of the topics
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Figure 2.1 Some of the processes undergone during epitaxial growth. The large circles at the
bottom represent the substrate, the smaller black circles carbon atoms and the smallest white circles
hydrogen atoms. Ethane species (E) diffuse toward the surface, depositing atoms as monomers
(M), dimers (D) or other species. Hydrogen atoms can also bond to the substrate, or be evaporated.
Carbon atoms can then diffuse until they form islands (G). Reproduced from [120].
we introduce in this section, for example multiscale surface growth simulation [131] and all
aspects of graphene growth [120], to which we refer the interested reader.
2.1.1 Density functional theory
First principles methods are popular in accurate material modelling. The solutions to a
Schro¨dinger equation for the electrons and nuclei govern all observable properties of a
material, and hence if these solutions can be found, so can the properties. In practice of
course this is a many–body, many–termed equation which is difficult to solve, and so some
reduction of it is studied in order to capture particular elements of a system.
One such reduction is density functional theory (DFT), which is formulated loosely
as follows. The work of Hohenberg, Kohn and Sham [46, 63] showed that the total energy
of an electron system in an external potential is a unique functional of the total electron
density. The density which minimises the total energy is the ground state density, and this
corresponding energy is the ground state energy of the system. This principle of recasting
system properties as functionals of the electron density underpins DFT and allows precise
calculation of system properties. This early development, and more recent improvements in
algorithmic efficiency and scope, has made DFT the go to method for calculating material
properties such as band structures, band gaps, and activation barriers for various kinetic
5
Figure 2.2 Diagram comparing different techniques modelling surface growth by the time and
length scales they cover. Tight-binding and semi-empirical models are represented by TB.
Reproduced from [120].
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processes [62].
There are limitations to DFT; there are errors far from equilibrium, it is compu-
tationally expensive, and tends to focus on small systems of up to a few hundred atoms.
In the specific context of growth, this presents a barrier at first impression—the scale of
growing graphene grains we explore in this thesis for example reach up to millimetre size
[148]. However, DFT is effective at elucidating the fundamental mechanisms of growth. In
the context of graphene growth this includes investigating the stability of carbon clusters
on different copper facets [83], obtaining graphene band gap [41], investigating standard
defects [77] and studying early stages of growth [36, 104, 147].
2.1.2 Molecular Dynamics
Molecular dynamics (MD) simulations determine velocities by numerically solving New-
ton’s laws of motion. Whilst ab initio methods can be used to determine inter–atomic
forces, this becomes progressively more expensive computationally as simulations are per-
formed over longer spatial and temporal scales. This level of detail is frequently removed,
and inter–atomic potentials are approximated. As with DFT, large scale simulation pack-
ages [99, 121] give users pre–written implementations of pre–parametrised potentials and
numerical integrators, which has increased the ease with which MD methods can be imple-
mented.
Timescales are important in MD growth—the integration timestep must be small
enough to capture atomic vibrations on a femtosecond timescale, but the simulation length
must be long enough to capture atomic and cluster movements which could take microsec-
onds. Entire simulations of aggregation could then take seconds or minutes. Whilst cumu-
lative errors in sampling can lead to errors in MD simulations, averages across the ensemble
give good predictions. Ensemble quantities at equilibrium are good estimators to the ther-
modynamic properties of a system due to the concept of ergodicity—the ensemble averages
are equivalent to temporal averages.
The selection of the potential used to define inter-atomic interactions depends upon
the overall purpose of the simulation. Potentials fall across a spectrum of complexity, em-
pirical basis and computational cost. For simulations which aim to model large system
sizes, or which require a high degree of computation efficiency, pair potentials such as the
much studied Lennard-Jones potential [54] give a description of the interactions between
any two given atoms, without taking into account the wider atomic locations. These ef-
ficient potentials are not necessarily system specific and are good at simulating general
properties of systems. Empirical many–body potentials parametrise quantum mechanical
calculations with experimental or computational data, and commonly take into account how
multiple atoms would interact. These potentials do an excellent job of describing the sys-
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tems for which they are parametrised, but often fail to capture systems outside the scope of
the original parametrisation. Popular examples include the Tersoff [119] and Brenner [15]
potentials, or more recently the reactive bond order potential (REBO) [16]. Quantum me-
chanical potentials are derived directly from quantum mechanical principles, and are often
better at predicting systems outside their original scope. Such potentials have become in-
creasingly relevant as computational capacities increase, with early examples [85] evolving
into the more complex ones in use today [153].
2.1.3 Monte Carlo methods
In Monte Calo (MC) methods, deterministic equations of motion based on real atomic po-
sitions and characteristics are replaced with stochastic equations which sample possible
system events [32, 100]. This allows events which take a relatively long time in MD or
DFT simulations, such as the diffusion of a particle or cluster through space, to be per-
formed based on the energetic favourability of the endpoints. This removes the system time
in deterministic modelling spent waiting for an atom to move between local minima which
drastically improves the efficiency of simulation and possible temporal scale which can be
simulated. This set of transitions between different systems, or moves as they are often
referred to, could be defined based on experimental or computational observations.
In Markov chain MC modelling (MCMC), we construct a model system which
obeys the Markov property. Loosely speaking, this means the evolution of the simulation
can be entirely predicted based upon its current state, and has no dependence upon the
history of the simulation. The connection of multiple iterations of such a simulation gives
it the name chain, and hence MCMC. Considering the time reversibility of the Markov
property leads to a concept known as detailed balance: every MC move made must have
a reverse move possible at equilibrium. Whilst it is not possible to prove a MC model
is ergodic—that is that all points of the corresponding phase space would be visited if
the algorithm were to run for infinite time—it is safe to assume a system which obeys
detailed balance is ergodic. Note that reversibility refers specifically to the model system
and not to the physical system, which does not obey time reversal due to the second law of
thermodynamics.
Detailed balance has implications for the transition probabilities between any two
states. From elementary thermodynamics, the probability of occupying a given state pi is
given by the Boltzmann probability
pi ∝ e−Ei/kBT , (2.1)
where kB is the Boltzmann constant and T is the system temperature. For a system transi-
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tioning from state i to state j the condition of detailed balance must be satisfied,
piTi j = p jTji. (2.2)
where Ti j is the probability of transition between state i and j. As we know the probabilities
from thermodynamics, we must choose the transition probabilities such that
Ti j
Tji
= e−(Ei−E j)/kBT . (2.3)
One popular choice for these probabilities is the Metropolis choice [82]
Ti j =
1 if Ei < E j;e−(Ei−E j)/kBT if Ei ≥ E j. (2.4)
This selection automatically accepts moves which transition the state to a system of
lower energy, and accepts moves which transition it to a state of higher energy based on a
probability dependent on temperature and the energy difference involved in the transition.
Computationally, this is the basis of the Metropolis algorithm [82] for MCMC simulations.
Following some initialisation, a series of moves are attempted which evolve the system.
The energy cost for each move is calculated, and it is then accepted based on the transition
probabilities defined above.
Simulations are said to be in the grand canonical ensemble if they are connected to
an external reservoir of particles which allows the particle number to change during sim-
ulation, and in the semi-grand canonical ensemble if the total particle number is fixed but
its composition is allowed to change. Care must be taken with simulations in the grand
or semi-grand canonical ensemble to ensure that the dynamics of the modelled system are
correctly compared to the real system. The number of moves performed does not necessar-
ily correspond to a real system time, and is likely to be a poor representation of one [56].
Rather, these simulations are best viewed as representative of behavioural patterns in real
world systems, rather than an exact reproduction. For more detail on the implementation
of these methods we refer the reader to one of the excellent texts available [32, 100], and
discuss specific implementations as appropriate in this thesis.
In kinetic Monte Carlo (kMC) simulations [9, 34], events are assigned rates accord-
ing to their favourability, rather than being assigned an acceptance probability. These rates
can be derived from barriers for certain processes; for example, a monomer moving be-
tween two wells would face an energy barrier to leave the first well. This is in contrast to
MC modelling, where the probability of moving between the wells would only be depen-
dent upon the energy of the initial and final state. These rates can be derived from transition
9
state theory or parametrised by experimental or more detailed work [131]. When an event
occurs, the system clock is incremented according to the rate of the processes, as opposed to
MC which samples all possible events at every timestep. This provides a link to experimen-
tal timescales. The removal of event rejection increases the efficiency of kMC simulations
in comparison to MC. This increase in detail, experimental justification and computational
efficiency make kMC simulations more common in the context of surface growth modelling
than simulations performed in the grand or semi-grand ensemble.
2.1.4 Phase-field modelling
Phase-field modelling is a mathematical modelling technique which has been used to model
microscale and mesoscale growth structure evolution in many settings [21, 111]. The prin-
ciple is to define an order parameter which varies according to the phase of the system
across the region. The evolution of the boundary between phases can then be investigated
as the system evolves. As well as capturing much of the salient physics in nucleation and
grain boundary evolution [123], phase-field models have also been used to capture substrate
anisotropic diffusion [80], and substrate step motion [72].
More recent phase-field crystal modelling incorporates crystal structure into the
phase field whilst retaining a single order parameter. This style of modelling has proven
successful at capturing defect stability and stacking faults [12]. The introduction of a three
point correlation function in structural phase-field crystal modelling [112] allows the inves-
tigation of structures with a specific bond angle, such as graphene, which then gives atomic
level detail on the grain boundaries in an evolving system.
2.1.5 Rate equations and scaling
The most macroscopic way to model growth is to completely neglect atomic positions and
model growth via a rate equation approach. A set of differential equations governing the
density of different species on the substrate is constructed, most simply of monomers and
islands [126]. For example the evolution of monomer density could be formulated as the
deposition rate less the rate at which monomers join larger islands. Rate equations can be
used to clarify key processes seen in more detailed modelling, which inform the rates used
in the construction of the differential equations [51].
Such an approach can accurately capture macroscopic properties of growth such as
island size distributions (ISDs). A scaling law for ISDs of islands in epitaxial growth takes
the form
NS =
θ
S¯2
f (S/S¯), (2.5)
where S is the island size, NS is the island number density distribution, S¯ is the average
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island size and θ is the fractional monolayer coverage [65]. The exact form of this scaling
function has been analytically investigated using rate equations [2, 98, 25]. This form is
often dependent on the critical island size i, defined as one less than the smallest stable
island on a surface. If ISDs follow this scaling law across the whole coverage scale, it
indicates the same process is occurring at all coverages. Deviations from or changes to the
scaling can indicate a change in behaviour. For example in InAs/GaAs, a transition from
i= 0 to i= 1 behaviour of an ISD scaling law was observed due to low quantum dot number
density following saturation [65].
2.2 Experimental comparison: chemical vapour deposition of
graphene on copper
We focus the experimental comparison for the theoretical work in this thesis on growth of
graphene on copper via chemical vapour deposition (CVD), and in this section we describe
some aspects of this system which make it a particularly strong candidate for simulation.
A typical CVD experimental apparatus is shown in Figure 2.3. The sample is placed in a
quartz tube, and influx of hydrocarbon and hydrogen gases into the system is controlled.
Heaters then enclose the tube, heating the system during growth. Imaging of this system
during growth is made challenging by the lack of access through the heaters which enclose
the sample throughout. A zoomed image of the exit tube shows visible sublimated cop-
per deposits, demonstrating that growth conditions correspond to a highly active copper
substrate.
This substrate can be films with a highly uniform single orientation [37], or multi
orientation foils [49], but it is most commonly Cu(111), due to its similar structural geom-
etry to graphene, and Cu(100) as it is the most common facet in cheaply available copper
foils. CVD has been established as the most promising method for cheap scalable material
syntheses [110], and significant advances [67, 70] have been made towards production of
uniform graphene sheets ideal for new devices. In early stages of growth, graphene forms
islands of various shapes and sizes [128, 120] depending upon growth conditions, before
growing into monolayer or more than monolayer coverage [50].
After growth, a graphene sheet has almost entirely planar bonding, with no dangling
bonds. This is in contrast to more traditional 3D material growth, where the covalent bonds
between each layer enforce a rigid lattice matching between layers. The weaker nature
of the bonding between the graphene and the copper layer—so called Van der Waals epi-
taxy [64, 38]—relaxes the lattice matching condition from 3D material growth and allows
graphene to grow even on facets without a good geometric match.
This weak interaction after growth allows ascension of surface steps and prompts
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Heaters
Gas	in:
H2 and	CH4
Tube	furnace
Quartz	tube	
with	sampleGas	out
Sublimated
copper	
Figure 2.3 Picture of typical experimental CVD apparatus. The sample is placed within the tube
furnace, with the heaters enclosing the tube during growth. Methane and hydrogen then pass
through the tube, exiting on the left hand side. The zoomed picture shows exit tubes after growth:
there is a visible deposit of copper sublimated during the growth. When the top heater is lowered
there is no room for the access required for in situ techniques.
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graphene to grow with many different rotational orientations [69]. Single graphene flakes
are able to span substrate grain boundaries [151, 146], and have minimal carbon-carbide
formation [29]. Regardless of the weaker bonding, the orientation of graphene flakes has
been observed as determined by the copper substrate. Substrate effects have been observed
to be important in early stages of growth, with different growth rates, nucleation densities
and orientations reported on different facets of polycrystalline foils [141, 145, 137]. The ef-
fects of small island formation and diffusion are particularly influenced by substrate effects
[147].
2.2.1 Challenges involved in observing a growing system
There are numerous complementary experimental techniques available for the identifica-
tion and analysis of graphene grown on copper films. Two main categories of techniques
are diffraction and microscopy. Diffraction techniques reconstruct symmetry properties of
materials, and allow the geometric structure of the sample to be explored. Microscopy
techniques involve imaging or sampling the real space surface properties, from which is-
land sizes, orientations and morphologies can be determined. Most properties of a grown
film can be obtained through directed use of these techniques, but they are not necessarily
suited to imaging during growth.
Low-energy electron diffraction (LEED) is a diffraction technique for determining
crystallographic structure of films, where a columnated beam of electrons is fired at the thin
film, and the periodic structure of the surface is reconstructed based on the diffraction pat-
tern of the electron beam. Diffraction patterns are observed in spots or rings, with different
patterns corresponding to different identified symmetries. LEED, and similar techniques
such as reflection high energy electron diffraction (RHEED) and low-energy electron mi-
croscopy (LEEM), probe a surface using a beam of electrons in ultra high vacuum (UHV)
conditions (<10−9 mbar). CVD typically takes place at atmospheric pressure, and even low
pressure CVD is typically performed at 1 mbar [78], making in situ measurements chal-
lenging as electrons cannot penetrate the gas. Nevertheless, LEEM has been used in situ
to image graphene grown on copper [143] and Pt [22]. Incremental LEEM images dur-
ing early stages of growth on copper foils revealed that graphene islands had a four lobed
morphology, each lobe with a different rotation about the film normal.
X-ray diffraction (XRD) fires a well focussed X-ray beam at a sample, and re-
constructs structure by observing the intensity of the outgoing beam. It is not surface
sensitive—X-ray photons have a large penetration depth into matter, and interact only
weakly with electronic clouds of atoms. It is also not necessarily well suited to graphene
growth, as carbon is a relatively light and difficult to detect atom. Nevertheless, it has
been implemented in situ for growth using molecular beam epitaxy (MBE) [117], and for
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graphene grown on copper [59].
Scanning electron microscopy (SEM) is a microscopy technique which involves
scanning a focussed beam of electrons across a surface sample, and constructing a real
space image of the surface from back scattered electrons. It has been widely used to per-
from in situ observations of growing materials and has been used to view graphene grown
on copper [136] and Pt [137]. The nucleation and orientation of graphene grown on cop-
per studied with SEM was shown to have strong dependence upon substrate dynamics by
viewing incremental images and constructing the time dependent coverage. Such in situ
observations have shown that growth at high temperature occurs on a highly mobile copper
surface.
Scanning tunelling microscopy (STM) is an example of a microscopy technique,
which allows for the imaging of a surface down to single atom resolution [55, 52, 120].
STM works through quantum tunnelling—an electrode tip is brought close to a surface,
and the composition of the surface is reconstructed based on the tunnelling current from
tunnelling electrons. The output comes in the form of an image of the local density of states,
and allows the pinpointing of atomic positions. STM requires high levels of precision—
the tip must be kept very still and surfaces need to be relatively clean and pure [102].
Imaging at typical growth temperatures for graphene on copper (700 ◦C-1000 ◦C) in situ is
therefore challenging due to issues such as thermal drift, or damage to the probe at high
temperature. Despite these restrictions, in situ high temperature STM is possible [101], and
low temperature STM has highlighted the importance of dimers and small clusters in early
stages of graphene growth [92].
Friction force microscopy (FFM) can identify graphene grains at high contrast due
to the low friction of graphene [79]. In Figure 2.4 we show an example of how island orien-
tation could be reproduced from FFM mapping of graphene grown on copper, reproduced
from [79]. Such a process clearly shows graphene islands, and the quality of this image
allows their properties to be determined.
The ex situ measurements of graphene grown via CVD on copper can give extensive
information about graphene islands, for example determining morphologies [128] or epi-
taxy on polycrystalline foils [145]. The only way to investigate growth using ex situ meth-
ods however, is to interrupt a sample grown up to different coverages, and image it after it
has cooled. This limits the scope of ex situ measurements for investigating growth—to a
certain extent the early stages of growth are a black box which remains unilluminated. Mea-
surements taken in situ are therefore preferable for understanding the fundamental mech-
anisms behind island formation. The significant challenges associated with such measure-
ments for CVD growth of graphene on copper described here indicate the potential benefits
of simulation, particularly in the early stages of growth.
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Figure 2.4 Example of reconstructing graphene island orientation from FFM images taken after
growth: (a) topography, (b) FFM map of graphene on copper after growth, (c) orientation map
taken from fast Fourier transform analysis of grid of images, (d) orientation map overlaid on FFM
map, with white crosses marking the grid and a colour scale showing angle and (e) the distribution
of island orientation obtained from this process. Reproduced from [79].
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2.2.2 Growth on liquid substrates
Copper has a melting point of 1085 ◦C, which is close to the temperatures used for CVD
growth of graphene on copper. The copper deposits in Figure 2.3 point towards the activity
of the copper substrate during growth, and growth on nearly molten copper substrates have
been reported [95]. Recently, graphene has been grown on liquid Cu [39] and Ga [23], the
liquid copper substrate resulting in uniform hexagonal graphene flakes. The liquid substrate
results in a lower carbon atom diffusion rate and removes grain boundaries in the copper
substrate, resulting in fewer nucleation sites, and a lower nucleation density. Higher island
growth rates were thus reported compared to growth on a solid Cu substrate, alongside
the formation of fewer, larger islands due to the lower nucleation density. These islands
retained the hexagonal shape and self–assembled to a compact, ordered monolayer surface.
The purity of the first layer is speculated to remove the nucleation sites for the formation of
the second layer.
2.2.3 Wrinkling
Graphene grown via CVD tends to be grown at high temperatures, and then cooled to room
temperatures. The graphene and copper have different thermal expansion coefficients, with
the thermal expansion coefficient of graphene reported as negative at some temperatures
[150]. The epitaxy established at high temperature must be maintained after the sample
is cooled. Upon cooldown the different lattices contract in different proportions, leading
to a strain. Strain must be absorbed in some way, either as stress or local decoupling of
the graphene and copper layers. This excess strain goes into graphene wrinkling [69].
Wrinkling is a macroscopic effect which we do not aim to account for in the modelling in
this thesis.
2.2.4 Structural feedback
A feedback effect between the growing graphene grains and the copper substrate has been
reported [141] in growth on cheap, predominantly Cu(100) foils. Graphene formation drives
a restructuring to (n10) facets in the copper layer, which would not otherwise be present
in the copper. These facets in turn affect the orientation of islands in the graphene from
the onset of growth. This indicates the importance of incorporating C–Cu interaction for
a highly mobile copper substrate into simulations of graphene growth. Figure 2.5 shows
LEED patterns reproduced from this paper at different beam energies, before and after
ion bombardment and annealing. The ion bombardment strips off the graphene layer, and
reveals the crystallography of the underlying substrate. Different energy beams resolve
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different symmetry on the substrate. The presence of distinct spots in this LEED pattern
indicate the graphene islands are oriented with the surface.
Figure 2.5 LEED patterns from graphene grown on copper before, (a) and (c), and after, (e), ion
bombardment and annealing. The images in (b), (d) and (f) are the same as (a), (c) and (e), with
annotations added to highlight the symmetries observed. Beam energies are as labelled. The
disappearance of the hexagonal spots in (b) and (d) after bombardment in (f) indicate the
orientation of islands with the substrate. Reproduced from [141].
2.2.5 Other systems
The models applied to graphene growth on copper in this thesis could with little effort
be transferred to models of different growing systems which exhibit similar behaviour.
Whilst the effects of growth on copper make it a particularly good candidate for simula-
tion, graphene has been grown on a variety of substrates using different methods, for a
comprehensive overview of which we refer the reader again to an excellent review which
deals with all aspects of graphene growth [120]. Outside of graphene growth, the formation
of other 2D materials such as BN [144, 40], Bi2(Te,Se)3 [53, 45] and Mo(S,Se)2[113, 127]
have attracted similar interest. These systems face many of the same challenges, of orien-
tation, mismatch and substrate roughness during growth.
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2.3 Summary
In this chapter we have reviewed the theoretical methods available to model growing sys-
tems and discussed some aspects of graphene grown on copper via CVD which make it
a good candidate for modelling. In particular we note that graphene forms in a two di-
mensional plane, and interacts weakly with the substrate. This formation of a 2D material
under constraints from a substrate is at odds with the traditional modelling approach which
considers 3D material growth. Motivated by this, the models we present in this thesis are
all 2D, but contain additional constraints from the substrate, which we introduce in an ab-
stract way. Constraints which we explore in this thesis include growth on a rough substrate,
motivated by observations of graphene island formation on liquid copper and on a high
temperature copper substrate which is highly mobile during growth. The highly mobile
substrate also undergoes a structural feedback effect, which demonstrates the importance of
the interaction between the copper and graphene layers.
Limitations on in situ experimental techniques leave the early stages of graphene
growth largely unexplained. DFT simulations can explore very early stages of growth and
identify potentially important species in island nucleation. Bridging this gap between is-
lands of a few atoms and islands of 1000s of atoms is a task well worthy of computational
modelling.
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Chapter 3
Lattice Monte Carlo simulations of
graphene growth with a dynamic
substrate
3.1 Introduction
The first characteristic feature of graphene growth on copper we investigate in this thesis is
surface roughness. A number of the effects we described in the previous chapter indicate the
high level of interaction between a mobile copper surface and the growing graphene layer.
We discussed recent findings of graphene growth on nearly molten [129] and on liquid
surfaces [39, 23], particularly noting that the latter led to formation of highly regular, single
layer graphene islands. We also saw from a typical experimental CVD environment (Figure
2.3) that a great deal of copper sublimation occurs during a typical surface preparation
and CVD growth run. Finally, a structural feedback effect has been noted, whereby the
copper surface restructures by faceting only after CVD growth of a graphene overlayer
[141]. Combined, these observations strongly imply that the Cu substrate can be far from
equilibrium during CVD growth, and hence cannot be considered as a perfectly static crystal
facet. The role of substrate roughness in controlling graphene nucleation has been described
as pivotal [60], but this role has yet to be included in any kinetic growth model based on
rate equations.
While recent density functional tight binding (DFTB) simulations [68] have probed
the early stages of graphene nucleation on semi-molten copper, these cannot access the
wider range of time and length scales over which important processes occur [131, 8]. These
range from atomistic events on a timescale around 10−12 s to the scale of hundreds of mi-
crons and minutes for graphene grain completion. Monte Carlo (MC) models allow micro-
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scopic events to be aggregated efficiently so that, for example, the nucleation, growth and
coalescence of 2D islands [17, 130, 86, 47] or 3D nano-clusters [33, 109, 154] on a surface
can be studied. The key ingredient of a MC model is the list of microscopic events which
can occur and their rates or probabilities. Such models are often constructed on a static
lattice: monomers (atoms) can occupy discrete sites, which are identical in the substrate,
so that only occupancy by monomers in the dynamic growing layer differentiates the sites.
This type of model does not seem to be appropriate for a growth system where the substrate
is highly active during growth, such as copper in graphene CVD.
A great deal of insight into fundamental surface growth processes can be gained by
studying growth well below monolayer coverage, i.e. when monomers have aggregated to
islands which do not completely fill the layer and have not begun to coalesce. In the previ-
ous chapter we discussed how deviations from the dynamic scaling behaviour of the island
size distribution (ISD) at this stage of growth can uncover scale dependent behaviour [65].
Experimentally, one can use a technique such as scanning tunnelling microscopy (STM)
to study island formation and growth with atomic-scale precision, normally quenching the
sample after sub-monolayer growth and working ex situ [55, 52, 120]. Atomic resolution
STM is well suited to ultra-high vacuum growth techniques, and can even be performed
in situ [124]. Performing STM in a CVD growth environment [101], is very challenging:
more generally, in situ CVD growth monitoring is far from routine [74, 102] especially
on polycrystalline and non-planar substrates such as Cu foil. This makes modelling work
particularly appropriate to graphene growth on a mobile copper substrate.
In this chapter, we report simulations on the early stages of graphene growth using
a minimal MC model constructed to mimic the semi-molten dynamically rough nature of
a hot copper substrate. While the effect of dynamic roughness on individual ad-atom dif-
fusion has been studied in lattice-gas models [118], the effect on growth has not been pre-
viously quantified. We find that dynamic substrate disorder actually enhances the growth
of large, regular islands. By contrast, static disorder hinders the growth of large islands,
compared to a uniform lattice, and destroys ISD scaling. Our dynamic substrate approach
is applicable to many surface growth systems.
3.2 Methods
We study an abstract lattice-gas growth model, with parameters motivated by graphene
CVD growth on copper. This consists of Metropolis MC on a periodic, two dimensional
honeycomb lattice, simulated in the semi–grand ensemble [61]. We use a honeycomb lattice
to replicate the coordinatation number of carbon in graphene. In such models, precise
structural details are abstracted into an effective picture. Our choice of lattice symmetry
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is hence essentially arbitrary and is not in any way intended to reflect the symmetry of
preferential absorption sites on a facetted copper surface.
Lattice sites are occupied by either hydrogen (H) or carbon (C) atoms. Energetics
are captured via nearest neighbour interactions with Hamiltonian
H0 = ∑
〈i, j〉
ECCsis j +∑
i
δsi,0 minj
(
ECHδs j,1
)
(3.1)
where si = 0 (si = 1) if site i is occupied by H (C). EXY is the effective bond energy between
two atoms of species X and Y. The first term in equation 3.1 runs over all nearest-neighbour
pairs, and in the second term j runs over the nearest neighbours of each lattice site i. We
assume hydrogen is in excess, and that there is no overall system gain from H–H bonds by
setting EHH to 0 and have no term corresponding to it in the Hamiltonian. The final term
only has non–zero value when a hydrogen site has carbon neighbours, and then has value
ECH regardless of the number of carbon neighbours, corresponding to the hydrogen site only
interacting with a single Carbon neighbour. This selection of parameters, where ECH <EHH,
effectively leads to hydrogen terminated carbon clusters. We adopt this construction to
reflect realistic valence behaviour in an abstract fashion, but note that detailed bonding
constraints and topology are not included.
The relevant thermodynamic potential is
G = H0−µCNC−µHNH, (3.2)
where µ and N are the chemical potentials and species number respectively. We work in
reduced units such that ECC = −1 corresponds to the strength of a C–C bond in graphene
relative to the H–H bond in an adsorbed H2 dimer, i.e. EHH = 0. On this energy scale, a
C–H interaction strength ECH of −0.1 captures an energetic penalty to forming interfaces
between graphene flakes and the hydrogen saturated surface.
Provided ECH ECC the exact choice of this parameter does not significantly alter
the characteristics of simulated growth. In these units, a temperature of T =1000 K scales
to a lattice temperature of ∼ 0.01.
Simulations are initialised with hydrogen (assumed to be in excess), occupying ev-
ery lattice site. All simulations reported here were performed on a lattice with N = 36864
sites, and consist of growth and annealing phases. During growth, carbon is inserted into the
lattice via transmutation of H into C, capturing the displacement of molecular hydrogen by
hydrocarbons during CVD. In addition to transmutation, our simulations model diffusion of
carbon via exchange with H atoms on lattice sites within the same hexagonal unit. Possible
diffusion moves are represented in Fig. 3.1. Inclusion of moves which are equivalent by
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symmetry results in 12 move targets, which are selected with equal probability.
To motivate this model selection, Fig. 3.1 also shows representative snapshots from
simulations with nearest-neighbour moves, as well as using all 12 diffusion targets. In
the former case, carbon islands form disjointed fractal shapes. The greater isotropy of the
latter case generates smoothly terminating regular islands, representative of experimental
graphene islands.
a)
b) c)
i) ii) iii)
Figure 3.1 Diagram of permitted diffusion moves, and their effect on island formation. Panel a)
shows three possible moves, to first, second and third nearest neighbours (1NN, 2NN, 3NN
respectively) within local hexagons, in i), ii) and iii) respectively. Panel b) shows a representative
snapshot of growth with only 1NN moves, and panel c) a snapshot with 1NN, 2NN and 3NN
moves. Note that with only 1NN moves carbon islands are fragmented, but regular in shape when
all three moves are included.
A single MC sweep consists of N trial moves, each attempted on a randomly se-
lected lattice site. We interpret our simulations on a notional time scale by connecting the
mean square displacement
〈
δ r2
〉
of single C atoms over an MC sweep to a timestep via
δ t = 4D
〈
δ r2
〉
. For convenience, we choose D such that δ t = 1, i.e. time is incremented by
one unit per MC sweep.
During growth, transmutation and diffusion moves are attempted with ratio F =
10−5 up to a fixed coverage θ . With this choice of F , the timescale of diffusion is far
longer than the timescale of insertion. During the annealing phase only diffusion moves are
permitted, for a further tA sweeps of the system. In principle, results can be scaled to real
time units via experimental measurements of effective D and F , however such data are not
typically accessible.
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Chemical potentials are chosen such that insertion moves are effectively always
accepted (µC > µH). As the simulation temperature is low compared to the effective carbon-
carbon bond energy, events which involve breaking these bonds once formed, are rare.
Growth is irreversible under these conditions.
Surface roughness is introduced into the model by assigning each lattice site i a
“roughness energy” εi drawn from a rectangular distribution of width ξ , centred about 0.
Hr = H0−∑
i
siεi (3.3)
This reflects the spatial variation in carbon attachment energy expected of a disor-
dered substrate. The exact shape of distribution is inconsequential to the results described
in this chapter, provided it is symmetric about zero.
As well as the roughness amplitude captured by ξ , we model the mobility of the
substrate roughness. Sites are permitted to exchange their roughness energies εi with that
of their neighbours. This roughness move is subject to the same Metropolis acceptance
criteria as the diffusion moves in Fig. 3.1, but using a separate ‘substrate temperature’ Ts,
interpreted as a roughness mobility parameter. Decoupling these moves from the simulation
temperature allows us to vary this parameter from a totally static surface roughness (Ts = 0)
through to a freely diffusing molten substrate (Ts = ∞). These roughness moves occur with
the same frequency as carbon diffusion moves, and varying this frequency was seen to have
little to no effect on the final island size distribution.
Parameter Value
N Grid size 36864
F Deposition ratio 10−5
tA Anneal time 50000 sweeps
T Temperature 0.01
ECC C–C bond energy −1.0
ECH C–H bond energy −0.1
EHH H–H bond energy 0.0
µC,µH Chemical potentials 5,3
Table 3.1 Kinetic and thermodynamic simulation parameters.
For typical examples of growth in three key cases (ξ = Ts = 0, ξ = 1.2,Ts = 0 and
ξ = 1.2,Ts = ∞), we refer the reader to the supplementary videos, details of which are
provided in Appendix A. For reference, a full list of kinetic and thermodynamic parameters
is shown in Table 3.1.
The code for this model was written in parallel in C with MPI, using the Syn-
chronous Sublattice (SL) algorithm. This algorithm divides the full lattice into domains,
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and executes MC moves on subdomains of those domains at the same time, allowing for
faster simulations, and for the investigation of larger lattices. For a discussion of the im-
plementation of the SL algorithm with atomic diffusion and a wider discussion of parallel
lattice simulations, see Chapter 6.
3.3 Results
Varying the roughness amplitude and mobility parameters has a dramatic effect upon island
size and formation. In the static case (TS = 0), increasing the roughness amplitude ξ leads
to formation of small, fragmented islands at concentrations of favourable lattice sites. In
the maximally dynamic case (TS = ∞), islands are destabilised, causing them to move,
transform, and dissociate freely. In a critical range of ξ values, from roughly 1 to 1.5, this
leads to formation of fewer, larger islands with a significant fraction of carbon mobilised in
monomers or small clusters. Example surfaces at different roughness parameters are shown
in Fig. 3.2. Quantitative analysis is based on mean island size S¯ and ISDs. With dynamic
roughness, many small islands and monomers appear, making ISDs difficult to visualize.
Hence we count only islands above a threshold size of S = 10 for these surfaces.
Figure 3.2 shows the effect of varying ξ on S¯. Dynamic cases show peaks in island
size beyond ξ = 1.0, the effective C–C bond energy, and peaking at ξ = 1.2 for Ts = ∞.
A snapshot is shown for Ts = ∞ at ξ = 1.2, and large islands are clearly visible. At higher
values of ξ , even large islands are no longer stable, and the surface becomes dominated by
smaller fragmented islands, as shown for Ts = ∞ in a snapshot at ξ = 1.5.
Even small values of ξ see significant reduction in island size for the static case,
with any regular island structure disintegrating. There is no significant difference in be-
haviour above or below ξ = 1.0, the islands just get smaller and more localised to favourable
surface regions.
Typical evolution of S¯ during growth and annealing is shown in Fig. 3.3. The smooth
and static cases both show a continuous increase in island size during growth, and minimal
changes during annealing, as a stable structure is reached. The dynamic case has growth up
to larger island sizes, but during the annealing phase islands continue to grow. When the
annealing phase is extended, islands continue to shift and reform on the dynamic substrate,
steadily increasing island size.
A dynamic scaling relation for island size distribution can be obtained by assuming
that at a given stage of growth there is only one length scale relevant to the problem. If we
assume this length scale to be the mean island size, S¯, we can write the number density of
islands of size s as a function of coverage θ , NS(θ), as a function of coverage in terms of
a scale independent distribution function, f (S/S¯) and a function containing the scale and
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Figure 3.2 Varying strength of surface roughness parameter ξ and mobility parameter Ts against
the average island size for islands greater than 10 in size. Data are averaged over 10 trajectories
each of which contains typically 30-100 islands. Standard error in the resulting mean of S¯ is
smaller than the symbol size at each point. Four snapshots from simulations, taken after growth to a
fixed coverage and annealing, are shown, for ξ = 1.2, Ts = ∞ (A) ξ = 1.2, Ts = 0 (D), ξ = 1.5,
Ts = ∞ (B), and ξ = 1.5, Ts = 0 (C). The colour scale represents the roughness energy, lighter
shades representing positive values. Snapshot sizes represent approximately 15% of the simulation
area. All simulations used parameters described in Table 3.1.
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Figure 3.3 Time evolution of average island size for islands greater than 10 atoms in size. Three
lines are shown, for no, static, and dynamic roughness. All simulations had roughness strength
ξ = 1.2, and used parameter values in Table 3.1. A vertical line separates the regimes of growth
and annealing.
coverage dependence, A(S¯,θ)
NS(θ) = A(S¯,θ) f (S/S¯). (3.4)
Integrating both sides over all island sizes yields an expression for the total island density
N
N ≈ θ
S
= A(S¯,θ)S¯
∫
f (u)du, (3.5)
which leads to the identification of A(S¯,θ) = θ/S¯2, and thus the dynamic scaling relation
NS(θ) =
θ
S¯2
f (S/S¯), (3.6)
where θ is the fractional surface coverage.
The distribution f (S/S¯) has been estimated analytically for non–reversibly aggre-
gation [98] using the Wigner surmise (WS)
Pβ (s) = aβ s
β exp(−bβ s2), (3.7)
with aβ set by normalisation
aβ = 2Γ
(
β +2
2
)β+1
/Γ
(
β +1
2
)β+2
, (3.8)
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and bβ set by unit–mean conditions
bβ =
[
Γ
(
β +2
2
)
/Γ
(
β +1
2
)]2
. (3.9)
In our case the fluctuating variable, s = S/S¯, and β = (2/d)(i+ 1) is the sole parameter
of the WS, set by the critical island size, i∗. The critical island size is one less than the
smallest number of atoms required to form a stable island. For example in simulations
without roughness we have a critical island size of 1; islands containing two or more atoms
are stable. On a dynamic rough surface, the aggregation process is no longer irreversible as
islands cleave, move and reform frequently, and thus this theory will not necessarily hold.
The ISDs taken from smooth, static, maximally dynamic after growth and maxi-
mally dynamic after annealing cases are shown in Fig. 3.4 in the upper four panels. Apply-
ing the dynamic scaling relation in Equation 3.6 to these ISDs gives the distributions shown
in the bottom four panels. Also plotted is the curve from the Equation 3.7 corresponding
to i∗ = 1. The goodness of fit of each of the scaled curves against this theoretical curve is
shown in Table 3.2.
Figure 3.4 Scaling relations of ISDs taken from simulations grown up to coverages of
θ = 0.1,0.2,0.3 of a smooth surface after annealing (a) and (e), static roughness surface after
annealing (b) and (f), maximally dynamic roughness surface after growth (c) and (g), and a
maximally dynamic (Ts = ∞) roughness surface after annealing (d) and (h). The top pictures (a-d)
show unscaled ISDs, and the bottom pictures (e-g) scaled ISDs according to relation described in
the text. The red line corresponds to the theoretical form of the i∗ = 1 curve. All roughness
simulations used ξ = 1.2, and other parameters described in Table 3.1. Error bars are of the order
of the point size.
ISDs from simulations on a smooth surface collapse onto a single curve, which is
well represented by an analytical form of the scaling function associated with i∗= 1, with p-
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Substrate case Coverage (θ ) Pearson chi-square statistic p-Value
No roughness 0.1 0.686 0.984
0.2 6.13 0.963
0.3 19.7 0.874
Static roughness 0.1 61.2 0.00
0.2 176 0.00
0.3 450 0.00
Dynamic roughness 0.1 244 0.00
after growth 0.2 131 0.00
0.3 207 0.00
Dynamic roughness 0.1 139 0.00
after annealing 0.2 142 0.00
0.3 270 0.00
Table 3.2 Chi-square test statistics and significance for each ISD shown in Fig. 3.4 against the
analytical estimate of an ISD with critical island size i∗ = 1, shown in Equation 3.7.
values all falling well above significance range to indicate the curve is a good fit. ISDs from
static substrate roughness do not collapse onto a single curve, and all p-values in Table 3.2
are 0, indicating the analytical curve does not describe any of the scaled distributions well.
The situation for dynamic substrate roughness is more complicated. ISDs from dynamically
rough substrates do not collapse onto a single curve immediately after growth termination.
However, the post-growth annealing process does result in universal scaling of the ISDs,
however the expression in Equation 3.7 is not a good fit to the scaled data. The scaled ISDs
are actually broader than the i∗ = 1 form and have a peak to the left of 1.
To investigate the evolution of surface roughness during growth, the total carbon-
substrate interaction energies for dynamic and static roughness are plotted in Fig. 3.5. In
the static case, carbon islands form above favourable regions of the lattice, and as such the
total carbon-substrate interaction energy is low. In the dynamic case, however, the energy
of sites underneath carbon atoms is relatively high, suggesting that the substrate lattice does
not reorder itself underneath carbon islands. There is a change in gradient at around ξ = 1.0
in both the static and the dynamic cases, corresponds to the beginning of peaks in S¯ shown
in Fig. 3.2.
3.4 Discussion
Our simple MC scheme, including 2NN and 3NN moves shown in Fig. 3.1 behaves entirely
as expected in the absence of roughness. Graphene islands observed in simulations tend to
a regular hexagonal or circular shape, although when two islands meet during growth they
are often unable to reform into optimal shapes leading to extended anisotropic morpholo-
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Figure 3.5 Varying strength of surface roughness, ξ , for static and dynamic roughness, against the
average substrate energy under a carbon atom. All simulations used parameters described in Table
3.1.
gies. Nonetheless, there is a clear preference for zigzag termination and corners of 120◦.
Graphene islands on copper have been observed with compact (hexagonal), four-lobed and
dendritic shapes, depending on the substrate symmetry and growth conditions [110].
The ISDs (Fig. 3.4 (a) and (e)) produced obey the expected dynamic scaling relation,
with ISDs at different coverages collapsing onto a single scaled curve. This demonstrates
that the fundamental assumption behind Equation 3.6 is upheld: the same processes of
irreversible growth occur across different length scales. The ISDs are well described by a
scaling function derived from nucleation theory and observed in a wide variety of surface
growth systems [2, 65, 25].
The case of static roughness leads to a drastic reduction in growth, at even low
ξ . Islands formed remain small and random in nature, the preference for moving onto a
favourable substrate site rather than forming C–C bonds effectively eliminating large island
formation. The ISDs (Fig. 3.4 (b) and (f)) do not collapse onto a single curve under a scaling
relation, and do not match the theoretical curve. This breakdown of scaling suggests that
static roughness has introduced a fixed length scale onto the surface, namely the mean
distance between energetically favourable sites, loosely defined by the shape of the energy
distribution.
The total carbon-substrate energy decreases linearly with ξ , suggesting that increas-
ing roughness simply makes the sites which carbon atoms select more favourable, rather
than affecting the underlying mechanism of growth. The change in gradient at ξ = 1.0, the
effective C–C bond energy, suggests an increased preference for substrate sites over C–C
bonds, but does not produce a noticeable difference in resulting island morphologies.
The case of dynamic roughness, by contrast, leads to an enhancement of island size
during the annealing stage of simulation. Islands grow to a larger size than on a smooth
surface, even after only the growth stage, and continue to grow during annealing. The
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constantly shifting surface roughness prevents kinetic trapping, allowing regular islands to
reform, cleave, and move across the surface.
ISDs after growth but before annealing (Fig. 3.4 (c) and (g)) have substantial amounts
of carbon atoms as small islands coexisting with large islands. At low total coverage θ
there is a large contribution to the ISD from such small islands which reduces in weight
as θ increases, destroying ISD scaling. In semiconductor heteroepitaxy, similar deviations
from ideal scaling behaviour have been interpreted as due to scale-dependent interactions
imposed on a system by surface reconstruction [52], elastic strain [65] or both [11]. By
contrast, in the present case the origin of the loss of scaling is purely dynamic because the
dynamic roughness has a disproportionate effect on the smaller islands.
ISDs after annealing (Fig. 3.4 (d) and (h)) see much of the mobile carbon being
agglomerated into islands, with more defined peaks and heavier tails. Here the ISDs do
collapse onto a single curve. Once islands reach a certain size they become resistant to the
cleaving effects of dynamic roughness and so scale-free behaviour is recovered. However,
the scaled ISDs do not follow the conventional i∗ = 1 distribution, with a slightly broader
and flatter shape. This is not surprising given that dynamic roughness enhances both island
cleaving and island growth, leading to a broader distribution. Since increasing the value of
i∗ typically sharpens the peak of the scaled ISD and i∗ = 0 ISDs are typically monotonically
decreasing [2, 65, 25], this altered scaling form suggests that the effects due to a combina-
tion of dynamic roughness and annealing could not be captured in any standard irreversible
aggregation picture. One approach to characterising heavy tailed ISDs which fall outside of
scaling forms is to fit empirical functions to the low S/S¯ and heavy tail behaviour [24], but
such an approach did not give statistically satisfactory results here.
These conclusions are not greatly affected by the choice to measure ISDs neglecting
the smallest islands (S < 10) for the dynamic roughness case. This choice simply allows us
to display the peak of larger islands more easily and the value of the cutoff simply changes
the coverage θ at which deviations from scaling become apparent. When comparing to
the static roughness case, the central qualitative point is that there is no broad tail of large
islands for static roughness.
Increasing ξ for dynamic substrates sees a peak in mean island size (Fig. 3.2). At
higher values of ξ , the substrates prevents even large islands having stability on the sur-
face, whilst lower values of ξ are unable to motivate islands to move or morph in any way.
In the case of maximal disorder, the total carbon-substrate energy is approximately 0 until
ξ = 1.0, at which point it shows a small linear decrease with ξ . This suggests a minor
coupling between the substrate and the carbon islands, but not large scale reordering. In-
deed, examining snapshots of the substrate after annealing shows no inclination to reform
underneath carbon islands. This demonstrates the effect described is motivated by thermal
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energy and substrate disorder, rather than some sort of feedback and reordering.
Simple diffusion and deposition models can be mapped to Ising-like lattice gas mod-
els. Lattice gas models have been extensively studied and examined in the context of equi-
librium behaviour [19], as well as during growth. In many cases exact results are possible,
and by drawing analogue to these models we can gain insight into the model of graphene
growth presented here. A simple NN lattice gas would observe similar phenomenological
behaviour with increasing temperature to the behaviour of the substrate driven island size
enhancement effect [138]. In that case, islands formed at a lower temperatures would be
unable to assume optimal morphologies and higher temperatures would lead to an increase
in long range ordering. However, the behaviour we describe here is driven solely by the
evolution of the dynamically rough substrate.
The introduction of disorder into such a system is often treated in one of two limits,
quenched and annealed disorder. In a system with quenched disorder, the disorder is frozen
for the duration of the simulation and leads to a breakdown of long range order [1]. This is
similar to the behaviour exhibited by simulations with static roughness presented here. A
system with annealed disorder allows the disorder to occupy the state which minimises the
free energy, and does not break down long range order as quenched disorder would [42].
This has analogue to the dynamic roughness energy in our model—allowing the randomness
in the system to evolve leads to an increase in island size.
The model we have presented in this chapter has been selected to represent atomic
behaviour in an abstract fashion. This has led to a large parameter space, and introduces
the danger of over–fitting. In order to investigate a system without this danger, and to ob-
serve if the island size enhancement effect observed here is more universal, in the following
chapter we present a minimal random field Ising model (RFIM) with a dynamic field simi-
lar. Growth in the RFIM has been widely studied [3, 31], and exact results from analytical
work allows for the potential of more in depth comparison. Experimental results concern-
ing growth on surfaces with static defects have been explained in the framework of the
RFIM[27, 155], which also helps make it a good candidate for study
In the case of graphene specifically, our analysis of growth on dynamically disor-
dered substrates has focussed on the extreme case of unlimited surface mobility. It is clear
from Fig. 3.2 that substantial enhancement of island size can be achieved with lower mobil-
ity. If however one interprets Ts literally, i.e as the temperature of the copper substrate, it is
clear that achieving enhanced growth requires unphysical high temperatures and low heat
transfer between copper and graphene. In addition, our model cannot capture the structural
feedback effect observed experimentally for graphene CVD growth on Cu(100), namely
nano-faceting to (210) + (100) morphology [141]. Further, detailed atomistic/electronic
studies are required to establish the extent of substrate mobility at experimental growth
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temperatures, and the effect this has on destabilisation of high energy aggregates. We note
that most existing theoretical studies at higher levels of detail have focussed on perfect
copper facets [152, 132, 34, 95] or (for Ni substrates) well defined ideal surface steps [35].
We are presently investigating spatial correlation of the surface roughness to ex-
amine effects of faceting. This will also allow us to address short range correlations, for
example by one Cu site affecting multiple neighbouring C atoms. Some other experimen-
tally observed aspects of graphene growth are not replicated in our simple lattice model.
For example, islands formed with dynamic roughness contain vacancies, such as the ones
in the larger islands in Fig. 3.2. These are mostly formed for single, or small clusters of
unfavourable sites. They propagate through the islands throughout the simulation, being
swiftly incorporated or removed through the jagged edges. There has been much investiga-
tion into the behaviour of defects in monolayer graphene [105, 6], including their formation
and possible healing. This can never truly be interpreted in a lattice model where grains
cannot be oriented differently and it is impossible to consider rings of anything other than
6 carbon atoms.
3.5 Conclusion
In this chapter we have presented an abstract lattice MC model for surface monolayer
growth. Motivated by the fact that the copper substrate used in CVD is close to its melting
point, far from a smooth and regular surface, we have introduced a random roughness en-
ergy to each site on the lattice. These sites were then fixed (static roughness), or allowed to
exchange energies locally (dynamic roughness) with varying degrees of mobility.
The static roughness inhibits island formation, leading to a fragmented surface.
Dynamic roughness, at optimal roughness strength ξ , increases the mobility of graphene
islands, substantially enhancing the observed grain size. As has been established in a num-
ber of studies, and cogently summarised in a recent review [140], optimal conditions for
self-assembly occur when interaction energies between components are delicately balanced
by thermal noise. In this regime, aggregates can be restructured by bond-breaking and ref-
ormation, preventing the formation of kinetically trapped high energy structures. In our
model, dynamic substrate roughness plays the role of thermal noise, allowing structures
which would otherwise form irreversibly, to anneal. This mechanism is entirely consistent
with the “defect healing” mechanism induced by Cu surface mobility reported in the more
detailed simulations of Li et al. [68]. We believe that our ability to capture this effect in
a simple lattice-gas model suggests the phenomenon may be quite general, to the under-
standing of which could have dramatic effects on nanomaterial production. The next steps
for this exploration could include looking at a rough substrate in greater detail, perhaps by
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including correlation in the substrate energies, or more complex interaction energy calcu-
lations. An off-lattice model could also be explored, which would allow investigation into
local epitaxial effects through a more realistic substrate interaction.
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Chapter 4
The random field Ising model with a
dynamic field
4.1 Introduction
In the previous chapter we introduced a lattice MC model of graphene growth, and observed
an enhancement of island size through the introduction of a dynamic roughness energy. We
noted the similarity in the model we constructed to the random field Ising model (RFIM).
In the RFIM, the constant external field of the standard Ising model (IM) is modified with
a random field energy on each site [4, 115, 31]. The introduction of this random field
results in domain pinning and roughening of domain walls, with spins becoming trapped
in local minima in the field and preventing long range order. The model we used had a
number of differences to the conventional RFIM: the honeycomb lattice, second and third
near neighbour diffusion, modified energetics and the introduction of an annealing phase.
In this chapter we present results from MC simulations of the RFIM with a dynamic field
analogous to the dynamic roughness energy of the previous chapter, and observe the effect
on observable thermodynamic quantities.
The IM is often used as a simple mathematical model of ferromagnetism which,
since its inception, has seen extensive analytical and computational exploration as well as
direct application in a wide array of fields. The introduction of randomness in a magnetic
system models a defective magnet which produces an inconsistent field. The RFIM has been
used to investigate pattern growth [116], and to classify bulk properties of heterogeneous
materials [122]. Random Ising models are well suited to investigating surface growth, due
to the analogue between the field lattice and the growth substrate. The RFIM has been
suggested for modelling static defects in surface growth [27, 155], with the random static
field sites representing random static defects in the bonding between substrate and growing
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layer.
The RFIM can be treated in both quenched and annealed limits. In the quenched
limit, the random field is defined at the start of the simulation for each site and frozen for
the remainder of the simulation. This is an analogue to the static roughness presented in
the previous chapter. In the annealed limit, the random field is allowed to come to thermal
equilibrium, with the distribution of spins assigned optimally to reduce the system free
energy. It can be analytically shown that the quenched RFIM does not exhibit long range
order and does not see a phase transition in two dimensions [1, 87], whereas the annealed
RFIM does exhibit long range order [42].
The structure of this chapter is as follows. Firstly, initialising from a randomly
assigned spin lattice, we look at the standard RFIM, reproducing results from other MC
simulations [115]. With this same initial conditions we then introduce a dynamic field,
allowing the field to exchange values with neighbours, whilst retaining spin flip dynamics.
We find that the island enhancement effect described in the previous chapter also increases
domain size in the RFIM, and also observe a substrate ordering effect at lower temperature.
We then introduce exchange moves in the spin lattice, and observe that the effect this has on
the magnetisation of the system is minimal. Finally we look at magnetic domain reversal
[93], demonstrating that the introduction of a random field decreases the domain reversal
time, but that the dynamic RFIM has similar behaviour to the standard RFIM. We discuss
the applicability of such models to surface growth.
4.2 Methods
The RFIM has Hamiltonian:
H =−J ∑
〈i, j〉
sis j +∑
i
ξisi+Hext∑
i
si (4.1)
where si is the spin at site i, J is the coupling constant, ξi the random field at site i and
Hext is a constant external magnetic field. Spins, as in the IM, can take the value of ±1.
The first term, referred to as the exchange term, encourages neighbouring spins to align
with each other. The second term, the pinning term, encourages spins to align with the
value of the random field at that site. Finally the third term encourages the spin to align
with an externally applied magnetic field. The random field at site i, ξi, is drawn from a
uniform distribution of width ξ , centred about 0. The RFIM has been simulated with normal
distributions [88] or bimodal distributions [3], but the exact choice of this distribution has
no effect on the results due to universality [89].
We perform simulations on a square lattice of size 240× 240 using the Metropo-
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lis algorithm [82] for MC simulation, as in the previous chapter, and discussed further in
Chapter 2. In addition to spin flip dynamics, we perform near neighbour Kawasaki style
spin exchange moves [57] in the spin and field lattices, with probabilities pD and pS respec-
tively. The probability of selecting a spin flip move is then 1− pD− pS. Note that if one
views spin flip moves in the context of surface growth as deposition or adding particles to a
system, the introduction of Kawasaki moves relative to spin flip moves will alter the growth
rate of the system. We discuss the impact of this on system times as appropriate later in
this chapter. Initially however, we define all time scales as relative to the total number of
sweeps performed. We define a single sweep as performing a number of moves equal to the
system size.
All simulations are performed at fixed temperature T = 0.5. Unlike the previous
chapter, which operated in a low temperature regime with very low spin flip (or carbon
atom insertion) probability, this temperature choice allows moves which result in an in-
crease in system energy to take place. The temperature selected in the previous chapter was
well suited to a model of irreversible insertion and aggregation. The selection of a higher
temperature in this model allows for direct validation against experimental data from simu-
lations of the RFIM with a static field [115].
As in the previous chapter, we introduce a temperature governing spin exchange
moves in the random field, TS. This additional temperature parameter affects the Metropolis
probabilities generated for spin exchange moves proposed in the field lattice. This had direct
comparison with nearly molten [129] and liquid substrates [39] in the graphene growth
model, and in a model of magnetisation we tentatively suggest this decoupling could be
induced by independently heating a defective magnet to provide the random field.
We perform simulations in two different growth regimes: random initialisation with
no external field and magnetisation reversal. For the former, the spins are initially assigned
si = +1 or si = −1 with equal probability, and the external magnetic field Hext = 0. For
magnetisation reversal the spins are initially all set to si = +1, with Hext = −2.0. The
large negative choice of Hext leads to a most favourable state with all spins si = −1. All
simulations have periodic boundary conditions.
The code for this model was written in parallel in C with MPI, using the Syn-
chronous Sublattice (SL) algorithm. This algorithm divides the full lattice into domains,
and executes MC moves on subdomains of those domains at the same time, allowing for
faster simulations, and for the investigation of larger lattices. For full details of the imple-
mentation of the SL algorithm with and without atomic diffusion and a wider discussion of
parallel lattice simulations, see Chapter 6
In order to characterise the system we define the following parameters. The mag-
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netisation
M(ξ , t) =
〈
1
L2∑i
si
〉
, (4.2)
and absolute magnetisation
Ma(ξ , t) =
〈
1
L2
∣∣∣∣∣∑i si
∣∣∣∣∣
〉
, (4.3)
compute the average magnetisation and absolute magnetisation respectively. The absolute
magnetisation provides more information about simulations performed in the quenching
regime—neither state is favoured and we are more interested in the transition to the ordered
state. The magnetisation provides more information for magnetisation reversal where there
is a preferred system state at the end of simulation. To compare simulations in different
parameter selections, we define the final absolute magnetisation
Ma(ξ , tmax) = M f (ξ ), (4.4)
which is a measure of how ordered the spin lattice is at the end of the simulation.
We measure the domain size S(ξ , t) using a recursive cluster detection algorithm.
This algorithm incrementally selects sites on the grid, adds the neighbours to a list, and
continues to do so until all sites have been visited. This allows statistics on the domains to
be calculated. There are more efficient ways to detect a cluster, for example using labelling
algorithms [48], but this recursive approach is sufficient here as we are detecting domains
relatively infrequently on a relatively small grid. Using this algorithm we report the final
size of the biggest cluster
S(ξ , tmax) = Smax(ξ ). (4.5)
4.3 Results
4.3.1 The random field Ising model
In this section we investigate the standard RFIM in the quenching growth regime at different
random field strength ξ . No diffusive moves are included in this initial exploration, i.e.
pD = pS = 0. The ξ = 0 case corresponds to the standard IM with no random disorder. The
IM is paramagnetic above the Curie temperature Tc. Below Tc the system is ferromagnetic—
it is energetically favourable for the spins to align with an externally applied field. Over our
simulation timescale, the spins align with each other to form a completely oriented grid, or
form metastable domains. In a square grid, the metastable domains are vertical, horizontal
or diagonal stripes, where the domain walls on either side of the stripe evolve and shift very
slowly over time. An example of time evolution to a completely ordered spin lattice for
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the IM is shown in Figure 4.1, with the initially formed domains eroding into a completely
ordered spin lattice. Video 4.1 shows typical growth in the IM as outlined here, for more
information on which we refer the reader to Appendix A.
In the RFIM at low values of ξ , the random field slows the formation of domains
and eventual ordering, and roughens domain boundaries. At high ξ the domains which
initially form have their boundaries pinned in place by the magnetic field, with the pinning
term dominating domain evolution. A domain wall is unable to evolve past the random
regions of field aligned opposite to the domain wall, and so becomes pinned. An example
evolution of the domain pinning at ξ = 2.0 is shown in Figure 4.1. Local domains formed
in the early stages of growth are pinned in the later stages of growth, with a slowly evolving
rough interface. As with the Ising case, Video 4.2 shows typical growth in the RFIM with
ξ = 2.0. A quenched random field, such as in this case, has been shown analytically to break
down long range order [1]. This is in agreement with the results from these simulations.
In Figure 4.2, the time evolution of the absolute magnetisation Ma(ξ , t) is plotted
for different ξ . In the standard IM, the absolute magnetisation evolves until reaching a
steady state value after roughly 10000 MC sweeps, at which point the system has either
fully aligned, or formed striped domains. As ξ increases, the order parameter decreases,
resulting in a lack of any ordering at high ξ . The data in this figure is in agreement with
similar figures from the literature [115], and indicates our code is a valid implementation
of the RFIM. It should be noted that whilst the data from their MC simulations provides a
good benchmark for ours, some of the conclusions they draw are incorrect; for example they
claim to observe a phase transition in the 2D RFIM, which has been analytically proven to
be incorrect [1, 87].
4.3.2 The dynamic random field Ising model
In this section we report results from simulations of the dynamic RFIM with spin exchange
moves in the field, pD = 0.0, pS = 0.5. Simulations were performed in the quenching
growth regime for different values of field strength ξ and decoupled temperature TS. This
introduction of a dynamic field gives a direct mechanism for coupling and feedback between
the field and spin lattices, and we observe two behaviour regimes.
At low TS, the field orders beneath domains formed in the early stages of growth.
This increased the pinning effect; with stable domains in the field beneath the spin grid,
the system is trapped in this local minima. At high TS, the constantly shifting field remains
dynamic beneath the spin lattice, and does not order beneath domains. Instead, the spin
lattice orders, with the dynamic field providing a mechanism for domains to adjust and
realign. Snapshots from simulations at ξ = 2.0 for TS = 0.5 and TS = 10.0 are shown
in Figure 4.3, with corresponding Videos 4.3 and 4.4 detailed in Appendix A. In these
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Ising, t = 100 RFIM, t = 100
Ising, t = 1000 RFIM, t = 1000
Ising, t = 5000 RFIM, t = 5000
Ising, t = 10000 RFIM, t = 10000
Figure 4.1 Snapshots from the evolution of the spin system for the IM and the RFIM with noise
ξ = 2.0. Spins are represented by coloured pixels, +1 are blue and −1 yellow. In the IM, domains
form at early time and evolve into a single spin or striped domains (not pictured). The snapshots
from the RFIM show domain pinning—the domains formed early in the simulations are pinned by
the random field and are thus prevented from growing further.
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Figure 4.2 The average absolute magnetisation, Ma(ξ , t) against time for different random field
strength ξ . Increasing ξ leads to an increase in the domain pinning, and a reduction in Ma(ξ , t).
Each point is an average of 20 simulations, and errors are on the order of the point size.
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snapshots and videos the field lattice is shown alongside the spin lattice, and the ordering
of the field lattice in the TS = 0.5 case is clear.
The time evolution of the absolute magnetisation for selected substrate temperature
across a range of ξ values is shown in Figure 4.4. At low TS the field ordering effect
is visible at high ξ . Trajectories never increased over the entire simulation, which is in
contrast to the equivalent figure for the RFIM, Figure 4.2. There is a transition between the
pinning through field ordering and spin alignment, and at low values of ξ the spin lattice
aligns as in the RFIM. At high TS the dynamic field causes the spin lattice to align for all
values of ξ , which results in trajectories for all ξ which are steeper than the equivalent
trajectory for the RFIM.
The final magnetisation M f (ξ ) for this same selection of TS is shown in Figure
4.5 with the final magnetisation for the RFIM also shown. Here the two new effects are
demonstrated. Simulations performed with low TS have final magnetisations lower than the
RFIM due to the added stability provided by the ordering of the random field. However
at high TS, final magnetisations higher than the RFIM are observed as the dynamic field
unpins domain boundaries. This effect is also demonstrated in the largest domain, Smax(ξ ),
shown in Figure 4.6, with simulations performed at low TS giving smaller domains than the
RFIM and high TS larger.
As we remarked upon earlier in this chapter, the definition of time as number of
MC sweeps regardless of move selection needs to be considered. Trajectories in Figure
4.4 do not all reach a steady state. The time to reach a steady state is not necessarily
only dependent upon the number of attempted spin flip moves however, as the number of
attempted field exchange moves also affects growth. The selection of total MC sweeps as
system time is therefore acceptable for the comparisons we seek to make in this chapter,
but we note that an exact comparison could examine equilibrium magnetisation and domain
size, or the critical exponents governing growth [115].
4.3.3 Spin exchange in the dynamic random field Ising model
In this section we explore the effect of introducing Kawasaki style spin exchange moves into
the spin lattice, for both the RFIM and the dynamic RFIM described in the previous two
sections, corresponding to pS = 0.0, pD = 0.5 and pS = pd = 1/3 respectively. Simulations
are performed in the quenching growth regime. We restrict our observations to two values
of the decoupled temperature for the dynamic RFIM, TS = 0.5 and TS = 5.0, which gives
three cases to investigate:
1. Dynamic RFIM with spin exchange, TS = 0.5,
2. Dynamic RFIM with spin exchange, TS = 5.0,
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Spins t = 100 Field t = 100 Spins t = 100 Field t = 100
Spins t = 1000 Field t = 1000 Spins t = 1000 Field t = 1000
Spins t = 5000 Field t = 5000 Spins t = 5000 Field t = 5000
Spins t = 10000
ξ = 2.0 TS = 0.5
Field t = 10000
ξ = 2.0 TS = 0.5
Spins t = 10000
ξ = 2.0 TS = 10.0
Field t = 10000
ξ = 2.0 TS = 10.0
Figure 4.3 Snapshots from the evolution of the spin system for the dynamic RFIM with noise
ξ = 2.0 and decoupled field temperatures TS = 0.5 (left) and TS = 10.0 (right). Spins are
represented by coloured pixels, +1 are blue and −1 yellow, whilst field sites with positive field
strength are coloured blue and negative field strength coloured yellow. For TS = 0.5, domain walls
are smoothed in the spin grid in comparison to the static RFIM, and the random field aligns with
the spins. For TS = 10.0 the random field is disordered, but domains in the spin grid are unpinned.
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Figure 4.4 The average absolute magnetisation Ma(ξ , t) against time for different random field
strength ξ with decoupled field temperatures TS in the RFIM with dynamic noise. Increasing TS
across the subplots results in an increase in magnetisation. Each point is an average of 20
simulations, and errors are on the order of the point size.
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Figure 4.5 The average absolute magnetisation at the end of simulation M f (ξ ) against different
noise strength ξ , for different decoupled field temperatures TS. At low TS, increasing ξ leads to an
increase in the domain pinning over the RFIM whilst higher TS removes the pinning effect
altogether. The RFIM is also plotted for comparison. Each point is an average of 20 simulations,
with standard error as shown.
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Figure 4.6 The average largest domain size at the end of simulation Smax(ξ ) against different noise
strength ξ , for different decoupled field temperatures TS. The RFIM largest domain is also plotted
for comparison. Each point is an average of 20 simulations, with standard error as shown.
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3. RFIM with spin exchange.
The evolution of the absolute magnetisation Ma(ξ , t) for different ξ is shown in Figure 4.7,
for each of these three cases. These graphs can be directly compared to Figures 4.2 and 4.4
for the RFIM and dynamic RFIM respectively.
The final absolute magnetisation M f (ξ ) for the three cases, as well as the equivalent
cases in the RFIM and dynamic RFIM without spin exchange, are plotted in Figure 4.8. The
final magnetisation in each of the three cases is within standard error of the corresponding
case without spin exchange, and so we conclude that the inclusion of spin exchange resulted
in no substantial difference in behaviour.
As in the previous section, introducing diffusion moves does prompt an examina-
tion of whether total MC sweeps is a good choice for system time. Following the same
logic as the previous chapter, we deem it appropriate for the comparison of different param-
eter regimes discussed in this section, but note that a comprehensive study would examine
equilibrium properties or critical exponents.
For phase ordering kinetics with a conserved order parameter, we expect quantita-
tively different behaviour of critical parameters to that with a non-conserved order parame-
ter [14]. However, we note that in all three cases outlined above we perform spin exchange
in addition to spin flip moves. As such the order parameter remains non-conserved in all
three cases.
4.3.4 Magnetisation reversal
In this section we investigate growth in the magnetisation reversal growth regime for the
RFIM and dynamic RFIM. We report results from simulations with random field strength
ξ = 0, ξ = 0.5 and ξ = 2.0, with decoupled field temperature TS = 0.5 and TS = 5.0. In
each individual trajectory of these simulations we observed a time delay for a cluster of −1
spins to nucleate on the spin lattice of +1 spins. After this cluster nucleated we saw a quick
reversal of the remainder of the grid to −1 in all simulations. The length of the initial delay
for a stable cluster to nucleate however, varied across the simulations. The total number
of MC sweeps is no longer a good choice for system time because a certain number of
insertion moves must occur in order for the magnetisation to reverse, and this is observed
to happen quickly. When we introduce field exchange moves in the dynamic RFIM, we
therefore consider the time to be the total number of attempted spin flip moves.
In Figure 4.9 we show the average magnetisation for the IM and RFIM. Increased
ξ results in a decrease in magnetisation reversal time. Indeed, at ξ = 2.0 the reversal is
almost immediate. We attribute this decrease in reversal time to a decrease in the time
taken to nucleate a stable cluster of −1 spins. The random field creates regions of the
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Figure 4.7 The average absolute magnetisation at the end of simulation M f (ξ ) against different
noise strength ξ , for the dynamic RFIM with spin exchange at two decoupled temperatures
TS = 0.5 and TS = 5.0, and RFIM with spin exchange. These trajectories can be directly compared
to Figure 4.2 and Figure 4.4. Each point is an average of 20 simulations, with errors on the order of
magnitude of the point size.
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Figure 4.8 The average absolute magnetisation, at the end of simulation M f (ξ ) against different
noise strength ξ , for the dynamic RFIM with spin exchange at two decoupled temperatures TS = 0.5
and TS = 5.0, and RFIM with and without spin exchange. Increasing ξ leads to an increase in the
domain pinning for the RFIM at low TS, whilst higher TS removes the pinning effect altogether.
Note that the inclusion of spin exchange results in no significant change to the final magnetisation
in each of the three cases. Each point is an average of 20 simulations, with standard error as shown.
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Figure 4.9 The time evolution of the average magnetisation for simulations of magnetisation
reversal in the RFIM. Three cases are shown: ξ = 0, ξ = 0.5 and ξ = 2.0. The ξ=0 case
corresponds to the standard IM. Larger ξ reduces the magnetisation reversal time. Points are the
average of 50 simulations.
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field which are more favourable for nucleation, and creates a lower barrier to initial cluster
formation.
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Figure 4.10 The time evolution of the average magnetisation for simulations of magnetisation
reversal in the dynamic RFIM. Cases are shown for random field strength ξ = 0, ξ = 0.5 and
ξ = 2.0 and decoupled field temperature TS = 0.5 and TS = 5.0. The ξ=0 case corresponds to the
standard IM. The time in this plot is rescaled to be the number of insertion moves attempted, rather
than the total number of MC moves. Points are the average of 50 simulations.
In Figure 4.10 we show the average magnetisation for the dynamic RFIM, with a
timescale defined as the number of attempted insertion moves. We observe no change in
behaviour with the change from RFIM to dynamic RFIM, with the evolution of average
magnetisation for the dynamic RFIM falling within standard error of the RFIM.
4.4 Conclusion
In this chapter we have generalised our observations of island size enhancement in sim-
ulations of graphene growth to a standard formulation of the RFIM. We explored the pa-
rameter space of the RFIM, and reproduced previously published information about the
magnetisation [115]. We then introduced field exchange with a decoupled temperature in
an exploration of the dynamic RFIM. We observed that at low decoupled temperature TS,
the field exchange moves ordered the field underneath the domains, leading to a decrease
in order parameter, but an increase in domain smoothness. At high TS we observed the do-
50
mains pinned by the RFIM were unpinned, leading to the system becoming fully ordered.
Whilst we did not provide a full description of the phase diagram in terms of T,ξ and TS,
we did provide a detailed study of the effects of the dynamic field at particularly interesting
parameter choices. We then added Kawasaki style spin exchange dynamics into the model,
and observed no substantial behavioural change.
Finally, we changed the growth regime under investigation to magnetisation rever-
sal, using an external magnetic field to drive reversal of a fully ordered lattice to an opposite
ordered lattice. This explored a different type of growth, with a time delay before nucle-
ation, followed by a quick domain reversal. We observed that the introduction of a random
field to this model reduced the time for reversal, due to a decrease in nucleation time which
we attributed to an increase in local minima for islands to nucleate on.
The quenched and annealed limits of the RFIM have been studied extensively, and
in some cases have exact analytical results [1, 87, 14]. In the quenched limit, the RFIM un-
dergoes no phase transition and does not exhibit long range ordering. This is equivalent to
the static RFIM initially introduced in this chapter, where our simulations showed a break-
down in long range ordering. In the annealed limit however, the RFIM does exhibit long
range ordering. The principal difference between the simulation results presented here and
the annealed RFIM extensively studied is the decoupled temperature of the spin and field
lattices. We observe a behaviour dependence upon this decoupled substrate temperature TS,
observing long range order at high TS and an absence of order at low TS. This suggests the
behaviour of the dynamic RFIM is similar to that of the annealed RFIM.
In the graphene growth model there were a number of notable differences to the
model described in this chapter. The graphene model used a modified energetics scheme
which favoured C–C bonds and heavily reduced the strength of H–H bonds, hexagonal
geometry, atomic diffusion up to third near neighbours and a low temperature regime which
enforced irreversible adatom attachment to the substrate. Including a random field in this
model led to enhancement of island size, with a predicted critical roughness at which the
island size enhancement was optimised.
In this chapter we saw an unpinning of domain boundaries through the introduction
of a dynamic random field, which suggests that the observations in the previous chapter
are a more general property of including a dynamic random field, rather than an artefact of
the specific energetic regime and geometry. However, we also saw that at low decoupled
substrate temperature TS, the field lattice ordered under the spin domains, which led to
formation of stable domains with smooth domain boundaries. In the graphene growth model
the smooth domain boundaries were not detected due to the long range carbon diffusion
moves already providing a mechanism for island morphology change. The spatial extent
of the stable domains was lower in this chapter, but the constant low flux of monomers in
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the graphene model, combined with high diffusion rates, made this harder to detect in the
previous chapter. The critical roughness energy we discussed in the previous chapter is not
as clearly defined in this chapter as here we investigated the transition to full rather than
partial coverages.
The concept of using the RFIM as a model for surface growth on substrates with
static defects has been previously proposed [27, 155], and the results presented in this chap-
ter do support this idea. In simulations of magnetisation reversal in the static RFIM we
demonstrated that increasing the random field strength decreased the nucleation time, and
time to reversal. This could be incorporated into a more detailed model of graphene growth
investigating nucleation on defects or steps [137, 135], where an increased random field
would correspond to a more defective substrate. The introduction of a dynamic rather than
a static field was shown to have no effect on magnetisation reversal. Combining observa-
tions from substrate temperature variation leading to island size enhancement, and random
field variation increasing nucleation rate, a hybrid model could be constructed which could
provide a more realistic 2D growth model.
The strength in using the RFIM to model surface growth is in the creation of two
lattices for the substrate and the growing layer with a defined feedback interaction between
them. Events in each layer can be decoupled in order to investigate different material prop-
erties. This concept allows the geometry of the growing layer to be strictly defined based
on the geometry of that layer rather than on favourable substrate sites. Refinement of this
method could make it applicable to a wide range of experimental systems.
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Chapter 5
Off-lattice molecular dynamics
simulations of graphene growth on
an effective model substrate
5.1 Introduction
In Chapters 3 and 4 we presented results from lattice-based MC models of growth. Lattice
MC modelling has its advantages in simplicity and speed, and we introduced a model for
surface roughness, demonstrating that a possible route to island enhancement was through a
dynamically rough substrate. In Chapter 3 we selected a honeycomb lattice to represent the
atomic positions of carbon in the growing graphene layer, rather than that of the substrate. In
reality the substrate layer will have a geometry that is not identical to the growing graphene
layer, but may well have some matching symmetry. For example Cu(111) is a triangular
lattice with good lattice matching to a graphene lattice, leading to the formation of graphene
islands with a single orientation, and a graphene layer in registry with the substrate [145].
In this chapter we introduce a molecular dynamics (MD) model of graphene growth that is
still strictly 2D, but which uses a realistic C–C bond potential [153] on an effective substrate
potential defined from Cu positions in different crystallographic facets. This allows a direct
investigation of the effects of the substrate geometry on the growth rate and orientation of
growing graphene islands.
Graphene growth via CVD has been hailed as a promising route to synthesis due
to the availability of cheap copper foils and relatively low cost of production [110]. These
cheap copper foils are typically polycrystalline with a relatively high proportion of the
copper substrate as Cu(100) [145, 141, 49]. Despite weak epitaxy with the copper surface
[38], graphene islands grown on Cu facets predominantly grow with orientation determined
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by the geometry of the substrate [141, 145]. Different orientations of graphene islands
have been observed on the different facets of copper, with graphene on Cu(111) reported
to be mostly aligned with the substrate, or rotated by 7◦ [37]. On Cu(100) graphene is
mostly reported to grow in registry with the substrate [143], but also to form four lobed
islands resulting from graphene islands growing with different orientations along the four
fold symmetry of Cu(100) [143, 71]. Growth of graphene on Cu(111) has been reported
as diffusion limited [90], whilst growth on Cu(100) as attachment limited [143]. Different
growth rates have been observed on different facets [145], with observations from in situ
CVD of graphene on Pt foils reporting a gap of approximately 2500 s between the formation
of the first island on different facets [137]. Explanations for the different growth rates are
attributed to grain orientation dependent precursor dissociation rates, nucleation barriers,
and are likely to be affected by the density of nucleation sites such as step edges in the
particular region.
Modelling of these growth processes tends to focus on early stages of growth and
has identified the relative stability of carbon dimers as opposed to monomers, as well as
reporting similar or higher rates of dimer diffusion [36, 147]. Graphene is reported to nu-
cleate on copper either as small, domed islands or on step edges or terraces in the substrate
[20]. These results can be integrated into kMC and mean field models [147], but incorpo-
rating realistic potentials for growing large carbon structures on a copper foil remains out
of reach of most DFT methods. Whilst not all complications of real graphene growth can
be incorporated into a strictly two dimensional model, in this chapter we explore the effects
of substrate geometry on realistic growing graphene structures, and offer insight into the
experimental findings.
5.2 Methods
This model of growth is a strictly 2D MD simulation, made using the popular molecular dy-
namics package LAMMPS [99]. The extensive and powerful LAMMPS code implements
fast spatial decomposition algorithms in MD simulations. It includes default potential func-
tions that allow for customisation, leading to simulation of a wide range of physical systems.
These pre–written routines gave us a good base from which we construct a fast, well im-
plemented MD code, without worrying about the computational challenges involved in this
implementation. We also gain the ability to customise thermostats and inter–atomic poten-
tials against an array of empirically fitted examples [97, 94] to suit the abstract model we
want to explore.
As well as the advantages in speed and pre–written code, there are some downsides
to using a pre–packaged simulation code such as LAMMPS. When you are not the author
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of the code, there is a danger of being unaware of some nuance of the implementation. It is
easy to use a potential which has not been optimised for the parameter space you are using
for example, which would skew your results accordingly. The scope of the original code
could be wider or narrower than your application of it, introducing complications which
could otherwise be avoided. For example the model described in this chapter is entirely 2D,
but potentials are generally fitted for 3D. As graphene is a well studied 2D material, we
were able to find a suitable potential that considered 2D scenarios, but this could not always
be the case.
In order to enforce a 2D simulation, the simulation box is defined to be very narrow
in the z dimension. The z components of atomic velocities and forces are then zeroed at the
end of every timestep, ensuring all atoms remain in the 2D plane. The two atomic species
used, copper and carbon, reside inside this plane. The carbon atoms are free to diffuse in the
plane, attach to each other and form islands with no pre-determined orientation, according
to C–C potential. The copper atoms, arranged according to the geometry of crystallographic
facets, remain static during the simulation, and have no interaction defined between them.
Copper–carbon interactions are then defined through an effective potential, allowing us to
model the substrate geometry.
It was important in constructing this model to select an appropriate C–C potential.
As we outlined in Chapter 2, potentials vary in complexity, parametrisation and compu-
tational cost. We had the additional complication of needing a potential which not only
models growth, but is also optimised for two dimensional structures. There was a danger of
selecting a potential which was optimised for neither. Pair potentials, such as Lennard-Jones
[54], give a generic description of inter-atomic forces and are generally well suited to large
scale simulations which prize computational efficiency. Empirical many-body potentials
such as the Tersoff [119] and Brenner [15] potentials are parametrised by fitting to either
a set of experimental measurements or to quantum mechanical calculations, and are used
when many body interactions are important. These potentials often fail to capture systems
outside the exact ones for which they were parametrised, which led to the development of
potentials derived directly from quantum mechanical principles [85].
The reactive bond order potential (REBO) [16], and its extensions [94] are good
examples of empirically fitted many-body potentials suitable for modelling carbon struc-
tures. These potentials have proved successful for studying thermodynamic properties of
bulk [30] and nano-scale [84] structures. Such empirically defined potentials have not seen
as wide an application in growth modelling, as the wide array of states sampled during
growth are unlikely to have been tested during potential development. In order to effec-
tively model growth of carbon structures, Zhou et. al. [153] recently derived an analytic
version of the empirical bond order potential (BOP) [97], parametrised towards growing
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carbon structures. They report significant advantages over the REBO style potentials in
capturing crystalline growth characteristics of graphite and graphene structures, satisfying
our condition for a potential optimised for 2D growth. As this potential has been distributed
within LAMMPS, it is an excellent choice for the abstract modelling of graphene growth
we wish to investigate. This potential also captures defect energy trends from DFT.
Generally in MD simulations of CVD on copper [153], the bulk metal is simulated
atomistically in the MD code, with copper atoms free to move and interact with other atoms
through inter-atomic potentials. In these simulations we keep the copper atoms static, dis-
able all Cu-Cu interactions and describe C-Cu interactions through Gaussian wells. This
abstract model does not try to represent the real atomic structures of low-index Cu surfaces.
A single potential well per Cu surface unit mesh represents some optimum adsorption po-
sition in each unit mesh and does reflect the overall symmetries and unit mesh sizes of the
different low index faces. The well energies are given by
E(r) =−Dexp(−Wr2) , (5.1)
where W is the inverse width of the well, and D the depth.
We arrange the copper atoms in the 2D plane according to four crystallographic
facets, Cu(100), Cu(111), Cu(110), Cu(210) with lattice spacing given in Table 5.1, gener-
ating the effective surface potentials shown in Figure 5.1. Cheaply available copper foils
with a Cu(100) structure, and the close resemblance of the geometry of Cu(111) to graphene
makes these facets obvious choices for study. We selected Cu(110) and Cu(210) to com-
pare island orientations to observations of faceting of Cu(100) to Cu(n10) observed in CVD
graphene growth [141]. Here the mismatch epitaxy was demonstrated on single crystal
(110), with two orientations observed from two coincident LEED spots. Graphene growth
via CVD has been reported with different growth rates and orientation on polycrystalline
foils [141] and DFT simulations on polycrystalline foils [83] have indicated the possibility
of facet insensitive growth. This potential selection gives us a high degree of control over
the form of the C-Cu interactions, and will allow us to investigate these findings.
The well width W was selected such that each well does not interact with that of
neighbouring copper atoms, creating an eggbox–like potential of isolated Gaussian wells.
Due to the two–dimensional nature of this study, the well depth D does not have an exact
experimental counterpart, but can be thought of as a diffusion barrier to monomers—a
monomer located in an isolated well has to overcome the barrier in order to escape the well
and diffuse on the potential. Following this interpretation of D we chose to parametrise it
from estimates of the monomer diffusion barriers between octahedral subsurface sites on
Cu(111)—calculated to be 0.55 eV in one DFT study [20], and 0.5 eV from another—rather
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Figure 5.1 The four effective substrate potentials representing crystallographic facets of a copper
lattice used in simulations presented in this chapter. Each image is a colour map of potential across
the plane, with blue areas indicating most negative potential and the labels indicating
crystallographic direction. This is not an image of the full plane, but a snapshot of the surface to
show the geometry. The arrow indicates the direction of 0 degree orientation on all surfaces, used
in the orientation calculations presented below. Horizontal crystallographic directions are marked
on each substrate.
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than from carbon adsorption energies on copper. Based on this argument, we chose a value
of D = 0.5 eV.
The lattice parameter taken was initially that of copper at room temperature, and
is shown in Table 5.1. As simulations used periodic boundary conditions and the unit cell
for each of these facets was different, the exact size of the box for each facet was slightly
different, but sizes were chosen to give as similar to each other as possible, and are shown
in Table 5.1.
Parameter Description Value
D Copper well depth 0.5 eV
H Copper well width 1.0 A˚
a Copper lattice parameter (300 K) 3.610 A˚
T Temperature 3000 K
t timestep 1 fs
tmax runtime/number of steps 3.5×107
Final fractional coverage 0.1
N Grid size (100) 516.19 A˚×516.19 A˚*
Grid size (111) 516.19 A˚×514.09 A˚*
Grid size (110) 510.52 A˚×512.62 A˚*
Grid size (210) 514.18 A˚×518.30 A˚*
Table 5.1 Default thermodynamic and kinetic parameters used in this model. Different substrates
had slightly different N in order to enforce periodic boundary conditions, which are all listed. Other
parameters are the same for all substrate potentials.
The evolution of a MD system occurs in timesteps which correspond to a real time,
in our case 1 fs steps. At the end of each timestep, conditions are applied upon the system
in the form of a thermostat, which ensures that particle velocities are selected from a certain
ensemble. As our simulations have a constant temperature, rather than a constant energy, we
select from a NVT ensemble—that is an ensemble which keeps particle number, volume and
temperature constant. This is equivalent to keeping our system in contact with a heat bath.
The thermostat we use is the Langevin thermostat, which subjects all particles to a random
force, and lowers their velocities with a constant friction at the end of each timestep. The
average magnitude of the friction and applied forces guarantee that the ensemble obeys the
fluctuation–dissipation theorem and thus NVT statistics. Note that temperature here is in a
statistical sense—the average system temperature is inferred from the total kinetic energy of
the system, and the thermostat ensures that this temperature is on average maintained, with
fluctuations appropriate to the size of the system. For more details of the implementation of
thermostats in LAMMPS we refer the reader to the resources provided by the creators [99],
or to one of many reference texts [66].
The protocol for simulations takes the same form as that proposed in Chapter 3,
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and similar to that of real CVD [145]. There is an initial growth phase in which an atom is
inserted every 100 fs until 12500 atoms have been inserted. This corresponds to growth to a
fractional coverage of 0.1. Atoms are inserted a distance of 5 A˚ away from any other atom,
in order to minimise change in system energy. When the fixed number of atoms have been
inserted, growth is halted and there is an annealing phase in which only atomic diffusion
takes place.
An example snapshot of islands grown on the (111) potential are shown in Figure
5.3, at 1200 K and 3000 K. Islands grown at the lower temperature are dendritic in shape,
whilst islands grown at higher temperature are compact. Observations of graphene islands
grown at different temperatures are seen to undergo a dendritic to compact transition of
shape at approximately 700 K–900 K on Cu(111) [91] and 892 K on Cu(100) [147]. This
suggests that the temperature in this abstract model does not correspond to real world tem-
peratures, but the behaviour exhibited by the graphene islands does. As we want to explore
growth in the compact regime, we run simulations at the higher temperature of 3000 K.
a)	   b)	  
Figure 5.2 Snapshots at the end of simulation for simulations run at two different temperatures,
1200 K (a) and 3000 K (b). Simulations at the higher temperature show compact islands whilst
simulations at the lower temperature show dendritic islands. Bonds are coloured according to
which of the two most commonly observed orientations they are closest to, for a more detailed
explanation of this colouring scheme see the text. With the exception of temperature, simulations
were performed according to the parameters described in Table 5.1.
In order to measure some statistics of growth reported in this chapter, we use a recur-
sive algorithm to detect clusters from a list of atomic positions reported at a given timestep t.
This is slightly more complex than the similar methods reported in previous simulations of
on-lattice growth as atoms are no longer rigidly bound to specific sites. Atoms are defined
as neighbouring if they are within 2 A˚ of each other. Neighbouring atoms are recursively
added to a list of all atoms in any given cluster, with analysis then performed on this cluster.
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We define two quantities to observe during growth:
1. F(t), the fraction of atoms in carbon islands containing more than 50 atoms
2. N(t), the number of carbon islands containing more than 50 atoms, per simulation.
5.3 Results and discussion
Altering the symmetry of the effective substrate potential has a substantial effect on island
growth rates and epitaxy, but the qualitative features of growth are similar for all potentials.
For typical examples of growth on each potential we refer the reader to the supplementary
videos for this chapter described in Appendix A, which plot the C–C bonds as the simulation
evolves. We observed two principle orientations of island relative to the θ = 0 direction
in Figure 5.1, with C–C bonds aligned along (−pi/3,0,pi/3) or (−pi/2,−pi/6,pi/6). We
discuss these orientations in greater detail later in the chapter, but mention this observation
here to explain the colour scheme used in the videos and snapshots presented in this chapter.
Bonds are coloured according to which of these orientation they are most closely aligned
with: if they are aligned within pi/12 of the peaks in the first orientation—or are in the range
[−5pi/12,−3pi/12], [−pi/12,pi/12] or [3pi/12,5pi/12] —they are coloured red; if they are
closer to the second orientation, they are coloured blue.
Snapshots of the graphene islands at the end of the simulation are shown in Fig-
ure 5.3. Islands are roughly circular or hexagonal in shape, with graphene islands favour-
ing a zigzag termination and a preference for 120◦ corners. Graphene islands grown on
copper have been observed with four-lobed, dendritic or hexagonal morphologies [110],
with different morphologies linked to a variation of experimental growth conditions [128].
Graphene islands which nucleate at separate locations and merge to form larger islands de-
viate more strongly from this circular morphology, and have less regular shape, such as
the one displayed in Figure 5.4 and Video 5.5. This is similar to the islands formed from
simulations without roughness in Chapter 3, and is qualitatively similar to STM images of
islands grown via CVD on polished copper [76]. We also observe a line of 5–7 defective
rings along the grain boundary, which is similar to experimentally observed grain bound-
aries [49]. Very regular hexagonal islands have been observed in CVD of graphene on liquid
Cu [39], and the absence of possible healing mechanisms such as a surface roughness as
reported in Chapter 3 or in more detailed simulations [68] likely account for this difference.
We observe three stages of island formation in these simulations:
1. Saturation or induction. Carbon atoms are inserted into the system until they reach a
critical saturation.
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b) (100)a) (111)
c) (110) d) (210)
Figure 5.3 Snapshots of C–C bonds at the end of growth and annealing for the four effective
substrate potentials, as labelled. Bonds are coloured according to which of the two most commonly
observed orientations they are closest to, for a more detailed explanation of this colouring scheme
see the text. Simulations were performed according to the parameters described in Table 5.1.
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Figure 5.4 A boundary between two clusters which meet during growth, from a simulation on the
(100) effective potential. Bonds are coloured according to which of the two most commonly
observed orientations they are closest to, for a more detailed explanation of this colouring scheme
see the text. Simulations were performed according to the parameters described in Table 5.1.
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2. Nucleation. When a certain concentration of carbon atoms is reached (which is dif-
ferent on each potential), islands begin to form.
3. Island growth. After the initial islands have nucleated, they slowly absorb the re-
maining small carbon islands in the system, forming larger islands.
These stages are clearly visible in the videos of growth described in Appendix A, and also
in the time dependent population of island sizes in Figure 5.5. This figure shows an initial
growth of small islands between one and five carbon atoms on the (100) effective potential,
which drops off when nucleation begins, at around 0.5 ns. The larger islands then nucleate
and grow until the end of nucleation, at around 1.5 ns, after which the number of large
islands remains the same, but the population of other species slowly diminishes as they are
absorbed into the larger clusters.
As seen in the videos, clusters are clearly highly mobile during the simulation, with
clusters of substantial size diffusing and rotating during growth. Larger islands appear to
move less, and to be fixed to a single orientation, indicating a higher degree of epitaxy
with the surface. Whilst these larger islands contribute to carbon transport, the most mobile
elements of the surface are the monomers and small clusters. The population of dimers is
two orders of magnitude higher than any other island size in Figure 5.5, with monomers
joining other islands almost immediately after being added to the system.
In DFT simulations of early stage graphene growth, dimers have been reported as
more stable than monomers [36], and as having a far greater rate of formation and migration
compared to other carbon fragments [104]. In essence, this demonstrates that the cost of
breaking a carbon dimer is higher than the cost of migration. This is commensurate with
STM imaging of low–temperature CVD of early stage graphene growth, which indicates
the large dimer population [92]. Carbon dimers have also been identified as the dominant
feedstock to graphene growth [147], due to their strong bond strength and faster mobil-
ity. We expand this discussion of the importance of dimers in these simulations with the
calculation of diffusion rates later in this chapter.
The scale and scope of the simulations we present here are different to previous MD
simulations of graphene growth. MD simulations have been used to identify active surface
species in early stage island formation for graphene grown on copper [152] and nickel [81].
Studies such as these simulate the substrate as a bulk of material rather than a 2D material
with a geometric potential. This tends to limit them to exploring systems containing 100s
of carbon atoms on a ps timescale, whilst the approach presented here simulates 10000s of
carbon atoms on a ns timescale.
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Figure 5.5 Counts of different island sizes for simulations on (100), over the entire simulation
timescale. Note the dimer population count is substantially higher than the other island sizes, and is
plotted on a separate scale. The growth phase finishes at 1.25 ns, after which no more carbon atoms
are added to the system and it is left to anneal. Behaviour was similar in simulations performed on
the other effective surface potentials, exhibiting the same characteristic features. Statistics were
obtained from 5 simulations; the lines are guides to the eye and error bars are omitted for ease of
visualisation.
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5.3.1 Island orientation
One of the main aims of introducing a geometric potential is to investigate the orientation of
clusters on different facets. We define the angle from the y axis, θ , and use this to measure
all angles in the simulations. This direction is marked in Figure 5.1. The distribution of
θ for the four different effective substrate potentials is shown in Figure 5.6. As for some
of the substrates this contains a high level of background noise due to the relatively high
population of dimers, the distribution of angles for bonds in an island containing more
than 50 atoms is also shown. The threefold symmetry of graphene gives the bond angle
distribution three peaks for a single orientation.
We observe a single orientation on (111) and (210), and two orientations separated
by pi/3 on (100). The distribution on (110) is centred around a single wide peak, with
a wider and less regular form than that of the other three potentials. On (111), (100) and
(210), the peaks can be fitted with a Gaussian curve with full width half maximum (FWHM)
0.181(1), 0.260(4) and 0.186(2) respectively. A Gaussian curve does not fit the orientation
distribution from (110) well, and in order to determine the reasons behind this broader peak
we employ the following method.
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Figure 5.6 Angular distributions of bonds on the four different facets taken at the end of
simulation. The blue lines show the angular distribution of all bonds and the green lines show the
angular distribution of bonds connected to carbon atoms which have three bonds, thus excluding
edges. On (111), (100) and (210), the peaks can be fitted with a Gaussian curve with full width half
maximum (FWHM) 0.181(1), 0.260(4) and 0.186(2) respectively.
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Firstly, we removed the threefold symmetry of θ by mapping the regions of θ space
[−pi/2,−pi/6], [−pi/6,pi/6] and [pi/6,pi/2] onto a variable ψ with domain [0,pi/3]. The
wide peak in the bond angle distribution observed three times in Figure 5.6 is then reduced
to a single wide peak in ψ space. Secondly, we recalculate bond angles per cluster, giving
us a set of bond angle distributions per cluster Pi(ψ). Thirdly, we find the mean of each
of these distributions, and divide the set of Pi(ψ) into two sets, one with mean > pi/3 and
one with mean < pi/3, and find their average distributions. We plot these two distributions
in Figure 5.7, and observe that the wide curve seen in Figure 5.6 is actually two curves
with the same FWHM 0.128(2), similar to that observed on (111) and (210). The peaks of
these two orientations are separated by 10.8◦. Whilst this is more complicated than simply
computing the average of each cluster’s orientation, it allows for excellent statistics on the
resulting distributions of bond angle in Figure 5.7.
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Figure 5.7 Angular distributions of C–C bonds from simulations on the (110) effective substrate
potential. The angular distributions in θ seen in Figure 5.6 are reduced onto a domain ψ covering
[0,pi/3], effectively removing the threefold symmetry of graphene. Plotted are the probability
distribution of all clusters with mean < pi/3 and > pi/3. The separation between the two peaks is
10.8◦. Simulations are performed using the parameters in Table 5.1, and averaged over 5
simulations, for statistics on between 50 and 100 islands.
These results make sense geometrically; (111) has a good lattice match with graphene,
as does (210) and (100), with the two peaks seen in the (100) simulations from the sym-
metry of (100). On (110), there is a mismatch between the graphene and the substrate
lattice, leading to a misalignment of the graphene with the substrate potential. Experi-
mentally, graphene has been widely observed to grow with a single orientation on Cu(111)
[145, 141, 50]. Growth reported on Cu(100) is more complicated, with observation of a
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feedback effect restructuring the copper lattice underneath the graphene islands to Cu(n10)
[141]. In our simulations we observe a broader peak in the distribution on (100) which
could indicate a more complex behaviour, but as the single orientation islands observed in
videos and snapshots of growth show two main orientations, this broad peak is most likely
due to the increase in multi–orientation islands, and the higher density of defects that comes
with it.
The two orientations expected from a common periodicity which we observe on
(110) are also observed experimentally [141] from LEED patterns of graphene grown on
single crystal Cu(110), with the same deviation of 10.8◦. As this model has no mechanism
for the copper surface to change during a simulation, there is no way it could capture the
feedback effect. Effective comparison to Cu(210) is challenging as a heated copper single
crystal of this orientation would most likely restructure to a lower index facet at high tem-
perature. Aside from this complication with (210), and the complex behaviour for (100), the
growth on each crystallographic facet is accurately represented. Representative examples
of defect free regions of graphene islands occupying the principle orientations discussed in
this section are shown in Figure 5.8. Note that the bond distortion is visible, unlike in DFT
simulations [20], and that the graphene island grown on (110) has a slight tilt.
5.3.2 Growth statistics
One of the main advantages of this style of modelling is the ability to observe growth
statistics on the different effective substrate potentials over a long timescale, and with a
greater level of detail than would be possible to observe experimentally. Already in this
chapter we have discussed the population of small islands in Figure 5.5, and we now discuss
the evolution of the fractional area F(t) and island number N(t), in Figure 5.9. Both of these
quantities follow the same growth stages described above: a saturation stage where no large
islands form, a period of rapid growth where islands nucleate and grow, and a slowing down
of growth in the latter stages of the simulation. This three stage growth process leads to a
sigmoidal ’S’ shape growth function.
A growth model with a sigmoidal growth curve recently applied to data from graphene
growth on copper [18] is the Gompertz curve, which has a history of application in generic
growth models [142] and biological models of cell growth [73]. In this context, the island
area enlargement rate is assumed to be proportional to the island area A, and an exponential
decay
dA
dt
∝ Ae−kt . (5.2)
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(100)	 (111)	
(210)	
(110)	
Figure 5.8 Examples of graphene island orientation and atomic position on top of the surface
potential. Shown are: a) (100), b) (111), c) (110) and d) (210). The potential underneath the
graphene follows the same convention as in Figure 5.1. Note the slight tilt on (110), and observable
bond distortion.
68
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
t (ns)
0.0
0.2
0.4
0.6
0.8
1.0
F
(t
)
a)
Gompertz Fn Fit
100
111
110
210
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5
t (ns)
0
5
10
15
20
25
N
(t
)
b)
100
111
110
210
Figure 5.9 Comparative statistics on the growth of graphene clusters on the different surfaces.
Pictured are a) the fraction of carbon atoms in clusters greater than 50, F(t), including a fit from a
Gompertz curve with parameters in Table 5.2, and b) the total number of clusters greater than 50
atoms per simulation, N(t). Monomer insertion ceases after 1.25 ns. All statistics were obtained
from 5 simulations with parameters in Table 5.1
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This leads to a Gompertz type curve for the area of an island
A(t) = Amax exp
{
−exp
[
eµm
Amax
(t−λ )+1
]}
, (5.3)
where e is the base of the natural logarithm, and the fitting parameters have interpretation
with Amax as the maximum possible flake size at infinite time, λ the time lag and µm the
maximum growth rate. This fit is applied to the data we obtained for the fractional area
F(t); we observed excellent agreement with the fitting parameters given in Table 5.2, and a
R2 > 0.97 throughout. The agreement of our data with this model indicates the assumptions
about island area are correct: the two factors determining the rate of growth of islands are
the size of island and the amount of feedstock remaining, which decreases exponentially
over time as the carbon is absorbed by islands. As this has been used to model observations
of experimental island size of graphene on copper [18], our model has agreement with
experimental island growth. What is remarkable, however, is the difference in scale. The
island sizes involved in the use of this growth curve in an experimental context are grown
in minutes on the scale of µm, whilst the islands here are grown in ns on the scale of nm.
This difference in scale points towards behavioural similarities of islands of different sizes.
We observe a different evolution of A(t) and N(t) on the different effective substrate
potentials, but this difference is most pronounced between the isotropic potentials, (100)
and (111) and the anisotropic ones (110) and (210). Nucleation begins at an earlier time
on the isotropic potentials than the anisotropic, and the eventual number of islands which
nucleate is higher. The sigmoidal shape of A(t) is observed on all four potentials, with a
Gompertz type trajectory fitting the data with different fitting parameters given in Table 5.2.
This suggests that despite the differences in nucleation density, the growth follows the same
characteristic features on all four potentials. We also report A(t) is marginally higher for all
t on the (111) potential than the (100).
Substrate Amax λ (ns) µm (ns−1)
(100) 0.88(1) 0.50(2) 1.20(3)
(111) 0.82(1) 0.44(1) 1.25(2)
(110) 0.65(2) 0.20(1) 1.77(2)
(210) 0.60(3) 0.16(1) 1.72(3)
Table 5.2 Fitting parameters for the four Gompertz type curves in Figure 5.9. Note Amax is the
fractional area and is thus dimensionless.
Different nucleation rates on polycrystalline foils have been reported for graphene
grown on platinum [137], with incubation times before islands nucleate between 90 s and
2500 s. The authors link these findings to facet–dependent precursor dissosciation rates, and
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differences in carbon diffusion. In this model we do not account for precursor dissosciation
rates; in reality, carbon added to a system via CVD is added via some hydrocarbon precur-
sor, which needs to be broken down in some way in order to add carbon to the surface. As
we still observe different incubation times on different effective substrate potentials, we can
confirm the importance of facet–dependent carbon diffusion rates.
On copper, growth on Cu(111) has been reported as faster than growth on other
facets [141, 50, 145] which is in agreement with the observation that on the (111) effective
substrate potential growth is indeed faster, although only marginally in this study. Higher
index copper substrates are linked to growth faster than on Cu(100), and with more compact
island morphologies [145] which are not replicated in this modelling. In the remainder of
this chapter we discuss some reasons for these different growth rates in our model, and
potential reasons for the discrepancy between ours and experimental findings.
5.3.3 Diffusion
Monomer diffusion rates were calculated from the trajectories of single particles inserted at
a random location on each effective substrate potential. The particle displacement in x and y
directions is recorded from the starting location over time, and the diffusion coefficients are
obtained from the gradient of the variation of this position with time, averaged over 1000
simulations. The diffusion matrix
D =
(
Dxx Dxy
Dyx Dyy
)
(5.4)
was thus determined, with the coefficients Dxx, Dyy and Dxy calculated from the correlations
between relevant positions. The total diffusion rate D is the trace of this matrix. Dimer
diffusion rates were calculated using the same method with the following exceptions. When
initialised, the dimers had a random orientation as well as random position, separated by
the C–C bond length of 154 pm. The distance from this starting location was determined
from the dimer centre of mass. Due to the speed of these simulations, the statistics on
the diffusion coefficients calculated are good, with deviations typically only in the third
significant figures. This allows us to estimate the diffusion coefficients of carbon atoms on
the effective substrate potentials to a high degree of accuracy.
The diffusion coefficients for monomers and dimers on the four effective substrate
potentials are shown in table 5.3. Monomer diffusion coefficients are similar across all
effective substrate potentials, with the (111) surface having a slightly higher monomer dif-
fusion rate. A difference in Dxx and Dyy indicates diffusion which is anisotropic, with parti-
cles preferring to diffuse in a certain direction. Monomer diffusion coefficients are slightly
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anisotropic on (100), (111) and (210), and more significantly so on (110).
Substrate Monomer
Dxx Dxy Dyy Tr(D)
(100) 2.74(1) 1.9(1)×10−4 2.69(1) 5.44(2)
(111) 3.12(2) 7.2(2)×10−2 2.70(2) 5.85(4)
(110) 3.13(2) −0.18(1) 2.36(1) 5.50(2)
(210) 2.59(1) −0.39(1) 2.83(1) 5.42(2)
Dimer
Dxx Dxy Dyy Tr(D)
(100) 1.52(1) 0.12(1) 1.56(1) 3.07(1)
(111) 1.52(1) 0.12(1) 1.67(1) 3.20(2)
(110) 1.81(1) 0.13(1) 0.85(1) 2.66(1)
(210) 1.13(1) −0.16(1) 1.02(1) 2.15(1)
Table 5.3 Monomer and dimer diffusion coefficients on the four different substrate potentials,
calculated from the gradient of correlations between x and y positions as described in the text. All
values have units 10−10m2s−1 , and errors were estimated from the residuals of the numeric fit of
the gradient.
The dimer diffusion coefficients were all lower than the monomer diffusion coeffi-
cients reported on each substrate. They were also more varied across the different effective
substrate potentials than the monomer values, with dimer diffusion coefficients on (110)
and (210) significantly lower than on (111) and (100). The dimer diffusion coefficient for
(111) was again reported to be the highest. Dimer diffusion coefficients on (100), (111)
and (210) were close to isotropic, with only a slight preference for a given direction shown.
Dimer diffusion on (110) was the most anisotropic of any of the coefficients, with the Dxx
coefficient almost double the Dyy. The cross terms Dxy, which determine the linearity of dif-
fusion, were at least an order of magnitude lower than Dxx and Dyy on all effective substrate
potentials, indicating all diffusion we report is linear.
Dimer diffusion rates have been reported as comparable [147] in a comprehensive
theoretical study of dimer kinetics on Cu(100) and Cu(111), or greater [104, 20] in DFT,
to monomer diffusion rates. Whilst our effective substrate potentials produce lower dimer
diffusion coefficients, we still saw that a substantial proportion of the carbon islands were
dimers in Figure 5.5. In a rate equation model of graphene growth based on attachment
and diffusion barriers [147], dimers were reportedly one or two orders of magnitude more
frequent than trimers or monomers respectively, which is similar to the results shown in
Figure 5.5.
The mechanism by which the monomers and dimers diffuse is further explored in a
supplementary video of a monomer and a dimer diffusing on a (100) substrate, Video 5.6.
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Atomic trajectories were obtained in independent simulations, but are plotted together; the
monomer and dimer are diffusing completely independently in this video. The monomer
gets trapped in individual wells, only moving across the substrate when it escapes the well
in which it is trapped. When it does escape the well, it does not necessarily diffuse to near
neighbour wells, and frequently hops to a well several lattice sites away from the one it just
escaped. Monomers are reported as stable in octahedral sites on Cu(111) [147, 104], with
mobility between sites high. The long range monomer diffusion exhibited in this model
leads to a low late time monomer density.
The dimer diffusion generally moves between near neighbour wells, one atom al-
ways seeking to be at the bottom of the well. The bond flexes, and the atom not located
in a well can relocate to a nearby well. There is far less long–range hopping than exhib-
ited by the monomer, and this behaviour is qualitatively similar to that reported in DFT
studies [104]. The lower dimer diffusion coefficients reported on (110) and (210) could be
attributed to the lowered probability of the free atom of the dimer pair reaching another well
due to the lower density of wells on these substrates.
The detailed first principles studies of small island behaviour we have discussed
in this section [104, 147, 20] focus on Cu(111) and Cu(100), the former due to the struc-
tural geometry similar to graphene and the latter due to its easy availability in cheap copper
foils. In this work we have also simulated effective surface potentials based on Cu(110) and
Cu(210). These two surfaces, visualised in Figure 5.1 are different to Cu(111) and Cu(100)
in two key ways: they have a lower density of copper wells, with a greater separation be-
tween wells and they are not isotropic. The anisotropy of the surface potentials is reflected
in the increased anisotropy in the diffusion coefficients, although (110) sees this effect far
more than (210). We also saw different statistics of growth on the isotropic surfaces to the
anisotropic, as reported earlier in this chapter in Figures 5.9. The isotropic surfaces had
more graphene islands nucleate than the anisotropic, and reported a correspondingly higher
fraction of the carbon atoms in large islands, A(t).
5.3.4 Flake strain energy
Our model has two inter-atomic potentials which contribute to the stability of graphene
islands: a C–C potential and a C–Cu potential. Using the BOP C–C potential in the absence
of the C–Cu potential, a graphene island would form a perfectly hexagonal planar structure
[153]. In order to locate carbon atoms at the bottom of the wells in the C–Cu potential, this
hexagonal structure will likely be distorted or strained in the course of a simulation on a
substrate. In order to investigate this strain, we estimate these two contributions to the total
energy of an island.
The LAMMPS code has a built–in quenching mechanism in the minimise com-
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mand. This command perturbs atoms locally as the temperature is lowered, causing each
atom to seek its local minimum. Each island consisting of more than 50 atoms at the end of
the simulation time is isolated onto its own potential grid. For each isolated island, we then
obtain three total systems corresponding to the three situations shown in Figure 5.10. The
first energy, E1 is the energy of an island after quenching is performed on the original sub-
strate. The substrate potential is then deactivated, with the well depth D set to 0, after which
the system energy is recalculated to give a second energy E2. The third and final system
energy E3 is then obtained by quenching this flake in the absence of a C–Cu potential.
a)	E1	 b)	E2	 c)	E3	
Figure 5.10 Diagram representing the state of a flake for calculations of the three energies used to
calculate the strain energy EP and the distortion energy ED. Panel a) shows an island quenched after
simulation on a substrate potential with system energy E1, b) shows this island after the potential is
removed for the calculation of E2, and c) the flake after it is quenched without the potential for
energy E3. Bond distortions are exaggerated for effect and do not represent real atomic positions.
For an island of size S, we calculate the substrate binding energy as the energy gain
per atom from the effective potential EP, and strain energy per atom ES. The substrate
binding energy EP is defined as the energy gained by an island from the C–Cu interactions
compared with a flake in the absence of potential
EP =
1
S
(E1−E2) . (5.5)
The strain energy ES is defined as the energy difference between a quenched island without
a potential, and the energy from the atomic positions also without a potential,
ES =
1
S
(E3−E2) . (5.6)
The two energies EP and ES allow us to estimate the extent to which a carbon island strains
its C–C bonds, and the gain in energy it receives for favourably orienting on the effective
substrate potential for the four different facets we investigate.
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Substrate ES (eV) EP (eV)
(100) −0.012(1) 0.40(3)
(111) −0.012(1) 0.45(5)
(110) −0.011(1) 0.28(3)
(210) −0.012(2) 0.17(1)
Table 5.4 The strain and substrate binding energies ES and EP for the four surfaces, given per atom.
Standard error on the final decimal place in brackets.
The values of EP and ES are shown for the four effective substrate potentials in
Table 5.4. The strain energies of islands on different substrates differ by less than their
standard errors and are much smaller than their substrate binding energies. The substrate
binding energies on (111) and (100) are of similar magnitude and are higher than the binding
energies of (110) and (210). It is surprising that the binding energy of (110) is lower given
the epitaxial match reported in at least one direction for graphene on Cu(110) [141].
5.4 Limitations
The 2D model of graphene growth we have introduced in this chapter has replicated as-
pects of graphene growth on polycrystalline films. Notably we have reproduced the form
of graphene area evolution with a Gompertz trajectory [18], and offered insight into the
connection between dimer diffusion and nucleation rates on different substrates. The repro-
duction of realistic graphene structures and orientations must in large part be attributed to
the modern potential we have used in this model, which has successfully modelled a system
far outside its original conception and parametrisation. The simplistic effective potential we
have reproduced has oriented graphene islands in a fashion consistent with most experimen-
tal observations. However, this 2D model of growth does not aim to—and cannot—capture
all aspects of a real system.
Real substrates are never exactly planar, with atomic steps and small terraces [141].
The presence of step edges and terraces as nucleation sites for graphene has been linked to
higher nucleation rates [137, 135]. Whilst it would be possible to incorporate some step
modification to our effective substrate potential, at present this model does not capture this
behaviour. On cooling after growth, graphene may wrinkle due to the thermal contraction
of the copper lattice and graphene lattice occurring at different rates [69]. Wrinkling or
rumpling effects are by nature three dimensional, and cannot be captured in this model.
Small islands have also been reported to form domed structures [36, 133] whilst bonding
to the substrate along the edges, indicating that there are some aspects of nucleation which
this model cannot capture.
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In Chapter 3 we noted that substrate roughness was a possible route to island cleav-
ing, defect healing and eventually further growth through destabilisation of islands due to
local roughness. No such mechanism exists in this model, and the lack of this and similar
mechanisms prevents the islands in these simulations from growing to larger sizes. The
static potential does not capture the nearly molten copper surface, which sublimates during
a typical CVD growth run.
5.5 Conclusion and outlook
In this chapter we have introduced a 2D MD model of growth on effective substrate poten-
tials, using a realistic bond order potential optimised for growing carbon structures. Moti-
vated by observations of different orientations and growth rates on different crystallographic
facets [141, 137], we have performed simulations on four different crystallographic facets,
with geometry taken from copper lattices, Cu(111), Cu(100), Cu(110) and Cu(210). We
have reported orientations on each facet consistent with that expected by lattice matching
and experimental observations [141]. We have investigated growth on each facet, reporting
a higher growth rate on Cu(111), and significantly lower growth rates on the anisotropic
(110) and (210). We have discussed the reasons behind these reduced growth rates, in
particular investigating monomer and dimer diffusion, and flake strain energy.
Whilst this style of modelling cannot capture all realistic CVD growth conditions,
it has reported excellent agreement with experimental observations of graphene orientation
and growth on different crystallographic facets [141, 50, 145]. This style of modelling,
using realistic carbon potentials with manually configured substrate potentials, has allowed
us to investigate a system on a far greater scale than is typically seen in DFT simulations,
and with a far higher level of atomic detail than is typically seen in kMC or more coarse
grained methods—and reproduce the strengths of both.
Looking forward, the potential for this novel modelling technique is significant.
More realistic substrate potentials could be explored, incorporating lower than first layer
substrate geometry. A mechanism for feedback between the two layers could be introduced
such as static or dynamic surface roughness, similar to that in Chapter 3. The effects of
temperature, carbon insertion rate, C–Cu interaction strength and fractional coverage could
be further investigated, which would allow for better mapping to different experimental pro-
tocol. Epitaxial mismatch could be further investigated by changing the lattice separation
in the effective potentials.
Perhaps the most exciting extension is the ability to stitch together each of the differ-
ent facets discussed in this chapter, with some manually defined interface between different
regions of the substrate potential. The introduction of such systematic defects, combined
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with the realistic and experimentally justified graphene formation dynamics discussed in
this chapter, would for the first time allow realistic simulation of graphene growth on a
polycrystalline foil.
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Chapter 6
Cluster moves in lattice Monte Carlo
simulations
6.1 Introduction
So far in this thesis, we have discussed two different approaches to modelling graphene
growth which have focused on different aspects of the process. The MC code in Chapter 3
modelled graphene growth on a fixed sheet of pre-defined possible atomic positions, with
substrate–graphene interactions via a random site by site roughness energy. By introducing
near neighbour moves in this roughness energy, we modelled a dynamic substrate which we
argued introduced a temperature–induced mechanism of island size enhancement.
By contrast, in Chapter 5 we presented an off–lattice molecular dynamics (MD)
model graphene growth utilising a recently developed inter-atomic carbon bond order po-
tential optimised for growing carbon structures, with substrate interactions defined by a
geometric effective substrate potential. Unlike the fixed lattice modelling, this allowed for
free formation of clusters in 2D space, and we presented results on island orientation and
growth rate on the different facets of the effective substrate potential. We observed kinetic
behaviour qualitatively different to that in the MC code. Island nucleation was less frequent,
and a significant fraction of the carbon was mobilised in dimers moving across the substrate
potential. The videos of growth showed that clusters had a high level of mobility, diffusing
and rotating in 2D space. We also observed that the largest clusters tended to stay in a fixed
orientation, with less rotation and diffusion.
The importance of cluster kinetics was shown in modelling of gold nanoparticle
formation on graphene [10] where islands were modelled as circles, allowing new atoms on
the surface to adhere to existing circular islands. These islands were allowed to diffuse up
to a maximum size, after which they formed hemispherical islands. These cluster kinetics
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were found to reproduce experimental double peaked ISDs [96]. Low temperature scanning
tunnelling microscopy performed in situ for graphene grown on Cu(111) with CVD reported
the importance of small clusters as intermediates to graphene islands [133], and as possible
precursors for growth defects [92]. Modelling of early stage CVD growth with DFT [36]
demonstrates the importance of different cluster morphology in early stages of graphene
growth, and indicates that understanding the mechanisms of these early stage clusters is
key to understanding the growth process itself.
MC modelling is appealing due to its low computational demands. The MC code
used in Chapters 3 and 4 was parallelised using the standard and portable Message pass-
ing system (MPI). A single simulation from the model in Chapter 3 would take around
10 minutes real time on 8 processors, whilst the more intensive work involved in the MD
modelling made an equivalent simulation from Chapter 5 take around 2 days, also on 8
processors. Incorporating realistic cluster kinetics into an MC model could lead to more ac-
curate studies, and a better understanding of the importance of such mechanisms to surface
growth. Incorporating physically meaningful cluster movement into such code presents an
additional challenge we explore in this chapter.
Virtual move Monte Carlo (VMMC) is a cluster moving algorithm developed for
systems of strongly attracting colloidal particles [139]. This algorithm has been hailed as
powerful due to its inclusion of cluster cleaving—and thus the preservation of detailed bal-
ance. It has been refined [107, 106] for translation and rotational moves, as well as pairwise
interactions, and seen implementation in models of self assembly and growth [138]. The
original authors of the VMMC anticipated such an algorithm being particularly appropriate
for systems of strongly attracting particles, such as lattice based modelling, even whilst the
algorithm itself was designed for off-lattice systems. One such on–lattice implementation
of VMMC has been used to study phase separation in a lattice gas [43]. This implementa-
tion considers the importance of parametrising VMMC for lattice simulations with a view
to preserving ergodicity and time reversibility. Note that when we discuss cluster moves,
we refer to the diffusion of a cluster rather than the better known spin–cluster updates using
an algorithm such as that proposed by Swendsen and Wang [134].
This chapter describes the parallel implementation of domain decomposed lattice
gas simulations with diffusion and cluster diffusion described by the VMMC algorithm in
code written in C with MPI. Firstly, in the methods section we discuss construction of a
domain decomposed Ising–like lattice MC model of growth. We then extend this model
to incorporate near neighbour diffusion moves, and finally introduce the full cluster mov-
ing algorithm. In Chapters 3 and 4, we described Ising–like models of growth with local
diffusion and an additional roughness and field lattice respectively. The SL algorithm with
diffusion, Algorithm 2 was the basis how the code for these chapters was constructed, and
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we discuss alterations to the discuss algorithm which were necessary for these models. We
test the performance of this code in the efficiency and speedup section presenting perfor-
mance information across different system sizes and processor counts.
Finally, we implement the cluster moving algorithm in simulations of graphene
growth similar to those in Chapter 3. We observe the effect of increasing the proportion of
cluster moves, and identify the typical cluster sizes moved by the algorithm. We use insights
obtained from this modelling to discuss the importance of cluster movement in simulations
of graphene growth.
6.2 Methods
6.2.1 Domain decomposition in Monte Carlo simulations
Domain decomposition is a computational method for modelling physical processes over
space. In problems with a spatial element, the principle is to split the entire simulation re-
gion into domains, and pass those domains to individual processors. Each processor stores
a local copy of the information in the outermost layer of the neighbouring domain which
bounds its own domain on each side. We refer to this local copy as the halo region. Oper-
ations are performed independently on each domain, with processors periodically updating
the halos. During the simulation, and at its completion, data can be recalled onto the master
processor for processing and output. A large spatial problem can thus be transformed into
several smaller problems, which enables exploration of larger system sizes than would be
possible in serial computing.
In Chapter 2, we discussed the concepts of detailed balance and ergodicity, and their
importance in MC simulations. To recap, we require our algorithm to be ergodic—that the
algorithm is designed in such a way that all points in the phase space would be sampled
in infinite time. Whilst it is impossible to prove a simulation is ergodic without running it
for infinite time, simulations which fulfil detailed balance—that is that at equilibrium each
process is equilibrated by a reverse process—can safely be assumed to be ergodic. This
gives us a requirement that each MC move in the cluster movement algorithm have a pos-
sible reverse process at equilibrium. Historically, there has been discussion of selecting an
algorithm which preserved detailed balance as well as retaining a high level of computa-
tional efficiency [75, 26]. Such algorithms have been used to simulate Ising–like systems
for a long time [7]. The domain decomposition protocol we used in this model is the syn-
chronous sublattice (SL) algorithm [114], outlined in Algorithm 1. Domains are quartered
into subdomains, which are then updated simultaneously across all processors. Provided
the halos are updated before the next subdomain update, this removes the possibility of the
same spin being updated by two different processors, or of a processor using an old spin for
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updates.
In this and subsequent algorithms described in this chapter, we utilise three MPI
routines: a gather routine (MPI_Gather), a scatter routine (MPI_Scatter) and a send
receive routine (MPI_Sendrcv). The gather routine is an all-to-one operation where all
processors send a chunk of information to a root, or master processor. Its inverse is the
scatter operation, which breaks up a large piece of information into several smaller pieces,
which are distributed across the network of processors. These routines distribute the infor-
mation across the processors using a tree–like hierarchy rather than having a direct commu-
nication from each processor to the root. This reduces the number of communications—a
typical bottleneck in speed. The send receive routine is a processor–to–processor routine,
in which every processor in the grid posts a message for a certain neighbour (say the right
neighbour), then waits to receive the same information from its neighbour which just sent
it (the left neighbour). For more information on these routines, or any other aspect of the
MPI system, we refer the reader to the MPI standard [44].
Algorithm 1 Synchronous Sublattice (SL) algorithm
1: Initialisation:
2: Send domains to processors MPI_Scatter
3: Divide domains into subdomains
4: Get halos from neighbours MPI_Sendrcv
5:
6: for t < T do
7: for Each subdomain do
8: Perform MC moves
9: Exchange halos MPI_Sendrcv
10: if t%100 == 0 then
11: Gather to master processor MPI_Gather
12: Output statistics (t/100)
The coloured subdomains in Figure 6.1 shows how the SL algorithm operates. The
blue subdomains on each domain are the subdomains which are currently being operated on.
The red squares represent the neighbouring subdomain of the active subdomain in domain
1, in periodic boundary conditions. None of the red subdomains are operated on at the same
time as the blue subdomain in domain 1, preventing the same region being updated at the
same time. Halos can be exchanged before the active subdomain changes.
In this first implementation of a domain decomposed system, we consider an Ising–
like model of growth; there is no atomic diffusion, only particle insertion and removal. As
we take only first near neighbour contributions to energy calculations, the halo which needs
to be stored on each processor is the outermost row of the neighbouring domains only. We
update this halo after one sweep of the subdomain—i.e. after we have sampled a number
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Figure 6.1 Diagram demonstrating the operation of the SL algorithm. The blue squares on each
processor are updated simultaneously. The red squares which provide the halo for each blue square
are static during the updates of the blue square. This ensures adjacent squares are never updated at
the same time, preventing halo information from becoming out of date.
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of sites equal to the total number of sites in the subdomain.
6.2.2 Incorporating diffusion
In this section we describe the inclusion of Kawasaki style spin exchange [57] into the SL
algorithm described in the previous section. In the growth model we ultimately explore, this
represents particle diffusion. This presents a challenge to our previous algorithm because
there is now transport across the system which has to traverse the domain boundaries; the
halo can no longer be completely static during simulation.
With serial code the diffusion move is simple: a random site is selected, along with
a neighbouring target site. If the atomic species are different on each site, a trial swap can
be made and the Metropolis acceptance probability for the move calculated. The move is
then accepted or rejected based upon this acceptance probability.
To allow for transport in parallel, we extended the halo to two rows of atoms thick-
ness, allowing diffusion into the first row of the halo. Only sites inside the subdomain could
be selected for movement, and therefore only the first row of the halo could possibly change.
The second row of the halo remained static as before for energy calculations. The corner
element from diagonal neighbour processors becomes required for energy calculations, and
had to be updated with the remainder of the halo. The SL algorithm with diffusion and
exchange of corner elements is shown in Algorithm 2.
A diagram showing the operation of the SL algorithm with diffusion is shown in
Figure 6.2. The blue region in this image represents an active subdomain, and the red region
the halo for that subdomain. Examples of site diffusion are shown in this image, with any
move possible except where it would be a move into the second layer of the halo. This
implementation had outputs indistinguishable to serial simulations, with transport across
domain boundaries. The algorithm obeys detailed balance because of the requirement to
pick sites rather than atoms— whilst an atom exchanged into the halo could not be selected
to move back into the subdomain, the site from which it moved could be selected (along
with its halo neighbour), generating the reverse move.
One practical consideration of this algorithm is to ensure that atoms are not able
to diffuse across boundaries faster than the halos are updated. If the halos are updated too
infrequently, atomic diffusion across the boundaries would be different from that of a serial
simulation. There is necessarily however, a frequency of halo updating which does leave
the simulations indistinguishable from serial simulations, even if this is far more regularly
than is practical. The ability to construct an algorithm which only uses local processor–to–
processor communications is potentially very time saving in massively parallel simulations.
Altered versions of this algorithm were used in Chapters 3 and 4 to describe rough
simulations of graphene growth and a dynamic random field Ising model resepectively.
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Both of these models called for an additional roughness or field lattice to be used. The im-
plementation of this was to simply duplicate the MPI routines described in Algorithm 2 for
the additional field lattice. The model in Chapter 3 also called for a honeycomb lattice and
diffusion moves up to the third near neighbour. Incorporating third near neighbour diffusion
in a honeycomb lattice required extending the halo to two rows for atomic diffusion and one
for energy calculations for a total of three atom thickness. This also involved passing the
corner elements in the first two rows of the halo, rather than just the corner element from
the first row as described above.
Algorithm 2 Synchronous Sublattice algorithm with diffusion
1: Initialisation:
2: Send domains to processors MPI_Scatter
3: Divide domains into subdomains
4: Get halos MPI_Sendrcv
5: Get corner information MPI_Sendrcv
6:
7: for t < T do
8: for Each subdomain do
9: Perform MC moves with diffusion
10: Exchange halos MPI_Sendrcv
11: Exchange corners MPI_Sendrcv
12: if t%100 == 0 then
13: Gather to master processor MPI_Gather
14: Output statistics (t/100)
6.2.3 Incorporating cluster diffusion
In this section we introduce a method for implementing the SL algorithm with cluster move-
ment. The implementation of operations on a large cluster in a domain decomposed sim-
ulation presents a challenge to the previously described SL algorithm, because of the con-
sideration of how to move a cluster which spans multiple subdomains. Each processor has
no knowledge of the full spatial extent of a cluster, and so cannot a priori be moved in the
same way as in serial code.
The cluster moving algorithm we base our cluster moves on is the virtual move
Monte Carlo (VMMC), or ‘cleaving’ algorithm [139], originally developed for systems of
strongly interacting pairwise particles. It approximated collective dynamics in colloidal
systems and avoided sampling of unphysical kinetic traps. It has since been tested and
optimised [107, 106], and seen application in models of lattice gas self–assembly [43].
The VMMC algorithm is implemented as follows. Firstly, a cluster is formed by
scanning the neighbour list of a randomly selected occupied site. Atoms are recursively
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Subdomain	operated	on	
Halo	region	
Move	possible	
Move	not	possible	
Occupied	site	
Unoccupied	site	
Figure 6.2 Diagram demonstrating implementation of SL algorithm with diffusion. Atoms in the
blue region are being operated on in this cycle of MC moves, and can be selected to diffuse. Atoms
can diffuse into the halo, but cannot be selected when inside the halo as they are no longer in the
blue region. Atoms could diffuse out of the halo if an unoccupied site was selected which
neighboured the halo, which means the moves fulfil detailed balance conditions of reversibility.
Atoms in the second row of the halo are only used to obtain neighbouring energies for the moves
trialled into the first row of the halo.
added to this list with a probability less than unity, 1−exp(−λε/T ), where λ is a parameter
which determines the likelihood of cluster selection and ε is the bond strength, set to 1
in this model. Each bond between atoms is only tested once. Atoms are added up to a
maximum cluster size nmax. A lattice direction is chosen at random, and the cluster is moved
with the Metropolis acceptance probability according to the energy difference associated
with its change in location. Cluster moves which intercept other atoms are rejected, and
all alternative directions are randomly trialled until a direction which does not cause an
intercept is selected, or all directions have been trialled. The parameter λ can be chosen
between 0 and 1 whilst preserving detailed balance: a move which merges two clusters can
be reversed as not all connected atoms in an island are necessarily selected as a cluster to
be moved. We set it to 0.9 in this model, as a value closer to unity better mimics diffusive
behaviour.
In the original VMMC algorithm, after a cluster is generated, the maximum cluster
size nmax is dynamically generated from a distribution such that P(nmax > n) = 1/n2. This
gives a diffusion rate proportional to the inverse of the size of the cluster, which is consistent
with Brownian motion. As in practice this means that the largest cluster that will be moved
is of size around n = 20, we select nmax = 100 to represent the observation in Chapter 5
that larger clusters were mobile, as well as previous observations of cluster movement in
surface growth [10, 96, 36]. We justify this alteration with the comment that the movement
of a large island on a substrate is likely to be non-Brownian; the size of the island gives it
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inertia. This selection preserves detailed balance as it does not remove any possible cluster
moves, merely altering the probability with which they are selected.
1
43
2
1
43
2
Figure 6.3 Diagram demonstrating the domain rescattering algorithm. The top panel shows a
cluster which is unable to be moved by processor 2 or 4 because they possess incomplete
information about the cluster. The bottom panel shows the processor grid after scattering; the
cluster is now entirely within a single subdomain and can be moved.
Algorithm 3 Synchronous Sublattice algorithm with cluster moves
1: Initialisation:
2: Send domains to processors MPI_Scatter
3: Divide domains into subdomains
4: Get halos MPI_Sendrcv
5: Get corner information MPI_Sendrcv
6:
7: for t < T do
8: for Each subdomain do
9: Perform MC moves with cluster moves
10: Exchange halos MPI_Sendrcv
11: Exchange corner information MPI_Sendrcv
12: Gather to master processor MPI_Gather
13: Reassign domains
14: Send domains to processors MPI_Scatter
15: if t%100 == 0 then
16: Output statistics (t/100)
Methods which consider diffusion are more common in off-lattice, non spin system
MC simulations. One method used in these off-lattice models to reduce the amount of lo-
cal processor communications is to disallow diffusion out of domains, and to periodically
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reassign the domains to the processors throughout the simulation [125, 108]. By operating
on different regions of space after each reallocation, this method has transport indistin-
guishable from serial simulation, and has no known or apparent ergodicity problems. In the
previous section, we discussed the importance of regular halo updates to ensure consistency
of parallel simulations with serial ones. The method described here is another way of en-
suring consistent parallel code for diffusion simulations; by regularly updating the domain
boundaries we ensure there are no boundary effects across the grid.
In the left panel of Figure 6.3, there is a cluster which spans domains 2 and 4, and
would be rejected for movement on the basis that it was not wholly contained on a single
processor. Following the reallocation of domain boundaries, as in the right hand panel, the
cluster is now wholly contained within a single subdomain and is free to be moved. Regular
reallocation of the domains in this manner ensures all clusters are uniformly sampled for
movement.
The SL algorithm with cluster moves is described in Algorithm 3. Note that we
still have a limitation that clusters bigger than a subdomain can never be moved, and that
clusters of size similar to a subdomain will be sampled less frequently than substantially
smaller clusters as it is less likely to select domain boundaries which completely enclose
the larger cluster. However, such clusters are not relevant here firstly due to the imposition
of a maximum cluster size of 100, with typical subdomain sizes of over 4000 sites, and
secondly as we do not simulate for long enough for clusters to reach sizes similar to a
subdomain.
6.3 Testing and performance
In order to determine if parallel simulations performed using the cluster diffusion algorithm
described in this chapter produce trajectories indistinguishable from their serial counter-
parts we ran simulations of graphene growth with cluster moves and monomer diffusion in
different proportions at different grid sizes. From these simulations we computed the mean
island size for each simulation run, S¯i(t), the ensemble average island size as a function of
time, S¯(t) and the autocorrelation function of S¯, R(τ) for time gap τ
R(τ) =
E
[(
S¯i(t)− S¯(t)
)(
(S¯i(t+ τ)− S¯(t+ τ)
)]
σtσt+τ
. (6.1)
We define the probabilities of selecting an insertion, diffusion or cluster move as
pI , pD and pC respectively. Noting that these probabilities sum to 1 and that in simula-
tions of growth we expect there to be high levels of diffusion for each particle inserted and
lower diffusion probabilities for large clusters, we set the monomer diffusion attempt prob-
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ability pD = 1− pI − pC. In Figure 6.4 is plotted the mean island size in the early stages
of simulations of growth with pI = 10−5 and pC = 0.01 across different grid lengths and
processor numbers. We observe S¯(t) which appear indistinguishable between serial and
parallel simulations except on the smallest grid length simulated, N = 642, where the paral-
lel simulation deviates from its serial counterpart. At this value of N the subdomains would
only have size 162. Clusters grown in these simulations are moved up to size nmax = 100,
which corresponds to moving a cluster roughly half the total size of the subdomain. We
attribute this deviation of parallel simulations on this gridsize to this similarity in size of
clusters to the subdomain, and note that when used for real growth care must be taken to
ensure nmax N/p2.
We also compute the autocorrelation function R(τ) of S¯(t) for simulations in serial
and parallel at N = 128, shown in Figure 6.5. As the time gap increases the quality of
the statistics get worse, but at low time gap τ we see very little deviation between the two
autocorrelation functions. This is a good indication of the indistinguishability of parallel
and serial simulations and is often used as such [58].
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Figure 6.4 Mean island size evolution for different processor number p and grid length N (total
particle number N2). Simulations were performed with insertion probability pI = 10−5 and cluster
move probability pC = 0.01. Time is in 100 MC sweeps. The lower grid size of N = 64 sees a
deviation of parallel and serial trajectories, as the cluster move algorithm is now selecting clusters
close to the size of a subdomain. Otherwise parallel results are indistinguishable from serial
simulations.
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In order to test the speed and performance of this algorithm, we present results
from timed simulations under two regimes across a range of grid length N (so total particle
number is N2) and processor number p. Firstly, using an implementation of Algorithm
1 with only particle insertion, equivalent to the standard Ising model. Secondly, with the
above ratios of diffusion and cluster moves. These timings, per system sweep, are presented
in Figures 6.6 and 6.7 respectively. In the first case we observe good performance with
increasing p, with continuous decreases in time taken. However, we observe substantially
longer simulations with the introduction of diffusion and cluster moves. Whilst there is an
initial decrease in simulation time with increasing p, as p increases further there is as an
increase in simulation time .
This was far from ideal, and in order to investigate the reasons behind the effect
we isolated the portion of the code performing MC moves (discussed in the test below
as moves) and the overheads incurred from processor communication (overheads). Figure
6.7 shows the time taken per sweep of the system, for the moves and the overheads. The
overheads increase with increasing p, as more processor to processor communications are
required. The moves decrease with increasing p, as the subdomain size diminishes. The
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Figure 6.5 Autocorrelation function of S¯(t), R(τ) for time lag τ . Simulations were performed with
insertion probability pI = 10−5, cluster move probability pC = 0.01 and grid length N = 128 for
one and four processors. The time lag τ is in MC sweeps. There is good agreement between the
two functions at low τ , but at higher τ there is more uncertainty in the data, and there is a
divergence between the two.
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Figure 6.6 Timings for different gridsize and processor number for a simulation of the Ising model
using the domain decomposition scheme described in Algorithm 1. Timings are obtained for
different gridsizes and processor number, as labelled. Error bars are of the order of the point size.
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Figure 6.7 Timings for different gridsize and processor number for a simulation using insertion,
diffusion and cluster moves with probabilities pI = 10−5 , pC = 0.01 and pD obtained from
subtracting these two probabilities from unity. Timings are obtained for different gridsizes and
processor number, as labelled. The time simulations take for MPI moves and MC overheads are
shown, as well as the total time per MC sweep. Different gridsizes have a different optimal number
of processors, the minimum of the total time.
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balance between these two processes leads to an optimal p at each N, which increases with
N.
In processor–to–processor communications, the biggest contributor to efficiency
and scalability is the number of communications, rather than the message size. The number
of simultaneous communications in a halo swapping method is always 4 when exchang-
ing for a single layer halo, or 8 when also exchanging corners from diagonal neighbours,
regardless of p. A naive gather and scatter operation would scale with p, but a more intel-
ligent tree–like model could reduce this to scaling with log p. We observe scaling with p in
this code, which is likely because the implementation of the scatter or gather routines is not
optimised for small p.
The brief investigation of the performance and efficiency of the parallel cluster
move algorithm in this section has shown that Algorithm 3 produces results indistinguish-
able from serial simulations, provided the size of clusters being moved does not approach
the subdomain size. We have also observed substantial decreases in simulation time going
from serial to small p processors, and note that as we increase N, the optimal number of
processors for simulations also increases.
6.4 A lattice Monte Carlo graphene growth model with cluster
moves
6.4.1 Simulation protocol
We now present results from graphene growth simulations using the cluster moving algo-
rithm described in this chapter. This work is an extension of the model described in Chapter
3, with no substrate roughness, and the inclusion of cluster moves. The Hamiltonian
H0 = ∑
〈i, j〉
ECCsis j +∑
i
δsi,0 minj
(
ECHδs j,1
)
, (6.2)
favours the stronger C–C bond over the C–H bond. The other key features of this model are
as follows:
1. The model was on a honeycomb lattice, representing the sites of a perfect graphene
sheet.
2. Each lattice site could be carbon or hydrogen, with hydrogen assumed to be in excess,
with correspondingly lower C–H than C–C energies.
3. The possible MC moves were particle insertion and diffusion to first second and third
near neighbours in near hexagons (1NN, 2NN and 3NN respectively).
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4. A chemical potential difference (µC > µH) ensured that insertion of carbon was al-
most always accepted.
5. Growth via carbon insertion up to a fixed coverage, θ , followed by an extended an-
nealing phase with no further insertion.
The simulations in this chapter introduce an additional parameter: the probability
of selecting a cluster diffusion move pC. We perform simulations at three values of pC:
pC = 0.001, pC = 0.005 and pC = 0.01. The results from Chapter 3 without cluster moves
(pC = 0) are also included for comparison.
6.4.2 Results
Snapshots from different stages of growth are shown in Figure 6.8, for pC = 0 and pC =
0.01. There are also representative videos of growth at these move attempt frequencies
included on the supplementary CD and described in Appendix A, where the pC = 0 video is
the case without surface roughness from Chapter 3, Video 3.1 and the pC = 0.01 case Video
6.1. The mean island size evolution is plotted in Figure 6.9. In this figure the simulations
which include cluster moves at any ratio have a higher mean island size, S¯ during growth.
There is a period of island size increase at the start of annealing, where small clusters are
highly mobile due to the lack of newly inserted monomers blocking cluster movement.
There is also a progressively higher final S¯ for higher pC. The inclusion of cluster moves
then results in substantially larger islands, for example at pC = 0.01, twice as large at the
end of annealing.
In Chapter 3, we introduced a dynamic scaling relation obeyed by island size distri-
butions (ISDs)
NS =
θ
S¯2
f (S/S¯), (6.3)
where NS is the unscaled ISD, θ the coverage, S¯ the average island size, and f a dimension-
less scaling function. This scaling distribution has been widely observed and investigated
in both experimental and computational works [2, 98]. The top four panels of Figure 6.10
show the unscaled ISDs, NS for the four values of pC. Notably, the ISD for θ = 0.1 increas-
ingly deviates from the standard form of ISD curve with increasing pC. The cluster moving
algorithm can move islands up to size 100, and at the end of the short annealing phase used
in these simulations there are still substantial quantities of smaller islands in the θ = 0.1
ISD. Also shown is a second run of the θ = 0.1, marked long, which is annealed for an
additional 10,000 MC sweeps. After this longer anneal this ISD has the same form as the
others. A video of growth at θ = 0.1 is included on the supplementary CD, and described
in Appendix A. The clusters move for longer than for θ = 0.3, continuing to diffuse after
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pC = 0, t = 100 pC = 0.01, t = 100
pC = 0, t = 200 pC = 0.01, t = 200
pC = 0, t = 350 pC = 0.01, t = 350
pC = 0, t = 400 pC = 0.01, t = 400
Figure 6.8 Snapshots from simulations of growth at 4 timesteps (time in 100 MC sweeps), for
cluster diffusion to atomic diffusion ratios pC = 0 and pC = 0.01. The final two snapshots shown
are from the end of the growth and annealing stage. In the pC = 0.01 snapshots there are fewer,
larger islands at all times.
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Figure 6.9 Time evolution of average island size, for four different values of the cluster diffusion to
atomic diffusion attempt ratio pC. Time is in 100 MC sweeps, and values are averaged over 20
runs. When pC > 0 there is a period of rapid growth at the beginning of the annealing phase, and
increasing pC always leads to increased island size.
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the end of growth.
The scaled form of these ISDs are plotted in the lower four panels of Figure 6.10.
The largest θ simulations notably diverge with increasing pC, demonstrating that the intro-
duction of the cluster algorithm removes the scaling behaviour in the system. Deviations
from scaling behaviour suggest a process in the growth which is not independent of scale
[52], and as the cluster behaviour introduces fixed parameters defining the size of cluster
which can be moved, the breakdown of scaling is to be expected.
6.5 Clusters, dimers and graphene growth
A notable result from the MD modelling in Chapter 5 was that a surprisingly high proportion
of carbon transport was through the movement of dimers. In multiscale modelling, dimer
movement was shown to be the dominant feeding species in epitaxial graphene growth,
due to strong bonds and comparable diffusion rates [147]. There are also likely to be large
numbers of dimers in experiment from broken down feedstock [149], although the exact
composition of early stage islands remains unknown.
The simulations of graphene growth in lattice MC simulations described in this
thesis could have two possible interpretations of dimer movement. The first interpretation
is of monomer diffusion to 2NN as a dimer move for monomers with neighbours, with the
moving atom considered to be rotated about the fixed dimer element. As all other possible
moves of a monomer in a dimer would be rejected due to the breakage of the C–C bond, the
diffusion of monomers up to 3NN could thus be considered equivalent to a dimer move. In
Chapter 3, we remarked that with only 1NN diffusion moves, only dendritic islands were
formed. With the introduction of 2NN/3NN moves came regular circular or hexagonal
islands. This change in island morphology can thus be connected to the mobility of dimers
in real growth.
The second interpretation of a dimer move is the more literal one described in this
chapter, a dimer could be moved with the cluster moving algorithm. This would in effect
be a longer range dimer move, as both atoms would move to a further site. For an isolated
dimer however, this would be a valid alternate way of moving. If a dimer in a cluster were
selected, such as that in 6.11, the movement could lead to the formation of a vacancy within
the cluster, as shown in the figure. This introduction of an unphysical process into the model
must be considered carefully, but as snapshots and movies do not reveal many vacancies in
graphene islands, we can conclude that there are sufficient mechanisms available to heal
any such defects.
Figure 6.12 shows different cluster sizes present over the simulation timescale for
pC = 0.01. In contrast to the similar figure in Chapter 5 (Figure 5.5), which showed an
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Figure 6.10 Island size distributions (ISDs), for four different cluster diffusion to atomic diffusion
attempt ratios pC, and three different coverages θ . From top to bottom, pC = 0,0.001,0.005,0.01.
The leftmost four ISDs are the unscaled average of 50 runs, and the rightmost four rescaled
according to the scaling relation described in the text. Also included when pC > 0 is a run to
coverage θ = 0.1 with an extended annealing phase, marked long.
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Figure 6.11 Diagram demonstrating the issue encountered with the cluster moving algorithm
described when effecting a dimer move in a hexagonal geometry. The movement of the highlighted
dimer would preserve number of occupied near neighbours, and would be accepted in our
algorithm. It would however create a vacancy in the cluster, which is unphysical.
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Figure 6.12 Cluster sizes present across simulation timescale, for simulations grown to coverage
θ = 0.3, with cluster diffusion to atomic diffusion ratio pC = 0.01. Cluster sizes are grouped into
appropriate categories, representing different scales of island. In early stages there is a mixture of
island sizes; in the middling stages of growth there is a significant amount of the surface in islands
between size 20 and 100; whilst by the end of the simulation all remaining islands are a size of at
least 100, the minimum cluster size moved. The y axis is the number observed at each timestep,
summed over 20 simulations.
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overwhelming majority of clusters as dimers which eventually nucleated into islands, this
simulation has a wide array of island sizes throughout. The energetics included in this
lattice MC modelling do not capture the nucleation in the MD modelling.
In DFT simulations [36], and STM of low temperature CVD growth [92] the sta-
bility of dimers relative to monomers, existence of small clusters, and form of nucleation
clusters to be important to understanding the nucleation process. Lattice based simulation
can never truly capture the full mechanism behind such processes as only a carbon 6–ring
can be formed. The observations of triangles, squares and pentagons of carbon atoms in
the STM, and of deviations from the 6-rings in medium sized clusters in DFT indicate the
importance of the incorporation of such non-hexagonal geometry. Our energetics also fail
to capture the incubation period between adding carbon to a system and nucleation, ob-
served in the MD simulations presented in chapter 5 and in real experimental procedures
[18, 137]. Implementing dimer and cluster moves in the manner described in this chapter
does nevertheless improve the accuracy and relevance of MC modelling to real graphene
growth.
6.6 Conclusion
In this chapter we have introduced a parallel algorithm for the movement of clusters in 2D
lattice MC simulations. We identified the problem involved with extending a serial cluster
movement algorithm [139, 43] to parallel code, namely that clusters which span multi-
ple processors cannot be sampled with the same probability as clusters which are entirely
contained on a single processor. We proposed and implemented a solution adapted from
off–lattice polymer simulations [125, 108] by regularly redefining the processor domains,
allowing for uniform sampling of clusters.
We applied this algorithm to simulations of graphene growth, which demonstrated
an increase in island size with increased frequency of cluster moves, and an extended pe-
riod of growth for low coverage. We also demonstrated that introducing a scale–dependent
event into the model broke down the scale–independent form of the island size distribu-
tion. Finally, we discussed the implementations of this model, and of MC modelling in
general, to real graphene growth—noting the importance of dimers and long–range carbon
moves to a regular island morphology, and the difficulties in capturing all experimental fea-
tures in simulations of graphene growth. Nevertheless, this cluster move scheme represents
state–of–the –art in lattice based MC modelling, and makes a significant contribution to
understanding systems of surface growth.
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Chapter 7
Conclusion
In this thesis we have presented results from abstract models of surface growth, aiming
to capture different aspects of real growth systems with each model. We have focussed
much of the discussion on graphene grown via CVD on a copper substrate, motivated by
a breadth of interesting results which we discussed in Chapter 2. Better understanding
of the processes governing growth is necessary for CVD-grown graphene to achieve the
outstanding properties of exfoliated graphene, such as carrier mobility, and to allow large-
area processing of graphene for device applications [110]. All of our results are predicated
on abstract rather than system-specific models, meaning that they are broadly applicable to
the increasingly important field of 2D and quasi-2D materials epitaxy [144, 40, 5].
In Chapter 3 we discussed results from MC simulations in the semi-grand canonical
ensemble in which, prompted by graphene growth on copper substrates which were nearly
molten[95] or liquid[39], we introduced a random site by site roughness energy. We kept
this energy constant, or allowed it to diffuse locally in simulations of static and dynamic
roughness. The introduction of static roughness was shown to decrease the graphene is-
land size with increasing roughness energy. The dynamic roughness, with a high decoupled
substrate temperature, led to an enhancement of graphene island size at critical roughness
energy, and we speculated that this dynamic roughness gave graphene islands a new mech-
anism for healing. We generalised this result to the RFIM, which has a rich history of
study [4, 115] in Chapter 4. By examining models of quenching we showed the generality
of the dynamic roughness effect discovered in Chapter 3. We discussed the analogue be-
tween magnetisation reversal in the RFIM and nucleation on a substrate with static defects,
showing that a more rough field or substrate resulted in faster nucleation.
We then introduced a 2D MD model in Chapter 5, which represented C–C bonds
via a recently released bond order potential optimised for growing graphene structures far
from typically parametrised geometries [153], on an effective copper substrate potential
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determined by atomic positions in copper facets. In this model we captured the epitaxy be-
tween the substrate and the graphene layer well, reproducing experimental observations of
different growth rates on different copper facets and orientations determined by the geome-
try of the substrate [145, 141]. We further investigated this system by calculating diffusion
rates and flake strain energies, connecting the lower nucleation density on lower index sub-
strates to the lower dimer diffusion rates and island energy gain from the effective substrate
potential.
Finally, following observations of mass transport through dimer diffusion in Chap-
ter 5, and observations of cluster diffusion and movement in the same chapter as well as in
DFT simulations [36, 147] and low temperature CVD [92], we introduced cluster diffusion
into the MC model outlined in Chapter 3 in Chapter 6. We discussed the implementation
of such a move scheme in scalable parallel MC simulations. We observed an increase in
island size and the breakdown of a dynamic scaling relation via the introduction of the scale
dependent cluster moves. This state of the art technical extension to our MC modelling was
a significant step towards more realistic simulation of the early stages of growth. We dis-
cussed the next steps for this work, of integrating a more complex Hamiltonian which could
take into account a wider range of C–C bond energetics.
Throughout this thesis we have discussed some of the next steps which could be
taken to improve the modelling techniques discussed here. Extensions to the model of sub-
strate roughness in Chapter 3 could incorporate a spatially correlated rough mesh, perhaps
corresponding to the potentials described in Chapter 5, with dynamically rough deviations.
Whilst it would not be possible to investigate orientation on a completely static lattice, in-
vestigation of a substrate with a good lattice match to graphene could provide insights into
growth. The cluster kinetics discussed in Chapter 6 could be introduced into the model of
roughness, along with a Hamiltonian which better represented the energetics of C–C bond-
ing. The potential application for the method outlined in Chapter 5 is significant, with the
possibility of the first simulations on large scale polycrystalline foils with realistic graphene
growth potentials.
Each of the models we have used in this thesis has been able to capture a different
aspect of growth, which has been experimentally determined as important. It is currently
impossible to have everything in any single model: bigger systems inevitably mean a trade
off in computational efficiency or detail. By selecting a single aspect of an experimental
system—roughness in Chapter 3 or geometric influence on growth in Chapter 5—we have
been able to explore the specific effects of that aspect, and offer insight into related work.
There are aspects of graphene growth which remain unaddressed by the work in this thesis
and which are hard to model with strictly 2D models, such as wrinkling [69], structural
feedback [141], copper terraces [103] and the importance of small domed islands in early
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stages of growth [36]. Nevertheless, the results in this thesis provide insight into experimen-
tal findings, elucidate the mechanisms which lead to the formation of low defect graphene
sheets and open up new avenues for computational modelling.
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Appendix A
Supplementary videos
Videos are supplied alongside this thesis, on the provided CD. These videos will eventually
be hosted in the Warwick Research Archive Portal (WRAP). Each of the four results chap-
ters have accompanying movies of representative growth, and monomer and dimer diffusion
for Chapter 5. Videos for each chapter are contained in the folders labelled on the CD, and
are labelled by chapter below, along with a brief summary of their content. Video file for-
mats are m4v and mp4, and should play on most modern video players such as QuickTime,
VLC or Windows Media Player.
Video 3.1 Filename 3.1_no-noise.mp4
Video of MC graphene growth on a substrate with no roughness. Simulation param-
eters are given in Table 3.1. Carbon atoms are added to the system until the target
coverage has been reached, after which insertion moves are no longer attempted, and
only diffusion is permitted. Note atoms are never removed from clusters, and clusters
with no dangling bonds are stable. Once all atoms are added to the system, there is
little change in island size during annealing.
Video 3.2 Filename 3.2_static.mp4
Video of MC graphene growth on a substrate with static roughness, ξ = 1.2. Simu-
lation parameters are given in Table 3.1. Carbon atoms are added to the system until
the target coverage has been reached, after which insertion moves are no longer at-
tempted, and only diffusion is permitted. The Voronoi cells surrounding each lattice
site correspond to the strength of the roughness at that site, with darker shades cor-
responding to more negative roughness energies. Note atoms diffuse until reaching
local minima and islands tend to be smaller. As the simulation progresses, diffusion
is suppressed, and islands remain small.
Video 3.3 Filename 3.3_dynamic.mp4
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Video of MC graphene growth on a substrate with dynamic roughness, ξ = 1.2, TS =
∞. Simulation parameters are given in Table 3.1. Carbon atoms are added to the
system until the target coverage has been reached, after which insertion moves are no
longer attempted, and only diffusion is permitted. The Voronoi cells surrounding each
lattice site correspond to the strength of the roughness at that site, with darker shades
corresponding to more negative roughness energies. Note islands are no longer stable
if they have no dangling bonds, with a high degree of cluster movement and cleaving
throughout the annealing phase, which leads to eventual larger island size.
Video 4.1 Filename 4.1_Ising.mp4
Video of an MC Ising model simulation of growth as quenching from above the Curie
temperature. The blue pixels correspond to down spins (−1) and the yellow to up
spins (+1). The simulation is initialised from a lattice of up and down spins selected
with equal probability at each site.
Video 4.2 Filename 4.2_rfim_xi2.0.mp4
Video of a RFIM simulation of growth as quenching from above the Curie temper-
ature with random field energy ξ = 2.0. The blue pixels correspond to down spins
(−1) and the yellow to up spins (+1). The simulation is initialised from a lattice of
up and down spins selected with equal probability at each site, and a random field
at each site selected from a uniform probability distribution of width ξ . Note that in
contrast to Video 4.1, domains are pinned at latter stages of the simulation and evolve
very slowly as domain boundaries form in local minima of the field.
Video 4.3 Filename 4.3_dynamic_rfim_xi2.0_T0.5.mp4
Video of a RFIM simulation of growth as quenching from above the Curie temper-
ature, with random field energy ξ = 2.0, substrate temperature TS = 0.5. The video
shows two lattices side by side, the left is the spin lattice, and the right is the field
lattice. The blue pixels correspond to down spins (−1) and the yellow to up spins
(+1) in the spin lattice, and blue spins to positive sites, and yellow to negative sites
in the field lattice. The simulation is initialised from a lattice of up and down spins
selected with equal probability at each site, and a random field at each site selected
from a uniform probability distribution of width ξ . In this simulation, the field lattice
and the spin lattice align together, increasing the pinning effect, but smoothing the
domain boundaries in comparison to Video 4.2.
Video 4.4 Filename 4.4_dynamic_rfim_xi2.0_T10.0.mp4
Video of a RFIM simulation of growth as quenching from above the Curie tempera-
ture with random field energy ξ = 2.0, substrate temperature TS = 10.0. The video
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shows two lattices side by side, the left is the spin lattice, and the right is the field lat-
tice. The blue pixels correspond to down spins (−1) and the yellow to up spins (+1)
in the spin lattice, and blue spins to positive sites, and yellow to negative sites in the
field lattice. The simulation is initialised from a lattice of up and down spins selected
with equal probability at each site, and a random field at each site selected from a
uniform probability distribution of width ξ . In this simulation, the field lattice and
the spin lattice do not align together, with the field lattice constantly shifting through-
out the simulation. This leads to an alignment with a single spin, and shrinking of
domains.
Video 5.1 Filename 5.1_graphene_on_CU100.mp4
Video from a simulation of graphene growth on an effective substrate potential, with
atomic positions according to copper positions in Cu(100). Copper atom positions are
not shown. Bonds are coloured according to which of the two most commonly ob-
served orientations they are closest to, for a more detailed explanation of this colour-
ing scheme see the text. Carbon atoms are inserted into the system up until a fixed
coverage, after which only atomic diffusion is permitted.
Video 5.2 Filename 5.2_graphene_on_CU111.mp4
Video from a simulation of graphene growth on an effective substrate potential, with
atomic positions according to copper positions in Cu(111). Copper atom positions are
not shown. Bonds are coloured according to which of the two most commonly ob-
served orientations they are closest to, for a more detailed explanation of this colour-
ing scheme see the text. Carbon atoms are inserted into the system up until a fixed
coverage, after which only atomic diffusion is permitted.
Video 5.3 Filename 5.3_graphene_on_CU110.mp4
Video from a simulation of graphene growth on an effective substrate potential, with
atomic positions according to copper positions in Cu(110). Copper atom positions are
not shown. Bonds are coloured according to which of the two most commonly ob-
served orientations they are closest to, for a more detailed explanation of this colour-
ing scheme see the text. Carbon atoms are inserted into the system up until a fixed
coverage, after which only atomic diffusion is permitted.
Video 5.4 Filename 5.4_graphene_on_CU210.mp4
Video from a simulation of graphene growth on an effective substrate potential, with
atomic positions according to copper positions in Cu(210). Copper atom positions are
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not shown. Bonds are coloured according to which of the two most commonly ob-
served orientations they are closest to, for a more detailed explanation of this colour-
ing scheme see the text. Carbon atoms are inserted into the system up until a fixed
coverage, after which only atomic diffusion is permitted.
Video 5.5 Filename 5.5_cluster_joining_Cu100.mp4
Video of several small clusters nucleating near each other and joining in simulations
of graphene growth on an effective Cu(100) potential. Bonds are coloured according
to which of the two most commonly observed orientations they are closest to, for a
more detailed explanation of this colouring scheme see the text. Note that boundaries
of 57 defect rings form along the join between the different orientation clusters.
Video 5.6 Filename 5.6_diffusion.mpg
Video of a dimer and a monomer diffusing on a Cu(100) effective substrate potential.
The black circles represent carbon atoms, and the period lattice of atoms behind
shows the positions of the wells in the effective substrate potential. The trajectories
for the carbon atoms are obtained from separate simulations, but are shown on the
same lattice for side-by-side comparison. Note the monomer tends to be trapped in a
particular well then undergo a long distance diffusion to a different well, whilst the
dimer tends to hop between adjacent sites.
Video 6.1 Filename 6.1_cluster_moves_p0.01_theta0.3.mp4
Video of graphene growth in a lattice Monte Carlo model, with cluster diffusion
moves selected with a probability of 0.01, grown up to a coverage of 30%. Carbon
atoms are inserted into the system until it reaches a fixed coverage, at which point
insertion moves are disabled and only diffusion is permitted. Clusters diffuse a lot in
the early stages of growth, and lead to islands reshaping in later stages of growth.
Video 6.2 Filename 6.2_cluster_moves_p0.01_theta0.1.mp4
Video of graphene growth in a lattice Monte Carlo model, with cluster diffusion
moves selected with a probability of 0.01, grown up to a coverage of 10%. Carbon
atoms are inserted into the system until it reaches a fixed coverage, at which point
insertion moves are disabled and only diffusion is permitted. Clusters diffuse a lot in
the early stages of growth, and as the cluster size at the end of the growth stage is still
lower than the maximum cluster size, continue to move during the annealing phase.
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