In this paper we investigate whether the use of a multitouch interface allows users of a supervisory control system to perform tasks more effectively than possible with a mouse-based interface. Supervisory control interfaces are an active field of research, but so far have generally utilized mouse-based interaction. Additionally, most such interfaces require a skilled operator due to their intrinsic complexity. We present an interface for controlling multiple unmanned ground vehicles that is conducive to multitouch as well as mouse-based interaction, which allows us to evaluate novice users' performance in several areas. Results suggest that a multitouch interface can be used as effectively as a mouse-based interface for certain tasks which are relevant in a supervisory control environment.
INTRODUCTION
Previous research has been devoted to developing effective supervisory control interfaces for unmanned aerial vehicles (UAVs) [1, 2] . A supervisory control interface is an interface which allows an operator to coordinate a variety of processes in a complex system such as a nuclear power plant, a factory, or in this case, a fleet of UAVs. The operator does not control them directly, e.g. flying the UAV, but instead specifies goals or destinations to be reached. A common problem in this field is the desire to represent information to operators in such a way that they can perform tasks effectively and make limited errors.
Research is currently being performed at the Wright Patterson Air Force Base (WPAFB) to investigate various supervisory control interfaces.
Researchers there have developed an application called "Vigilant Spirit" (VS) [1] to serve as a framework for researching these interfaces as they apply to various real-world scenarios. VS provides UAV operators with supervisory control of multiple simulated UAVs.
Currently, VS utilizes a dual-monitor, mouse-andkeyboard environment. We have created an interface loosely based on VS that is more conducive to multitouch interaction, so that we may explore the potential benefits of multitouch interaction in supervisory control interfaces.
RELATED WORK
Multitouch technology has received a great deal of interest in recent years. An advance in sensing technology and the popularization of do-it-yourself multitouch has made this technology available to a greater population than ever before. Several technologies have been made available to researchers as well as consumers, such as the iPhone [8] , the Microsoft Surface [3] , and others [3] .
Recently, touch-enabled devices have also made their way into the PC market with the introduction of the HP TouchSmart [4] and Dell Latitude [5] . It is our expectation that these multitouch-enabled PCs will continue to proliferate in the near future.
Other products such as the DiamondTouch [7] , the Microsoft Surface [3] , and the iPhone [8] have evolved into reliable sensing systems, and OEM vendors such as NextWindow [9] and N-Trig [10] are providing reliable multitouch sensing technologies to hardware manufacturers.
In addition to advances in the consumer market, much research has been devoted to multitouch sensing technology. Jeff Han is partially responsible for this recent spark of interest, with his paper detailing low-cost do-it-yourself multitouch sensing [6] .
While a great deal of this effort is aimed at improving multitouch sensing technology and enabling end-users, additional research has been conducted to evaluate the benefits of multitouch in several different application domains. Recently, multitouch interfaces have received attention in command-and-control applications [11, 12] . One such example is COMET [11] , where researchers seek to utilize a multitouch interface to enhance face-to-face collaboration of military officers planning missions on a virtual table. This work is primarily intended to evaluate the potential benefits of multitouch and digital interaction in this type of environment. The researchers are particularly interested in the abilities of the digital interface to save and record mission planning sessions, features that were not available with older technology used for this type of planning work.
Other research has been performed to investigate various supervisory control interfaces [1, 2, 13] which aims to determine what types of tasks and interfaces can have an effect on operator mental workload. Our research takes a similar approach, however this prior research in supervisory control interfaces has been exclusively targeted for mouse-based interfaces.
A great deal of work has been done in the area of remote robot tele-operation and control [14, 15] , which exhibits a great deal of influence on this research. Some have even already begun to use multitouch interfaces as effective means for operating remote robots [16, 17] , which may lead to more widespread adoption of multitouch interfaces in these types of direct control situations. This research area primarily involves direct control of vehicles, and we intend to build on this work as it may apply to more supervisory means of control.
Finally, advances in performance of touch-enabled hardware have facilitated research to determine if multitouch interfaces offer significant performance gains over similar mouse-based interfaces [18, 19] . This research generally shows that multitouch can offer particular advantages for manipulating objects, but is perhaps less precise than standard mouse-based interaction. One of the goals of our research is to verify these results and show that they hold true in a supervisory control environment, and provide a realistic use case of multitouch technology. The results of this research will directly apply to current research in supervisory control interfaces.
FIGURE 2 -THE WAYFINDER APPLICATION. VISIBLE ARE VEHICLES (CIRCLES), THREATS (TRIANGLES), WAYPOINTS (FLAGS) AND CONTROL PANELS (LEFT).
It is our aim to bridge the gap which remains between research in multitouch interaction and research in supervisory control interfaces, and explore the extent to which a multitouch interface can be effective in this environment. To accomplish this goal, we have created the software application "Wayfinder."
WAYFINDER
The Wayfinder application has been developed as a research platform with which to conduct studies on supervisory control interfaces that might apply to similar interfaces such as Vigilant Spirit. Typical screenshots of Vigilant Spirit and Wayfinder are given in Figure 1 and Figure 2 , respectively. Wayfinder has been designed such that it has similar features to the Vigilant Spirit application, which was developed by our fellow researchers at WPAFB. This is to ensure that the results of this research may apply to current supervisory control interfaces, and especially to Vigilant Spirit. We have chosen so substitute unmanned ground vehicles (UGVs), or "rovers," for UAVs. This choice was motivated by our desire to make the application extensible enough to be used with both real and virtual vehicles, and the greater availability of unmanned ground vehicles in our research lab for future research involving real vehicles. Wayfinder is capable of communicating with virtual "simulated" rovers, as in this experiment, and it provides an invariant software interface for the vehicles which will allow us to use it for real vehicles in the future as well.
Hardware and software
For multitouch input and gesture recognition, we have effectively utilized the Sparsh-UI gesture recognition framework [20] . Sparsh-UI was developed by researchers at Iowa State University in 2008, and it provides a cross-platform gesture recognition system compatible with several input devices.
Several other gesture recognition systems are available, but they do not provide the flexibility we desired. Alternatives to Sparsh-UI gesture recognition include Tisch [21] and Multitouch for Java [22] . We chose to use Sparsh-UI because it provides the functionality that we require in order to recognize and process multitouch input, and it is flexible enough to accommodate multitouch input from several types of multitouch-enabled hardware devices. We decided to purchase and use a 25.5" HP TouchSmart ( Figure 4 ) device for this study, because it offered the screen real-estate necessary as well as reliable sensing. Due to certain multitouch-sensing limitations of the HP TouchSmart, we also used a second device, the 15.4" Stantum SMK multitouch device ( Figure 3) .
We chose to conduct two separate experiments with these two devices to more exhaustively evaluate the potential benefits of multitouch hardware.
Sparsh-UI was previously compatible with the Stantum SMK device; however, it was not compatible with the HP TouchSmart. We chose to write a driver for the TouchSmart so that it too would be compatible with Sparsh-UI, allowing us to utilize both input devices as necessary.
Features
Wayfinder provides many features that are common in most supervisory control interfaces. Its purpose is to enable an operator to monitor several UGVs simultaneously, visualizing intelligence and threat information for him or her without overtaxing his or her mental capacity. It provides a top-down map which occupies most of the screen, as shown in Figure 2 . This top-down map functions as the main interaction space for the application. Vehicles appear on the map at their current positions, and users can interact with the vehicles in several ways, which are described in this section.
Additionally, Wayfinder allows users to drag, zoom, and pan this top-down map to view different areas of the map. This allows them to obtain an overall view of the map or zoom in for a more detailed view quickly and easily. In Wayfinder, we chose not to allow users the capability of rotating the top-down map to view it from different angles. This decision was motivated by a desire to maintain control over the tasks in the experiment, which might have varied in difficulty depending on the angle from which the operator viewed the map.
Simulated Vehicles. In Wayfinder, the operator has supervisory control of three semi-autonomous vehicles (rovers). To instruct the vehicles to travel to intended destinations, he or she may specify navigational waypoints (see Setting Waypoints, below). Wayfinder can support multiple rovers, allowing as many as screen real estate and operator mental capacity will allow.
In this research, the operator controls three simulated "virtual" vehicles within a 3D model of a building rather than actual rovers. Though Wayfinder fully supports interaction with real vehicles, we have chosen to utilize simulated vehicles out of a desire to minimize hardware technical difficulties, video lag, and other variables which might confound our results.
These "virtual" vehicles are simulated with a sister application, which handles navigation and simulated video feeds.
For simulating video feeds, we wrote an OpenSceneGraph [23] application which provides the video feed back to Wayfinder. All communication between this application and Wayfinder is performed via TCP/UDP Sockets. In addition, it is designed to conform to Wayfinder's vehicle interface communication standard, meaning that it would be very easy to replace the entire application with code running on a real vehicle.
Video Reviewing. Wayfinder allows users to view live video feed from each rover with the video control panels ( Figure 5 ). Each video panel is colored to match the rover that it is associated with. As described above, for this experiment, the video feed is provided by the OpenSceneGraph application which simulates rovers exploring a virtual 3D model of a building.
The video reviewing functionality in Wayfinder is very complex and feature-rich so that it may reflect the needs of Air Force UAV operators. The participant may use the timeline shown beneath each video to replay and review older video. This is done by either clicking or touching the playhead shown on the timeline and dragging it back and forth. Additionally, the user can click or tap and drag the timeline itself to review older video if, for example, the playhead has reached the edge of the timeline's boundary box. This feature allows the user to view older video in the event that a threat was detected earlier in the mission.
If the user is reviewing old video, a transparent rover icon will be displayed on the screen to show the location of the rover at that point in time. This transparent rover is very useful to the participants who are reviewing video looking for threats, because it allows them to place the transparent rover on the map where it would have had a good view of the threat.
Setting waypoints. In Wayfinder, operators do not control the vehicles directly, but instead set intended destinations, or waypoints, by using the waypoint control panels ( Figure 6 ). Each waypoint control panel is colored to match both the vehicle and video panel that it is associated with.
These waypoints can be compared to a bread-crumb trail in which the rover will try to visit all of the waypoints sequentially. Since the rovers are semi-autonomous, they plot the quickest route to their destination automatically, and are able to avoid walls and obstacles that may be in their path.
We allow users to set waypoints with the multitouch interface by touching and holding one of the buttons on the waypoint control panel with one hand, then tapping locations on the top-down map to add or move waypoints with the other hand. For example, in order to add a waypoint for the red rover, a user would tap and hold the "add" button with the left hand. With this button held down, they may tap the map with the other hand. Waypoints will appear on the map where the user tapped.
This interaction style was motivated by our wish to have participants utilize both hands when interacting with the application. We observed in a pilot study that many users did not use both hands if they were not forced to. We conducted this pilot study with 5 participants, 3 male, 2 female, and observed their behavior in an attempt to improve the interface for the larger study. We observed during this pilot study that one of the male participants kept his right hand in his lap during the entire duration of the experiment. Thus, in an attempt to get our users working with both of their hands simultaneously in a bi-manual interaction style, we chose to require participants to set waypoints using both hands. We observed that users picked this style of interaction up very quickly, though it may not have seemed natural at first.
Similarly, to move waypoints, the user can tap and hold the "move" button and, with the other hand, drag the desired waypoint to a different a location. To clear all of the waypoints for a particular rover, the user must press and hold the "clear" button for 2 seconds.
With the mouse interface, the user only has one point of interaction with the interface, so we needed to change the interaction style. For the mouse-based interaction, we settled on a "modal" style of interaction. To enter a "waypoint add mode" the user simply clicks on the "add" button. The button is now "down" similar to if the user was holding it down, as in the multitouch approach. Once in this mode, the user can click anywhere on the map to add waypoints at that point. Once they are finished adding waypoints, they simply click the "add" button again to finish adding waypoints, and the rover will begin moving.
Classifying Threats. In our scenario, rovers will detect "threats" in their environment as they move around the map. Threats are represented by red triangles in the interface ( Figure  2 ). Though the rover is capable of detecting these threats, the task of recognizing and classifying the threats falls to the user, as it often does in real-world scenarios as described by researchers at WPAFB. For this task, we chose to implement a "pie menu" interface for classification (Figure 8 ).
There are four categories by which we are asking users to classify threats, and they are:
•
The threats the users were asked to classify are shown in Figure 7 , and are as follows. The person in Figure 7 was modified to either have a red or blue shirt, or was lying horizontally on the ground to show injury.
• In order to bring up the classification menu, the user must click or tap on the red threat triangle of a particular threat (Figure 2 ). When the classification menu appears, the user must select one element from each of the four categories and tap or click both of the circular buttons on either side of the menu to confirm the classification (Figure 8 ).
EXPERIMENT 1
The question we are addressing with this research is whether a multitouch interface is more or less effective than a mouse-based interface for interaction in a supervisory control setting. Using the "Wayfinder" application, we have designed several tasks and measures by which we will evaluate the answer to this research question (see "Tasks/Performance Metrics", below). We propose that the multitouch interface may offer unique advantages over a similar mouse-based interface, and may also have unique limitations. This hypothesis is partially based on prior research involving the evaluation of multitouch interfaces which has demonstrated that that multitouch interfaces can often be better for complex manipulation tasks, but worse for precise tasks [18] . 
Method
The study was conducted using a within-participants design with 27 participants, where each participant was asked to use both the mouse and the multitouch interface to accomplish the tasks set forth by the experimenters.
Participants were trained with the interface as described in the "Training" section below, after which they completed two 8-minute missions, one with each interface. To mitigate the learning effect of a within-participants design, we alternated the order in which participants used the two interfaces. After completing the first mission, the operator was given time to practice with the other interface and completed another 8-minute mission with the second set of threats and waypoints.
After completing both missions, the first 16 participants were asked to complete the second experiment described below. Then, participants were asked to fill out a short written survey and were dismissed.
The participants were all college students participating in the study in order to obtain class credit for their psychology classes, but none of the participants were acquainted with the experimenters. The participants were varied in gender, age and relative experience with multitouch technology. 11 participants were male, 18 female, ranging in age between 18 and 24 years old. Participants were asked to rate their experience with multitouch technology (including the iPhone) on a 5-point Likert scale, and their responses are given in Figure 9 .
We observed that most participants had some experience with multitouch technology, and three owned a device with multitouch functionality.
Performance Metrics in the Simulated Mission
In order to evaluate the effectiveness of a multitouch interface, we have designed several tasks which are based on real-world scenarios described by fellow researchers at WPAFB. The tasks were encapsulated in an 8-minute mission, and each participant completed two missions, one for the mouse interface, and one for the multitouch interface.
Participants were trained using both interfaces, as described below in the "training" section. For this experiment, participants used the HP TouchSmart for both multitouch interaction and as a monitor for mouse interaction. This allowed us to control for the size, brightness, and position of the display.
Tasks were presented to the user automatically by the Wayfinder application. The application would display text at the top of the screen instructing the users what to do, as in Figure 10 . When the application displayed a task, participants
FIGURE 10 -WAYFINDER INSTRUCTING A PARTICIPANT TO PLACE WAYPOINTS. NOTE THE SMALL CIRCULAR WAYPOINT TARGETS WITH THE NUMBERS INSCRIBED.
were instructed to complete the task as quickly and accurately as they could.
Time taken to set waypoints. At predetermined times throughout the mission, the application would ask the operator to set four waypoints for a rover. We observed the time that it took the user to set all four waypoints, from the time the text was displayed until the participant finished the task. To show the users where to place each waypoint, Wayfinder displayed small circular targets with numbers inscribed to communicate the intended order of the waypoints (Fig. 10) .
Time taken to classify threats. At predetermined times throughout the mission, the application would ask the operator to classify a particular threat displayed on the map. The operator would have to then use the video control panels and the map to review older video, and use the classification feature to classify the threat they were assigned. We measured the time that it took the operator to classify and confirm the classification.
Situation Awareness.
Additionally, we will also measure whether a multitouch interface has an effect on the operator's Level 1 situation awareness, and will use the "freeze technique" as described by M. Endsley in [24] . Our implementation of this technique involves blanking the screen at random times during the experiment and asking participants questions about their environment to test their level of situation awareness.
The authors are aware that evaluation of Level 1 SA has some limitations, and that higher levels of situational awareness are also crucial in supervisory control environments. 
Frequency of Responses

Mul1touch Experience
However, our measure of situational awareness is this research is strictly introductory and will serve as a jumping-off point for future research. We will discuss the primary limitations of Endsley's technique and discuss our motivations for using it in greater detail in the "Limitations" section.
In this experiment, we evaluated Level 1 situational awareness as follows: three times during the mission, we blanked the screen as described by Endsley in [24] , displayed the entire map of the building, and asking the operator to estimate the position of each rover on the map (See Figure 11) . The operator dragged three icons, one representing each rover, to his/her best estimate of each rover's position immediately before the screen was blanked. We measured the average distance between the user's perceived position of each rover and the rover's actual position and reported it as a measure of Level 1 SA.
Training
During the design of this experiment, we were particularly concerned with the amount and type of training users would receive. We assumed that our participants would have varying degrees of experience with multitouch technology, which would potentially give some participants a relative advantage when using the multitouch interface.
We trained the participants such that this effect was mitigated, and at the same time, we ensured that users would receive a consistent training experience. Finally, we gave them all enough information and experience to accomplish the goal in an effective and efficient manner.
To help us accomplish this goal, we created a 6-minute training video for participants to watch, which helped us ensure a consistent training experience.
The video trained the users in the different features of the application by demonstrating how to use a particular feature. Each feature was shown using both the mouse and the multitouch interface, so that participants could observe the appropriate behavior to trigger the action they intended. Furthermore, the video also instructed the participants in the manner in which they should classify the threats that appeared in the map, as described in the "Classification" section above. The video also showed participants images of the threats they would be asked to identify, as shown in Figure 7 .
While the training video demonstrated the particular interaction techniques that would be necessary to interact with Wayfinder, it is difficult to tell whether the participant was paying full attention, whether they understood all aspects of the video, and whether they would be able to successfully apply the knowledge they have gained. To help mitigate these effects, we also allowed participants to ask questions immediately following the training video and answered these questions as completely as possible.
After training was completed, the operator was allowed to practice using the first interface that was assigned to them, either mouse or multitouch. To minimize the limitations mentioned above, the operator was "trained to criterion," meaning that they practiced using the interface and performing tasks until the experimenter could verify that they were capable of using the interface effectively to accomplish tasks without assistance.
A common problem that we addressed during training was the relative lack of experience with a multitouch interface when compared to experience with a mouse interface. Participants unanimously have more experience using a mouse than they do using a multitouch screen, specifically the multitouch devices we employed.
Due to this difference in experience, participants generally received longer instruction/practice time with the multitouch interface than they did with the mouse interface. As such, the practice period for multitouch training lasted as little as four minutes or as long as ten minutes in some cases, whereas the mouse training generally lasted between two and five minutes.
Results
Results show that the multitouch interface performs comparably to the mouse interface in classifying threats and in levels of SA obtained when using the interface.
For assessing Level 1 situation awareness, we measured the average distance between each participant's estimate of the location of each rover and the actual location of each rover. Results are reported units of the map width, where 1 unit is approximately equal to the width of the map. This was done because we did not have accurate measures of absolute distance. The average difference between estimated and actual positions for those using the mouse interface was 0.114 units, with a standard deviation of 0.051 units. The average difference between estimated and actual positions for those using the multitouch interface was 0.130 units, with a standard deviation of 0.054 units. Analyzing these results with a pairedsamples t-test yielded P=0.2067, so we are unable to claim that there was a difference between the two interaction styles, however note that multitouch performed similarly to the mouse-based interface for this task.
For classifying threats, we also observed similar results for both the multitouch and mouse-based interfaces. We observed the average time it took for a user to complete a classification task. When using the mouse interface, the average time to complete a classification task was 24.771 seconds, with a standard deviation of 10.325 seconds. When using the multitouch interface, the average time was 24.933 seconds, with a standard deviation of 10.519 seconds. It is interesting to note here that the standard deviation of scores for this task was relatively high when compared with the mean score for this task, implying that there was a great deal of variability between participants for this task.
For setting waypoints, we observed that the mouse interface performed better than the multitouch interface. We observed a mean task completion time of 13.877 seconds for the mouse interface, with a standard deviation of 5.342 seconds. For the multitouch interface, the mean completion time was 19.887 seconds (6.01 seconds slower than the mouse interface) with a standard deviation of 7.583 seconds. These results are illustrated in Figure 12 . Analyzing this data using a paired-samples t-test yielded P=0.0017, and we can conclude that for setting waypoints, the mouse interface performed better than the multitouch interface.
We observed that many participants struggled when using the touchscreen interface to set waypoints. Unfortunately, the HP Touchsmart produced sensing inaccuracies when using multiple fingers to set waypoints, and users generally found it difficult to overcome these sensing inaccuracies when performing precise actions such as setting waypoints. We believe that other, more precise multitouch hardware would perform relatively better than these results show, and is included for future investigation.
EXPERIMENT 2 -MAP MANIPULATION
In addition to our first experiment, we also measured the ability of a user to manipulate the map to view a specific area of the map. To measure this, we asked the user to drag, scale, and rotate a black rectangle such that it filled the screen (see Figure 13 ). Orientation was indicated by a red arrow, and participants were instructed that this red arrow should point "up" when they were finished. This part of the experiment was conducted independently with the first 16 participants from experiment 1, as described above. Of these 16 participants, 5 were male, 11 were female, and were in the same age range and experience as in Experiment 1.
With the mouse interface, participants could move the rectangle by pressing the left mouse button and dragging, scale by using the mouse wheel, and rotate by right-clicking and dragging the mouse right to left. With the multitouch screen, participants could manipulate the map by dragging, stretching, pinching and rotating with 2 fingers.
For this task, we used the Stantum SMK 15.4 multitouch device. Participants used both a mouse and multitouch interface for this task, and training was performed in the same manner as for the missions. To analyze the effects, we measured the number of the described manipulation tasks the participant could complete in a two-minute time period.
RESULTS
Results of this experiment show that the use of a multitouch interface allows a user to better manipulate the map to show a region of interest ( Figure 14 ). Data were analyzed with a paired-sample t-test. On average, participants completed 6.6 more manipulation tasks with the multitouch interface than they did with the mouse interface in the two-minute time period (p < 0.0001). Error bars in Figures 12 and 13 represent a 95% confidence interval for the mean.
Finally, participants were asked to rate their preferences for each interface on a continuous scale from 0-100, where 0 was "preferred mouse" and 100 was "preferred multitouch." Results show that participants slightly preferred the multitouch interface for manipulating the map with an average response of 77.5, organizing information (62.4), and classifying threats (69.0) (p < 0.01). However, participants preferred the mouse interface for setting waypoints with a response of 36.4 (p < 0.01).
LIMITATIONS
The authors would like to express an acknowledgement of some limitations of this research, primarily the decision to use two different hardware devices and the choice to evaluate only Level 1 situational awareness.
Hardware
Initially, we did not intend to use more than a single input device in order to maintain consistency; however, we were unable to find a commercial input device which satisfied both of our requirements, which were:
1. Must be large enough to display detail and allow the user a broad view of the environment. 2. Must have accurate sensing capabilities, and preferably the ability to sense multiple fingers reliably.
We decided to purchase and use a 25.5" HP TouchSmart device for this experiment, because it offered the screen realestate necessary. However, the device did not satisfy our second requirement as well as we thought, and presented significant sensing issues (wherein the device cannot distinguish between multiple possible finger positions). This made it difficult if not impossible to perform a 2-finger rotate gesture, which we required for evaluating the ability of the user to manipulate the map.
Therefore, we used a second device in addition to the HP TouchSmart, one that produced greater input precision. We chose to use a 15.4" Stantum SMK multi-touch device. While the Stantum device is significantly smaller than the HP TouchSmart, it offered us much greater precision.
The use of two devices required us to conduct and analyze two experiments, while our preference would have been to integrate them into a single experiment. However, the experiments were run and analyzed independently, and the results are still valid within each experiment.
Situational Awareness
Our evaluation of Level 1 situational awareness has some limitations; it simply evaluates a participant's perception of the details and elements of the environment, and does not evaluate his or her comprehension or understanding of these elements. Our decision to evaluate Level 1 SA was based on the introductory nature of this research, especially as it explores a new application for multitouch interfaces. This research is intended to serve as a jumping-off point for further investigation in the application of multitouch interfaces in supervisory control settings. We acknowledge that further work is needed to evaluate whether multitouch interfaces have an effect on higher levels of SA, and that this evaluation is needed if multitouch interfaces are to become more widely accepted in supervisory control environments.
DISCUSSION
Results show that a multitouch interface can be an effective interface for manipulating a map of a building to view different parts of the building. Multitouch interaction allows users to perform three operations (zoom, drag, rotate) in a single motion, and the results show a conclusive advantage for multitouch over mouse interaction.
We also found that a multitouch interface performs similarly to a mouse-based interface for classifying threats and maintaining situation awareness in supervisory control interfaces. As a result, developers of supervisory control interfaces should not be concerned of a loss of Level 1 situation awareness by moving to a new, perhaps less familiar, multitouch interface.
We found that the mouse interface performed better for setting waypoints for rovers than the multitouch interface. However, users were frustrated by known hardware imprecision with the HP TouchSmart when using the multitouch interface. We found that users spent a great deal of time having to reset waypoints that they had already set because the touchscreen was simply not precise enough.
Although we suspected that users would have more difficulty with precise tasks on the multitouch screen, we believe that with a more precise touchscreen device, some of these difficulties could be mitigated.
CONCLUSIONS AND FUTURE WORK
We have shown that multitouch can be used as an effective interface in a supervisory control environment, and have shown its advantages and potential disadvantages over a mouse-based input device. We also expect that touchscreen hardware improvements could lead to more consistent advantages for the multitouch input device.
Future work will involve evaluating a multitouch interface for longer missions to evaluate strain on users, as the 8-minute missions described in this research were not long enough to evaluate user strain and fatigue. These issues may have a significant effect on the feasibility of implementing a multitouch interface for mission-critical supervisory control interfaces.
Finally, developers of these interfaces will need to implement new and effective interface designs that are customized for a multitouch interface. Multitouch gestures could provide additional features that extend the basic functionality of the Wayfinder interface, and make multitouch interaction a realistic interface for current supervisory control interfaces.
