We define a measure of cooperativity for gene regulatory networks which we propose should be maximized under a demand for energy efficiency. We investigate its dependence on network size, connectivity and the fraction of repressory/activatory interactions. Next, we consider the cell-cycle regulatory network of the yeast, Saccharomyces cerevisiae as a case study and calculate its degree of cooperativity. A comparison with random networks of similar size and composition reveals that the yeast's cell-cycle regulation is exceptionally cooperative.
I. INTRODUCTION
Despite the vast amount of data on genetic regulatory interactions in many organisms [1] [2] [3] [4] [5] [6] , the interplay between structure and function in these systems is still unclear and an active field of research [7] [8] [9] . Much effort has been devoted to local structures and their role in promoting stability and robustness in a background of fluctating environmental conditions [10, 11] . Similarly, architectural features allowing better controllability have been of recent interest [12] [13] [14] . Such guiding principles provide valuable insight and a bird's-view perspective in a field where a qualitative understanding of the underlying mechanisms is hindered by the prohibitive complexity of the cell and the shear amount of experimental data.
We here introduce the concept of "cooperative regulation" as a similar guideline for the evolutionary design of regulatory networks.
Below, we give a mathematical definition for the degree of cooperativity, as a measure of the extent to which a given regulatory network structure and the equations of motion for the regulation dynamics is optimized towards minimum waste of material/energy resources available to the cell. We then calculate it for the yeast cell-cycle network, a well-studied subnetwork respsonsible for cell-division in the yeast Saccharomyces cerevisiae [15] . By further analyses on random graphs we construct a reference baseline as a function of the arXiv:1406.7441v1 [q-bio.QM] 28 Jun 2014 2 network's structural parameters, by means of which we show that the yeast's cell-cycle network is, in fact, optimally organized to maximize regulatory cooperativity.
II. MODEL A. Cooperative regulation
The regulation of gene activity requires production of regulatory proteins which demands energy and raw material. The need for the economical use of these resources has been a constant and dominant evolutionary pressure in much of the last 4 billion years and virtually for all species [16] [17] [18] . Therefore, it is natural to expect the regulatory networks to have been optimized towards their optimal use.
A full-fetched analysis of such optimization would require a much deeper understanding than we currently have of a cell's functions on the protein level. Here, for a start, we assume that the quasi-steady-state(s) of a functional module in the genetic regulatory system, such as the cell-cycle network of the yeast [15] , yield only and all the protein end products required for the purpose the subnetwork fulfills. Then, the efficiency question is reduced to whether these products are delivered through an optimal use of regulatory proteins. A prerequisite for optimality is to avoid simultaneous production of regulatory elements that perform opposing tasks. In particular, it is desirable that in a steady state, two transcription factors where one is an activator and the other is a repressor of the same gene are not to co-expressed.
Exceptions are the brief transition periods between steady states and the cyclic attractors -such as circadian cycles [19, 20] -where changes in the expression levels are due to role switches between such antagonistic regulators. We refer to the coherence of simultaneously active regulatory elements with a common target as "cooperative regulation". It is worth noting that, a cooperative network is also expected to be more robust -due to reduced competition-against fluctuations in the expression rates of the co-regulating elements.
The degree of cooperative regulation is clearly structure dependent, i.e., some networks are more supportive of cooperativity than others. Identifying the fingerprints of such networks is an interesting problem in itself which shall be addressed in a future study, in detail.
On the other hand, the efficiency acquired through cooperativity has also a truly dynamical aspect, since it is a function of the gene expression levels in the attractors of the 3 dynamics. Starting from the general wisdom that the structure shapes regulatory dynamics in a phenotype, the question we ask here is whether evolutionary processes may have provided the means to feed information from the dynamics back to the structure, promoting modifications that maximize cooperative regulatory action.
B. Quantifying cooperativity in regulatory networks
Given a fixed environment, the genes/proteins that participate in a genetic regulatory network spend most of their time in the attractors of the regulation dynamics. Let τ (σ)
be the appropriate discrete-time-evolution operator τ that propagates the expression level σ of the involved transcription factors (TFs) from time t to t + δt, i.e., σ(t
Then the attractors are the states that satisfy the condition σ
. A point attractor corresponds to n = 1, otherwise the attractor is a cycle of period nδt. We here consider
Boolean models where σ is a binary vector with entries ∈ {0, 1}.
For stochastic systems, this formulation is easily generalized with, τ → T , a transition matrix, and σ → π, the probability distribution on the ensemble of states {σ i }. While noise is a relevant determinant of cell activity [21] [22] [23] , biological systems are typically robust to fluctuations in gene expression levels [24, 25] . Therefore, both stochastic and deterministic models of regulatory dynamics are frequently used in the literature [15, 26, 27] .
We can now define the coefficient of cooperativity for an attractor σ (i) as α
where f is the fraction of genes that are subject to conflicting, simultaneous regulatory messages from their regulating partners. For a cyclic attractor with period nδt, α
c is the arithmetic average of (1 − f (i) q ) over the cycle states σ q (q = 1, .., n). Similarly, the coefficient of cooperativity for the whole system is defined to be the mean over all the attractors, i.e.,
where n a is the number of attractors. Alternatively, one could consider the average weighted by the basin sizes (the fraction of uniformly randomly picked initial states that end up in a given attractor). However, a biological organism is very different from an ergodic system which, given enough time, will visit every point in its state space. On the contrary, a randomly constructed expression state will typically be biologically irrelevant. We therefore stick to the simpler definition in equation (1), after having verified that our conclusions do (2) and their cooperativity α c . The first row corresponds to the most relevant G 1 phase.
not critically depend on this choice.
Finally, the definition given above can also be generalized to continuous models of gene expression by replacing the averages over states with time averages and employing an appropriate extension of the above cooperativity parameter for small but nonzero expression levels of the minority regulating partners.
III. RESULTS
A. Yeast's cell-cycle: a case study
The budding yeast, Saccharomyces cerevisiae, is a well-studied single-cell eukaryote [2, [28] [29] [30] . Its 307 known TFs out of ∼ 6000 distinct proteins participate in (currently estimated)
∼ 200000 regulatory associations [2] . Yet, these are still not sufficiently well characterized to tell whether a particular TF up-or down-regulates its partner in a given interaction.
Therefore, the structural optimality -in the above sense-of the yeast's regulatory network as a whole is not possible to assess with the currently available information.
On the other hand, the small subnetwork responsible for the cell-cycle in yeast (YCC) is very well studied [15, 31, 32] . A handful of regulatory proteins or complexes that drive the cell division and the interactions between them have been identified and a simple model of regulatory dynamics has been shown to yield the experimentally observed expression profile [15] . We will consider this model here, and demonstrate its high degree of cooperativity as a proof of concept.
The key TFs/complexes that drive cell division and the accompanying DNA replication in yeast that constitute the vertices of the model regulatory network are shown in figure   1 . Once the cell reaches a critical size [33, 34] , the cell division which starts from the G 1 phase of the mother cell and ends in the G 1 phase of two daughter cells is initiated. The cycle traverses a series of intermediates, all of which are generated, by the model of Li et al.
considered here [15] , through a set of time-evolution equations:
Above, σ i (t) is the binary state variable which takes the value 1 when the node i is active While a deterministic implementation of the above equations follows the experimentally resolved expression dynamics (with expression levels thresholded to 0 or 1), a stochastic version will occasionally end up in different attractors listed in Table. I. The biological relevance of such relatively low probability states is unclear [15, 35] . Nevertheless, the degree of cooperativity supported by the structure of the regulatory network under the dynamical evolution given in equation (2) should to be defined through all of its attractors. This also facilitates a fair comparison of the YCC network with randomized ensembles later on. Note also that, the trivial fixed point σ = 0 which is common to all networks is left out in Table   I as well as in our analysis below.
The coefficients of cooperativity for the fixed points (all point attractors) calculated using equation (2) are also given in Table I . For the whole system, we find α c = 0.97 (the basinweighed value is α c = 0.99). We observe that, all the attractors are either totally cooperative (including the biologically relevant G 1 phase) or almost so.
Is the YCC network optimized towards maximal cooperativity? A meaningful assessment of the above numbers is possible only in the background of similar calculations on randomized ensembles. Therefore we next perform an analysis on directed graphs of the same size with similar characteristics. We do this in two different ways, as explained below.
B. Degree of cooperativity in random networks
Even a network composed of random associations, each gene up-or down-regulating an arbitrary subset of genes, will display a certain degree of cooperativity determined by the laws of statistics. How does it depend on the network parameters?
The probability that a node receives conflicting regulatory messages increases monotonically with the number of regulating partners per node, k. One expects that the fraction of up-regulating interactions in the network is also a relevant parameter. Let us denote with p, the number of node pairs (i, j) such that c ij = 1 and i = j. Cooperativity is trivially maximized when p = 0 and p = 1, however such networks would be of little use for a biological organism. In fact, the yeast network of Li et.al has 14 inhibitory and 15 activatory interactions, that is, p ycc 0.5. Therefore, while we will investigate the dependence of α c on p in random networks, it is sensible to compare yeast's cell-cycle network with the appropriate random ensemble with (k, p) = (k ycc , p ycc ).
An ensemble of networks with a fixed (N, k, p) is constructed by first generating connected, undirected random graphs with the given number of regulatory elements (nodes)
N and the number of targets k per node (k ≥ 1 is required for connectivity.) Then, each one of the N k edges are assigned one of the two types, such that a fraction p of them upregulate, and the rest down-regulate, their targets. In fact, despite the general wisdom that regulatory proteins are mostly uni-functional, ie., they either up-regulate all of their targets or down-regulate them all, recent research suggests that the TFs involved in both kinds of regulation may be more common [36, 37] . In all the random ensembles, we also separately fixed the fraction of the auto-repressor nodes (c ii = −1) to the value 5/11 as in YCC, for a fair comparison.
In order to investigate the dependence of α c on k and p, we generated 10 4 random distinct α c changes only slightly with the number of nodes N for a given (k, p) pair: increasing the network size 10-fold yields a very similar behavior, with < 8% difference in the worst case ( figure 2) . Therefore, despite the smallness of the model system considered here, our results on random ensembles may be expected to serve as a reasonable null-hypothesis for cooperativity in the global regulatory network of yeast and other organisms.
It is at first sight unexpected that α c is asymmetric with respect to p = 1/2. This is because, the fraction of active nodes at the fixed points is a monotonically decreasing function of p (the inset of figure 2 ). Close to p = 0 and p = 1, most genes are regulated in the same direction by their regulating partners, hence an increase in cooperativity is 
where r min,max are k-dependent. Note that, a typical attractor of a network with all inhibitory interactions (p = 0) will still have a few nodes "on" in absence of active downregulating partners, hence r min > 0. When p = 1, we expect most of the nodes to be turned on. A node is cooperatively regulated, if all its active regulating partners act unanimously.
α c measures essentially the probability for this event across the network's attractors. Treat- ing the states of neighbors regulating a given node as independent random variables, this probability can be expressed as
The functional form in equation (3) The results presented here are identical to the naked eye when non-point-attractors (with period > 1) are excluded from the calculation of α c on random networks. Such cycles rarely appear with the given regulatory dynamics. Therefore, the fact that the yeast's network in (figure 1) has only point attractors does not seem to be relevant to its extreme cooperativity, either. Similarly, when a set of highly cooperative networks selected from the above ensembles were subjected to a motif analysis, using the software Mfinder [38] , no 3-node or 4-node (directed) motifs were found to be significantly over-or under-represented.
However note that, Mfinder and other similar online tools do not distinguish the two (+/-) types of edges and one might expect a correlation between cooperativity and the signed local motifs. The structural features of high-cooperativity networks will be investigated in a future study.
IV. DISCUSSION
We defined a measure for the degree of cooperativity in gene regulatory networks. Using the proposed measure, we showed that the cell-cycle network of the budding yeast displays exceptionally high cooperativity, which is in line with earlier observations on its robustness.
The proposed cooperativity measure sets the YCC network aside, even within the ensemble of networks of the same size, where each node has exactly the same number of incoming and outgoing interactions separately for inhibitory and excitatory edges, as in the YCC.
It appears that, a deeper analysis of highly cooperative random networks is necessary to pinpoint the structural determinants of these unique and possibly biologically relevant class of networks.
We also showed that, achieving cooperative regulation is most difficult in systems when roughly 25% of the interactions are repressory. While this ratio is about 1/2 for the yeast's cell-cycle network, YCC yields a degree of cooperativity which is significantly higher than those of random networks with identical network parameters such as size, average degree, and +/-interaction ratio. Optimality of the YCC network is even more pronounced among networks generated by edge shufflings that preserve the in-/out-degrees of nodes separately for each interaction type.
A possible future approach for characterizing this ensemble may be to exploit the analogy between Boolean gene regulation models and the Ising spin models of statistical mechanics.
A cooperative fixed point corresponds then to a frustration-free decoration of the network nodes with Ising spins. However finding such decorations is itself nontrivial, because the mapped spin model involves an irregular distribution of ferromagnetic and antiferromagnetic interactions (as in the spin-glass models), as well as a locally varying magnetic field. Spin models on random networks have been of some interest recently [39, 40] .
Finally, perhaps the most far-reaching question still awaiting an answer is whether co-operativity of genetic regulation is a prevalent motif across organisms in nature. In order to check this, the presented analysis needs to be extended to other well-studied regulatory networks (work in progress). An affirmative answer would point to the interesting possibility of a Hebbian-like selection mechanism for regulatory interactions. Rapid evolution of these interactions as found in recent studies [41] resonates with this scenario.
