Abstract -We consider a central difference scheme for the numerical solution of a system of coupled reaction-diffusion equations. We show that the scheme is almost second-order convergent, uniformly in the perturbation parameter, thus improving previous results [3] . We present the results of numerical experiments to confirm our theoretical results.
Introduction
Consider the following system of two coupled singularly perturbed reaction-diffusion equations:
−ε 2 u 1 (x) + a 11 (x)u 1 (x) + a 12 (x)u 2 (x) = f 1 (x), −µ 2 u 2 (x) + a 21 (x)u 1 (x) + a 22 (x)u 2 (x) = f 2 (x) for x ∈ Ω := (0, 1)
subject to homogeneous Dirichlet boundary conditions u 1 (0) = u 2 (0) = u 1 (1) = u 2 (1) = 0.
The parameters ε and µ are small constants in (0, 1]. It is merely for the sake of notational simplicity that we assume homogeneous boundary conditions. For a problem with nonhomogeneous boundary conditions one can choose the right-hand side of (1a) so that its solution differs from the solution of the homogeneous problem only by a known linear function. Equations similar in form to (1) are employed in modeling various physical phenomena, such as the turbulent interaction of waves and currents (see, e.g., Thomas [8] ) or diffusion processes in electroanalytic chemistry, as mentioned by Shishkin [7] . In both these applications, it is the case that 0 < ε, µ 1, and so the solution u(x) = (u 1 , u 2 )
T to (1) has overlapping boundary layers of width O ε ln ε and O µ ln µ at x = 0 and x = 1.
For a single-equation reaction diffusion problem, it has been shown that a standard finite difference method is uniformly convergent on a fitted, piecewise uniform "Shishkin" mesh [6, Chap. 6] . Shishkin also proposed a piecewise uniform mesh for a system of reaction diffusion equations [7] . In that paper he classifies the problems according to
Matthews et al. [3] consider case (i), showing that a standard finite difference scheme is uniformly convergent on a fitted, piecewise uniform mesh. They establish first-order convergence up to a logarithmic factor in the discrete maximum norm:
ln N,
is the solution to the discrete problem, and the constant C is independent of both the perturbation parameters and the number of mesh points N . The same authors have also obtained a similar result for case (ii), which they haven strengthened to show almost second-order convergence [4] . Madden and Stynes [2] obtained almost first-order convergence for the general case (iii).
The aim of the present study is to improve the theoretical error bound to almost second order (up to a logarithmic factor) for case (i), i.e., we take 0 < ε = µ 1. Following the example of other studies on systems of reaction diffusion problems (e.g., [2] [3] [4] ), we shall assume that A = a ij
is an L 0 -matrix, i.e., a matrix with positive diagonal entries and nonpositive offdiagonal ones, with
Thus, A is an M -matrix whose inverse is bounded by α −2 in the maximum norm. An outline of the paper is as follows. In Section 2 we recall the properties of the exact solution of (1) . Then, in Section 3 we introduce our discretization scheme and the mesh to be used. This is followed by the analysis of the scheme in Section 4. Supporting numerical results are presented in the final section.
Notation. Throughout this paper we use C, sometimes subscripted, to denote a generic positive constant that is independent of both the perturbation parameter ε and N , the number of mesh intervals. By · D we denote the maximum norm in C(D) and C(D)
When D =Ω = [0, 1], we drop the D from the notation. We use · ω to denote the analogous discrete maximum norm on the mesh ω.
Properties of the exact solution
For the construction of layer-adapted meshes and the analysis of associated numerical methods, it is necessary to have precise knowledge of the behavior of the exact solution to be approximated and its derivatives. To simplify some notation we rewrite (1) as
Lemma 2.1. Let u be the solution to (1) . Suppose A and f are twice continuously differentiable. Then u can be decomposed into two parts: u = v + w, where v is the regular part of u satisfying
and w is the layer part satisfying
Proof. The bounds for m = 0, 1, 2, 3 are given in [3] . Then, the estimates for the fourthorder derivatives are obtained by differentiating Lv = f and Lw = 0 twice and applying the bounds for the lower-order derivatives.
Discretization
Let ω : 0 = x 0 < x 1 < . . . < x N = 1 be an arbitrary mesh with local step sizes
where
For an arbitrary mesh, and the difference operators defined in (4), we have the following estimates which can be verified by a Taylor expansion:
The matrix associated with L is an M -matrix. Therefore we have: 
To obtain uniform convergence we shall use a Shishkin mesh [6] to resolve the layers. Let q ∈ (0, 1/2) be a mesh parameter chosen independently of ε and N such that qN is an integer. We define a mesh transition parameter by λ = min q, 2εα 
Analysis of the scheme
The standard approach to showing uniform convergence of a finite difference method on a Shishkin mesh for a reaction diffusion problem is to use a comparison principle such as Lemma 3.2 and a constant-valued barrier function, e.g., [6, Chap. 6] . In this way, one can prove almost first-order convergence.
In an alternative approach, used by Miller et al. [5] for a parabolic problem with boundary layers, a piecewise-linear barrier function is used. Then, with a suitable choice of transition parameter, one may prove almost second-order convergence. We now show how this may be employed for the problem (1) with ε = µ.
Recall the decomposition (3) of the solution u to the continuous problem (1) . We begin our analysis of the numerical method by defining an analogous decomposition of the solution U to the discrete problem (4). Let V and W be the regular and layer parts of U satisfying the difference equations
Then we have u − U ω v − V ω + w − W ω and we may study the regular and the layer parts of the error separately.
We analyze first the error in the regular part V . By Lemmas 2.1 and 3.1
We now construct a barrier function for v − V using an idea from [5] , starting by defining the piecewise linear function ϑ(x) := (ϕ, ϕ)
(1, 1)
ϑ . We may then choose C 1 sufficiently large so that
We apply the Comparison Principle of Lemma 3.2 with the barrier functions τ and −τ to obtain
because λε
ln N . We next analyze the error in the layer part W . To this end, we must consider separately the two distinct cases: λ = q and λ = 2εα 
In the second case, the argument depends on the location of the mesh point x i . There are two possibilities. In the first, x i ∈ (0, λ) ∪ (1 − λ, 1), and we have h i = h i+1 = 2ε ln N/qαN . Using this, the third estimate of Lemma 3.1 and Lemma 2.1, we see that (7) holds in this case too. If instead x i ∈ [λ, 1 − λ], then we use the first bound from Lemma 3.1 and Lemma 2.1. We obtain 
To complete the analysis, combine (6) with (8) . Thus, we obtain our main convergence result. .Then
by Theorem 4.1 and the interpolation error bounds from, e. g., [1, §4.2] or [4, Theorem 7] .
Numerical results
In this section we verify experimentally our convergence results. Our test problems are similar to those used by [3] .
The finite difference scheme (4) generates systems of linear algebraic equations with block three-diagonal matrices. Using a direct solver, these can be solved with optimal complexity, i.e., with numerical costs proportional to the number of unknowns.
Both problems satisfy (2) for any α ∈ (0, 1). Therefore we take in our construction of the Shishkin mesh α = 0.99. The mesh parameter q is set to 1/4. We estimate the accuracy of the numerical solution by comparing it to the numerical solution on a finer mesh.
Indicating by U N . The results of our test computations are given in Table 1 . They are clear illustrations of the almost second-order uniform convergence in the discrete maximum norm. 
