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Abstract
Large-Momentum Effective Theory (or LaMET) advocated by the present authors provides a
direct approach to simulate parton physics in Eulidean lattice QCD theory. Recently, there has been
much interest in this theory in the literature, with some questioning its validity and effectiveness.
Here we provide some discussions aiming at a further exposition of this approach. In particular, we
explain why it does not have the usual power divergence problem in lattice QCD calculations for
the moments of parton distributions. The only power divergence in the LaMET approach comes
from the self-energy of the Wilson lines which can be properly factorized. We show that although
the Ioffe-time distribution provides an alternative way to extract the parton distribution from the
same lattice observables, it also requires the same large momentum (or short distance) limit as in
LaMET to obtain a precision calculation. With a proper quantification of errors, both extraction
methods shall be compared with the same lattice data.
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I. INTRODUCTION
The parton model invented by Feynman has been one of the most useful languages in
describing the physics of strong interactions at high energy [1]. Partons are idealized objects
that exist when hadrons travel at the speed of light. Thus in modern language, they are
effective degrees of freedoms in an effective theory, for instance, the soft-collinear effective
theory [2]. The parton properties of a hadron, such as parton distributions, parton wave
functions or amplitudes, parton correlations, etc., are low-energy properties which require
solutions of quantum chromodynamics (QCD) in the strong coupling region.
When formulated in the rest frame of the hadron, parton physics represents the space-
time correlations of QCD quarks or gluons along the light-cone direction (ξ− = (t− z)/√2),
which involves an explicit time dependence [3]. (We use ξµ = (t, x, y, z) (µ = 0, 1, 2, 3) to
denote space-time coordinates, although x, y, and z are commonly used to denote momentum
fractions as well.) In physics, the time-dependent correlations are in a class by themselves
because the time evolution calls for the presence of the interaction-dependent Hamiltonian
H , and the observables are called “dynamical”.
Dynamical correlations are hard to calculate for at least two different reasons: 1) if one
inserts a set of intermediate Hamiltonian eigenstates to simplify the evolution, one needs
to know the wave functions of all the intermediate excited states. Thus knowing just the
initial (often ground) state wave function is not sufficient to calculate the time-dependent
correlations. Methods designed to approximate the ground state might not be applicable to
the excited states, and thus dynamical correlations are usually calculated less reliably than
time-independent or static observables for which the initial state wave function is sufficient.
2) Since the time-dependence involves the unitary evolution operator, e−iHt, it is a problem
for numerical Monte Carlo simulations as it contains a sign-changing phase. In fact, the
majority of the Monte Carlo approaches designed to calculate static properties cannot be
readily applied to dynamical correlations. There have been attempts to calculate instead
an imaginary or Euclidean evolution with e−Hτ , and to analytically continue the result to
the real time [4, 5]. However, these approaches are hardly reliable because the analytical
functions are unknown. An alternative trick is to Taylor-expand the time-evolution operator,
obtaining the time dependence through the sum of an infinite series. Such an approach again
is very limited because of the poor precision of calculations for higher moments [6]. For the
above reasons, the time-dependent correlations are generally referred to as “Minkowskian”
in the sense that time and space correlations are intrinsically different. On the other hand,
the time-independent correlations may be called “Euclidean” , because they can be readily
calculated with Monte Carlo simulations, except that there may be additional sign problems.
For Minkowskian observables, the traditional approach is to use analytical approxima-
tions. For instance, the so-called Schwinger-Dyson approach solves the time dependence in
terms of dynamical equations [7]. For parton physics, in the so-called light-front quanti-
zation approach, the coordinates are redefined such that the new time is a combination of
space and the old time, and the light-cone correlations become time-independent [8]. How-
ever, the resulting theory cannot be solved readily using Monte Carlo methods because the
metric is not positive definite.
Fortunately, there are certain “dynamical” problems that are not intrinsically
“Minkowskian” in the sense that with some clever formulation, they can be solved us-
ing Monte Carlo methods. For instance, scattering phase-shifts usually involve complex
S-matrix elements which cannot be calculated directly using a Monte Carlo approach. How-
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ever, one can put the theory in a box, calculating the bound state levels as a function of the
boundary condition and extracting the phase shifts from bound state energy levels [9–12]. A
second example is certain Minkowskian correlators can be directly analytically continued to
Euclidean region without encountering any “poles”, and therefore, can be calculated directly
in Euclidean space [13].
Recently it was suggested by the authors that parton physics in non-perturbative QCD
belongs to a class of problems that are not intrinsically Minkowskian [14–22]. This obser-
vation is based on two important points: 1) light-cone correlators can be approximated by
near-light-cone correlators through QCD perturbation theory, thanks to asymptotic freedom.
2) the Lorentz boost is dynamical, and it can be used to absorb the dynamical evolution
between the fields through boosting a hadron state. Therefore, all remainder dynamics is
included in the boosted hadron wave function, not in the probe operators. In this way, all
parton physics can be accessed from equal-time correlations in a large-momentum hadron
state which are calculable in Euclidean Monte Carlo simulations.
The approach is an effective field theory in the following sense. For any time-dependent
light-cone operator O(ξ−1 , ξ
−
2 , ...), one can construct an infinite number of Euclidean quasi-
operators Oi(z1, z2, ..), where i is a label for all such operators, and zi are the spatial coor-
dinates of the fields along the direction of hadron momentum, which is taken as the third
coordinate direction. The matrix element of such an operator in a hadron state with a large
momentum pz, calculated for example in lattice QCD, has a large momentum expansion [18]
〈p|Oi(z1, z2, ..)|p〉 = Ci0(αs, pz)⊗ 〈p|O(ξ−1 , ξ−2 , ...)|p〉+O(1/p2z) , (1)
where we have omitted all the renomalization scales, and Ci0 is a hard coefficient. The
higher-order corrections can be calculated systematically. Since in this effective theory the
large momentum is used to approach the light-cone, it is called the large momentum effective
field theory or LaMET for short.
It is worthwhile to point out that the choice of the Euclidean quasi-operator above is not
unique. Any quasi-operator that yields the same light-front physics in the infinite momentum
limit can be used to probe the desired light-cone operator. All such quasi-operators form
a universality class. In practice, the existence of the universality class allows one to make
an optimized choice of the quasi-operators so that the O(1/p2z) correction can be made as
small as possible. One such example is the calculation of the total gluon polarization in the
nucleon [16].
Recently, there has been much interest about this theory in the literature, with some
questioning its validity or effectiveness. Here we provide some discussions aiming at a further
exposition of this approach. In Ref. [23], the factorization within the LaMET approach has
been questioned. Following Ref. [24], we explicitly show that the problem arises from the
procedure of analytical continuation. In Ref. [25], the issue of power divergences has been
raised based on an analysis of moments. We show that this problem does not exist in
the non-local approach where the only power divergence arises from the self-energy of the
Wilson lines. Finally, in Refs. [26, 27], a new approach has been proposed to extract parton
distributions. We show that the Ioffe-time distribution is an alternative way to extract
parton distribution from the same lattice observable, and hence is entirely equivalent to the
LaMET approach. Besides, the apparent scaling observed in that approach might or might
not help with the convergence problem.
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II. PERTURBATIVE MATCHING IN MINKOWSKI SPACE AND NON-
PERTURBATIVE RENORMALIZATION IN EUCLIDEAN SPACE
In a recent paper [23], the validity about the factorization of the quasi-distribution into
parton distribution as in Eq. (1) has been questioned. In the original one-loop factorization
proof in Ref. [17], the quasi and physical parton distributions were calculated using the
Lehmann-Symanzik-Zimmermann reduction formula in Minkowskian field theory [3] where
all the internal loop integrals are Minkowskian. In this form, all the infrared (IR) properties
are very clear. On the other hand, because the quasi-distribution has no time-dependence,
it can be calculated from a Euclidean space state that evolves as
|p〉 = e−βH |p) (2)
in Monte Carlo simulations. Here |p) is a state with momentum p and correct quantum
number but not an eigenstate, whereas H is the QCD Hamiltonian, β is an evolution pa-
rameter (“Euclidean time”). In lattice QCD, nucleon matrix elements are obtained from the
source-operator-sink correlation where the source, operator, and sink are separated by imag-
inary time. For large separation, this three-point correlation function is dominated by the
contribution from the lowest physical state [28]. Thus, the matrix elements are effectively
calculated in an Euclidean-like field theory. However, the equivalence of the Euclidean cal-
culations with the original Minkowskian field theory is guaranteed through the derivation of
the formalism. This equivalence has been the basis for all the Euclidean lattice calculations
in the past.
It was shown, however, that the Feynman integrals in lattice perturbation theory with
external Minkowskian momenta do not have collinear divergences [23]. Therefore, it appears
that the quasi-distribtutions from lattice QCD do not have proper IR properties. In a
subsequent paper [24], it was explicitly shown that the lattice calculation procedure leads
to the Minkowskian theory matrix element with correct collinear divergences. The question
then becomes what the correct procedure is to recover the physical result (or collinear
divergences) with Minkowskian external momenta from the Euclidean perturbation theory.
The answer is that one cannot directly insert the Minskowskian external momentum into the
Euclidean integrals, as this procedure will change the pole structures. The correct procedure
is to finish the Euclidean integral with Euclidean external momenta and then analytically
continue the result to Minkowski spacetime. To see that the nucleon matrix elements of
the quasi-distribution calculated from lattice QCD does capture the correct IR physics in
perturbation theory, one has to perform an analytical continuation of the matrix elements
after the Euclidean loop integrals are done, not before.
In the following, we provide an example to illustrate the above point: We calculate a
one-loop integral appearing in the Euclidean quasi-distribution and show that the collinear
divergence becomes manifest after an analytic continuation from p2E to p
2
M with p
µ
M and
pµE being the Minkowskian and Euclidean momenta. Actually the result is identical to its
Minkowskian counterpart.
We first start with the Minkowskian integral, where p0M =
√
p2z +m
2,
IM =
∫
d4kM
(2π)4
(2π)pzδ(kzM − xpz)
(k2M −m2 + iǫ) [(pM − kM)2 + iǫ]
, (3)
We focus on the physical region 0 < x < 1 where the collinear divergence could exist.
For IM , we first integrate over k
0
M with the residue theorem, and then over the transverse
4
components, to get the result
IM =
i
8π
1√
1 + ρM
[
ln
1 +
√
1 + ρM
ρM
+ ln
√
(1 + ρM)(x2 + ρM) + x+ ρM
1− x
]
, (4)
where
ρM =
m2
(pz)2
< 1 . (5)
For the Euclidean space integral, we first keep pτE real,
IE =
∫
d4kE
(2π)4
(2π)pzδ(kzE − xpz)
(k2E +m
2)(pE − kE)2 . (6)
Integrating over the poles, we find
IE =
1
8π
√
ρE − 1− iǫ
[
arctan
ρE + ρM − 2(1− x)
2
√
ρE − 1− iǫ(1− x)
+ arctan
ρE − ρM − 2x
2
√
(ρE − 1− iǫ)(x2 + ρM)
]
, (7)
where
ρE =
(pτ )2 + (pz)2
(pz)2
> 1 . (8)
We keep −iǫ in the imaginary part of ρE so that we can analytically continue it to ρM
through the lower half complex plane by making the replacement pτ → −ip0,√
ρE − 1− iǫ→ −i
√
1 + ρM . (9)
We find that
I ′E =−
1
8π
1√
1 + ρM
[
1
2
arctanh
(
− 1√
1 + ρM
)
+
1
2
arctanh
(
− x+ ρ√
(1 + ρM)(x2 + ρM)
)]
=− iIM , (10)
which is exactly the Minkowskian matrix element with a factor of i that is to be canceled
in dk0M = idk
4
E . If we take the massless limit m→ 0, then both IM and I ′E give
IM =
i
8π
(
ln
(pz)2
m2
+ ln
4x
1− x
)
, (11)
with collinear divergence correctly characterized by lnm2.
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Despite the analytical continuation to recover the correct collinear divergence, we find that
the Euclidean matrix elements with Euclidean external momenta are still useful for renor-
malization. The quasi-distribution calculated in lattice QCD requires a non-perturbative
renormalization, which can be done, e.g., in the RI/MOM scheme used in Refs. [29–31].
To compute the renormalization factors in such a scheme, one needs to compute the vertex
functions with external quarks and gluons that have deep-Euclidean momenta. After renor-
malization, the quasi-distribution is expected to have a well-defined continuum limit. It can
then be matched perturbatively to the normal distributions in the MS scheme, where the
matching factor can be computed in Minkowski space.
III. POWER DIVERGENCES AND RENORMALIZATION OF QUASI-
DISTRIBUTIONS IN LATTICE QCD
In a paper by Rossi and Resta [25], a question has been raised about the practical
implementation of the factorization theorem, Eq. (1), in lattice QCD. In particular, they
consider the quasi-distribution in Eq. (19) of their paper, and try to compute its second
moment in the rest frame of the hadron. They point out that because of the mixing of the
trace term with the lower dimensional operator, the 1/p2z suppressed terms have a power-
divergent contribution as shown in Eq. (35) of their paper. Therefore, they conclude that
“unless one performs a non-perturbative subtraction of the power divergent terms, the pz →
∞ limit does not exist. ” However, a careful analysis shows that this problem does not exist
in the present formalism.
First of all, the quasi-distribution used to extract the physical parton distribution, is a
function of y = kz/pz. Formally, one can take the second moment and show that it results
in a local operator with double derivatives. However, in practice, the moments of the quasi-
distribution do not exist. As can be seen from the one-loop calculation [17], the result
behaves like 1/|y| at large y, therefore all higher moments other than the zeroth one do not
converge. It is exactly this large y divergence that calls for an extra renormalization in the
local operators. However, without taking the moments, the divergence does not appear.
In fact, it is exactly this non-local quasi-distribution formulation of parton physics that
avoids the power divergence problem in moment calculations using the old-fashioned ap-
proach. The non-local formulation has much simpler ultraviolet (UV) physics and hence
makes it much easier to control the divergences.
For example, the renormalization of the quasi-distributions is straightforward in “heavy-
quark” formalism. It can be shown that for quark non-singlets, except for the Wilson-line
self-energy or mass correction, there are no other power divergences [32–36]. All other
divergences are logarithmic in the lattice spacing. Therefore, the quasi-distributions can
be renormalized by factoring out the power-divergent self-energy factor and logarithmic
renormalization factor, and have a smooth limit when the lattice spacing vanishes. Note
that without factoring out the power-divergent self-energy factor, a one-loop mass correction
of form αsC1|z|/a with lattice spacing a and Wilson-line length |z| can generate a finite
collinearly divergent term in the quasi-distribution at two-loop, which appears to break
the IR factorization of the quasi-distribution [37]. However, such terms do not contribute
when the linear divergence is factored out of the quasi-distributions before taking the lattice
spacing to zero.
After renormalizing the quasi-distributions in an appropriate scheme, one can then use
the factorization formula in Eq. (1) to match it to the MS parton distribution. Then the
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higher-twist 1/p2z terms vanish smoothly as pz →∞. This is exactly what RI/MOM scheme
does in recent papers [29–31].
IV. QUASI-DISTRIBUTIONS VS. PSEUDO DISTRIBUTIONS, SIMILARITIES
AND DIFFERENCES
In a recent paper [26], an alternative interpretation has been suggested for the Euclidean
matrix elements proposed in LaMET, which provides another method to extract the physical
parton distribution from the same lattice calculations. The starting point is the so-called
Ioffe-time distribution M(ν, ξ2), which is defined as the matrix elements of bilinear quark
operators, separated with arbitrary spacetime distances ξµ, and in a hadron state with
four-momentum pµ. As such, it is an invariant quantity of ν = −p · ξ (Ioffe-time), and
space-time invariant −ξ2. In practice, such a Lorentz-invariant function can be obtained on
the Euclidean lattice from the two-quark spatial correlation function,
h(zpz, z
2,Λ) = 〈p|ψ(z)ΓL(z, 0)ψ(0)|p〉 , (12)
where Γ is Dirac matrix, L(z, 0) the straight gauge link, and Λ a renormalization scale
or lattice cutoff scale. Thus, the matrix element h(zpz , z
2,Λ) in the quasi distribution
calculations in LaMET can be viewed as a covariant Ioffe-time distribution h(ν, ξ2,Λ) with
ν = zpz, in space-like separation, −ξ2 = z2.
Radyushkin suggests to interpret the Ioffe-time distribution in a new frame, in which
ξµ = (ξ+ = 0, ξ−/γ, ξ⊥), where we have used the light-cone variable ξ
µ = (ξ+, ξ−, ξ⊥), and
pµ = (p+γ, 0, p− = M2/(p+γ), M is the hadron mass, and γ is a boost parameter. With
γ → ∞, one recovers the infinite momentum frame. In this new frame, the Ioffe time is
ν = −p+ξ−, and −ξ2 = ξ2
⊥
is again space-like, and they are γ independent. And h becomes
a near light-cone correlation function,
h(p+ξ−, ξ⊥,Λ) = 〈p|ψ(0, ξ−, ξ⊥)ΓL(0, ξ−, ξ⊥; 0)ψ(0)|p〉, (13)
where now the gauge link has both components along the light-cone and transverse direc-
tions. Lorentz symmetry guarantees the quality of Eq. (11) and (12), with ξ⊥ = z, and
ξ− = −zpz/p+. The Fourier transformation with respect to the Ioffe-time ν has the direct
interpretation as the light-cone momentum fraction x, therefore is bounded in [−1, 1] as
always the case in the infinite momentum frame.
One can then introduce a “pseudo”-distribution from the space-like correlation,
P(y, ξ⊥,Λ) = 1
2π
∫
∞
−∞
dνe−iyνh(zpz , z
2,Λ) , (14)
where ξ2
⊥
= z2. In this approach, the hadron momentum on lattice is re-interpreted as
the Ioffe time at a fixed ξ⊥. The physics of the pseudo-distribution is that it is a Fourier
transformation of a type of transverse-momentum dependent parton distributions. Since
there is a gauge link between the quark fields going along the transverse direction in Eq. (13),
in A+ = 0 guage, there is an infinite number of transversely polarized gluons involved in
the distributions. Therefore the parton picture of the pseudo-distribution is not simple. In
particular, the momentum fraction y contains not only the contribution from a single quark,
but also that from transversely-polarized physical gluons. y approaches the quark light-cone
fraction only in the limit of ξ⊥ = 0.
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In this alternative interpretation of the Euclidean matrix element, the physical quark
distribution is recovered by putting the quarks entirely on the light-cone, i.e., when the
transverse coordinate of the quark ξ⊥ = z goes to zero. In this limit, to get finite Ioffe-time
ν = zpz , one again has to let pz →∞, the same as used in LaMET. Thus, the requirement
to get a precision parton distribution is exactly the same in the two approaches.
In practice, one has to work with small but nonvanishing ξ⊥ to avoid light-cone diver-
gences. One can then establish a similar factorization theorem as in LaMET (“a small-
distance effective theory”),
P(y, ξ⊥, µ˜) =
∫
dx
x
C(y/x, ξ⊥µ˜, µ˜/µ)q(x, µ) +O(ξ2⊥), (15)
where q is a physical parton distribution, C is a matching coefficient that depends on the
specific lattice regularization, µ˜ and µ are the renormalization scales of the Ioffe-time dis-
tribution and physical PDF. To have continuum limit, ξ⊥ shall be much larger than lattice
spacing a, but much smaller than 1/ΛQCD. The corrections are in terms of small ξ⊥ ex-
pansion. It would be interesting to extract the parton distributions through the above
factorization formula at a fixed ξ⊥.
To demonstrate the above factorization theorem, let us take the isovector unpolarized
quark distribution as an example. In the Feynman gauge, we calculate the quark matrix el-
ements of the quasi and physical PDFs at one-loop order in dimensional regularization with
D = 4 − 2ǫ. The external quark state is chosen to be onshell and massless, so the UV and
collinear divergences are regularized by 1/ǫUV (ǫUV > 0) and 1/ǫIR (ǫIR < 0) respectively.
We compute the same Feynman diagrams in Ref. [17] in the coordinate space to obtain
h(1)(zpz , z2, µ, ǫ) (for Γ = γ0) and q(1)(p+z−, µ, ǫ), where µ can be regarded as the renormal-
ization scale. The Feynman rules are not conventional as there is a Fourier transform of one
loop momentum component in each of the irreducible diagrams, for instance,
µ2ǫ
∫
ddk
(2π)d
1
k2(p− k)2 e
−ikzz = iµ2ǫ
∫ 1
0
du
∫
ddk
(2π)d
e−ik
zz
k4E
e−iup
zz . (16)
Using Schwinger parametrization, we can evaluate the above integral analytically,
iµ2ǫ
∫ 1
0
du
∫
ddk
(2π)d
e−ik
zz
k4E
e−iup
zz
= iµ2ǫ
∫ 1
0
du
∫
∞
0
dα α
∫
ddk
(2π)d
e−αk
4
E
−ikzze−iup
zz
=
i
16π2
(πz2µ2)ǫIRΓ(−ǫIR)
∫ 1
0
du e−iup
zz . (17)
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The complete results for h(1)(zpz, z2, µ, ǫ) and q(1)(p+z−, µ, ǫ) are
h(1)(zpz , z2, µ, ǫ)
=
αsCF
2π
∫ 1
0
du
[(
1− u+
(
2u
1− u
)
+
)(
− ln(z2µ2)− 1
ǫ′IR
)
+ (1− u)
]
e−iup
zz
+
αsCF
2π
(izpz)
∫ 1
0
du
∫ 1
0
dt (2− u)(− ln t2)e−i(1−tu)pzz
+
[
(1 + δZψ) +
αsCF
2π
(
2 ln(z2µ2) +
2
ǫ′UV
+ 2
)]
e−ip
zz , (18)
q(1)(p+z−, µ, ǫ)
=
αsCF
2π
∫ 1
0
du
(
1− u+
(
2u
1− u
)
+
)(
1
ǫ′UV
− 1
ǫ′IR
)
eiup
+z−
+ (1 + δZψ)e
ip+z− , (19)
where Zψ = 1+ δZψ is the quark wavefunction renormalization constant, and we have made
the substitutions 1/ǫ′UV,IR = 1/ǫUV,IR+ γE+ln π. To guarantee vector current conservation,
Zψ is given in the on-shell scheme,
Zψ = 1− αsCF
2π
1
2
(
1
ǫ′UV
− 1
ǫ′IR
)
+O(α2s) . (20)
Then we Fourier transform the Ioffe time pzz or p+z− into x, and obtain
P(1)(x, ξ⊥, µ, ǫ)
=
αsCF
2π
[(
1 + x2
1− x
)
+
(
− ln(ξ2
⊥
µ2)− 1
ǫ′IR
− 1
)
−
(
4 ln(1− x)
1− x
)
+
+ 2(1− x)
]
θ(x)θ(1− x)
+
[
1 +
αsCF
2π
(
3
2
ln(ξ2
⊥
µ2) +
3
2
1
ǫ′UV
+
3
2
)]
δ(1− x) , (21)
whereas the corresponding light-cone PDF is
q(1)(x, µ, ǫ) = δ(1− x) + αs
2π
(
1 + x2
1− x
)
+
(
1
ǫ′UV
− 1
ǫ′IR
)
. (22)
The support in the pseudo distribution P(1)(x, ξ⊥, µ, ǫ) is restricted to 0 < x < 1, as ex-
pected. If we renormalize both Eq. (21) and Eq. (22) in the MS scheme, then the matching
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coefficient in Eq. (15) is read off as
C (y, ξ⊥µ)
=
[
1 +
αsCF
2π
(
3
2
ln(ξ2
⊥
µ2) +
3
2
)]
δ(1− y)
+
αsCF
2π
[
−
(
1 + y2
1− y
)
+
(
ln(ξ2
⊥
µ2) + 1
)−(4 ln(1− y)
1− y
)
+
+ 2(1− y)
]
θ(y)θ(1− y) . (23)
Similar factorization formula can be extended to the case of lattice regularization and non-
perturbative renormalization.
Instead of using the factorization formula in Eq. (15) to extract parton distribution
from lattice matrix element calculated at a fixed ξ⊥, Ref. [26] focused on the possible
approximate factorized property of the Ioffe-time distribution, i.e. M(ν, z) ∼ g(ν)h(z). If
so, g(ν) ∼ M(ν, z)/h(z) will have approximate scaling at different z. One can then get
the small z Ioffe-time distribution from a large z calculation, which does not need a very
large momentum to produce a large Ioffe time. Indeed, an exploratory calculation on lattice
shows that this special factorization or scaling works quite well [27].
While such a scaling or factorization behavior is interesting, just like parton-hadron
duality in deep-inelastic scattering [38] allowing the extraction of parton distributions at
small Q2, it is of limited use in actual precision calculations of parton distributions. The
scaling in the exploratory calculations was observed in a limited kinematic domain with
limited precision. The parton distributions involve Ioffe time at all sizes, particularly small
x distribution involves very large Ioffe time, where the scaling becomes much harder to test
and the present result is certainly incorrect. To get the correct large Ioffe-time behavior, one
needs calculation at small ξ⊥ and larger nucleon momenta, the same as required in LaMET.
Moreover, the new ξ⊥ dependence factorization must be corrected for precision calculations.
Since there is no systematic approach to correct for the violation of this factorization, such
a phenomenological approach will not be a replacement for rigorous approaches as in Eq.
(15), where corrections can be quantified.
It of course will be interesting to compare the parton distributions from two seemingly
different factorization approaches (large momentum vs. small distance), when extracted
from the same lattice matrix elements. It is important to quantify the errors of extraction in
both approaches consistently. We emphasize that LaMET is a much more general framework
to calculate parton physics with simple physical pictures as provided by Feynman. It has a
well-defined recipe on how to systematically calculate all parton observables with quantifiable
errors, including multi-parton amplitudes and correlations.
V. CONCLUSION
We have presented some discussions aiming at a further exposition of the LaMET ap-
proach. We clarified the validity of the factorization in this approach, and stressed the im-
portance of analytical continuation in recovering the correct IR behavior of Minkowski space
integrals from their Euclidean counterparts. We also pointed out that power divergences
plaguing the traditional moments approach do not pose a problem in the quasi-distribution
approach, which employs a non-local formulation. Finally, we showed that the Ioffe-time
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distribution method to extract the parton distribution from the same lattice observables
used in LaMET requires exactly the same physical conditions. It is interesting to compare
the results of both approaches after proper quantifications of errors.
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