Young stellar clusters across nearly five orders of magnitude in mass appear to follow a simple mass-radius relationship (MRR), R ∝ M α , with α ≈ 0.2 − 0.33. Here, we develop a simple analytic model to explain this observation. We begin by considering giant molecular clouds near virial equilibrium and subsequently relate the properties of the cluster to those of the cloud. In turn, we relate the cloud properties to those of the large-scale galactic environment. The model predicts an initial mass-radius relation of constant surface density, R ∝ M 1/2 . It also predicts the initial cluster radius depends on the large-scale gas density Σ g of the ambient ISM, scaling as R ∝ Σ −1/2 g . We argue that the tendency of observed clusters to fall along lines of shallower MRRs than our initial R ∝ M 1/2 is in fact a combination of two effects. The fact that massive clusters can only form in high gas-density environments, when combined with the R ∝ Σ −1/2 g scaling we find here, ultimately shallows the global slope at high masses to nearly R ∝ M 1/3 . Meanwhile, at low masses relaxation-driven expansion quickly shallows the MRR. We combine our predicted MRR with a simple population synthesis model and apply it to a range of star-forming environments, from nearby disc galaxies to nuclear starbursts, and find good agreement throughout. We provide quantitative predictions for the radii of proto-globular clusters (GCs) and discuss the implications of the model for GC evolution and survival across cosmic time as well as the dynamical assembly of black hole binaries in stellar clusters.
INTRODUCTION
Star clusters are subject to a wide variety of dynamical effects that significantly shape their evolution across time. Two-body relaxation leads to a gradual expansion of the cluster half-mass radius (e.g. Spitzer 1987; Heggie & Hut 2003; Gieles et al. 2010) . Meanwhile, the most massive objects in the cluster "sink" towards the cluster center as two-body relaxation drives the cluster constituents towards equipartition of kinetic energy (Spitzer 1969; Watters et al. 2000) . The presence of an external tidal field further complicates the evolution, leading to accelerated mass loss from the cluster (Hénon 1961; Spitzer & Chevalier 1973; Gieles & Baumgardt 2008; Gieles et al. 2011 ). Furthermore, "tidal shocks"-impulsive encounters with other massive perturbers, such as passing molecular clouds -heat the cluster constituents, allowing them to more easily escape beyond the tidal radius and causing the cluster's half-mass radius to change in a manner which depends upon the internal struc-E-mail: nchoksi@berkeley.edu ture of the cluster (Gnedin & Ostriker 1997 , 1999 Gnedin et al. 1999a,b; Gieles & Renaud 2016; Webb et al. 2019) .
Unfortunately, directly simulating both star cluster formation and the ensuing dynamical evolution remains well out of reach of hydrodynamic galaxy formation simulations (but see Lahén et al. 2019 and Ma et al. 2019 for the first steps towards this goal). Therefore, most models typically must adopt computationally cheaper alternate approaches, such as semi-analytic methods of "painting" on star cluster formation using (physically-motivated) sub-grid models on top of galaxy formation simulations (Pfeffer et al. 2018; Choksi et al. 2018; Kruijssen et al. 2019a) . Alternatively, although they do not spatially resolve clusters, Li et al. (2017 Li et al. ( , 2018 directly model the star cluster formation process in galaxies by self-consistently tracking both the growth of clusters due to accretion from the interstellar medium and the end of formation due to the cluster's own feedback. In all cases, the subsequent dynamical evolution is then accounted for using either prescriptions calibrated against Nbody simulations or analytic calculations (e.g. Pfeffer et al. 2018; Choksi et al. 2018 ; Kruijssen et al. 2019a ).
Consequently, all such models must make approximations regarding the initial properties of individual clusters. However, the dynamical evolution of a cluster over time depends quite sensitively on the adopted initial conditions. In particular, the initial cluster mass and radius, which together set the initial cluster density, are vital to accurately modeling the mass loss rate from the cluster as essentially all mechanisms for cluster disruption scale with the cluster density (e.g. Spitzer 1987; Gieles et al. 2006 Gieles et al. , 2010 Gieles et al. , 2011 Kruijssen et al. 2011; Webb et al. 2019) . Across all quantities needed to describe the initial demographics of a cluster population, most have been studied extensively (such as the fraction of star formation occurring in bound clusters and the resulting initial cluster mass function -including its lower cutoff, slope, and upper cutoff, e.g. Kruijssen 2012; Guszejnov & Hopkins 2015; Reina-Campos & Kruijssen 2017; Li et al. 2017; Trujillo-Gomez et al. 2019 ). By contrast, the physics responsible for setting the initial radii of stellar clusters remains poorly understood (but we note that a first attempt was made by Murray 2009 , who calculated R ∝ M 0.6 for very massive clusters and ultracompact dwarf galaxies with M 10 6 M whose formation is truncated by radiation pressure).
On the observational side, for clusters within the Local Group where individual member stars can be resolved, the cluster mass can be determined by fitting the colourmagnitude diagram (Elson et al. 1989; Johnson et al. 2016) . Outside the Local Group, where acquiring detailed CMDs is not possible, photometric mass estimates can be made from mass-to-light ratios calibrated against simple stellar population models or if multi-band photometry is available, from fitting of the spectral energy distribution (SED) Adamo et al. 2015; Ryon et al. 2017) . In other cases, dynamical estimates from velocity dispersions are possible McCrady & Graham 2007; Leroy et al. 2018) . Measuring the radii of stellar clusters is usually more challenging than measuring their masses, as doing so requires the cluster to be at least partially resolved so as to construct a light profile. Radius measurements are further complicated by the fact that only light can be measured, and therefore observations can typically only ever measure a half-light radius, which may differ by a factor of order unity from the half-mass radius due to mass segregation within the cluster (Portegies Zwart et al. 2010) .
Despite the aforementioned challenges, over the past few decades many groups have investigated the properties of young star clusters across a variety of star-forming environments in the nearby Universe (e.g. Whitmore et al. 1993; Zhang & Fall 1999; Scheepmaker et al. 2007; Mayya et al. 2008; Bastian et al. 2012; Adamo et al. 2015; Portegies Zwart et al. 2010; Bastian et al. 2013; Ryon et al. 2015; Chandar et al. 2016; Ryon et al. 2017; Johnson et al. 2017; Messa et al. 2018 ). The subset of these studies measuring cluster radii generally support an increase in mean cluster radius with cluster age (as would be expected from relaxation-driven expansion), but found limited or no evidence in support of a correlation between a cluster's radius and mass (though such conclusions were not universal; see e.g. Bastian et al. 2013) . Consequently, most works simply fit the radius distributions of cluster populations as log-normal distributions of varying means and dispersions.
However, in general all these works were limited by the relatively narrow dynamic range in cluster masses covered by each individual study. Very recently, Krumholz et al. (2018) compiled data on radii and masses for a large sample of young clusters in nearby star-forming galaxies. With the vastly expanded dynamic range, they showed clearly that young star clusters do follow an approximately powerlaw mass-radius relation R ∝ M α over the mass range M ≈ 10 2 − 10 7 M (see their fig. 9 ). The heterogeneity of the sample makes determining an exact value of the slope α is uncertain, but it nevertheless appears to be in the range α ≈ 0.25 − 0.33. The scatter in the relation around the mean trend is roughly 0.4 dex. This large scatter, combined with the relatively weak slope of the underlying MRR, explains why many past individual studies with their more limited dynamic range in cluster mass often concluded against the existence of any MRR. Significant strides have been made towards simulating the formation of bound star clusters beginning from the collapse of individual turbulent giant molecular clouds (GMCs; Dale et al. 2015; Kim et al. 2018; Grudić et al. 2018a; Howard et al. 2018; Li et al. 2019; He et al. 2019) to the final expulsion of the parent cloud gas. These high resolution simulations incorporate a wide variety of relevant physics, including self-consistent modeling of star formation and the subsequent energy and momentum deposition into the surrounding gas. However, they are naturally computationally intensive and therefore cannot sample a large range of parameter space. Moreover, they generally treat the GMCs in isolation, ignoring any impact of the large-scale galactic environment.
In this work, we take an alternate approach. We seek to develop a simple, physically-motivated analytical model for understanding the initial radii of star clusters across a broad range in mass and as a function of galactic environment. This paper is organized as follows. In Section 2 we present our model for the initial cluster mass-radius relation. Section 3.1-3.3 test the model against observations of young cluster populations across a diverse range of environments in the local Universe. We discuss the implications of our results for a wide range of related problems in Section 4 and conclude with a summary of our main results in Section 5.
METHODOLOGY

Deriving an initial mass-radius relation
We begin by considering a single giant molecular cloud (GMC) near virial equilibrium (e.g. Sun et al. 2018) . In particular, we consider an overdense clump within the GMC that ultimately collapses to form a bound star cluster. Throughout, we refer to the initial mass and radius of this clump as M clump and R clump . In terms of the virial parameter α vir , the properties of the clump are (Bertoldi & McKee 1992) :
where α vir = 1 corresponds to exact virial equilibrium. In reality, there is of course no exact boundary between the clump and the remainder of the cloud, and the central star cluster formed in the central molecular core grows hierarchically through mergers with smaller subclusters which may form closer to the outskirts of the cloud (Grudić et al. 2018a,b; Li et al. 2019 ). However, we consider such complications beyond the scope of our simple model. The mass and radius of the clump are ultimately related to the mass M and radius R of the resulting stellar cluster. Not all gas is converted into stars and stellar feedback eventually drives any remaining gas out from the cluster, thereby shallowing the potential in which the remaining stars orbit. Therefore, we relate the clump and stellar cluster properties by applying the simple analytic result derived by Hills (1980) . In the limit that an amount of mass ∆M is slowly expelled from a self-gravitating system, the relation between the initial and final radius of the system is given by the adiabatic invariant:
where R 0 and M 0 are the initial radius and mass. This result is derived under the assumption that mass loss happens on timescales much greater than the free-fall time in the clump. Detailed hydrodynamic simulations of collapsing clouds that model both star formation and its feedback effects (Grudić et al. 2018a; Li et al. 2019) , as well as measurements of the spatial de-correlation length of molecular gas and star formation at small scales in nearby galaxies (Kruijssen et al. , 2019b Chevance et al. 2019) , find that gas expulsion happens on timescales comparable to the cloud free-fall time, which is likely to constitute many freefall times in the clump. Furthermore, direct observational investigations of dense clumps find local star formation efficiencies of ∼1% per local free-fall time (Krumholz & Tan 2007; Heyer et al. 2016) , possibly due to self-regulation by protostellar jets (Nakamura & Li 2007; Cunningham et al. 2011; Hansen et al. 2012) . Therefore, we believe the adiabatic approximation to be a reasonable choice for our model. The expelled gas mass ∆M can be expressed in terms of an integrated star formation efficiency in the clump C , defined as the ratio of the final stellar mass to the initial gas mass. In terms of C , the results can be succinctly summarized as:
where R and M are the resulting stellar cluster radius 1 and mass. In Section 2.3 we explore and discuss reasonable values of C in more detail. The average velocity dispersion in the clump σ clump can further be related to the average velocity dispersion of the entire cloud σ cl . Application of the linewidth-size (Larson 1 Given the approximate nature of this work, we do not specify R as e.g. a half-mass radius. This slight ambiguity can simply be absorbed into the two order-unity free parameters we describe in this section, C and f acc .
1981) relation yields:
where the second line simply follows from the virial theorem applied to the entire cloud. Note that we have assumed for simplicity that α vir is constant across the cloud, which should provide a reasonable approximation for the purpose of our model (our final result in Eq. 11 is also only weakly dependent on α vir ). In reality, α vir in the densest clumps is likely higher than the cloud-averaged value.
Plugging the above expression into equation (1) we obtain:
Following Krumholz & McKee (2005) and Kruijssen (2012) , we assume that star and cluster formation proceed within a galactic disc in hydrostatic equilibrium, allowing us to relate σ cl to the gas velocity dispersion in the ISM σ g as:
where φ ρ and φP are order unity constants representing respectively the ratio of the mean cloud density and pressure to the corresponding disc midplane properties. Krumholz & McKee (2005) show that:
where f GMC = Σ H 2 /Σ g is the fraction of all gas locked in GMCs (assuming all molecular gas is in GMCs). For a disc in hydrostatic equilibrium, they also show that φ ρ can be written as:
where φ P is an order-unity correction factor to account for the fact that the gravity of the stars compresses the gas. From the Galactic disc to starbursting environments, Krumholz & McKee (2005) find φ P ≈ 3, and therefore we adopt this as a constant value throughout our calculations. Returning to equation (6), we eliminate M cl and σ g by assuming that GMCs form due to gravitational instability in the disc, and therefore form with masses of order the Jeans mass (Kim & Ostriker 2001) :
where σ g is the velocity dispersion of gas in the disc and Σ g is the total gas surface density in the disc averaged on ∼kpc scales. A final additional complication is that accretion onto proto-stars during the cluster formation process causes stars to slow down and fall deeper into the potential, leading to a shrinkage of the cluster radius (Bonnell et al. 1998; Bonnell 2008; Moeckel & Clarke 2011; Kruijssen et al. 2012) . We parameterize the magnitude of this effect in an order-unity correction factor f acc 1 to R . Though in principle the factor f acc could depend on the mass of the cluster (Gieles et al. 2018) , for simplicity in this work we assume f acc is a constant and leave its exact value as a free parameter. We discuss fiducial values of f acc in Section 2.4.
Plugging equations (7), (9), and (10) into equation (6) and including the factor f acc , our final expression for the initial cluster mass-radius relation becomes:
where in the last line we adopted f GMC = 0.5, α vir = 1.0, f acc = 0.5, and C = 1.0 in order to calculate a fiducial normalization for R -we discuss the justification for these values and their expected range in more detail in Section 2.3. Equation (11) is remarkably simple. All quantities appearing before (M /Σ g ) 1/2 in the above expressions are dimensionless and of order unity. Therefore, we predict that, to order-of-magnitude, the normalization of the initial cluster MRR is simply set by the surface density of gas in the galactic disc Σ g . This result therefore predicts an environmentally dependent initial cluster (surface) density. In Section 3.1, we demonstrate that this prediction provides a good description of observed cluster radii. Finally, we emphasize that our model makes no statement about whether clusters of a given M will form. Rather, it only states that if they form, they should form with radii obeying equation (11). In reality, cluster formation at certain mass regimes may in fact be suppressed due to the local environment (Kruijssen 2012; Adamo et al. 2015; Reina-Campos & Kruijssen 2017; Li et al. 2017; Trujillo-Gomez et al. 2019) . We return to this point in Section 2.5.
Dynamical evolution
The definition of what constitutes a "young" stellar cluster in the literature is both arbitrary and wildly varying. Typical ages for young clusters in the literature can range from ∼1 Myr to ∼1 Gyr (e.g. Krumholz et al. 2018) . Meanwhile, dynamical evolution within the cluster proceeds on a relaxation timescale (Spitzer 1987) :
where N is the total number of stars in the cluster,m is their mean mass, and ln Λ is the Coulomb logarithm, where Λ ≈ 0.02N for clusters with a standard stellar mass function (Giersz & Heggie 1994 ). If R ∝ M α , then t rlx increases with cluster mass for all α > −1/3. Plugging in our MRR derived in the previous section, R ∝ M 1/2 , we obtain t rlx ∝ M 5/4 (assumingm is constant so that N ∝ M ). Therefore, lowmass clusters go through their dynamical evolution faster than high-mass clusters. For low-mass clusters with M 10 4 M , equation (14) shows that the relaxation time may be much less than the typical cluster age. Therefore, twobody relaxation cannot be ignored and internal dynamical evolution should have an important role in shaping the radii of low-mass, young clusters. Gieles et al. (2010) used N−body simulations of isolated clusters in the absence of a tidal field to investigate the evolution of the cluster radius with time. They found that in dynamically young (t t rlx ) clusters, mass-loss due to stellar evolution provides an energy source that leads to a mild expansion of the cluster, similar to the effect of relaxation. In the opposite limit of dynamically old clusters, relaxation dominates the cluster evolution and continues to drive expansion. They combine these two limiting cases continuously in the following expression for the evolution of the cluster radius and show it provides an excellent fit to their numerical results:
The dimensionless parameter χ(t) measures the width of the stellar mass function in the cluster, which evolves with time due to ejection of low-mass stars from the cluster. Gieles et al. (2010) find that it evolves approximately as:
where t ≡ min(2 Myr, t). This prescription implicitly neglects the regulating effect of the local tidal field on the dynamical evolution (e.g. Gieles et al. 2011 ). However, for most young clusters, we expect the instantaneous local tidal field to have a subdominant effect on the radius evolution (e.g. Ryon et al. 2017; Krumholz et al. 2018; Rui et al. 2019) . Nevertheless, to prevent unreasonable levels of expansion we approximately take into account the effect of the tidal field by imposing a maximum cluster radius. Alexander et al. (2014) find that the ratio of the cluster's half-mass to tidal radius
does not exceed a value of approximately 0.3. The tidal radius R tid can be written in terms of the galactocentric angular velocity Ω at the cluster's position as:
We apply this result as an upper-limit to the allowed cluster radius, i.e. if our calculated R ever exceeds f roche R tid we set R = f roche R tid . This upper limit only truncates the radii of clusters forming in extreme environments with especially strong tidal fields (e.g. the Central Molecular Zone of the Milky Way, see Section 3.3). Apart from such exceptional cases, and because f roche only enters into our model as an upper-limit to the cluster radius, we find that our results are entirely independent of its value for f roche 0.2.
Exploration of the parameter space and parameter choices
The top-left panel of Fig. 1 shows the effect of varying the most important parameter in our model, the galactic gas 10 −1 10 0 10 1 10 2 R [pc] log 10 Σ g = 0.5 log 10 Σ g = 1.0 log 10 Σ g = 1.5 log 10 Σ g = 2.0 log 10 Σ g = 2.5 log 10 Σ g = 3.0 log 10 Σ g = 3.5 surface density Σ g . The adopted range of Σ g is chosen to cover essentially the entire dynamic range of the Kennicutt-Schmidt relation, from the outskirts of local dwarf galaxies where Σ g ∼ 10 0.5 M pc −2 to starbursting galaxies at highredshift with Σ g ∼ 10 3.5 M pc −2 (Shi et al. 2018) . Over this range, the expected variation in R is quite significant (a factor of about 20) and corresponds to variations in initial cluster densities of ∼ 10 4 . We note, however, that such a large range in density at fixed cluster mass is unlikely to be realised in nature, simply because the formation of massive, bound stellar clusters requires high surface densities to begin with (Kruijssen 2012; Reina-Campos & Kruijssen 2017; Li et al. 2017) . We return to this point in more detail in Section 2.5.
The next parameter we examine is the integrated star formation efficiency in the clump C . Simple virial arguments (Hills 1980) suggest that if gas expulsion happens instantaneously then C 0.5 is required for the cluster to remain gravitationally bound (although slightly lower values are permissible if expulsion happens over a finite timescale, as we model in Section 2). The top right panel of Fig. 1 shows the effect of varying the integrated star formation efficiency over the range 0.2-1. The higher values of C lead to more compact clusters by mitigating the effects of gas expulsion from the cluster. The adopted range of C leads to a factor of ≈10 variation in cluster radii. In the context of our model C refers to the integrated star formation efficiency within the clump, which is assumed to be an overdense region within the GMC that ultimately forms the bound stellar cluster. Consequently, the conversion of gas into stars in the clump can be significantly higher than the average over the entire cloud (which is observed to be a few per cent, see Kruijssen et al. 2019b and Chevance et al. 2019) , because many local free-fall times can elapse within the clump before feedback sets in and expels gas (see also Section 4.4 for further discussion on this point). Therefore, we expect the value of C to skew towards the high end of the range C = 0.2-1 shown in Fig.1 . Given the uncertainty in the exact value, we chose to calibrate C by-eye against observations, and found that C = 1 gave the best fit. We therefore adopt this as a constant value throughout our comparison to observed cluster populations. The value of C = 1 is slightly higher than typical values of ≈0.5 taken in past similar works (e.g. Matzner & McKee 2000; Kruijssen 2012 ). However, we note that our use of the Hills (1980) model for the response of the cluster radius to adiabatic gas expulsion [equations (2)-(3)] implicitly assumes that the stars and gas are well mixed; in reality, the stars should sit slightly deeper in the potential because they form from the densest gas, mitigating the effect of gas expulsion on the cluster expansion Dale et al. 2015; Grudić et al. 2018a; Li et al. 2019 ) and allowing for lower values of C .
The bottom left panel of Fig. 1 shows the effect of varying the cloud virial parameter α vir . We test a large range of values for α vir corresponding to significantly sub-virial (α vir = 0.5) to significantly super-virial (α vir = 4.5). This range significantly exceeds the range in observed virial parameters (Sun et al. 2018 ) and yet even over the entire range of values we test, the variation in α vir leads to at most a factor of ≈1.7 variation in R .
The dotted lines in all of these first three panels demonstrate the effect of allowing the initial MRR to evolve due to two-body relaxation for t = 50 Myr. Clusters that have masses corresponding to t rlx t, i.e. clusters that are dynamically old, are clearly identifiable as the MRR develops a break to the left of the corresponding critical mass scale. The dynamically evolved clusters quickly grow to significantly larger radii than set by our initial MRR. Indeed, these panels demonstrate that relaxation washes away memory of the initial MRR and the initial parameter choices in the limit that t t rlx , as the dotted curves begin to pile up regardless of their initial radii. However, for dynamically young (i.e. at fixed age more massive) clusters with t < t rlx our predicted initial MRR remains essentially unchanged, except for a slight expansion due to energy-input driven by stellar evolution, which of course proceeds on timescales of a few Myr irrespective of the cluster properties.
In the bottom-right panel of Fig. 1 we consider the effects of varying the cluster age. The age range shown of 10 6 −10 9 yr brackets essentially the widest possible range of "young" cluster definitions in the literature, but we caution that our adopted prescription for two-body relaxation is likely an insufficient descriptor of the cluster dynamics for t 100 Myr, as the external tidal field eventually has a nonnegligible effect on the cluster evolution. The adopted spread in ages leads at most to a factor of ten variation in cluster radius at M ∼ 10 3 M , but this spread decreases rapidly with increasing cluster mass, as relaxation times quickly increase too.
The accretion-induced shrinkage effect (for brevity we do not vary f acc in Fig. 1 ) provides a mild adjustment to the normalization of the cluster MRR. Kruijssen et al. (2012) found in the hydrodynamic simulations of collapsing clouds by Bonnell et al. (2008) that this effect leads to about a factor of about 1.6 decrease in cluster radii (corresponding to f acc ≈ 0.6), as measured from roughly the start of star formation until the first cloud free-fall time had elapsed. The value they measure is only approximate, given the arbitrary time range over which they measure f acc . Given this uncertainty on its exact value, we chose to simply calibrate f acc by-eye against the observations. We found f acc = 0.5 matches the data well (as well as the factor of ≈0.6 measured by Kruijssen et al. 2012) , and adopt this as our fiducial value. Finally, we note that the exact values of C and f acc are degenerate: for a constant overall normalization to R in equation (11), lower values of C in turn permit lower values of f acc (and vice-versa) and so we have chosen a combination of values that lies close to independent constraints on each parameter.
Population synthesis
Observed cluster populations show a significant amount of scatter in their MRR (Krumholz et al. 2018) . Therefore, before delving into a comparison of our model and observed cluster populations (Section 3.1) we first outline here a simple population synthesis model to generate a mock cluster population.
We begin by setting the virial parameter α vir of the cloud from which the cluster formed. Using data from the PHANGS-ALMA survey (Leroy et al. 2019 ), Sun et al. (2018) measured the virial parameters of molecular gas in a sample of 15 nearby galaxies. They find typical values of α vir ≈ 2 with a dispersion of about σ α vir ≈ 0.2 dex and we adopt these values as the mean and dispersion for a lognormal distribution from which to draw α vir . As discussed in Section 2.3, the exact values of α vir make little difference in the MRR.
Having set the parent cloud properties, we next draw clusters randomly in galactocentric radius R GC . Given a radial gas surface density profile (e.g. from observations), we sample R GC in proportion to the area-weighted gas surface density, i.e.
where Σ g is the mean gas surface density at a galactocentric radius R GC . We also account for azimuthal scatter in Σ g at fixed R GC . In their sample of 33 nearby spiral galaxies, Schruba et al. (2011) measure typical azimuthal variations of σ Σ g ≈ 0.3 dex and so we adopt this value for our model. We show in Section 3.1 that this azimuthal scatter plays a significant role in setting the overall scatter in the MRR. Once a cluster's R GC and Σ g are set as described above, we also assign a cluster mass. We draw cluster masses from an initial cluster mass function (ICMF) of the form:
This straightforward functional form is motivated by numerous observations of young cluster populations in the nearby universe (e.g. Krumholz et al. 2018) . In reality, detailed analysis reveals deviation from pure power-law behaviour at high masses, with the ICMF functional form better described by a Schechter (1976) For simplicity, we neglect this correction here and simply truncate the ICMF at M c . We choose to limit ourselves to M > 10 3 M , because below that mass the identification of truly bound clusters as opposed to unbound associations is extremely difficult (e.g. Krumholz et al. 2018) . Moreover, our model implicitly assumes that the resulting stellar cluster forms as the dominant structure within its parent GMC. Therefore, our model may be less accurate at describing lower mass clusters.
The upper cutoff mass M c of the ICMF has now been robustly demonstrated both theoretically (Li et al. 2017; Reina-Campos & Kruijssen 2017 ) and empirically (Jordán et al. 2007; Johnson et al. 2017) to vary strongly with galactic environment. 2 In particular, such studies generally found that the mass function extends to higher masses as the local gas or star formation rate surface density increase. We account for this effect using the analytic model presented in Reina-Campos & Kruijssen (2017) . In brief, their model sets the maximum stellar cluster mass as the product:
where Q is the Toomre (1964) stability parameter, cl is the integrated star formation efficiency of the entire parent GMC, Γ is the bound cluster formation efficiency (Bastian 2008) , and M cl,max is the maximum cloud mass. They set Γ using the analytic cluster formation efficiency model of Kruijssen (2012) , which has been shown to match well observational constraints in the local Universe (Adamo et al. 2015) and numerical simulations ). Finally, they assume the maximum cloud mass is shear-limited (i.e. the Toomre mass), except in regions where stellar feedback would destroy the cloud before collapse of the shear limited region could complete. They show this model reproduces observed masses of clusters, clouds, and star-forming clumps both in the local Universe and at high-redshift. This environmentally varying truncation of the ICMF plays an important role in shaping the MRR, as we discuss in the next subsection.
How an environmentally varying maximum cluster mass reshapes the MRR
Our prediction for the initial mass-radius relation in equation (11) is R ∝ M 1/2 . And yet, in the compilation of clusters from Krumholz et al. (2018) , the global slope appears to be somewhat shallower. While directly fitting the Krumholz et al. (2018) sample is unreasonable given the large biases and arbitrary choices involved in weighting different populations in a fit, the scaling in their compilation nevertheless appears closer to R ∝ M 1/3 . How can these apparently discrepant scalings be resolved? We argue that the solution is two-fold. As we have already demonstrated (e.g. Fig. 1 ), at the low-mass end of the MRR two-body relaxation washes out any memory of the initial MRR and quickly shallows the slope of the MRR (e.g. Fig. 1 ). In the limit t t rlx , twobody relaxation actually drives clusters towards an inverse MRR R ∝ M −1/3 ). However, for typical "young," low-mass clusters with t ∼ t rlx , the expected scaling is quite shallow and lies somewhere in between R ∝ M −1/3 and R ∝ M 1/2 , as is clearly visible in the figures throughout this paper.
In addition, we argue the MRR slope shallows at the high-mass end, due to the combined effect of the environmental dependence of the initial cluster mass function (ICMF) and the initial cluster mass-radius relation. Because high-mass clusters can only form in high-density environments, they cannot populate curves in mass-radius space corresponding to Σ g less than some critical Σ g,crit . Because
, this increase in the typical Σ g of high mass posed that the minimum mass varies with galactic environment as well. We have neglected this possibility here, given that we only consider clusters with M > 10 3 M .
clusters offsets the increase in radius due solely to their mass. In other words, the global slope -i.e. the slope that one would obtain when fitting composite populations across many orders of magnitude in mass -is the result of "piecing together" many R ∝ M 1/2 curves, but with decreasing normalization as one moves rightward in the MRR plane. As a result, the global slope decreases.
We can obtain a rough estimate of this effect as follows. Using a sample of local galaxies and their young cluster populations, Johnson et al. (2017) provide an empirical fit between M c and Σ SFR :
We can relate Σ SFR to Σ g via the Kennicutt-Schmidt relation (Kennicutt 1998):
Combining these scaling relations and assuming clusters of mass M c form at the minimum gas density required to form them, we obtain R ∝ M 0.17 , notably shallower than our initial R ∝ M 1/2 . We emphasize that the slope of 0.17 we derive here is only a very rough estimate meant to demonstrate how the environmental dependencies of the cluster radius and mass function combine to shallow the global MRR slope. In reality, the Johnson et al. (2017) relation is only an approximation valid on galaxy-averaged scales (see also Pfeffer et al. 2019 ) and breaks down on smaller scales, which is why we choose instead to use the theoretical model of Reina-Campos & Kruijssen (2017) . We illustrate more precisely the combination of aforementioned effects by applying the population synthesis model as described in the previous subsection for both an environmentally dependent power-law ICMF and a universal ICMF with fixed M c = 10 7 M . For simplicity, we construct a mock galaxy with surface density profile Σ g (R GC ) ∝ R −1 GC , normalized to Σ g = 100 M pc −2 at 1 kpc. We take a flat, Milky Way-like rotation curve with Ω = V rot /R GC , with V rot = 220 km s −1 and Q ≈ 1 across the galaxy.
The left and right panels of Fig. 2 show the median initial MRR for the case of a universal (dotted) and environmentally varying (solid) ICMF; the latter clearly tends to shallows the global slope. We see in the right panel of Fig. 2 that the low-mass end of the MRR also becomes shallower after the clusters undergo dynamical evolution, and the slope over the entire range from 10 3 M to 10 7 M ends up tracking more closely the dashed lines of constant density,
Meanwhile, in Fig. 3 we also show how the median gas surface density Σ g at formation changes as a function of cluster mass for the mock cluster population shown in Fig. 2 . For the case of a universal ICMF (dashed line), the median gas surface density is of course simply constant, because clusters do not know about the large-scale environment. On the other hand, for an environmentally varying ICMF (solid line) the median gas surface density increases towards higher cluster masses.
Given the large scatter in the observed relation, we argue that the intrinsic form we propose here is consistent with observations. We also emphasize that Fig. 2 Figure 2 . Left: Predicted initial MRR for a mock cluster population, in which we draw clusters from both a universal initial cluster mass function (ICMF; dotted curve) and an environmentally dependent ICMF (solid curve). Note that we have applied the same population synthesis model as in Section 2.4 and adopted a mock galaxy profile as described in Section 2.5. Right: Same as left panel, but now showing the median MRR after dynamical evolution. For reference, the black dashed lines mark constant volume densities. Enforcing a more realistic, environmentally varying, ICMF causes massive clusters to preferentially form in high gas-density environments, lowering the normalization of their MRRs and therefore shallowing the global MRR slope (see text for further discussion).
to illustrate the general effect of an environmentally varying ICMF on the MRR. The precise slope and normalization of the global MRR will ultimately depend on the details of how cluster populations are sampled across different galaxies as well as the galactic surface density, rotation, and stability parameter profiles. Finally, we note that the effect we have demonstrated here is not unique to any particular scaling relation between R and M : so long as higher density environments produce more compact clusters and the maximum cluster mass increases with density too, the global MRR slope must be shallower than the local one.
COMPARISON TO OBSERVED CLUSTER POPULATIONS
Testing the environmental dependence
A fundamental prediction of our model is that the initial radii of stellar clusters vary with galactic environment. In particular, equation (11) predicts that high gas surface density environments form more compact clusters. The existence of such a relation has not yet been systematically examined in the literature (though hints of it were noticed by Bastian et al. (2013) , who showed that typical cluster radius increased with galactocentric radius in NGC7252, and Kruijssen 2015, who noted that clusters are more compact in the high-density environment of the Galactic Centre than in galaxy discs). Therefore, we begin by testing this model prediction using a sample of cluster populations in six different galaxies spanning a wide range of environments (note that we defer a complete description of the adopted data sources to Sections 3.2 and 3.3). Given the limited dynamic range in cluster radius and Σ g in any single galaxy, we choose not to look for such a scaling within the cluster populations of individual galaxies, but instead to compare the typical compactness of clusters across different galaxies.
To measure stellar cluster compactness, we perform a χ 2 minimization fit for the overall normalization k of the galaxy's stellar cluster population's MRR while enforcing a functional form R = k M 1/2 . To mitigate the effects of dynamical evolution, we fit only clusters with masses M > 10 4 M . Using the best-fit parameters, we then calculate the median R (M = 10 4.5 M ) in that galaxy. As a simple indicator of the overall galactic environment we use the area-averaged gas surface density Σ g :
(24) Fig. 4 shows the resulting relationship between the normalization of the MRR and the averaged gas surface density. The best-fit power-law relation for the observed cluster populations is R ∝ Σ −0.35 g , in qualitative agreement with the expected scaling R ∝ Σ −0.5 g predicted in equation (11). The agreement between the model and observed relations is even better when we take into account the fact that the molecular gas fraction f GMC (on which our predicted MRR has a weak dependence) also varies with Σ g . Krumholz & McKee (2005) provide an approximate relation linking the two quantities:
Adopting the above expressing for f GMC (Σ g ) yields a mild deviation from pure-law behaviour for the scaling between R and Σ g , but the best-fit power-law relation describing the two quantities is R ∝ Σ −0.43 g , bringing the model and observed scalings between cluster radius and environment into good quantitative agreement (see the magenta dotted curve in Fig. 4 ).
Nearby disc galaxies: M31, M51, M83, NGC628
We begin by testing our model against cluster populations in several typical star-forming disc galaxies. Our model requires the total gas surface density Σ g and the molecular gas fraction f GMC to calculate R (M ). Furthermore, to calculate the maximum cluster mass as a function of environmentrelevant for drawing clusters from the ICMF during population synthesis -we additionally require the Toomre stability parameter and angular velocity profiles Q(R GC ) and Ω(R GC ). We compile all the relevant data from the observational literature for the galaxies and cluster populations against which we compare. For all galaxies, we compile both atomic and molecular gas surface density profiles independently. Therefore, we can calculate the molecular gas fraction f GMC = Σ H 2 /(Σ H 2 + Σ H I ) directly from the data rather than from the approximate relation given in equation (25). We note that the radial range covered by the observed profiles generally does not cover the entire galaxy. Rather than perform uncertain extrapolation of the relevant profiles, we simply limit ourselves to drawing clusters within the observed range. Below we describe the relevant sources of data used for comparison. Readers that are only interested in the comparison between the model and observed populations can skip to Section 3.2.5. . The magenta dotted curve shows a power-law fit to the model prediction (scaled to an overall normalization constant). Note that the model dependence of R on Σ g is somewhat weaker than ∝ Σ −0.5 g [as in equation (11)] because we have allowed f GMC to scale with Σ g [see equation (25) and the accompanying discussion].
M31
We use the cluster catalogue of Johnson et al. (2015) , with the original data taken as part of the Panchromatic Hubble Andromeda Treasury Survey (PHAT; Dalcanton et al. 2012) . At the close distance of M31, it is possible to resolve individual stars in clusters. Therefore, cluster masses were calculated in Johnson et al. (2016) by fitting the observed colour-magnitude diagram using the MATCH code of Dolphin (2002) , while cluster effective radii R eff were calculated in Johnson et al. (2015) from the measured light profile in band F475W and interpolating to determine the radius enclosing half the light. We take the molecular and atomic gas surface density profiles from Schruba et al. (2019) , with the initial data described in Caldú-Primo & Schruba (2016) . As part of the Westerbork Synthesis Radio Telescope HI survey of M31, Braun et al. (2009) calculated the velocity dispersion profile of atomic gas and Corbelli et al. (2010) calculated a galactic rotation curve. From these data, we calculate the Toomre stability parameter Q as a function of galactocentric radius:
where σ g is the measured velocity dispersion of the atomic gas (justified by the low molecular gas fraction in M31) and κ is the epicyclic frequency. For simplicity, we approximate the rotation curve as flat so that κ = √ 2Ω.
M51
We use the properties of M51 stellar clusters calculated by Chandar et al. (2016) . They calculate cluster masses by fitting the observed broadband SEDs and estimate R eff values from the light profile using the IShape software (Larsen 1999) . Schinnerer et al. (2013) and Colombo et al. (2014) characterized the molecular gas distribution in M51 as part of the Plateau de Bure Interferometer Arcsecond Whirlpool Survey (PAWS). From these data, Lang et al. (2019) calculated rotation curves and Q profiles as part of the PHANGS-ALMA survey (Leroy et al. 2019 ). Finally, we take the atomic gas profiles from Schuster et al. (2007) .
M83
We take the properties of stellar clusters in M83 from Ryon et al. (2015) . They calculated R eff for their clusters by applying galfit (Peng et al. 2002) and calculated cluster masses from fitting the observed SEDs following the method of Adamo et al. (2010) . We note that roughly 20% of clusters in the Ryon et al. (2015) catalogue have radii > 100 pc. Not only are these radii associated with very large error-bars (as discussed in their sect. 4.1), but we also consider them unlikely to represent truly bound structures and so we discard them for the purposes of comparison to our model. For the host galaxy, we take atomic gas surface density profiles and rotation curves from Walter et al. (2008) . We calculate Q from these data as well as the molecular gas surface density and velocity dispersion profiles (justified by the high molecular gas fraction in M83) reported in Freeman et al. (2017) .
M74
The final disc galaxy we consider is M74 (NGC 628). We take properties of stellar clusters from Ryon et al. (2017) , with data obtained as part of the Legacy Extragalactic UV Survey (LEGUS). They again calculated cluster radii using galfit applied to the observed light profiles and calculated masses from fitting the observed SED (using the fitting code yggdrasil of Zackrisson et al. 2011) . We again use galactic rotation curves and Q profiles derived by Lang et al. (2019) as part of the PHANGS-ALMA survey (Leroy et al. 2019 ). Finally, we take the atomic gas profiles calculated by Walter et al. (2008) as part of the THINGS survey and tabulated by Schruba et al. (2011) .
Model results in M31, M51, M83, and M74
Fig . 5 shows the result of applying our model to these systems. The blue shaded regions show the initial MRR, as predicted by our equation (11), while the red shaded regions show the result of dynamically evolving the model cluster population. Throughout Fig. 5 we have adopted a constant cluster formation history and drawn clusters uniformly over the range 10-100 Myr (clusters with ages less than ∼10 Myr are omitted to avoid any effects of extinction during the embedded phase, see e.g. Krumholz et al. 2018) . Where age estimates for observed clusters are available, we have applied the same age cut to observed populations. In all four galaxies, the model provides a reasonable match to the observed cluster populations. Throughout, it predicts cluster densities of ρ ∼ 10 1 − 10 3 M pc −3 , similar to the observed range of cluster densities in these galaxies (also see fig. 9 of Krumholz et al. 2018) . Nevertheless, the evolved model clusters are systematically slightly larger than the observed clusters by 0.1-0.2 dex. In Section 4 we discuss how this normalization offset may be attributable to our omission of cluster shrinkage induced by tidal shocks. Furthermore, though the model provides a simple explanation for the observed global R ∝ M 1/3 relation (Section Section 2.5), the slopes of the cluster MRR in these four individual galaxies appear to be shallower than that predicted by our model. Some of this discrepancy may be due to the large observational error and intrinsic scatter affecting the cluster MRR. The scatter in the model relation stems from three sources: scatter in the initial cloud virial parameter, azimuthal scatter in the gas surface density, and scatter in cluster ages (though the latter affects only the "evolved" curves). Overall, the model scatter (defined by the width of the shaded regions, which encompass the 16th-84th percentiles) is of a similar magnitude as the observed scatter. The median vertical 1σ scatter in the model MRR is 0.12 dex. For comparison, the median scatter in the observed population in these four galaxies is 0.26 dex. However, part of the observed scatter is also undoubtedly attributable to observational error in measuring cluster sizes. For example, Ryon et al. (2015 Ryon et al. ( , 2017 quote typical errors of 0.1-0.2 dex. Therefore, the model scatter of 0.12 dex may be consistent with the true scatter in the relation.
Nuclear starbursts: M82, NGC253, and the Milky Way CMZ
We now move on to test our model in three extreme environments: the nuclear starbursting regions of M82 and NGC 253, as well as the central 500 pc of the Milky Way, i.e. the Central Molecular Zone (CMZ). We adopt constant gas surface densities of Σ g = 10 3.5 , 10 3.3 , and 10 3 M pc −2 for these three regions respectively (Kennicutt 1998; Longmore et al. 2013 ) and calculate f GMC according to equation (25) in all three cases. Kennicutt (1998) present orbital periods t dyn at the outer edge of the nuclear regions for M82 and NGC 253. We convert to orbital angular frequency Ω = 2π/t dyn , which yields values of 1.0 × 10 3 and 0.62 × 10 3 km s −1 kpc −1 respectively and adopt a value of Ω = 1.7 × 10 3 km s −1 kpc −1 for the CMZ . We take properties of the stellar clusters in M82 and NGC 253 from McCrady & Graham (2007) and Leroy et al. (2018) respectively. The circumnuclear stellar cluster population of M82 is relatively young (∼10 Myr) and coeval (Satyapal et al. 1997; McCrady & Graham 2007) , so here we draw cluster ages uniformly over the range 5-15 Myr. Meanwhile, the clusters of NGC 253 are estimated to be even younger, ∼ 1 Myr (Leroy et al. 2018) , so here we draw uniformly over the age range 0-5 Myr.
The CMZ contains only two young massive clusters, the Arches and the Quintuplet. We adopt masses of 1.2×10 4 M and 2 × 10 4 M and radii of 0.5 pc and 1.4 pc for the Arches and Quintuplet, respectively (Clarkson et al. 2012; Rui et al. 2019) . Both clusters are expected to be roughly co-eval with ages of a few Myr (Schneider et al. 2014) , and so we draw NGC 253 R tid Initial Evolved Figure 6 . As in Fig. 5 , but here we show the MRR for the two circumnuclear cluster populations in M82 and NGC253. The observed clusters in these galaxies have systematically smaller radii due to the higher gas surface densities in these environments [equation (11)]. Because we take Ω as a constant for these regions, we also present the tidal radius as the single cyan dotted line. The model curve at the very lowest masses in M82 (where no observed clusters lie) is affected by the tidal field -there, the relaxation times are short enough to drive cluster expansion until reaching the adopted upper-limit on the cluster radius of f roche R tid (see text for details). CMZ R tid Initial Evolved Figure 7 . As in Fig. 6 , but now for the Milky Way's CMZ. We show the two young massive clusters residing in the CMZ, the Arches and Quintuplet. In the CMZ, the "initial" and "evolved" regions overlap entirely because of the extremely strong tidal field, which caps the cluster radius at a value f roche R tid .
ages of model clusters uniformly over the range 0-5 Myr, as in NGC 253. Fig. 6 show the predicted MRR of clusters in the extragalactic nuclear environments. These environments host both relatively massive and young clusters, so dynamical evolution is essentially irrelevant. As a result, both the initial and evolved MRRs provide an excellent match to the data. However, in NGC 253, three clusters with masses of ∼2×10 4 M lie above the predicted MRR by a factor of ∼ 2. While age estimates of individual clusters are unavailable, one possible explanation for the existence of such clusters is that they represent a slightly older subpopulation -we find that an evolved model curve corresponding to ∼20 Myr provides an excellent match to those three points. Note also that the extremely high gas surface densities in both environments push the maximum cluster mass to ∼ 10 7 M , and as a result the MRR in both environments does not shallow below R ∝ M 0.5 .
Finally, Fig. 7 shows the predicted MRR in the CMZ. Given the limited number of data points in the CMZ, a detailed comparison is difficult. Nevertheless, the model curve runs reasonably in between the Arches and Quintuplet. It appears to provide a better match for the Arches, which directly overlaps with the model curve. On the other hand, the Quintuplet is a factor of 3 larger than the Arches and is offset from the upper edge of the model contour by roughly 0.3 dex. This offset is largely due to the imposed cap in cluster radius R = f roche R tid which defines the upper limit of the model contours in the CMZ. Interestingly, Rui et al. (2019) recently found no evidence of tidal truncation in the Quintuplet's structure, hinting that our adopted value of f roche may either be too low or not universal. Alternatively, this may imply that the Quintuplet cluster is on the verge of tidal destruction.
DISCUSSION
Implications for globular cluster formation at high-redshift
The past decade has seen significant strides in the modeling of star cluster formation across cosmic time. Many models have demonstrated that the existence of both young stellar clusters and globular clusters can be explained simultaneously and simply as the by-product of the regular star-formation process (Muratov & Gnedin 2010; Kruijssen 2012; Li & Gnedin 2014; Kruijssen 2015; Li et al. 2017; Choksi et al. 2018; Pfeffer et al. 2018; Choksi & Gnedin 2019a,b; El-Badry et al. 2019; Kruijssen et al. 2019a; Pfeffer et al. 2019; Reina-Campos et al. 2019) , without the need to invoke new or "exotic" physical processes (e.g. Peebles & Dicke 1968; Peebles 1984) . These models have generally successfully matched observed properties of local star cluster populations, including their ages, mass functions, metallicity distribution functions, and the correlations of all these observables with host galaxy properties. The dependence of cluster radius on galactic gas surface density that we present in this work contributes yet another facet of star cluster formation inextricably tied to the build-up of the host galaxy. Globular clusters (GCs) formed in high-redshift galaxies with typical gas surface densities considerably higher than those of most young clusters host galaxies today. Higher surface density environments also lead to a higher probability of clusters being tidally shocked and thereby dissolved, the socalled "cruel cradle" effect . However, our model predicts that these higher surface density environments also lead to smaller initial GC radii, and therefore higher initial cluster densities and correspondingly slower GC disruption. This effect may therefore help to counteract the cruel cradle effect and increase the probability of GC survival.
Current models of globular cluster formation typically apply simple prescriptions for the cluster radii. For example,the E-MOSAICS simulations (Pfeffer et al. 2018 ) adopt a constant cluster radius of 4 pc, independent of cluster mass, while the semi-analytic model of Choksi et al. (2018) assumes an initial MRR calibrated against the Galactic globular cluster system, R ∝ M 1/3 with a normalization of 2.4 pc at 2 × 10 5 M . Our model for the MRR can be used to improve the accuracy of such theoretical works and better model the dynamical evolution and destruction of globular clusters across cosmic time. Alternatively, it can be used to motivate regions of the mass-radius parameter space to explore in detailed N−body simulations of individual clusters that are computationally limited to studying only a small range of initial conditions. Cosmological simulations of galaxy and globular cluster formation suggest that a typical value for Σ g at the sites and epochs of globular cluster formation is ∼ 10 2.5 M pc −2 (Keller et al. 2019; Kruijssen et al. 2019a) , which yields R 4.5 pc for M 10 5 M , though we emphasize that the normalisation of the cluster MRR in our model is uncertain.
Our model can also be adapted for a subgrid implementation in hydrodynamic galaxy formation simulations. To do so, we rewrite our MRR in equation (11) in terms of a local volume density ρ g instead of a surface density Σ g . The two quantities are simply related by a scale height h g which in turn depends on the turbulent velocity dispersion in the disc σ g (also measurable in simulations). Krumholz & Mc-Kee (2005) give the exact expression for a disc in hydrostatic equilibrium:
Note that although we have taken φ P = 3 throughout our calculations it is more precisely given by the expression:
where f gas is the local gas fraction and σ the velocity dispersion of the stars. All quantities in the above expression can be estimated in numerical simulations (see e.g. Pfeffer et al. 2018) , allowing for an even more precise calculation. We note that the value of φ P is generally lower in the outskirts of galaxies, where the gas surface density is lower. Because R ∝ φ −1/4 P , a spatially varying φ P changes the normalization of R in the same direction as the spatially varying maximum cluster mass, further flattening of the R (M ) relation.
Returning to our R (M ) relation in equation (11) and eliminating Σ g in favour of ρ g we obtain:
We expect this expression will be included in future simulations using the MOSAICS model (Kruijssen et al. 2011; Pfeffer et al. 2018) for star cluster formation and evolution.
Implications for observed proto-GC candidates
Recent observations in gravitationally-lensed HST fields have begun to reveal a population of low-luminosity, relatively compact ( 50 pc), actively star-forming sources at z > 2 (Vanzella et al. 2017; Bouwens et al. 2017; Vanzella et al. 2019 ). The inferred masses and star formation rates of the sources appear to be consistent with proto-globular clusters (GCs), though no proto-GC with a radius similar to that of GCs in the local Universe (∼ 3 pc) has been definitively resolved to date. Our results allow us to predict the expected radii of such possibly unresolved proto-GCs. Vanzella et al. (2019) report on a proto-GC candidate source at z ≈ 6 located at the center of a dwarf galaxy. This proto-GC candidate has a star formation rate surface density Σ SFR > 10 2.5 M yr −1 kpc −2 . The radius of the source is constrained using a galfit (Peng et al. 2002) model to be 13 pc, while SED modeling yields a mass estimate of M 10 6 M . Zooming out, they find that the host of this proto-GC source is a dwarf galaxy with radius ≈ 450 pc. The host's Σ SFR is somewhat lower, but still significant, Σ SFR ≈ 10 1.4 M yr −1 kpc −2 . We assume the host galaxy obeys the Kennicutt-Schmidt relation measured by Genzel et al. (2010) for star-forming galaxies at z ∼ 2:
Application of this expression yields a galactic gas surface density Σ g ≈ 10 4.17 M /pc 2 . Applying our MRR in equation (11), we predict R ≈ 2.7 pc, about a factor of 5 smaller than their quoted upper limit. We note that in reality the Kennicutt-Schmidt relation may not be applicable to this galaxy, e.g. due to a lack of sufficient number of star-forming clumps in the galaxy over which to average Kruijssen et al. 2018 ). However, we find that Σ g would still have to decrease by a factor of 20 before the cluster radius grew to the upper limit of 13 pc placed by Vanzella et al. (2019) . Nevertheless, it seems likely that most GC formation in the Universe happened in less extreme environments than that of the Vanzella et al. (2019) source, as discussed in Section 4.1. Our model predicts that a 10 6 M cluster forming in an environment with Σ g ≈ 500 M /pc 2 would have an initial radius of 14 pc. Therefore, it may be possible for future observations to achieve sufficient spatial resolution to marginally resolve individual clusters (see also Renzini 2017; Zick et al. 2018; Pfeffer et al. 2019 ).
Implications for globular clusters as hosts of LIGO sources
Beyond the direct implications of our results for understanding the evolution of star cluster populations themselves, star clusters have received renewed interests due to their possible roles as factories of dynamically-induced assembly and mergers of LIGO gravitational wave sources (e.g. Portegies Zwart & McMillan 2000; Rodriguez et al. 2015; Hong et al. 2018; Choksi et al. 2019; ). However, the predicted merger rates depend sensitively on their initial radii: small increases in the cluster radius can lead to significant decreases in the binary black hole (BH) merger rate (Hong et al. 2018; Choksi et al. 2019; . A more complete understanding of the initial cluster MRR is therefore vital for isolating the precise mechanism(s) responsible for driving LIGO sources to coalescence. Our model provides a physically motivated framework to set realistic initial conditions in numerical simulations and to constrain the relevant parameter space to explore in population synthesis models. Recent work concerning dynamical assembly of binary BHs has typically adopted relatively small initial host cluster radii. For example, Rodriguez & Loeb (2018) calculate a binary BH merger rate assuming that half of all globular clusters formed with radii of 1 pc and the other half with radii of 2 pc. Choksi et al. (2018) adopted slightly larger radii, with a mean of 2.8 pc and 0.3 dex scatter. As discussed in Section 4.1, our model predicts initial radii of 4 pc for most clusters. Recent estimates of the merger rate of binary BHs dynamically assembled in GCs are typically on the order of 1 − 10 Gpc −3 yr −1 (Choksi et al. 2018; , while current observed LIGO/Virgo merger rates are estimated to be ∼ 30 − 100 Gpc −3 yr −1 , depending on the assumed underlying BH mass function (The LIGO Scientific Collaboration et al. 2018) . Therefore, if GCs formed with initial radii in accordance with our model, it would bring the GC contribution to the observed merger rate significantly lower, definitively requiring other mechanisms to contribute to the binary BH merger rate, such as mergers of primordial binaries in the field via either chemically homogenous evolu-tion at small orbital separations or common envelope-driven orbital separation shrinkage (e.g. Dominik et al. 2012; Ivanova et al. 2013; Belczynski et al. 2016) , or perhaps an additional contribution of dynamically assembled binary BHs from nuclear star clusters (Antonini & Rasio 2016; Fragione et al. 2019) .
Model limitations
Our model implicitly neglects several complicating pieces of physics that may be relevant to setting the initial radii of star clusters. Gieles & Renaud (2016) showed that impulsive tidal shocks (by e.g. passing molecular clouds) can decrease cluster radii, competing with gradual expansion driven by two-body relaxation. Therefore, in reality, the dynamically evolved curves shown in Figs. 1-7 may serve as upper limits to the expected cluster radius. Moreover, given the inherent stochasticity in the time for a cluster to encounter a GMC, shocks almost certainly contribute (downward) scatter in the observed MRR. This may explain why our predicted MRR appears to have a slightly higher normalization and lower scatter than observed.
Another complication that we have neglected in this work is the role of stellar feedback in restructuring the potential of the gas cloud, beyond our simple approximation of adiabatic gas expulsion. Recent numerical simulations of star formation reveal that the interplay between various feedback sources (e.g. photoionization, radiation pressure, winds) is inherently complex. Moreover, their impact in simulations depends sensitively on the exact numerical implementation (Dale et al. 2005; Roškar et al. 2014; Grudić & Hopkins 2018; Kim et al. 2018; Li et al. 2019) . Therefore, a detailed accounting for feedback is well beyond the scope of this work. On the other hand, star formation occurs over a wide, continuous density distribution and bound clusters are expected to emerge from the highest density tail of this probability distribution (Elmegreen & Elmegreen 2001; Bressert et al. 2010; Parker & Meyer 2012; Kruijssen 2012) . The importance of feedback can be roughly expressed as the ratio of the cloud self-gravity F g ∼ GM cl /R 2 cl and the feedback force F fb ∼ M P /m, where P is the momentum deposition rate from feedback; the ratio of the two forces F g /F fb ∝ Σ cl , and hence at high densities feedback is expected to become ineffective (Fall et al. 2010; Murray et al. 2010; Raskutti et al. 2016; Ginsburg et al. 2016; Grudić et al. 2018a; Li et al. 2019) . We take the reasonable agreement between our simple model and observations as an encouraging hint in support of this point.
CONCLUSIONS
In this work, we explored the initial mass-radius relation of young stellar clusters. We summarize the key results of our work below:
(i) We develop a simple, analytic model for the initial mass-radius relation (MRR) of stellar clusters. The model assumes stellar clusters form from GMCs near virial equilibrium. In brief, we relate the properties of the cluster to those of the cloud and in turn relate the cloud properties to those of the large-scale galactic environment. The predicted initial MRR is one of constant surface density, R ∝ M 1/2 [equation (11)].
(ii) We also predict that the normalization of the MRR varies with the surface density of gas in the ambient ISM as R ∝ Σ −1/2 g . We test this model prediction against observed cluster populations across nearly three orders of magnitude in gas surface density and find excellent agreement (Fig. 4) .
(iii) We show that the global MRR slope can be shallower than the local MRR slope (in our case, R ∝ M 1/2 ). At the high-mass end of the MRR, this is because massive clusters can only form in high gas-density environments, which in turn decreases the MRR normalization at the high-mass end. At the low-mass end dynamical evolution quickly shallows the slope and washes out memory of the initial MRR. Combining the two effects yields an MRR of roughly R ∝ M 1/3 (Fig. 2) , similar to the observed trend.
(iv) At the low-mass end of the MRR, dynamical evolution washes out memory of the initial cluster properties. The high-mass end of the observed MRR is relatively unaffected by stellar dynamics and the initial MRR is therefore preserved.
(v) We test the model against the young cluster populations of the disc galaxies M31, M51, M83, and M74 and find generally good agreement throughout (Fig. 5 ), although the overall normalization predicted by our model in these galaxies appears to be slightly too high. We also test the model in the nuclear starbursting regions of M83, NGC 253, and the Milky Way's Central Molecular Zone (Figs. 6-7) . We find excellent agreement in these environments.
The analytic nature of our model makes it highly suitable for inclusion in numerical simulations of galaxy formation that track the formation and evolution of the stellar cluster population. In addition, having access to a simple, physically-motivated model for the MRR enables testable predictions for future observations of proto-GCs at high redshift and the modelling of GCs as hosts of LIGO gravitational wave sources. In addition to these potential applications, our model represents a first step towards a fundamental understanding of the MRR. We expect future analytical and numerical efforts to build on the framework presented in this paper.
