Neural activity associated with successful cognition appears as a tilt in the power spectrum of 2 the local field potential, wherein increases in high-frequency power accompany decreases in low 3 frequency power. Whereas this pattern has been shown in a wide range of memory tasks, it is 4 unknown whether this increased spectral tilt reflects underlying memory-specific processes or 5 rather a domain-general index of task engagement. To address the question of whether increased 6 spectral tilt reflects increased attention to a cognitive task, we collected intracranial recordings 7 from three hundred thirty neurosurgical patients as they performed a mathematical problem 8 solving task. We used a mathematical problem solving task, because it allowed us to decouple 9 task-specific processes with domain-general attention in a novel way. Using a statistical model to 10 control for inherent problem complexity, we classified individual math problems based on whether 11 a subject performed faster than predicted (high-attention or fast) or slower than predicted (low-12 attention, or slow) based on residual response times. In contrast to the domain-general attentional 13 account, problems that took longer than predicted produced stronger evidence for the spectral 14 tilt: widespread increases in high frequency (31-180 Hz) power and decreases in low frequency 15 (3-17 Hz) power across frontal, temporal, and parietal cortices. The pattern emerged early within 16 each trial and was sustained throughout the response period but was not observed in the medial 17 temporal lobe. The data show that engaging in mathematical problem solving leads to a distributed 18 spectral tilt pattern, even when accounting for variability in performance driven by the arithmetic 19 demands of the problems themselves, and suggest that broadband changes in the power spectrum 20 reflect an index of information processing in the brain beyond simple attention to the cognitive 21 task.
Introduction
using post-implantation CT and MRI scans. An additional processing procedure was imple-175 mented prior to neuroradiology localization for a subset of subjects (n= 227). In this step, regions 176 were automatically labeled on pre-implantation T2-weighted MRI scans using the automatic seg-177 mentation of hippocampal subfields (ASHS) multi-atlas segmentation method (Yushkevich et al., Table 1 details the electrode coverage in each ROI across all collective subjects.
180
Spectral power We applied the Morlet wavelet transform (wave number = 5; 8 frequencies 181 logarithmically-spaced between 3 and 180 Hz) to all bipolar electrode EEG signals from 1,000 ms 182 preceding math problem presentation to 1,000 ms following user input. An additional 1,000 ms 183 buffer was included on both sides of the data segments and was subsequently discarded following 184 the wavelet convolution to minimize edge artifacts. The resulting wavelet power estimates were 185 then log-transformed and downsampled to 100 Hz. We normalized the resulting log-power traces 186 using a z-transform across trials, separately within each wavelet frequency, and separately for 187 trials within each session.
188
Because we were interested in examining how endogenous neural activity reflects neural 189 information processing during successful mathematical problem solving, we excluded incorrect 190 trials and trials with a response time > 30 seconds. We required a minimum of 50 such arithmetic 191 trials to include a participant in the analysis. For the ROI analysis shown in Fig. 2A -B, continuous 192 power traces for each subject were averaged across trials, electrodes within the ROI, and the entire 193 response interval to yield a single power value for each trial condition (i.e. fast, slow), ROI, and 194 frequency combination. This approach created a distribution of average power values across 195 subjects in a particular region and frequency. For each ROI, we included any subject with at least 196 one electrode localized to the ROI.
197
For analyses of the timecourse of the spectral tilt (e.g. as shown in Fig. 2C ), we divided 198 the response period for each trial into 10 non-overlapping intervals in order to account for the 199 variable duration response times across trials. Spectral power within each interval was averaged to 200 normalize the length of the response period, thus enabling averaging across trials. To approximate 201 the time post-stimulus presentation that each interval represents, an average time for each interval 202 9 was calculated for every subject, and the median time across subjects was displayed in lieu of the 203 interval number. This method allowed for the characterization of broad shifts in power throughout 204 the entire calculation process.
205

Statistical analysis
We used a two-sample within-subject t-test to derive a measure of effect 206 size for the comparison of spectral power between slow and fast conditions for each region and 207 frequency. We then performed a one-sample t-test on the distribution of t-statistics across subjects 208 to assess for the existence of a group-level difference between mathematical problem solving 209 conditions. We used false discovery rate (FDR) to correct for multiple comparisons (Benjamini & 210 Hochberg, 1995) with a significance level of q = 0.05. For Fig. 2A -B, data were corrected for all 211 regions and frequencies, whereas for Fig. 2C , data were corrected across each time course.
212
Results
213
Behavioral results and model 214 On average, participants completed a total of 197.56 ± 12.08 (mean ± SEM) trials of the task. To trials were included in further analyses. 294 participants met these criteria, and therefore, 36 218 participants were excluded. We used response time on correct trials as our dependent measure 219 for the behavioral model, and first sought to visualize how participant response time is affected 220 by the total problem sum, a factor that has been previously identified as contributing to baseline 221 problem difficulty (Ashcraft, 1992) . A distinct relationship is visible, whereby increasing the total 222 sum of digits results in longer response times and decreased accuracy ( Fig 1B) . This trend becomes 223 readily apparent at larger sums, when trial combinations begin to exhibit a left upward shift of low 224 accuracy and long response time apart from the dominant cluster with high accuracy and short 225 response times.
226
Since most participants could successfully perform this task with high accuracy, we only in which three digits are identical (i.e. 9+9+9) or two digits sum to 10 (i.e. 5+5+C), show response 233 times are noticeably shorter (cool colors) than would be predicted solely based on problem sum. level variability led to a stronger spectral tilt, in contrast to the prediction of the process specific 283 model and consistent with a domain general account (Fig. 2B) . ITG, MTG, and IPC all showed 284 significant low-frequency power decreases between 3-17 Hz, along with significant high-frequency 285 power increases from 56-180 Hz. The increase in high-frequency power within the superior frontal 286 gyrus (SFG) also reached significance at all frequencies between 56-180 Hz. Furthermore, the 287 decrease in low-frequency power was more widespread and encompassed all ROIs including the 288 hippocampus and medial temporal lobes.
289
Timecourse of spectral power changes in arithmetic 290
Having characterized the aggregate pattern of neural activity across the brain during cognitively 291 demanding problem solving, we next investigated the temporal dynamics of the spectral tilt 292 across the response period. To align trials with varying response times, we first performed a 293 vincentization of the response period, whereby the response period for each trial was divided frequencies (warm colors) exhibited significantly increased power while the low-frequencies (cool 300 colors) exhibited significantly decreased power that persisted from stimulus presentation to subject 301 response.
302
In the temporal lobes, the ITG showed a late increase in high-frequency power and reduction 303 in low-frequency power compared to the MTG, which showed two high-frequency power peaks 304 and a decrease in low-frequency power that was sustained for much of the response period. In 305 contrast, IPC showed an initial high-frequency peak in the first half of the response period along 306 with significantly reduced low-frequency power. Taken together, these data suggest that cognitive 307 demand modulates the spectral tilt most strongly in frontal regions in a way that is consistent 308 across the response period, suggesting sustained engagement of neural activity in these areas 309 during difficult mathematical problem solving.
We evaluated the link between the spectral tilt and cognitive demand in the context of a mathemat- 
