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Preface
This thesis has been developed in two stages. The first stage corresponds to my stay as
research fellow at the Dept. of Methodology for Behavioural Sciences of the University of
Barcelona. During this period jointly with my supervisors we started from scratch work-
ing in brain-computer interfaces research, mainly working on databases and data recorded
during open-loop protocols. The main innovation from this period was the introduction of
mental tasks transitions detection and canonical variates analysis in BCI field. The sec-
ond stage corresponds to my stay at IDIAP Research Institute as research assistant where I
worked for MAIA 1 EU project which aimed at developing asynchronous and non-invasive
brain-computer interfaces to control robots and wheelchairs. During this period all my
work was focused on developing and adapting experimental protocols, methods and algo-
rithms to enhance the robustness and performance of the brain-computer interface system
integrated in the brain-actuated wheelchair. The compilation of publications included in
this thesis describe some of the work carried out for this purpose.
1MAIA—Mental Augmentation through Determination of Intended Action, http://www.maia-project.org
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Chapter 1
Introduction
The idea of controlling machines not by manual operation, but by mere thinking (i.e., the
brain activity of human subjects) has fascinated humankind since ever, and researchers
working at the crossroads of computer science, neurosciences, and biomedical engineering
have started to develop the first prototypes of brain-computer interfaces (BCI) over the last
decade or so (Milla´n et al., 2008).
This chapter introduces readers not familiar with brain-computer interfaces an insight
into this research field, and put the contributions of this thesis in context. To this end, after
defining what is a brain-computer interface (BCI) system and describing its architecture,
section 1.1 presents the most utilized methods for measuring brain activity, section 1.2 in-
troduces the main electroencephalogram (EEG) features utilized in BCI research, section
1.3 briefly describes different EEG-based BCI systems, section 1.4 describes the IDIAP
BCI and its principles, section 1.5 introduces MAIA project, and finally section 1.6 de-
scribes the aim of the thesis and put its contributions in MAIA project context.
A BCI is a close loop system that monitors the user’s brain activity and translates their
intentions into actions without using activity of any muscle or peripheral nerve (Wolpaw
et al., 2002). The central tenet of a BCI is the capability to distinguish different patterns
of brain activity, each being associated to a particular intention or mental task. Thus, a
BCI system can be described as an assistive technology that bridges the users with the
environment.
The brain activity recorded with an acquisition system is processed and transformed
by a signal processing module to select relevant features that are fed to a pattern recog-
nition module. This module, usually a statistical classifier, identifies the kind of brain
activity generated by the user and associates it to commands that permit to control a de-
vice. Finally, feedback plays a key role in the user’s learning providing information about
the performance of the BCI executing the intended task. Fig. 1.1 shows the BCI general
architecture.
1
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Figure 1.1: Schematic representation of a BCI architecture.
1.1 Measuring Brain Activity
BCI systems acquire brain activity in order to infer users intent utilizing several techniques
that can be classified according to their invasiveness and the nature of the recording, namely
based on electrical or metabolic activity. Different techniques are now briefly introduced
starting with two invasive techniques, namely implanted microelectrodes and electrocor-
ticogram (ECoG), followed by non-invasive techniques based on metabolic activity, func-
tional magnetic resonance imaging (fMRI), positron emission tomography (PET) and near-
infrared spectroscopy (NIRS), and finishing with two non-invasive techniques based on
magnetic and electrical activity, magnetoencephalogram (MEG) and electroencephalogram
(EEG).
• Implanted microelectrodes allow to record the electrophysiological activity (action
potentials) from single neurons or local field potentials (LFP) that reflect the com-
bined activity of nearby neurons and synapses. Although this technique offers the
highest temporal and spatial resolution providing, most BCI work has been limited
in animals (Carmena et al., 2003; Serruya et al., 2002; Taylor et al., 2002) given
the risk of insertion of multiple electrode arrays within brain tissue and unresolved
issues related to acute and chronic tissue damage and long term recording stability
(Grill and Mortimer, 2000; Polikov et al., 2005; Szarowski et al., 2003; Vetter et
al., 2004). The number of studies with humans is reduced (Kennedy et al., 2000;
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Hochberg et al., 2006).
• ECoG records electrical fields produced by the brain placing electrode arrays on the
cortical surface without penetrating into the brain. Despite the acceptable temporal
and spatial resolution and the impressive results reported (Leuthardt et al., 2004), its
application to BCI research has been very limited and restricted to patients implanted
with ECoG electrode arrays for a few days prior to epilepsy surgery.
• fMRI works by detecting the changes in blood oxygenation and flow that occur in
response to neural activity. Haemoglobin is diamagnetic when oxygenated but para-
magnetic when deoxygenated. This difference in magnetic properties leads to small
differences in the MR signal of blood depending on the degree of oxygenation. Since
blood oxygenation varies according to the levels of neural activity these differences
can be used to detect brain activity. Although fMRI provides a good spatial reso-
lution its use on BCI research has been also limited (Weiskopf et al., 2004) mainly
because two reasons, the lack of enough temporal resolution given that the hemody-
namic response rises to a peak with a delay of 4-5 seconds, and the expensiveness of
the equipment.
• PET is a nuclear medical imaging technique that produces a three-dimensional image
or map of brain functional processes. A short-lived radioactive tracer isotope, which
decays by emitting a positron, is incorporated into a metabolically active molecule,
typically fluorodeoxyglucose, and is injected into blood circulation. Therefore it is
possible to measure metabolic activity of a brain area by detecting positron emission.
As in the case of fMRI, PET provides a good spatial resolution but its use on BCI
research has been also limited because the same reasons. In addition, this technique
also presents a small risk for the subject since radioactive compounds are injected in
the blood circulation.
• NIRS uses transmittance measurements of near-infrared (NIR) radiation (from about
1000 nm to 2500 nm) to monitor the degree of oxygenation of different metabolites.
Oxygenated and deoxygenated hemoglobin have different optical properties. As for
fMRI, since blood oxygenation is correlated with neuronal activity, differences in op-
tical response can be used to measure brain activity. Different than PET and fMRI,
NIRS does not need radioisotopes or other contrast agents. This propriety has mo-
tivated its use in BCI research (Chen et al., 1999; Coyle et al., 2004a; Coyle et al.,
2004b) but its spatial and temporal resolutions are low.
• MEG is an imaging technique used to measure the magnetic fields produced by
electrical activity in the brain, typically from current flows in the long apical dendrites
of the cortical pyramidal cells. This technique has a very high temporal resolution
(in the range of milliseconds) but the use of MEG in BCI research (Georgopoulos
4 1. Introduction
et al., 2005) has been limited mainly because the expensiveness and the size of the
required equipments.
• EEG is the neurophysiologic measurement of the electrical activity of the brain
recorded from electrodes placed on the scalp. The voltage fluctuations (20-100 µV)
registered by EEG are the summations of the continually ongoing electrical activity
of large populations of cortical neurons. It reflects the extracellular currents resulting
from postsynaptic membrane depolarization and hyperpolarization of cortical pyra-
midal neurons. Its main limitation is its poor spatial resolution since EEG is most
sensitive to a particular set of post-synaptic potentials, those which are generated in
superficial layers of the cortex, on the crests of gyri directly abutting the skull and ra-
dial to the skull. Dendrites which are deeper in the cortex, inside sulci, are in midline
or deep structures (such as the cingulate gyrus or hippocampus) or produce currents
which are tangential to the skull have far less contribution to the EEG signal. In
addition, the meninges, cerebrospinal fluid and skull contaminates the EEG signal,
obscuring its intracranial source. Despite these limitations, EEG temporal resolution
is very high (in the range of milliseconds) and is easily recorded comparatively to
other risky, expensive and non-portable equipments, key issues to widen real time
BCI applications (Bayliss, 2003; Blankertz et al., 2006a; Milla´n et al., 2004; Gala´n
et al., 2008a) and to bring BCI technology to a large population.
1.2 EEG Features Utilized in BCI Research
As introduced in the previous section, EEG brings interesting properties to BCI research,
namely high temporal resolution, non-invasiveness, economy and portability. This section
describes a variety of EEG features that have been exploited by different BCI systems.
These features are mainly extracted from the changes on the ongoing EEG produced by
internally or externally events. These changes can be classified in two groups, namely phase
unlocked or phase locked. The former case it is mainly observed in frequency domain and
reflects the modulation of different EEG oscillatory rhythms. The second case has been
mainly defined in temporal domain and reflects the brain electrical activity triggered by the
event (event related potentials).
1.2.1 EEG Oscillatory Rhythms
EEG is mainly described by a variety of oscillatory rhythms that have different functional
correlates. These rhythms have been divided into several groups according to their fre-
quency range. (see Fig. 1.2)
• Delta is the lowest frequency range, below 4Hz. Occurs in very deep sleep, in in-
fancy, and serious organic brain diseases.
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Figure 1.2: EEG oscillatory rhythms. The top left plot shows one second of raw EEG signal
and the five other plots illustrate five frequency ranges.
• Theta is the frequency range from 4 to 8 Hz and it is associated to creativity, intuition,
daydreaming, and fantasizing and is a repository for memories, emotions, sensations.
Theta rhythm is strong during internal focus, meditation, prayer, and spiritual aware-
ness. It reflects the state between wakefulness and sleep. It is abnormal in awake
adults but is perfectly normal in children up to 13 years old. It is also normal during
sleep. Theta is believed to reflect activity from the limbic system and hippocampal
regions. Theta is observed in anxiety, behavioral activation and behavioral inhibition.
• Alpha is the frequency range from 8 to 12 Hz. It is associated to alertness and sleep,
but not actively processing information. They are strongest over the occipital (back
of the head) cortex and also over frontal cortex. During deep sleep it disappear.
• mu is the frequency range from 8 to 12 Hz as Alpha but with specific topography
and different functional correlates. It is not always present in adult people, and it has
a short duration. It is highly related with the motor cortex functions and it is salient
in precentral - prerolandic circumvolution and postcentral gyrus.
• Beta is the frequency range from 12 to 30 Hz. It is generally regarded as a normal
rhythm and is the dominant rhythm during extra activation of the central nervous
system. It is associated with arousal, problem solving, attention and concentration,
and information processing.
• Gamma is the frequency range from approximately 30 to 100 Hz. Gamma rhythms
are thought to represent binding of different populations of neurons together into a
network for the purpose of carrying out a certain cognitive or motor function. Gamma
rhythms may be involved in higher mental activity, including perception, problem
solving, fear, and consciousness.
Phase unlocked changes consist on Event-Related Desynchronization (ERD) or Event-
Related Synchronization (ERS) effects (Pfurtscheller and Lopes da Silva, 1999), decreases
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or increases of power in given frequency bands that reflect decreases or increases of syn-
chrony of the underlying neuronal populations. The reported results showing the feasibility
of voluntary modulating different EEG rhythms by executing motor imagery and cognitive
tasks (Babiloni et al., 2000; Curran et al., 2004; Penny et al., 1998; Pfurtscheller and Neu-
per, 2001) have shown its potential use as mental commands for BCI applications.
1.2.2 Event Related Potentials (ERP)
As introduced before, event related potentials are phase locked changes that refers to brain
electrical activity triggered by an event. There are two main types of them, namely exoge-
nous (also known as evoked potentials) and endogenous. While exogenous ERP represent
the processing of the physical stimulus and the propagation of activity in the sensory path-
ways, they have been mainly used for diagnostic purposes (Goff et al., 1978; Barber, 1988),
endogenous are caused by ”higher” cognitive processes that might involve memory, expec-
tation, attention, or changes in the mental state, among others (Hillyard and Woods, 1979;
Callaway et al., 1978; Karrer et al., 1984; Picton and Hillyard, 1988). The use of ERP in
BCI technology is based on their detection in order to keep track of the event that elicited
them, which is associated to a command. The most utilized ERP so far have been visual
evoked potentials (VEP), P300, and slow cortical potentials (SCP).
Visual Evoked Potentials (VEP)
VEP are exogenous evoked potentials caused by sensory stimulation of a subject’s visual
field. Commonly used visual stimuli are flashing lights, or checkerboards on a video screen
that flicker between black on white to white on black (invert contrast). When the repeti-
tion rate of the visual stimulus is faster than 6 Hz, the new stimulus is presented before
the last response of the visual system vanishes, then a periodic response called steady state
VEP (SSVEP) is generated. SSVEP is composed of a series of components whose frequen-
cies are exact integer multiples of the stimulus frequency. Since exogenous ERP present
modality-specific scalp topography, VEP are localized in occipital locations.
P300
P300 (Sutton et al., 1965) are endogenous ERP which temporal shape is a positive de-
flection approximately 300 ms after the event presentation. The P300 appears following
unexpected sensory stimuli or stimuli that provide useful information to the subjects ac-
cording to the task in execution. The P300 only peaks in the vicinity of 300 ms for very
simple decisions. More generally, its latency appears to reflect the amount of time neces-
sary to come to a decision about the stimulus. The harder the decision, the longer it takes
for the P300 to appear.
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Slow Cortical Potentials
Slow cortical potentials (SCP) are endogenous potentials in the latency range from 0.5 up
to 10 seconds. They are typically seen as a slow negativation associated with cortical ac-
tivation, either preceding voluntary movements, in that case called Bereitschaftspotentials
(PB) or readiness potentials (Kornhuber and Deeck, 1964), or preceding an expected im-
perative external event, in that case called Contingent Negative Variation (CNV) (Walter et
al., 1964). Contrarily, positive shifts indicate cortical relaxation (Birbaumer et al, 1999).
Early studies described the feasibility of learning SCP control (Elbert et al., 1980) showing
its potential use as mental commands.
1.3 Non-Invasive EEG-based BCIs
The first designed BCI prototype was non-invasive EEG-based. The original idea comes
from the 70’s when Vidal (Vidal, 1973; Vidal 1977) developed a VEP-based BCI whose
tenet was the recognition of VEP over the visual cortex to recognize the direction of the
user’s visual fixation point and translate it into a command. The main drawback of this
kind of systems is that strictly speaking they are not BCI’s because the users need of pe-
ripheral nerves or muscular control to shift the gaze (Sutter, 1992; Middendorf et al., 2000;
Gao et al., 2003). In recent years, the number of EEG-based BCI systems has grown and
they utilize different EEG features than VEP that do not need the use of peripheral nerves.
These new systems enable navigation in virtual environments (Bayliss, 2003), controlling
prosthetic devices (Pfurtscheller et al., 2000), driving mobile devices such as robots (Milla´n
et al., 2004) or wheelchairs (Gala´n et al., 2008a), and writing using virtual keyboards (Bir-
baumer et al., 1999; Milla´n, 2003; Oberbaimer et al., 2003; Wolpaw et al., 2003).
As introduced in section 1.2, the EEG features utilized as control commands are mainly
extracted from the changes on the ongoing EEG produced by external or internal events.
Present-day non-invasive EEG-based BCIs can be classified into 2 groups according to the
kind of events utilized. The first group, utilizing external events, work under a synchro-
nous or system-paced control paradigm where the device-user interaction is time-locked to
a external cue (the event) periodically provided by the system. The BCI systems included
in this group are P300, SCP based. The second group, utilizing internal events, enables
working under an asynchronous or self-paced control paradigm where the device-user in-
teraction is self-initiated by the user becoming spontaneous and natural. The BCI systems
included in this group are based on modulation of oscillatory rhythms.
P300-based BCI developed by Donchin and cols. (Farwell and Donchin, 1988; Donchin
et al., 2000) have the advantage that they require no prior training because P300 is a stereo-
typed response to a desired choice. Nevertheless, the amplitude of P300 diminishes over
time so that the performances of the BCI could decrease. While the user faces a (6 × 6),
its rows or columns flash alternatively every 125 ms in random order. The user then selects
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a symbol by counting how many times the row or column containing the desired selec-
tion flashes. Thus, the user should pay attention to flash events of the desired symbol. In
users with with visual impairments, auditory or tactile modalities can be used (Glover et
al., 1986).
SCP-based BCI is referred as ”Thought Translation Device” (TTD) (Birbaumer et al.,
1999). Its main disadvantage is the long training period required to learn how to increase
or decrease the SCP. During the first 2 seconds before the presentation of a first external
cue, the system measures the user baseline state, then an active period of another 2 seconds
where the user tries to increase or decrease the SCP (to produce positive or negative shifts)
by selecting one of the two targets follows. The end of the active period acts as the expected
imperative external event.
The first oscillatory rhythms-based BCIs (Wolpaw et al., 2003, Pfurtscheller and Neu-
per, 2001, Kostov and Polak, 2000, Penny and Roberts, 2000) were developed implement-
ing synchronous modes of interaction. In such BCIs, the user induces ERD/ERS effects by
motor imagery or different cognitive tasks, such as arithmetic operations, when a external
cue is provided by the system. However, the modulation of oscillatory rhythms can be self-
paced by the user following his/her intent at any time without needing any external cue.
This fact has lead to the appearance of a second generation of oscillatory rhythms-based
BCIs implementing asynchronous modes of interaction (Birch et al., 2002; Blankertz et al.,
2006a; Milla´n et al., 2002; Milla´n et al., 2004; Scherer et al., 2004).
1.4 The IDIAP BCI
This section introduces the contents of the publication included in Appendix A (Milla´n et
al., 2008) that reviews IDIAP BCI research.
The IDIAP BCI relies on four principles. The first one is an asynchronous protocol
where subjects decide voluntarily when to switch between mental tasks and perform those
mental tasks at their own pace. The second principle is mutual learning, where the user
and the BCI are coupled together and adapt to each other. In other words, IDIAP BCI uses
machine learning approaches to discover the individual EEG patterns characterizing the
mental tasks executed by the user while users learn to modulate their brainwaves so as to
improve the recognition of the EEG patterns. The third principle is the combination of the
user’s intelligence with the design of intelligent devices that facilitate interaction and reduce
the user’s cognitive workload. This is particularly useful for mental control of mobile
devices such as robots and wheelchairs. Finally, the fourth principle is the recognition of
high-level cognitive states related to the user’s awareness of erroneous responses. Thus,
user’s commands are executed only if no error is detected, what enables the BCI to interact
with the user in a much more meaningful way. In the next subsections the four principles
are described.
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1.4.1 Spontaneous Asynchronous Operation
As described before, EEG-based BCIs can be classified as synchronous or asynchronous.
The necessity of external stimulation in case of synchronous systems restrict their applica-
bility to a limited range of tasks. A more natural and suitable alternative for interaction is
to analyze components associated with spontaneous ”intentional” mental activity. This is
particularly the case when controlling robotics devices. Synchronous BCIs are limited by
a low channel capacity, below 0.5 bits/s (Wolpaw et al., 2002). The main reason is that the
external cues are repeated every 4-10 s and the response of the BCI is the overall decision
over this period (Birbaumer et al., 1999; Pfurtscheller al., 2001; Wolpaw et al., 2004). Such
synchronous protocols facilitate EEG analysis since the starting time of mental states are
precisely known and differences with respect to background EEG activity can be ampli-
fied. Unfortunately, they are slow and BCI systems that use them normally recognize only
2 mental states. On the contrary, IDIAP BCI utilizes more flexible asynchronous protocols
where the subject makes self-paced decisions on when to stop doing a mental task and start
immediately the next one (Birch et al., 2002; Milla´n et al., 2004). In such asynchronous
protocols the subject can voluntarily change the mental task being executed at any moment
without waiting for external cues. The time of response of an asynchronous BCI can be
below 1 second. For instance, in IDIAP approach the system responds every 1/2 second.
The rapid responses of IDIAP asynchronous BCI, together with its performance, give a
theoretical channel capacity between 1 and 1.5 bits/s.
1.4.2 The Machine Learning Way to BCI
Except for P300-based BCIs, a critical issue for the development of a EEG-based BCI is
training–i.e., how users learn to operate the BCI. Some groups have demonstrated that some
subjects can learn to control their brain activity through appropriate, but lengthy, training
in order to generate fixed EEG patterns that the BCI transforms into external actions (Bir-
baumer et al., 1999; Wolpaw et al., 2004). In this case the subject is trained over several
months to modify the amplitude of their EEG signals. IDIAP BCI follows a mutual learn-
ing process to facilitate and accelerate the user’s training period. Indeed, IDIAP approach
allows subjects to achieve good performances in just a few hours of training in the presence
of feedback (Milla´n et al., 2004; Gala´n et al., 2008a). Most EEG-based BCI systems deal
with the recognition of just 2 mental tasks (Babiloni et al., 2000; Pfurtscheller et al., 2001;
Blankertz et al., 2006a; Birch et al., 2002). IDIAP approach achieves error rates below
30% for 3 mental tasks. This is mainly because the use of machine learning techniques
at two levels, namely feature extraction and training the classifier embedded into the BCI.
The approach aims at discovering subject-specific spatio-frequency patterns embedded in
the continuous EEG signal-i.e., EEG rhythms over local cortical areas that differentiate the
mental tasks. At the first level, those features that are more relevant for discriminating
among the mental tasks are selected. The selected features are those that satisfy two cri-
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teria: maximization of the separability of the mental tasks and stability over time. Indeed,
EEG signals are non-stationary and, so, change over time. Feature extraction is based on
canonical variates analysis (Gala´n et al., 2007a). IDIAP BCI uses a statistical Gaussian
classifier (see Milla´n et al. (2004) for more details). The output of this statistical classifier
is an estimation of the posterior class probability distribution for a sample; i.e., the proba-
bility that a given single trial belongs to each mental task (or class). See Appendix E for
more details.
1.4.3 Blending of Intelligences
BCI systems are being used to operate a number of brain-actuated applications that aug-
ment people’s communication capabilities, provide new forms of entertainment, and also
enable the operation of physical devices. Until recently, EEG-based BCIs have been con-
sidered too slow for controlling rapid and complex sequences of movements. But IDIAP
BCI has shown that asynchronous analysis of EEG signals is sufficient for humans to con-
tinuously control a mobile robot along non-trivial trajectories requiring fast and frequent
switches between mental tasks (Milla´n et al., 2004). Two human subjects learned to men-
tally drive the robot between rooms in a house-like environment visiting 3 or 4 rooms in
the desired order. A key element of this brain-actuated robot is shared control between two
intelligent agents, the human user and the robot, so that the user only gives high-level men-
tal commands that the robot performs autonomously. In particular, the user’s mental states
are associated with high-level commands and that the robot executes these commands au-
tonomously using the readings of its on-board sensors. Another critical feature is that a
subject can issue high-level commands at any moment. This is possible because the op-
eration of the BCI is asynchronous and, unlike synchronous approaches, does not require
waiting for external cues. The robot relies on a behavior-based controller to implement the
high-level commands to guarantee obstacle avoidance and smooth turns. In this kind of
controller, on-board sensors are read constantly and determine the next action to take. As
explained in next section, we have recently extended this work to the mental control of both
a simulated and a real wheelchair.
1.4.4 Recognition of High-Level Cognitive States
EEG-based brain-computer interfaces provide disabled people with new tools for control
and communication. However, as any other interaction modality based on physiological
signals and body channels (e.g., muscular activity, speech and gestures), BCIs are prone to
errors in the recognition of subject’s intent, and those errors can be frequent. Indeed, even
well-trained subjects rarely reach 100% of success. In contrast to other interaction modali-
ties, a unique feature of the “brain channel” is that it conveys both information from which
it is possible to derive mental control commands to operate a brain-actuated device as well
as information about cognitive states that are crucial for a purposeful interaction, all this on
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Figure 1.3: Subject driving the brain-actuated wheelchair through EEG.
the millisecond range. One of these states is the awareness of erroneous responses, which
a number of groups have recently started to explore as a way to improve the performance
of BCIs (Schalk et al., 2000; Blankertz et al., 2003). Ferrez and Millan’s work (Ferrez
and Milla´n, 2005; Ferrez and Milla´n, 2007a; Ferrez and Milla´n, 2007b) have reported the
presence of a new kind of error related potentials (ErrP) elicited by the erroneous responses
of the BCI during the recognition of the user’s intent. It has recently shown the feasibility
of simultaneously classifying mental commands for BCI control and detecting ErrP to fil-
ter out erroneous commands in a real-time system, all this at the single-trial level (Ferrez,
2007).
1.5 MAIA Project
The goal of the EU project called MAIA (Mental Augmentation through determination
of Intended Action) was to develop non-invasive brain-computer interfaces that recognize
the subject’s voluntary imagination of motor actions and transmits this intention to a de-
vice that performs the necessary low-level steps to achieve complex tasks. This project
was founded under the Information Society Technologies (IST) programme of the Sixth
Framework Programme (FP6), it started in September 2004 and ended in December 2007.
The partners were the IDIAP Research Institute (coordinator, Switzerland), the Katholieke
Universiteit Leuven (Belgium), The University Hospital of Geneva (Switzerland), the Fon-
dazione Santa Lucia in Rome (Italy) and the Helsinki University of Technology (Finland).
The main innovative principles were the use of estimates of intracranial activity from scalp
EEG for the recognition of the subject’s motor intent, the adaptive shared autonomy be-
tween the human and the robot, the use of vibrotactile feedback to speed up training of the
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subject, the integration of high-level cognitive states such as errors to increase the reliability
of the interface and the online adaptation of the interface to the subject to constantly track
the changes of brain activity. The main achievement of the MAIA project were the two
demonstrations in 2006 and 2007 of the first brain-actuated wheelchair (shown in Fig. 1.3)
controlled by a subject sitting on it in the laboratories of the Katholike Universiteit Leu-
ven (see supplementary .WMV files included in Appendix I). In this case, we incorporated
shared control principles into the BCI (Philips et al., 2007; Vanacker et al., 2007). In shared
control, the intelligent controller relieves the human from low level tasks without sacrific-
ing the cognitive superiority and adaptability of human beings that are capable of acting in
unforeseen situations.
1.6 Aim of the Thesis
This thesis is aimed at developing methods for asynchronous and non-invasive EEG-based
brain computer interfaces to enhance the robustness of brain-actuated devices. Within
MAIA project framework, these methods have been developed to enhance the robustness
of the brain-actuated wheelchair.
TheMAIA brain-actuated wheelchair is integrated by two entities, the intelligent wheel-
chair and the BCI system. Environmental information from the wheelchair’s sensors feeds
a contextual filter that builds a probability distribution PEnv(C) over the possible user’s
mental steering commands, C = {Left, Right, Forward}. The BCI system estimates the
probabilities PEEG(C) of the different mental commands from the EEG data. Both streams
of information are combined to produce a filtered estimate of the user’s intent P (C) =
PEEG(C) · PEnv(C). The shared control system also uses the environmental information
from the wheelchair’s sensors to map these high-level commands into appropriate motor
commands, translational and rotational velocities, in order to generate a smoother driving
behavior. This is done by an intelligent controller that activates an appropriate assisting
behavior when the user needs help. Thus, the system constantly adapt the level of assis-
tance to a specific situation. It will help significantly when the subject’s performance (BCI
accuracy) is low whereas it will decrease its role when the BCI accuracy is higher. Fig. 1.4
depicts a schematic representation of the shared control architecture of the brain-actuated
wheelchair. See Appendices G and H (Philips et al., 2007; Vanacker et al., 2007) for a
detailed description.
Three are the main contributions of this thesis. First, the use of mental tasks transi-
tions detection (MTTD) as inferred a priori information to guide postprocessing algorithms
which goal is to denoise the decision making of the brain-computer interface system. Sec-
ond, the use of a new feature extractor method for multi-class brain-computer interfaces
with canonical solution that provides a reduced number of canonical discriminant spatial
patterns and rank the channels sorted by power discriminability between classes. Third,
the introduction of frames approach recognizing intermittent induced electroencephalo-
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Figure 1.4: Architecture of the brain-actuated wheelchair.
graphic spatial patterns of amplitude modulation to guide a novel decision making process.
While the first two consist in adding or substituting modules on the current architecture
of the brain-actuated wheelchair in agreement with current asynchronous BCI approaches
(Blankertz et al., 2006a; Birch et al., 2002; Milla´n et al., 2004), the third one implies a
radical departure from current approaches and would imply to change the BCI decision
making process. Fig. 1.5 depicts where the aforementioned contributions are integrated on
the architecture of the brain-actuated wheelchair.
The IDIAP BCI research and the three contributions of this thesis have been described
in the following publications:
1. J.del R. Milla´n, P. W. Ferrez, F. Gala´n, E. Lew, and R. Chavarriaga. Non-Invasive
Brain-Machine Interaction. International Journal of Pattern Recognition and Artifi-
cial Intelligence, 2008. To appear.
2. F. Gala´n, F. Oliva, and J. Gua`rdia. Using Mental Tasks Transitions Detection to
Improve Spontaneous Mental Activity Classification. Medical and Biological Engi-
neering and Computing, 45: 603-609, 2007b.
3. F. Gala´n, F. Oliva, J. Gua`rdia, P.W. Ferrez, and J. del R. Milla´n. Detecting Inten-
tional Mental Transitions in an Asynchronous Brain-Computer Interface. Medical
and Biological Engineering and Computing, 2008b. Submitted.
4. F. Gala´n, P. W. Ferrez, F. Oliva, K. Gua`rdia, and J. del R. Milla´n. Feature Extraction
for Multi-class BCI using Canonical Variates Analysis. In Proceedings of the 2007
IEEE International Symposium on Intelligent Signal Processing, WISP 2007, Alcala´
de Henares, Spain, 2007a.
5. F. Gala´n, J. Palix, R. Chavarriaga, P.W. Ferrez, C.A. Hauert, and J. del. R. Milla´n.
Visuo-spatial Attention Frame Recognition for Brain-computer Interfaces. In: Wang,
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Figure 1.5: Architecture of the modified brain-actuated wheelchair after including the three
contributions of this thesis (highlighted by red squares). (1) MTTD-based postprocessing
module would represent a new module between the BCI system and combining distributions.
(2) The proposed feature extractor method it is placed in the feature extractor module. (3) The
frames approach would imply change the complete BCI system decision making process.
R., Gu, F., and Shen, F. (Eds.) Advances in Cognitive Neurodynamics ICCN 2007.
Proceedings of the International Conference on Cognitive Neurodynamics. ICCN
2007 Proceedings. Springer, Shangai, China, 2007c. To appear.
6. F. Gala´n, M. Nuttin, E. Lew, P. W. Ferrez, G. Vanacker, J. Philips, H. Van Brussel,
and J. del R. Milla´n. A Brain-ActuatedWheelchair: Asynchronous and Non-Invasive
Brain-Computer Interfaces for Continuous Control of Robots, Clin. Neurophysiol.,
2008a. To appear.
Publication 1 reviews IDIAP BCI research. Publications 2 and 3 include two versions of
the MTTD algorithm, publication 4 describes the use of CVA for Multi-class BCI feature
extraction, publication 5 proposes the neural frames approach, and finally publication 6
describes the current version of the simulated brain-actuated wheelchair. This version and
the real wheelchair incorporated the feature extractor described in publication 4.
The outline of this thesis is the following. Chapter 2 summarizes the contents of the
references 2-6. The published and preprint accepted versions are collected in appendices
A, B, C, D, E and F. Appendices G and H include the published versions of Phillips and
Vanacker’s works (Phillips et al, 2007; Vanacker et al., 2007) in order to provide a more
complete description of the shared control introduced in MAIA brain-actuated wheelchair.
Appendix I includes three .WMV files with demonstrations of the simulated and real brain-
actuated wheelchairs, and finally appendix J includes a Catalan version of the summary.
Chapter 2
Summary of Contents
This chapter introduces the contents of the five publications collected in appendices B, C,
D, E and F that describe the three contributions of this thesis.
2.1 Using Mental Tasks Transitions Detection to Improve
Spontaneous Mental Activity Classification
2.1.1 Introduction
This section describes the algorithm that won the BCI Competition III -Data Set V: Mul-
ticlass Problem, Continous EEG- (Blankertz, et al., 2006b). The algorithm is based on
canonical variates transformation (CVT) and distance based discriminant analysis (DBDA)
combined with a mental tasks transitions detector (MTTD) to classify spontaneous men-
tal activity in order to operate a brain-computer interface working under an asynchronous
protocol. The algorithm achieved an averaged classification accuracy over three subjects
of 68.65% (79.60%, 70.31% and 56.02% respectively) in a 3-class problem.
2.1.2 Methods
Data Acquisition, Task and Preprocessing
Data were acquired by IDIAP Research Institute as described byMilla´n (2004) and Blankertz
et al. (2006b). Data were recorded from three healthy subjects meanwhile they were exe-
cuting three different mental tasks: imagination of self-paced left hand movements, imag-
ination of self-paced right hand movements, and generation of words beginning with the
same random letter. Each subject participated in four sessions acquired in the same day.
The duration of each session was 4 min, with a intersession break of 5-10 min. In each
session, each subject performed a given task for 15 s, switching randomly to another task
at the operator request. Thus, the EEG data were not split into trials since the subjects were
always performing one of the mental tasks. Subjects did not received any feedback.
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EEG potentials were recorded at 32 electrodes placed at standard positions of the Interna-
tional 10-20 system. The sampling rate was 512 Hz.
Data were provided in two ways: the raw EEG potentials and precomputed features (data
used by the algorithm introduced here). The precomputed features were obtained spatially
filtering by means of a surface Laplacian computed globally by spherical spline of order 2.
Then, every 65 ms (16 times per second) was estimated the power spectral density (PSD)
in the band 8-30 Hz over the last second of data with a resolution of 2 Hz for eight channels
(C3, Cz, C4, CP1, CP2, P3, Pz, and P4). Thus, an EEG sample is a 96-dimensional vector
(eight channels times 12 frequency components).
The algorithm should provide an output every 0.5 s using the last second of data. That is,
the goal for the competition was to estimate the class labels for every input vector of the
fourth session of each subject. Since input vectors were computed 16 times per second, the
labels needed to be estimated providing the average of eight consecutive samples (to get a
response every 0.5 s).
The performance measure was the classification accuracy averaged over the three subjects.
Algorithm Description
Preprocessing and Feature Extraction First of all, data is transformed by means of
normalizing each PSD sample estimation. Each spectral component h of channel i from
sample recorded at time t PSDht(i) is normalized by dividing it by the energy of the channel
P˜SDht(i) =
PSDht(i)∑12
h=1 PSDht(i)
(2.1)
Therefore, the transformed sample at time t P˜SDt is a 96-dimensional concatenated vector
(8 channels times 12 normalized frequency components) as the original data PSDt. After
normalization, the feature extraction process is guided by CVT. This transformation permits
the projection of a p-dimensional data set, constituted by nl samples from l = 1, ..., c
different classes, in a (c-1)-dimensional feature space defined by the canonical discriminant
functions that maximize the separation between the class centroids and minimize the intra-
class variance (see Krzanowski (1988) for a detailed description). This is achieved by
finding the eigenvectors A ofW−1B with eigenvalues larger than zero, where
B =
c∑
l=1
nl(ml −m)(ml −m)′ (2.2)
and
W =
c∑
l=1
nl∑
j=1
(P˜SDlj −ml)(P˜SDlj −ml)′ (2.3)
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are dispersion matrices between and within classes respectively, and
ml =
1
nl
nl∑
j=1
P˜SDlj (2.4)
and
m =
1
n
c∑
l=1
nlml (2.5)
are the class and total centroids respectively. Note that n =
∑c
l=1 nl. The new feature space
Y is defined by the projection of P˜SD samples induced by A:
Y = P˜SD A (2.6)
Discriminant Analysis After normalization and CVT, the algorithm discriminates be-
tween mental tasks using DBDA (Cuadras et al., 1997) with Euclidean distance. With
this approach the Mahalanobis distance is implicitly used, as well as allowing a reduced
spatial representation. The special interest applying DBDA is the possibility of using any
distance function between individuals. Among them we have tested absolute value, chord
and Hellinger distances achieving similar overall performances, although further studies
should be explored. To obtain a reduced spatial representation DB canonical variate analy-
sis could be used (in fact CVT is the particular case when the distance between individuals
is the Mahalanobis distance).
Given c subpopulations or classes C1, ..., Cc and a defined distance function dl for class Cl,
the proximity measurement for pattern P˜SDt with vector yt = P˜SDtA, is defined as
φl(yt) = Vl(yCl|yt)− Vl(yCl) (2.7)
where
Vl(yCl) =
1
2
EClCl [d
2
l (yCl ,yCl)] (2.8)
and
Vl(yCl|yt) = ECl [d2l (yt,yCl)] (2.9)
are the geometric variability and the relative geometric variability to pattern yt. Note that
yCl refers to those patterns belonging to class Cl. Thus, the DBDA assigns P˜SDt to Cl, if
φl(yt) = mins=1,...,c[φs(yt)] (2.10)
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In practice, suitable estimates of geometric variability and relative geometric variability to
pattern yt are
Vˆl(y) =
1
2n2l
nl∑
j,j′=1
d2(ylj ,ylj′) (2.11)
Vˆl(y|yt) =
1
nl
nl∑
j=1
d2(yt,ylj), (2.12)
where ylj is the sample j of class l. Therefore, the estimate of the proximity function is
φˆl(yt) =
1
nl
nl∑
j=1
d2(yt,ylj)−
1
2n2l
nl∑
j,j′=1
d2(ylj ,ylj′). (2.13)
Following the competition requirements, we have taken into account eight consecutive sam-
ples. Thus, the final decision obtained every 62.5 milliseconds is based on the last 0.5 sec-
onds. The projected sample incoming from a testing set is assigned to class Cl in time t
if
φl(yt) = mins=1,...,c[φs(yt)] (2.14)
where
φl(yt) =
1
Nav
Nav∑
i=1
φˆl(yt−i+1) (2.15)
is an average proximity over Nav = 8 consecutive samples.
Mental Tasks Transitions Detector (MTTD) With the aim to improve classification
accuracy, we have designed a parallel discriminant process guided by a MTTD. For each
new incoming sample, after normalization and canonical variates projection, the algorithm
works as follows:
1. Compute an index to detect transitions. It is easy to detect a mental task transition at
time t with the index
I(P˜SDt) = |Ψ(P˜SDt−1, P˜SDt)−Ψ(P˜SDt−2, P˜SDt−1)| (2.16)
if min[I(P˜SDt−1), I(P˜SDt)] > θ, where θ is a fixed threshold and Ψ(·) is a dissim-
ilarity function. In this work we use the Euclidean distance. It is worth noting that
the detection of a mental task transition needs only four P˜SD patterns, and does not
introduce any delay given that detects a sudden change at time t.
2. Classify the sample with DBDA.
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Table 2.1: Classification accuracy over the three subjects according to different test conditions
Subject MTTD Test Condition Competition Test
1 → 2 1 → 3 2 → 3 1 + 2 → 3 1 + 2 + 3 → 4
1 No 67.4% 69.73% 72.87% 74.86% 75.14%
Yes 72.84% 72.09% 75.64% 76.46% 79.60%
2 No 51.94% 59.99% 58.64% 62.41% 62.18%
Yes 59.58% 68.03% 64.86% 68.72% 70.31%
3 No 52.31% 42.97% 38.69% 42.73% 50.83%
Yes 61.68% 46.45% 39.10% 43.49% 56.02%
Average No 57.33% 57.56% 56.73% 60.00% 62.72%
Yes 64.70% 62.19% 59.87% 62.89% 68.65%
For each subject and average, the first row refers to the performance of the algorithm
without including MTTD, and the second one to the complete algorithm.
3. If min[I(P˜SDt−1), I(P˜SDt)] > θ, compute class proportions p(Cl) assigned by
DBDA in the gap limited by two last transitions or by first sample and first transition.
Otherwise, do nothing.
4. If maxh[p(Ch)] > ξ, where ξ is a fixed threshold, until next transition remove from
training data those samples labeled as Ch and reclassify the new sample once again
with DBDA into resting classes. Otherwise, do nothing (maintain classification from
step 2).
Note that mental tasks transitions detection yields to use transitions to discard the class that
can be assumed as predominant (with a proportion bigger than ξ) in the gap limited by the
two last transitions, improving chance classification in next incoming samples from 0.33 to
0.50.
2.1.3 Results and Conclusions
The algorithm was first tested with sessions 2 and 3. In order to do this, when the algorithm
was tested with the second session, it had been trained with the first session; and when
it was tested with the third session, it had been trained with the first two sessions, both
individually and jointly. The transition detector threshold was fixed at θ = 0.2, and the
probability threshold, at ξ = 0.55.
Table 2.1 shows the algorithm performance over the three subjects, according to the
test conditions mentioned above. For each subject, the first row refers to the performance
of the algorithm without including MTTD while the second one refers to the complete
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algorithm. These results showed two aspects worth highlighting that were considered in the
competition testing with session 4. On the one hand, the inclusion of MTTD systematically
improved the performance of the classification. On the other hand, when the algorithm was
tested with the third session, the results indicated it was advisable to train it with the two
first sessions jointly. This action produced the best performance over the two first subjects.
Similar results to the best performance were obtained over the third subject, which was
achieved when only the first session was used to train the algorithm. Thus, all patterns
from the first three sessions jointly were taken as a training set for the competition, and the
thresholds were fixed at θ = 0.2 and ξ = 0.55. Likewise, Table 2.1 shows the competition
results too: the algorithm without MTTD inclusion provides a mean classification accuracy
of 62.72% (75.14%, 62.18% and 50.83% for each subject), whereas the complete algorithm
improves this mean classification accuracy up to 68.65% (79.60%, 70.31% and 56.02%).
Despite the promising results showed by this algorithm, some drawbacks as the sam-
pling rate MTTD dependency as well as the simplicity of the heuristic rule implemented
on it call for future extensions of this approach to avoid undesired effects of artifacts detec-
tion. The showed results also call for further studies assessing the algorithm performance
on BCI’s working in different conditions where the subjects receive online feedback. Next
section introduces a modified version of the algorithm that addresses these issues.
2.2 Detecting Intentional Mental Transitions in an Asyn-
chronous BCI
2.2.1 Introduction
As showed in section 2.1 (see also Appendix B; Galan et al., 2007b) the inclusion of MTTD
has been proven as a useful tool in guiding the transduction process of a BCI working
under an asynchronous protocol. MTTD allows for the extraction of the signal’s contextual
information in order to infer the user’s intentionality at a given moment and thus correcting
possible classification errors. Despite the good results shown, the algorithm previously
proposed is sampling rate depending, introduces a simple heuristic rule and does not show
good behavior in contexts where the user gets online feedback. The algorithm proposed
in this section, like its antecessor, is based on canonical variates transformation (CVT)
and on distance-based discriminant analysis (DBDA), but it has a new transitions detector
based on Kalman filtering that solves the sampling rate dependency. In addition, it includes
a classifier supervisor based on heuristics rules that exploit transition detection as well as
inconsistencies between subject’s mental intention and the associated EEG. These heuristic
rules lead to significant improvements of the BCI in terms of both classification accuracy
and channel capacity, adapting itself to the user’s needs. The algorithm has been also
tested with data recorded during experimental sessions where two subjects were receiving
continuous visual feedback from virtual and real brain-actuated robots.
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2.2.2 Methods
Data Acquisition, Task and Preprocessing
For the offline assessment of the algorithm two data sets have been used. The first one,
the BCI Competition III -Data Set V: Multiclass Problem, Continous EEG- (Blankertz,
et al., 2006b), where subjects did not receive any feedback indicating their performance.
The second one comes from feedback experiments. In both data sets, EEG signals were
recorded with a portable Biosemi acquisition system from 32 (first data set) or 64 (second
data set) electrodes. The sampling frequency was 512 Hz. The signal was spatially filtered
using a surface Laplacian (first data set) or common average reference (CAR) (second data
set) previous to the estimation every 62.5 ms. (16 times per second) of the PSD in the
band 8-30-Hz, with a resolution of 2Hz over the last 1-second windows. In the first data
set the PSD was estimated on the electrodes C3, Cz, C4, CP1, CP2, P3, Pz, P4; thus
obtaining a 96-dimensional vector (8 electrodes × 12 frequency components) as a pattern.
In the second data set the PSD was estimated on F3, F4, FC1, FC2, C3, C1, C2, C4, CP1
and CP2 obtaining a 120-dimensional vector (10 electrodes × 12 frequency components).
The computation of the EEG patterns, the vector PSD, is described in Milla´n (2004) and
Blankertz et al. (2006b).
Data come from 5 healthy voluntary subjects. Subjects 1, 2 and 3 from the first data
set carried out three mental tasks, two motor imagination tasks (right-left hand movement
imagination) and one cognitive task (search of words with the same initial letter) for 15
seconds switching randomly between them at the operator’s request. EEG signals were
recorded during 4 non-feedback sessions. Subjects 4 and 5 executed the same mental tasks
also during 4 sessions while receiving continuous visual feedback from the movement of a
virtual robot in the case of subject 4, or from a real mobile robot in the case of subject 5. The
robots were controlled by the association between the subject’s mental states and high-level
commands (right-left hand imagination with right-left turns, and word search with forward
movements). In addition, the brain-actuated robots relied on a behavior-based controller
that guarantee obstacle avoidance and smoothed turns (Milla´n et al., 2004). These two
subjects were at the very beginning of their training with the robots.
For every subject, the first three sessions were used as training and validation sets while
the fourth session was the test set.
Algorithm Description
The algorithm incorporates three components: an inconsistencies detector between the
user’s intent and the measured EEG patterns that assigns a provisional label to each incom-
ing pattern, a transitions detector based on Kalman filtering that detects patterns not similar
to their predecessors, and a classifier supervisor based on three heuristic rules that deter-
mine which of these patterns identified as transitions by the transitions detector are inten-
tional transitions between different mental tasks. Fig. 2.1 depicts a schematic representation
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Figure 2.1: Schematic representation of the whole algorithm. Note that the inconsistencies
detector (based on a bi-feature extractor and a bi-classifier) and the transitions detector work
in parallel. The output of the two previous components is used by the classifier supervisor.
of the overall algorithm. The inconsistencies detector, based on a bi-feature extractor and a
bi-classifier, works in parallel with the transition detector. Thus, each incoming pattern is
first checked for inconsistency and transition. Next, based on three heuristic rules and only
using the labels of the three last patterns identified as transitions, the classifier supervisor
eventually changes the label of the pattern provided by the inconsistencies detector. Next,
each component is described.
Inconsistencies Detector One of the main difficulties of classifying spontaneous brain
activity is its variability over time. Physiological reasons, like endogenous brain processes
and fatigue, cause slow changes of EEG over time. An approach to deal with this type of
non-stationary behavior is to build adaptive classifiers that track this variability (Milla´n,
2004). In addition, rapid shifts in the user’s motivational and attentional states1 may lead
to a mismatch between the user’s intent and the user’s EEG patterns. The aim of the incon-
sistencies detector is to identify those patterns that likely are inconsistent with the user’s
intent.
In order to identify inconsistent patterns two canonical spaces by means of a canonical
variates transformation (CVT) are built, as in section 2.1.2 (see Appendix D; Gala´n et
al., 2007a). The first one is based on the original labelling that corresponds to the user’s
1For instance, erroneous responses of the BCI, especially if they are frequent as it is the case at the
beginning of the user’s training, may disconcert and frustrate the user.
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Figure 2.2: Bi-feature extractor based on CVT (Bi-CVT). From the training data we build
two canonical spaces, the intentional canonical space using the original labelling (top), and
the measured canonical space using the k-means cluster labelling (bottom). Patterns whose
projections onto the canonical spaces do not match are potentially inconsistent and the Bi-
DBDA labels them as unknown.
intent (intentional labelling)—i.e., it is obtained by a direct CVT on the training set. In the
second case, after building the canonical space as in the first case, k-means cluster analysis
(using Euclidean distance) generating as many clusters as mental tasks (3, in this case)
is carry out. Then, the patterns in the training set are relabelled with the labels obtained
from the clustering process (measured labelling) and a new canonical space is built. This
Bi-CVT process yields two different canonical spaces, the intentional and the measured
canonical spaces (see Fig. 2.2). Afterwards, the patterns of the test set are projected onto
both canonical spaces and the resulting projections are sent to each DBDA classifier. The
outputs of these two classifiers are combined to obtain a final decision, called Bi-DBDA,
which labels a pattern as unknown if the outputs of the two previous DBDA classifiers are
inconsistent—i.e, they are different.
The different steps of the inconsistencies detector are the following2:
1. Normalization: Each spectral component h of channel i from the pattern recorded at
time t, PSDht(i), is normalized by the energy of the channel
P˜SDht(i) =
PSDht(i)∑n
h=1 PSDht(i)
(2.17)
2. Bi-CVT: Eigenvectors A(O) and A(C) ofW−1(O)B(O) andW−1(C)B(C) with eigenval-
ues greater than zero are found, where B(·) and W(·) are the between- and within-
2Note that the first step is the normalization of the frequency components of each electrode as described
in section 2.1.2
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classes dispersion matrices, obtained from the matrices P˜SD
(O)
and P˜SD
(C)
of pat-
terns with the original labels (intentional labelling) or with the cluster-analysis labels
(measured labelling), respectively. Then, projections
y(O)t = P˜SDt
(O)
A(O) (2.18)
y(C)t = P˜SDt
(C)
A(C) (2.19)
are computed
3. Bi-DBDA: The label νt of the incoming pattern at time t with projections y
(O)
t and
y(C)t is
νt =
{
g if (φg(y
(O)
t ) = mink[φk(y
(O)
t )])
⋂
(φg(y
(C)
t ) = mink[φk(y
(C)
t )])
unknown otherwise
(2.20)
where k is the number of classes and φg(y(·)) is the average of DBDA proximity
estimates, φˆg(y(·)) (see section 2.1.2 and Appendices B and C; Gala´n et al., 2007b;
Gala´n et al., 2008b), in the corresponding canonical space over Nav = 4 consecutive
patterns
φg(y
(·)
t ) =
1
Nav
Nav∑
i=1
φˆg(y
(·)
t−i+1) (2.21)
Thus, the final decision is obtained every 0.250 s. In this way, the new pattern is
assigned to class Cg only if the two DBDA classifiers agree. See Fig. 2.3 for an
example.
Transitions Detector Based on Kalman Filtering Kalman filtering is a principled ap-
proach to detect abrupt changes in temporal series (Baseville et al., 1993). Here it is used it
to build a more robust transitions detector independent of the sampling rate. While the in-
consistencies detector filters patterns given the relative positions of its projections on both
training canonical spaces, the transitions detector checks for patterns whose distances to
their predecessors on the measured canonical space are larger than expected. Thus, the
transitions detector filters those patterns that are likely intentional transitions between dif-
ferent mental tasks. Using the projected patterns (y(C)t ) in the canonical space obtained
with labels computed by k-means cluster analysis (measured labelling), the following lin-
ear state dynamical system is built:
xt = Axt−1 + wt−1 (2.22)
y(C)t−1 = Hxt−1 + vt−1
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Figure 2.3: Bi-DBDA example, subject 1. Left: Training data projection with original labels
on the intentional canonical space (black: imagination of left hand movement; dark grey:
imagination of left hand movement, light grey: word search). Middle: Training data projection
with cluster labels on the measured canonical space. Right: Test data labelled by Bi-DBDA
as unknown projected on the measured canonical space. These inconsistent patterns are those
projected onto the mismatch areas of the two canonical spaces.
where xt,A andH are the state vector, the state matrix and the measurement matrix, respec-
tively. The state noisewt−1 and the measurement noise vt−1 are assumed to be uncorrelated
zero-mean Gaussian white-noise processes with covariance matricesQ andR. The Kalman
filter finds the optimal state estimate xˆt (minimazing the variance error estimator, defined
as E[‖xt − xˆt‖2]) given a set of past observations {y(C)1 ,...,y(C)t } in a prediction-correction
approach:
1. Prediction equations. In this step, the prediction of the state of the system at time
t xˆt|t−1 and his variance Pt|t−1 are computed from the estimates and Pt−1|t−1 at time
t-1 and the noise covariance Q:
xˆt|t−1 = Axˆt−1|t−1 (2.23)
Pt|t−1 = APt−1|t−1AT +Q (2.24)
Initial matrices A, H, Q and R are estimated with EM algorithm (Digalakis et al.,
1993) using the third session. As initial values estimates, xˆt−1|t−1 = y
(C)
t−1 and
Pt−1|t−1 = R are fixed.
2. Correction equations. The obtained estimates in the prediction step are corrected
by the innovation process
t = y
(C)
t −Hxˆt|t−1 (2.25)
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Figure 2.4: Examples of projected test patterns identified as transitions on the training mea-
sured canonical space (black: imagination of left hand movement; dark grey: imagination of
right hand movement; light grey: word search). Dots show the projected training patterns.
Big circles represent the location of the three mental tasks in the canonical space. Small circle
indicate transitions; i.e., patterns exhibiting leaps in the measured canonical space with respect
to their predecessors. In this example the user executes first imagination of right hand move-
ment and then imagination of left hand movement. This example illustrates the three kinds
of transitions: 1, within-class; 2, unintentional between-class; 3, intentional between-class
transition.
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defined as the difference between the new measured value y(C)t and the hypothetical
measured value given the estimate xˆt|t−1 at time t. Then, the corrected estimates are
xˆt|t = xˆt|t−1 +Kt[y
(C)
t −Hxˆt|t−1] (2.26)
Pt|t = [I−KtH]Pt|t−1 (2.27)
where the Kalman gain matrix is
Kt = Pt|t−1HTS−1t (2.28)
and the innovation covariance matrix is
St = HPt|t−1HT + R (2.29)
If the system works properly, the normalized innovation process ˜t = S
−1/2
t t is a zero-
mean Gaussian white-noise process with identity covariance matrixE[˜t] = 0, E[˜t˜Tt ] = I.
Thus, any transition or variation in the model is reflected by a change in the aforementioned
statistics.
In order to detect transitions, the sequence of innovation process sample covariance
matrices is used (Hajiyev and Caliskan, 1999)
Ut =
1
Nav − 1
t∑
i=t−Nav+1
[˜i − ¯˜t][˜i − ¯˜t]T (2.30)
where
¯˜t =
1
Nav
t∑
i=t−Nav+1
˜i (2.31)
andNav = 2 consecutive patterns. Given a threshold θ, we consider that there is a transition
if the following inequality is satisfied
I(Ut) > θ > I(Ut−1) (2.32)
where
I(Ut) = Ψ[d(Ut), d(Ut−1)] (2.33)
is the Euclidean distance Ψ[·] between the diagonal vectors d(Ut) and d(Ut−1) (variance
vectors) of two consecutive sample covariance matrices. In this way, using (2.32) only
abrupt changes in time are kept. Consecutive changes are not considered to be intentional—
rather they may indicate periods where the subject cannot sustain attention.
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Classifier Supervisor As previously described, incoming patterns identified as transi-
tions exhibit leaps in the training measured canonical space with respect to their predeces-
sors. Thus these transitions patterns are probably located in different canonical subspaces
from their predecessors and Bi-DBDA will have labelled such a transition pattern either as
the majority of its predecessors (within-class transition) or differently (intentional or un-
intentional between-class transition) (see Fig. 2.4). This last scenario reflects a mismatch
between the user’s intent and the user’s EEG patterns. The goal of the classifier supervisor
is to infer the different kinds of transitions and correct the labelling produced by Bi-DBDA.
To do so we have designed three heuristic rules (HR1, HR2, and HR3). HR1 is the
simplest and most conservative rule as it rejects a large number of patterns (labels them as
unknown) rule from which HR2 and HR3 are derived (see Fig. 2.5 and 2.6 for a detailed
description). The three HR label a new pattern, always every 0.250 s, using information
from the last three transitions. The three HR seek to infer the intentional label of the
patterns identified as transitions and then reclassify the subsequent patterns, until the next
transition, with the same label. In this way the classifier supervisor only changes the labels
when a intentional transition between different mental tasks is inferred.
2.2.3 Results and Conclusions
The advantages of a inconsistencies detector and a classifier supervisor in an asynchronous
BCI have been assessed offline by using the first three sessions of each subject as training
and validation3 data and the fourth as test data. Performance has been measured in terms
of classification accuracy and channel capacity. Given that the different components of the
algorithm may reject responses (unknown responses), the estimator proposed by Milla´n et
al. (2004) has been used as a measure of the channel capacity. Table 2.2 shows the results
for subjects 1, 2 and 3, whose data were used in BCI Competition III. Table 2.3 shows the
results obtained on the subjects who received online feedback.
Regarding the first data set, all the components of the new algorithm give the best
performance for subject 1 and the worst for subject 3, paralleling the results obtained by
the different algorithms that participated in the BCI Competition III. DBDA(O) classi-
fier (DBDA trained with the intentional canonical space) and DBDA(C) classifier (DBDA
trained with measured canonical space) exhibit a very similar performance over the three
subjects in terms of both channel capacity and classification accuracy. Note that although
the classification accuracy of these simple classifiers are slightly worse than the original
classifier BCI-III, the channel capacity is similar (or even better) due to the fact that the
new algorithm yields faster responses. But the real advantage of the new algorithm ap-
pears when the two new components process sequentially the outputs of the two DBDA
classifiers. Indeed, the detection of inconsistent patterns (7.82%, 12.18% and 30.75% un-
3k-fold cross-validation was done to select the values of the different hyper parameters of the algorithm—
e.g., thresholds of the MTTD.
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Figure 2.5: HR1 changes the label of all unknown patterns after a transition if the Cg1 and
Cg2 classes with maximum labelling proportion assigned by Bi-DBDA,maxk+1[p(νt[c−1,c] =
g1)]) andmaxk+1[p(νt[c−2,c−1] = g2)]), in the two gaps t[c− 2, c− 1], t[c− 1, c] limited by
the last three transitions are the same and equal to the label of the last transition t(c) (HR1.a).
Otherwise, HR1 labels as unknown the last transition t(c) and all following patterns (HR1.b).
Note that the number of classes k+1 corresponds to the k mental tasks plus the unknown class.
Although this labelling rule may delay the detection of an intentional transition, it allows for
the filtering of a great number of unintentional transitions. This rule yields a large number of
unknown patterns, which limits its suitability to situations where it is useful to be conservative
(e.g., at the very early stages of training where there is a higher degree of mismatch between
the user’s intent and the EEG patterns).Empty squares referred to unknown labels.
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Figure 2.6: Rules HR2 and HR3 incorporate two different ways to extend the filtering of un-
intentional transitions generated by HR1, allowing a more extensive supervision with different
degrees of caution. Both of them share the first step where the new transition t(c) keeps the
label it received from HR1 if it is the same as the label HR1 assigned to transition t(c-2), oth-
erwise t(c) is classified as unknown. HR2 and HR3 differ in the second step. HR2 re-labels
the new transition t(c) as the previous one t(c-1) if HR1 labelled t(c) either as HR2 labelled
t(c-1) (HR2.a) or as unknown (HR2.b), otherwise the output of the first step of HR2 is kept
(HR2.c). HR3 re-labels the new transition t(c) as the previous one t(c-1) if HR3 in the first step
labelled t(c) either as HR3 labelled t(c-2) in the second step (HR3.a) or as unknown (HR3.b),
otherwise the output of the first step of HR3 is kept (HR3.a). The difference between both
rules is the amount of unknown labels generated: HR3 rejects a shorter number of patterns.
Empty squares referred to unknown labels.
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known responses for subjects 1, 2 and 3, respectively) leads to a significant increase of the
Bi-DBDA channel capacity since the percentage of patterns incorrectly classified is greatly
reduced. In particular, the effects of the inconsistencies detection in subject 3 stands out:
the percentages of correctly and incorrectly classified patterns are inverted.
These results are further improved with the use of the different heuristic rules (HR) of
the classifier supervisor. HR1 allows to increase the channel capacity for the three subjects,
even though it rejects an extremely high percentage of patterns. HR2 rejects much less pat-
terns and improves significantly the channel capacity. Finally, HR3 achieves a still further
significant increase of the channel capacity (due to a remarkable increase in classification
accuracy) for the first two subjects, but it shows a dramatic decline in performance in terms
of channel capacity for subject 3.
Concerning the second data set where subjects received continuous feedback, the same
trend is observed; i.e., the first two DBDA classifiers already achieved similar classification
accuracy than the original classifier (and, hence, better channel capacity due to their faster
responses), and the channel capacity is further improved through the sequential processing
of the outputs of those classifiers by the inconsistencies detector (Bi-DBDA) and classifier
supervisor. However, the effects of the different HR on the subjects’ performance is not
the same as before. For subject 4 is also appreciable a significant improvement after the
application of HR1 on the output of the Bi-DBDA and even a higher one with HR2. HR3
also increases the channel capacity with respect to Bi-DBDA, but in a lesser extent than
HR1 and HR2. Significantly, all three heuristic rules invert the percentages of correctly
and incorrectly classified patterns. For subject 5, only HR1 and HR2 increase the channel
capacity with respect to Bi-DBDA, with HR1 outperforming HR2. The disadvantage of
HR3 for these two subjects is that it rejects a very short number of patterns and, given
that these two subjects are at the very beginning of their training, the BCI makes risky
decisions, thus generating a high percentage of misclassifications. Under this condition,
more conservative heuristic rules are better suited.
In conclusion, the incorporation of the inconsistencies detector and the classifier super-
visor outperforms the original classifier, winner of the BCI Competition III, on all five sub-
jects for both working conditions of a BCI—namely with or without online feedback. Of
the three heuristic rules, HR3 only seems suitable when the user’s performance is already
satisfactory (i.e., subjects 1 and 2). Otherwise, it is recommendable to use HR1 or, prefer-
ably, HR2. This is the case of subject 3, who has still a poor performance, and of subjects
4 and 5, who are at the beginning of their training or do not yet master the complexity of
the online feedback coming from moving robots. Although HR1 and HR2 present a lower
performance in terms of classification accuracy than HR3, they succeed notably in limiting
the number of incorrect responses, an important aspect in order to avoid processes of dis-
couragement, confusion and frustration that can easily interfere with attentional processes,
and thus achieving acceptable levels of channel capacity.
Summarizing, in this section has been shown that the inclusion of a inconsistencies de-
tector and a classifier supervisor based on intentional mental transitions detection leads to
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Table 2.2: Classifiers performance on the BCI Competition III data set.
Subject1
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) 1.69 b/s 70.80 % 29.20 % -
DBDA(C) 1.68 b/s 70.72 % 29.28 % -
Bi-DBDA 1.96 b/s 67.47 % 24.71 % 7.82 %
HR1 2.90 b/s 54.02 % 5.61 % 40.37 %
HR2 3.91 b/s 72.37 % 4.60 % 23.03 %
HR3 4.34 b/s 90.77 % 8.14 % 1.09 %
BCI-III 1.30 b/s 79.60 % 20.40 % -
Subject2
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .85 b/s 59.92 % 40.08 % -
DBDA(C) .82 b/s 59.44 % 40.56 % -
Bi-DBDA 1.17 b/s 54.51 % 33.31 % 12.18 %
HR1 1.89 b/s 38.24 % 11.84 % 49.92 %
HR2 2.68 b/s 58.31 % 11.31 % 30.38 %
HR3 2.75 b/s 80.12 % 19.04 % .84 %
BCI-III .82 b/s 70.31 % 29.69 % -
Subject3
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .30 b/s 48.74 % 51.16 % -
DBDA(C) .30 b/s 48.77 % 51.13 % -
Bi-DBDA .98 b/s 37.00 % 32.25 % 30.75 %
HR1 1.46 b/s 28.78 % 14.52 % 56.70 %
HR2 1.71 b/s 41.81 % 18.49 % 39.70 %
HR3 .49 b/s 52.52 % 46.46 % 1.02 %
BCI-III .31 b/s 56.02 % 43.98 % -
DBDA(O): DBDA trained with training data, original labelling.
DBDA(C): DBDA trained with training data, cluster labelling.
BCI-III: Winner classifier of the BCI Competition III, which yields a decision every 0.5 s.
Note that the new algorithm yields a response every 0.250 s, hence achieving a higher
channel capacity than the original algorithm for similar classification accuracies.
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Table 2.3: Classifiers performance of subjects receiving online feedback.
Subject4
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .11 b/s 42.73 % 57.27 % -
DBDA(C) .10 b/s 42.30 % 57.70 % -
Bi-DBDA .22 b/s 40.00 % 52.89 % 7.11 %
HR1 1.10 b/s 17.95 % 13.75 % 68.30 %
HR2 1.48 b/s 26.57 % 10.41 % 63.02 %
HR3 .55 b/s 54.40 % 45.29 % .31 %
BCI-III* .06 b/s 43.75 % 56.25 % -
Subject5
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .04 b/s 39.04 % 60.96 % -
DBDA(C) .04 b/s 39.06 % 60.94 % -
Bi-DBDA .12 b/s 36.47 % 56.46 % 7.07 %
HR1 .92 b/s 14.25 % 19.11 % 66.64 %
HR2 .85 b/s 18.14 % 27.02 % 54.84 %
HR3 .07 b/s 40.51 % 59.26 % .23 %
BCI-III* .02 b/s 39.75 % 60.25 % -
DBDA(O): DBDA trained with training data, original labelling.
DBDA(C): DBDA trained with training data, cluster labelling.
BCI-III: Winner classifier of the BCI Competition III, which yields a decision every 0.5 s.
Note that the new algorithm yields a response every 0.250 s, hence achieving a higher
channel capacity than the original algorithm for similar classification accuracies.
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an effective inference of the user’s intended mental task. This approach yields a significant
increase of the channel capacity mainly because it allows to decrease the error rates. Ex-
perimental results show the benefits of our algorithm in both working conditions of a BCI,
namely with or without online feedback. The main limitation of this approach is the use
of ad-hoc heuristic rules. The next step is to formalize these heuristic rules in a Bayesian
framework and build probabilistic models for the inference of the user intent as in (Verma
and Rao, 2006).
2.3 Feature Extraction for Multi-class BCI using Canoni-
cal Variates Analysis
2.3.1 Introduction
IDIAP BCI is focused on asynchronous and non-invasive EEG-based BCI to control robots
and wheelchairs (Milla´n et al., 2004; Gala´n et al., 2008a). It means that the users drive such
devices by learning to voluntary control specific EEG features. To facilitate this learning
process it is necessary to select those subject-specific features that allow to generate the
maximum number of discriminant patterns. This process becomes crucial to facilitate the
generation of those patterns that permit an easier execution of those commands needed to
drive the different devices. To this end, Common Spatial Patterns (CSP) (Ramoser el al.,
2000) and his extension Commom Spatio Spectral Patterns (CSSP) (Lemm et al., 2005)
have been proven very useful. However, there is no canonical way to choose the rele-
vant CSP patterns for multi-class CSP and only approximative solutions can be obtained
(Dornhege et al., 2004). This section describes a feature extraction method with canonical
solution for multi-class BCI. The proposed method provides a reduced number of canonical
discriminant spatial patterns (CDSP) and ranks the channels sorted by power discriminabil-
ity (DP) between classes. It relays in Canonical Variates Analysis (CVA) which has been
utilized previously in Gala´n et al. (2007a).
2.3.2 Methods
Canonical Variates Analysis
Utilizing IDIAP BCI system the users employs the voluntary modulation of different oscil-
latory rhythms by executing of different mental tasks (motor and cognitive) to drive robots
and wheelchairs in virtual and real environments. In these applications the users utilize
more than two commands. To facilitate this voluntary modulation it is necessary to find
those subject-specific spatial patterns that maximize the separability between the patterns
generated by executing the different mental tasks. In this way, from band-pass filtered EEG
signals, the CSP algorithm extracts canonical discriminant spatial patterns which directions
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maximizes the differences in variance between two classes. Since the variance of a band-
pass filtered signal is a measure for the energy in the corresponding frequency band, the
patterns reflect the spatial distributions of event-related (de)synchronization (ERS/ERD)
effects (Dornhege, 2003). However, there is no canonical way to choose the relevant CSP
patterns for multi-class CSP and only approximative solutions can be obtained (Dornhege,
2004). This limitation can be avoided in two ways, namely working in frequency domain
or working with the squared band-pass filtered EEG signal. In the former case, the energy
in the corresponding frequency band is measured by its spectral power. In this domain the
spatial distributions of ERS/ERD effects are identified by changes on the spectral power.
In the later case, their distributions are identified by changes on the mean, given that the
variance of a band-pass filtered EEG signal becomes the mean when the signal is squared
(Gala´n et al., 2007a). Thus, using CVA it is easy to extract CDSP which directions maxi-
mizes the differences in mean, either spectral power in the first case or energy of the original
band-pass filtered EEG signal in the second case, between a given number of classes.
Given the ni×cmatrix, either with the estimated spectral power of a frequency band or
the squared band-pass filtered EEG signal, Si = (si1, ..., sini)
′ of class i = 1, ..., k, where ni
is the number of samples and c is the number of channels, and S = (S
′
1, ...,S
′
k)
′ , the k − 1
CDSP of S are the eigenvectors A of W−1B which eigenvalues λu, (u = 1, ..., k − 1) are
larger than 0. Note that the direction of eigenvectors A maximize the quotient between the
between-classes dispersion matrix
B =
k∑
i=1
ni(mi −m)(mi −m)′ (2.34)
and the pooled within-classes dispersion matrix
W =
k∑
i=1
ni∑
j=1
(sij −mi)(sij −mi)′ (2.35)
where
mi =
1
ni
ni∑
j=1
sij (2.36)
and
m =
1
n
k∑
i=1
nimi (2.37)
are the class and total centroids respectively. Thus, the new features are obtained by the
projection
Y = SA (2.38)
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Once the CDSP are computed, it is useful to know how the original features (electrodes)
are contributing in the separability between the classes. It also permits to interpret the space
generated by the CDSP, specially when the number of classes is high. In this way, it is
possible to rank the channels given their contribution on the new space. It is possible to
define a new Discriminant Power (DP) (Gonzalez Andino et al., 2006) measure for each
channel from the structure matrix, pooled correlation matrix between original channels in
S and the new features in Y. Given the c × k − 1 structure matrix T, where T = ∑ki=1 Ti,
e = 1, ..., c, and the normalized eigenvalues γu = λu/
∑k−1
u=1 λu, the proposed DP can be
computed as follows
DPe = (
k−1∑
u=1
γut
2
eu/
c∑
e=1
k−1∑
u=1
γut
2
eu)× 100 (2.39)
Data Acquisition, Task and Preprocessing
Data were recorded from 4 subjects with a portable Biosemi acquisition system using 64
channels sampled at 512Hz and high-pass filtered at 1Hz. The subjects were sitting in
a chair looking at a fixation cross placed at the center of a monitor. The subjects were
instructed to execute three different mental tasks (left hand imagination movement, rest,
and words association) in a self-paced way. The mental task to be executed was previously
specified by the operator in order to counterbalance the order, the subjects specify when
they started to execute the mental task. Each subject participated in 20 sessions integrated
by 6 trials each, 2 trials of each class. The duration of each trial was 7 seconds but only
the last 6 seconds were utilized in the analysis to avoid preparation periods. Subjects 1
and 2 had previous experience with the selected mental tasks, while it was the first time for
subjects 3 and 4.
To work in frequency domain the signal was spatially filtered using common average
reference (CAR) previous to the estimation every 62.5 ms. (16 times per second) of the
power spectral density (PSD) in the band 10-14Hz with 2Hz resolution over the last 1-
second windows. PSD was estimated by Welch method with 5 overlapped (25%) Hanning
windows of 500 ms. length. To work in temporal domain the signal was also spatially
filtered by CAR, band-pass filtered in the frequency range 8-16Hz (to get a band-pass
filtered signal in the same frequency ranges analyzed in the frequency domain, taking in
account the FIR filter transition band) and finally squared. Single trials were obtained by
averaging samples within last 1-second window. In both cases only 45 electrodes were
utilized, namely: F1, F3, F5, FC1, FC3, FC5, C1, C3, C5, CP1, CP3, CP5, P1, P3, P5, P7,
PO3, PO7, O1, Fz, FCz, Cz, CPz, Pz, POz, Oz, F2, F4, F6, FC2, FC4, FC6, C2, C4, C6,
CP2, CP4, CP6, P2, P4, P6, P8, PO4, PO8, O2.
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Table 2.4: LDA Classification accuracy over the four subjects according to the different test
sessions using CVA in frequency and temporal domains
Subject Domain Test Session Average
1 2 3 4 5
1 Fa 66.25% 76.04% 71.04% 70.41% 62.92% 69.33%
Tb 60.34% 87.05% 74.13% 73.54% 72.42% 73.50%
2 F 72.71% 59.79% 73.54% 69.37% 64.38% 67.95%
T 62.36% 56.70% 69.81% 61.76% 71.14% 64.35%
3 F 43.54% 49.38% 55.00% 60.21% 50.63% 51.75%
T 60.32% 60.04% 61.41% 50.28% 55.83% 57.57%
4 F 35.83% 61.45% 48.33% 33.54% 34.16% 42.66%
T 31.24% 62.17% 35.71% 46.57% 35.95% 42.33%
Average F 57.89%
T 59.43%
afrequency domain, btemporal domain
Analysis
To assess the canonical discriminant spatial patterns (CDSP) stability over time, data were
split in two sets, the training set integrated by the trials from the first 15 sessions, and the
test set integrated by the trials from the last 5 sessions. In frequency domain a trial was
defined by each PSD estimation whereas in temporal domain each trial was defined as the
averaged squared band-pass signal over the last second. After obtain the CDSP from the
training set of each domain, training and test trials where projected in the new space using
eq. 2.38. Then, one Linear Discriminant Analysis (LDA) classifier was built per subject and
per domain whose parameters were estimated on the corresponding training sets. Finally,
these LDA classifiers were used to assess the generalization performances of each subject.
Given that the main problem in BCI research is to deal with EEG instability over time,
the use of k-fold cross validation was avoided. This non-parametric classification error
estimator uses as training and test sets data from all sessions, what never occurs in on-line
applications and yields optimistic error estimations.
2.3.3 Results and Conclusions
Table 2.4 reports the LDA classification accuracy over the 5 test sessions using CVA in
frequency and temporal domain. In average, the classification accuracies for both domains
are equivalent (57.89% in frequency domain vs. 59.43% in temporal domain, random level
is 33.3% for a 3-class problem). In the temporal domain, higher classification accuracies
were obtained for two subjects, namely subjects 1 and 3 (73.50% and 57.57% vs. 69.33%
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Figure 2.7: CDSP and DP for each subject in frequency and temporal domains computed
from training set. Note that DP scale is in %.
and 51.75%). In the frequency domain, higher classification accuracies were obtained only
for one subject, namely subject 2 (67.95% vs. 64.35%). The performance is equivalent
on subject 4 (42.66% vs. 42.33%). Fig. 2.7 depicts the two CDSP and the DP obtained
for each subject in frequency and temporal domains computed on the training set. The
CDSP interpretation as a whole it is facilitated by DP maps. DP maps show the electrodes
contribution, in percentage, on the space defined by the CDSP. As expected according to the
results obtained in terms of classification accuracy, DP maps obtained from both domains
show a similar distribution of electrodes contribution in all subjects.
Fig. 2.8 and 2.9 depict the DP for each subject in the frequency and temporal domains,
respectively, computed joining all test sessions (first column) and also from every single test
session (next five columns). These figures show the origin of the intersession variability
and allow also to understand the results in terms of classification accuracy (see Table 2.4).
In both domains, the classification accuracy is related to the level of similarity between DP
maps obtained from the training set (see DP maps in Fig. 2.7) and DP maps obtained from
test sessions (see Fig. 2.8, frequency domain, and Fig. 2.9, temporal domain), either joining
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Figure 2.8: DP for each subject in frequency domain computed joining all test sessions and
from every single test session. Note that DP scale is in %.
all test sessions or for each single test session. Higher classification accuracies correspond
to higher similarity between the maps, what means that the canonical spaces defined by
the CDSP estimated on the training sets are more stable over time. It is also worth noting
that the similarity between DP maps obtained from both domains (DP joined in Fig. 2.8
and 2.9, first column) decreases on those subjects with lower classification accuracies.
The objective of this paper was to propose a new feature extraction method with a
canonical solution for multi-class BCI. The estimated CDSP yield the space of maximum
separability between ERS/ERD effects involved in the execution of different mental tasks.
The proposed DP measure rank the electrodes sorted by their contribution in the new space.
The average LDA classification accuracies obtained working on frequency and temporal
domains are equivalent. Performances are not very high for a 3-class problem because, for
comparative purposes, it has been classified every single trial obtained from the last second
window. The equivalent results, in terms of classification accuracies, are also reflected in
the similarity between the DP maps obtained from the training sets of both domains. On the
other hand, the level of similarity between DP maps obtained from the testing sets of both
domains decreases for those subjects with lower classification accuracies (subjects 3 and
4). A possible explanation that needs to be explored is that energy (temporal domain) and
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Figure 2.9: DP for each subject in temporal domain computed joining all test sessions and
from every single test session. Note that DP scale is in %.
PSD estimation (frequency domain) do not reflect the same phenomena when the signal
is less stationary, what occurs when the subject have difficulties to generate stable EEG
patterns during the execution of the mental tasks. Future work will focus on testing different
extensions of CVA, assessing the sources of performance variability between both domains
on different subjects, and exploring the relation between energy and spectral estimation.
2.4 Visuo-Spatial Attention Frame Recognition for Brain-
Computer Interfaces
2.4.1 Introduction
As introduced before, asynchronous EEG-based BCI allow users to control devices spon-
taneously and at their own pace. To this end, people learn how to voluntary modulate
different oscillatory EEG rhythms by the execution of different mental tasks. A limitation
of using mental tasks as control commands (e.g., imagining movements or doing arith-
metic operations) is that subjects need to keep performing those mental tasks during the
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whole interaction, what can be exhausting, especially for novel users. An alternative is to
exploit conscious behaviors that do not require sustained attention. Recent studies have
demonstrated the possibility to modulate EEG alpha band by orienting visuo-spatial atten-
tion (Thut et al., 2006). In an ideal case, BCI users could make the wheelchair turn left just
by orienting their attention (without any eye movement) to some location in the left visual
field, what is more natural than, for instance, imagining a left hand movement. Moreover,
once the wheelchair just turn left, users will simply stop attending to any particular spot of
their visual field and the wheelchair, endowed with an intelligent controller (Milla´n et al.,
2004), will move forward.
In this section it is assessed the feasibility of recognizing user’s voluntary modulation
of EEG rhythms associated to visuo-spatial attention in an experimental setup close to the
ecological conditions of asynchronous EEG-based BCIs. To this end, two approaches are
compared, a traditional BCI approach and a frames approach. These frames, as described
by Freeman (Freeman, 2005), correspond to active intermittent induced spatial patterns of
amplitude modulation of beta-gama oscillations in response to conditioned stimuli. Based
on those findings, the following questions are addressed: (i) Does this discontinuous mode
of function (i.e., frames) also appear in response to voluntary modulation of EEG rhythms?
(ii) In this case, is it possible to classify these frames with respect to the attended loca-
tion? (iii) Which frequency ranges yields better classification accuracy? (iv) Can this
approach improve BCI performance? We hypothesize that traditional approaches (assum-
ing sustained modulation of EEG rhythms over time) would face methodological prob-
lems: they will label (for training purposes) and classify samples extracted from periods of
time where the underlying brain phenomena is either not present or is not salient enough.
Then, a frames approach (which only classifies those samples where the induced episodic
frames are detected) would be more appropriate. This section addresses these questions
and presents some hints for future work.
2.4.2 Methods
Data were recorded from 2 subjects with a portable Biosemi acquisition system using 64
channels sampled at 512Hz and high-pass filtered at 1Hz. The sampling rate was fixed
at 512Hz to ensure a good estimation of the highest frequency component under analysis.
The subjects were sitting in a chair looking at a fixation cross placed at the center of a
monitor. The subjects were instructed to covertly attend to one of two possible target
locations (lower-left and lower-right monitor’s corners). The target location was specified
by the operator in a pseudo-random balanced order. The subjects specified when they
started to shift their attention. Each subject participated in 10 sessions composed by 4 trials
each, 2 trials for each target. The duration of each trial was 7 seconds but only the first
600ms were utilized in this study.
The signal was spatially filtered using common average reference (CAR) previous to
estimate the continuous Morlet wavelet coefficients on 18 frequency components (7, 8, 9,
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10, 11, 12, 28, 32, 36, 40, 44, 48, 56, 64, 72, 80, 88, and 96 Hz) and 16 electrodes (F5,
FC5, C5, CP5, P5, AFz, Fz, FCz, Cz, PCz, Pz, F6, FC6, C6, CP6, P6). The selection
of electrodes was based on preliminary analysis of continuous Morlet wavelet coefficients
scalp topography. Thus, each trial is composed by 512× 0.6 samples and 18× 16 features.
The analysis carried on aims to compare the recognition rates over the different frequency
components using two different approaches, namely the traditional BCI approach and the
frames approach. The process was structured in two steps:
1. One canonical space was built per each frequency component (18 canonical spaces)
(Gala´n et al, 2007a) using 16-dimensional vectors (estimated wavelet coefficients
at 16 electrodes). Since it is a 2-class problem, canonical spaces are defined by 1
canonical function.
2. Two classifiers were built following two different approaches:
(a) Traditional BCI approach: an LDA was built using all the training projected
samples on the canonical space and classifying all the test projected samples.
(b) Frames approach: only a subset of the projected samples (i.e. frames) were
used for training and classification. A sample was considered as a frame if
its projection on the training canonical space was located on the opposite tails
of each class distribution. Eight percentiles were utilized as thresholds: P40,
P35, P30, P25, P20, P15, P10 and P5. Thus, a sample was identified as a frame
either its projection was below a given percentile (i.e: P5) of class 1 or above
the opposite percentile (i.e: P95) of class 2. From now, the reference to one
percentile also includes its opposite.
Both approaches were assessed using k-fold cross validation, k = 20. Each fold was
integrated per one trial of each condition respecting the timing when they were recorded.
2.4.3 Results and Conclusions
The average LDA classification accuracy is higher utilizing the frames approach. For both
subjects, the maximum classification accuracy is reached utilizing P5. Only the results
obtained on this percentile are reported on detail. The maximum average classification
accuracy classifying all the samples (i.e. traditional approach) is 58.41% at 10Hz and
63.08% at 12Hz for subject 1 and 2 respectively (see Fig. 2.10 left), both in the alpha range.
Utilizing frames approach, the maximum average classification accuracies are 80.64% at
72Hz, and 87.31% at 32Hz for subject 1 and 2 respectively (see Fig. 2.10 center), both in
the gamma range. It represents an absolute increase of 22.23% and 27.13% for subject 1
and 2 respectively. Notice that these classification accuracies are computed only on those
samples identified as frames. The average percentage of samples identified as frames out of
the total of samples of a trial is 5.85% for subject 1 and 5.92% for subject 2 (see Fig. 2.10
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Figure 2.10: Classification results using 20-fold crossvalidation over the 18 frequency com-
ponents. Solid line represents the mean. LDA classification accuracy distributions utilizing
traditional approach (left) and frames approach (center). Right, percentage of the total trial
samples identified as frames.
right) at 72Hz and 32Hz respectively. In case of subject 1, only in 1 fold out of 20 it was
not possible to identify any frame. In case of subject 2, it was not possible in 4 out of
20 folds. To understand the implication of these results in a real BCI application, each
trial has been labelled according to the class maximum recognized by the classifier, using
all the samples in case of traditional approach, and using only frames in case of frames
approach. In the first case, the trial classification accuracies are 60.00% and 57.50% for
subjects 1 and 2 respectively, what implies that channels capacities are .05 bits/second and
.03 b/s (using estimator proposed in Milla´n et al., (2004)). Using frames approach, the trial
classification accuracies are 60.00% and 47.50%, but with only 12.50% of error recognition
in both cases, what implies that channels capacities are .55 b/s and .46 b/s. Using frames
approach the BCI theoretical channel capacity is boosted by 10.
This preliminary study on visuo-spatial attention frame recognition for BCI provides
relevant hints for further research. First, it is possible to voluntary modulate EEG rhythms
by orienting visuo-spatial attention in order to use asynchronous noninvasive EEG-based
BCI’s. Second, the intensity of this modulation is not sustained over time. This fact can be
related to the active intermittent induced spatial patterns of amplitude modulation (frames)
in response to conditioned stimuli described by Freeman (Freeman, 2005). In this case
these patterns are voluntary driven by the subject. Third, it is possible to classify the
frames generated by orienting the attention to different visual locations with high clas-
sification accuracies (above 80%). Fourth, these classification accuracies are maximum
in gamma band (> 30Hz), corresponding to endogenous shifts of attention effects (Palix
et al., 2006). Fifth, classification accuracies utilizing a traditional approach, i.e. assuming
modulations sustained over time, are around the chance level. It suggests that this approach
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is not optimal to recognize induced EEG phenomena, what is confirmed comparing the BCI
theoretical channel capacity achieved using both approaches. Using frames approach the
BCI theoretical channel capacity is drastically increased.
2.5 A Brain-ActuatedWheelchair: Asynchronous and Non-
Invasive Brain-Computer Interfaces for Continuous
Control of Robots
2.5.1 Introduction
One of the main challenges of a non-invasive BCI based on spontaneous brain activity is
the non-stationary nature of the EEG signals. Shenoy and co-workers (Shenoy et al., 2006)
describe two sources of non-stationary behavior, namely differences between samples ex-
tracted from calibration measurements (training data set) and samples extracted during the
online operation of the BCI system (test data set), and changes in the user’s brain processes
during the online operation (e.g., due to fatigue, change of task involvement, etc). Such
kind of phenomena have motivated that BCI research groups develop adaptive algorithms
to deal with these shifts in the distributions of samples (Shenoy et al., 2006; Buttfield et
al., 2006; Milla´n et al., 2007). Unfortunately, current adaptive solutions have two main
limitations. Firstly, they are based on supervised approaches requiring the correct output
for every sample and so the user cannot operate the BCI autonomously. Secondly, adapta-
tion in the wrong moment (e.g., when the user is not executing properly the mental tasks
because of fatigue, distraction, etc) will incorrectly change the feedback (the device’s be-
havior) and will disrupt user’s learning process. Given this scenario, two questions arise.
Is it possible to find (rather) stable subject-specific EEG features to reduce the differences
between samples extracted from calibration and online operation sessions? How shared
control techniques can minimize the impact of changes in the user’s brain processes during
the online operation?
This section describes an asynchronous brain-actuated wheelchair that can be operated
autonomously (without the help of any expert operator) and report results obtained by two
subjects while driving a simulated version of the wheelchair. The brain-actuated wheelchair
exhibits two key components, namely the selection of stable user-specific EEG features that
maximize the separability between the different mental tasks, and the implementation of
a shared control system (Philips et al., 2007; Vanacker et al., 2007) between the BCI and
the intelligent wheelchair. The experiments carried out aimed to assess the robustness of
the system. In experiment 1 two subjects were asked to mentally drive both a real and a
simulated wheelchair from a starting point to a goal along a pre-specified path. Here only
are reported the experiments with the simulated wheelchair for which we have extensive
data in a complex environment that allows a sound analysis. Each subject participated in 5
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experimental sessions integrated by 10 trials each. The experimental sessions were carried
out with different elapsed times between them (since one hour to two months) to assess the
system robustness over time. The pre-specified path was divided in 7 stretches to assess
the system robustness in different contexts. To further assess the performance of the brain-
actuated wheelchair, subject 1 participated in a second experiment consisting of 10 trials
where he was asked to drive the simulated wheelchair following 10 different complex and
random paths.
2.5.2 Methods
EEG Data Acquisition and Preprocessing
EEG Data were recorded from 2 healthy subjects with a portable Biosemi acquisition sys-
tem using 64 channels sampled at 512Hz and high-pass filtered at 1Hz. Then, the sig-
nal was spatially filtered using a common average reference (CAR) before estimating the
power spectral density (PSD) in the band 8-48 Hz with 2 Hz resolution over the last 1 sec-
ond. The PSD was estimated every 62.5 ms (i.e., 16 times per second) using the Welch
method with 5 overlapped (25%) Hanning windows of 500 ms. Thus, an EEG sample is a
1344-dimensional vector (64 channels times 21 frequency components).
System Description
The system is integrated by two entities, the intelligent wheelchair and the BCI system. En-
vironmental information from the wheelchair’s sensors feeds a contextual filter that builds
a probability distribution PEnv(C) over the possible user’s mental steering commands, C
= {Left, Right, Forward}. The BCI system estimates the probabilities PEEG(C) of the dif-
ferent mental commands from the EEG data. Both streams of information are combined to
produce a filtered estimate of the user’s intent P (C) = PEEG(C) · PEnv(C). The shared
control system also uses the environmental information from the wheelchair’s sensors to
map these high-level commands into appropriate motor commands, translational and ro-
tational velocities, in order to generate a smoother driving behavior. This is done by an
intelligent controller that activates an appropriate assisting behavior when the user needs
help. Thus, the system constantly adapt the level of assistance to a specific situation. It
will help significantly when the subject’s performance (BCI accuracy) is low whereas it
will decrease its role when the BCI accuracy is higher. In these experiments the assist-
ing behavior utilized was obstacle avoidance, which calculates a proper translational and
rotational velocities pair to steer the wheelchair away from obstacles. Fig. 1.4 depicts
a schematic representation of the shared control architecture of the brain-actuated wheel-
chair. See (Philips et al., 2007; Vanacker et al., 2007) for a detailed description. The BCI
has two components, namely a feature extractor and a Gaussian classifier. The former se-
lects the most relevant features of the EEG signals based on CVA (Gala´n et al., 2007a).
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Based on these features, the Gaussian classifier estimates the probability distributions of
the three mental commands (Milla´n et al., 2004).
Out of the system components, here it is only described the statistical Gaussian classi-
fier. A complete description of the shared control architecture is included in Appendices
G and H (Philips et al., 2007; Vanacker et al., 2007), and the feature extractor has already
described in section 2.3 (see Appendix D; Gala´n et al., 2007a).
The classifier utilized is a statistical Gaussian classifier, (Milla´n et al., 2004) for more
details. The output of this statistical classifier is an estimation of the posterior class proba-
bility distribution for a sample; i.e., the probability that a given single trial belongs to each
mental task (or class). Each class is represented by a number of Gaussian prototypes, typ-
ically less than four. That is, it is assume that the class-conditional probability function of
class k is a superposition of Nk Gaussian prototypes. It is also assume that all classes have
equal prior probability. All classes have the same number of prototypes Np, and for each
class each prototype has equal weight 1/Nk. Then, dropping constant terms, the activity of
the ith prototype of class k for a given sample x is the value of the Gaussian with center
µik and covariance matrix Σ
i
k. From this we calculate the posterior probability yk of the
class k, which is the sum of the activities of all the prototypes of class k divided by the
sum of the activities of all the prototypes of all the classes. The classifier output for input
vector x is then the class with the highest probability. In order to smooth this output, we
average the class-conditioned probabilities of the last 8 consecutive input vectors x. Thus,
the classifier responds every 0.5 s. Usually each prototype of each class would have an
individual covariance matrix Σik, but to reduce the number of parameters the model has a
single diagonal covariance matrix common to all the prototypes of the same class. During
offline training of the classifier, the prototype centers are initialized by any clustering algo-
rithm or generative approach. This initial estimate is then improved by stochastic gradient
descent to minimize the mean square error E = 1
2
∑
k(yk− tk)2, where t is the target vector
in the form 1-of-C; that is, if the second of three classes was the desired output, the target
vector is (0,1,0). The covariance matrices are computed individually and are then averaged
over the prototypes of each class to give Σk.
Calibration Sessions and Feature Extraction
To extract stable discriminant EEG features and build the statistical Gaussian classifier,
both subjects participated in 20 calibration sessions recorded in the same day than the test
driving session 1. The calibration sessions were recorded during the morning and the test
driving session 1 during the afternoon. As in the driving sessions, the subjects were sitting
in a chair looking at a fixation point placed at the center of a monitor. The display was also
the same, the simulated wheelchair in a first person view (see Fig. 2.11 Left). The subjects
were instructed to execute the three mental tasks (left hand imagination movement, rest,
and words association) in a self-paced way. The mental task to be executed was selected
by the operator in order to counterbalance the order, while the subjects decided when they
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Figure 2.11: Left: monitor display in a first person view from the Start. The white cursor at
the center is the fixation point. The rectangle at the bottom is the simulated wheelchair. Right:
top view of the simulated world and the pre-specified path.
started to execute the mental task. Each calibration session was integrated by 6 trials each,
2 trials of each class. The duration of each trial was 7 seconds but only the last 6 seconds
were utilized in the analysis to avoid preparation periods. In these sessions the subjects did
not receive any feedback, so the monitor display was static.
The data from the 20 calibration sessions were grouped in 4 blocks (B1, B2, B3 and
B4) of 5 consecutive sessions. Taking into account the recordings timing, different config-
urations of training and testing sets (train-test) were set: B1–B2, B1–B3, B1–B4, B2–B3,
B2–B4, B3–B4, (B1+B2)–B3, (B1+B2)–B4, (B1+B2+B3)–B4. Feature selection was done
in a sequential way, where first were picked stable frequency components and then the best
electrodes. To assess the stability of the frequency components 20 CVA were applied, one
per frequency component, on the training set of each configuration. For each canonical
space the electrodes were ranked according to their contribution to this space (see Section
2.3). Then, up to 15 linear discriminant classifiers were built, each using those electrodes
that contributed more than c%, with c ∈ {1.0, 2.0, ..., 15.0}. The stability of the classifier
accuracy over the different configurations was used to select the frequency components.
Afterwards, for each selected frequency, it was taken the configuration of electrodes (out of
the 15 possible ones), that yielded the highest classification accuracy on the configuration
(B1+B2+B3)–B4. Finally, the different combinations of selected frequencies (with their
associated electrodes) was tested on the configuration (B1+B2+B3)–B4, choosing the best
one. At the end of this sequential process the selected frequencies were 12 Hz for subject
1 and {10, 12, 14} Hz for subject 2. Then it was built the statistical Gaussian classifier for
each subject using their individual selected features from all the data of the calibration ses-
sions. Fig. 2.12 depicts the electrodes contribution for each selected frequency component
for each subject.
An issue to be ruled out in any BCI system is the use of eye movements or muscular
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Figure 2.12: Electrode discriminant powerDPe (see Section 2.3) for the selected frequencies
for each subject. For subject 1 the main contributions come from left temporal, central and
right occipital areas. For subject 2, at 10 Hz the main contributions come from right central-
parietal areas, and at 12 and 14 Hz from bilateral parietal areas.
activity components embedded in the EEG as control signals. In the experiments described
in this paper this issue was not assessed but it was in posterior experiments with the real
wheelchair where the same statistical Gaussian classifiers were utilized. In the later ones
the eye movement and muscular activity were monitored by means of bipolar electromyo-
gram (EMG) using 2 surface electrodes placed on the forearm muscle Extensor Digitorum,
and by bipolar electrooculogram (EOG) using surface electrodes placed below and later-
ally to the left eye respectively. These experiments showed that the eye movements and
muscular activity components embedded in the EEG were equally distributed among the
classes.
Experimental Tasks
Task 1 Both subjects were sitting in a chair looking at a fixation point placed at the center
of a monitor. The monitor displayed a simulated wheelchair in a first person view placed
in a simulated world. The subjects were asked to mentally drive the simulated wheelchair
from a starting point to a goal following a pre-specified path by executing three different
mental tasks (left hand imagination movement to turn Left, rest to go Forward, and words
association to go Right). Fig. 2.11 depicts the monitor display and the pre-specified path.
Every subject participated in 5 experimental sessions, each consisting of 10 trials. The time
elapsed between two consecutive experimental sessions was variable to assess the system
robustness over time: 1 day between sessions 1 and 2, 2 months between sessions 2 and 3,
1 hour between sessions 3 and 4, and finally 1 day between sessions 4 and 5.
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Figure 2.13: Top view of the random paths in Task 2. Trial 1 placed in upper row, first column.
Trial 10 placed in second row, last column.
Task 2 To further assess the performance of the brain-actuated wheelchair, Subject 1
participated in a second experiment four months later. He performed 10 trials in the same
simulated environment where he was asked to drive the simulated wheelchair following 10
different complex and random paths never tried before. Fig. 2.13 depicts the 10 complex
and random paths. Subject 2 did not participated in this task because she was not available.
Analysis
The system’s robustness was assessed in task 1 on three criteria, namely the percentage of
goals reached, the BCI classification accuracy, and the shared control (the actual mental
commands sent to the wheelchair after combining the probability distributions from the
BCI and contextual filter) accuracy. The three criteria were analyzed over time (5 sessions)
and context. For the contextual analysis, the path was split in 7 stretches. Thus, the sys-
tem’s performance was measured over the final goal (complete path) and subgoals (path
stretches). Additionally, to assess the subjects brain-actuated control executing this task, a
random BCI (random statistical Gaussian classifier) was utilized. Its percentage of goals
reached was used as a reference.
The analysis of the accuracies of the BCI and shared control has a main limitation
since it requires to know the subject’s intent. It is true, however, that in the experiments
subjects had to inform the operator whenever they switched mental task so that the latter
could label the data. Unfortunately, this approach is far from optimal. Indeed, providing
this information interferes with, and so hampers, the driving task. As a consequence, the
subject may deliver wrong or delayed mental commands leading to poor trajectories that the
subject needs to correct by rapidly switching between mental commands—and the subject
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Figure 2.14: Top view of the world and the path stretches. Stretches F1 and F2 were labelled
as Forward, R1 and R2 labelled as Right, L labelled as Left, and SD1 and SD2 labelled as
strategy dependent. The subjects can go through SD1 by means of two strategies, either exe-
cuting Forward or executing Right followed by Left. Through SD2, subjects can execute either
Forward or Left followed by Right.
does not have time to inform the operator of all those switches and their exact timing. It
follows that using the subject’s stated intent for labelling data yields a pessimistic estimate
of the accuracies of the BCI and the shared control. For this reason the accuracies were
estimated in different way. Each path stretch was labelled with the command that makes
the wheelchair reach the next subgoal, and the subject stated his intent. Only those samples
where the subject’s stated intent coincided with the path labelling were utilized to compute
the accuracies. Fig. 2.14 shows the 7 labelled stretches.
To avoid the limitations described before, in task 2 the subject drove the wheelchair
without informing the operator about the mental command he was executing. In this way,
the subject could drive the simulated wheelchair in real conditions that allow a better as-
sessment of the brain-actuated wheelchair. In this case only the behavioral performance
(percentage of goals reached) was assessed.
2.5.3 Results and Conclusions
Fig. 2.15 depicts the percentage of final goals reached over the 5 sessions of task 1. Subject
1 reached more final goals in all the sessions. For both subjects, session 1 and session 3
are the sessions with less reached final goals (40% and 10% in session 1, 50% and 40% in
session 3). Note that between session 2 and session 3 passed 2 months, so sessions 1 and
3 can be considered as sessions where the subjects re-learn how to interact with the system
and its dynamics. If these sessions were not considered, the average percentage of reached
final goals are 86.7% and 66.7% for subjects 1 and 2, respectively. Regarding the maximum
performances, subject 1 reached the final goal 100% of the trials in session 4, and subject 2
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Figure 2.15: Percentage of reached final goals over sessions. The time elapsed between
sessions was: 1 day between sessions 1 and 2, 2 months between sessions 2 and 3, 1 hour
between sessions 3 and 4, and 1 day between sessions 4 and 5.
reached the final goal 80% of the trials in session 2. It is worth noting that even in the first
session where the subjects had lower performance (40% and 10% of reached goals), it was
significant compared to the percentage of goals reached by the random BCI (1%).
Table 2.5 displays the percentage of reached local goals, the average BCI classification
accuracy and the shared control accuracy on each session over the 7 path stretches (local
goals) for the two subjects, and the percentage of reached goals for the artificial random
subject (random statistical Gaussian classifier). This table makes it clear the reasons why
subjects couldn’t reach the final goal—they failed sometimes to turn Left at the stretch L
and/or to turn Right at the stretches R1 and R2. Interestingly, in these three stretches shared
control performed generally worse than the BCI, what could indicate that subjects tried to
deliver mental commands that the shared control system considers impossible to execute.
On the contrary, shared control significantly improved the performance of BCI at stretches
F1, SD1, SD2 and F2, where the wheelchair was supposed to go straight. The average
difference over these stretches is 35% for subject 1 (24% BCI vs. 59% shared control)
and 20% for subject 2 (34% BCI vs. 55% shared control). These ‘poor’ accuracies of the
BCI and shared control indicate that to drive the wheelchair straight subjects cannot simply
deliver the mental command Forward, but needed to steer Left and Right. Furthermore,
shared control helped to generate smoother trajectories.
Subject 1 failed to reach the final goal in session 1 because he could not turn Left at
stretch L in 30% of the cases and, afterwards, he failed to turn Right in 40% of the cases
that he successfully arrived to stretch R2. In this session, subject 1 always performed
correctly the optimal action for all other stretches he went through. As mentioned before,
at these ‘hard’ stretches, L and R2, shared control degraded the BCI performance (50% vs.
62% in L and 47% vs. 53% in R2). Regarding session 3, subject 1 failed to reach the final
goal because he could not turn Left at stretch L 50% of the cases. This was due to a low
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Table 2.5: Percentage of local goals reached, average BCI classification accuracy and average
shared control accuracy over the 7 path stretches
Subject Criterion Session Path Stretch
F1 R1 SD1 L SD2 R2 F2
1 100 100 100 70 100 57 100
Local 2 100 100 100 90 100 100 100
Goals 3 100 100 100 50 100 100 100
Reached (%) 4 100 100 100 100 100 100 100
5 100 90 100 89 100 88 100
1
1 18/45 73/62 20/40 62/50 18/33 53/47 23/67
BCI / 2 22/52 73/70 26/53 57/55 20/58 68/67 19/58
Shared Control 3 34/62 70/59 22/46 42/37 15/78 69/63 29/85
Accuracy (%) 4 28/55 70/63 22/66 54/51 16/57 69/64 25/68
5 33/62 56/51 29/62 53/52 29/63 56/47 30/75
1 100 10 100 100 100 100 100
Local 2 100 100 100 90 100 89 100
Goals 3 100 100 100 40 100 100 100
Reached (%) 4 100 80 100 88 100 100 100
5 100 100 100 50 100 100 100
2
1 40/61 29/29 17/42 89/89 25/83 61/68 36/50
BCI / 2 33/41 71/68 40/62 57/59 26/48 66/65 35/61
Shared Control 3 40/55 77/75 40/57 38/37 26/56 73/67 48/70
Accuracy (%) 4 38/46 62/63 46/62 49/53 38/48 77/77 35/61
5 31/42 65/63 27/43 48/39 27/43 77/74 24/54
Local
Random Goals - 100 16 100 6 100 100 100
Reached (%)
2.5. A Brain-Actuated Wheelchair 53
BCI accuracy (42%) and a lower shared control accuracy (37%). Finally, in sessions 2, 4
and 5 subject 1 reached the final goal 70% (or more) of the trials and each local goal over
88%.
Subject 2 failed to reach the final goal in session 1 because he could not turn Right at
stretch R1 90% of the cases. This was due to a very low BCI and shared control accuracy
(29%). In sessions 3 and 5, the poor final performance was due to failures in turning Left
at stretch L—accuracies of 50% and 40%, respectively. As for subject 1, also in these
two sessions shared control degraded the BCI performance although less severely (38% vs.
37% in session 3, 48% vs. 39% in session 5). Finally, in sessions 2 and 4 subject 2 reached
the final goal 70% (or more) of the trials and each local goal over 80%.
The random BCI only reached the final goal 1% of the trials because only was able to
turn Right at stretch R1 and to turn Left at stretch L in 16% and 6% of the trials respectively,
percentages significant lower than achieved by subjects 1 and 2.
In task 2, subject 1 reached the final goal 80% of the trials. He failed in the last 2
trials, where he was not able to turn Right at the starting point. Making this first Right
turn requires a very high BCI performance because the subject has to rotate the wheelchair
by 90 degrees almost in place (i.e., without entering the corridor it is facing). Indeed, the
execution of even a short number of wrong commands in this context makes the shared
control system to move the wheelchair Forward. Once the wheelchair is in the corridor, the
shared control system makes it very hard to turn back (180 degrees) rapidly and the trial is
considered a failure. To illustrate the behavior of the brain-actuated wheelchair in this task,
we have included in Appendix I a supplementary MOV file which contains the trajectories
generated on trials 7 (successful) and 10 (unsuccessful).
In this section has been presented an asynchronous and non-invasive EEG-based BCI
prototype for brain-actuated wheelchair driving. The system can be autonomously operated
by the user without the need for adaptive algorithms externally tuned by a human operator
to minimize the impact of the EEG non-stationary behavior. The brain-actuated wheelchair
has two key components. First, the selection of stable user-specific EEG features that
maximize the separability between the patterns generated by executing different mental
tasks. Second, the inclusion of a shared control system between the BCI system and the
intelligent simulated wheelchair. The reported experiments with two subjects have shown
that both were able to reach 90% (subject 1) and 80% (subject 2) of the goals one day after
the calibration of the BCI system, and 100% (subject 1) and 70% (subject 2) two months
later. It is worth noting that both subjects reached less goals in the first session, one hour
after the calibration of the BCI system, and in the third, first session after two months of the
calibration of the BCI system, sessions where the subjects learn or re-learn how to interact
with the system and its dynamics. However, even in these sessions, the subjects have shown
significant brain-actuated control of the simulated wheelchair comparing their performance
with a random BCI reached 1% of the goals.
In agreement with the results obtained in (Vanacker et al, 2007), the analysis over dif-
ferent path stretches has shown that the shared control system boosts the BCI performance
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when it is low, while it may even degrade it when the BCI performance is higher because the
user driving strategy it is not compatible with the context-based filter. As a consequence,
the subject has to learn when these situations occur in order to develop successful driving
strategies compatible with rules of the shared control system. On the other hand, a low
BCI accuracy does not necessarily imply that the BCI is not working correctly. This accu-
racy is estimated according to the user’s stated intent and/or the optimal command for each
stretch, while for a proper control of the wheelchair subjects need to make steering cor-
rections and so switch rapidly between mental commands. For this reason we believe that
the assessment of an intelligent brain-actuated device cannot simply be based on the BCI
performance. As illustrated by the results achieved in task 2, the current approach makes
it possible for subject 1 to drive along complex paths once he was “free” to concentrate on
the task.
Chapter 3
Conclusions
This thesis proposes methods for asynchronous and non-invasive brain computer interfaces
to improve the robustness of a brain-actuated wheelchair. First, the use of mental tasks
transitions detection as inferred a priori information to guide post-processing algorithms
aiming at improving the decision making of the brain-computer interface system. Second,
the use of a new feature extractor method for multi-class brain-computer interfaces with
canonical solution that provides a reduced number of canonical discriminant spatial pat-
terns and rank the channels sorted by power discriminability between classes. Third, the
introduction of frames approach recognizing intermittent induced electroencephalographic
spatial patterns of amplitude modulation to guide a novel decision making process.
The first MTTD-based post-processing algorithm proposed (see Appendix B; Gala´n et
al. (2007b)) won the international BCI Competition III -Datata Set V: Multiclass Problem,
Continous EEG- (Blankertz et al., 2006b) achieving an average classification accuracy over
three subjects of 68.65% (79.60%, 70.31% and 56.02% respectively) in a 3-class problem.
The inclusion of MTTD represents an absolute increase of 6% in average classification ac-
curacy with respect to the algorithm version that does not include it. Despite these good
off-line results, the algorithm have some drawbacks as the sampling rate dependency as
well as the simplicity of the heuristic rule implemented. These limitations could explain
the algorithm failure in some conditions where the subjects receive online feedback. In
order to overcome them, a second algorithm has been proposed. The second algorithm (see
Appendix C; Gala´n et al. (2008b)) has a new transitions detector based on Kalman filtering
and includes a classifier supervisor based on heuristics rules that exploit transition detec-
tion as well as inconsistencies between subject’s mental intention and the associated EEG.
These heuristic rules lead to significant improvements of the BCI in terms of both classi-
fication accuracy and channel capacity, adapting itself to the user’s needs. This approach
yields a significant increase of the channel capacity mainly because it allows to decrease
the error rates and because yields a response every 250 milliseconds (the first one yields
a response every 500 milliseconds). The experimental results have shown the benefits of
this algorithm in both working conditions, namely with or without online feedback. The
main limitation is the use of ad-hoc heuristic rules. The next step is to formalize those
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heuristic rules in a Bayesian framework and build probabilistic models for the inference of
the user intent as in (Verma and Rao, 2005). It will permit to implement the MTTD-based
post-processing algorithm in the brain-actuated wheelchair in order to combine the output
posterior distributions with the ones coming from the context-based filter (see Fig. 1.4).
The proposed feature extractor method with canonical solution for multi-class BCI (see
Appendix D; Gala´n et al. (2007a)) yields the space of maximum separability between
ERD/ERS (Pfurtscheller and Lopes da Silva, 1999) associated to the execution of differ-
ent mental tasks. In addition, the proposed DP measure ranks the electrodes sorted by
their contribution in the mentioned space. It has been also shown that equivalent solutions
are obtained working in different domains, namely frequency and temporal domains. In
addition, experimental results show that the equivalent results, in terms of classification
accuracies, are also reflected in the similarity between the DP maps obtained from the
training and test sets of both domains. On the other hand, the level of similarity between
DP maps obtained from the testing sets of both domains decreases for those subjects with
lower classification accuracies. A possible explanation that needs to be explored is that
energy (temporal domain) and PSD estimation (frequency domain) do not reflect the same
phenomena when the signal is less stationary, what occurs when the subject has difficul-
ties to generate stable EEG patterns during the execution of the mental tasks. The feature
extractor has been successfully implemented in both MTTD-based post-processing algo-
rithms and in the brain-actuated wheelchair. It also plays an essential role in the neural
frame detection process. Future work will focus on developing algorithms to assess the DP
stability of the original features over time in order to identify those features involved in
ERD/ERS with a stable role.
The introduction of neural frames (Freeman, 2005) detection in asynchronous EEG-
based BCIs (see Appendix E; Gala´n et al. (2007c)) implies a radical departure from current
approaches. It transforms the scenario from a traditional EEG pattern recognition prob-
lem to a EEG event detection problem using pattern recognition tools. This approach has
been preliminary assessed on visuo-spatial attention frame recognition. The results ob-
tained have shown, first, the feasibility of voluntary modulating EEG rhythms by orienting
visuo-spatial attention in order to use asynchronous noninvasive EEG-based BCI’s. Sec-
ond, the intensity of this modulation is not sustained over time. This fact can be related to
the active intermittent induced spatial patterns of amplitude modulation (frames). In this
case these patterns are voluntary driven by the subject. Third, it is possible to classify the
frames generated by orienting the attention to different visual locations with high classi-
fication accuracies (above 80%). Fourth, these classification accuracies are maximum in
gamma band (> 30Hz), corresponding to endogenous shifts of attention effects (Palix et al.,
2006). Fifth, classification accuracies utilizing a traditional approach, i.e. assuming modu-
lations sustained over time, are around the chance level. It suggests that this approach is not
optimal to recognize induced EEG phenomena, what is confirmed comparing the BCI the-
oretical channel capacity achieved using both approaches. Using frames approach the BCI
theoretical channel capacity is boosted by 10. Future work will be oriented to extend the
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presented study to more subjects and to develop algorithms for trial recognition based on
the accumulation of evidence over time. These algorithms will yield responses on variable
timing once a confident level of evidence is reached.
The three contributions of this thesis and the brain-actuated wheelchair represent re-
search lines in progress with different degree of development. Up to date, only the feature
extractor has been implemented in the BCI system integrated on the brain-actuated wheel-
chair.
The current version of the brain-actuated wheelchair has been described in Section 2.5
(see Appendix F; Gala´n et al. (2008a)). The system can be autonomously operated by
the user without the need for adaptive algorithms externally tuned by a human operator to
minimize the impact of the EEG non-stationary behavior. The brain-actuated wheelchair
has two key components. First, the selection of stable user-specific EEG features that
maximize the separability between the patterns generated by executing different mental
tasks. Second, the inclusion of a shared control system between the BCI system and the
intelligent simulated wheelchair. The reported experiments with two subjects have shown
that both were able to reach 90% (subject 1) and 80% (subject 2) of the goals one day after
the calibration of the BCI system, and 100% (subject 1) and 70% (subject 2) two months
later. It is worth noting that both subjects reached less goals in the first session, one hour
after the calibration of the BCI system, and in the third, first session after two months of the
calibration of the BCI system, sessions where the subjects learn or re-learn how to interact
with the system and its dynamics. However, even in these sessions, the subjects have shown
significant brain-actuated control of the simulated wheelchair comparing their performance
with a random BCI that only reached 1% of the goals.
In agreement with the results obtained in Vanacker et al. (2007) (see Appendix H), the
analysis over different path stretches has shown that the shared control system boosts the
BCI performance when it is low, while it may even degrade it when the BCI performance
is higher because the user driving strategy it is not compatible with the context-based filter.
As a consequence, the subject has to learn when these situations occur in order to develop
successful driving strategies compatible with rules of the shared control system. On the
other hand, a low BCI accuracy does not necessarily imply that the BCI is not working
correctly. This accuracy is estimated according to the user’s stated intent and/or the optimal
command for each stretch, while for a proper control of the wheelchair subjects need to
make steering corrections and so switch rapidly between mental commands. For this reason
we believe that the assessment of an intelligent brain-actuated device cannot simply be
based on the BCI performance. As illustrated by the results achieved in task 2, the current
approach makes it possible for subject 1 to drive along complex paths once he was “free”
to concentrate on the task.
In the last years asynchronous EEG-based BCI research has shown the feasibility to
mentally control different kind of devices. The next step is to develop intelligent devices
and to optimize the interaction between the user and these devices. The challenge is to
promote intelligent brain interactions.

Appendix A
Non-Invasive Brain-Machine Interaction
J. del R. Milla´n, P. W. Ferrez, F. Gala´n, E. Lew, and R. Chavarriaga. Non-Invasive
Brain-Machine Interaction. International Journal of Pattern Recognition and Artificial
Intelligence, 2008. To appear.
Resum
Aquest article revisa breument la recerca que es porta a terme en el camp de les interfı´cies
cerebrals, amb especial atencio´ a les interfı´cies no invasives basades en l’EEG, i descriu
tres aplicacions desenvolupades a l’IDIAP Research Institute: un teclat virtual, un videojoc
i una cadira de rodes. Finalment, es discuteixen algunes de les actuals lı´nies de recerca del
grup orientades a millorar el rendiment i la robustesa de les interfı´cies cerebrals desenvo-
lupades per al control en temps real de dispositius robo`tics.
La idea de controlar diferents tipus de dispositius amb el pensament (mitjanc¸ant l’acti-
vitat cerebral) ha fascinat a la humanitat des de sempre. Investigadors treballant en a`rees
multidisciplinars entre l’estadı´stica, la cie`ncia computacional, la neurocie`ncia i l’enginye-
ria biome`dica han comenc¸at a desenvolupar les primeres proves de concepte d’interfı´cies
cerebrals que permeten navegar en entorns virtuals, controlar pro`tesis, conduir dispositius
mo`bils com robots o cadires de rodes, i escriure utilitzant teclats virtuals.
Una interfı´cie cerebral e´s un sistema de cicle tancat que monitoritza l’activitat cerebral
de l’usuari i transforma la seva intencionalitat en accions sense necessitat d’utilitzar l’ac-
tivitat muscular o el sistema nervio´s perife`ric. L’aspecte central d’aquest tipus d’interfı´cie
e´s la capacitat de recone`ixer patrons d’activitat cerebral, patrons cadascun dels quals esta`
associat a una intencio´ o tasca cognitiva. D’aquesta manera, una interfı´cie cerebral e´s un
desenvolupament tecnolo`gic assistencial que estableix una nova modalitat interactiva entre
l’usuari i l’entorn.
Com funciona una interfı´cie cerebral? L’activitat cerebral, enregistrada amb un sistema
d’adquisicio´, e´s posteriorment processada i transformada per un mo`dul de processament de
senyals on es seleccionen les caracterı´stiques rellevants que permeten a un mo`dul de reco-
neixement de patrons, normalment un classificador estadı´stic, identificar el tipus d’activitat
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generada per l’usuari i associar-la a comandes que permetin controlar un dispositiu. Final-
ment, el feedback juga un paper essencial en el proce´s d’aprenentatge de l’usuari facilitant
informacio´ sobre la manera en que el sistema ha executat la comanda desitjada.
Les interfı´cies cerebrals desenvolupades a l’IDIAP Research Institute (IDIAP BCI) se-
gueixen quatre principis. El primer, un protocol ası´ncron amb el qual els usuaris decideixen
volunta`riament quan executar una tasca cognitiva, seguint el seu propi ritme, sense la ne-
cessitat d’un senyal extern que marqui la pauta d’execucio´. El segon, aprenentatge mutu
entre la interfı´cie i l’usuari. IDIAP BCI utilitza te`cniques d’aprenentatge estadı´stic per
descobrir els patrons EEG caracterı´stics de cada usuari associats a l’execucio´ de les dife-
rents tasques cognitives que permeten la modulacio´ volunta`ria dels diferents ritmes EEG.
El tercer principi e´s la combinacio´ de la intel·lige`ncia de l’usuari i la intel·lige`ncia artificial
implementada en els diferents dispositius amb l’objectiu de facilitar la interaccio´ i reduir
la ca`rrega cognitiva de l’usuari. Aquest principi e´s particularment u´til per al control de
dispositius mo`bils com robots i cadires de rodes. Finalment, el quart principi consisteix en
el reconeixement d’estats cognitius de l’usuari associats a la percepcio´ d’errors. D’aquesta
manera, el sistema u´nicament executa aquelles comandes no percebudes per l’usuari com
comandes erro`niament reconegudes per la interfı´cie.
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The promise of Brain-Computer Interfaces (BCI) technology is to augment human capabilities by 
enabling interaction with computers through a conscious and spontaneous modulation of the 
brainwaves after a short training period. Indeed, by analyzing brain electrical activity online, several 
groups have designed brain-actuated devices that provide alternative channels for communication, 
entertainment and control. Thus, a person can write messages using a virtual keyboard on a 
computer screen and also browse the internet. Alternatively, subjects can operate simple computer 
games, or brain games, and interact with educational software. Work with humans has shown that it 
is possible for them to move a cursor and even to drive a wheelchair. This paper briefly reviews the 
field of BCI, with a focus on non-invasive systems based on electroencephalogram (EEG) signals. It 
also describes three brain-actuated devices we have developed: a virtual keyboard, a brain game, and 
a wheelchair. Finally, it shortly discusses current research directions we are pursuing in order to 
improve the performance and robustness of our BCI system, especially for real-time control of brain-
actuated robots. 
Keywords: Brain-computer interfaces; electroencephalogram; asynchronous protocols; brain-
actuated devices; statistical classifiers; feature selection. 
1.   Introduction 
The idea of controlling machines not by manual operation, but by mere “thinking” (i.e., 
the brain activity of human subjects) has fascinated humankind since ever, and 
researchers working at the crossroads of computer science, neurosciences, and 
biomedical engineering have started to develop the first prototypes of brain-computer 
interfaces (BCI) over the last decade or so1, 2, 3, 4, 5, 6. A BCI monitors the user’s brain 
activity and translates their intentions into actions—such as moving a wheelchair7, 8 or 
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selecting a letter from a virtual keyboard9, 10—without using activity of any muscle or 
peripheral nerve. The central tenet of a BCI is the capability to distinguish different 
patterns of brain activity, each being associated to a particular intention or mental task. 
Such a kind of BCI is a natural way to augment human capabilities by providing a 
new interaction link with the outside world and is particularly relevant as an aid for 
paralyzed humans, although it also opens up new possibilities in natural and direct 
interaction for able-bodied people. Figure 1 shows the general architecture of a BCI. 
Brain electrical activity is recorded with a portable device. These raw signals are first 
processed and transformed in order to extract some relevant features that are then passed 
on to some mathematical models (e.g., statistical classifiers or neural networks). This 
model computes, after some training process, the appropriate mental commands to 
control the device. Finally, visual feedback, and maybe other kinds such as tactile 
stimulation, informs the subject about the performance of the brain-actuated device so 
that they can learn appropriate mental control strategies and make rapid changes to 
achieve the task. 
 
 
Fig. 1. General architecture of a brain-computer interface (BCI) for controlling devices such as a cursor, a 
robotic arm, or a motorized wheelchair. In this case the BCI measures electroencephalogram (EEG) signals 
recorded non-invasively from electrodes placed on the subject’s scalp. 
A BCI may monitor brain activity via a variety of methods, which can be coarsely 
classified as invasive and non-invasive. In invasive BCI systems the activity of single 
neurons (their spiking rate) is recorded from microelectrodes implanted in the brain. Less 
invasive approaches are based on the analysis of electrocorticogram (ECoG) signals from 
electrodes implanted under the skull. For humans, however, it is preferable to use non-
invasive approaches to avoid the risks generated by permanent surgically implanted 
devices in the brain, and the associated ethical concerns. Most non-invasive BCI systems 
use electroencephalogram (EEG) signals; i.e., the electrical brain activity recorded from 
electrodes placed on the scalp. The main source of the EEG is the synchronous activity of 
thousands of cortical neurons. Measuring the EEG is a simple noninvasive way to 
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monitor electrical brain activity, but it does not provide detailed information on the 
activity of single neurons (or small brain areas). Moreover, it is characterized by small 
signal amplitudes (a few μVolts) and noisy measurements (especially if recording outside 
shield rooms). 
Besides electrical activity, neural activity also produces other types of signals, such as 
magnetic and metabolic, that could be used in a BCI. Magnetic fields can be recorded 
with magnetoencephalography (MEG), while brain metabolic activity—reflected in 
changes in blood flow—can be observed with positron emission tomography (PET), 
functional magnetic resonance imaging (fMRI), and optical imaging. Unfortunately, such 
alternative techniques require sophisticated devices that can be operated only in special 
facilities. Moreover, techniques for measuring blood flow have long latencies and thus 
are less appropriate for interaction. 
From this short review it follows that, because of its low cost, portability and lack of 
risk, EEG is the ideal modality if we want to bring BCI technology to a large population. 
In the next sections we review the main components of our BCI system, which is based 
on the online analysis of spontaneous EEG signals and recognizes 3 mental tasks. Our 
approach relies on four principles. The first one is an asynchronous protocol where 
subjects decide voluntarily when to switch between mental tasks and perform those 
mental tasks at their own pace. The second principle is mutual learning, where the user 
and the BCI are coupled together and adapt to each other. In other words, we use machine 
learning approaches to discover the individual EEG patterns characterizing the mental 
tasks executed by the user while users learn to modulate their brainwaves so as to 
improve the recognition of the EEG patterns. The third principle is the combination of the 
user’s intelligence with the design of intelligent devices that facilitate interaction and 
reduce the user’s cognitive workload. This is particularly useful for mental control of 
robots. Finally, the fourth principle is the recognition of high-level cognitive states 
related to the user’s awareness of erroneous responses, error potentials (ErrP). Thus, 
user’s commands are executed only if no error is detected, what enables the BCI to 
interact with the user in a much more meaningful way. We also describe the three brain-
actuated applications we have developed. Finally, we discuss current research directions 
we are pursuing in order to improve the performance and robustness of our BCI system, 
especially for real-time control of brain-actuated robots. 
2.   Spontaneous EEG and Asynchronous Operation 
Non-invasive EEG-based BCIs can be classified as “evoked” or “spontaneous”. An 
evoked BCI exploits a strong characteristic of the EEG, the so-called evoked potential, 
which reflects the immediate automatic responses of the brain to some external stimuli. 
Evoked potentials are, in principle, easy to pick up with scalp electrodes. The necessity of 
external stimulation does, however, restrict the applicability of evoked potentials to a 
limited range of tasks. In our view, a more natural and suitable alternative for interaction 
is to analyze components associated with spontaneous “intentional” mental activity. This 
is particularly the case when controlling robotics devices. Spontaneous BCIs are based on 
Millán, Ferrez, Galán, Lew, Chavarriaga 
 
4 
the analysis of EEG phenomena associated with various aspects of brain function related 
to mental tasks carried out by the subject at his/her own will. Such a kind of BCI can 
exploit two kinds of spontaneous, or endogenous, brain signals, namely slow potential 
shifts11 or variations of rhythmic activity7, 9, 12, 13, 14, 15. We will focus on the latter that are 
the most common. 
EEG-based BCIs are limited by a low channel capacity*. Most of the current systems 
have a channel capacity below 0.5 bits/s3. One of the main reasons for such a low 
bandwidth is that they are based on synchronous protocols where EEG is time-locked to 
externally paced cues repeated every 4-10 s and the response of the BCI is the overall 
decision over this period11, 13, 14. Such synchronous protocols facilitate EEG analysis since 
the starting time of mental states are precisely known and differences with respect to 
background EEG activity can be amplified. Unfortunately, they are slow and BCI 
systems that use them normally recognize only 2 mental states. 
On the contrary, we utilize more flexible asynchronous protocols where the subject 
makes self-paced decisions on when to stop doing a mental task and start immediately the 
next one7, 9, 16. In such asynchronous protocols the subject can voluntarily change the 
mental task being executed at any moment without waiting for external cues. The time of 
response of an asynchronous BCI can be below 1 second. For instance, in our approach 
the system responds every 1/2 second. The rapid responses of our asynchronous BCI, 
together with its performance (see Section 3), give a theoretical channel capacity between 
1 and 1.5 bits/s. 
3.   The Machine Learning Way to BCI 
A critical issue for the development of a BCI is training—i.e., how users learn to operate 
the BCI. Some groups have demonstrated that some subjects can learn to control their 
brain activity through appropriate, but lengthy, training in order to generate fixed EEG 
patterns that the BCI transforms into external actions11, 14. In this case the subject is 
trained over several months to modify the amplitude of their EEG signals. We follow a 
mutual learning process to facilitate and accelerate the user’s training period. Indeed, our 
approach allows subjects to achieve good performances in just a few hours of training in 
the presence of feedback9. 
Most BCI systems deal with the recognition of just 2 mental tasks12, 13, 15, 16. Our 
approach achieves error rates below 5% for 3 mental tasks, but correct recognition is 
70%. In the remaining cases (around 20-25%), the classifier doesn’t respond, since it 
considers the EEG samples as uncertain. The incorporation of rejection criteria (see 
below) to avoid making risky decisions is an important concern in BCI. From a practical 
point of view, a low classification error is a critical performance criterion for a BCI; 
otherwise users can become frustrated and stop utilizing it. 
We use machine learning techniques at two levels, namely feature selection and training 
the classifier embedded into the BCI. In the next subsections we review both levels. 
                                                 
* Channel capacity is the maximum possible information transfer rate, or bit rate, through a channel. 
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3.1.   Feature Selection 
To facilitate and accelerate the mutual learning process where the user and the BCI are 
coupled together and adapt each other, it is necessary to select subject-specific spatio-
frequency patterns embedded in the continuous EEG signal—i.e., EEG rhythms over 
local cortical areas that differentiate the mental tasks. The selected features are those that 
satisfy two criteria: maximization of the separability of the mental tasks and stability over 
time8. The feature selection process we use is based on canonical variates analysis 
(CVA)17, also known as multiple discriminant analysis18, which provides a canonical 
solution for multi-class problems. In our case, CVA extract canonical discriminant spatial 
patterns (CDSP) whose directions maximize the differences in mean spectral power 
between a given number of classes.  
Let’s 1( ,..., )= kk k knS s s  be the ×kn c  matrix with the estimated spectral power of a 
frequency band for class 1,...,=k l  where kn  is the number of samples and c  is the 
number of channels. Now, given ' ' '1( ,..., )= lS S S , the 1−l CDSP of S  are the 
eigenvectors A  of  1−W B whose eigenvalues , ( 1,..., 1)λ = −u u l  are larger than 0. Note 
that the direction of the eigenvectors A  maximizes the quotient between the between-
classes dispersion matrix B  and the pooled within-classes dispersion matrix W . Thus, 
the CDSP are obtained by projecting =X SA . Once the CDSP are computed, we select 
the electrodes with higher contribution on the CDSP. This contribution is measured with 
a Discrimination index computed from the structure matrix—the pooled correlation 
matrix between the original channels in S and the CDSP X . Given the ( 1)× −c l  
structure matrix T , where 
1== ∑ l kkT T  1,... ,=e c and the normalized eigenvalues 
1
1
/ ,γ λ λ−== ∑ lu u uu  the proposed discrimination index is computed as  
 ( )1 12 21 1 1/ 100.γ γ− −= = == ×∑ ∑ ∑l c le u eu u euu e uD t t  (1) 
 
See Ref. 19 for more details. 
3.2.   Classifier 
We use a statistical Gaussian classifier (see Ref. 7 for more details). The output of 
this statistical classifier is an estimation of the posterior class probability distribution for 
a sample; i.e., the probability that a given single trial belongs to each mental task (or 
class). Each class is represented by a number of Gaussian prototypes, typically less than 
four. That is, we assume that the class-conditional probability function of class Ck is a 
superposition of Nk Gaussian prototypes. We also assume that all classes have equal prior 
probability. All classes have the same number of prototypes Np, and for each class each 
prototype has equal weight 1/Nk. Then, dropping constant terms, the activity 
i
ka  of the ith 
prototype of class Ck for a given sample x  is the value of the Gaussian with centre μ ik  
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and covariance matrix ikΣ . From this we calculate the posterior probability yk of the class 
Ck. The posterior probability yk of the class Ck is now the sum of the activities of all the 
prototypes of class k divided by the sum of the activities of all the prototypes of all the 
classes. The classifier output for input vector x  is now the class with the highest 
probability, provided that the probability is above a given threshold, otherwise the result 
is “unknown”. Usually each prototype of each class would have an individual covariance 
matrix ikΣ , but to reduce the number of parameters the model has a single diagonal 
covariance matrix common to all the prototypes of the same class. During offline training 
of the classifier, the prototype centers are initialized by any clustering algorithm or 
generative approach. This initial estimate is then improved by stochastic gradient descent 
to minimize the mean square error 21 ( )2= −∑ k kkE y t , where t  is the target vector in 
the form 1-of-C; that is, if the second of three classes was the desired output, the target 
vector is (0,1,0). The covariance matrices are computed individually and are then 
averaged over the prototypes of each class to give Σk. 
4.   Blending of Intelligences 
To be fully operative, a BCI system has to facilitate an effective human–device 
interaction and reduce the user’s cognitive workload. It means the system has to be 
comfortable and, in the case of control of external devices such as robots and prostheses, 
to provide safe modes of operation. A way to promote this kind of interactions is to 
design smart devices, which recognize the user’s intent and execute it automatically so 
relieving the user from low-level detailed control, and then combine the intelligences of 
both, the user and the device. Section 7 introduces the brain-actuated devices developed 
in our lab and describes how we have developed this concept for mental control of robots 
and wheelchairs. Despite these initial attempts to facilitate brain interaction, the operation 
of brain-actuated devices requires a high degree of concentration and attentional levels. 
5.   Recognition of High-Level Cognitive States 
EEG-based brain-computer interfaces provide disabled people with new tools for control 
and communication. However, as any other interaction modality based on physiological 
signals and body channels (e.g., muscular activity, speech and gestures), BCIs are prone 
to errors in the recognition of subject’s intent, and those errors can be frequent. Indeed, 
even well-trained subjects rarely reach 100% of success. In contrast to other interaction 
modalities, a unique feature of the “brain channel” is that it conveys both information 
from which we can derive mental control commands to operate a brain-actuated device as 
well as information about cognitive states that are crucial for a purposeful interaction, all 
this on the millisecond range. One of these states is the awareness of erroneous 
responses, which a number of groups have recently started to explore as a way to improve 
the performance of BCIs20, 21. We have reported the presence of a new kind of error-
related potentials (ErrP) elicited by the erroneous responses of the BCI during the 
recognition of the user’s intent22, 23, 24. We have recently shown the feasibility of 
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simultaneously classifying mental commands for BCI control and detecting ErrP to filter 
out erroneous commands in a real-time system, all this at the single-trial level25. 
6.   Hardware and Signal Acquisition 
We acquire EEG potentials with a portable BioSemi system using a cap with either 32 or 
64 integrated electrodes arranged in the modified 10/20 International System. The EEG 
recordings are monopolar and taken at 512Hz. 
EEG signals are characterized by a poor signal-to-noise ratio and spatial resolution. 
Their quality is greatly improved by means of spatial filtering techniques. We use the 
common average reference (CAR) procedure, where at each time step the average 
potential over all the channels is subtracted from each channel. This re-referencing 
procedure removes the background activity, leaving activity from local sources beneath 
the electrodes. Alternatively, raw EEG potentials can be transformed by means of a 
Surface Laplacian (SL) derivation. The SL estimate yields new potentials that represent 
better the cortical activity originated in radial sources immediately below the electrodes. 
The superiority of SL- and/or CAR-transformed signals over raw potentials for the 
operation of a BCI has been demonstrated in different studies12, 26. 
7.   Brain-Actuated Devices 
BCI systems are being used to operate a number of brain-actuated applications that 
augment people’s communication capabilities, provide new forms of entertainment, and 
also enable the operation of physical devices. In this section we briefly describe some of 
the brain-actuated devices we have developed over the years. All these systems have been 
largely demonstrated publicly. 
Our asynchronous BCI can be used to select letters from a virtual keyboard on a 
computer screen and to write a message9, 10. Initially, the whole keyboard (26 English 
letters plus the space to separate words, for a total of 27 symbols organized in a matrix of 
3 rows by 9 columns) is divided in three blocks, each associated to one of the mental 
tasks. The association between blocks and mental tasks is indicated by the same colors as 
during the training phase. Each block contains an equal number of symbols, namely 9 at 
this first level (3 rows by 3 columns). Then, once the statistical classifier recognizes the 
block on which the subject is concentrating, this block is split in 3 smaller blocks, each 
having 3 symbols this time (1 row). As one of this second-level blocks is selected, it is 
again split in 3 parts. At this third and final level, each block contains 1 single symbol. 
Finally, to select the desired symbol, the user concentrates in its associated mental task as 
indicated by the color of the symbol. This symbol goes to the message and the whole 
process starts over again. Thus, the process of writing a single letter requires three 
decision steps. It goes without saying that the incorporation of statistical language 
models, or other techniques for word prediction such as T9 in cellular phones, will 
facilitate and speed up writing (cf. principle “blending of intelligences”). 
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The second brain-actuated device is a simple computer game10, or “brain game”, but 
other educational software could have been selected instead. It is the classical Pacman. 
For the control of Pacman, two mental tasks are enough to make it turn left of right. 
Pacman changes direction of movement whenever one of the mental tasks is recognized 
twice in a row. In the absence of further mental commands, Pacman moves forward until 
it reaches a wall, where it stops and waits for instructions. 
Finally, it is also possible to control mentally robots and prostheses. Until recently, 
EEG-based BCIs have been considered too slow for controlling rapid and complex 
sequences of movements. But we have shown for the first time7, 9 that asynchronous 
analysis of EEG signals is sufficient for humans to continuously control a mobile robot—
emulating a motorized wheelchair—along non-trivial trajectories requiring fast and 
frequent switches between mental tasks (see Fig. 2). Two human subjects learned to 
mentally drive the robot between rooms in a house-like environment visiting 3 or 4 
rooms in the desired order. Furthermore, mental control was only marginally worse than 
manual control on the same task. A key element of this brain-actuated robot is 
cooperative control between two intelligent agents—the human user and the robot—so 
that the user only gives high-level mental commands that the robot performs 
autonomously. In particular, the user’s mental states are associated with high-level 
commands (e.g., “turn right at the next occasion”) and that the robot executes these 
commands autonomously using the readings of its on-board sensors. Another critical 
feature is that a subject can issue high-level commands at any moment. This is possible 
because the operation of the BCI is asynchronous and, unlike synchronous approaches, 
does not require waiting for external cues. The robot relies on a behaviour-based 
controller to implement the high-level commands to guarantee obstacle avoidance and 
smooth turns. In this kind of controller, on-board sensors are read constantly and 
determine the next action to take. In particular, if from the robot’s sensor point of view a 
mental command is deemed to be unsafe, it will not be executed. 
More recently, we have extended this work to the mental control of both a simulated 
and a real wheelchair (see Fig. 3). This has been done in the framework of the European 
project MAIA (http://www.maia-project.org) in cooperation with the KU Leuven. In this 
case, we have incorporated shared control principles into the BCI27, 28. In shared control, 
the intelligent controller relieves the human from low level tasks without sacrificing the 
cognitive superiority and adaptability of human beings that are capable of acting in 
unforeseen situations. In other words, in shared control there are two intelligent agents—
the human user and the robot—so that the user only conveys intents that the robot 
performs autonomously. Although our first brain-actuated robot had already some form 
of cooperative control, shared control is a more principled and flexible framework. 
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Fig. 2. One of the users while driving mentally the robot through the different rooms of the environment, 
making it turn right, turn left, or move forward. The robot has 3 lights on top to provide feedback to the user 
and 8 infrared sensors around its diameter to detect obstacles. 
 
Fig. 3. .Subject driving the wheelchair in a natural environment from non-invasive EEG. Note the laser scanner 
in front of the wheelchair, in between the subject’s legs. 
8.   Current Directions of Research 
For brain-actuated robots, contrarily to augmented communication through BCI, fast 
decision-making is critical. In this sense, real-time control of brain-actuated devices, 
especially robots and neuroprostheses, is the most challenging application for BCI. While 
brain-actuated robots have been demonstrated in the laboratory, this technology is not yet 
ready to be taken out and used in real-world situations. A critical issue is how to improve 
the robustness of BCIs with the goal of making it a more practical and reliable 
technology. A first avenue of research is online adaptation of the interface to the user to 
keep the BCI constantly tuned to its owner29, 30. The point here is that, as subjects gain 
experience, they develop new capabilities and change their brain activity patterns. In 
addition, brain signals change naturally over time. In particular, this is the case from a 
session (with which data the classifier is trained) to the next (where the classifier is 
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applied). Thus, online learning can be used to adapt the classifier throughout its use and 
keep it tuned to drifts in the signals it is receiving in each session. Preliminary work 
shows the feasibility and benefits of this approach. As already mentioned, detection of 
error-related potentials (ErrP) prevents the execution of wrong mental commands (Sect. 
5). But this is not the only way to take benefit from ErrP. Indeed, ErrP—which are 
generated in response to errors made by the BCI rather than by the user—can provide 
with performance feedback that, in combination with online adaptation, allows improving 
the BCI while it is being used in a fully unsupervised way31. 
Another aspect we are currently investigating is the potential benefit of using 
neurocognitive knowledge to increase the recognition rate of ErrP and, more generally, 
the performance of the BCI. Recent findings32 have uncovered that ErrP are most 
probably generated in a deep fronto-central brain area called anterior cingulated cortex 
(ACC). We have verified this hypothesis for our ErrP using a well-known inverse method 
called sLORETA33. Furthermore, in a preliminary study based on another inverse model 
called Cortical Current Density34 we have found that the most relevant voxels (tiny 
cortical patches) for ErrP classification are in agreement with those neurophysiological 
findings and, more importantly, their use improves ErrP recognition compared to scalp 
EEG features25. We will continue exploring the use of inverse methods for both ErrP 
recognition as well as for classification of mental commands. 
Finally, the work on ErrP suggests that it could be possible to recognize in real time 
high-level cognitive and emotional states from EEG (as opposed, and in addition, to 
mental commands) such as alarm, fatigue, frustration, or attention that are crucial for an 
effective and purposeful interaction. Indeed, the rapid recognition of these states will lead 
to truly adaptive interfaces that customize dynamically in response to changes of the 
cognitive and affective states of the user. 
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Appendix B
Using Mental Tasks Transitions
Detection to Improve Spontaneous
Mental Activity Classification
F. Gala´n, F. Oliva, and J. Gua`rdia. Using Mental Tasks Transitions Detection to Im-
prove Spontaneous Mental Activity Classification. Medical and Biological Engineer-
ing and Computing, 45: 603-609, 2007b.
Resum
El present article proposa un algorisme basat en una transformacio´ inicial en variables
cano`niques i ana`lisi discriminant basat en dista`ncies, ambdo´s combinats amb un detector
de transicions entre tasques cognitives, per a la classificacio´ d’activitat cognitiva esponta`nia
amb l’objectiu d’operar una interfı´cie cerebral ası´ncrona. L’algorisme va ser el guanyador
de la BCI Competition III -Data Set V: Multiclass Problem, Continous EEG- assolint una
classificacio´ correcta mitjana sobre tres subjectes de 68.65% (79.60%, 70.31% i 56.02%
respectivament) en un problema de tres classes.
El BCI Competition III -Data Set V: Multiclass Problem, Continous EEG- va ser en-
registrat en tres subjectes sans mentre executaven tres tasques cognitives: imaginacio´ de
moviments de la ma esquerra, imaginacio´ de moviments de la ma dreta i cerca de paraules
que comencen per la mateixa lletra. Cada subjecte va participar en quatre sessions enre-
gistrades en un mateix dia. En cada sessio´, cada subjecte va executar una tasca durant 15
segons, canviant aleato`riament de tasca seguint les indicacions de l’operador. D’aques-
ta manera, ate`s que els subjectes van executar les diferents tasques cognitives de manera
continuada, l’EEG no va ser segmentat en diferents assajos.
Els resultats obtinguts mostren que la inclusio´ d’un detector de transicions entre tasques
cognitives incrementa sistema`ticament la classificacio´ correcta de les mateixes. Mentre que
la versio´ de l’algorisme que no inclou la deteccio´ de transicions proporciona una classifica-
cio´ correcta mitjana de 62.72% (75.14%, 62.18% i 50.83% per cada subjecte), l’algorisme
73
74
complert millora aquest rendiment fins a un 68.65% (79.60%, 70.31% i 56.02% respectiva-
ment).
Malgrat els resultats prometedors d’aquest algorisme, algunes limitacions, com la seva
depende`ncia respecte la frequ¨e`ncia de mostreig aixı´ com la simplicitat de la regla heurı´stica
implementada, fan necessari el desenvolupament de noves extensions per minimitzar l’im-
pacte d’efectes no desitjables com artefactes.
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Abstract This paper presents an algorithm based on
canonical variates transformation (CVT) and distance based
discriminant analysis (DBDA) combined with a mental
tasks transitions detector (MTTD) to classify spontaneous
mental activities in order to operate a brain-computer
interface working under an asynchronous protocol. The
algorithm won the BCI Competition III -Data Set V: Mul-
ticlass Problem, Continous EEG- achieving an averaged
classification accuracy over three subjects of 68.65% (79.60,
70.31 and 56.02%, respectively) in a three-class problem.
Keywords Electroencephalogram  Brain-computer
interface  Asynchronous protocol  Canonical variates
transformation  Distance based discriminant analysis 
Mental tasks transitions detection
1 Introduction
Brain-computer interface (BCI) research is in constant
growing [9]. However, from a noninvasive approach,
using electroencephalogram (EEG) signals, BCI’s are still
too slow to control complex sequences of movements.
Some studies show the benefits to carry on mental prac-
tice and to develop concentration skills in order to im-
prove the BCI performance [6], but the main reason for
this slow control is the use of synchronous protocols
where the user has to execute mental tasks when an
external cue repeated in time indicates it is possible [3].
In order to overcome this disadvantage, some BCI groups
are focusing their researches in developing noninvasive
EEG-based BCI’s that permit an asynchronous control of
devices [1, 8], providing the user with the possibility to
operate when he or she decides to, in a more flexible
environment.
In this context, this paper presents an algorithm based on
canonical variates transformation (CVT) [5] and distance
based discriminant analysis (DBDA) [4] combined with a
mental tasks transitions detector (MTTD) to classify
spontaneous mental activities in order to operate a BCI
working under an asynchronous protocol. The algorithm
won the BCI Competition III -Data Set V: Multiclass
Problem, Continous EEG- [2].
This work was supported in part by Age`ncia de Gestio´ d’Ajuts
Universitaris i de Recerca, Departament d’Universitats Recerca i
Societat de la Informacio´, Generalitat de Catalunya, under Grants
2002FI00437, 2001SGR00139 and 2001SGR00067, and by
Ministerio de Educacio´n y Ciencia, under Grant MTM2004-00440.
F. Gala´n (&)
Departament de Metodologia de les Cie`ncies
del Comportament, Facultat de Psicologia,
Universitat de Barcelona, Barcelona, Spain
e-mail: fgalan@ub.edu; Ferran.Galan@idiap.ch
Present Address:
F. Gala´n
IDIAP Research Institute, Martigny,
Switzerland
F. Oliva
Departament d’Estadı´stica, Facultat de Biologia,
Universitat de Barcelona, Barcelona, Spain
J. Gua`rdia
Departament de Metodologia de les
Cie`ncies del Comportament, Facultat de Psicologia,
Universitat de Barcelona, Barcelona, Spain
123
Med Bio Eng Comput (2007) 45:603–609
DOI 10.1007/s11517-007-0197-7
2 Method
2.1 Data acquisition, task and preprocessing
Data were acquired by IDIAP Research Institute, Marti-
gny, Switzerland, as described in [2, 7]. Data were re-
corded from three healthy subjects meanwhile they were
executing three different mental tasks: imagination of
self-paced left hand movements, imagination of self-
paced right hand movements, and generation of words
beginning with the same random letter. Each subject
participated in four sessions acquired in the same day.
The duration of each session was 4 min, with a inter-
session break of 5–10 min. In each session, each subject
performed a given task for 15 s, switching randomly to
another task at the operator request. Thus, the EEG data
were not split into trials since the subjects were always
performing one of the mental tasks. Subjects did not
received any feedback.
EEG potentials were recorded at 32 electrodes placed at
standard positions of the International 10–20 system. The
sampling rate was 512 Hz.
Data were provided in two ways: the raw EEG
potentials and precomputed features (data used by the
algorithm presented here). The precomputed features
were obtained spatially filtering by means of a surface
Laplacian computed globally by spherical spline of order
2. Then, every 65 ms (16 times per second) was esti-
mated the power spectral density (PSD) in the band 8–
30 Hz over the last second of data with a resolution of
2 Hz for eight channels (C3, Cz, C4, CP1, CP2, P3, Pz,
and P4). Thus, an EEG sample is a 96-dimensional
vector (8 channels times 12 frequency components).
The algorithm should provide an output every 0.5 s
using the last second of data. That is, the goal for the
competition was to estimate the class labels for every
input vector of the fourth session of each subject. Since
input vectors were computed 16 times per second, the
labels needed to be estimated providing the average of
eight consecutive samples (to get a response every 0.5 s).
The performance measure was the classification accu-
racy averaged over the three subjects.
2.2 Algorithm description
2.2.1 Preprocessing and feature extraction
First of all, data is transformed by means of normalizing
each PSD sample estimation. Each spectral component h of
channel i from sample recorded at time t PSDhtðiÞ is nor-
malized by dividing it by the energy of the channel
gPSDhtðiÞ ¼
PSDhtðiÞ
P
12
h¼1
PSDhtðiÞ
ð1Þ
Therefore, the transformed sample at time t gPSDt is a 96-
dimensional concatenated vector (8 channels times 12
normalized frequency components) as the original data
PSDt. After normalization, the feature extraction process is
guided by CVT. This transformation permits the projection
of a p-dimensional dataset, constituted by nl samples from
l = 1,...,c different classes, in a (c–1)-dimensional feature
space defined by the canonical discriminant functions that
maximize the separation between the class centroids and
minimize the intra-class variance [5]. This is achieved by
finding the eigenvectors A of W–1B with eigenvalues larger
than zero, where
B ¼
X
c
l¼1
nlðml  mÞðml  mÞ0 ð2Þ
and
W ¼
X
c
l¼1
X
nl
j¼1
ðgPSDlj  mlÞðgPSDlj  mlÞ0 ð3Þ
are dispersion matrices between and within classes,
respectively, and
ml ¼ 1
nl
X
nl
j¼1
gPSDlj ð4Þ
and
m ¼ 1
n
X
c
l¼1
nlml ð5Þ
are the class and total centroids respectively. Note that
n ¼P
c
l¼1
nl: The new feature space Y is defined by the
projection of gPSD samples induced by A:
Y ¼ gPSDA ð6Þ
2.2.2 Discriminant analysis
After normalization and CVT, the algorithm discriminates
between mental tasks using DBDA (see [4] for details). In
this work we use the Euclidean distance but any other
distance could be explored.
Given c subpopulations or classes C1,...,Cc and a defined
distance function dl for class Cl, the proximity measurement
for pattern gPSDt with vector yt ¼ gPSDtA; is defined as
604 Med Bio Eng Comput (2007) 45:603–609
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/lðytÞ ¼ VlðyCl jytÞ  VlðyClÞ ð7Þ
where
VlðyClÞ ¼
1
2
EClCl ½d2l yCl ; yCl
  ð8Þ
and
VlðyCl jytÞ ¼ ECl ½d2l ðyt; yClÞ ð9Þ
are the geometric variability and the relative geometric
variability to pattern yt. Note that yC_l refers to those
patterns belonging to class Cl. Thus, the DBDA assigns
gPSDt to Cl, if
/lðytÞ ¼ mins¼1;...;c½/sðytÞ ð10Þ
In practice, suitable estimates of geometric variability and
relative geometric variability to pattern yt are
V^lðyÞ ¼ 1
2n2l
X
nl
j;j0¼1
d2ðylj; ylj0 Þ ð11Þ
V^lðyjytÞ ¼
1
nl
X
nl
j¼1
d2ðyt; yljÞ; ð12Þ
where ylj is the sample j of class l. Therefore, the estimate
of the proximity function is
/^lðytÞ ¼
1
nl
X
nl
j¼1
d2ðyt; yljÞ 
1
2n2l
X
nl
j;j0¼1
d2ðylj; ylj0 Þ: ð13Þ
Following the competition requirements, we have taken
into account eight consecutive samples. Thus, the final
decision obtained every 62.5 ms is based on the last 0.5 s.
The projected sample incoming from a testing set is
assigned to class Cl in time t if
/lðytÞ ¼ mins¼1;...;c½/sðytÞ ð14Þ
where
/lðytÞ ¼
1
Nav
X
Nav
i¼1
/^lðytiþ1Þ ð15Þ
is an average proximity over Nav = 8 consecutive samples.
2.2.3 Mental tasks transitions detector (MTTD)
With the aim to improve classification accuracy, we have
designed a parallel discriminant process guided by a
MTTD. For each new incoming sample, after normaliza-
tion and canonical variates projection, the algorithm works
as follows:
1. Compute an index to detect transitions. It is easy to
detect a mental task transition at time t with the index
IðgPSDtÞ ¼ jWðgPSDt1; gPSDtÞ  WðgPSDt2; gPSDt1Þj
ð16Þ
if min½IðgPSDt1Þ; IðgPSDtÞ[h; where h is a fixed thresh-
old and W() is a dissimilarity function. In this work we use
the Euclidean distance. It is worth noting that the detection
of a mental task transition needs only four gPSD patterns,
and does not introduce any delay given that detects a
sudden change at time t.
2. Classify the sample with DBDA.
3. If min½IðgPSDt1Þ; IðgPSDtÞ[h; compute class pro-
portions p(Cl) assigned by DBDA in the gap limited by
two last transitions or by first sample and first transi-
tion. Otherwise, do nothing.
4. If maxh[p(Ch)] > n, where n is a fixed threshold, until
next transition remove from training data those sam-
ples labeled as Ch and reclassify the new sample once
again with DBDA into resting classes. Otherwise, do
nothing (maintain classification from step 2).
Note that mental tasks transitions detection yields to use
transitions to discard the class that can be assumed as
predominant (with a proportion bigger than n) in the gap
limited by the two last transitions, improving chance
classification in next incoming samples from 0.33 to 0.50.
3 Results and discussion
The algorithm was first tested with sessions 2 and 3. In
order to do this, when the algorithm was tested with the
second session, it had been trained with the first session;
and when it was tested with the third session, it had been
trained with the first two sessions, both individually and
jointly. The transition detector threshold was fixed at
h = 0.2, and the probability threshold, at n = 0.55.
Table 1 shows the algorithm performance over the three
subjects, according to the test conditions mentioned above.
For each subject, the first row refers to the performance of
the algorithm without including MTTD while the second
one refers to the complete algorithm. These results showed
two aspects worth highlighting that were considered in the
competition testing with session 4. On the one hand, the
inclusion of MTTD systematically improved the perfor-
mance of the classification. On the other hand, when the
algorithm was tested with the third session, the results
indicated it was advisable to train it with the two first
sessions jointly. This action produced the best performance
Med Bio Eng Comput (2007) 45:603–609 605
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over the two first subjects. Similar results to the best per-
formance were obtained over the third subject, which was
achieved when only the first session was used to train the
algorithm. Thus, all patterns from the first three sessions
jointly were taken as a training set for the competition, and
the thresholds were fixed at h = 0.2 and n = 0.55. Like-
wise, Table 1 shows the competition results too: the
algorithm without MTTD inclusion provides a mean clas-
sification accuracy of 62.72% (75.14, 62.18 and 50.83% for
each subject), whereas the complete algorithm improves
this mean classification accuracy up to 68.65% (79.60,
70.31 and 56.02%).
For each subject, the plots in the first row of Figs. 1, 2, 3
show temporal plots with labeling during the fourth session
(1 + 2 + 3 ﬁ 4 condition) produced by the algorithm
without MTTD, with MTTD, and produced by the subjects
(correct labels) respectively, IðgPSDtÞ values, and threshold
h = 0.2. In the second row, the same data is displayed, but
projected into canonical variates space. These figures help
to understand the results obtained and the way the MTTD
works. Note that labels 2, 3 and 7 refer to mental tasks:
imagination of repetitive self-paced left hand movements,
imagination of repetitive self-paced right hand movements,
and generation of words beginning with the same random
letter respectively.
Temporal plots provide intrasessions information while
projections into canonical variates space provide interses-
sions information (note that we are projecting samples of
the fourth session into a space constructed from the first
three sessions). In this sense, it is possible to say that the
relatively good results of the algorithm over subject 1 are
due to the consistent dissimilarity of different mental task
patterns produced in a session, and the ability to maintain
this in the same way along different sessions. In this sense,
it is observable in the temporal without MTTD plot, that in
most of the gaps where the subject says to be doing a
mental task, there are few samples classified in another
class, fitting the subject’s labeling. On the other hand, the
similarity between the projections into canonical variates
of samples labeled by the algorithm with respect to those
labeled by the subject show that feature extraction from the
first three sessions constructs a valid space to represent and
discriminate samples from different mental activities from
session 4. For their part, the plots from subjects 2 and 3
show a very different behavior. These subjects produce
poorer discriminable patterns. This is clearly shown in
temporal without MTTD plots, where the subjects say to be
doing a mental task, but there is a important number of
samples classified into different classes. Simultaneously,
for this reason, mental tasks cannot be represented as
consistent patterns along different sessions. This is repre-
sented in canonical variates plots where there is a mismatch
between the labeling carried out by the subjects and the
algorithm classification, showing that canonical variates
space obtained from sessions 1, 2 and 3 is not able to fully
represent samples from session 4.
Related to the algorithm differential performance over
the three subjects, there is a particular explanation for each
case. In case of subject 1, the algorithm gets the smallest
improvement (4.46%) with the MTTD inclusion. This is
due to an initial good performance, which is nearest to the
maximum possible classification accuracy, achieved by
using a good representation space. In this case, the fact of
getting maxh[p(Ch)] > n in all temporal gaps does not have
many consequences. On the other hand, although subject 3
does not show much improvement either (5.19%), the
reason is totally different. In this case, the inclusion of
MTTD does not improve performance substantially be-
cause there is one out of eight temporal gaps (specifically
the eighth one) achieving maxh[p(Ch)] > n, which is not
representative of the mental task being executed, thus
producing the misclassification process of the next tem-
poral gap. This problem, could be averted by fixing a more
conservative threshold n. In fact, if it is fixed at n = 0.50,
maxh[p(Ch)] > n is not achieved in the eighth temporal gap
and the misclassification process of the ninth one does not
Table 1 Classification accuracy over the three subjects according to different test conditions
Subject MTTD Test condition Competition test
1 ﬁ 2 1 ﬁ 3 2 ﬁ 3 1 + 2 ﬁ 3 1 + 2 + 3 ﬁ 4
1 No 67.4% 69.73% 72.87% 74.86% 75.14%
Yes 72.84% 72.09% 75.64% 76.46% 79.60%
2 No 51.94% 59.99% 58.64% 62.41% 62.18%
Yes 59.58% 68.03% 64.86% 68.72% 70.31%
3 No 52.31% 42.97% 38.69% 42.73% 50.83%
Yes 61.68% 46.45% 39.10% 43.49% 56.02%
Average No 57.33% 57.56% 56.73% 60.00% 62.72%
Yes 64.70% 62.19% 59.87% 62.89% 68.65%
606 Med Bio Eng Comput (2007) 45:603–609
123
occur. In this case, the algorithm gets a classification
accuracy of 59.95%. On the other hand, the algorithm
performance over subject 2 shows the greatest improve-
ment with the MTTD inclusion. This is caused by the
existence of several gaps (specifically nine) where the
expression maxh[p(Ch)] > n is true, jointly with the exis-
Fig. 2 Above, temporal plots of 1 + 2 + 3 ﬁ 4 condition with labeling obtained from the algorithm without MTTD, with MTTD, and subject 2.
Each one shows labeling, IðgPSDtÞ values and threshold h = 0.2. Below, corresponding projections into canonical variates space
Fig. 1 Above, temporal plots of 1 + 2 + 3 ﬁ 4 condition with labeling obtained from the algorithm without MTTD, with MTTD, and subject 1.
Each one shows labeling, IðgPSDtÞ values and threshold h = 0.2. Below, corresponding projections into canonical variates space
Med Bio Eng Comput (2007) 45:603–609 607
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tence of a representation space that, though far from the
appropriate one, maintains a basic structure in common
with the samples from the fourth session, thus giving a
broad margin to modify it. In this case, we can say that this
subject is a scarcely consistent one, the kind of subject
where the MTTD inclusion produces maximum improve-
ments (8.13% in this case).
In terms of processing time of the algorithm, the MTTD
increases it 77 ms per sample (utilizing an Intel CPU
T2500 at 2.00 GHz, 2 GB of RAM and MATLAB http://
www.mathworks.com/products/matlab/), what permits to
implement it online.
4 Conclusion
This paper reported the benefits to use mental tasks
transitions detection to improve spontaneous mental
activity classification for BCI applications. The proposed
algorithm showed promising results in a BCI working
without online feedback. Some drawbacks as the sampling
rate MTTD dependency as well as the simplicity of the
heuristic rule implemented on it will guide future exten-
sions of this approach to avoid undesired effects of arti-
facts detection. These results clearly call for further
studies assessing the algorithm performance on BCI’s
working in different conditions where the subjects receive
online feedback.
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Appendix C
Detecting Intentional Mental Transitions
in an Asynchronous BCI
F. Gala´n, F. Oliva, J. Gua`rdia, P.W. Ferrez, and J. del R. Milla´n. Detecting Inten-
tional Mental Transitions in an Asynchronous Brain-Computer Interface. Medical
and Biological Engineering and Computing, 2008b. Submitted.
Resum
La introduccio´ de la deteccio´ de transicions entre tasques cognitives ha mostrat la seva uti-
litat (veure Ape`ndix A; Gala´n et al., 2007b) en el proce´s de transduccio´ d’una interfı´cie
cerebral operant en modalitat ası´ncrona. La deteccio´ de transicions permet extreure in-
formacio´ contextual amb l’objectiu d’inferir la intencionalitat de l’usuari en un moment
concret i d’aquesta manera corregir possibles errors de classificacio´. Malgrat els resul-
tats prometedors de l’algorisme, algunes limitacions com la seva depende`ncia respecte la
frequ¨e`ncia de mostreig aixı´ com la simplicitat de la regla heurı´stica implementada limiten
el seu rendiment.
L’algorisme proposat en aquest article inclou un nou detector de transicions basat en
filtres de Kalman, i un supervisor del mo`dul classificador basat en heurı´stics. L’esmen-
tat supervisor treu profit tant de la informacio´ extreta pel detector de transicions com de
la deteccio´ d’inconsiste`ncies entre la intencionalitat del subjecte i l’electroencefalograma
(EEG) associat. D’aquesta manera els heurı´stics permeten augmentar el rendiment tant en
termes de classificacio´ correcta com de capacitat de comunicacio´.
Aquest nou algorisme ha estat avaluat tant amb el BCI Competition III -Data Set V:
Multiclass Problem, Continous EEG-, com amb dades enregistrades durant quatre sessi-
ons experimentals on dos subjectes rebien retroalimentacio´ visual de manera continuada
d’un robot real i d’un robot virtual. Els resultats obtinguts mostren que la introduccio´ dels
nous components proporcionen una estimacio´ me´s robusta de les tasques cognitives execu-
tades pels subjectes. L’increment obtingut en termes de capacitat de comunicacio´ s’explica
principalment per la reduccio´ de la taxa d’error.
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La principal limitacio´ d’aquesta versio´ e´s la utilitzacio´ d’heurı´stics en el mo`dul super-
visor. El segu¨ent pas estara` orientat a formalitzar aquests heurı´stics en un marc Baiesia` i
construir models probabilı´stics per a inferir la intencionalitat dels subjectes com a (Verma
i Rao, 2006).
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2lead to improvements of the BCI in terms of both classification accuracy and chan-
nel capacity.
1 Introduction
The possibility of acting upon the environment that surrounds us without using our
nervous system’s efferent pathway opens the door to new ways of interaction that
can compensate for total or partial loss of mobility. Research in brain-computer
interface (BCI) has made it possible to transform brain activity into mental com-
mands for navigating in virtual environments [1], controlling prosthetic devices
[5], steering mobile robots [14] and wheelchairs [9], or writing on virtual key-
boards [3]-[12]-[15]. BCI systems can be characterized along two orthogonal di-
mensions. The first one is the nature of the recorded brain signals, either invasive
(obtained from implanted microelectrodes) or non-invasive (based on electroen-
cephalogram, EEG, measured from scalp electrodes). The second dimension is the
interaction protocol, either synchronous (time-locked to externally-paced cues) or
asynchronous (guided by the user’s self-paced decisions). Our work is focused on
asynchronous non-invasive BCIs so that humans can interact with brain-actuated
devices as flexibly and naturally as possible.
The algorithm proposed in this paper is an extension of our previous work [8],
the winner of the last international BCI Competition III for ‘Data set V’ [4]. The
new algorithm, like its antecessor, is based on canonical variates transformation
(CVT) [11] and on distance-based discriminant analysis (DBDA) [6], but it has a
new transitions detector based on Kalman filtering. In addition, it includes a clas-
sifier supervisor based on heuristics rules that exploit transition detection as well
as inconsistencies between subject’s mental intent and the associated EEG. These
heuristic rules lead to improvements of the BCI in terms of both classification
accuracy and channel capacity.
2 Method
2.1 Data Acquisition and Mental Tasks
For the offline assessment of the proposed algorithm we have used two datasets.
The first one is the ‘Data set V’ of the BCI Competition III [4], where subjects
did not receive any feedback indicating their performance. The second one comes
from feedback experiments. In both datasets, EEG signals were recorded with a
portable Biosemi acquisition system from 32 (first dataset) or 64 (second dataset)
electrodes. The sampling frequency was 512 Hz. The signal was spatially filtered
using a surface Laplacian (first dataset) or common average reference (CAR) (sec-
ond dataset) previous to the estimation every 62.5 ms. (16 times per second) of the
PSD in the band 8-30-Hz, with a resolution of 2Hz over the last 1-second windows.
In the first dataset the PSD was estimated on the electrodes C3, Cz, C4, CP1, CP2,
P3, Pz, P4; thus obtaining a 96-dimensional vector (8 electrodes × 12 frequency
components) as a pattern. In the second dataset the PSD was estimated on F3, F4,
FC1, FC2, C3, C1, C2, C4, CP1 and CP2 obtaining a 120-dimensional vector (10
3electrodes × 12 frequency components). The computation of the EEG patterns,
the vector PSD, is described in [4]-[13].
Data come from 5 healthy voluntary subjects. Subjects 1, 2 and 3 from the first
dataset carried out three mental tasks, two motor imagination tasks (right-left hand
movement imagination) and one cognitive task (search of words with the same
initial letter) for 15 seconds switching randomly between them at the operator’s
request. EEG signals were recorded during 4 non-feedback sessions (see [6] for
details). Subjects 4 and 5 executed the same mental tasks also during 4 sessions
while receiving continuous visual feedback from the movement of a virtual robot
in the case of subject 4, or from a real mobile robot in the case of subject 5. The
robots were controlled by the association between the subject’s mental states and
high-level commands (right-left hand imagination with right-left turns, and word
search with forward movements). In addition, the brain-actuated robots relied on
a behavior-based controller that guarantee obstacle avoidance and smoothed turns
[14]. These two subjects were at the very beginning of their training with the
robots.
For every subject, the first three sessions were used as training and validation
sets while the fourth session was the test set.
2.2 Algorithm Description
The proposed algorithm incorporates three components: an inconsistencies detec-
tor (Section 2.3) between the user’s intent and the measured EEG patterns that
assigns a provisional label to each incoming pattern, a transitions detector based
on Kalman filtering (Section 2.4) that detects patterns not similar to their prede-
cessors, and a classifier supervisor based on three heuristic rules (Section 2.5) that
determine which of these patterns identified as transitions by the transitions detec-
tor are intentional transitions between different mental tasks. Figure 1 depicts a
schematic representation of the overall algorithm. The inconsistencies detector,
based on a bi-feature extractor and a bi-classifier, works in parallel with the tran-
sition detector. Thus, each incoming pattern is first checked for inconsistency and
transition. Next, based on three heuristic rules and only using the labels of the three
last patterns identified as transitions, the classifier supervisor eventually changes
the label of the pattern provided by the inconsistencies detector.
2.3 Inconsistencies Detector
One of the main difficulties of classifying spontaneous brain activity is its vari-
ability over time. Physiological reasons, like endogenous brain processes and fa-
tigue, cause slow changes of EEG over time. An approach to deal with this type
of non-stationarity is to build adaptive classifiers that track this variability [13].
In addition, rapid shifts in the user’s motivational and attentional states1 may lead
to a mismatch between the user’s intent and the user’s EEG patterns. The aim of
1 For instance, erroneous responses of the BCI, especially if they are frequent as it is the case
at the beginning of the user’s training, may disconcert and frustrate the user.
4Fig. 1 Schematic representation of the whole algorithm. Note that the inconsistencies detector
(based on a bi-feature extractor and a bi-classifier) and the transitions detector work in parallel.
The output of the two previous components is used by the classifier supervisor.
the inconsistencies detector is to identify those patterns that likely are inconsistent
with the user’s intent.
In order to identify inconsistent patterns we propose to build two canonical
spaces by means of a canonical variates transformation (CVT), as in [8]. The
first one is based on the original labelling that corresponds to the user’s intent
(intentional labelling)—i.e., it is obtained by a direct CVT on the training set. In
the second case, after building the canonical space as in the first case, we carry out
k-means cluster analysis (using Euclidean distance) and generate as many clusters
as mental tasks (3, in our case). Then we relabel the patterns in the training set with
the labels obtained from the clustering process (measured labelling) and build a
new canonical space. This Bi-CVT process yields two different canonical spaces,
the intentional and the measured canonical spaces (see Figure 2). Afterwards, we
project the patterns of the test set onto both canonical spaces and the resulting
projections are sent to each DBDA classifier. The outputs of these two classifiers
are combined to obtain a final decision, called Bi-DBDA, which labels a pattern as
unknown if the outputs of the two previous DBDA classifiers are inconsistent—i.e,
they are different.
The different steps of the inconsistencies detector are the following2:
1. Normalization: Each spectral component h of channel i from the pattern recorded
at time t, PSDht(i), is normalized by the energy of the channel
P˜SDht(i) =
PSDht(i)∑n
h=1 PSDht(i)
(1)
2 Note that the first step is the normalization of the frequency components of each electrode.
5Fig. 2 Bi-feature extractor based on CVT (Bi-CVT). From the training data we build two canon-
ical spaces, the intentional canonical space using the original labelling (top), and the measured
canonical space using the k-means cluster labelling (bottom). Patterns whose projections onto
the canonical spaces do not match are potentially inconsistent and the Bi-DBDA labels them as
unknown.
2. Bi-CVT: We find the eigenvectors A(O) and A(C) of W−1(O)B(O) and W−1(C)B(C)
with eigenvalues greater than zero, where B(·) and W(·) are the between- and
within-classes dispersion matrices, obtained from the matrices P˜SD
(O)
and
P˜SD
(C)
of patterns with the original labels (intentional labelling) or with the
cluster-analysis labels (measured labelling), respectively. Then, we compute
the projections
y(O)t = P˜SDt
(O)
A(O) (2)
y(C)t = P˜SDt
(C)
A(C) (3)
3. Bi-DBDA: The label νt of the incoming pattern at time t with projections y(O)t
and y(C)t is
νt =
{
g if (φg(y
(O)
t ) = mink[φk(y
(O)
t )])
⋂
(φg(y
(C)
t ) = mink[φk(y
(C)
t )])
unknown otherwise
(4)
where k is the number of classes and φg(y(·)) is the average of DBDA prox-
imity estimates, φˆg(y(·)) (see appendix), in the corresponding canonical space
over Nav = 4 consecutive patterns
φg(y
(·)
t ) =
1
Nav
Nav∑
i=1
φˆg(y(·)t−i+1) (5)
Thus, the final decision is obtained every 0.250 s. In this way, the new pattern
is assigned to class Cg only if the two DBDA classifiers agree. See Figure 3
for an example.
6Fig. 3 Bi-DBDA example, subject 1. Left: Training data projection with original labels on the
intentional canonical space (black: imagination of left hand movement; dark grey: imagination
of left hand movement, light grey: word search). Middle: Training data projection with cluster
labels on the measured canonical space. Right: Test data labelled by Bi-DBDA as unknown
projected on the measured canonical space. These inconsistent patterns are those projected onto
the mismatch areas of the two canonical spaces.
2.4 Transitions Detector Based on Kalman Filtering
Kalman filtering is a principled approach to detect abrupt changes in temporal se-
ries [2]. We have used it to build a more robust transitions detector than in the
previous algorithm [8]. While the inconsistencies detector filters patterns given
the relative positions of its projections on both training canonical spaces, the tran-
sitions detector checks for patterns whose distances to their predecessors on the
measured canonical space are larger than expected. Thus, the transitions detector
filters those patterns that are likely intentional transitions between different mental
tasks.
Using the projected patterns (y(C)t ) in the canonical space obtained with labels
computed by k-means cluster analysis (measured labelling), we have built the
linear state dynamical system
xt = Axt−1 + wt−1 (6)
y(C)t−1 = Hxt−1 + vt−1
where xt, A and H are the state vector, the state matrix and the measurement
matrix, respectively. The state noise wt−1 and the measurement noise vt−1 are
assumed to be uncorrelated zero-mean Gaussian white-noise processes with co-
variance matrices Q and R. The Kalman filter finds the optimal state estimate xˆt
(minimazing the variance error estimator, defined as E[‖xt − xˆt‖2]) given a set of
past observations {y(C)1 ,...,y
(C)
t } in a prediction-correction approach:
71. Prediction equations. In this step, the prediction of the state of the system
at time t xˆt|t−1 and his variance Pt|t−1 are computed from the estimates and
Pt−1|t−1 at time t-1 and the noise covariance Q:
xˆt|t−1 = Axˆt−1|t−1 (7)
Pt|t−1 = APt−1|t−1AT + Q (8)
Initial matrices A, H, Q and R were estimated with EM algorithm [7] using
the third session. As initial values estimates we have fixed xˆt−1|t−1 = y
(C)
t−1
and Pt−1|t−1 = R.
2. Correction equations. The obtained estimates in the prediction step are cor-
rected by the innovation process
ǫt = y(C)t − Hxˆt|t−1 (9)
defined as the difference between the new measured value y(C)t and the hypo-
thetical measured value given the estimate xˆt|t−1 at time t. Then, the corrected
estimates are
xˆt|t = xˆt|t−1 + Kt[y
(C)
t − Hxˆt|t−1] (10)
Pt|t = [fI − KtH]Pt|t−1 (11)
where the Kalman gain matrix is
Kt = Pt|t−1HT S−1t (12)
and the innovation covariance matrix is
St = HPt|t−1HT + R (13)
If the system works properly, the normalized innovation process ǫ˜t = S−1/2t ǫt
is a zero-mean Gaussian white-noise process with identity covariance matrixE[ǫ˜t] =
0, E[ǫ˜tǫ˜
T
t ] = I. Thus, any transition or variation in the model is reflected by a
change in the aforementioned statistics.
In order to detect transitions we use the sequence of innovation process sample
covariance matrices [10]
Ut =
1
Nav − 1
t∑
i=t−Nav+1
[ǫ˜i − ¯˜ǫt][ǫ˜i − ¯˜ǫt]
T (14)
where
¯˜ǫt =
1
Nav
t∑
i=t−Nav+1
ǫ˜i (15)
and Nav = 2 consecutive patterns. Given a threshold θ, we consider that there is a
transition if the following inequality is satisfied
I(Ut) > θ > I(Ut−1) (16)
8where
I(Ut) = Ψ [d(Ut), d(Ut−1)] (17)
is the Euclidean distance Ψ [·] between the diagonal vectors d(Ut) and d(Ut−1)
(variance vectors) of two consecutive sample covariance matrices. In this way,
using (16) we only pay attention to abrupt changes in time. Consecutive changes
are not considered to be intentional—rather they may indicate periods where the
subject cannot sustain attention.
2.5 Classifier Supervisor
As described in Section 2.4, incoming patterns identified as transitions exhibit
leaps in the training measured canonical space with respect to their predecessors.
Thus these transitions patterns are probably located in different canonical sub-
spaces from their predecessors and Bi-DBDA will have labelled such a transition
pattern either as the majority of its predecessors (within-class transition) or differ-
ently (intentional or unintentional between-class transition) (see Figure 4). This
last scenario reflects a mismatch between the user’s intent and the user’s EEG
patterns. The goal of the classifier supervisor is to infer the different kinds of tran-
sitions and correct the labelling produced by Bi-DBDA.
To do so we have designed three heuristic rules (HR1, HR2, and HR3). HR1
is the simplest and most conservative rule as it rejects a large number of patterns
(labels them as unknown) rule from which HR2 and HR3 are derived (see Figures
5 and 6 for a detailed description). The three HR label a new pattern, always
every 0.250 s, using information from the last three transitions. The three HR
seek to infer the intentional label of the patterns identified as transitions and then
reclassify the subsequent patterns, until the next transition, with the same label.
In this way the classifier supervisor only changes the labels when a intentional
transition between different mental tasks is inferred.
3 Results and Discussion
The advantages of a inconsistencies detector and a classifier supervisor in an asyn-
chronous BCI have been assessed offline by using the first three sessions of each
subject as training and validation3 data and the fourth as test data. Performance
has been measured in terms of classification accuracy and channel capacity. Given
that the different components of the algorithm may reject responses (unknown re-
sponses), the estimator proposed by [14] has been used as a measure of the channel
capacity. Table 1 shows the results for subjects 1, 2 and 3, whose data were used
in BCI Competition III. Table 2 shows the results obtained on the subjects who
received online feedback.
Regarding the first dataset, all the components of the new algorithm give the
best performance for subject 1 and the worst for subject 3, paralleling the results
obtained by the different algorithms that participated in the BCI Competition III.
3 k-fold cross-validation was done to select the values of the different hyperparameters of the
algorithm—e.g., thresholds of the heuristics rules.
9Fig. 4 Examples of projected test patterns identified as transitions on the training measured
canonical space (black: imagination of left hand movement; dark grey: imagination of right
hand movement; light grey: word search). Dots show the projected training patterns. Big circles
represent the location of the three mental tasks in the canonical space. Small circle indicate
transitions; i.e., patterns exhibiting leaps in the measured canonical space with respect to their
predecessors. In this example the user executes first imagination of right hand movement and
then imagination of left hand movement. This example illustrates the three kinds of transitions:
1, within-class; 2, unintentional between-class; 3, intentional between-class transition.
DBDA(O) and DBDA(C) classifiers (DBDA trained with the intentional canoni-
cal space, and DBDA trained with measured canonical space respectively) exhibit
a very similar performance over the three subjects in terms of both channel capac-
ity and classification accuracy. Note that although the classification accuracy of
these simple classifiers are slightly worse than that of the original classifier BCI-
III, the channel capacity is similar (or even better) due to the fact that the new
algorithm yields faster responses. But the real advantage of the new algorithm ap-
pears when the two new components process sequentially the outputs of the two
DBDA classifiers. Indeed, the detection of inconsistent patterns (7.82%, 12.18%
and 30.75% unknown responses for subjects 1, 2 and 3, respectively) leads to
a significant increase of the Bi-DBDA channel capacity since the percentage of
patterns incorrectly classified is greatly reduced. In particular, the effects of the
inconsistencies detection in subject 3 stands out: the percentages of correctly and
incorrectly classified patterns are inverted.
These results are further improved with the use of the different heuristic rules
(HR) of the classifier supervisor. HR1 allows to increase the channel capacity for
the three subjects, even though it rejects an extremely high percentage of patterns.
HR2 rejects much less patterns and improves significantly the channel capacity.
Finally, HR3 achieves a still further significant increase of the channel capacity
(due to a remarkable increase in classification accuracy) for the first two subjects,
but it shows a dramatic decline in performance in terms of channel capacity for
subject 3.
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Fig. 5 HR1 changes the label of all unknown patterns after a transition if the Cg1 and Cg2 classes
with maximum labelling proportion assigned by Bi-DBDA, maxk+1[p(νt[c−1,c] = g1)]) and
maxk+1[p(νt[c−2,c−1] = g2)]), in the two gaps t[c− 2, c− 1], t[c− 1, c] limited by the last
three transitions are the same and equal to the label of the last transition t(c) (HR1.a). Otherwise,
HR1 labels as unknown the last transition t(c) and all following patterns (HR1.b). Note that the
number of classes k+1 corresponds to the k mental tasks plus the unknown class. Although this
labelling rule may delay the detection of an intentional transition, it allows for the filtering of a
great number of unintentional transitions. This rule yields a large number of unknown patterns,
which limits its suitability to situations where it is useful to be conservative (e.g., at the very
early stages of training where there is a higher degree of mismatch between the user’s intent and
the EEG patterns).Empty squares referred to unknown labels.
Concerning the second dataset where subjects received continuous feedback,
we observed the same trend; i.e., the first two DBDA classifiers already achieved
similar classification accuracy than the original classifier (and, hence, better chan-
nel capacity due to their faster responses), and the channel capacity is further
improved through the sequential processing of the outputs of those classifiers by
the inconsistencies detector (Bi-DBDA) and classifier supervisor. However, the
effects of the different HR on the subjects’ performance is not the same as be-
fore. For subject 4 we also see a significant improvement after the application of
HR1 on the output of the Bi-DBDA and even a higher one with HR2. HR3 also
increases the channel capacity with respect to Bi-DBDA, but in a lesser extent
than HR1 and HR2. Significantly, all three heuristic rules invert the percentages
of correctly and incorrectly classified patterns. For subject 5, only HR1 and HR2
increase the channel capacity with respect to Bi-DBDA, with HR1 outperforming
HR2. The disadvantage of HR3 for these two subjects is that it rejects a very short
number of patterns and, given that these two subjects are at the very beginning of
their training, the BCI makes risky decisions, thus generating a high percentage
11
Fig. 6 Rules HR2 and HR3 incorporate two different ways to extend the filtering of uninten-
tional transitions generated by HR1, allowing a more extensive supervision with different de-
grees of caution. Both of them share the first step where the clear transition t(c) keeps the label it
received from HR1 if it is the same as the label HR1 assigned to transition t(c-2), otherwise t(c)
is classified as unknown. HR2 and HR3 differ in the second step. HR2 re-labels the clear tran-
sition t(c) as the previous one t(c-1) if HR1 labelled t(c) either as HR2 labelled t(c-1) (HR2.a)
or as unknown (HR2.b), otherwise the output of the first step of HR2 is kept (HR2.c). HR3
re-labels the clear transition t(c) as the previous one t(c-1) if HR3 in the first step labelled t(c)
either as HR3 labelled t(c-2) in the second step (HR3.a) or as unknown (HR3.b), otherwise the
output of the first step of HR3 is kept (HR3.a). The difference between both rules is the amount
of unknown labels generated: HR3 rejects a shorter number of patterns. Empty squares referred
to unknown labels.
of misclassifications. Under this condition, more conservative heuristic rules are
better suited.
In conclusion, the incorporation of the inconsistencies detector and the classi-
fier supervisor outperforms the original classifier, winner of the BCI Competition
III, on all five subjects for both working conditions of a BCI—namely with or
without online feedback. Of the three heuristic rules, HR3 only seems suitable
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Table 1 Classifiers performance on the BCI Competition III dataset.
Subject1
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) 1.69 b/s 70.80 % 29.20 % -
DBDA(C) 1.68 b/s 70.72 % 29.28 % -
Bi-DBDA 1.96 b/s 67.47 % 24.71 % 7.82 %
HR1 2.90 b/s 54.02 % 5.61 % 40.37 %
HR2 3.91 b/s 72.37 % 4.60 % 23.03 %
HR3 4.34 b/s 90.77 % 8.14 % 1.09 %
BCI-III 1.30 b/s 79.60 % 20.40 % -
Subject2
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .85 b/s 59.92 % 40.08 % -
DBDA(C) .82 b/s 59.44 % 40.56 % -
Bi-DBDA 1.17 b/s 54.51 % 33.31 % 12.18 %
HR1 1.89 b/s 38.24 % 11.84 % 49.92 %
HR2 2.68 b/s 58.31 % 11.31 % 30.38 %
HR3 2.75 b/s 80.12 % 19.04 % .84 %
BCI-III .82 b/s 70.31 % 29.69 % -
Subject3
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .30 b/s 48.74 % 51.16 % -
DBDA(C) .30 b/s 48.77 % 51.13 % -
Bi-DBDA .98 b/s 37.00 % 32.25 % 30.75 %
HR1 1.46 b/s 28.78 % 14.52 % 56.70 %
HR2 1.71 b/s 41.81 % 18.49 % 39.70 %
HR3 .49 b/s 52.52 % 46.46 % 1.02 %
BCI-III .31 b/s 56.02 % 43.98 % -
DBDA(O): DBDA trained with training data, original labelling.
DBDA(C): DBDA trained with training data, cluster labelling.
BCI-III: Winner classifier of the BCI Competition III, which yields a decision every 0.5 s.
Note that the clear algorithm yields a response every 0.250 s, hence achieving a higher channel
capacity than the original algorithm for similar classification accuracies.
when the user’s performance is already satisfactory (i.e., subjects 1 and 2). Oth-
erwise, it is recommendable to use HR1 or, preferably, HR2. This is the case of
subject 3, who has still a poor performance, and of subjects 4 and 5, who are at
the beginning of their training or do not yet master the complexity of the online
feedback coming from moving robots. Although HR1 and HR2 present a lower
performance in terms of classification accuracy than HR3, they succeed notably in
limiting the number of incorrect responses, an important aspect in order to avoid
processes of discouragement, confusion and frustration that can easily interfere
with attentional processes, and thus achieving acceptable levels of channel capac-
ity.
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Table 2 Classifiers performance of subjects receiving online feedback.
Subject4
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .11 b/s 42.73 % 57.27 % -
DBDA(C) .10 b/s 42.30 % 57.70 % -
Bi-DBDA .22 b/s 40.00 % 52.89 % 7.11 %
HR1 1.10 b/s 17.95 % 13.75 % 68.30 %
HR2 1.48 b/s 26.57 % 10.41 % 63.02 %
HR3 .55 b/s 54.40 % 45.29 % .31 %
BCI-III .06 b/s 43.75 % 56.25 % -
Subject5
Classifier Channel Capacity Accuracy Error Rejection
DBDA(O) .04 b/s 39.04 % 60.96 % -
DBDA(C) .04 b/s 39.06 % 60.94 % -
Bi-DBDA .12 b/s 36.47 % 56.46 % 7.07 %
HR1 .92 b/s 14.25 % 19.11 % 66.64 %
HR2 .85 b/s 18.14 % 27.02 % 54.84 %
HR3 .07 b/s 40.51 % 59.26 % .23 %
BCI-III .02 b/s 39.75 % 60.25 % -
DBDA(O): DBDA trained with training data, original labelling.
DBDA(C): DBDA trained with training data, cluster labelling.
BCI-III: Winner classifier of the BCI Competition III, which yields a decision every 0.5 s.
Note that the clear algorithm yields a response every 0.250 s, hence achieving a higher channel
capacity than the original algorithm for similar classification accuracies.
4 Conclusion
In this article we have shown that the inclusion of a inconsistencies detector and
a classifier supervisor based on intentional mental transitions detection leads to
an effective inference of the user’s intended mental task. This approach yields a
increase of the channel capacity mainly because it allows to decrease the error
rates. Experimental results show the benefits of our algorithm in both working
conditions of a BCI, namely with or without online feedback. The main limitation
of our approach is the use of ad-hoc heuristic rules. The next step is to formalize
those heuristic rules in a Bayesian framework and build probabilistic models for
the inference of the user’intent as in [16].
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6 Appendix
As described in [6] and [8], given k classes C1, ..., Ck and a defined distance
function dg for class Cg , the proximity measurement for pattern wt with vector
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yt = y(wt), is defined as
φg(yt) = Vg(yCg |yt)− Vg(yCg ) (18)
where
Vg(yCg) =
1
2
ECgCg [d
2
g(yCg ,yCg )] (19)
and
Vg(yCg |yt) = ECg [d
2
g(yt,yCg )] (20)
are the geometric variability and the relative geometric variability to pattern yt.
Thus, the DBDA assigns wt to Cg , if
φg(yt) = mink[φk(yt)] (21)
In practice, suitable estimates of the geometric variability and the relative geomet-
ric variability to pattern yt are
Vˆg(y) =
1
2n2g
ng∑
j,j′=1
d2(ygj ,ygj′) (22)
Vˆg(y|yt) =
1
ng
ng∑
j=1
d2(yt,ygj), (23)
where ng is the number of patterns of class Cg and ygj is the pattern j of class g.
Therefore, the estimate of the proximity function is
φˆg(yt) =
1
ng
ng∑
j=1
d2(yt,ygj)−
1
2n2g
ng∑
j,j′=1
d2(ygj ,ygj′ ) (24)
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using Canonical Variates Analysis
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Resum
L’objectiu d’aquest article e´s proposar un nou extractor de caracterı´stiques amb solucio´
cano`nica per a interfı´cies cerebrals ası´ncrones multi-classe. El me`tode proposat facilita un
nombre reduı¨t de patrons espacials cano`nics discriminants i ordena els canals en funcio´ de
la seva capacitat discriminant entre classes.
L’EEG analitzat ha estat enregistrat utilitzant 64 canals mentre 4 subjectes participaven
en 20 sessions experimentals. Durant aquestes sessions es va requerir als subjectes executar
tres tasques cognitives (imaginacio´ moviment ma` dreta, associacio´ de paraules i relaxacio´),
dos assajos per sessio´, durant 7 segons cada assaig. Despre´s de separar les dades en con-
junt d’entrenament i conjunt de test s’ha ordenat els canals en funcio´ de la seva capacitat
discriminant entre classes i s’han obtingut els patrons espacials cano`nics discriminants per
a cada conjunt, tant en el domini temporal com frequ¨encial. Alhora s’ha comparat la clas-
sificacio´ correcta aconseguida per un discriminant lineal en ambdo´s dominis utilitzant els
espais cano`nics respectius.
La classificacio´ correcta mitjana entre els quatre subjectes utilitzant els espais cano`nics
en ambdo´s dominis, frequ¨encial i temporal, e´s equivalent (57.89% i 59.43% respectiva-
ment). Aquests resultats e´s veuen alhora reflectits en la similitud entre les ordenacions
de canals obtinguda en els conjunts d’entrenament i test, tant en el domini temporal com
frequ¨encial.
Aquest estudi mostra que l’ana`lisi de variables cano`niques e´s un simple extractor de
caracterı´stiques amb solucio´ cano`nica u´til per a interfı´cies cerebrals multi-classe. Alho-
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ra, pot ser utilitzat tant en el domini temporal com frequ¨encial. Ambdo´s trets so´n noves
aportacions respecte als extractors de caracterı´stiques generalment utilitzats (Ramoser et
al., 2000; Lemm et al., 2005).
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Abstract – Objective: To propose a new feature extraction method
with canonical solution for multi-class Brain-Computer Interfaces
(BCI). The proposed method should provide a reduced number
of canonical discriminant spatial patterns (CDSP) and rank the
channels sorted by power discriminability (DP) between classes.
Methods: The feature extractor relays in Canonical Variates
Analysis (CVA) which provides the CDSP between the classes. The
number of CDSP is equal to the number of classes minus one.
We analyze EEG data recorded with 64 electrodes from 4 subjects
recorded in 20 sessions. They were asked to execute twice in
each session three different mental tasks (left hand imagination
movement, rest, and words association) during 7 seconds. A
ranking of electrodes sorted by power discriminability between
classes and the CDSP were computed. After splitting data in
training and test sets, we compared the classification accuracy
achieved by Linear Discriminant Analysis (LDA) in frequency
and temporal domains. Results: The average LDA classification
accuracies over the four subjects using CVA on both domains are
equivalent (57.89% in frequency domain and 59.43% in temporal
domain). These results, in terms of classification accuracies, are
also reflected in the similarity between the ranking of relevant
channels in both domains. Conclusions: CVA is a simple
feature extractor with canonical solution useful for multi-class BCI
applications that can work on temporal or frequency domain.
Keywords – Electroencephalogram, Brain-computer interfaces,
Canonical Variates Analysis, Linear Discriminant Analysis.
I. INTRODUCTION
Brain-computer interfacing (BCI) research enables a new
interaction modality with the environment. Many applications
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have been explored in recent years [1], [2], [3], [4], [5],
[6]. Our work is focused on asynchronous and non-invasive
electroencephalogram (EEG) based BCI to control robots and
wheelchairs [7], [8]. It means that the users drive such devices
by learning to voluntary control specific EEG features. To
facilitate this learning process it is necessary to select those
subject-specific features that allow to generate the maximum
number of discriminant patterns. This process becomes crucial
to facilitate the generation of those patterns that will permit an
easier execution of those commands needed to drive the different
devices. To this end, Common Spatial Patterns (CSP) [9] and
his extension Commom Spatio Spectral Patterns (CSSP) [10]
have been proven very useful. However, there is no canonical
way to choose the relevant CSP patterns for multi-class CSP
and only approximative solutions can be obtained [11]. In the
present paper we propose a new feature extraction method with
canonical solution for multi-class BCI. The feature extractor
utilized relays on Canonical Variates Analysis (CVA) [12], also
known as Multiple Discriminant Analysis [13], that provides
the canonical discriminant spatial patterns (CDSP) between the
classes. The number of CDSP is equal to the number of classes
minus one.
The paper is structured as follows: Section II describes CVA
and the experimental setup, preprocessing and analysis carried
out to assess its usability for multi-class BCI feature extraction;
Section III reports the results; and finally in Section IV gives
some conclusions and discusses future work.
II. METHODS
A. Canonical Variates Analysis
In our BCI research the user employs the voluntary
modulation of different oscillatory rhythms [7] by executing
of different mental tasks (motor and cognitive) to drive robots
and wheelchairs in virtual [8] and real environments. In these
applications the users utilize more than two commands. To
facilitate this voluntary modulation it is necessary to find those
subject-specific spatial patterns that maximize the separability
between the patterns generated by executing the different mental
tasks. In this way, from band-pass filtered EEG signals, the
CSP algorithm extracts canonical discriminant spatial patterns
which directions maximizes the differences in variance between
two classes. Since the variance of a band-pass filtered signal
is a measure for the energy in the corresponding frequency
band, the patterns reflect the spatial distributions of event-
related (de)synchronization effects [14]. However, there is no
canonical way to choose the relevant CSP patterns for multi-
class CSP and only approximative solutions can be obtained
[11]. This limitation can be avoided in two ways, namely
working in frequency domain or working with the squared band-
pass filtered EEG signal. In the former case, the energy in
the corresponding frequency band is measured by its spectral
power. In this domain the spatial distributions of event-related
(de)synchronization effects are identified by changes on the
spectral power. In the later case, the spatial distributions of
event-event-related (de)synchronization effects are identified by
changes on the mean, given that the variance of a band-pass
filtered EEG signal becomes the mean when the signal is squared
(see proof in the appendix). Thus, using CVA it is easy to extract
CDSP which directions maximizes the differences in mean,
either spectral power in the first case or energy of the original
band-pass filtered EEG signal in the second case, between a
given number of classes.
Given the ni × c matrix, either with the estimated spectral
power of a frequency band or the squared band-pass filtered
EEG signal, Si = (si1, ..., sini)
′
of class i = 1, ..., k, where ni
is the number of samples and c is the number of channels, and
S= (S
′
1, ...,S
′
k)
′
, the k− 1 CDSP of S are the eigenvectors A of
W−1B which eigenvalues λu,(u= 1, ...,k−1) are larger than 0.
Note that the direction of eigenvectors A maximize the quotient
between the between-classes dispersion matrix
B=
k∑
i=1
ni(mi−m)(mi−m)′ (1)
and the pooled within-classes dispersion matrix
W=
k∑
i=1
ni∑
j=1
(sij −mi)(sij −mi)′ (2)
where
mi =
1
ni
ni∑
j=1
sij (3)
and
m=
1
n
k∑
i=1
nimi (4)
are the class and total centroids respectively. Thus, the new
features are obtained by the projection
Y= SA (5)
Once the CDSP are computed, it is useful to know how the
original features (electrodes) are contributing in the separability
between the classes. It also permits to interpret the space
generated by the CDSP, specially when the number of classes
is high. In this way, it is possible to rank the channels given their
contribution on the new space. We define a new Discriminant
Power (DP) [15] measure for each channel from the structure
matrix, pooled correlation matrix between original channels in S
and the new features inY. Given the c×k−1 structure matrix T,
whereT=
∑k
i=1Ti, e= 1, ..., c, and the normalized eigenvalues
γu = λu/
∑k−1
u=1 λu, the proposed DP can be computed as
follows
DPe = (
k−1∑
u=1
γut
2
eu/
c∑
e=1
k−1∑
u=1
γut
2
eu)× 100 (6)
B. Data Acquisition and Task
Data were recorded from 4 subjects with a portable Biosemi
acquisition system using 64 channels sampled at 512Hz and
high-pass filtered at 1Hz. The subjects were sitting in a chair
looking at a fixation cross placed at the center of a monitor. The
subjects were instructed to execute three different mental tasks
(left hand imagination movement, rest, and words association) in
a self-paced way. The mental task to be executed was previously
specified by the operator in order to counterbalance the order, the
subjects specify when they started to execute the mental task.
Each subject participated in 20 sessions integrated by 6 trials
each, 2 trials of each class. The duration of each trial was 7
seconds but only the last 6 seconds were utilized in the analysis
to avoid preparation periods. Subjects 1 and 2 had previous
experience with the selected mental tasks, while it was the first
time for subjects 3 and 4.
C. Preprocessing
To work in frequency domain the signal was spatially
filtered using common average reference (CAR) previous to the
estimation every 62.5 ms. (16 times per second) of the power
spectral density (PSD) in the band 10-14Hz with 2Hz resolution
over the last 1-second windows. PSD was estimated by Welch
method with 5 overlapped (25%) Hanning windows of 500 ms.
length. To work in temporal domain the signal was also spatially
filtered by CAR, band-pass filtered in the frequency range 8-
16Hz (to get a band-pass filtered signal in the same frequency
ranges analyzed in the frequency domain, taking in account the
FIR filter transition band) and finally squared. Single trials were
obtained by averaging samples within last 1-second window. In
both cases only 45 electrodes were utilized, namely: F1, F3, F5,
FC1, FC3, FC5, C1, C3, C5, CP1, CP3, CP5, P1, P3, P5, P7,
PO3, PO7, O1, Fz, FCz, Cz, CPz, Pz, POz, Oz, F2, F4, F6, FC2,
TABLE I.
LDA CLASSIFICATION ACCURACY OVER THE FOUR SUBJECTS ACCORDING TO THE DIFFERENT TEST SESSIONS USING CVA IN FREQUENCY AND
TEMPORAL DOMAINS
Subject Domain Test Session Average
1 2 3 4 5
1 Fa 66.25% 76.04% 71.04% 70.41% 62.92% 69.33%
Tb 60.34% 87.05% 74.13% 73.54% 72.42% 73.50%
2 F 72.71% 59.79% 73.54% 69.37% 64.38% 67.95%
T 62.36% 56.70% 69.81% 61.76% 71.14% 64.35%
3 F 43.54% 49.38% 55.00% 60.21% 50.63% 51.75%
T 60.32% 60.04% 61.41% 50.28% 55.83% 57.57%
4 F 35.83% 61.45% 48.33% 33.54% 34.16% 42.66%
T 31.24% 62.17% 35.71% 46.57% 35.95% 42.33%
Average F 57.89%
T 59.43%
afrequency domain, btemporal domain
Figure 1. CDSP AND DP FOR EACH SUBJECT IN FREQUENCY AND TEMPORAL DOMAINS COMPUTED FROM TRAINING SET. NOTE THAT DP SCALE IS IN %.
FC4, FC6, C2, C4, C6, CP2, CP4, CP6, P2, P4, P6, P8, PO4,
PO8, O2.
D. Analysis
To assess the canonical discriminant spatial patterns stability
over time, data were split in two sets, the training set integrated
by the trials from the first 15 sessions, and the test set integrated
by the trials from the last 5 sessions. In frequency domain a
trial was defined by each PSD estimation whereas in temporal
domain each trial was defined as the averaged squared band-
pass signal over the last second. After obtain the CDSP from
the training set of each domain, training and test trials where
projected in the new space using eq. 5. Then, we built one Linear
Discriminant Analysis (LDA) classifier per subject and per
domain whose parameters are estimated on the corresponding
training sets. Finally, we used these LDA classifiers to assess
the generalization performances of each subject. Given that the
main problem in BCI research is to deal with EEG unstability
over time, the use of k-fold crossvalidation was avoided. This
non-parametric classification error estimator uses as training and
test sets data from all sessions, what never occurs in on-line
Figure 2. DP FOR EACH SUBJECT IN FREQUENCY DOMAIN COMPUTED JOINING ALL TEST SESSIONS AND FROM EVERY SINGLE TEST SESSION. NOTE THAT
DP SCALE IS IN %.
Figure 3. DP FOR EACH SUBJECT IN TEMPORAL DOMAIN COMPUTED JOINING ALL TEST SESSIONS AND FROM EVERY SINGLE TEST SESSION. NOTE THAT
DP SCALE IS IN %.
applications and yields optimistic error estimations.
III. RESULTS
Table I reports the LDA classification accuracy over the 5
test sessions using CVA in frequency and temporal domain.
In average, the classification accuracies for both domains are
equivalent (57.89% in frequency domain vs. 59.43% in temporal
domain, random level is 33.3% for a 3-class problem). In the
temporal domain, we obtained higher classification accuracies
for two subjects, namely subjects 1 and 3 (73.50% and 57.57%
vs. 69.33% and 51.75%). In the frequency domain, we obtained
higher classification accuracies only for one subject, namely
subject 2 (67.95% vs. 64.35%). The performance is equivalent
on subject 4 (42.66% vs. 42.33%). Fig. 1 depicts the two CDSP
and the DP obtained for each subject in frequency and temporal
domains computed on the training set. The CDSP interpretation
as a whole it is facilitated by DP maps. DP maps show the
electrodes contribution, in percentage, on the space defined by
the CDSP. As expected according to the results obtained in
terms of classification accuracy, DP maps obtained from both
domains show a similar distribution of electrodes contribution in
all subjects. Fig. 2 and Fig. 3 depict the DP for each subject
in the frequency and temporal domains, respectively, computed
joining all test sessions (first column) and also from every single
test session (next five columns). These figures show the origin
of the intersession variability and allow also to understand the
results in terms of classification accuracy (see Table I). In both
domains, the classification accuracy is related to the level of
similarity between DP maps obtained from the training set (see
DP maps in Fig. 1) and DP maps obtained from test sessions
(see Fig. 2, frequency domain, and Fig. 3, temporal domain),
either joining all test sessions or for each single test session.
Higher classification accuracies correspond to higher similarity
between the maps, what means that the canonical spaces defined
by the CDSP estimated on the training sets are more stable over
time. It is also worth noting that the similarity between DP maps
obtained from both domains (DP joined in Fig. 2 and Fig. 3, first
column) decreases on those subjects with lower classification
accuracies.
IV. CONCLUSION AND FURTHER RESEARCH
The objective of this paper is to propose a new feature
extraction method with a canonical solution for multi-class BCI.
The estimated CDSP yield the space of maximum separability
between event-related (de)synchronization effects involved in
the execution of different mental tasks. The proposed DP
measure rank the electrodes sorted by their contribution in the
new space. The average LDA classification accuracies obtained
working on frequency and temporal domains are equivalent.
Performances are not very high for a 3-class problem because,
for comparative purposes, we have classified every single trial
obtained from the last second window. The equivalent results,
in terms of classification accuracies, are also reflected in the
similarity between the DP maps obtained from the training sets
of both domains. On the other hand, the level of similarity
between DP maps obtained from the testing sets of both domains
decreases for those subjects with lower classification accuracies
(subjects 3 and 4). A possible explanation that needs to be
explored is that energy (temporal domain) and PSD estimation
(frequency domain) do not reflect the same phenomena when
the signal is less stationary, what occurs when the subject
have difficulties to generate stable EEG patterns during the
execution of the mental tasks. Future work will focus on
testing different extensions of CVA, assessing the sources of
performance variability between both domains on different
subjects, and exploring the relation between energy and spectral
estimation.
APPENDIX
Theorem 1: Given a band-pass filtered signal x(t), (t =
1, ...,T ), its variance is equal to the squared signal’s mean:
σx(t) = µx2(t) (7)
Proof: Given that
µx(t) = 0 (8)
σx(t) =
∑T
t=1(x(t)−µx(t))2
T
(9)
substituting (8) in (9) yields
σx(t) =
∑T
t=1x
2(t)
T
(10)
that, by definition, it is µx2(t)
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Resum
La introduccio´ d’un enfocament basat en la deteccio´ de frames neurals implica un canvi
conceptual del sistema de presa de decisions d’una interfı´cie cerebral. Aquest enfocament
transforma l’escenari tradicional, un problema de reconeixement de patrons EEG, en un
problema de deteccio´ d’esdeveniments. Aquest nou enfocament ha estat avaluat prelimi-
narment en una tasca de reconeixement de frames d’atencio´ visuoespacial.
Els resultats obtinguts han mostrat, primer, la viabilitat de modular ritmes EEG per
mitja` de l’orientacio´ visuoespacial de l’atencio´. Segon, la intensitat d’aquesta modulacio´
no e´s sostinguda. Aquest fet pot estar relacionat amb els patrons intermitents d’amplitud
modulada induı¨ts de manera activa (frames) descrits per Freeman (2005). A difere`ncia dels
anteriors, en aquest cas so´n generats volunta`riament per l’usuari. Tercer, e´s possible classi-
ficar els frames generats durant l’orientacio´ de l’atencio´ a diferents localitzacions espacials
amb una alta classificacio´ correcta (superior al 80% en orientar l’atencio´ a 2 possibles loca-
litzacions, 2 classes). Quart, la classificacio´ correcta d’aquests frames s’incrementa utilit-
zant components frequ¨encials inclosos a banda gamma (> 30Hz). Cinque`, la classificacio´
correcta utilitzant l’enfocament tradicional, assumint que la modulacio´ dels ritmes EEG e´s
sostinguda en el temps, es situa en nivells al voltant del 50%. Aquest fet suggereix que un
enfocament tradicional e´s subo`ptim en la tasca de reconeixement de feno`mens EEG induı¨ts,
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fet alhora confirmat al comparar la capacitat de comunicacio´ teo`rica d’una interfı´cie cere-
bral utilitzant ambdo´s enfocaments. Utilitzant l’enfocament basat en la deteccio´ de frames
neurals la capacitat de comunicacio´ teo`rica de la interfı´cie cerebral es multiplica per 10.
El futur treball en aquesta lı´nia de recerca estara` orientat a completar l’estudi amb
una major mostra i en el desenvolupament d’algorismes per al reconeixement d’assajos
basats en l’acumulacio´ temporal d’evide`ncia. D’aquesta manera, aquests algorismes res-
pondran en intervals variables una vegada l’evide`ncia acumulada superi un nivell estimat
de confianc¸a.
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Abstract. Objective: To assess the feasibility of recognizing visual spatial at-
tention frames for Brain-computer interfaces (BCI) applications. Methods: EEG
data was recorded with 64 electrodes from 2 subjects executing a visuo-spatial at-
tention task indicating 2 target locations. Continuous Morlet wavelet coefficients
were estimated on 18 frequency components and 16 preselected electrodes in tri-
als of 600 ms. The spatial patterns of the 16 frequency components frames were
simultaneously detected and classified (between the two targets). The classifi-
cation accuracy was assessed using 20-fold cross-validation. Results: The maxi-
mum frames average classification accuracies are 80.64% and 87.31% for subject
1 and 2 respectively, both utilizing frequency components located in gamma band.
1 Introduction
Asynchronous EEG-based brain-computer interfaces (BCI) [1] allow subjects to con-
trol devices spontaneously and at their own pace, contrarily to synchronous BCI systems
[2], and without requiring external cues such as in the case of relying on evoked poten-
tials [3]. To this end, people learn how to voluntary modulate different oscillatory EEG
rhythms by the execution of different mental tasks. A limitation of using mental tasks
as control commands (e.g., imagining movements or doing arithmetics) is that subjects
need to keep performing those mental tasks during the whole interaction, what can be
exhausting, especially for novel users. An alternative is to exploit conscious behaviors
that do not require sustained attention. Recent studies have demonstrated the possibility
to modulate EEG alpha band by orienting visuo-spatial attention [4]. In an ideal case,
BCI users could make a wheelchair turn left just by orienting their attention (without
any eye movement) to some location in the left visual field, what is more natural than,
for instance, imagining a left hand movement. Moreover, once the wheelchair just turn
? We thank Drs. S. Gonzalez and R. Grave, Geneva Univ. Hospital, for suggesting the use of
visuo-spatial attention in BCI. This work was supported in part by the Swiss National Science
Foundation through the NCCR ‘IM2’ and by the European IST Programme, Projects FP6-
003758 and FP6-IST-027140. This paper only reflects the author’s views and funding agencies
are not liable for any use that may be made of the information contained herein.
left, users will simply stop attending to any particular spot of their visual field and the
wheelchair, endowed with an intelligent controller [1], will move forward.
In this paper we assess the feasibility of recognizing user’s voluntary modulation
of EEG rhythms associated to visuo-spatial attention in an experimental setup close to
the ecological conditions of asynchronous EEG-based BCIs. To this end, we compare
both, a traditional BCI approach and a frames approach. These frames, as described
by Freeman [5], correspond to active intermittent induced spatial patterns of amplitude
modulation of beta-gama oscillations in response to conditioned stimuli. Based on those
findings we address the following questions: (i) Does this discontinuous mode of func-
tion (i.e., frames) also appear in response to voluntary modulation of EEG rhythms?
(ii) In this case, is it possible to classify these frames with respect to the attended lo-
cation? (iii) Which frequency ranges yields better classification accuracy? (iv) Can this
approach improve BCI performance? We hypothesize that traditional approaches (as-
suming sustained modulation of EEG rhythms over time) would face methodological
problems: they will label (for training purposes) and classify samples extracted from
periods of time where the underlying brain phenomena is either not present or is not
salient enough. Then, a frames approach (which only classifies those samples where
the induced episodic frames are detected) would be more appropriate. This paper ad-
dresses these questions and presents some hints for future work.
2 Methods
Data were recorded from 2 subjects with a portable Biosemi acquisition system using
64 channels sampled at 512Hz and high-pass filtered at 1Hz. The sampling rate was
fixed at 512Hz to ensure a good estimation of the highest frequency component under
analysis. The subjects were sitting in a chair looking at a fixation cross placed at the
center of a monitor. The subjects were instructed to covertly attend to one of two pos-
sible target locations (lower-left and lower-right monitor’s corners). The target location
was specified by the operator in a pseudo-random balanced order. The subjects speci-
fied when they started to shift their attention. Each subject participated in 10 sessions
composed by 4 trials each, 2 trials for each target. The duration of each trial was 7
seconds but only the first 600ms were utilized in this study.
The signal was spatially filtered using common average reference (CAR) previous
to estimate the continuous Morlet wavelet coefficients on 18 frequency components (7,
8, 9, 10, 11, 12, 28, 32, 36, 40, 44, 48, 56, 64, 72, 80, 88, and 96 Hz) and 16 electrodes
(F5, FC5, C5, CP5, P5, AFz, Fz, FCz, Cz, PCz, Pz, F6, FC6, C6, CP6, P6). The se-
lection of electrodes was based on preliminary analysis of continuous Morlet wavelet
coefficients scalp topography. Thus, each trial is composed by 512 × 0.6 samples and
18×16 features. The analysis carried on aims to compare the recognition rates over the
different frequency components using two different approaches, namely the traditional
BCI approach and the frames approach. The process was structured in two steps:
1. One canonical space was built per each frequency component (18 canonical spaces)
[6] using 16-dimensional vectors (estimated wavelet coefficients at 16 electrodes).
Since it is a 2-class problem, canonical spaces are defined by 1 canonical function.
2. A linear discriminant classifier (LDA) was built following two different approaches:
Fig. 1. Classification results using 20-fold crossvalidation over the 18 frequency components.
Solid line represents the mean. LDA classification accuracy distributions utilizing traditional ap-
proach (left) and frames approach (center). Right, percentage of the total trial samples identified
as frames.
(a) Traditional BCI approach: using all the training projected samples on the canon-
ical space and classifying all the test projected samples.
(b) Frames approach: only a subset of the projected samples (i.e. frames) are used
for training and classification. A sample was considered as a frame if its pro-
jection on the training canonical space was located on the opposite tails of each
class distribution. Eight percentiles were utilized as thresholds: P40, P35, P30,
P25, P20, P15, P10 and P5. Thus, a sample was identified as a frame either its
projection was below a given percentile (i.e: P5) of class 1 or above the oppo-
site percentile (i.e: P95) of class 2. From now, the reference to one percentile
also includes its opposite.
Both approaches were assessed using k-fold crossvalidation, k = 20. Each fold was in-
tegrated per one trial of each condition respecting the timing when they were recorded.
3 Results and Conclusions
The average LDA classification accuracy is higher utilizing the frames approach. For
both subjects, the maximum classification accuracy is reached utilizing P5. We report
on detail the results obtained on this percentile. The maximum average classification
accuracy classifying all the samples (i.e. traditional approach) is 58.41% at 10Hz and
63.08% at 12Hz for subject 1 and 2 respectively (see Figure 1 left), both in the alpha
range. Utilizing frames approach, the maximum average classification accuracies are
80.64% at 72Hz, and 87.31% at 32Hz for subject 1 and 2 respectively (see Figure 1
center), both in the gamma range. It represents an absolute increase of 22.23% and
27.13% for subject 1 and 2 respectively. Notice that these classification accuracies are
computed only on those samples identified as frames. The average percentage of sam-
ples identified as frames out of the total of samples of a trial is 5.85% for subject 1 and
5.92% for subject 2 (see Figure 1 right) at 72Hz and 32Hz respectively. In case of sub-
ject 1, only in 1 fold out of 20 it was not possible to identify any frame. In case of subject
2, it was not possible in 4 out of 20 folds. To understand the implication of these results
in a real BCI application, each trial has been labelled according to the class maximum
recognized by the classifier, using all the samples in case of traditional approach, and
using only frames in case of frames approach. In the first case, the trial classification
accuracies are 60.00% and 57.50% for subjects 1 and 2 respectively, what implies that
channels capacities are .05 bits/second and .03 b/s (using estimator proposed in [1]).
Using frames approach, the trial classification accuracies are 60.00% and 47.50%, but
with only 12.50% of error recognition in both cases, what implies that channels capaci-
ties are .55 b/s and .46 b/s. Using frames approach the BCI theoretical channel capacity
is boosted by 10.
This preliminary study on visuo-spatial attention frame recognition for BCI pro-
vides relevant hints for further research. First, it is possible to voluntary modulate EEG
rhythms by orienting visuo-spatial attention in order to use asynchronous noninvasive
EEG-based BCI’s. Second, the intensity of this modulation is not sustained over time.
This fact can be related to the active intermittent induced spatial patterns of ampli-
tude modulation (frames) in response to conditioned stimuli described by Freeman [5].
In this case these patterns are voluntary driven by the subject. Third, it is possible to
classify the frames generated by orienting the attention to different visual locations
with high classification accuracies (above 80%). Fourth, these classification accuracies
are maximum in gamma band (> 30Hz), corresponding to endogenous shifts of at-
tention effects [7]. Fifth, classification accuracies utilizing a traditional approach, i.e.
assuming modulations sustained over time, are around the chance level. It suggests that
this approach is not optimal to recognize induced EEG phenomena, what is confirmed
comparing the BCI theoretical channel capacity achieved using both approaches. Using
frames approach the BCI theoretical channel capacity is drastically increased.
References
[1] Milla´n, J. del R., Renkens, F., Mourin˜o, J., Gerstner, W.: Noninvasive brain-actuated control
of a mobile robot by human EEG. IEEE Trans. Biomed. Eng. 51 (2004) 1026–1033.
[2] Birbaumer, N., Ghanayim, N., Hinterberger, T., Iversen, I., Kotchoubey, B., Ku¨bler, A., Perel-
mouter, J., Taub, E., Flor, H.: A spelling device for the paralysed. Nature 398 (1999) 297–298.
[3] Kelly, S. P., Lalor, E. C., Reilly, R. B., Foxe, J. J.: Visual spatial attention tracking using
high-density SSVEP data for independent brain-computer communication. IEEE Trans. Neural
Sys. Rehab. Eng. 13 (2005) 172–178.
[4] Thut, G., Nietzel, A., Brandt, S., Pascual-Leone, A.: Alpha-band electroencephalographic
activity over occipital cortex indexes visuospatial attention bias and predicts visual target de-
tection. J. Neurosci. 26 (2006) 9494–9502.
[5] Freeman, W. J.: Origin, structure, and role of background EEG activity. Part 3. Neural frame
classification. Clin. Neurophysiol. 116 (2005) 1118–1129.
[6] Gala´n, F., Ferrez, P. W., Oliva, F., Gua`rdia, J., Milla´n, J. del R.: Feature extraction for multi-
class BCI using canonical variates analysis. IEEE Int. Symp. Intell. Signal Process. (2007).
[7] Palix, J., Hauert, C. A., Leonards, U.: Brain oscillations: Indicators for serial processing in
inefficient visual search? Perception 35 (2006) 234.
Appendix F
A Brain-Actuated Wheelchair:
Asynchronous and Non-Invasive
Brain-Computer Interfaces for
Continuous Control of Robots
F. Gala´n, M. Nuttin, E. Lew, P. W. Ferrez, G. Vanacker, J. Philips, H. Van Brussel,
and J. del R. Milla´n. A Brain-Actuated Wheelchair: Asynchronous and Non-Invasive
Brain-Computer Interfaces for Continuous Control of Robots, Clin. Neurophysiol.,
2008a. To appear.
Resum
L’objectiu d’aquest article ha estat avaluar la robustesa d’una interfı´cie cerebral ası´ncrona
i no invasiva per a la conduccio´ d’una cadira de rodes mitjanc¸ant l’execucio´ de tasques
cognitives.
En el primer experiment es va demanar a 2 subjectes que conduı¨ssin mentalment una
cadira de rodes, real i virtual, d’un punt de partida a un punt final seguint un trajecte
pre`viament especificat. En aquest article u´nicament s’inclouen els resultats obtinguts amb
la cadira de rodes virtual. Cada subjecte va participar en 5 sessions experimentals inte-
grades per 10 assajos cadascuna. Les sessions experimentals es van portar a terme amb
perı´odes temporals variables entre elles (de 1 hora a 2 mesos) per avaluar la robustesa tem-
poral del sistema. Alhora, el trajecte especificat es va dividir en 7 trams per avaluar la
robustesa contextual del sistema. Per a una avaluacio´ me´s completa, el subjecte 1 va parti-
cipar en un segon experiment integrat per 10 assajos en el qual es va demanar de conduir
la cadira de rodes seguint 10 trajectes complexes mai executats amb anterioritat.
En el primer experiment ambdo´s subjectes van poder conduir la cadira de rodes fins
al punt final en un 100% (subjecte 1) i un 80% (subjecte 2) dels assajos a les millors
sessions experimentals. Els resultats varien temporalment i contextual, fet que demostra
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que el rendiment e´s temporalment i contextualment dependent. En el segon experiment,
el subjecte 1 va ser capac¸ de conduir satisfacto`riament la cadira de rodes fins al punt final
seguint un 80% dels trajectes.
Aquests resultats mostren que el sistema pot ser controlat sense necessitat de llargues
sessions d’entrenament. A me´s a me´s, pot ser controlat de manera auto`noma per l’usuari
sense la necessitat d’algorismes adaptatius calibrats externament per un operador expert en
ordre a minimitzar l’impacte de la no-estacionarietat del senyal EEG. Aixo` e´s gra`cies a dos
components. Primer, la seleccio´ de caracterı´stiques EEG estables que maximitzen la sepa-
rabilitat entre els patrons EEG generats durant l’execucio´ de diferents tasques cognitives.
Segon, la inclusio´ d’un sistema de control compartit entre la interfı´cie cerebral i la cadira
de rodes intel·ligent.
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Abstract
Objective: To assess the feasibility and robustness of an asynchronous and non-invasive
EEG-based Brain-Computer Interface (BCI) for continuous mental control of a wheelchair.
Methods: In experiment 1 two subjects were asked to mentally drive both a real and a
simulated wheelchair from a starting point to a goal along a pre-specified path. Here we
only report experiments with the simulated wheelchair for which we have extensive data in
a complex environment that allows a sound analysis. Each subject participated in 5 exper-
imental sessions, each consisting of 10 trials. The time elapsed between two consecutive
experimental sessions was variable (from one hour to two months) to assess the system
robustness over time. The pre-specified path was divided in 7 stretches to assess the system
robustness in different contexts. To further assess the performance of the brain-actuated
wheelchair, subject 1 participated in a second experiment consisting of 10 trials where he
was asked to drive the simulated wheelchair following 10 different complex and random
paths never tried before.Results: In experiment 1 the two subjects were able to reach 100%
(subject 1) and 80% (subject 2) of the final goals along the pre-specified trajectory in their
best sessions. Different performances were obtained over time and path stretches, what in-
dicates that performance is time and context dependent. In experiment 2, subject 1 was
able to reach the final goal in 80% of the trials. Conclusions: The results show that sub-
jects can rapidly master our asynchronous EEG-based BCI to control a wheelchair. Also,
they can autonomously operate the BCI over long periods of time without the need for
adaptive algorithms externally tuned by a human operator to minimize the impact of EEG
non-stationarities. This is possible because of two key components: first, the inclusion of
a shared control system between the BCI system and the intelligent simulated wheelchair;
second, the selection of stable user-specific EEG features that maximize the separability
between the mental tasks. Significance: These results show the feasibility of continuously
controlling complex robotics devices using an asynchronous and non-invasive BCI.
Key words: Brain-computer interfaces, electroencephalogram (EEG), asynchronous
protocol, feature selection, intelligent wheelchair, shared control.
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1 Introduction
The possibility to act upon the surrounding environment without using our hu-
man nervous system’s efferent pathways enables a new interaction modality that
can boost and speed up the human sensor-effector loop. In recent years, brain-
computer interface (BCI) research is exploring many applications in different fields:
communication, environmental control, robotics and mobility, and neuroprosthet-
ics (Birbaumer et al., 1999; Obermaier et al., 2003; Bayliss, 2003; Milla´n, 2003;
Nicolelis and Chapin, 2002; Milla´n et al., 2004; Carmena et al., 2003). Our work
in the MAIA project 1 aims at developing asynchronous and non-invasive BCI to
control robots and wheelchairs (Milla´n et al., 2004; Lew et al., 2006). It means
that users control such devices spontaneously and at their own paced, by learning
to voluntary control specific electroencephalogram (EEG) features measured from
the scalp. To this end, users learn how to voluntary modulate different oscillatory
rhythms by execution of different mental tasks (motor and cognitive). To facilitate
this learning process, we rely upon machine learning techniques, both to find those
subject-specific EEG features that maximize the separability between the patterns
generated by executing the mental tasks (Gala´n et al., 2007), and to train classifiers
that minimize the classification error rates of these subject-specific patterns (Milla´n
et al., 2004). Finally, to assist the control task, different levels of intelligence are
implemented in the device jointly with shared control techniques between the two
interacting agents, the BCI system and the intelligent device (Philips et al., 2007;
Vanacker et al., 2007).
One of the main challenges of a non-invasive BCI based on spontaneous brain
activity is the non-stationary nature of the EEG signals. Shenoy and co-workers
(Shenoy et al., 2006) describe two sources of non-stationarity, namely differences
between samples extracted from calibration measurements (training data set) and
samples extracted during the online operation of the BCI system (test data set), and
changes in the user’s brain processes during the online operation (e.g., due to fa-
tigue, change of task involvement, etc). Such kind of phenomena have motivated
that BCI research groups develop adaptive algorithms to deal with these shifts in the
distributions of samples (Shenoy et al., 2006; Buttfield et al., 2006; Vidaurre et al.,
2006; Milla´n et al., 2007). Unfortunately, current adaptive solutions have two main
limitations. Firstly, they are based on supervised approaches requiring the correct
output for every sample and so the user cannot operate the BCI autonomously. Sec-
ondly, adaptation in the wrong moment (e.g., when the user is not executing prop-
erly the mental tasks because of fatigue, distraction, etc) will incorrectly change the
feedback (the device’s behavior) and will disrupt user’s learning process. Given this
scenario, two questions arise. Is it possible to find (rather) stable subject-specific
1 MAIA—Mental Augmentation through Determination of Intended Action,
http://www.maia-project.org
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EEG features to reduce the differences between samples extracted from calibration
and online operation sessions? How shared control techniques can minimize the
impact of changes in the user’s EEG signals during the online operation?
In this paper we describe an asynchronous brain-actuated wheelchair that can be
operated autonomously and report results obtained by two subjects while continu-
ously driving a simulated version of the wheelchair. Our brain-actuated wheelchair
exhibits two key components, namely the selection of stable user-specific EEG fea-
tures that maximize the separability between the different mental tasks, and the
implementation of a shared control system (Philips et al., 2007; Vanacker et al.,
2007) between the BCI and the intelligent simulated wheelchair.
2 Methods
2.1 EEG Data Acquisition and Preprocessing
EEG Data were recorded from 2 healthy subjects with a portable Biosemi acqui-
sition system using 64 channels sampled at 512Hz and high-pass filtered at 1Hz.
Then, the signal was spatially filtered using a common average reference (CAR)
before estimating the power spectral density (PSD) in the band 8-48 Hz with 2 Hz
resolution over the last 1 second. The PSD was estimated every 62.5 ms (i.e., 16
times per second) using the Welch method with 5 overlapped (25%) Hanning win-
dows of 500 ms. Thus, an EEG sample is a 1344-dimensional vector (64 channels
times 21 frequency components). Obviously, not all these 1344 features are used
as control signals. Sections 2.2 and 2.3 describe the algorithms to estimate the rel-
evance of the features for discriminating the mental commands and the procedure
to select the most stable discriminant features that will be fed to the classifier em-
bedded in the BCI. This classifier processes each of the EEG samples and the BCI
combines 8 consecutive responses to deliver a mental command every 0.5 seconds.
2.2 Calibration Sessions and Feature Extraction
To extract stable discriminant EEG features (see Sect. 2.3.2) and build the statistical
Gaussian classifier embedded in the BCI (see Sect. 2.3.3), both subjects participated
in 20 calibration sessions recorded in the same day than the test driving session 1.
The calibration sessions were recorded during the morning and the test driving
session 1 during the afternoon. As in the driving sessions, the subjects sat in a chair
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looking at a fixation point in the center of a monitor. The display was also the
same, the simulated wheelchair in a first person view (see Fig. 1 Left). The subjects
were instructed to execute the three mental tasks (left hand imagination movement,
rest, and words association 2 ), tasks utilized as mental commands to operate the
wheelchair, in a self-paced way. The mental task to be executed was selected by
the operator in order to counterbalance the order, while the subjects decided when
they started to execute the mental task. Each calibration session was integrated by 6
trials each, 2 trials of each class. The duration of each trial was 7 seconds but only
the last 6 seconds were utilized in the analysis to avoid preparation periods where
the subjects were not yet engaged in the execution of the mental task. A trial started
when subjects informed the operator they were executing the requested mental task.
In these sessions the subjects did not receive any feedback, so the monitor display
was static—i.e., the simulated wheelchair did not move.
The data from the 20 calibration sessions were grouped in 4 blocks (B1, B2, B3
and B4) of 5 consecutive sessions. Taking into account the recordings timing, there
were different configurations of training and testing sets (train-test): B1–B2, B1–
B3, B1–B4, B2–B3, B2–B4, B3–B4, (B1+B2)–B3, (B1+B2)–B4, (B1+B2+B3)–
B4. Feature selection was done in a sequential way, where we first picked stable
frequency components and then chose the best electrodes. To assess the stability of
the frequency components we applied 21 canonical variates analysis (CVA), one per
frequency component, on the training set of each configuration. For each canonical
space we ranked the electrodes according to their contribution to this space (see
Sect. 2.3.2). Then, we built up to 15 linear discriminant (LDA) classifiers 3 , each
using those electrodes that contributed more than c%, with c ∈ {1.0, 2.0, ..., 15.0}.
We used the stability of the classifier accuracy over the different configurations to
select the frequency components. In particular, we selected those frequencies that
performed systematically among the top 5. Afterwards, for each selected frequency,
we took the configuration of electrodes (out of the 15 possible ones) that yielded
the highest classification accuracy on the configuration (B1+B2+B3)–B4. Finally,
we tested the different combinations of selected frequencies (with their associated
electrodes) on the configuration (B1+B2+B3)–B4 and chose the best one. At the
end of this sequential process the selected frequencies were 12 Hz for subject 1
and {10, 12, 14} Hz for subject 2. We then built the statistical Gaussian classifier
2 The mental tasks consisted in imagining repetitive self-paced movements of the left hand,
getting relaxed centering attention on the fixation point placed on the center of the monitor,
and searching words starting with the same letter.
3 The reasons for using a LDA classifier for feature extraction rather than the final
Gaussian classifier are the simplicity and speed of training of the former. Furthermore,
LDA is a special case of our Gaussian classifier.
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(see Sect. 2.3.3) for each subject using their individual selected features from all
the data of the calibration sessions. Table 1 reports the LDA classifier accuracies
on the configuration (B1+B2+B3)-B4 using the selected features for each subject.
Accuracies are not very high, what is normal for a first session without feedback,
but still well above random level (33.3% for a 3-class classification problem).
Fig. 2 depicts the electrodes contribution, for each selected frequency component
for each subject, and the associated scalp distribution of the averaged logarithmic
transform of the PSD (Log(PSDe)) for each mental task. The Log(PSDe) scalp
distributions show that the differences between the mental tasks, localized in those
electrodes with higher De values (see Sect. 2.3.2), are bigger for subject 2. This is
in agreement with the train classification accuracies, 59% and 85% for subjects 1
and 2, respectively.
2.3 System Description
The system is integrated by two entities, the intelligent wheelchair and the BCI sys-
tem. Environmental information from the wheelchair’s sensors feeds a contextual
filter that builds a probability distribution PEnv(C) over the possible user’s men-
tal steering commands, C = {Left, Right, Forward}. The BCI system estimates the
probabilities PEEG(C) of the different mental commands from the EEG signals.
Both streams of information are combined to produce a filtered estimate of the
user’s intent P (C) = PEEG(C) ·PEnv(C). The shared control system also uses the
environmental information from the wheelchair’s sensors to map these high-level
commands into appropriate motor commands, translational and rotational veloci-
ties, that generates a smooth and safe driving behavior. This is achieved by con-
stantly adapting the level of assistance provided to the user to negotiate obstacles.
Thus, the intelligent wheelchair, via shared control, will significantly help when the
subject’s performance (BCI accuracy) is low whereas it will decrease its role when
the BCI accuracy is higher. In other words, the intelligent wheelchair will take over
control to avoid obstacles if subjects cannot deliver the proper mental commands
to stay at a safe distance from obstacles and will not activate any assisting behavior
in case subjects can safely drive the wheelchair. Obstacle avoidance is the only as-
sisting behavior used in the experiments. Fig. 3 depicts a schematic representation
of the shared control architecture of the brain-actuated wheelchair. See (Philips et
al., 2007; Vanacker et al., 2007) for a detailed description. As for the BCI, it has
two components: a feature extractor and a Gaussian classifier. The former selects
the most relevant features of the EEG signals based on canonical variates analysis
(Gala´n et al., 2007). Based on these features, the Gaussian classifier estimates the
probability distributions of the three mental commands (Milla´n et al., 2004).
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2.3.1 Context-Based Filter
Context estimation is done by defining a general, a priori-known user intention
(smooth and efficient forward navigation through the environment) on the one
hand and a constant automatic estimation of the environmental situation on the
other hand. The situations are modelled as the number and location of openings:
wide, open spaces to which the user might safely navigate. The principle is as fol-
lows: suppose the wheelchair is approaching a crossroad, as depicted in Fig. 4.
The laser scanner in front of the wheelchair scans 180 degrees and senses the dis-
tance to the environment for every degree. The algorithm then searches for regions
with consecutive scans for which the distance is larger than a certain threshold
T. This results in a number of regions that qualify as candidates for an opening.
Next, for each of the resulting regions, the width of the opening O is calculated:
O =
√
s21 + s
2
2 − 2s1s2cos(t2 − t1). This length is then compared to the physical
dimensions of the wheelchair. If the length O exceeds the wheelchair width aug-
mented with a safety margin, the corresponding region is accepted as an opening.
Its orientation with respect to the current wheelchair position is then pi
2
− t2−t1
2
.
Each opening then represents a general direction in which the user might opt to con-
tinue his navigation. With this knowledge about the current situation, a probability
distribution concerning the possible local user actions is built. Note that inferring
these probabilities requires the knowledge of the global intention of the human.
In this case, it is supposed that the user wishes to navigate safely and efficiently
through the environment without halting or going backwards. In other cases, a user
might also wish to stop at certain locations, or dock at particular places. When the
directions in which the robot can travel are orthogonal, as in Fig. 4, it is possi-
ble to summarize the environmental belief in four quadrants, as depicted in Fig. 5.
The figure shows how the regions West and North are deemed probable navigation
directions, as extracted from the environment (see Fig. 4). The regions East and
South are improbable (as the scanner sees a wall on the right hand, and going back-
wards is also not probable given the intention of smooth forward navigation). If the
wheelchair is oriented North, the controller attaches a probability of 0.5 to Forward
and Left. PEnv(Right) is set to zero, because rotating to the right would make the
robot turn towards an obstacle (the wall). The possibility of turning into the corri-
dor to the left is reflected in PEnv(Left) = 0.5. If the wheelchair is oriented 45
degrees North-West, PEnv(Forward) has become zero, while the possible com-
mands now are Left and Right, with equal probability, reflecting the belief that one
of the orthogonal directions North or West should be chosen. When the wheelchair
is turning further towardsWest, Forward becomes possible again, and PEnv(Right)
stays constant while PEnv(Left) diminishes completely. At the boundary between
the probable directions and those that are improbable, the controller attaches a max-
imum belief to those commands that would keep the wheelchair in the half plane
of high probability. Between the above-described orientations, the probabilities are
interpolated linearly. This is depicted in Fig. 5 as the linearly changing transparency
of the respective circle. See (Vanacker et al., 2007) for a detailed description.
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2.3.2 Feature Extractor
Our approach is based on a mutual learning process where the user and the BCI are
coupled together and adapt to each other. To facilitate and accelerate this process,
it is necessary to select the relevant EEG features that best discriminate among
the mental tasks executed by the user. The feature selection process is based on
Canonical Variates Analysis (CVA) (Krzanowski, 1998), also known as Multiple
Discriminant Analysis (Duda et al., 2001), which provides a canonical solution
for multi-class problems. In our case, CVA extract Canonical Discriminant Spatial
Patterns (CDSP) whose directions maximize the differences in mean spectral power
between a given number of classes.
Let’s Sk = (sk1, ..., sknk)
′ be the nk× c matrix with the estimated spectral power of
a frequency band for class k = 1, ..., l, where nk is the number of samples and c is
the number of channels. Now, given S = (S
′
1, ...,S
′
l)
′ , the l − 1 CDSP of S are the
eigenvectors A of W−1B whose eigenvalues λu, (u = 1, ..., l − 1) are larger than
0. Note that the direction of the eigenvectors A maximizes the quotient between
the between-classes dispersion matrix B and the pooled within-classes dispersion
matrixW. Thus, the CDSP are obtained by projecting X = SA.
Once the CDSP are computed, it is useful to know how the original channels are
contributing to the separability among the classes. To measure this contribution
we compute a Discrimination index for each channel from the structure matrix—
the pooled correlation matrix between the original channels in S and the CDSP X.
Given the c× (l − 1) structure matrix T, where T = ∑lk=1 Tk, e = 1, ..., c, and the
normalized eigenvalues γu = λu/
∑l−1
u=1 λu, the proposed discrimination index is
computed asDe = (
∑l−1
u=1 γut
2
eu/
∑c
e=1
∑l−1
u=1 γut
2
eu)× 100. See (Gala´n et al., 2007)
for more details.
2.3.3 Classifier
The classifier utilized is a statistical Gaussian classifier, (Milla´n et al., 2004) for
more details. The output of this statistical classifier is an estimation of the pos-
terior class probability distribution for a sample; i.e., the probability that a given
single trial belongs to each mental task (or class). Each class is represented by
a number of Gaussian prototypes, typically less than four. That is, it is assumed
that the class-conditional probability function of class k is a superposition of Nk
Gaussian prototypes. It is also assume that all classes have equal prior probability.
All classes have the same number of prototypes Np, and for each class each proto-
type has equal weight 1/Nk. Then, dropping constant terms, the activity of the ith
prototype of class k for a given sample x is the value of the Gaussian with center µik
and covariance matrix Σik. From this we calculate the posterior probability yk of the
class k, which is the sum of the activities of all the prototypes of class k divided by
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the sum of the activities of all the prototypes of all the classes. The classifier output
for input vector x is then the class with the highest probability. In order to smooth
this output, we average the class-conditioned probabilities of the last 8 consecutive
input vectors x. Thus, the BCI responds every 0.5 s. Usually each prototype of each
class would have an individual covariance matrix Σik, but to reduce the number of
parameters the model has a single diagonal covariance matrix common to all the
prototypes of the same class. During offline training of the classifier, the prototype
centers are initialized by any clustering algorithm or generative approach. This ini-
tial estimate is then improved by stochastic gradient descent to minimize the mean
square error E = 1
2
∑
k(yk − tk)2, where t is the target vector in the form 1-of-C;
that is, if the second of three classes was the desired output, the target vector is
(0,1,0). The covariance matrices are computed individually and are then averaged
over the prototypes of each class to give Σk.
2.4 Experimental Tasks
2.4.1 Task 1
Both subjects sat in a chair looking at a fixation point placed in the center of a mon-
itor. The monitor displayed a simulated wheelchair in a first person view moving in
a simulated world. The subjects were asked to mentally drive the simulated wheel-
chair from a starting point to a goal following a pre-specified path by executing
three different mental tasks (left hand imagination movement to turn Left, rest to go
Forward, and words association to turn Right). Fig. 1 depicts the monitor display
and the pre-specified path. Every subject participated in 5 experimental sessions,
each consisting of 10 trials. The time elapsed between two consecutive experimen-
tal sessions was variable to assess the system robustness over time: 1 day between
sessions 1 and 2, 2 months between sessions 2 and 3, 1 hour between sessions 3
and 4, and finally 1 day between sessions 4 and 5.
2.4.2 Task 2
To further assess the performance of the brain-actuated wheelchair, Subject 1 par-
ticipated in a second experiment four months later. He performed 10 trials in the
same simulated environment where he was asked to drive the simulated wheelchair
following 10 different complex and random paths never tried before. Fig. 6 de-
picts the 10 complex and random paths. Subject 2 did not participated in this task
because she was not available.
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2.5 Analysis
The system’s robustness was assessed in task 1 on three criteria, namely the per-
centage of goals reached, the BCI classification accuracy, and the shared control
accuracy (the actual mental commands sent to the wheelchair after combining the
probability distributions from the BCI and contextual filter). The three criteria were
analyzed over time (5 sessions) and context. For the contextual analysis, the path
was split in 7 stretches. Thus, the system’s performance was measured over the final
goal (complete path) and subgoals (path stretches). Additionally, we compared the
performance of the 2 subjects to that of a random BCI to further assess their level
of mental control. In this case, we use the percentage goals reached by a random
BCI as a reference.
The analysis of the accuracies of the BCI and shared control has a main limita-
tion since it requires to know the subject’s intent. It is true, however, that in the
experiments subjects had to inform verbally the operator whenever they switched
mental task so that the latter could label the data. Unfortunately, this approach is
far from optimal. Indeed, providing this information interferes with, and so ham-
pers, the driving task. As a consequence, the subject may deliver wrong or delayed
mental commands leading to poor trajectories that the subject needs to correct by
rapidly switching between mental commands—and the subject does not have time
to inform the operator of all those switches and their exact timing. It follows that
using the subject’s stated intent for labelling data yields a pessimistic and/or wrong
estimate of the accuracies of the BCI and the shared control. For this reason the
accuracies were estimated in a different way. Each path stretch was labelled with
the command that makes the wheelchair reach the next subgoal. Only those sam-
ples where the subject’s stated intent corresponds to the stretch label were utilized
to compute the accuracies. Fig. 7 shows the 7 labelled stretches.
To avoid the limitations described before, in task 2 the subject drove the wheelchair
without informing the operator about the mental command he was executing. In this
way, the subject could drive the simulated wheelchair in real conditions that allow a
better assessment of the brain-actuated wheelchair. In this case only the behavioral
performance (percentage of goals reached) was assessed.
An issue to be ruled out in any BCI system is the use of eye movements or mus-
cular activity components embedded in the EEG as control signals. In the exper-
iments described in this paper this issue was not assessed directly, but it was in
posterior experiments with the real wheelchair where the two subjects utilized the
same statistical Gaussian classifier as here. In these experiments we monitored eye
movements and muscular activity by means of bipolar electrooculogram (EOG)
using surface electrodes placed below and laterally to the left eye, and by bipolar
electromyogram (EMG) using 2 surface electrodes placed on the forearm muscle
Extensor Digitorum. The analysis of EOG and EMG activity showed that eye move-
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ments were equally distributed among the classes and that there was no significant
muscular activity. Thus, we can conclude that subjects did not use any EOG and/or
EMG feature as control signals. Also, the fact that the selected band frequency is
10-14 Hz makes it very improbable to have EOG/EMG artifacts. Furthermore, in
the experiments reported in this article, we did not observe any overt movement of
the subjects’ left hand.
3 Results
3.1 Task 1
3.1.1 Global Performance
Fig. 8 depicts the percentage of final goals reached over the 5 sessions for the
2 experimental subjects. Subject 1 reached more final goals in all the sessions.
For both subjects, session 1 and session 3 are the sessions with less reached final
goals (40% and 10% in session 1, 50% and 40% in session 3). Note that between
session 2 and session 3 passed 2 months, so sessions 1 and 3 can be considered
as sessions where the subjects learn (session 1) and re-learn (session 3) how to
interact with the system and its dynamics. If these sessions were not considered, the
average percentage of reached final goals are 86.7% and 66.7% for subjects 1 and
2, respectively. Regarding the maximum performances, subject 1 reached the final
goal 100% of the trials in session 4, and subject 2 reached the final goal 80% of the
trials in session 2. It is worth noting that even in the first session where the subjects
had the lowest performance (40% and 10% of reached goals), they significantly
outperformed the random BCI that only reached the goal along the pre-specified
path in 1% of the cases. This figure was obtained by running 100 trials.
Table 2 displays the percentage of reached local goals, the average BCI classifi-
cation accuracy and the shared control accuracy on each session over the 7 path
stretches (local goals) for the two subjects, and the percentage of reached goals for
the random BCI. This table makes it clear the reasons why subjects couldn’t reach
the final goal—they failed sometimes to turn Left at the stretch L and/or to turn
Right at the stretches R1 and R2. Interestingly, in these three stretches shared con-
trol performed generally worse than the BCI, what could indicate that subjects tried
to deliver mental commands that the shared control system considers impossible to
execute. On the contrary, shared control significantly improved the performance of
BCI at stretches F1, SD1, SD2 and F2, where the wheelchair was supposed to go
straight. The average difference over these stretches is 35% for subject 1 (24% BCI
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vs. 59% shared control) and 20% for subject 2 (34% BCI vs. 55% shared control).
These ‘poor’ accuracies of the BCI and shared control indicate that to drive the
wheelchair straight subjects cannot simply deliver the mental command Forward,
but needed to steer Left and Right. Furthermore, shared control helped to generate
smoother trajectories, especially in the vicinity of walls.
Subject 1 failed to reach the final goal in session 1 because he could not turn Left
at stretch L in 30% of the cases and, afterwards, he failed to turn Right in 40% of
the cases that he successfully arrived to stretch R2. In this session, subject 1 always
performed correctly the optimal action for all other stretches he went through. As
mentioned before, at these ‘hard’ stretches, L and R2, shared control degraded the
BCI performance (50% vs. 62% in L and 47% vs. 53% in R2). Regarding session
3, subject 1 failed to reach the final goal because he could not turn Left at stretch L
50% of the cases. This was due to a low BCI accuracy (42%) and a lower shared
control accuracy (37%). Finally, in sessions 2, 4 and 5 subject 1 reached the final
goal 70% (or more) of the trials and each local goal over 88%.
Subject 2 failed to reach the final goal in session 1 because he could not turn Right
at stretch R1 in 90% of the cases. This was due to a very low BCI and shared
control accuracy (29%). In sessions 3 and 5, the poor final performance was due
to failures in turning Left at stretch L—accuracies of 50% and 40%, respectively.
Similarly to subject 1, also in these two sessions shared control degraded the BCI
performance although less severely (38% vs. 37% in session 3, 48% vs. 39% in
session 5). Finally, in sessions 2 and 4 subject 2 reached the final goal 70% (or
more) of the trials and each local goal over 80%.
Regarding the random BCI, it reached the final goal a mere 1% of the trials because
it was able to turn Right at stretch R1 and to turn Left at stretch L only 16% and
6% of the trials, respectively, percentages significant lower than those achieved by
subjects 1 and 2.
3.1.2 System Performance in Single Trials
Here we analyze the performance of the brain-actuated wheelchair in a few single
trials to show emergent behaviors originated by the interaction of the BCI system
and the shared control system in particular contexts. The experimental results show
that subjects cannot execute a given mental task with the same level of proficiency
all across the trajectories and over time. But, is this the only reason of the inter-
trial differences in BCI classification accuracy for the same path stretch? We have
observed that the interaction of the BCI system and the shared control system in a
particular context plays also a significant role. We have already mentioned in the
previous section that, for some stretches, shared control degraded the performance
of the BCI, what could indicate that subjects tried to deliver mental commands that
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the shared control system considers impossible to execute. Here we take a closer
look at this situation.
Table 3 shows the performance for subject 1 in session 4 for trials 2 and 8 at two
stretches, R1 and R2, requiring the same command. Subject 1 always succeeded
in making the wheelchair turn Right. However, the BCI and shared control perfor-
mances were rather different. Thus, we can see that whenever the BCI accuracy
is sufficiently high (92% in trial 2 stretch R1, 74% in trial 8 stretch R2) the shared
control accuracy is much lower (67% and 53%, respectively). The opposite happens
when the BCI accuracy is not that good (trial 2 stretch R2 and trial 8 stretch R1).
The implication for the subjects is that they need to learn a model of the shared con-
trol system (and its interaction with the BCI) to develop successful driving strate-
gies, otherwise their BCI proficiency cannot be fully exploited and, eventually, can
hamper the behavior of the wheelchair. But for the subjects to learn that model they
need to have a stable performance of the brain-actuated wheelchair. Table 2 shows
that, in many cases, the shared control accuracy is rather stable independently of
the performance of the BCI (see, in particular, trial 2).
3.2 Task 2
Subject 1 reached the final goal 80% of the trials. He failed in the last 2 trials,
where he was not able to turn Right at the starting point. Making this first Right
turn requires a very high BCI performance because the subject has to rotate the
wheelchair by 90 degrees almost in place (i.e., without entering the corridor it is
facing). Indeed, the execution of even a short number of wrong commands in this
context makes the shared control system to move the wheelchair Forward. Once the
wheelchair is in the corridor, the shared control system makes it very hard to turn
back (180 degrees) rapidly and the trial is considered a failure. To illustrate the be-
havior of the brain-actuated wheelchair in this task, we have included a supplemen-
tary video clip (WMV file, supplementary material) which contains the trajectories
generated on trials 7 (successful) and 10 (unsuccessful).
4 Conclusions
In this paper we have presented an asynchronous and non-invasive EEG-based BCI
prototype for brain-actuated wheelchair driving. The system can be autonomously
operated by the user without the need for adaptive algorithms externally tuned by
a human operator to minimize the impact of EEG non-stationarities. Our brain-
actuated wheelchair has two key components. First, the selection of stable user-
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specific EEG features that maximize the separability between the patterns gener-
ated by executing different mental tasks. Second, the inclusion of a shared control
system between the BCI system and the intelligent simulated wheelchair. The re-
ported experiments with two subjects have shown that both were able to reach 90%
(subject 1) and 80% (subject 2) of the goals one day after the calibration of the BCI
system, and 100% (subject 1) and 70% (subject 2) two months later. It is worth
noting that both subjects reached less goals in the first session (one hour after the
calibration of the BCI system) and in the third session (two months after the cal-
ibration of the BCI system), sessions where the subjects learn or re-learn how to
interact with the system and its dynamics. As a consequence, subjects need to cope
with the need to generate stable EEG patterns even in the presence of distracting
events such as unexpected trajectories of the wheelchair due to the interaction be-
tween its intelligence and the context. However, even in these sessions, the subjects
showed significant brain-actuated control of the simulated wheelchair: indeed, a
random BCI can only reach a mere 1% of the goals.
In agreement with the results obtained in (Vanacker et al., 2007), the analysis over
different path stretches shows that the shared control system boosts the BCI perfor-
mance when it is low, while it may even degrade it when the BCI performance is
higher because the user driving strategy it is not compatible with the context-based
filter. This could explain why subject 1 achieves better performance in task 1 than
subject 2 despite the lower LDA classification accuracies on the calibration session
(see Table 1). As a consequence, the subject has to learn when these situations oc-
cur in order to develop successful driving strategies compatible with the rules of the
shared control system. On the other hand, a low BCI accuracy during the driving
tasks does not necessarily imply that the BCI is not working correctly. This accu-
racy is estimated according to the user’s stated intent and/or the optimal command
for each stretch, while for a proper control of the wheelchair subjects need to make
steering corrections and so switch rapidly between mental commands. For this rea-
son we believe that the assessment of an intelligent brain-actuated device cannot
simply be based on the BCI performance. As illustrated by the results achieved in
task 2, our approach makes it possible for subject 1 to drive along complex paths
once he was “free” to concentrate on the task, as he did not need to inform the
operator of the mental commands he intended to deliver to the wheelchair.
In this article we have demonstrated our approach with healthy subjects. However,
it is worth noting that our approach should also work for disabled people since it
is based on an individual calibration. This calibration procedure, which is common
to all users, selects user-specific features that are relevant and stable. In addition,
the approach is not based on a fixed set of mental tasks, but subjects can choose
those tasks they feel more comfortable with and yield EEG patterns that are more
discriminant among themselves.
This discussion brings up a critical issue of a BCI, namely training. Several groups
have demonstrated that subjects can learn to control their brain activity through
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appropriate, but lengthy, training in order to generate fixed EEG patterns that the
BCI transforms into external actions (Birbaumer et al., 1999; Wolpaw and Mc-
Farland, 2004). In this case the subject is trained over several months to modify
the amplitude of their EEG signals following bio-feedback approaches. Contrarily,
we follow a mutual learning process to facilitate and accelerate the user’s training
period. Subjects still need to learn to modulate their EEG but not all the training
burden is on their shoulders-the use of statistical machine learning facilitates the
selection of relevant, stable EEG features and the design of optimal classifiers. As
shown for the experiments in task 1, subjects can control the wheelchair since the
first day with a performance significantly better than a random BCI.
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Table 1
LDA train-test classification accuracies on the configuration (B1+B2+B3)-B4 using the
selected features for each subject.
Subject Train Test
1 59.0% 54.7%
2 85.0% 61.2%
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Table 2
Percentage of local goals reached (subgoals), average BCI classification accuracy and av-
erage shared control accuracy over the 7 path stretches.
Subject Criterion Session Path Stretch
F1 R1 SD1 L SD2 R2 F2
1 100 100 100 70 100 57 100
2 100 100 100 90 100 100 100
Subgoals (%) 3 100 100 100 50 100 100 100
4 100 100 100 100 100 100 100
5 100 90 100 89 100 88 100
1
1 18/45 73/62 20/40 62/50 18/33 53/47 23/67
BCI / 2 22/52 73/70 26/53 57/55 20/58 68/67 19/58
Shared Control 3 34/62 70/59 22/46 42/37 15/78 69/63 29/85
Accuracy (%) 4 28/55 70/63 22/66 54/51 16/57 69/64 25/68
5 33/62 56/51 29/62 53/52 29/63 56/47 30/75
1 100 10 100 100 100 100 100
2 100 100 100 90 100 89 100
Subgoals (%) 3 100 100 100 40 100 100 100
4 100 80 100 88 100 100 100
5 100 100 100 50 100 100 100
2
1 40/61 29/29 17/42 89/89 25/83 61/68 36/50
BCI / 2 33/41 71/68 40/62 57/59 26/48 66/65 35/61
Shared Control 3 40/55 77/75 40/57 38/37 26/56 73/67 48/70
Accuracy (%) 4 38/46 62/63 46/62 49/53 38/48 77/77 35/61
5 31/42 65/63 27/43 48/39 27/43 77/74 24/54
Random Subgoals (%) - 100 16 100 6 100 100 100
18
Table 3
Inter-trial differences in performance: subject 1, session 4.
Trial Stretch BCI Acc. Shared control Acc. Wheelchair Behavior
2 R1 92% 67% Right
R2 48% 68% Right
8 R1 65% 76% Right
R2 74% 53% Right
Figure 1. Left: monitor display in a first person view from the Start. The white cursor at the
center is the fixation point. The rectangle at the bottom is the simulated wheelchair. Right:
top view of the simulated world and the pre-specified path.
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Figure 2. Electrode discrimination index values De (see Sect. 2.3.2) for the selected fre-
quencies for each subject, and the associated scalp distribution of the averaged logarithmic
transform of the power spectral density, Log(PSDe), for each class. For subject 1, De is
higher at left temporal, central and right occipital areas. For subject 2, at 10 Hz it is higher at
right centro-parietal areas, and at 12 and 14 Hz it is higher at bilateral parietal areas. These
areas correspond with those where the differences between the averaged Log(PSDe) pat-
terns associated to each mental task is the biggest.
Figure 3. Architecture of the brain-actuated wheelchair.
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Figure 4. Principle of context estimator. With a laser range scanner, a set of regions that
provide safe manoeuvrable openings in the environment is detected. The figure shows how
the region to the left and the one in front of the wheelchair are detected as openings.
Figure 5. Extracting user intent from the context in function of the wheelchair orientation.
Four quadrants are shown, representing a situation in which possible directions are arranged
orthogonal. The inner circle shows the probability of a Right command, the middle circle
the probability of a Left command and the outer circle the probability of a Forward com-
mand.
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Figure 6. Top view of the random paths in Task 2. Trial 1 placed in upper row, first column.
Trial 10 placed in second row, last column.
Figure 7. Top view of the world and the path stretches. Stretches F1 and F2 were labelled
as Forward, R1 and R2 labelled as Right, L labelled as Left, and SD1 and SD2 labelled
as strategy dependent. The subjects can go through SD1 by means of two strategies, either
executing Forward or executing Right followed by Left. Through SD2, subjects can execute
either Forward or Left followed by Right.
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Figure 8. Percentage of reached final goals over sessions. The time elapsed between ses-
sions was: 1 day between sessions 1 and 2, 2 months between sessions 2 and 3, 1 hour
between sessions 3 and 4, and 1 day between sessions 4 and 5.
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J. Philips, J. del R.Milla´n, G. Vanacker, E. Lew, F. Gala´n, P.W. Ferrez, H. Van Brussel,
and M. Nuttin. Adaptive shared control of a brain-actuated simulated wheelchair. In
Proceedings of the 10th International Conference on Rehabilitation Robotics, ICORR
2007, Noordwijk, The Netherlands, 2007.
Resum
La utilitzacio´ de te`cniques de control compartit han tingut un gran impacte en el rendi-
ment d’un assistent robo`tic controlat mitjanc¸ant senyals cerebrals humanes. Tanmateix,
aquest control compartit assisteix d’una manera constant i ide`ntica en cada moment. L’ac-
tuacio´ d’un nivell adaptatiu d’assiste`ncia complementant les capacitats de l’usuari seria
me´s apropiat. En aquest escenari, a millor rendiment de l’usuari menor assiste`ncia seria
proporcionada pel control compartit i viceversa. Per tal de desenvolupar aquest concepte
e´s necessari inferir quan i de quina manera l’usuari necessita assiste`ncia. Un cop detec-
tada la necessitat d’assiste`ncia, un comportament assistent apropiat d’acord a una situacio´
especı´fica seria activat.
Aquest article presenta un sistema de control compartit adaptatiu per assistir a un usuari
d’una interfı´cie cerebral en la conduccio´ d’una cadira de rodes virtual. Com me´s dificultats
tingui l’usuari per conduir la cadira, me´s assiste`ncia sera` proporcionada. Resultats expe-
rimentals amb 2 subjectes mostren l’increment del rendiment en la conduccio´ de la cadira
utilitzant el sistema de control compartit proposat.
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Adaptive Shared Control of a Brain-Actuated Simulated Wheelchair
Johan Philips, Jose´ del R. Milla´n, Gerolf Vanacker, Eileen Lew, Ferran Gala´n,
Pierre W. Ferrez, Hendrik Van Brussel and Marnix Nuttin
Abstract— The use of shared control techniques has a
profound impact on the performance of a robotic assistant
controlled by human brain signals. However, this shared control
usually provides assistance to the user in a constant and
identical manner each time. Creating an adaptive level of
assistance, thereby complementing the user’s capabilities at any
moment, would be more appropriate. The better the user can
do by himself, the less assistance he receives from the shared
control system; and vice versa. In order to do this, we need
to be able to detect when and in what way the user needs
assistance. An appropriate assisting behaviour would then be
activated for the time the user requires help, thereby adapting
the level of assistance to the specific situation. This paper
presents such a system, helping a brain-computer interface
(BCI) subject perform goal-directed navigation of a simulated
wheelchair in an adaptive manner. Whenever the subject has
more difficulties in driving the wheelchair, more assistance will
be given. Experimental results of two subjects show that this
adaptive shared control increases the task performance. Also,
it shows that a subject with a lower BCI performance has
more need for extra assistance in difficult situations, such as
manoeuvring in a narrow corridor.
I. INTRODUCTION
Nowadays, most people who are paraplegic or have an-
other physical impairment at the lower limbs can be provided
with a fair amount of mobility and independence through the
use of an ordinary wheelchair, either manual or electrical.
However, the use of such a mechanical device cannot provide
aid to all people. Imagine someone with an uncontrollable
tremor in his hand or arm trying his best to make a
safe passage through a narrow corridor using an electrical
wheelchair. For those people an intelligent controller inside
the wheelchair together with range sensors, detecting nearby
obstacles, could solve many of problems [1]. Theoretically,
the person could then switch on this controller and it would
autonomously drive the wheelchair through the corridor,
while avoiding all obstacles. Though this might be appro-
priate for other applications, the wheelchair user loses the
feeling of continuous control. This loss of independence is
undesirable and therefore, shared control between the user
and the controller is more suitable in these cases. There have
been promising results in this field recently, where the shared
control system estimates the user’s intention and provides aid
accordingly [2], [3].
Nevertheless, there are still people who cannot directly
benefit from this technology due to their severe physical
impairment. Tetraplegics, whose paralysis prevents them
This work is supported by the European IST Programme FET Project
FP6-003758. This paper only reflects the authors’ views and funding
agencies are not liable for any use that may be made of the information
contained herein.
Fig. 1. The subject wearing an electroencephalogram (EEG) sensor cap
is manoeuvring the robot wheelchair Sharioto through a natural indoor
environment. The electrodes on the sensor cap are connected to the BCI
system through an analogue to digital converter and amplifier.
from using an ordinary joystick of an electrical wheelchair
by hand or patients with locked-in syndrome, require other
technologies. Examples are the chin joysticks, which can
be mounted on the wheelchair, or the eye and gaze track-
ing techniques [4]. Another promising technology is brain-
computer interface (BCI) control of a mechanical device.
Although the idea of mentally controlling a common
apparatus is certainly appealing, the complexity of an ev-
eryday environment increases the difficulty to design a
robust system, capable of coping with such a complexity.
Nevertheless, more recently, there seems to be an increase in
the research done on non-invasive brain-computer interfaces.
The key motivation of this research is to provide aid for
people whose impairment is so severe that current solutions
are not suitable. BCI control could offer them a way to
improve their communication, increase their mobility and
independence again. Typical applications would be spelling
devices, prostheses and mobility aids, such as a wheelchair.
More recently, in the MAIA project 1 the asynchronous
IDIAP BCI [5] has been integrated with the intelligent
wheelchair Sharioto of the KU Leuven [6] to allow a person
to continuously drive it in natural environments, as shown
in Figure 1. This brain-actuated wheelchair incorporates the
advances in adaptive shared autonomy, on-line adaptation,
as well as the on-line use of both high frequency bands and
estimated local field potentials [7], four of the achievements
of the MAIA project.
This paper presents this adaptive shared control system
for the BCI controlled wheelchair where several behaviours
are enabled simultaneously and will be activated only when
the user is in need of them. In this paper, we will focus on
these aspects that have been tested in simulation in order to
evaluate the proposed approach. The use of shared control
techniques has a profound impact on the performance during
BCI control of a robotic assistant [8]. Yet, most of the time,
shared control techniques assist the user in a constant and
identical manner every time. In other words, the level of
assistance is constant.
A next step in the development of shared control tech-
niques would be to make the robot’s assistance level adaptive
so as to complement the user’s capabilities at any moment.
The better the user can do by himself, the less assistance he
receives from the shared control system; and vice versa. In
this way, the user remains in maximal control of the brain-
actuated robot, which is considered to be desirable for people
in need of such systems [1]. To implement this principle, it
is necessary for the shared control module to detect when
and in what way the user needs assistance. An appropriate
assisting behaviour would then be activated for the time
that the user needs help. In other words, the system should
be able to constantly adapt the level of assistance to the
specific situation. More assistance when the user needs it,
less when the user is sufficiently capable of controlling the
robot himself.
In the experiment presented in this paper, we tested this
concept of adaptive shared control by introducing three
levels of assistance which are activated only when the user
needs them. The first two, collision avoidance and obstacle
avoidance, prevent the user from colliding with obstacles.
The third level of assistance is called orientation recovery
and will be triggered whenever the user has difficulties in
driving the wheelchair towards the goal.
In this case, however, rather than choosing one of them,
all behaviours are enabled, but they will only be active if
their respective assisting behaviour is required. Therefore,
the user has complete control over the wheelchair until he
or she requires assistance. The goal of this experiment is
to indicate the need for such an adaptive shared control as
well as the benefits the user will gain from it. This paper
1MAIA or Mental Augmentation through Determination of Intended
Action, is a EU STREP IST project (6th FWP). The coordination is done by
IDIAP, Martigny, Switzerland and other partners are Katholieke Universiteit
Leuven (B), University Hospital of Geneva (CH), Fondazione Santa Lucia-
Rome (I) and Helsinki University of Technology (F). More information can
be found on http://www.maia-project.org
Fig. 2. Diagram of how a mental steering command is integrated in the
shared control system and eventually converted into motor signals. Shown
here, the user’s mental task corresponds to moving the wheelchair left. In
this case, obstacle avoidance is the winning behaviour and adjusts the (v, ω)
velocities to prevent collision.
focuses on the shared control framework, rather than on the
BCI itself.
II. APPROACH
A. Brain-Computer Interface
The mental commands are obtained from a BCI based
on non-invasive electroencephalogram (EEG) signals. These
signals are measured by placing electrodes on the scalp,
after preparing the scalp area by applying a conductive
gel to reduce impedance. The electrodes are part of the
EEG cap, worn by the subjects. The measured EEG signals
represent an electrical signal (post-synaptic potentials) from
a large number of neurons. An amplifier is connected to the
electrodes on the EEG cap to amplify the voltage signal. The
resulting signal is filtered by a high-pass filter and a low-pass
filter. Finally, the signal is sent through an analogue to digital
converter. EEG potentials were recorded at 512Hz with 64
electrodes covering the whole scalp. An example of such a
configuration is depicted in Figure 1.
There are three possible discrete mental steering com-
mands: Forward, Left and Right. An asynchronous BCI,
which responds every 0.5 seconds, sends a probability dis-
tribution over the three mental commands to the shared
control system. This probability distribution is estimated by
a statistical Gaussian classifier that takes as inputs samples
made of the power spectrum density, computed over the
last second, at several frequency bands for a number of
channels. Frequency bands and channels were individually
selected using feature selection techniques, yielding 4 bands
(from 8 − 14Hz to 192 − 208Hz) and 4 to 8 electrodes per
experimental subject. Details of the BCI and the statistical
classifier can be found in [5], [7], [9].
B. Shared control
The estimated probability distribution is sent from the BCI
system to the shared control system, which translates these
probabilities to proper joystick-like input values, represented
by a translational (v) and rotational (ω) velocity. The steering
command with the highest probability is considered the
user’s current steering intent and used further on as input.
This steering command will result in the proper motion of the
wheelchair. Issuing a Forward command, i.e. the probability
of Forward was higher than the probability of Left and the
probability of Right, results in an increase of the translational
velocity v. Left and right steering commands represent the
user’s intent to rotate the wheelchair and decrease or increase
the rotational velocity ω, depending on the direction. After
sending a Forward command, it is maintained for some
time, to provide a smoother motion of the wheelchair and
avoiding the need to reissue the same command every 0.5
seconds. If the user sends a Left or Right command during
this time, the resulting joystick input will be a combination
of an positive translational velocity and, depending on the
direction, a positive or negative rotational velocity.
Instead of directly executing the user’s steering commands,
the shared control system evaluates the situation. The current
environment, registered through a laser scanner, is taken into
account. All assisting behaviours have an appropriateness
level. Given the environmental information, each behaviour
calculates its appropriateness. The shared control system
then applies winner-takes-all to determine which behaviour
it activates. For example, if the user steers too close to
an obstacle, an avoidance behaviour of the shared control
system will be activated to prevent collision.
A diagram of the translation from mental steering com-
mand to actual motor signals is shown in Figure 2. In this
case, the actual steering command is adjusted by obstacle
avoidance to prevent collision with nearby obstacles.
C. Adaptive levels of assistance
The shared control framework we propose here introduces
three levels of assistance, named respectively A0, A1 and
A2, which are only activated when the user requires them.
The first two, collision avoidance and obstacle avoidance,
will be activated near obstacles to prevent collisions. A third
level of assistance, called orientation recovery, will trigger
whenever the user’s direction is misaligned too much with
respect to the goal direction.
1) A0 - collision avoidance: The collision avoidance acts
as an emergency stop. If the user steers the wheelchair too
close to an obstacle, this behaviour decreases the translational
velocity until the wheelchair comes to a full stop. The laser
scanner, in front of the wheelchair, is used to determine
the activation of this behaviour. The activation threshold
in this experiment was set at 0.4m. If the system detects
obstacles within this threshold, the appropriateness level of
this behaviour is high, otherwise it is low.
2) A1 - obstacle avoidance: Unlike the previous be-
haviour, obstacle avoidance calculates a proper (v, ω) pair
to steer the wheelchair away from the obstacle. During
Fig. 3. The orientation recovery behaviour. If the angle between the current
orientation of the wheelchair and the goal direction, given by α, reaches a
certain threshold, the behaviour will correct the orientation as follows: first,
the wheelchair will be rotated over a certain angle, given by β, in order to
scan for valid openings; secondly the opening with a direction closest to
the goal direction is chosen; finally the wheelchair will center its direction
towards the chosen opening direction. In this case the direction of opening
O2 is closest to the goal direction and is chosen, even though the larger
opening more south, O1, is a valid opening.
calculation the input of the user and the environment itself
are taken into account, to assist appropriately. The activation
threshold of this behaviour is set at 0.5m. Details of the both
avoidance algorithms, A0 and A1, can be found in [10].
3) A2 - orientation recovery: The orientation recovery
algorithm corrects the orientation of the wheelchair if it
is too misaligned with respect to the goal orientation. Fig-
ure 3 illustrates this behaviour. The rectangle represents the
wheelchair with its current orientation towards the south east.
If in this case the user keeps turning right, the angle α, which
measures the angle between the current orientation of the
wheelchair and the goal direction, will increase. Whenever
α reaches a certain threshold, in this experiment set at 105
degrees, orientation recovery will be activated.
First, the direction, in which the wheelchair needs to turn
to realign with the goal direction, is calculated. Depending on
the current orientation of the robot and the goal orientation,
the shortest path is chosen. In Figure 3, the desired direction
is left. In the next step the algorithm calculates the best
nearby opening. Best in this case is defined as having an
orientation closest to the goal direction. A candidate opening
is a set of consecutive distance measurements of a scan,
which are larger than some threshold. If the width of the
opening is larger than the width of the robot increased with
a safety margin, the opening is considered as valid for the
robot to pass through safely. Because no global map is used,
it is necessary to scan through the environment for openings
in order to determine the best one. If a global map would
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Fig. 4. The environment in which the experiment was performed. The
trajectory of the wheelchair during the session is depicted as a sequence of
squares.
be used, the best opening will be known at all times without
needing to rotate the robot.
The algorithm rotates the wheelchair around its axis for
a certain amount of degrees, given by the angle β. In this
experiment β was set at 150 degrees. At each step, the
laser scanner will scan for 180 degrees in front of the robot
and for each of the 180 measurements the distance to the
closest obstacle is given. Using these scan data, openings
are calculated. In Figure 3, O1 and O2 are considered
valid openings for the first step. During the rotation all the
other valid openings are also stored. Each valid opening
has an orientation, relative to the wheelchair. Out of all the
candidate openings, the one with an orientation closest to
the goal direction is chosen. If no openings were found, the
search radius is widened, by increasing the angle β.
Finally, the robot will be rotated towards the selected
opening. The direction to turn towards is recalculated to
ensure the shortest angle is chosen.
III. EXPERIMENTS AND RESULTS
A. Setup
Experiments were carried out in a simulated environment
by two healthy voluntary subjects. In two half days, the two
subjects were asked to control the simulated wheelchair and
drive it through the environment from the starting position
at the bottom to a goal region at the top as depicted in
Figure 4. The sequence of squares represents the trajectory
of the simulated wheelchair during one of such sessions. The
position is given in meters on each axis. Each subject had
one half of the day to perform several sessions. Subject 1 did
9 sessions in the morning, while subject 2 did 10 in the after-
noon. Both subjects had already experience with controlling
the simulated wheelchair by BCI commands. Before each
session, the level of assistance of the shared control system
was set to either enable or disable the orientation recovery
behaviour to establish the need for such a behaviour.
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Fig. 5. The left trajectory is from a session of subject 1 and the right one
is from a session of subject 2. In both cases orientation recovery is disabled.
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Fig. 6. At the left, orientation recovery is disabled and at the right it is
enabled. Both trajectories are executed by subject 1.
B. Experiment
The idea of the experiment was to test the need for
the orientation recovery behaviour (A2), providing more
assistance when the user needs it. During the whole session
the two avoidance behaviours were enabled, to prevent col-
lisions with any obstacles. Although they were enabled, the
behaviours only actively intervened when the user moved too
close to an obstacle. The need for the additional orientation
recovery behaviour can be expressed in the difference in
performance between sessions where A2 was enabled and
sessions where it was not. Performance criteria were distance
of the trajectory and elapsed time to reach the goal region.
Besides these two criteria, the BCI performance and the
number of times A2 is needed were compared to see if there
might be any correlation.
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Fig. 7. Box plots and averages of travelled distance with respect to different
session types.
C. Results
During the experiment, data were logged on different
levels. First of all, the incoming mental commands, sent
by the BCI classifier, together with the user’s intent were
saved. Also, the total time spent and total amount of distance
travelled in each session was logged. The activation of the
different levels of assistance was also stored, to be able to
calculate the percentage of activation of orientation recovery
in the sessions where it was enabled. Finally, the wheelchair’s
position and orientation were logged to make a plot of the
trajectory, such as the one shown in Figure 4, and to calculate
the need of A2 in the sessions where it was disabled.
1) Distance: For both subject 1 and subject 2, the sessions
where orientation recovery was enabled are executed with a
lower total amount of travelled distance. Figure 5 shows that
both subjects do make some loops when A2 is disabled (7
on 4 sessions and 6 on 6 sessions, respectively). Thus, ori-
entation recovery could definitely help here. Figure 6 shows
the difference in turns between sessions where orientation
recovery is turned off and a session where it is turned on.
Both trajectories were executed by subject 1.
In Figure 7(a) the data on the distance is plotted in several
box plots and below, in Figure 7(b), the averages are plotted
with their respective standard deviations. For each subject,
Figure 7 shows an overall statistic over all his or her sessions,
a plot of the sessions without A2 and a plot for the ones with
A2 enabled.
First of all, it seems that subject 2 performed much better
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Fig. 8. Box plots and averages of elapsed time with respect to different
session types.
than subject 1 (with an average of 60.57m versus 69.23m for
subject 1). This is explained by a better BCI performance,
measured by the percentage of correctly classified steering
commands, (58.10% versus 53.69% for subject 1) as well
as a better driving strategy: subject 1 took wider turns and
switched slowly between BCI commands, while subject 2
took sharp turns and was able to switch faster.
Secondly, the standard deviation of the average distances
between the different sessions where A2 is turned on, and
the interquartile distances in the box plots are also smaller
than the ones between the sessions where it is turned off.
When the user is doing really bad and no orientation recovery
is turned on, many loops will occur and the distance will
be much larger. However, if the agent is turned on, the
performance of the user is more constant, because the agent
reorients the wheelchair, whenever it is off course.
It is also noticeable that, even though subject 2 seems
to have a better overall performance than subject 1, he
still performs better with the orientation recovery behaviour
turned on, than without it.
To conclude we could state that regarding distance trav-
elled, A2 is a benefit. Inexperienced users will travel much
less distance and the behaviour will be frequently active.
Experienced users, although they might not need it all the
time, can still rely on orientation recovery to help them in the
few cases they do make a wrong turn (due to concentration
problems or fatigue, for instance).
TABLE I
AVERAGE BCI PERFORMANCE OF BOTH SUBJECTS COMPARED WITH
THE AVERAGE NUMBER OF TIMES THEY NEEDED A2
Subject BCI Performance #A2 needed
1 53.69% 5
2 58.10% 1.7
2) Time: The elapsed time is also reduced, on average,
although the difference is smaller than the difference with
respect to distance travelled (see Figure 8). This is due to
the fact that the orientation recovery agent needs to scan
the environment, looking for the most suitable opening to
reorient the wheelchair towards. While A2 scans through the
local environment, by rotating the wheelchair, time is lost.
Overall, there is still a noticeable difference between the
sessions where orientation recovery was enabled, and where
it was not. By activating A2, loops cannot occur. Not only
the travelled distance but also the elapsed time decreases
significantly by preventing loops.
3) The need for A2: Finally, if we compare, on average,
the need for A2 (i.e. the number of times A2 could have
helped by reorienting but was disabled or did help by
reorienting when it was enabled) with the BCI performance
for both subject 1 and subject 2, we can see that with a
higher BCI performance the number of times A2 was active
or could have been active is lower than with a lower BCI
performance. This can be seen in Table I. An experienced
user has less need for A2 than an inexperienced one.
IV. CONCLUSIONS AND FUTURE WORK
We have shown that the use of an adaptive level of
assistance increases the task performance. The assisting
behaviours will only be activated when the user requires as-
sistance and depending on the situation, the proper behaviour
is activated. By introducing this adaptivity, the users remain
in maximal control. An inexperienced user will receive more
assistance than an experienced one. If, after some time,
the performance of the user has improved, the assisting
behaviours will be activated less.
In the experiment we showed the travelled distance and
elapsed time of a session decreased while orientation re-
covery was active, resulting in an increase of the task
performance. Also the need for this behaviour was given.
It can be beneficial for both inexperienced and experienced
users. The former will have a much shorter trajectory due
to a frequently active A2 behaviour and the latter, although
it might not always be required, can still rely on orientation
recovery. In the few cases they do make a wrong turn, the
A2 behaviour can also assist them.
A weak point of the proposed approach are the fixed
activation levels, which do not integrate the user’s experience
or performance. The behaviour will always be activated
when the activation threshold is reached, even though an
experienced user might still be able to recover from this
disorientation on his own.
We could increase the performance if we could build
a model of the user at runtime and estimate the level of
experience to determine the thresholds when the behaviour
should be activated or not.
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Resum
Controlar un dispositiu robo`tic utilitzant senyals cerebrals humanes e´s una tasca interessant
i desafiant. El dispositiu pot ser complicat de controlar i la natura no estaciona`ria dels
senyals cerebrals proporciona entrades inestables. Utilitzant algorismes intel·ligents de
processament adaptats a la tasca es pot incrementar el rendiment del control del dispositiu
en qu¨estio´.
Aquest article introdueix un sistema de control compartit que assisteix a un usuari d’una
interfı´cie cerebral en la conduccio´ d’una cadira de rodes. La intencio´ direccional de l’usu-
ari e´s estimada mitjanc¸ant l’electroencefalograma (EEG) i introduı¨da al sistema de control
compartit abans de ser enviada als agents motrius de la cadira. Resultats experimentals
mostren la possibilitat d’augmentar noto`riament el rendiment en la conduccio´ quan el sis-
tema de control compartit e´s utilitzat. Aquests resultats s’han obtingut amb 2 subjectes
sans novells durant el seu primer dia d’entrenament amb la cadira de rodes.
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Controlling a robotic device by using human brain signals is an interesting and challenging task. The device may be complicated to
control and the nonstationary nature of the brain signals provides for a rather unstable input. With the use of intelligent processing
algorithms adapted to the task at hand, however, the performance can be increased. This paper introduces a shared control system
that helps the subject in driving an intelligent wheelchair with a noninvasive brain interface. The subject’s steering intentions are
estimated from electroencephalogram (EEG) signals and passed through to the shared control system before being sent to the
wheelchair motors. Experimental results show a possibility for significant improvement in the overall driving performance when
using the shared control system compared to driving without it. These results have been obtained with 2 healthy subjects during
their first day of training with the brain-actuated wheelchair.
Copyright © 2007 Gerolf Vanacker et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTRODUCTION
The continuing progress in the research for noninvasive
BCI classification systems gives rise to a wealth of po-
tential practical applications. The prospect of humans in-
terfacing the mechanical world through brain-coupled de-
vices and thereby controlling everyday machines through
the process of mere thought is certainly an appealing one
as discussed in [1–3]. A promising class of applications
are those concerning assistive devices for people with seri-
ous impairments. The classical interfaces that disabled peo-
ple commonly used to control or manipulate an assistive
device typically require the patient to have adequate con-
trol over one or more physical components of his or her
body. Typically, that would be one of the limbs: an arm,
hand, or finger. Bioprosthetic systems that are controlled di-
rectly through brain signals on the other hand could provide
for a more natural extention of human capabilities. Espe-
cially in the case where the patient is completely paralysed,
this technology may provide for the only possible way for
him/her to gain control over basic aspects of his/her daily
life.
Amongst these, the ability to control the personal mobil-
ity is generally considered an important one. The reduction
in mobility that many people experience, due to various im-
pairments or simply due to the eﬀects of ageing, often has a
profound impact on the person’s independence, social activ-
ity, and self-esteem. For many people suﬀering from a diverse
range of impairments, the primary device that could provide
for that mobility is the electrical wheelchair. It is worth not-
ing, however, that in case of locked-in patients their highest
priority is not mobility. Still, learning how to make it pos-
sible to drive complex devices such a wheelchair will also
lead to better communication and domotic tools. Many pa-
tients, however, do not have the ability to exercise the de-
manding fine control that wheelchair steering requires, even
with an input device capable of communicating a high level
of detail, such as the classical joystick. Problems regarding
not only the physical inability to accurately manipulate the
joystick, but also a reduced kinematical and dynamical in-
sight in the wheelchair motion regularly occur, as was seen
in earlier work [4]. Therefore, the prospect of wheelchair
control through a brain-coupled control interface, which is
in general less reliable than a classical interface, may seem a
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Figure 1: A subject controlling our robotic platform Sharioto in
a natural indoor environment through noninvase EEG. Visible are
the sensors of the platform: a laser range scanner in front and sonar
sensors all around.
remote one. Nevertheless, recent results have shown the fea-
sibility of such brain-actuated wheelchairs; see Figure 1 and
[1].
Over the past years, important advances in research con-
cerning shared control techniques have been made, as may be
seen in [4–7]. Shared control systems typically feature one or
more intelligent algorithms that aim at assisting the human
to execute some task at hand. Both human(s) and intelligent
controller(s) then share the control over a device whereby
each of the actors may exercise influence through the ma-
nipulation of some control variables. Together, through co-
operative behavior, they aim at completing the task in a way
which is hoped to be superior to the situation where only
a single actor is in control. In the specific case of assisted
wheelchair driving, the actors are the patient and an intel-
ligent controller. The variables to be shared are the trans-
lational and rotational velocity of the robot (v,ω). Also, in
this class of applications, the human typically has supervisory
control, meaning that it is him or her that defines the global
plan that has to be executed. The other actors then need to
adopt this plan and cooperate accordingly. Furthermore, an
intelligent actor cooperating in a shared control system that
is designed to operate with a brain computer interface (BCI)
as the human input needs to accommodate for the specific
properties that this particular input has.
This paper presents a shared control system for use
with a brain computer interface (BCI). The intelligent con-
troller is designed to filter out the possible erroneous mental
commands inferred by the BCI from noninvasive electroen-
cephalogram (EEG) signals. It estimates the environmental
context and uses that to detect illogical steering signals, ac-
cording to the intention—the global plan—the human has.
In the proposed framework, the patient has continuous con-
trol over the wheelchair, parallel to classical joystick control.
This allows for a more natural interaction with the robotic
assistant, as well as fine motion control. The organization of
this paper is as follows. In Section 2, we will briefly discuss re-
lated work in shared control techniques for wheelchair nav-
igation. Section 3 introduces our new shared control system
based on context estimation and signal filtering. In Section
4, we then present experimental results that validate this ap-
proach. Finally, Sections 5 and 6 present, respectively, a dis-
cussion of the results and the general conclusions of this
work.
The brain-actuated wheelchair described in this paper is
an extension of the brain-actuated mobile robot developed
by Milla´n et al. [1]. In this paper, we focus on the main inno-
vation of such first prototype, namely, novel features of the
shared control framework specifically designed to work with
a BCI. Details of the BCI can be found in [1].
2. RELATEDWORK
In the past years, a fair number of research groups have ven-
tured into the search for shared control techniques in order
to provide assistance to patients as they experience problems
when driving an electrical wheelchair. Because of the many
diﬀerent types of manoeuvres that may induce driving prob-
lems, for example, driving through a door, obstacle avoid-
ance, driving in a small corridor, docking at a table and oth-
ers, diﬀerent algorithms have been developed to cope with
these specific situations. This led to the fact that most of the
existing approaches focus on the development and selection
of such discretemodes. Roughly speaking, onemay divide the
approaches in those that require the user to explicitly choose
the mode [8–12] on the one hand and those that provide
automatic—implicit—mode changes based on an interpre-
tation of the surroundings and the user input [6, 7, 13, 14].
Not only the latter group of approaches provide for a
more natural interaction between patient and robot, but au-
tomatic mode changes are also necessary for a group of pa-
tients that are physically unable to communicate their choice
on the provided interface. Consider, for example, an array of
buttons, each of which activates another assistance mode. A
patient suﬀering from, for instance, multiple sclerosis might
experience large diﬃculties to accurately reach and press the
wanted button. The central problem in these implicit ap-
proaches therefore is the question: “What is the user’s inten-
tion?” [6, 7]. Research addressing that question is performed
at the Mobile Learning Robot (MLR) research group of the
Department of Mechanical Engineering at the K. U. Leu-
ven.1 Another approach centres on establishing a relation be-
tween the steering commands that a capable able-bodied user
would give—the so-called reference signals—and the signals
of the specific patient, given the same situation and the same
global intention, introduced in [5]. Knowledge over both al-
lows for a conversion of the less than optimal patient steering
signals to the optimal reference signals, thereby filtering out
the steering handicap.
A similar technique filtering may be used to improve the
driving performance of a BCI-controlled wheelchair, keep-
ing in mind the specifics of this particular interface. In
1 http://www.mech.kuleuven.be/mlr.
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comparison with the classical analog joystick, as used in [5],
the BCI input generally has a limited resolution and higher
uncertainty.
3. APPROACH
This paper presents an assistive algorithm specifically de-
signed to help a BCI subject navigate an electrical wheelchair
in an everyday environment. It uses an estimate of the en-
vironmental context to build a probability distribution over
the possible steering commands and uses that information
to “filter” out possible erroneous user signals. The hypoth-
esis is that with this assistance, the overall driving perfor-
mance will improve, especially for “novel” subjects, that is,
subjects with little or no former experience in BCI con-
trol. Figure 2 illustrates the general architecture of the brain-
actuated wheelchair.
3.1. BCI-generated commands and interpretation
The nature of BCI-classifiedmental commands, generated by
the subject to indicate some desired movement is quite dif-
ferent from those generated by a continuous joystick. First
and foremost, there is an important reduction in resolution
due to the limited amount of diﬀerent mental commands
that a BCI classifier can reliably discern. As a consequence, a
command-to-movement scheme must be adopted which en-
sures that smooth motion will result from these discrete in-
put signals. The EEG classifier system used in this work (see
[1]) is able to distinguish three discrete commands that may
express the need for movement into a certain direction. The
steering signals that the classifier outputs consist of a prob-
ability distribution over these three discrete steering com-
mands: Forward, Left, and Right. In order to provide intuitive
control, we would like to enable the patient to exercise veloc-
ity control over the platform, so the probability distribution
expresses the BCI’s belief about the intent of the user to alter
the current velocity of the wheelchair. Forwardmeans that the
translational speed v should be increased or maintained—
when the maximum speed is already reached. A Left or Right
signal means that the user intends to rotate the wheelchair in
the respective direction, thus increasing or decreasing the ro-
tational velocity ω. Both velocities are superimposed, so that
a command to turn when the wheelchair is already moving
forward will result in a smoothly curved path.
To accommodate for smooth motion, the system main-
tains the translational speed for a number of seconds, so
that the human does not have to constantly generate Forward
commands when driving straight on. This also prevents the
robot from coming to a halt when taking turns. When for a
certain period no Forward command is issued, however, the
robot does eﬀectively stop. For similar reasons, a signal that
triggers a rotational command is only executed for a small
amount of time. This prevents that the platform keeps turn-
ing for too long and overshoots the direction in which the
subject intended to continue his travel.
3.2. Context
In typical everyday life, a wheelchair user may come to face
a large number of diﬀerent situations. The nature of a situ-
ation is primarily dependent on the environmental settings.
Together with the intention (the plan) of the user, this envi-
ronmental situation is part of the context in which the con-
troller needs to operate. The assistive system should be able
to provide help in as many of these contexts as possible. Be-
cause of the diﬀerent nature of each situation, the controller
should be able to detect the specific type of context at hand
automatically if it is to help the human in an appropriate
manner.
3.2.1. Estimating the context
For this work, context estimation was done by defining a gen-
eral, a priori-known user intention (smooth and eﬃcient for-
ward navigation through the environment) on the one hand
and a constant automatic estimation of the environmental
situation on the other hand. The situations were modelled
as the number and location of openings: wide, open spaces
to which the user might safely navigate. The principle is as
follows: suppose the wheelchair is approaching a crossroad,
as depicted in Figure 3. The laser scanner in front of the
wheelchair scans 180 degrees and senses the distance to the
environment for every degree. The algorithm then searches
for regions with consecutive scans for which the distance is
larger than a certain threshold T . This results in a number of
regions that qualify as candidates for an opening. Next, for
each of the resulting regions, the width of the opening O is
calculated:
O =
√
s21 + s
2
2 − 2s1s2 cos
(
t2 − t1
)
. (1)
This length is then compared to the physical dimensions
of the wheelchair (its width). If the length O exceeds the
wheelchair width augmented with a safety margin, the cor-
responding region is accepted as an opening. Its orienta-
tion with respect to the current wheelchair position is then
π/2− (t2 − t1)/2.
3.2.2. Extracting a belief in user actions
Each opening then represents a general direction in which
the user might opt to continue his travel. With this knowl-
edge about the current situation, a probability distribution
concerning the possible local user actions may be built. Note
that inferring these probabilities requires the knowledge of
the global intention of the human. In this case, it is sup-
posed that the user wishes to navigate safely and eﬃciently
through the environment without halting or going back-
wards. In other cases, a user might also wish to stop at certain
locations, or dock at particular places.
When the directions in which the robot can travel are or-
thogonal, as in Figure 3, we can summarize the environmen-
tal belief in four quadrants, as depicted in Figure 4. The fig-
ure shows how the regionsWest and North are deemed prob-
able navigation directions, as extracted from the environ-
ment (see Figure 3). The regions East and South, on the other
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Motors
Figure 2: A schematic diagram showing the flow of information in the system. On the left-hand side, environmental information from
the wheelchair’s sensors (the laser range scanner) feeds the contextual filter that builds a probability distribution over the possible (local)
user steering actions. On the right-hand side, the EEG data is fed into the BCI system that estimates the probability of the diﬀerent mental
commands. Both streams of information are combined to form a filtered estimate of the user’s steering intent which is eventually sent to the
wheelchair’s motors as explained in Section 3.1.
hand, are improbable (as the scanner sees a wall on the right
hand, and going backwards is also not probable given the in-
tention of smooth forward navigation). If the wheelchair is
oriented North, the controller attaches a probability of 0.5 to
Forward and Left. Penv(Right) is set to zero, because rotating
to the right would make the robot turn towards an obsta-
cle (the wall). The possibility of turning into the corridor to
the left is reflected in Penv(Left) = 0.5. If the wheelchair is
oriented 45 degrees North-West, Penv(Forward) has become
zero, while the possible commands now are Left and Right,
with equal probability, reflecting the belief that one of the or-
thogonal directions North or West should be chosen. When
the wheelchair is turning further towards West, Forward be-
comes possible again, and Penv(Right) stays constant while
Penv(Left) diminishes completely. At the boundary between
the probable directions and those that are improbable, the
controller attaches a maximum belief to those commands
that would keep the wheelchair in the half plane of high
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Figure 3: The principle of the context estimator. With a laser range
scanner, a set of regions is detected that provide safe manoeuvrable
openings in the environment. The number and location of these
openings, together with the intention of the human, then provides
the context. The figure shows how the region to the left and the one
in front of the robot are detected as openings.
probability. Between the above-described orientations, the
probabilities are interpolated linearly. This is depicted in
Figure 4 as the linearly changing transparency of the respec-
tive circle.
3.2.3. Combining the beliefs
The intelligent controller now needs to combine the signals
coming from the EEG classifier with the probability distribu-
tion generated from the environmental knowledge, so as to
get a better estimation of the user’s local steering intent. Dif-
ferent ways of combining the probabilities from EEG classi-
fier and environment may be chosen [15]. In this work, the
product operator was used, mainly because the classifier can
occasionally attribute a high probability to the wrong class,
and averaging the contributions of EEG classifier and envi-
ronment may still lead to a fairly high probability for a com-
mand that is in fact very unlikely. Using the product in this
case yields more likely combinations. The resulting probabil-
ity for a certain class C thus becomes
P(C) = PEEG(C) · Penv(C). (2)
From the resulting distribution, the command with the high-
est probability is selected and applied to the wheelchair mo-
tors.
N
S
EW
P(F) = 0
P(L) = 0
P(R) = 1
P(F) = 0.5
P(L) = 0
P(R) = 0.5
P(F) = 0
P(L) = 0.5
P(R) = 0.5
P(F) = 0.5
P(L) = 0.5
P(R) = 0 P(F) = 0
P(L) = 1
P(R) = 0
Figure 4: Extracting beliefs from the context in function of the
wheelchair orientation. Four quadrants are shown, representing a
situation in which possible directions are arranged orthogonal. The
inner circle shows the probability of a Right command, the middle
circle the probability of a Left command, and the outer circle the
probability of a Forward command.
Figure 5: A subject controlling an intelligent wheelchair in a sim-
ulated environment. Visible is the EEG sensor cap with the cables
that are connected to the BCI system and the computer that runs
the shared control system.
4. EXPERIMENTS AND RESULTS
4.1. Setup
Experiments were conducted with a commercially available
EEG system feeding the data to the BCI that estimates the
user’s mental commands. The classifier uses power spectrum
information computed from the EEG as its input and out-
puts the estimated probability distribution over the classes
Left, Forward, and Right at a rate of 2Hz. A second com-
puter running the shared control system is attached to the
classifier system and uses its output to control the wheelchair.
In this work, a simulated environment was used (mainly for
safety reasons) in which a wheelchair was modelled featuring
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Figure 6: The environment in which the experiments were performed. The wheelchair’s position is depicted as a small rectangle at consec-
utive time steps. Both the paths that the subjects were instructed to follow are shown. It is also worth noting that the initial orientation for
each of the paths is diﬀerent.
a laser range scanner in front capable of scanning 180 degrees
(1 scan for each degree) at 5Hz. The maximum range of
this scanner was fixed to 4.5m, in accordance with the real
physical scanner on our platform Sharioto. The wheelchair
was placed in the environment shown in Figure 6. The figure
also shows the two paths the subjects were asked to follow.
Figure 5 shows a subject during one of the sessions.
Furthermore, because of the inherent nonstationary na-
ture of EEG data, a mild form of online learning was used
in the EEG classifier system to continually track the subject’s
brain signals [16].
4.2. Experimental design
For the experiments, two able-bodied voluntary subjects
were asked to control the wheelchair for a large number of
sessions spanning over several days. This not only allowed
to test the performance of the proposed shared control sys-
tem, but also the evolution of the subject’s control with and
without filter. In between the sessions, the filter was occa-
sionally (de-)activated without the subject’s knowledge to in-
vestigate the eﬀects of mental model switches and phenom-
ena such as mode confusion [14]. Both subjects were novel
with respect to BCI control as well as control of an electrical
wheelchair. On the first day we asked the subjects to simply
control the wheelchair regardless of any goals in the map, al-
lowing them to get accustomed to using the system. On days
2 through 5, the subjects were instructed to follow a path
to reach a certain goal position (see Figure 6). While driv-
ing, the subject continuously expressed his/her intended di-
rection orally, allowing logging and comparison. When the
wheelchair came too close to an obstacle (a wall), obstacle
avoidance (OA, see [4] for details) was activated, to prevent
the robot from getting stuck. Finally, the subject was allowed
to take resting points while driving (simply because BCI con-
trol requires deep concentration which cannot be endured
for long periods).When the user calls out “stop,” the classifier
is paused and no new steering commands are generated. The
robot will continue the path it is currently following while the
shared control system (obstacle avoidance in this case) would
lead it safely away from obstacles, if necessary. For the inter-
pretation of the BCI commands, the following scheme was
used:
vinc = 0.5m/s,
ωinc = 0.2 rad/s,
vmax = 1m/s,
ωmax = 0.6 rad/s,
vnew =
{
max
{
vcurr + vinc, vmax
}
if δtv < 10 s,
0 if otherwise,
ωnew =
{
max
{
ωcurr ± ωinc,ωmax
}
if δtω < 1 s,
0 if otherwise,
(3)
where δtv and δtω are the number of seconds since the last
received command for, respectively, translational and rota-
tional motion.
4.3. Results
Data was gathered on two distinct levels. First, every com-
mand sent by the classifier was logged, as well as the intent of
the subject at that time. This allows to compare the output of
the classifier with the actual intention of the human on the
individual command level. Second, when driving towards the
goal position, global measures such as the total time needed,
the total distance travelled, and the percentage of the time
that obstacle avoidance was active were logged to quantify
task performance.
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Figure 7: The EEG classifier performance for days 1 and 5 for sub-
ject 1. The lower bar in each day depicts the performance when driv-
ing without filter, the upper one shows the performance for sessions
when filtering was active.
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Figure 8: The EEG classifier performance for all days for subject 2.
The left bar in each day depicts the performance when driving with-
out filter, the right one shows the performance for sessions when
filtering was active.
4.3.1. Individual command level
When comparing the number of times that the intended di-
rection (Forward, Left, Right) was deemed themost likely one
by the EEG classifier (attaching it the highest probability),
subject 1 showed an overall increase in performance over the
course of the five days (from 57.24% on day 1 to 63.98%
on day 5). It has to be noted in this respect that this sub-
ject was completely new to BCI control as well as wheelchair
control. The witnessed evolution may thus be attributed to
the human gradually learning to control the system. Sub-
ject 2 shows a similar improvement over the first days, from
46.61% on day 1 to 63.14% on day 3 (although performance
declines afterwards).
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Figure 9: The standard deviations on the EEG classifier perfor-
mance during the five days for subject 2; sessions with and without
filter are shown in green and red, respectively. We can see that the
subject shows a more constant performance over the sessions dur-
ing one day as his experience with controlling the system develops.
For both subjects the classifier performance is diﬀerent
when controlling with or without the environmental filter as
is visible in Figures 7 and 8. When the overall BCI perfor-
mance is rather bad, it is much better to drive with the fil-
ter (e.g., subject 1, day 1). On the other hand, when the BCI
performance is exceptionally good, driving with the shared
control systemmay make it worse (e.g., subject 1, day 5). It is
also worth mentioning that although subject 2 did not show
the same increase in average classifier performance over all
days (see Figure 8), he showed a steady improvement regard-
ing the standard deviation on the performance (depicted in
Figure 9). This reflects the gradually more constant driving
behavior of the subject, as his mental driving models become
more mature.
A similar picture is visible when we look at the actual
resulting number of correct decisions that were sent to the
wheelchair motors (the number of times that the speeds sent
to the motors were in accordance with the subject’s intent).
Without filtering, this number equals that of the “raw” clas-
sifier performance. When environmental filtering is used, we
get significantly more correct classifications if the EEG signal
in itself is rather bad, but we can see that if the BCI perfor-
mance gets very good (subject 1, day 5 and subject 2, day 2),
the filter may actually deteriorate the percentage of correctly
executed decisions (see Figures 10 and 11). We may conclude
that if there is ample room for improvement (because of a
bad EEG signal), the filter improves the situation. Whenever
the human (and classifier) perform very well, however, the
filter may actually hold back. However, the fact that the fil-
ter may impair the performance depends on the driving be-
havior of the subject, as can be seen in Figure 11, when we
compare day 2 with day 3. Both days show almost the same
performance without filter, but the performance with filter-
ing is diﬀerent. The diﬀerence may be attributed to a change
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Figure 10: The percentage of control variables (v,ω) that is in ac-
cordance with the human’s intention, for subject 1. On the left for
each day, we see the performance without environmental filtering.
On the right, the results when filtering is active. Also shown are the
standard deviations.
in driving behavior. In the detail of Figure 12, for instance, we
can see that the subject tries to turn 180 degrees in a corridor,
behavior which is not deemed likely by the filter (remem-
ber that the filter assumes the intention of smooth and eﬃ-
cient forward motion). Because it is not deemed likely, many
of the subject’s steering commands during this manoeu-
vre are filtered out, which explains the decrease in classifier
performance. During day 2 (from which Figure 12 was
taken), subject 2 supposedly was still exploring the details
of the driving model of the system with environmental filter
and hence he tried some steering that is incompatible with
the filtering assumptions. On day 3, manoeuvres as the one
shown in Figure 12 were less in number, supposedly because
themental model that the subject had of the systemwasmore
mature by then. All in all, Figure 10 shows that the filter keeps
the performance (on the individual command level) more or
less constant over all days, roughly between 61% and 69%, in
contrast with the more variable decision performance when
no filtering is used. Over all sessions and days, the environ-
mental filter improved the individual decision performance
with 7.25% for subject 1 and 7.70% for subject 2.
4.3.2. The task level
Interesting in itself, the results obtained on the individual
command level do not reflect the driving behavior. Even if the
speeds that are sent to the motors are on average very much
what the subject wants them to be, that does not necessar-
ily result in good driving behavior. Much more is involved
when controlling mobile robots such as the wheelchair. For
one, timing is critical. When the corner arrives, the steering
needs to be correct at that very moment, not just on average
over the whole session. Also, the human needs to have good
understanding of the kinematic and dynamical constraints of
the robot, to predict its movement and hence correctly time
the steering. To get a qualitative feeling of the typical driving
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Figure 11: The percentage of control variables (v,ω) that is in ac-
cordance with the human’s intention, for subject 2. On the left for
each day, we see the performance without environmental filtering.
On the right, the results when filtering is active. Also shown are the
standard deviations.
Figure 12: A detail of one trajectory followed by subject 2 on day
2. We can see that the subject tries to turn 180 degrees in a corridor,
behavior which is deemed unlikely by the environmental filter.
problems that may occur, see Figure 13. It is clearly visible at
Figure 13(a) that steering commands may arrive rather late,
when the opportunity of turning into the corridor has al-
ready passed. Twomain causes underlie this behavior. On the
one hand, the subject’s kinematic insight is impaired by the
large mental workload that the fine steering requires. There-
fore, the commands for turning may be generated too late or
too soon. On the other hand, switching directions (i.e., from
Forward to Right) always takes some time, because the user
has to shift his/her thoughts to another mental task to gen-
erate another steering signal. While this switching is occur-
ring, the wheelchair simply drives on and critical moments
are passing by. Figure 16 schematically shows this process.
Also visible is that a fair amount of “wall following” is occur-
ring, that is, the subject gets too close to a wall and obstacle
avoidance is activated, leading the wheelchair alongside the
wall. When the subject does not take action to get away from
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Figure 13: Typical problems that occur while driving. On the left, a path is shown that is driven without the environmental filter. We can
see that there are many near collisions (obstacle avoidance gets active), resulting in a rather jagged path. On the right a session with filtering
is shown. It is clear that the overall path is more smooth, although near collisions still occur (mainly due to inappropriate resting periods).
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Figure 14: The evolution of the average velocity during sessions
over all five days for subject 1. The lower line represents the perfor-
mance when driving without filter, the upper one the average veloc-
ity when the filter is active. It is clear that the overall performance
(with and without filter) improves significantly over the course of
days.
the wall, a large percentage of the session time may be spent
in OA mode. This is undesirable, as it results in a reduction
of the average velocity and thus in a degraded overall task
performance.
When driving with environmental filtering, the path is
typically much smoother (see Figure 13(b)). Problems that
may occur are that the subject chooses his/her resting peri-
ods at inappropriate moments. When driving the wheelchair,
resting periods are most appropriate when driving straight
on in a corridor. The robot will stay on course. Whenever a
choice in the path (e.g., the possibility to turn left or right)
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Figure 15: The evolution of the average velocity during sessions
over all five days for subject 2. The lower line represents the perfor-
mance when driving without filter, the upper one the average veloc-
ity when the filter is active. We can see that the average velocities are
much higher when driving with filtering, especially during the first
and last days.
arises, however, the subject needs to take control and convey
his/her intention to the system. In other words, resting peri-
ods cannot be chosen arbitrarily but must be appropriately
timed as well. For instance, as shown in Figure 13, the sub-
ject takes two long rests, right at the moment when he/she
needs to decide over the general direction to take. This be-
havior has a negative impact on the smoothness of the path
and the resulting average velocity.
It is also noteworthy to mention that the overall average
velocity for subject 1 rises over the days as Figure 14 shows,
indicating that the subject’s driving skills improve gradually.
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Figure 16: The timing problem. The upper row of figures shows a few frames in the path a subject may follow when the task is to turn south
into the T-shaped corridor. We can see the evolution of the probabilities for Right commands as seen from the environmental filter and the
BCI. Also visible is the moment at which the user decides to start turning, shown as intention(R). The timing issue has 2 components. First,
there is a delay δTk that denotes the suboptimal kinematic prediction by the subject; the turn should have started earlier for the current
speed of the platform. Secondly, a mental task switching delay Tm occurs which increases the total time delay even more. Eventually, the
opportunity has passed by and the wheelchair crashes into the wall.
Table 1: The percentage of sessions in which subject 1 reached the
goal position within 4 minutes.
Day Overall (all sessions)
Sessions
without filtering
Sessions
with filtering
Day 2 60% 40% 80%
Day 3 80% 66.67% 85.71%
Day 4 70% 60% 80%
Day 5 80% 100% 60%
Table 2: The time subject 2 needed to reach the goal position (in s).
Day Overall (all sessions)
Sessions
without filtering
Sessions
with filtering
Day 2 151.32 164.25 138.4
Day 3 120.37 144.6 115.52
Day 4 138.7 145.6 127.2
Day 5 110.26 126.01 84.01
Subject 2 does not show a similar evolution (see Figure 15),
but in both cases we can see that the average velocities are
much higher when filtering is active. For subject 1, the aver-
age improvement the filter oﬀers regarding the average veloc-
ity is 17.58%. For subject 2 the gain is even higher: 22.72%.
Another interesting factor is the time the user spent in
obstacle avoidance mode, as this reflects an undesirable as-
pect: namely that the subject is controlling the robot to a
lesser extent when in thismode. Furthermore, OA is designed
as a safety measure, not to provide continuous navigational
assistance. All in all, spending much time in OA does not
constitute what we regard as “good driving behavior” and it
slows the navigation down significantly. When we compare
the average amount of time spent in OA mode when driving
without filter to the amount when driving with environmen-
tal filtering, we see an overall 13.3% (subject 1) and 17.44%
(subject 2) decrease for the latter case. This is reflected in the
more eﬃcient (centre of corridor) driving behavior.
Now, if we consider the task that the subjects had to per-
form (driving to a certain goal pose, if possible via a prede-
termined path, as shown in Figure 6) we get the results for
subject 1 listed in Table 1. This table shows the figures for
day 2 through 5 (there was no goal-directed task in day 1). It
is clear that for the majority of days, the environmental fil-
ter significantly increases the probability of reaching the goal
position within 4 minutes. Only during the last day, the sub-
ject had better control without the filter and could reach the
goal 100% of the time. All sessions together, the filter proves
to increase the task performance by about 10%. Considering
only days 2 through 4, we see an increase of more than 26%.
Subject 2 on the other hand, did not show a large diﬀerence
in probability of reaching the goal with or without filtering
(+7.5% when filtering is active). However, the time needed
to reach the goal is significantly lower when using the envi-
ronmental filter, as Table 2 shows. In total, subject 2 reached
the goal 19.87% more rapidly when driving with filter com-
pared to driving without.
5. DISCUSSION
The experiments were conducted with two subjects that had
no previous experience in BCI control nor control of diﬀer-
entially driven robots such as the electrical wheelchair. From
the data collected over all five days, we can clearly see how
the subjects have gradually learned to improve this control.
Yet, the problem of predicting the kinematic behavior of the
wheelchair accurately remains a mentally demanding task.
This may cause erroneous timing when initiating a turn into
a corridor, leading to a worse overall driving behavior; refer
to Figure 16 for a graphical overview of this problem.
During the course of the first days, when the subjects
were still performing rather bad, the filter acts as a correc-
tional tool that rectifies much of the misclassifications com-
ing from the EEG classifier. This is visible in Figures 10,11,
14,15 and Table 1. As a result, filtering enables a novel subject
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to achieve good levels of performance even on the first day
of usage. It is clear from Figures 10 and 11 that the filter
keeps the performance on the level of the individual com-
mands more or less stable over all days. The environmental
filter may thus be seen as a learning tool that keeps the sub-
jects performance on a workable level even if that subject is
just taking the first steps in learning to use BCI control for
driving a wheelchair. Later on, when the subject shows an
improved control, the filter corrects less, up to the point that
the control is so good that the filter actually holds back. It is
remarkable that on the first day, when the subjects still were
completely new to the task, for some (filtered) sessions very
good performance could be noted.
However, the collected data and the performance figures
extracted from the experiments are to a large extent depen-
dent on the driving strategy the subject employs. As the sub-
jects gradually learned to control the system, diﬀerent strate-
gies were explored. One example is visible in Figure 13(a),
where the subject exploited the behavior provided by the ob-
stacle avoidance algorithm to lead the robot without much
control eﬀort alongside a wall. Similarly, the subject occa-
sionally exploited the OA safety behavior to let the robot ride
until it approaches a wall. At that point, OA slows the robot
down and the subject has more time to choose the direc-
tion he/she wants to go into. This is, for instance, visible in
Figure 13(b). Now, while exploring alternative strategies, the
performance measures naturally change as well.
A further source of “noise” on the collected data is
caused by inappropriate usage of the resting possibility, as
already discussed before. Figure 13-right shows an example.
Of course, this strategy also has a negative influence on the
resulting performance.
Furthermore, the filter was regularly switched on and oﬀ
in between sessions, without the subject’s knowledge. Be-
cause of the fact that the driving system is diﬀerent when the
filtering is applied, the subject needs to use another mental
model (or at least adapt his/her existing one) when the filter
is switched on or oﬀ. Also, the subjects were not told how the
environmental filter internally works, so that they needed to
learn an appropriate mental model from scratch while driv-
ing. The result is that when the subject’s acquired strategies
built up using the one driving system (i.e., without filtering)
were applied to the other situation, performance was seri-
ously weakened. This eﬀect is sometimes referred to as mode
confusion [14] and it is a common problem in shared control
systems. An illustrative example is that when driving with-
out filtering, the subjects learned at a certain moment to turn
180 degrees in a corridor, whenever they got orientated in the
wrong direction (see Figure 12).When the filter was switched
on, he/she tried to use that same strategy. Because the filter
assumes smooth and eﬃcient forward motion, such behav-
ior was deemed unlikely and the filter made it a diﬃcult ma-
noeuvre. This leads to a situation in which the environmental
filter is actually working against the user’s intention.
6. CONCLUSIONS AND FURTHERWORK
We have shown that the usage of an environmental filter-
ing technique, which uses knowledge about the current con-
text to filter out erroneous steering commands, can improve
the overall driving behavior. Especially when the subject is
not already trained for the task, the filter provides significant
benefits. However, when the subject is performing really well
and employs driving behavior that is not compatible with the
logic of the filter, performance may be weakened. All in all,
the subjects declared that driving with filtering wasmore easy
to do, especially during the first days. As such, the system
proves most useful as a learning tool, when the subject is in
the learning phase of BCI control.
Probably the most notable weakness of the filter in its
current form is the fixed user model. The system assumes a
certain driving behavior that would lead to smooth and eﬃ-
cient forwardmotion.Whenever strategies are employed that
contradict with this assumption, the performance gets worse
(i.e., 180-degree turning in a corridor). Therefore, we need
an adaptive model that constantly adapts to whatever strate-
gies the user might employ. Besides that, we could also ben-
efit from a detection mechanism that simply switches oﬀ the
filter if user performance gets high, or more generally some
mechanism to regulate the amount of influence the filter has.
Also, a user model incorporating the specific BCI profile the
particular subject has (how likely it is that he/she generates
the correct steering commands) might lead to a better filter-
ing of the individual commands.
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Appendix I
Demonstrations
This Appendix includes a CD-ROM with demonstrations carried out with the real wheel-
chair at 2006 and 2007 in the laboratories of the Katholike Universiteit Leuven (Slalom.wmv
and Docking.wmv), and the supplementary material of the publication included in Appen-
dix F (Gala´n et al., 2008) (Simulation.wmv). CD-ROM at the back cover.
Aquest ape`ndix inclou un CD-ROM amb les demostracions portades a terme amb la
cadira de rodes al 2006 i al 2007 als laboratoris de Katholike Universiteit Leuven (Sla-
lom.wmv i Docking.wmv), i el material suplementari de la publicacio´ inclosa a l’ape`ndix
F (Gala´n et al., 2008) (Simulation.wmv). CD-ROM a la contraportada.
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Ape`ndix J
Resum
La idea de controlar diferents tipus de dispositius amb el pensament (mitjanc¸ant l’activi-
tat cerebral) ha fascinat a la humanitat des de sempre. Investigadors treballant en a`rees
multidisciplinars entre l’estadı´stica, la cie`ncia computacional, la neurocie`ncia i l’enginye-
ria biome`dica han comenc¸at a desenvolupar les primeres proves de concepte d’interfı´cies
cerebrals que permeten navegar en entorns virtuals (Bayliss, 2003), controlar pro`tesis (Ni-
colelis and Chapin, 2002), conduir dispositius mo`bils com robots (Milla´n et al., 2004) o
cadires de rodes (Gala´n et al., 2008a), i escriure utilitzant teclats virtuals (Birbaumer et al.,
1999; Milla´n, 2003; Oberbaimer et al., 2003).
Una interfı´cie cerebral e´s un sistema de cicle tancat que monitoritza l’activitat cere-
bral de l’usuari i transforma la seva intencionalitat en accions sense necessitat d’utilitzar
l’activitat muscular o el sistema nervio´s perife`ric (Wolpaw et al., 2002). L’aspecte central
d’aquest tipus d’interfı´cie e´s la capacitat de recone`ixer patrons d’activitat cerebral, patrons
cadascun dels quals esta` associat a una intencio´ o tasca cognitiva. D’aquesta manera, una
interfı´cie cerebral e´s un desenvolupament tecnolo`gic assistencial que estableix una nova
modalitat interactiva entre l’usuari i l’entorn (veure Fig. J.1).
Com funciona una interfı´cie cerebral? L’activitat cerebral, enregistrada amb un sistema
d’adquisicio´, e´s posteriorment processada i transformada per un mo`dul de processament de
senyals on es selecciona les caracterı´stiques rellevants que permeten a un mo`dul de reco-
neixement de patrons, normalment un classificador estadı´stic, identificar el tipus d’activitat
generada per l’usuari i associar-la a comandes que permetin controlar un dispositiu. Final-
ment, el feedback juga un paper essencial en el proce´s d’aprenentatge de l’usuari facilitant
informacio´ sobre la manera en que el sistema ha executat la comanda desitjada. La Fig. J.2
mostra l’arquitectura general d’una interfı´cie cerebral.
J.1 Interfı´cies Cerebrals a l’IDIAP Research Institute
Les interfı´cies cerebrals desenvolupades a l’IDIAP Research Institute (IDIAP BCI) seguei-
xen quatre principis (veure ape`ndix A; Milla´n et al., 2008). El primer, un protocol ası´ncron
amb el qual els usuaris decideixen volunta`riament quan executar una tasca cognitiva, se-
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Figura J.1: Model d’una interfı´cie cerebral com a desenvolupament tecnolo`gic que estableix
una nova modalitat interactiva entre l’usuari i l’entorn.
Figura J.2: Representacio´ esquema`tica de l’arquitectura d’una interfı´cie cerebral.
guint el seu propi ritme, sense la necessitat d’un senyal extern que marqui la pauta d’execu-
cio´. El segon, aprenentatge mutu entre la interfı´cie i l’usuari. IDIAP BCI utilitza te`cniques
d’aprenentatge estadı´stic per descobrir els patrons EEG caracterı´stics de cada usuari asso-
ciats a l’execucio´ de les diferents tasques cognitives que permeten la modulacio´ volunta`ria
dels diferents ritmes EEG. El tercer principi e´s la combinacio´ de la intel·lige`ncia de l’usu-
ari i la intel·lige`ncia artificial implementada en els diferents dispositius amb l’objectiu de
facilitar la interaccio´ i reduir la ca`rrega cognitiva de l’usuari. Aquest principi e´s particu-
larment u´til per al control de dispositius mo`bils com robots i cadires de rodes. Finalment,
el quart principi consisteix en el reconeixement d’estats cognitius de l’usuari associats a
la percepcio´ d’errors. D’aquesta manera, el sistema u´nicament executa aquelles comandes
no percebudes per l’usuari com comandes erro`niament reconegudes per la interfı´cie. Les
segu¨ents seccions introdueixen breument cada principi.
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J.1.1 Protocol Ası´ncron i Espontani
Les interfı´cies cerebrals no invasives basades en EEG es poden classificar en sı´ncrones
o ası´ncrones. La necessitat d’un senyal extern que indiqui a l’usuari quan pot comenc¸ar
a executar una tasca cognitiva restringeix l’aplicabilitat dels sistemes sı´ncrons. Una mo-
dalitat interactiva alternativa i me´s apropiada es fonamenta en l’ana`lisi dels components
associats amb activitat cognitiva esponta`nia i intencional. Particularment, aquest e´s el cas
en el control de dispositius robo`tics. Les interfı´cies cerebrals sı´ncrones estan limitades per
una reduı¨da capacitat de comunicacio´, per sota de 0.5 bits/segon (Wolpaw et al., 2002).
El principal motiu e´s la repeticio´ del senyal extern cada 4-10 segons, fet que limita la
frequ¨e`ncia de resposta de la interfı´cie (Birbaumer et al., 1999; Pfurtscheller et al., 2001;
Wolpaw et al., 2004). Els protocols sı´ncrons faciliten l’ana`lisi de l’EEG donat que es co-
neix en tot moment l’instant quan l’usuari comenc¸a l’execucio´ d’una determinada tasca
cognitiva. Aquest fet permet amplificar les difere`ncies respecte l’EEG basal, malaurada-
ment alenteix drama`ticament la interaccio´. Contra`riament, l’IDIAP BCI utilitza protocols
ası´ncrons me´s flexibles amb els quals els usuaris executen comandes quan ells aixı´ ho
desitgen, sense la necessitat d’esperar un senyal extern. Aquest tipus de protocol permet
a l’usuari comenc¸ar o canviar volunta`riament de tasca cognitiva i executar comandes en
qualsevol moment (Birch et al., 2002; Milla´n et al., 2004). D’aquesta manera el temps de
resposta de la interfı´cie pot ser inferior a un segon. Concretament, IDIAP BCI respon cada
1/2 segon. Aquest fet, juntament amb el rendiment de la interfı´cie, facilita una capacitat de
comunicacio´ entre 1 i 1.5 bits/segon.
J.1.2 La Via de l’Aprenentage Estadı´stic en Interfı´cies Cerebrals
Un aspecte crı´tic per al desenvolupament d’una interfı´cie cerebral no invasiva basada en
EEG e´s l’entrenament dels usuaris, com els usuaris aprenen a operar la interfı´cie. Alguns
grups han demostrat que alguns individus poden aprendre a controlar la seva activitat cere-
bral satisfacto`riament, despre´s de llarg temps entrenant, amb l’objectiu de generar patrons
EEG estables que so´n transformats per la interfı´cie en accions externes (Birbaumer et al.,
1999; Wolpaw et al., 2004). En aquests casos els usuaris so´n entrenats durant mesos per
modificar l’amplitud dels senyals EEG. L’IDIAP BCI utilitza un proce´s d’aprenentatge mu-
tu (entre l’usuari i la interfı´cie) per facilitar i accelerar aquest proce´s d’entrenament. Aquest
aprenentatge mutu ha perme`s aconseguir rendiments satisfactoris necessitant poques hores
d’entrenament (Milla´n et al., 2004; Gala´n et al., 2008a). La majoria d’interfı´cies cerebrals
basades en EEG reconeixen dos tasques cognitives (Babiloni et al., 2000; Pfurtscheller
et al., 2001; Blankertz et al., 2006a; Birch et al., 2002). L’IDIAP BCI mostra una taxa
d’error inferior al 30% reconeixent tres tasques cognitives. Aixo` e´s possible principalment
gra`cies a la utilitzacio´ de te`cniques d’aprenentatge estadı´stic implementades en dos nivells,
en la seleccio´ de caracterı´stiques EEG i en l’entrenament d’un classificador integrat a la
interfı´cie. Aquest plantejament prete´n descobrir patrons espai-frequ¨encials especı´fics de
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cada usuari immersos en el senyal EEG. En el primer nivell es seleccionen aquelles carac-
terı´stiques (espacials i frequ¨encials) que so´n me´s rellevants per discriminar entre diferents
tasques cognitives. Les caracterı´stiques seleccionades satisfan dos criteris: maximitzacio´
de la separabilitat entre les tasques cognitives, i estabilitat d’aquesta separabilitat en el
temps. La seleccio´ d’aquestes caracterı´stiques es basa en l’ana`lisi de variables cano`niques
(veure ape`ndix D; Gala´n et al., 2007a). En el segon nivell, IDIAP BCI implementa una
classificador estadı´stic Gaussia` (Milla´n et al., 2004). La sortida d’aquest classificador e´s
una estimacio´ de les distribucions de probabilitats posteriors per a cada classe, e´s a dir la
probabilitat que un patro´ EEG a temps t pertanyi a cada tasca cognitiva (o classe). Veure
ape`ndix F (Gala´n et al., 2008a) per a me´s detalls.
J.1.3 Combinacio´ d’Intel·lige`ncies
Els sistemes d’interfı´cies cerebrals so´n utilitzats per augmentar les capacitats comunicati-
ves dels seus usuaris, possibilitar noves formes d’entreteniment, i establir noves formes de
control de dispositius fı´sics. Fins fa poc, les interfı´cies cerebrals basades en EEG havien es-
tat considerades massa lentes per controlar sequ¨e`ncies ra`pides i complexes de moviments.
IDIAP BCI ha mostrat com una ana`lisi ası´ncrona de l’EEG permet controlar de manera
continuada un robot seguint trajecto`ries complexes requerint canvis ra`pids entre tasques
cognitives (Milla´n et al., 2004). Un aspecte clau d’aquest robot e´s la introduccio´ de con-
trol compartit entre els dos agents intel·ligents, l’usuari i el robot, de manera que l’usuari
u´nicament proporciona comandes cognitives d’alt nivell que el robot executa de manera
auto`noma. Especı´ficament, els estats cognitius de l’usuari so´n associats a comandes d’alt
nivell que so´n executats de manera auto`noma pel robot utilitzant la informacio´ enregistra-
da pels seus sensors. El robot executa les comandes d’alt nivell gra`cies a un controlador
comportamental que garanteix l’evitacio´ d’obstacles i el seguiment de trajecto`ries suaus.
J.1.4 Reconeixement d’Estats Cognitius
Les interfı´cies cerebrals poden posar a l’abast noves eines comunicatives i de control a per-
sones amb diferents tipus de discapacitat. Tanmateix, com qualsevol altre sistema basat en
senyals fisiolo`giques, les interfı´cies cerebrals so´n susceptibles de cometre errors en la tasca
de recone`ixer la intencionalitat de l’usuari. A difere`ncia d’altres modalitats interactives,
una especificitat del canal cerebral e´s la possibilitat d’extreure tant informacio´ utilitzada
per a la execucio´ de comandes mentals com informacio´ sobre els estats cognitius de l’usua-
ri que pot ser utilitzada per optimitzar el proce´s interactiu. Un d’aquests estats cognitius e´s
l’associat a la percepcio´ de comissio´ d’errors. El treball portat a terme per Ferrez i Milla´n
(Ferrez andMilla´n, 2005; Ferrez andMilla´n, 2007a; Ferrez andMilla´n, 2007b) ha descrit la
prese`ncia d’un tipus de potencials d’error (ErrP) immers en l’EEG dels usuaris elı´cit pel re-
coneixement erroni, per part de la interfı´cie, de la seva intencionalitat. En els u´ltims estudis
publicats, Ferrez (Ferrez, 2007) ha mostrat la viabilitat de recone`ixer potencials d’error en
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temps real. D’aquesta manera, el proce´s interactiu pot ser optimitzat u´nicament executant
aquelles comandes no percebudes per l’usuari com comandes erro`niament reconegudes per
la interfı´cie.
J.2 Projecte MAIA
L’objectiu del projecte europeu MAIA (Mental Augmentation through determination of
Intended Action) ha estat desenvolupar interfı´cies cerebrals que reconeguin les tasques
cognitives executades pels usuaris i executin els necessaris passos de baix nivell que per-
metin completar tasques complexes. El projecte ha estat financ¸at pel Sise` Programa Marc
(FP6), va comenc¸ar al setembre 2004 i ha finalitzat al desembre 2007. Els socis integrants
han estat l’IDIAP Research Institute (coordinador, Suı¨ssa), Katholieke Universiteit Leu-
ven (Be`lgica), University Hospital of Geneva (Suı¨ssa), Fondazione Santa Lucia (Ita`lia) i
Helsinki University of Technology (Finla`ndia). Els principis innovadors del projecte han
estat la utilitzacio´ d’estimacions d’activitat intracranial des de l’EEG per al reconeixement
de la intencionalitat de l’usuari, el control compartit adaptatiu entre l’usuari i el robot, la
utilitzacio´ de feedback vibro-ta`ctil per accelerar l’entrenament de l’usuari, la integracio´ de
la deteccio´ d’estats cognitius d’alt nivell (deteccio´ de comissio´ d’errors) per augmentar la
robustesa de la interfı´cie, i finalment la adaptacio´ en lı´nia de la interfı´cie al subjecte per mo-
nitoritzar contı´nuament els canvis de l’activitat cerebral. Els principals e`xits del projecte
han estat ambdues demostracions al 2006 i 2007 de la primera cadira de rodes controlada
mentalment (veure Ape`ndix I) portades a terme als laboratoris de Katholike Universiteit
Leuven.
J.3 Objectius de la Tesi
El propo`sit d’aquesta tesi ha estat desenvolupar me`todes per interfı´cies cerebrals ası´ncrones
i no invasives basades en EEG que permetin augmentar la robustesa de dispositius contro-
lats mentalment. Dintre del marc establert pel projecte MAIA, aquests me`todes han estat
orientats a augmentar la robustesa de la interfı´cie integrada a la cadira de rodes.
La cadira de rodes controlada mentalment desenvolupada al projecte MAIA s’integra
per dos entitats diferenciades, la cadira de rodes intel·ligent i la interfı´cie cerebral. La infor-
macio´ de l’entorn enregistrada pels sensors de la cadira e´s introduı¨da a un filtre contextual
que construeix una distribucio´ de probabilitat PEnv(C) sobre les possibles comandes di-
reccionals de l’usuari, C = {Esquerra, Dreta, Endavant}. La interfı´cie cerebral estima les
probabilitats PEEG(C) de les diferents comandes cognitives des de l’EEG. Ambdo´s fluxos
d’informacio´ es combinen produint una estimacio´ filtrada de la intencionalitat de l’usuari
P (C) = PEEG(C)·PEnv(C). El sistema de control compartit tambe´ inclou la informacio´ de
l’entorn enregistrada pels sensors de la cadira per transformar les esmentades probabilitats
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Figura J.3: Arquitectura de la cadira de rodes.
corresponents a comandes d’alt nivell P (C) en comandes motrius apropiades, velocitats
translacionals i rotacionals, que permetin generar una conduccio´ suau. Aixo` e´s realitzat per
un controlador intel·ligent que activa un comportament apropiat d’assiste`ncia en la con-
duccio´ quan l’usuari necessita ajuda. D’aquesta manera, el sistema adapta constantment
el grau d’assiste`ncia a una situacio´ especı´fica. Aquesta assiste`ncia ajuda significativament
quan el rendiment de l’usuari (rendiment de la interfı´cie cerebral) e´s baix, mentre que el
seu rol decreix quan el rendiment de l’usuari e´s alt. La Fig. J.3 mostra una representacio´ es-
quema`tica de l’arquitectura de control compartit implementada a la cadira de rodes. Veure
Ape`ndixs G i H (Philips et al., 2007; Vanacker et al., 2007) per a una descripcio´ detallada.
Les principals contribucions d’aquesta tesi so´n tres. Primer, la utilitzacio´ de la deteccio´
de transicions entre tasques cognitives (MTTD) per guiar algorismes de postprocessament
encarregats de suavitzar el proce´s de presa de decisions de la interfı´cie cerebral. Segon,
la utilitzacio´ d’un nou me`tode d’extraccio´ de caracterı´stiques de solucio´ cano`nica per in-
terfı´cies cerebrals que facilita un reduı¨t nombre de patrons espacials discriminants cano`nics
i ordena els diferents canals EEG per capacitat discriminant entre les classes (tasques cogni-
tives). Tercer, la introduccio´ d’un enfocament basat en el reconeixement de frames neurals
(Freeman, 2005), patrons intermitents espacials induı¨ts d’amplitud modulada, per a guiar
nous processos de presa de decisions. Mentre que les primeres dues aportacions consis-
teixen en afegir o modificar mo`duls a l’actual arquitectura de la cadira de rodes d’acord a
enfocaments convencionals d’interfı´cies ası´ncrones (Blankertz et al., 2006a; Birch et al.,
2002; Milla´n et al., 2004), la tercera s’allunya radicalment dels enfocaments convencionals
i implica canviar el proce´s de presa de decisions de la interfı´cie. La Fig. J.4 mostra on
encaixen les esmentades aportacions a la present arquitectura de la cadira de rodes.
Tant la recerca desenvolupada pel grup de recerca IDIAP BCI com les aportacions de
la tesi han estat a`mpliament descrites en les segu¨ents publicacions:
1. J.del R. Milla´n, P. W. Ferrez, F. Gala´n, E. Lew, and R. Chavarriaga. Non-Invasive
Brain-Machine Interaction. International Journal of Pattern Recognition and Artifi-
J.3. Objectius de la Tesi 175
Figura J.4: Arquitectura de la cadira de rodes despre´s d’incloure les tres contribucions d’a-
questa tesi. (1) El mo`dul de postprocessament basat en la deteccio´ de transicions entre tasques
cognitives (MTTD) representa un nou mo`dul entre la interfı´cie cerebral i la posterior com-
binacio´ de distribucions. (2) L’extractor de caracterı´stiques proposat e´s situa en el mo`dul
d’extraccio´ de caracterı´stiques. (3) L’enfocament basat en el reconeixement de frames neurals
implica el canvi complert del sistema de presa de decisions de la interfı´cie cerebral.
cial Intelligence, 2008. To appear.
2. F. Gala´n, F. Oliva, and J. Gua`rdia. Using Mental Tasks Transitions Detection to
Improve Spontaneous Mental Activity Classification. Medical and Biological Engi-
neering and Computing, 45: 603-609, 2007b.
3. F. Gala´n, F. Oliva, J. Gua`rdia, P.W. Ferrez, and J. del R. Milla´n. Detecting Intentio-
nal Mental Transitions in an Asynchronous Brain-Computer Interface. Medical and
Biological Engineering and Computing, 2008b. Submitted.
4. F. Gala´n, P. W. Ferrez, F. Oliva, J. Gua`rdia, and J. del R. Milla´n. Feature Extraction
for Multi-class BCI using Canonical Variates Analysis. In Proceedings of the 2007
IEEE International Symposium on Intelligent Signal Processing, WISP 2007, Alcala´
de Henares, Spain, 2007a.
5. F. Gala´n, J. Palix, R. Chavarriaga, P.W. Ferrez, C.A. Hauert, and J. del. R. Milla´n.
Visuo-spatial Attention Frame Recognition for Brain-computer Interfaces. In: Wang,
R., Gu, F., and Shen, F. (Eds.) Advances in Cognitive Neurodynamics ICCN 2007.
Proceedings of the International Conference on Cognitive Neurodynamics. ICCN
2007 Proceedings. Springer, Shangai, China, 2007c. To appear.
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6. F. Gala´n, M. Nuttin, E. Lew, P. W. Ferrez, G. Vanacker, J. Philips, H. Van Brussel,
and J. del R. Milla´n. A Brain-ActuatedWheelchair: Asynchronous and Non-Invasive
Brain-Computer Interfaces for Continuous Control of Robots, Clin. Neurophysiol.,
2008a. To appear.
La publicacio´ 1 descriu la recerca portada a terme pel grup de recerca IDIAP BCI. Les
publicacions 2 i 3 inclouen dues versions diferenciades del detector de transicions entre
tasques cognitives (MTTD), la publicacio´ 4 descriu la utilitzacio´ de l’ana`lisi de variables
cano`niques per a l’extraccio´ de caracterı´stiques en interfı´cies cerebrals multi classe. La
publicacio´ 5 proposa l’enfocament basat en la deteccio´ de frames neurals, i finalment la
publicacio´ 6 descriu la darrera versio´ de la cadira de rodes virtual. Aquesta versio´ de la
cadira de rodes virtual i la cadira de rodes real ja implementen l’extractor de caracterı´stiques
descrit a la publicacio´ 4.
J.4 Resultats i Conclusions
El primer algorisme de postprocessament basat en MTTD (veure Ape`ndix B; Gala´n et al.
(2007b)) ha mostrat el seu potencial en guanyar el concurs internacional BCI Competition
III -Datata Set V: Multiclass Problem, Continous EEG- (Blankertz et al., 2006b) asso-
lint una classificacio´ correcta mitjana sobre tres subjectes de 68.65% (79.60%, 70.31% i
56.02% respectivament) en un problema de tres classes. La introduccio´ de MTTD repre-
senta un increment absolut del 6% en classificacio´ correcta mitjana respecte la versio´ de
l’algorisme que no incorpora MTTD. Malgrat aquests bons resultats, l’algorisme presenta
alguns inconvenients com la depende`ncia a la frequ¨e`ncia de mostreig i la simplicitat de
la regla heurı´stica implementada. Aquests inconvenients poden explicar el comportament
irregular de l’algorisme quan ha estat avaluat en condicions on els subjectes reben feed-
back. Per corregir aquestes deficie`ncies s’ha proposat un segon algorisme (veure Ape`ndix
C; Gala´n et al. (2008b)). Aquest u´ltim implementa un MTTD basat en un filtre de Kalman i
tres regles heurı´stiques que exploten tant la informacio´ extreta de la deteccio´ de transicions
com la extreta de la deteccio´ d’inconsiste`ncies entre la intencionalitat de l’usuari i l’EEG
associat. Aquest enfocament facilita un important increment del rendiment de la interfı´cie
tant en termes de classificacio´ correcta com en termes de capacitat de comunicacio´ del sis-
tema. L’increment en la capacitat de comunicacio´ s’explica principalment per dos motius,
tant per la reduı¨da taxa d’error facilitada com per oferir una resposta cada 250 mil·lisegons.
Els resultats experimentals han mostrat la superioritat d’aquest algorisme respecte el seu
predecessor en ambdues condicions, tant en condicions on els subjectes reben retroalimen-
tacio´ on-line com en condicions on els subjectes no reben retroalimentacio´. El principal
inconvenient d’aquest algorisme e´s la utilitzacio´ de regles heurı´stiques. El segu¨ent pas
a seguir e´s la formalitzacio´ d’aquestes regles heurı´stiques en un marc Baiesia` i construir
models probabilı´stics per a la infere`ncia de la intencionalitat de l’usuari seguint la idea de
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Verma i Rao (2005). D’aquesta manera sera` factible implementar l’algorisme a la cadira
de rodes controlada mentalment per combinar les distribucions de probabilitats posteriors
amb les facilitades pel filtre contextual (veure Fig. J.3).
L’extractor de caracterı´stiques amb solucio´ cano`nica per interfı´cies cerebrals multi clas-
se (veure Ape`ndix D; Gala´n et al. (2007a)) facilita l’espai de ma`xima separabilitat entre
efectes ERD/ERS ((de)sincronitzacio´ relacionada a esdeveniments) (Pfurtscheller i Lopes
da Silva, 1999) involucrats en la execucio´ de diferents tasques cognitives. Addicionalment,
la mesura DP proposada ordena els ele`ctrodes EEG en funcio´ de la seva contribucio´ en
l’esmentat espai. Resultats experimentals han mostrat l’obtencio´ de solucions equivalents
treballant en els dominis temporal i frequ¨encial. Addicionalment, aquests tambe´ han mos-
trat que els resultats en termes de classificacio´ correcta so´n reflectits en la similitud entre els
mapes DP obtinguts dels conjunts d’entrenament i test d’ambdo´s dominis. Per altra ban-
da, la similitud entre els mapes DP obtinguts en cada domini, utilitzant els conjunts test,
disminueix en aquells subjectes amb menor classificacio´ correcta. Una possible explicacio´
que requereix una major exploracio´ e´s el fet que l’energia d’un senyal (domini temporal)
i l’estimacio´ dels seus components frequ¨encials utilitzant la PSD (domini frequ¨encial) no
capturen el mateix fenomen quan el senyal e´s menys estacionari. Aquest fet esdeve´ espe-
cialment quan l’usuari de la interfı´cie te´ dificultats de generar patrons EEG estables durant
la execucio´ de les diferents tasques cognitives. L’extractor de caracterı´stiques proposat ha
estat satisfacto`riament implementat en ambdo´s algorismes de postprocessament basats en
la deteccio´ de transicions entre tasques cognitives (Gala´n et al., 2007b; Gala´n et al., 2008b).
Tanmateix, juga un paper essencial en el proce´s de deteccio´ de frames neurals (Gala´n et al.,
2007c), i e´s utilitzat en la darrera versio´ de la cadira de rodes (Gala´n et al., 2008a).
La introduccio´ d’un enfocament basat en la deteccio´ de frames neurals (veure Ape`ndix
E; Gala´n et al. (2007c)) implica un canvi conceptual del sistema de presa de decisions de
la interfı´cie cerebral. Aquest enfocament transforma l’escenari tradicional, un problema
de reconeixement de patrons EEG, en un problema de deteccio´ d’esdeveniments. Aquest
nou enfocament ha estat avaluat preliminarment en una tasca de reconeixement de frames
d’atencio´ visuoespacial. Els resultats obtinguts han mostrat, primer, la viabilitat de mo-
dular ritmes EEG per mitja` de l’orientacio´ visuoespacial de l’atencio´. Segon, la intensitat
d’aquesta modulacio´ no e´s sostinguda. Aquest fet pot estar relacionat amb els patrons in-
termitents d’amplitud modulada induı¨ts de manera activa (frames) descrits per Freeman
(2005). A difere`ncia dels anteriors, en aquest cas so´n generats volunta`riament per l’usu-
ari. Tercer, e´s possible classificar els frames generats durant l’orientacio´ de l’atencio´ a
diferents localitzacions espacials amb una alta classificacio´ correcta (superior al 80% en
orientar l’atencio´ a 2 possibles localitzacions, 2 classes). Quart, la classificacio´ correcta
d’aquests frames s’incrementa utilitzant components frequ¨encials inclosos a banda gamma
(> 30Hz). Cinque`, la classificacio´ correcta utilitzant l’enfocament tradicional, assumint
que la modulacio´ dels ritmes EEG e´s sostinguda en el temps, es situa en nivells al vol-
tant del 50%. Aquest fet suggereix que un enfocament tradicional e´s subo`ptim en la tasca
de reconeixement de feno`mens EEG induı¨ts, fet alhora confirmat al comparar la capacitat
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de comunicacio´ teo`rica d’una interfı´cie cerebral utilitzant ambdo´s enfocaments. Utilitzant
l’enfocament basat en la deteccio´ de frames neurals la capacitat de comunicacio´ teo`rica de
la interfı´cie cerebral es multiplica per 10. El futur treball en aquesta lı´nia de recerca estara`
orientat a completar l’estudi amb una major mostra i en el desenvolupament d’algorismes
per al reconeixement d’assajos basats en l’acumulacio´ temporal d’evide`ncia. D’aquesta
manera, aquests algorismes respondran en intervals variables una vegada l’evide`ncia acu-
mulada superi un nivell estimat de confianc¸a.
Les tres contribucions d’aquesta tesi, aixı´ com la cadira de rodes desenvolupada pel
projecte MAIA, representen diferents lı´nies actives de recerca en diferent estats de desen-
volupament. A dia d’avui, u´nicament l’extractor de caracterı´stiques ha estat implementat
en la interfı´cie cerebral integrada en la cadira de rodes. L’arquitectura de la u´ltima versio´
ha estat descrita a la seccio´ I.3 (veure tambe´ Ape`ndix F, G i H; Gala´n et al., 2008a; Philips
et al., 2007; Vanacker et al., 2007). El sistema pot ser controlat de manera auto`noma per
l’usuari sense la necessitat d’algorismes adaptatius calibrats externament per un operador
expert en ordre a minimitzar l’impacte de la no-estacionarietat del senyal EEG. Aixo` e´s
gra`cies a dos components. Primer, la seleccio´ de caracterı´stiques EEG estables que maxi-
mitzen la separabilitat entre els patrons EEG generats durant l’execucio´ de diferents tasques
cognitives. Segon, la inclusio´ d’un sistema de control compartit entre la interfı´cie cerebral
i la cadira de rodes intel·ligent. Els experiments portats a terme on es requeria a dos sub-
jectes conduir mentalment la cadira de rodes d’un punt de sortida a un punt d’arribada
seguint una trajecto`ria preespecificada han mostrat que ambdo´s subjectes han estat capac¸os
d’assolir 90% (subjecte 1) i 80% (subjecte 2) dels objectius un dia despre´s del calibratge
de la interfı´cie, i 100% (subjecte 1) i 70% (subjecte 2) dos mesos me´s tard. E´s important
destacar que ambdo´s subjectes van assolir menys objectius en les sessions primera, una
hora despre´s del calibratge de la interfı´cie, i tercera, primera sessio´ despre´s de dos mesos,
sessions en les quals els subjectes van haver d’aprendre o recordar com interactuar amb la
cadira de rodes i la seva dina`mica. De totes maneres, tot i en aquestes sessions, el subjectes
van mostrar un control de la cadira significativament me´s elevat que l’aconseguit per una
interfı´cie aleato`ria, la qual sols va aconseguir un 1% dels objectius.
En els darrers anys, la recerca en interfı´cies cerebrals ası´ncrones i no invasives ha mos-
trat la possibilitat de controlar mentalment diferents tipus de dispositius. El segu¨ent pas e´s
desenvolupar dispositius intel·ligents i optimitzar la interaccio´. El desafiament e´s establir
interaccions cerebrals intel·ligents.
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