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ABSTRACT 
The linear difference equation of the nth order with variable coefficients and a 
related difference equation are considered. It is shown that, for each problem, the 
determinants of submatrices of a single solution matrix provides the solution se- 
quence. Applications to sequences and series are shown. Results on Toeplitz matrices 
involving the roots of associated polynomial equations are obtained. 
1. INTRODUCTION 
Difference equations are usually solved by methods analgous to those 
applied in sol vmg differential equations 111, because they are the discrete 
analogs of differential equations. The large number of apparently unrelated 
methods found in textbooks for solving different types of ordinary differential 
equations are transcribed into methods to solve difference equations. (Lie 
group methods based on using symmetries of differential equations [4, 51 can 
bring out relations between the methods used to solve differential equations, 
but it does nto appear that such discussions have been extended, at least not 
extensively, to difference equations.1 We use a uniform approach, based on 
linear algebra, to solve linear nth order difference equations with variable 
coefficients. 
* Partly based on a paper presented at the NSF/CBMS Conference on Structured Matrix 
Theory at Atlanta, Ga. (Aug. 1991). 
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We consider the difference equation 
i P(k3 i)Yi =f(k), (1) 
i=l 
where the p’s and f are known functions with p( k, k) z 0, and k can take 
on the values 1,2,3, . . . ; we also consider the equation 
2 dk, i + k1yi.k = g(k), 
i=o 
along with the initial conditions 
Yj = cja 
j = 1,2,3 ,-..,n, (2b) 
where the q’s and g are known functions with q(k, n + k) # 0, and k can 
take on the values, 1,2,3, . . . . 
Equations (2a) and (2b) represent an initial value problem involving an 
nth order linear difference equation with variable coefficients, and equation 
(1) is a commonly occurring difference equation. The solution for each 
problem is a sequence yk (k = 1,2,3,. . . >. We find each term of the solution 
sequence in the form of determinants of submatrices of a single matrix, which 
we call the solution matrix. Though the numerical evaluation of higher order 
determinants may, in general, be cumbersome, we remark that the determi- 
nants obtained are sparse and to obtain yk it is not necessary to compute 
y1>...> Y&l. We apply the results obtained to sequences and series, and 
derive results on Toeplitz matrices and roots of associated polynomial equa- 
tions. 
2. SOLUTIONS TO DIFFERENCE EQUATIONS 
LEMMA. 
(a) Let AX = B be a lower triangular system of linear equations with 
A = (aijlnXn, a,, # 0, X = [x1, x2,. . . , x,]?‘, and B = [b,, b,, . . . , b,lT. Let 
C,, k < n, be the submatrix formed by the first k rows and k columns of the 
nTH ORDER LINEAR DIFFERENCE EQUATION 213 
n X n matrix 
C= 
bl a11 0 . . . 
b, a21 az2 ... 
b ’ ’ a,:,,2 ..’ n-1 a,,Pl,l 
b, an,, an.2 ... 
0 
0 
a rr-l.n-I 
a “I rt - 1 
the last matrix being obtained by augmenting B as the first column with the 
fir,st n - 1 columns of A. Then, for k = 1, 2, . . . , n, 
(3) 
(b) Let AX = B be an upper triangular system of equations, C’ be the 
matrix formed by augmenting the I& n - 1 columns of A with B as the last 
column, and Cl be the submatm’r formed by the last k rows and k columns of 
C I. Then, for k = 1, 2, . . . , n, 
Xr,-k+l = 
(-l)kp’ det c’ 
rI;=,,_,+,ai, b* 
(4) 
We note that the Lemma deals with the forward and backward substitu- 
tions for a triangular system, but it gives a method of expressing the value of 
each unknown as a submatrix of a single solution matrix. 
Proof. (a): Consider the first k equations of the system, and obtain xk 
by applying Cram er’s rule. Then move the constant column to the leftmost 
position to get the result in part (a) of the Lemma. 
(b): The proof is similar to (a> above, but we consider the last k equations 
instead and move the constant column to the rightmost position. n 
THEOREM 1. Let R be the infinite matrix, 
f(l) p(l,l) 0 0 ... 
f(2) p(% 1) p(%2) 0 ... , 1 
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and R, be the submatrix of R formed by its first n rows and n columns, where 
the p’s and f refer to equation (1). Th en the solution of equation (1) is 
(5) 
Proof. Applying the Lemma to the n equations obtained by setting 
k = 1,2,. . . , n in equation (11, we get the result. n 
THEOREM 2. Let S be the infinite matrix 
h(l) q(l, n + 1) 0 0 
. . . 
h(2) q(2, n + 1) q(2, n + 2) 0 
. . . 
h(h q(n, n + 1) q(n, n + 2) q(n,n + 3) ... 
g(n+l) q(n+l, n+l) q(n+l,n+2) q(n+l,n+3) *** 
g(n+2) 0 q(n+2, n+2) q(nf2, n+3) a** 
g(n+3) 0 0 q(nf3, n+3) a-- 
where 
n-k 
h(k) = g(k) - c q(k,i + k)cj+k, 
i=O 
and the q’s and g are as in the initial value problem (2a) and 2(b). Let S, be 
the submatrix obtained by taking the first m rows and m columns of S. Then 
the solution of the problem is 
Y m+n = 
(-v-l det s 
17t”,lq(i, i + n) m’ 
m = 1,2,... . (6) 
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Proof. We stubtitute the initial conditions in (2b) into the n equations 
obtained from equation (2a) by setting k = 1,2, . . . , n, and we get 
i=n$k+lq(k, i + k)?/i+k 
n-k 
= g(k) - c q(k,i +  k)c<+k (7) 
i=O 
for k = 1,2,. . . , n. 
These n equations and the m - n equations obtained from equation (2a) 
by setting k = n + 1, n + 2,. . . , m form a lower triangular system of linear 
equations of the form in the Lemma. The result follows from the Lemma. n 
Alternatively, we can rewrite the initial conditions in the form 
(8) 
for k = 1,2,. .., n. Then taking these n equations along with the m - n 
equations obtained by setting k = 1,2, . . . , m - n in equation (2a), we get a 
lower triangular system, to which Theorem 1 can be applied. This would 
yield, in a uniform manner, the initial conditions as well as the solution 
sequence as determinants of submatrices of a single matrix. 
Equivalent upper triangular versions of Theorems 1 and 2 are obtained by 
using part (b) of the Lemma, but we will not go into further details. Note that 
R and S above are the solution matrices for the respective problems. 
EXAMPLE 1. The Fibonacci sequence is the solution of the difference 
equation fn =f,- 1 + fnpz with fO =fr = 1. Using equation (8) and Theo- 
rem 1, we find that, for n = 1,2,3, . . . , 
fn = det E,, (9) 
where 
1 -1 
1 1 
0 1 
E,= . . 
d d 
0 0 
0 0 ... 0 0 
-1 0 *** 0 0 
1 -1 *** 0 0 
0 0 ... 1 -1 
0 0 ... 1 1 nxn 
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When the difference equation has constant coefficients, we can get 
determinants of Toeplitz matrices, which are matrices that have equal entries 
along each of the line of entries parallel to the main diagonal, as in Example 
1. 
EXAMPLE 2. Let d, be the number of derangements of 1,2,3,. . . , n, i.e. 
the number of permutations in which none of the n numbers above are in 
the natural position. d, satisfies the recurrence relation [3] 
(rr - l)d,_2 + (rr - l)d,_, -d, = 0, d, = 0, d, = 1. (10) 
By Theorem 2, we find that for n = 1,2,3,. . . , 
where 
0 
It is also known [3] that 
dn+2 
-1 
4 
= det H,, 
-1 
n 
0 
n -1 
n+1 n+l 
d fl+2 = per(J,+, - Gt2)r 
where J,, is the n X n matrix with each entry being 1. _ . 
(11) 
So we have two sequences of matrices 1 H,} and lJn+2 
increasing size, such that, for n = 1,2, . . . , 
det K = perUn+2 - L+z). 
- 
(12) 
rn+nl, of 
(13) 
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COROLLARYTO THEOREM 1. Suppose f( z) and g(z) have Taylor expan- 
sions uhout u, and g(u) # 0. Let G be the infinite matrix 
1 f’(n) g’(a) - f(u) l! - g(u) l! g(u) 0 ... 0 
Let G, be the submatrix formed by taking the first n roux and n columns of 
G. Then f( z) [g(z)]- ’ has the power series expansion 
5 A,,( z - cl)“, where A,, = (-l)‘[g(u)]-“-‘detG,,+,. (14) 
n=o 
Proof. f(z) and g(z) have the series expansions 
c f”(“)t” m g”(u)t” 
,1= 0 
II! 
and c n! , 
n =o 
respectively, where t = z - a. Taking the Cauchy product of series for g(z) 
with Cz = o A ,, t ” and equating to the expansion for f(z), we have for 
k = 0, 1,2,. . . 
k g -“)(u) A,, fck)(u) 
,,T;, (k-n)! =- k! ’ 
Using Theorem 1, we get the result given in the theorem. n 
The cases when g(z) has a zero of finite order at a or the case when f 
and g are meromorphic functions with poles of finite order at N can be 
handled by factoring out (z - ujr for an appropriate r (possibly negative) 
and applying the corollary to the second factor. 
A particular case of this corollary is Wronski’s formula [2]. 
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EXAMPLE 3. From [2] x/(e’ - 1) is the exponential generating function 
for the Bernoulli numbers B,, where B, is the coefficient of x2/2!. Using 
the exponential expansion, we get, corresponding to equation (15). 
C(n + 2,2)B, + ... +C(n + 2,n + l)Bn = n/2. 
Where the C’s are binomial coefficients. This yields for n = 1,2.. . 
where 
M, = 
I: l/2 1 C(4,2) 3: C(4,3) 0 0 . . . 0 
1 ni2 C(nC2,2) C(n+2,3) C(n+2,4) 1.1 C(nfe,n) 
Using the generating function for B,, assuming 
e* - 1 = c u,xn, 
n=l 
and evaluating a,, i by Corollary 1, we get the following result: If 
(16) 
xn 
1 
-- 1 0 . . . 
2 
&I -- 2 1 1 . . . 
c, = 
;B2 ;Bi 
-(l/2) ... 
. . $L’ 1 1 
(n - I)! Bn-z (yj, - 2>! Bn-3 *‘* 
0 
0 
0 
$Bl 
0 
0 
0 
‘1 -- 
2 
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then 
det C,, = 
(-1)” 
(n + l)! 
for R = 1,2,3 ,... . 
3. A RESULT ON TOEPLITZ MATRICES 
We state and prove the following theorem on Toeplitz matrices. 
THEOREM 3. Let ri, i = 1,2, . . . , k, be roots of 
P(z) = ;a,2 = 0 with a, # 0, ak # 0, 
i = 0 
and 
T,, = 
% a0 
a2 a1 0 
ak ak-l 
0 ak uk-l . . . a1 a0 
ak ak-l . . . a2 aI 
where T,, is a Toeplitz matrix. Also let 
F(P,n) = (-l)“a;r c h ?-[“’ 
m,+7nz+ ... +mk=n i=l 
VI,>0 
and 
(17) 
1 x 11 
(18) 
G( P, n) = ( - l)n(k?z; c (19) 
m1+m2+ “’ +mk=n(k-l) i=l 
O<m,<n 
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where P refers to the polynomial above, whose roots are r,, and m, are 
integers. Then for n = 1,2,3, . . . , 
F(P,n) = G(P,n) = detT,. (20) 
Proof. In the Corollary, take f(z) = 1, g(z) = Zf=,aizi, and a = 0. 
Then the coefficien of z n in the expansion of l/g(z) is 
4 = 
(-1)” 
7 det T,. 
a0 
Now, 
1 lk 
=- 
a0 + *** +akzk 4 
-1 
1-L . 
a, i=~ ‘i i 
Expanding each binomial on the right in a series, we find that the coefficient 
of Z” is the complete homogeneous symmetric function in the reciprocals of 
the roots of degree n, times the factor l/a,. Equating the coefficients of z”, 
we get F(P, n> = det T,,. 
Factoring the product of the reciprocals of the roots raised to n, we get 
G(P, n) = det T,,. n 
C~ROLLARY~TOTHEOREM 3. Let a # 0, c # 0, and 
U= 
b a 
c b a 0 
c b ’ 
. . . 
. . . 
If r and s are the roots of a + bx + cx2 = 0, then 
det u = (-l)“+-n + r,l-ls + r-2s2 + . . . +sll). (21) 
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EXAMPLE 4. We apply the above Corollary to the determinant in equa- 
tion (9). The roots of - 1 + x + x2 = 0 are r = i(fi - 1) and s = - i(& 
+ 1). So, for n = 1,2,. . . , the Fibonacci numbers have the relation 
f,, = rlI + r71-1s + rn-2S2 + . . . +,s”. (22) 
EXAMPLE 5. Taking T = ei4 and s = e-‘” in equation (211, we get 
a=l,h= -2cos4~,c=l,anddetU=(-l)“csc4sin(n+l)& 
C~R~LLARY~TO THEOREM 3. Let 
Q(z) = 2 a$ + g aizs’, 
i = 0 i=O i=o+ 1 
a,, + 0, arc # 0, and a,, # 0. 
Let F(P, n), G(P, YI>, F(Q, n), and G(Q, n) represent the expressions, in 
Theorem 3, f;w the roots of P( z) = 0 and Q<z> = 0. Then for n = 1,2, . . . IL, 
F( P, n) = F( Q, n) and G( P, n) = G(Q, n). (23) 
Proof. By Theorem 3, the two sides of each equation in (23) are equal to 
the same determinant times a constant factor. n 
EXAMPLE 6. Consider the equations P(z) = 1 - 3~ + 3~” - 2s = 0 
and Q(z) = 1 - 35 + 3~” = 0. Their roots are r’ = r2 = r3 = 1 and s, 
= $(3 + iJr?>, ,se = i(3 - ifi), respectively. Here IL = 2. Then 
F(P,l) = (-l)‘(r,’ + rL1 + rR1) = -3, 
F(Q, 1) = (-l)'(s,' -s;') = -3, 
and each is equal to det[ - 31 = - 3. Also, 
F(P,2) = (-l)“(r,” + ri” + r,q2 + rr’ri’ + ry’r,;’ + ri’r,‘) = 6, 
F(Q,2) = (-l)'(s,' + SF* + .+s,~) = 6, 
and each is equal to 
det[ -i _:I = 6. 
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We note that the last two expressions in the r’s and the s’s above can be 
written in terms of the symmetric functions of the roots, respectively, as 
and 
It can be seen that determinants of Toeplitz matrices can be written in terms 
of the symmetric functions of the roots of associated polynomials. 
The author thanks the referee for his useful suggestions and referenes. 
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