Abstract-We address the problem of estimating the state of a multiagent system based on measurements corrupted by impulsive noise and whose dynamics are subjected to impulsive disturbances. The qualifier impulsive refers to the fact that noise and disturbances are relatively small most of the time, but occasionally take large values. Noise and disturbances are modeled as mixtures of Gaussian and Laplacian processes, leading to a maximum-likelihood estimator that can be computed by solving a convex sum-of-norms optimization that can be solved online very efficiently. The approach has been validated both in simulation using synthetic data and in real hardware using a team of unmanned air vehicles equipped with an onboard video camera, inertial sensors, and Global Positioning System to cooperatively geolocate and track a ground-moving target agent.
I. INTRODUCTION
T HE Kalman filter is widely employed to estimate the state of dynamical systems from noisy measurements [1] . Its success can be attributed to a combination of two factors: first, it permits the incorporation of statistical information about measurement noise and the process dynamics into the estimation processes, often allowing the construction of good estimates with a relatively little measurement data. Second, from a computational perspective, the estimation problem is reduced to a least-squares optimization that can be solved very efficiently. In fact, the Kalman filter actually performs the computations in a recursive fashion so that every new measurement that becomes available improves the previous estimate with a relative little computation (in the order of the square of the size of the state).
A weakness of the Kalman filter, which is shared with other algorithms that minimize sums of squared residuals [2] , is that it is especially sensitive to impulsive noise, i.e., noise that most of the time is relatively small, but occasionally takes large values. This can be explained by the fact that the Kalman filter is derived under the assumption of Gaussian noise, whose probability density function decays exponentially with the square of the noise, which makes large noise exceptionally unlikely. This problem arises in any least-squares algorithm since squaring the residuals amplifies large deviations that, instead, should be ignored in the presence of impulsive noise [3] . In the derivation of the Kalman filter, one also makes the assumption that the process dynamics are corrupted by Gaussian disturbances, which can be problematic for systems whose dynamics are affected by impulsive disturbances. Under a Gaussian assumption, large disturbances are exceedingly unlikely and the filter forces the estimates to be much smoother than what they should be.
Measurements from a Global Positioning System (GPS) are often used by multiagent systems to determine the position and orientation of individual agents, but when some agents lack GPS information (either permanently or temporarily), one can still obtain information about the agents' positions using alternative sensor modalities, which include vision based-sensors [4] , [5] , RF sensors [6] , [7] , and acoustic sensors [8] , [9] . It turns out that these sensor modalities typically exhibit impulsive noise: vision-based sensors can exhibit large errors when a visual landmark is temporarily obstructed or misinterpreted, and RF/acoustic sensors are prone to reporting false measurements due to multipath reflections. Impulsive disturbances in multiagent systems arise for agents that generally move along the fairly smooth paths but occasionally engage in sharp turns or evasive maneuvers.
In this paper, we seek to overcome the weaknesses of Kalman filtering and least-squares algorithms mentioned above, while still preserving the key features that make such algorithms useful. Our motivation stems from scenarios where one seeks to estimate the state of multiagent systems with measurements corrupted by impulsive noise and dynamics subjected to impulsive disturbances. Key contributions of this paper include: 1) the development of a maximum-likelihood estimator that captures the statistical information about impulsive noise/disturbances in multiagent systems; 2) the representation of the multiagent state estimation problem as a graph that effectively encodes the state of the estimator over time and facilitates the online implementation of the estimation algorithm; and 3) the demonstration of the effectiveness of our approach both in simulation and in hardware experiments. Fig. 1 . Probability density function of the Gaussian and Laplacian distributions with zero mean and unit variance. The pdf of the Laplacian distribution is impulsive in the sense that it is highly peaked at zero but falls off more slowly than the Gaussian distribution as the distance from zero increases, exhibiting a heavier tail.
Impulsive noise/disturbance can be modeled by the sum of two terms: a Gaussian term that captures small noise that is present at essentially every time instant and a Laplacian term that is often zero (or very small), but that occasionally exhibits large magnitude. We recall that the probability density function (pdf) of the Laplacian distribution is highly peaked at zero but exhibits a tail that is heavier than a Gaussian distribution (see Fig. 1 ). We show in Section III that computing the maximum-likelihood estimator that results from this model involves minimizing the sum of two appropriately defined terms: one corresponding to an 2 norm and another to an 1 norm. The two terms are weighted by a positive term that encodes how much of the noise/disturbances covariance is due to the Gaussian versus the Laplacian components. While it is not possible to solve the resulting optimization in closed form, fast solvers have become available, which allow us to solve the optimization online in just a few milliseconds [10] , [12] . This is sufficiently fast to process, e.g., vision measurements at frame rate.
Multiagent dynamic estimation problems can be conveniently represented by graphs whose nodes correspond to the states of the agents at different time instants and whose edges correspond to the constraints that are either imposed by measurements or by the agents' dynamics (see Section II). As time evolves, new nodes are necessary to represent the (unknown) agents' states at the most recent time instants and new edges become available. The latter can be due both to the new measurements and to the constraints imposed by the agents' dynamics. To keep the computation and memory requirements limited, one typically drops nodes and edges associated with agents' states in the far past. The graph structure just described can be viewed as an efficient representation of the state of the estimator that is flexible and convenient for the online implementation of the estimator: as new measurements are collected one simply adds and drops a few nodes/edges, while maintaining most of the graph unchanged.
The estimation approach proposed has been validated through extensive simulations and hardware tests for scenarios where a team of unmanned air vehicles (UAVs) equipped with cameras, GPS, and inertial sensors cooperate to track and geolocate a ground moving target. A summary of these results is presented in Section IV, which confirm that the proposed algorithms are robust to impulsive noise and disturbances. The results also show that one can find parameters for the estimator that perform effectively over wide ranges of impulsive noise/disturbances, which greatly facilitates the use of this approach in practice. The hardware experiments highlight the need to have effective schemes to deal with outliers and clearly show the performance benefits of using multiple UAVs for aerial target tracking.
A. Related Work
Since the pioneering work of [13] on the least absolute shrinkage and selection operator (LASSO), 1 -norm regularized versions of classical least squares estimators have been widely used to estimate sparse vectors of parameters, i.e., vectors that are known to have a large number of entries equal to zero. LASSO-like estimators generally do not have closed-form solutions but can be found by solving wellconditioned convex optimizations [14] , which permits their use in numerous large-scale problems, including denoising [15] , image decomposition [16] , signal recovery from incomplete measurements [17] , [18] , sensor selection [19] , and fault identification [20] .
In the last few years, estimators based on 1 -norm minimizations have also been proposed to deal with non-Gaussian measurement noise and to decide whether borderline observations should be removed from a set of measurements. Ke and Kanade [21] present several cost functions derived based on different noise models and show that a cost function based on an 1 -norm metric is not only robust to outliers, but also computationally tractable. The performance of an 1 -norm estimator is also studied in [22] , where the problem of esti-mating a state from noisy and corrupted linear measurements is addressed. The 1 -norm estimator is shown to outperform a Kalman filter, but no results are provided for impulsive disturbances in the process model.
A few authors have explored the idea of robustifying the Kalman filter, which is used to estimate the state of a dynamical system, by considering a mixture of two processes for modeling large disturbances, see, for example, [23] and the references therein. A Kalman filter based on a mixture of two Gaussian processes, one with large and another with small variances, was shown to provide promising results [24] .
The use of 1 or a combination of 1 / 2 criteria to estimate the state of dynamical systems is less common in the literature, but appeared recently in [25] to deal with processes subject to abrupt changes in the state due to impulsive disturbances. Our work builds upon [25] , by also considering impulsive noise and providing an efficient graph-based algorithm to produce online estimates for multiagents systems.
The use of graphs to represent estimation problems arising in sensor networks and multiagent systems can provide important insights into the quality of the estimates. In fact, it was shown in [26] that the topology of the graph plays a crucial role in how the variance of the estimation errors scales with the number of variables to be estimated. Such graphs are also convenient for the development of distributed estimation algorithms, as in [27] , which addresses cooperative localization in mobile sensor networks with intermittent communication, where each agent updates its prediction based on the agents it encounters. Similarly, [28] considers the problem of decentralized Kalman filtering for multiagent localization in a sensor network, where each sensor node implements a local Kalman filter based on its own measurements and the information exchanged with its neighbors. In [29] and [30] , the problem of estimating the position of a mobile agent based on a stream of noisy measurements was also reduced to a graph representation that facilitated the development of a distributed estimation algorithms that emulated the performance of a Kalman filter [29] and that explored the graph structure to accelerate convergence [30] . While the references above were mostly focused on least-squares estimation problems arising from Gaussian measurement noise models, graph representations are useful beyond that restrictive setting. In [31] , estimation methods under Gaussian noise assumptions are derived, but modifications for Laplacian noise are also considered to model the presence of outliers in sensor networks' localization applications.
II. PROBLEM FORMULATION
We consider the problem of estimating the state of an N-agent dynamical system of the forṁ
where x i ∈ R n xi denotes the state of agent i , u i ∈ R n ui the control input of agent i , and d i ∈ R n ui an unmeasured disturbance affecting this agent. This type of model captures large classes of vehicle dynamics, ranging from simple double integrator dynamics in which x i would contain the agents' position and velocity, to nonlinear 6 DOF rigid body dynamics [32] . Over an interval [τ, t], 0 ≤ τ ≤ t during which the control input u i is known, (1) establishes a constraint between the value of the state x i at times τ and t through the variation of constants formula
where i (t, τ ) denotes the state transition matrix of the timevarying homogeneous systemż = A i (u i (t))z, and
Knowledge of u i permits the computation ofb i (t, τ ) in (2), butd i (t, τ ) is unknown since it depends on the unmeasured disturbance d i and needs to be estimated. We consider two types of measurements available to the agents: agent-specific measurements of the form
and interagent relative measurements of the form
where the terms n i in (3) and n i j in (4) represent the measurement noise. Our goal is to construct estimates of the states x i , i ∈ {1, 2, . . . , N} of the different agents based on: 1) a set of motion constraints of the form (2) for different intervals (τ, t) for which u i (s), ∀s ∈ [τ, t) is known; 2) a set of measurement equations of the form (3) and (4) for a set of times t for which measurements are available. We are interested in estimation problems that are asynchronous in the sense that the measurements (3) and (4) produced by the agents' sensors may not be generated in a periodic fashion and, even if periodic, the different agents may not use the same period. Nevertheless, we do assume that the measurements are associated with time stamps that indicate when the measurement was collected. We are also interested in heterogeneous problems, where only some agents may have the ability to generate absolute measurements like (3), and the relative measurements like (4) may only be available between some pairs of agents. Moreover, which measurements are available may change over time. This level of generality is crucial for implementation in real multiagent systems because different measurements are generally produced by sensors that operate independently and at different rates. Vision-based sensors are especially prone to asynchronous operation since the image processing software often operates at a variable frame rate.
For simplicity of notation, in the remainder of this paper, we assume that all measurements (3) and (4) are actually of the form (4) by introducing a reference agent x 0 (t) := 0, ∀t ≥ 0. Target tracking scenario considering a pair of UAVs (labeled UAVs 1 and 2) cooperatively tracking a target vehicle (labeled TARGET) moving on ground, with respect to a reference coordinate system (labeled AGENT 0). The estimation problem can be represented by a graph where the nodes correspond to the states x i , i ∈ {0, 1, 2, 3} of the four agents AGENT 0, UAV 1, UAV 2, TARGET at five consecutive time instants {t 0 , t 1 , t 2 , t 3 , t 4 }. The edges of the graph correspond to measurements (dashed arrows) and models constraints (dashed-dotted arrows). This example highlights the ability to represent heterogenous sensing: at times t 1 , t 4 both UAVs acquire relative measurements between their positions and the target, at time t 0 only UAV 2 can see the target, and at time t 3 none of the UAVs sees the target; the UAVs only see each other at times t 1 , t 2 , t 4 .
A. Graph Representation of the Multiagent System
The multiagent estimation problem formulated above can be conveniently represented by a directed graph G = (V, E), like the one shown in Fig. 2 . Each node in the node set V corresponds to the state x i (t k ) of some agent i ∈ {0, 1, . . . , N} at some time t k ≥ 0 that appears in one of (2) or (4). Since the state of each agent i typically appears in several equations (2) and (4) at different time instants, many nodes in V are typically associated with the same agent, each corresponding to a distinct time instant. Only the reference agent x 0 corresponds to a single node, since its state has the same (zero) value at every time instant.
Each edge (μ, ν) ∈ V×V in the edge set E is associated with an edge equation like (2) or (4) that can be written generically as
For edges associated with equations of the form (2), the variables μ and ν correspond to the nodes in V that are associated with the states x i (τ ) and x i (t) of the same agent i at the two time instants τ and t, respectively. In this case, the edge equation (5) matches with (2) using the following associations:
For edges associated with equations of the form (4), the nodes μ and ν correspond to the nodes in V that are associated with the states x i (t) and x j (t) of two agents i and j , respectively, at the same time instant t. In this case, the edge equation (5) matches with (4) using the following associations:
In either case, the node variables μ and ν always correspond to quantities that we want to estimate, the variable z to a quantity that can be computed or directly measured, and the variable to unmeasured disturbances or noise. The matrices M and N are also known or computable. Stacking all the unknown node variables in a node vector x, all the z vectors that appear in the edge equations (5) in a vector z, and all the vectors that appear in the edge equations (5) in a vector , we can write all the edge equations as
The reference agent x 0 (t) = 0, ∀t ≥ 0 does not need to be introduced in the node vector x since this node variable is known. We shall refer to (6) as the measurement model equation, even though it encodes both the measurement equations (3) and (4) and the motion constraints equation (2) . Consistently, the vectors z and will be referred to as the measurement vector and the noise vector, respectively. For simplicity of presentation, unless otherwise noted, we shall assume that the noise vector has zero mean and its covariance matrix is equal to the identity matrix, i.e., all its entries are uncorrelated and have unit variance. If this was not the case and we had
we could define a normalized error
for which we would have
and we could rewrite the measurement equation in terms of this normalized error as
which is still of the form (6), provided that we replace z by P −1/2 (z − μ) and H by P −1/2 H . In practice, exact values for the mean μ and the covariance P may not be precisely know and one uses in (8) estimatesμ andP, respectively, for these quantities. This was done in all the experimental values presented in this paper. In scenarios where new measurements are constantly being generated, the graph-based representation of the multiagent estimation problem described above is especially convenient for real-time online implementations. Each new measurement typically requires the addition of a graph edge (corresponding to the new measurement) and one or two nodes [corresponding to state(s) of the agent(s) involved, at the time the measurement was made]. However, all remaining graph nodes and edges remain the same, which greatly facilitates maintaining appropriate data structures to represent the data needed to solve the estimation problem. In practice, the addition of new graph edges and nodes corresponds to the adding new rows and columns, respectively, to the matrix H in (6) . To keep the computation and memory requirements limited, one typically removes from the graph edges and nodes corresponding to old data, which amounts to removing rows and columns to the matrix H .
III. MAXIMUM-LIKELIHOOD ESTIMATOR FOR IMPULSIVE NOISE
We are interested in problems where the noise vector can be decomposed as the sum of two independent components: one that is essentially Gaussian and another that is impulsive in the sense that its distribution is highly peaked at zero, but that falls off more slowly than the Gaussian distribution as the distance from zero increases. The latter components permits the modeling of outliers that are zero (or very small) most of the time, but that occasionally take large values. Specifically, we assume that the noise vector can be expressed as
where each entry n i of n is a standard Gaussian random variable with zero mean and unit variance, each entry i of is a Laplace random variable also with zero mean and unit variance, and λ is a constant in the interval (0, 1). All the n i and i are assumed independent so that the covariance matrices of n, , and are all equal to the identity matrix and the pdfs of n and are equal to
respectively, where n is the dimension of the vector , and · 2 and · 1 denote the 2 and 1 norms, respectively. For λ ≈ 1, the entries of are essentially Gaussian, whereas for λ close to 0 they essentially follow the much more impulsive Laplacian distribution. Fig. 1 shows a comparison between the distributions of the entries of n versus those of .
We recall that the components of are of the form
in the first case arising from unmeasured disturbances that affect the agent's dynamics (1) , and in the latter cases arising from the measurement equations (3) and (4). Impulsiveness in thed i (t, τ ) term permits the modeling of agents that typically move with fairly constant velocity but occasionally exhibit strong accelerations (e.g., dues to sharp turns or evasive maneuvers). Impulsiveness in the absolute measurements D i u i (t) n i (t) permits, e.g., the modeling of sudden loss of GPS accuracy dues to a satellite loss. Finally, impulsiveness in the relative measurements D i j u i (t), u j (t) n i j (t) permits the modeling of impulsive noise, e.g., due to the false detections in a computer vision algorithm that is used to obtain relative position measurements. All these source of impulsive noise/disturbances will be present in the application problem discussed in Section IV.
A. Maximum-Likelihood Estimator
For a given value x of the node vector xand realizations z, n, and of the random variables z, n, and , respectively, the joint-likelihood function f z , n, |x of z, n, and in (6) and (10) can be computed using Bayes' rule according to the formula
where f n| ,x denotes the conditional pdf of n given and x and f |x the conditional pdf of n given x. However, since n, , and x are independent, we have that f n | , x = f n and f |x = f , leading to
This means that maximum-likelihood estimators for x, n, and can be obtained by solving the following optimization:
with respect to x, n,
By eliminating the optimization variable n using the constraint z = H x +λn+(1−λ) and making the change of optimization variable¯ :=(1 − λ) , we obtain the following equivalent sumof-norms optimization that can also be used to obtain the maximum-likelihood estimator
with respect to x,¯ .
Hereafter, we refer to (11) as the sum-of-norms estimator. A global solution to this minimization can be efficiently computed due to the convexity of the objective function. In fact, its special structure allows it to be solved in O(m) operations, permitting its online solution even for large values of m (number of measurements) [25] . The sum-of-norms optimization in (11) favors impulsive solutions for the vector¯ = (1 − λ) , i.e., solutions for which many/most of the entries of are equal to zero. In fact, one can show that there is a value λ max ∈ (0, 1) for which the estimated impulsive noise is identically zero if and only if λ ≥ λ max [14] . In other words, λ max provides a threshold above which the estimated impulsive noise becomes zero.
Remark 1: If the measurement vector had mean μ and covariance P, as in (7), in view of (9), we would solve
instead of (11).
B. Solution Algorithms and Software
Convex optimization problems can be solved efficiently with theoretical performance guarantees and well-developed practical methods and tools. Among the tools available, YALMIP [33] and CVX [34] , [35] are especially appealing because they greatly simplify the process of specifying and solving convex optimizations. These tools are ideal for prototyping algorithms based on convex optimization and can readily handle sum-of-norms optimizations. Unfortunately, these general purpose tools can be fairly slow, leading to optimization times measured in seconds or even minutes, which precludes their use in online in real-time systems. Furthermore, they require extensive use of libraries and commercial software, making them unsuitable for some embedded applications.
For the results reported in this paper, we used CVXGEN [10] for solving the sum-of-norms optimization (11) . Using an online interface (http://www.cvxgen.com), CVXGEN takes a high-level description of a convex optimization problem and automatically generates flat, library-free C-code that can be compiled into a high-speed custom solver. For small and medium sized problems (with up to hundreds of optimization variables), CVXGEN generates solvers with optimization times measured in microseconds or milliseconds. The optimization problem is specified through a MATLAB-like programming language that includes problem dimensions, parameters, variables, cost functions, and constraints. The generated C-code solver takes as inputs the problem specific parameters and returns optimal values of the optimization variables. For the specific case under consideration, the optimization variables correspond to the vector of the agent states x and the Laplacian noise variables¯ ; whereas the parameters are the weight λ, the matrix H , and the measurement vector z. The Open Source Computer Vision Library [11] was used to perform linear algebra operations external to the C-code solver (matrix and vector multiplications, matrix inversions, matrix and transposing). The resulting C-coded optimization requires about 2-ms per iteration in a Windows 7 laptop PC equipped with an Intel Core i5 CPU at 2.4 and 4 GB of RAM memory, amply permitting the real-time generation of estimates at frame rate.
An alternative fast solver has been introduced in [12] , where Domahidi et al. present efficient interior point methods tailored to convex multistage problems and superior numerical stability. While not required for this application, [12] allows for quadratic constraints, which are not supported by other fast solvers. For a detailed discussion regarding why custom solvers like [10] and [12] can outperform general purpose solvers the reader is referred to [36] .
IV. SIMULATION AND HARDWARE RESULTS
The estimation approach developed in the previous sections was tested in simulation and in hardware for a scenario where a team of UAVs equipped with vision systems and navigation sensors try to geolocate and track a target vehicle moving on the ground. Much like in the scenario shown in Fig. 2 , we regard the ground moving target and all the UAVs as agents whose positions we want to estimate.
The UAVs determine the relative position of the target with respect to their own positions using image-plane measurements provided by onboard video sensors. The image plane measurements are projected into the earth's surface using the camera's intrinsic and extrinsic parameters to obtain 3-D relative positions. These measurements correspond to interagent relative measurement equations of the form (4). Most of the time, the noise in these equations is relatively small, but false detections (outliers) due to image processing errors create impulsive noise.
The UAVs positions and orientations with respect to an earth fixed coordinate frame are obtained from a combined GPS/Inertial Measurement Unit (IMU) operating at a 25-Hz rate, corresponding to agent-specific measurement equations of the form (3). Also here, the noise is often small, but sometimes GPS unavailability produces large errors and impulsive noise.
While the UAV dynamics can be written as (1), they are afflicted by fairly large disturbance (mostly due to wind). In contrast, the GPS/IMU measurement are fairly good, so we chose to ignore the motion constraints (2) for the UAVs-in essence, we did not include such edges in the graph. For the target motion, we cannot afford to do this because the UAVto-target relative position measurements are noisy with many outliers and one needs a target model to obtain reasonable estimates. For the target dynamics (1), we used a double integrator driven by a noise process that is independent in the x-and y-direction. This noise was taken to be impulsive to capture the fact that most of the time the target maintains a fairly constant velocity, but occasionally undergoes sharp turns.
Both for the simulation and the hardware results, the measurements taken by the UAVs (absolute and relative) were collected in an asynchronous fashion at a rate of about 10 Hz, limited by the maximum frame rate supported by the computer vision system. For the purpose of estimating the target position, every time a new measurement become available, a graph like the one in Fig. 2 was constructed based on the lastest 15 UAV-to-target relative position measurements, which could all come from the same UAV or from multiple UAVs, depending on which UAVs had the target in their field of view.
A. Synthetic Data Simulation Results
For the simulation results discussed below, the ground target motion was generated according to a kinematic unicycle model [37] . The simulation environment used for the generation of the synthetic data corresponds to a rectangular area of 600 m × 300 m, in the x and y dimensions, respectively. The UAV-to-target relative position measurements were contaminated with zero-mean Gaussian noise with a standard deviation of around 10 m. Additionally, to simulate the presence of outliers, some of the measurements were corrupted with uniformly distributed false detections, producing noises ranging from 40 to 70 m. We chose not to use Laplacian noise in the synthetically generated data to demonstrate the robustness of our algorithms with respect to the modeling assumptions used to derive the maximum-likelihood estimator. The simulations were performed under five different percentages of outliers, representing 1%, 5%, 10%, 15%, and 20% of the total number of measurements. The rms sensor measurement errors corresponding to each one of those cases are 9.73, 15.48, 20.56, 22.99, and 35.24 m, respectively. For illustrative purposes, one of these scenarios is shown in Fig. 3 .
1) Selection of the Weight Parameter λ:
The sum-ofnorms estimator (11) depends on the parameter λ introduced in (10) to characterize the relative weights of the Gaussian and Laplace (impulsive) components of the noise. Fig. 4 shows the value of the rms estimation error as a function of λ for different percentages of outliers in the UAV-to-target relative position measurements. The crucial observation to be made regarding this figure is that, while the RMS estimation error varies with λ, the RMS curves are relatively flat close to their minimum and values of λ close to 0.02 provide excellent values for the rms estimation error for a wide range of outlier percentages. Notice that, for λ ≥ 0.3 the rms estimation errors do not depend on λ, which is consistent with the conclusions of [14] .
2) Comparison With Conventional Estimation Methods:
To demonstrate the benefits of the sum-of-norms estimator, we compare it, under the same target tracking scenario, with a conventional Kalman filter, a Kalman filter based on a mixture of two Gaussian processes with large and small variances, and a batched least squares (BLS) estimator. The BLS estimator uses the same 15-measurement window as the sum-of-norms estimator, whereas the (recursive) Kalman filters use all measurements collected up to the present time. Fig. 5 shows a target sample path with 80% small-noise measurements (solid dots), 20% of outliers (* symbols), and the resulting sum-of-norms estimates with λ = 0.0170 (green circles). Additionally, Fig. 6 shows typical simulation results comparing the instantaneous estimation errors obtained using the four mentioned methods for 20% of outliers measurements. A quantitative comparison of these four methods for different levels of outlier measurements is summarized in Table I . We can see both from the plots in Fig. 6 and the results in Table I that the sum-of-norms estimator significantly outperforms the three other estimators. The benefit improves as the percentage of outliers grows, but it is already very noticeable for 5% of outliers measurements. Aside from reducing the RMS estimation error, we can see in Fig. 6 that the sum-of-norms estimator is especially effective at reducing the peak estimation error from around 100 m for the Kalman filters and the BLS estimator, to about 26.6 m for the sum-of-norms estimator.
B. Experiment Validation
Real-time experimental results were obtained using a team of two UAVs, each equipped with an onboard video camera, inertial sensors, and GPS. Specifications for the UAV and vision sensor are listed in Table II . The UAVs used video measurements to cooperatively detect, geolocate, and track the ground-moving target (Fig. 7) .
1) UAV Ground Control Software and Vision Processing: Two small Unicorn UAVs (named yellow and blue) were used in the hardware experiments, and were controlled by the experimental system shown in Fig. 8 .
Toyon's Video Interface Detection, Tracking, Routing, And Control Center (VIDTRACC) software runs on the ground control station (GCS) computer. This software receives the video streams from both UAVs and employs proprietary computer vision algorithms to automatically detect and track moving targets in video, as shown in Fig. 9 . Images from Toyon's microdigital video system are time-stamped using the GPS clock with millisecond resolution and synchronized with the UAV state telemetry. VIDTRACC then uses terrain data and telemetry from the UAV and sensor to geolocate each image-plane detection on the earth. The georegistered target detections were fed to the sum-of-norms estimator, which fused detections to generate a target state estimate in real time. The small, lightweight GPS and IMU sensors that must be used on micro UAVs are not very accurate. Errors in the telemetry data produced by these sensors are primarily responsible for generating Gaussian noise in the georegistered target detections, as shown in Fig. 10 . Enabled by the use of the sum-of-norms estimator, the sensitivity of Toyon's vision processing software was increased beyond normal thresholds to make the software extremely sensitive to detecting targets. This improved the software's ability to detect very small, dim, or slow-moving targets, at the expense of generating more false detections, as shown in Fig. 9 . These false detections were the primary source of impulsive disturbances in the data. This configuration stressed the sum-ofnorms estimator's ability to handle significant levels of outlier measurements.
2) UAV-to-Target Measurement Model: Measurements of each UAV are first obtained in the image plane in pixel coordinates. The pixel coordinates of each detection are then georegistered to the surface of the Earth using the camera intrinsic parameters, the UAV and camera orientation, and terrain data. This process is shown in Fig. 11 and described in more detail in [38] . The error associated with the UAV-totarget relative position measurements are dominated by errors in the UAV orientation [39] . Additional errors are introduced by false detections in the image plane, of trees, UAV wings, or landing gear, and hence forth., resulting in impulsive noise.
3) Experimental Results: A set of experiments were conducted in November and December 2012, at the Center for Interdisciplinary Remotely Piloted Aircraft Studies (CIRPAS) in Camp Roberts, California. Toyon Research Corporation operated the UAV systems and ground control software described in Section IV-B1. The yellow and blue Unicorn UAVs were launched and tasked to cooperatively follow, image, and track a vehicle as it maneuvered along the roads of Camp Roberts. The UAV paths were computed by Toyon's sensor guided flight algorithm [40] that uses receding horizon control to continuously optimize the sensor-to-target viewing geometry. The UAVs were flown at a nearly constant airspeed Fig. 11 . UAV-to-target measurement model, where S denotes the camera frame on-board the UAV, and T an earth fixed coordinate frame. The mapping from the target position to image coordinates is given by the perspective transformation.
that was about twice that of the ground vehicle's speed, forcing them to periodically loop around the vehicle to stay close to it. A GPS unit onboard the target vehicle provided ground truth; this data was used to route the UAVs and to compute the error metrics shown in Fig. 12 .
The sum-of-norms estimator was connected to Toyon's VIDTRACC software over a TCP/IP connection to receive all georegistered measurement data in real time. Our algorithm estimated the target position using the sum-of-norms estimator (11) with the parameter λ set to 0.0209, which consistently provided good performance in our simulations (Table I) . Fig. 12 shows data obtained from one of our hardware experiments. Even for a single UAV, the sum-of-norms estimation errors are typically much smaller than the errors present in the raw sensor data. Occasionally, the estimation errors increase when the raw measurements contain many outliers and/or the UAV-to-target viewing geometry amplifies the errors (e.g., when the UAV is far from the target). When data from both UAVs is fused to produce the target estimates, one consistently obtains very small estimation errors because it becomes highly unlikely that both UAVs have bad viewing geometries and produce outliers at the same time. These results also illustrate the benefits of using multiple UAVs for target tracking.
A video from the experimental application can be seen at http://youtu.be/4un5PnKPafo. In this video, Toyon's VIDTRACC software performs real-time automatic target detection and tracking on the video streams from three UAVs. Additionally, a video from the GCS computer showing the paths flown by the UAVs, as well as the target agent's ground truth can be seen at http://youtu.be/ZE4iV6SpZbw. In this video, Toyon's SGF algorithm computes and plots the agents positions over a satellite imagery of Camp Roberts. As previously mentioned, the sum-of-norms estimation algorithm was tested on data coming from two UAVs only. Future work ill consider the implementation of the estimation algorithm with data coming from multiple UAVs or ground vehicles.
V. CONCLUSION We have proposed new algorithms for the state estimation of multiagent systems under impulsive noise and disturbances. These algorithms correspond to a maximum-likelihood estimator with noise and disturbances modeled by a mixture of Gaussian and Laplacian terms. The estimates are computed by solving online optimizations that can be encoded as graphs. The effectiveness of the algorithms was demonstrated-both in simulations and in hardware experiments-in scenarios where a team of UAVs tracked a ground moving target with vision and navigation sensors.
A research item that was not addressed here is the development of distributed versions of the algorithms proposed. For the target tracking scenario considered here, the need for a distributed algorithm did not arise because all UAV data were being processed by a central GCS. However, extending this scenario to larger teams of UAVs tracking multiple targets could overload the wireless bandwidth and computational resources of a single GCS, forcing the need for decentralized solutions. The development of decentralized algorithms was one of the original motivations to consider graph-based representations of estimation problems and will likely also prove very useful for multiagent systems with impulsive noise/disturbances. Another direction for future work includes the development of adaptive methods to adjust the regularization parameter λ, as the number of outliers in the measurements varies.
