Abstract-We consider the problem of characterizing possible supply functions for a given dissipative nonlinear system, and provide a result that allows some freedom in the modification of such functions.
I. Introduction
The "input to state stability" (ISS) property has been recently introduced in nonlinear systems analysis ( [4] ), and, together with close variants, has already found some uses in feedback design ( [2] , [3] ; see also [5] for an expository introduction). It provides one natural framework in which to formulate notions of stability with respect to input perturbations. In this note, we explore certain questions associated to the ISS property.
It was shown in [6] that this property can be equivalently characterized in terms of a dissipation inequality (in the style of the work in [7] , [1] ). More precisely, consider a general nonlinear system evolving in Euclidean space R n and with inputs taking
(We assume that f :
n is locally Lipschitz, and f (0, 0)=0.) Given the above-cited equivalences, for the purposes of this paper we simply define the system (1) to be ISS if there is some smooth (infinitely differentiable), positive definite (V (x)>0 for x = 0, V (0)=0) and proper (that is, radially unbounded) function V : R n → R ≥0 (a "storage function for the system") and there are two class K∞ functions α and γ, so thaṫ
for all x ∈ R n and all u ∈ R m . (We are using | · | to indicate Euclidean norms in the respective space; recall that the class K ∞ consists of all functions γ : R ≥0 → R ≥0 which are continuous, strictly increasing, and satisfy γ(0) = 0 and γ(s) → +∞ as s → +∞.) In other words, along each trajectory of (1) there holds the estimate dV (
The combination of the functions γ and α serves as one characterization of the "input to state gain" of the system. For instance, when γ(r) = g 2 r 2 and α(r) = r 2 , existence of a storage function as in (2) implies that the zero-initial-state L 2 gain of the system is bounded by g. (Note that it is the combination of the two functions that matters; in this example, using a scalar multiple of V provides a new equation (2) One may ask, in particular, for which functions γ there is some α so that (γ, α) is a supply pair for the given system, and viceversa, for which α there is a suitable γ. It is easy to see that some restrictions are necessary. To illustrate, assume the system is one-dimensional and has the formẋ = f (x) + u.
| results for all x = 0. Since V must have a local minimum at zero, and so V (0) = 0, it must be the case that
and hence α is severely restricted for small x. Our main result, in informal terms, will be that if (γ, α) is a supply pair, then one can arbitrarily modify α for large arguments, and a similar conclusion applies to γ and small arguments. We now state the results precisely. In the rest of this note, a system (1) is assumed to be fixed.
Theorem 1: Assume that (γ, α) is a supply pair. Suppose thatγ is a K ∞ function so that γ(r) = O(γ(r)) as r → ∞. Then there exists aα ∈ K∞ so that (γ,α) is a supply pair.
Theorem 2: Assume that (γ, α) is a supply pair. Suppose thatα is a K ∞ function so thatα(r) = O(α(r)) as r → 0 + . Then there exists aγ ∈ K∞ so that (γ,α) is a supply pair.
These theorems will be proved in the next section. Properness and positive definiteness of a storage function V are equivalent to the existence of class-K ∞ functions α and α so that, for all
The constructions will show how to build the new supply pair using only α and α (as well as the original pair) but not V itself.
Before closing the introduction, we note the following interesting fact: Corollary Assume that two ISS systems are given. Then there are K ∞ functionsγ1,α2, andα1, so that ((1/2)α2,α1) is a supply pair for the first system and (γ2,α2) is a supply pair for the second.
Proof: Start with (γ 1, α1), (γ2, α2). Apply Theorem 2 to the second pair, withα2 = α2 near 0 and = γ1 for large s. This provides aγ2. Now defineγ1 := (1/2)α2, and apply Theorem 1 to obtainα1.
This applies in particular to the following situation, illustrated in Figure 1 . Consider the system in cascade forṁ
E E z x
where f (0, 0) = g(0, 0) = 0, the second equation is ISS, and the first equation is ISS when x is seen as an input. Then the composite system is ISS. This can be shown in many ways (cf. [4] ), but a proof based on the above Corollary is particularly elegant. Indeed, assume one has found storage functions V 1 and V2 so that V1 satisfies a dissipation estimate
for the first subsystem, while V2 is a storage function for the x-subsystem so that
is a storage function for the composite system, sincė
which, by means of elementary manipulations, can be transformed into a dissipation inequality of the form considered here.
II. Proofs.
Assume that (γ, α) is a supply pair for the given system, with corresponding storage function V . For both theorems, we will define a new storage function by means of the formula
where ρ is a K ∞ function defined in turn by an integral of the form (3) we will then have thaṫ
We claim that the right-hand side of (4) is bounded by
where θ ∈ K ∞ is defined as
To show this, we consider separately two cases:
In this case, the right-hand side of (4) is bounded already by the term
the right-hand side of (4) is bounded by q(θ(|u|))γ(|u|) − q(V (x))α(|x|). Observe that one can in turn bound (5) by
Thus, the theorems will be proved if one shows that, under the assumptions of Theorem 1, there are a q ∈ SN and anα ∈ K ∞ so that
and analogously for Theorem 2. We first observe these two trivial facts: for all s ∈ [0, ∞).
To prove Lemma 1, it is sufficient to note thatβ(r)/β(r) is well-defined and continuous for r > 0, and it is bounded below by a positive number on any interval of the form [r0, +∞), r0 > 0. Thusq(r) := inf r ≥rβ (r )/β(r ) for r > 0, is nondecreasing and positive. Now any q ∈ SN which satisfies q(r) <q(r) for all r > 0 is as desired.
Similarly, Lemma 2 is established by noting thatβ(s)/β(s) is well-defined and continuous for s > 0, and it is bounded above on any interval of the form (0, s 0], s0 > 0. Thusq(s) := sup 0<s ≤sβ (s )/β(s ) for s > 0 is a nondecreasing well-defined function. Any q ∈ SN which satisfies q(s) >q(s) for all s > 0 is as wanted for Lemma 2 (the inequality at s = 0 follows by continuity).
We now return to proving (7) . Assume that γ(r) = O(γ(r)) as r → +∞. Defineα(s) := (1/2)q(α(s))α(s), and note that this is a K∞ function because α ∈ K∞ and q ∈ SN. Let β := γ • θ −1 andβ :=γ • θ −1 ; these satisfy the hypotheses of Lemma 1 because θ ∈ K∞. If q is as in the conclusion of the Lemma, then (7) holds.
If instead we know thatα(r) = O(α(r)) as r → 0 + , we similarly apply Lemma 2, with β := (1/2)(α•α −1 ) andβ :=α•α −1 , and we letγ(r) := q(θ(r))γ(r).
