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Abstract 
In contrast with the support vector machine (SVM) algorithm, the minimum class variance support vector machine 
(MCVSVM) classification algorithm takes into consideration both the samples in the boundaries and the distribution 
of the classes and gives a robust solution. In this paper, following the idea of the maximum margin discriminant 
analysis (MMDA) algorithm which is based on the SVM algorithm, we extend the MCVSVM algorithm to reduce the 
dimensionality of the sample space and propose a novel feature extraction method. We discuss both the linear case 
and the nonlinear case of the proposed method in the paper. The experimental results demonstrate that the proposed 
method yields competitive results compared with MMDA. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
Keywords: Dimensionality reduction; discriminant analysis; support vector machine; minimum class variance support vector 
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1. Introduction 
Dimensionality reduction of the raw input variable space is an essential step in pattern recognition 
tasks often dictated by practical feasibility [1]. One well-known method for dimensionality reduction is 
principal component analysis (PCA) [2]. PCA, as one feature extraction method, transforms the original 
data points to a new feature subspace where the greatest variance is captured. Fisher discriminant analysis 
(FDA) [2] is another famous feature extraction method. Different from PCA, FDA uses the label 
information of samples and is supervised feature extraction technique. 
On the other hand, in the past decade kernel methods [3] are widely studied and applied. Support 
vector machine (SVM) [4], as a kernel method, is a powerful machine learning method based on Vapnik’s 
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Statistical Learning Theory [5]. Different from other pattern recognition methods which usually attempt to 
minimize the misclassification errors on the training set (empirical risk minimization), SVM minimizes 
the structural risk. 
Based on the SVM classification algorithm, recently, maximum margin discriminant analysis (MMDA) 
[6-8], as a feature extraction method which extracts the features by the normal vectors of the hyperplanes 
constructed by SVM, is proposed. The pivotal insight of MMDA is the corresponding normal vectors of 
the hyperplanes are taken as projection directions and the data is projected onto them. MMDA is a 
supervised technique and has been successfully used in face recognition [7]. 
However, in fact, SVM is a local method since its solution is only determined by support vectors 
whereas all other data points are irrelevant to the decision hyperplane. In order to overcome the drawback 
of SVM, a modified class of SVM called minimum class variance support vector machine (MCVSVM) is 
presented in [9] which is inspired from the optimization of Fisher’s discriminant ratio. Unlike SVM, the 
solution of MCVSVM takes into consideration both the samples in the boundaries and the distribution of 
the classes and gives a robust solution. 
In this paper, we attempt to extend MCVSVM to extract the features of the original data space by 
following the basic idea of the MMDA method. In contrast to MMDA which is based on the SVM 
approach, the proposed method extracts the features according to the normal vector of the hyperplane 
which is constructed by the MCVSVM classification algorithm. Compared with MMDA, the proposed 
method, similar to MCVSVM, takes into account both the samples in the boundaries and the distribution 
of the classes and gives a better solution. In the paper, we discuss both the linear case and the nonlinear 
case of the proposed method. Experimental results indicate the effectiveness of the proposed method 
comparing it with MMDA. 
2. The proposed method 
In this paper, we let a training dataset contains two classes of N  samples, represented by 
)},(,),,{( 11 NN yyD xx L=  with the training samples Xxxx ∈= TiMii ],,[ 1 L  and labels }1,1{ −∈iy .
Where Ni ,,1L= , MN RX ∈= ),,( 1 xx L , T  denotes transpose and the dimensionality of the sample 
space is denoted by M . Also, KN  is the number of the kth class samples (k =1, 2). 
2.1. Linear case 
Given the dataset )},(,),,{( 11 NN yyD xx L=  and the regularization parameter C , the optimization 
problem of MCVSVM is defined as [9] 
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Where the matrix WS  is the within-class scatter matrix defined as 
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Here, ku  is the sample mean vector for the kth class (k=1, 2) and is formulated as 
∑
∈
=
kk
k N Xx
xu 1 (3) 
Actually, MCVSVM can be seen as a compromise between SVM and FDA [9]. Note, this is the 
optimization problem of MCVSVM in the case where the training samples are not linearly separable and 
employ the soft margin formulation. Here we suppose that },,{ ξw b  is the optimal solution of (1). 
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Next, we will start to discuss how to extract features by MCVSVM. The first projection direction 
which is used to extract first feature wanted is simply the weight vector w  of the MCVSVM solution, 
and here denoted by 1w . Similarly to MMDA, the first extracted feature component  can be formulated as 
xwTf 11 = (4) 
Note, here we normalize 1w  such that 1
2
1 =w .
In order to find the second extracted feature, we first transform the dataset D  by 
Nii
T
ii ,,1,)( 11
' L=−= wxwxx (5) 
Thus, we can obtain a new dataset )},(,),,{( '1
'
1
'
NN yyD xx L= . Using the dataset 'D , we can obtain the 
second projection direction 2w  by solving the optimization problem (1) of MCVSVM. As a consequence, 
the second extracted feature component can be formulated as  
xwTf 22 = (6) 
Similarly, here the vector 2w  is also normalized such that 1
2
2 =w .
By the same manner, one can extract more feature components if need be. 
Generally, in fact, we tackle the MCVSVM’s optimization problem (1) through solving its dual 
optimization which is formulated as 
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Where jWijiij yyH xSx
1−= . Suppose TN ],,[ **1* αα L=α  can be used to solve the above optimization 
problem, and then the optimal weight vector is 
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Note, here we assume that the matrix WS  is nonsingular, and so the primal optimization problem (1) of 
MCVSVM can be transformed into its dual optimization problem (7). If this condition can not be met, 
there are many methods to deal with this problem. A simple way is that here one can use the pseudo-
inverse matrix of the matrix WS  instead of its inverse matrix. 
2.2. Non-linear case 
In the previous discussion, the relevant features are extracted in a linear form. In order to handle with 
the nonlinear case, we can seek to use the kernelization trick [3], i.e., define a mapping HRM →:)(xφ
to map the M -dimensional samples into a high-dimensional feature space H . Then, we can employ the 
linear algorithm in the feature space H , where a linear algorithm corresponds to a nonlinear algorithm in 
the original space and the primal optimization problem of MCVSVM is reformulated as 
∑
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Where ),,1()( Nii L=xφ  denotes sample in the feature space H , and φWS  is the corresponding within-
class scatter matrix. First, let )](,),(),([ 21 NxxxX φφφφ L= , according to [10] the scatter matrix φWS  can 
be rewritten as  
T
W )(
φφφ XLXS = (10)
Where WIL −= . Here I  is an identity matrix, and the matrix W  is defined as 
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According to the representation theorem for Reproducing Kernel Hilbert Spaces [3], of which the 
vector w  can be formulated as 
∑
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So, the optimization problem (9) can be reformulated as  
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Where ( )
NNji
k ×= ),( xxK  is the kernel matrix, the vectors ik  and a  are respectively defined as 
T
Niiii kkk )],(,),,(),,([ 21 xxxxxxk L=  and TN ],,[ 1 αα L=a . Here )()(),( jiTjik xxxx φφ=  is a 
predefined kernel function. Let KLKH = , the above optimization problem (13) can be further written as 
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It should be noted that the optimization problem (14) is a optimization problem defined by the linear 
MCVSVM since KLKH =  is the within-class scatter matrix of the dataset which consist of 
),,1( Nii L=k .
On the other hand, for a sample point x  its extracted feature by w  is xwT , which can also be 
reformulated as kαxxxw Ti
T
i
T a == ∑ )()()( φφφ  since the equation (12) holds. Here 
NT
N Rkkk ∈= )],(,),,(),,([ 21 xxxxxxk L . Hence, suppose that )1(a  is the optimal solution of (14), in 
the nonlinear case the first extracted feature is  
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If one wants to extract more features, analogously to the linear case, the recursive manner strategy can be 
employed to obtain )()1( ,, naa L  from then optimization problem (14), and then use (15) to extract the 
corresponding features. 
3. Experiments 
Here we seek to demonstrate the visualization capability of the proposed method. We used the Wine 
dataset which has 13 continuous attributes, 3 classes and 178 instances. In the experiment, the first dataset 
consist of class 1, and the second dataset is obtained by grouping classes 2 and 3 together into a single 
class. Thus, this is a two-class problem. Here we set the regularization parameter 10=C  and adopt the 
linear kernel. Two dimensional projections of the data are shown in Figure 1. It can be clearly seen, in 
contrast with MMDA, that the proposed method performs better since the samples which have the same 
label have smaller scatter. 
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(a) MMDA (b) Proposed method 
Fig. 1. Scatter plot of wine data projected onto a two-dimensional subspace 
4. Conclusions 
In this paper, following the basic idea of MMDA in which the SVM method is used to extract feature, 
we attempt to extend the MCVSVM classification algorithm to extract the feature of the original sample 
space. The proposed method inherits the characteristics of MCVSVM such as taking fully account into 
the distribution of the dataset and getting better solution. Experimental results indicate the effectiveness 
of the proposed method and shows that the proposed method is competitive compared with MMDA. 
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