Gaussian processes provide a probabilistic framework for quantifying uncertainty of prediction and have been adopted in many applications in Statistics and Bayesian optimization. Unfortunately, they are hard to scale to large datasets as they necessitate inverting matrices whose size is linear in the number of observations. Moreover, they necessitate an a priori chosen functional form for their kernels with predetermined features. Our contribution is a framework that addresses both challenges. We use deep neural networks for automatic feature extraction, combined with explicit functional forms for the eigenspectrum of Gaussian processes with Gaussian kernels, to derive a Gaussian process inference and prediction framework whose complexity scales linearly in the number of observations and which accommodates automatic feature extraction. On a series of datasets, our method outperforms state of the art scalable Gaussian process approximations.
Introduction
Gaussian processes have long been studied in probability and statistics. In Bayesian inference, they provide a canonical way to define a probability distribution over functions, which can be used as a prior to build probabilistic frameworks for quantifying uncertainty in prediction. Among many applications, they have been a method of choice for hyperparameter tuning in deep learning.
For an introduction to Gaussian processes, their use in Bayesian Inference, and some of their many applications, see e.g. (Rasmussen & Williams, 2006; Liu et al., 2011 the simplest setting, a probability distribution over functions f : x → y is defined as follows. Given values X = {x 1 , . . . , x N } for the independent variables, it is assumed that the dependent variables y = {y 1 , . . . , y N } are jointly Gaussian, with mean vector µ = (µ(x i )) i and covariance matrix K(X, X) = (k(x i , x j )) ij , where µ(·) is some function, and k(·, ·) is a positive semidefinite kernel. We often assume that we do not observe the Gaussian sample directly but additional noise is added to it prior to our observation.
Given this framework for defining distributions over functions, in Bayesian inference, we assume that we are given the value of the dependent variables on a subset I ⊂ {1, . . . , N } of indices, and the goal is to compute the posterior distribution of the dependent variables over the remaining indices I. Oftentimes, µ(·) and k(·, ·) are parametric functions, and the noise added to the Gaussian sample prior to our observation is also sampled from a parametric distribution, and the goal is to estimate the parameters of µ(·), k(·, ·) and the noise distribution as well as to compute the posterior distribution.
While flexible and widely used, the aforedescribed framework has important limitations. Even when µ(·) and k(·, ·) are assumed perfectly known, and even when there is no noise, computing the posterior distribution of the values Y I requires inverting matrices whose size is linear in |I|, the number of observed values. Relatedly, when µ(·), k(·, ·) or the noise distribution are parametric, estimating their parameters requires writing down the likelihood of Y I , which also involves the inverse of the covariance matrix K(X I , X I ). All in all, the emergence of inverse covariance matrices for both model parameter estimation and prediction makes the framework hard to scale computationally beyond a few thousand observations. Given the aforedescribed computational limitations various approximation approaches have been proposed aiming at circumventing the inversion of large or dense covariance matrices, or performing this inversion approximately. A recent survey of scalable GP-based Bayesian Inference frameworks is provided in (Liu et al., 2020) . These methods are roughly clustered into global approximations, which do approximate inference by distilling the entire dataset, and local approximations, which focus on subsets of data close to where predictions are to be made. Examples of global approximations include keeping a representative subset of M N training points resulting in a smaller kernel matrix (see e.g. Chalupka et al. (2013) ), approximating the kernel matrix via a sparse matrix (see e.g. Gneiting (2002) ), or performing low-rank approximations to the kernel matrix using inducing points (see e.g. Quiñonero-Candela & Rasmussen (2005) ; Titsias (2009); Hensman et al. (2013) ; Wilson & Nickisch (2015) ). Local approximation methods include mixture of experts methods, which conduct model averaging from multiple experts built on local subsets of the data to boost predictions; see e.g. (Hinton, 2002; Rasmussen & Ghahramani, 2002; Gramacy & Lee, 2008; Sun & Xu, 2010; Yuksel et al., 2012; Masoudnia & Ebrahimpour, 2014; Deisenroth & Ng, 2015; Gramacy et al., 2016; Rullière et al., 2018; Liu et al., 2018) .
A second limitation facing the vanilla application of Gaussian processes in Bayesian inference is the necessity to commit a priori to a specific functional form for the kernel, such as the Gaussian, Exponential, and Matérn kernels. Commonly used kernels such as these have a few tunable parameters but they use an a priori chosen distance function d(·, ·) measuring the affinity between pairs of x i and x j . As such, standard Gaussian Process-based Bayesian Inference does not directly permit learning relevant features as part of the inference process.
Motivated by this limitation of the standard framework, several recent works have proposed combining the expressive power of deep neural networks (DNNs) with the uncertainty quantification power of Gaussian Processes. Quite naturally, these works propose mapping the original input space to some latent space using a neural network, then using a Gaussian Process over the latent space for prediction; see e.g. (Wilson et al., 2016a; b; Calandra et al., 2016; Al-Shedivat et al., 2017; Bradshaw et al., 2017) . See also (Cremanns & Roos, 2017; Iwata & Ghahramani, 2017) for variants of this idea. In these works, the parameters of both the Neural Network used for embedding to latent space, and the parameters of the Gaussian process are jointly estimated by maximizing likelihood. Unfortunately, the resulting optimization problem faces a stronger version of the computational challenges facing the vanilla GP-based Bayesian inference mentioned earlier, as the likelihood function involves the inverse of the covariance matrix, which is now the composition of the kernel with the neural network. Backpropagation through the resulting function becomes even more challenging than in the vanilla setting.
The contribution of this work is a Gaussian process-based inference framework that addresses both limitations of the standard framework discussed above. Addressing the second limitation, we use DNNs to map the input space to some latent space, defining a Gaussian Process on the latent space, as proposed in the aforedescribed recent works. In contrast to prior work, however, we propose an approach for training the weights of the Neural Network and the parameters of the Gaussian Process, as well as for making predictions, which circumvents the need for inverting (for prediction) and backpropagating through (for training) inverses of large covariance matrices.
The main idea behind our framework is quite simple. Recall that the Gaussian kernel (in one-or multiple dimensions) has an infinite Mercer expansion in terms of explicitly known eigenfunctions involving Hermite polynomials. These eigenfunctions are orthonormal with respect to the inner product defined by an appropriately chosen Gaussian measure, and their corresponding eigenvalues are also known explicitly, and decrease exponentially fast in common regimes of parameters. As such, the kernel is well approximated by keeping the first few terms of its Mercer expansion.
How can we exploit these facts to speed up DNN+Gaussian process-based inference? We propose the following natural approach. First, we hypothesize that there is a DNNexpressible feature extraction map g w : x → z, which maps the (potentially non-Euclidean and potentially highdimensional) inputs x to low-dimensional Euclidean latent vectors z = g w (x) ∈ d such that the distribution over x's maps to a Gaussian distribution over z's. This means that a large sample X = {x 1 , . . . , x N } of x's will map to a sample Z = {z 1 ≡ g w (x 1 ), . . . , z N ≡ g w (x N )} of latent vectors whose empirical distribution converges in distribution to a Gaussian distribution over d . In turn, this means that the vectors defined by evaluating on Z the eigenfunctions of the Mercer expansion of the Gaussian kernel will be approximately orthogonal, and that the covariance matrix K(Z, Z) = (k(z i , z j )) ij defined by evaluating the Gaussian kernel on pairs of samples from Z, will be well-approximated by the sum of eigenvalue-scaled outerproducts of the vectors computed by evaluating on Z the top few eigenfunctions of the Mercer expansion. This provides an analytically computed low-rank approximation to the covariance matrix K(Z, Z). We use the matrix inversion lemma to obtain an explicit form for its inverse, using this explicit form in our maximum likelihood objective to train the parameters of the Neural Network, the Gaussian kernel, and the noise distribution, as well as to make predictions after training. As we have already noted, the eigenvalues in the Mercer expansion decrease exponentially fast in common regimes of parameters, so we may keep a small number of eigenfunctions from the Mercer expansion to obtain a good approximation to the Gaussian kernel, as described above. It follows that computing the likelihood function requires inverting a single × matrix, and computing matrix-vector products between × N matrices and N dimensional vectors or × matrices and dimensional vectors, i.e. total time linear in N when is a constant. Using a trained model for making a prediction similarly takes time linear in N .
Methodology

Gaussian process basics
Assume that we have a data vector y with entries y i that are noisy observations of the function f (
We take the noise for each data entry to be independent Gaussian with variance σ 2 . We place a Gaussian process prior with mean function µ(·) and covariance kernel k θ (·, ·) over f (.), so that the collection of function values f (X) has a joint Gaussian distribution
and the future observations y * with covariates X * have a normal conditional distribution with mean and variance given by
(2)
Deep embeddings meet Gaussian processes
In this section, we add a twist to the vanilla Gaussian process model presented in the previous section, in line with prior work combining DNNs and Gaussian processes (Wilson et al., 2016a; b; Calandra et al., 2016; Al-Shedivat et al., 2017; Bradshaw et al., 2017) . We define a prior distribution over functions f : x → y that results from the composition of a random function with a deterministic function, as follows. First, a deterministic function g w : x → z embeds D-dimensional input vectors x to d-dimensional vectors z = (z 1 , . . . , z d ); we assume that g w is parametric, e.g. expressible by a DNN, and our inference framework will aim at inferring its parameters w. Next, a random function h : z → y is sampled from a Gaussian process with noisy observations, as described in the previous subsection. The Gaussian process uses a squared exponential (a.k.a. Gaussian) kernel:
with ∆ = diag( 2 1 , . . . , 2 d ) comprising the length scales along d input dimensions and σ 2 f being the signal variance.
For reasons that will become apparent shortly we will also make the following modeling assumption. We will assume that, with respect to the randomness of x, the distribution of z = g w (x) satisfies z j ∼ N (0, 1/2α 2 j ), for each coordinate j = 1, . . . , d, and some α j > 0.
Our inference framework
Our main contribution is a linear-time approximate inference and prediction framework for the model outlined in the previous section. Our starting point is Mercer's expansion (Mercer, 1909) of the Gaussian kernel:
We take the φ n 's to be an orthonormal basis of L 2 ( d , ρ), where inner products of functions are computed with respect to the Gaussian measure, ρ(z), with independent coordinates sampled by
for the same α j 's from the previous section. It is standard (see e.g. (Zhu et al., 1997b; Rasmussen & Williams, 2006; Fasshauer, 2012; Fasshauer & McCourt, 2012) ) that the orthonormal basis (φ n ) n∈N d can be constructed as a tensor product of the orthonormal bases of L 2 ( d , ρ j ) for all j, as follows. Setting
the orthonormal eigenvectors are defined as follows
where H n are the Hermite polynomials of degree n; and the corresponding eigenvalues are
Note that λ nj → 0 as n j → ∞. Indeed, as long as α 2 j / 2 j is bounded away from 0, this decay is exponentially fast.
Next, our modeling assumption from the previous section that, with respect to the randomness of x, the distribution of z = g w (x) satisfies z j ∼ N (0, 1/2α 2 j ), for each coordinate j = 1, . . . , d, becomes crucial. It implies that a large sample
In turn, this means that the family of vectors (ξ n ) n∈N d in N , defined as follows:
as N → ∞, i.e. "the vectors (ξ n ) n∈N d become more and more orthonormal" as N → ∞.
Note that, it follows from Equation (3) and the definition of the vectors (ξ n ) n that the kernel matrix
It follows from (i) Eq. (7), (ii) the approximate orthonormality of the vectors in (ξ n ) n as N → ∞, and (iii) the fact that λ nj → 0 as n j → ∞ exponentially fast, as long as α 2 j / 2 j is bounded away from 0, that K(Z, Z) is well-approximated by the sum of the first few terms of (7), i.e. for some m:
Compactly, we represent the right hand side of (8) by ΞΛΞ T , where Ξ is the N × m d matrix whose rows are the vectors ξ n , for n ≤ (m, . . . , m) and Λ is the m d × m d diagonal matrix with the corresponding eigenvalues. As such, we have an analytically computed low-rank approximation to the kernel matrix K(Z, Z).
The resulting approximation to the covariance matrix of the Gaussian process is B = ΞΛΞ T + σ 2 I N . Next, we use the Woodbury matrix inversion lemma and the Sylvester determinant theorem to obtain an explicit form for the inverse of B and its determinant:
Note that the right hand sides of both identities involve the inversion of an m d × m d matrix. In turn, these identities can be plugged directly into the expressions for the log-marginal likelihood, and mean and variance of the predictive density of future observations y * :
and
It follows that computing the likelihood function requires inverting a single m d × m d matrix, and computing matrixvector products between m d × N matrices and N dimensional vectors or m d × m d matrices and m d dimensional vectors, i.e. total time linear in N when m d is a constant.
Making predictions using the trained model similarly takes time linear in N .
Learning
A key ingredient in our inference framework is that we learn all parameters of our model simultaneously. Assuming, for simplicity, that µ(Z) = 0 in (9), we require inference for the parameters w of the DNN, the parameters σ 2 f , ∆ of the Gaussian kernel and the noise variance σ 2 . This is achieved by training the DNN with the loss function given by Eq (9). The normality of the output Z is enforced approximately by standardizing it before it enters (9). Note that this loss function is non-decomposable (in the sense e.g. of Kar et al. (2014) ), so we opt not to perform the optimization with batches. However, this is greatly compensated by the linear computational and memory requirements of our method.
Related work
We have already presented in Section 1 a brief account of prior work related to our research. The computational complexity of Gaussian processes has been the major impediment to their widespread application in big data problems. Several review articles provide an account of the state-of-theart. Besides the recent review by Liu et al. (2020) , additional reviews can be found in Quiñonero-Candela & Rasmussen (2005) ; Camps-Valls et al. (2016); Rivera & Burnaev (2017) . Finally, we note here deep Gaussian processes, introduced by Damianou & Lawrence (2013) , are very much different in flavor and scope to our method, as the idea there is to model the output of a multivariate Gaussian process as input to another Gaussian Process, stacking several Gaussian Processes on top of each other in this way.
Experiments
The performance of our Deep Mercer Gaussian process method (DMGP) was compared against commonly used approximate but scalable Gaussian process methods on realworld datasets that are publicly available at the UCI dataset repository (Asuncin & Newman, 2007) and the official site of Rasmussen & Williams (2006) . Simulated datasets were also used to illustrate some features of DMGP. Our experiments demonstrated that our method i) outperformed approximate Gaussian process methods on nearly all seven real-world datasets; ii) could be trained on datasets comprised of more than 1.8 million data points even by using a conventional, local machine; iii) achieved significant speedups against the baselines in both training and prediction time; iv) made predictions for all test points at the same time in no more than a second even when their number exceeds 10 5 data points; and v) was able to attain very similar performance to exact Gaussian process regression models or even surpass them on small simulated datasets.
All the experiments were carried out on a 72-core Intel(R) Xeon(R) Platinum 8168 CPU @ 2.70GHz Linux server. The implementation of our code was based on both Tensorflow (Abadi et al., 2015) and GPFlow and is avalaible at https://github.com/aresPanos/ DMGP_regression. Finally, in all our experiments on real-world datasets, we standardized the input and target vectors (i.e., in the notation of Section 2, we set µ(Z) = 0 throughout), we chose the output of our deep neural network g w to always be one-dimensional (i.e. d = 1), and the activation function of each layer of the neural network to be tanh(.).
Simulated datasets
We generated two small-scale datasets to demonstrate the flexibility of DMGP and its performance against exact Gaussian Process regression. DMGP used, in both cases, a fullyconnected DNN with a [D-1] architecture, i.e. a single fully connected layer with D inputs and 1 output with a tanh(·) activation function. 
where f (x i ) = 1.5 sin(2x i ) + 0.5 cos(10x i ) + x i /8 and ∼ N (0, 0.01). We first train an exact Gaussian process model, with zero mean and a Gaussian kernel, using GPflow. Second, we use DMGP with m = 20. Figure 1 illustrates that both methods were able to correctly learn f (x) (black line) on the test points with similar error guarantees. Table  1 shows the test root mean squared error (RMSE) and the negative log predictive density (NLPD). These results indicate that DMGP not only achieves similar performance to the exact GP model but slightly outperforms it on this data.
In order to gain better insight into the dependence of the choice of m and the accuracy of DMGP, we compute the test RMSE and NLPD as a function of m. Figures 3(a) and 3(b) demonstrate that in this simple dataset, we can match the performance of an exact Gaussian process using about m = 20 eigenfunctions. This reflects the fast decay of the eigenvalues λ n , as depicted in Figure 3 Data-4D. In this example we aim to show the feature engineering power of DMGP via its DNN embedding. We construct 4-dimensional input vectors {x i } 1300 i=1 as follows. For all i, we sample the coordinates of N (5, 4) , and τ i ∼ U[0, 1]. The target vector y is sampled from a Gaussian process with 3-dimensional input vectors z i = (x 1 i , x 2 i , x 3 i + x 4 i ), a Gaussian kernel with a shared 2 = 0.1 across the three dimensions and σ 2 f = 1.5, and noise variance σ 2 = 0.01. The train/test datasets consist of a random 1000/300 split of the (x i , y i ) 1300 i=1 data generated as described above. We train an exact Gaussian Process and DMGP with d = 1 and m = 20 on the training set. The performance of both methods on the test set is presented in Table 1 . We find that the exact Gaussian process has larger RMSE and a very large NLPD value, because it is unable to "simulate" the true feature vector (x 1 i , x 2 i , x 3 i +x 4 i ). In contract, DMGP has the expressive power to implement the right feature vector, achieving low RMSE and NLPD value.
Next, on the same dataset, we explore the effectiveness of increasing the output dimension d of the DNN. We attempt both d = 2 and d = 3 in tandem with m = 5 in both cases, resulting in 25 and 125 eigenvectors respectively. The results in Table 1 indicate that the combination d = 1 and m = 20 provides similar performance in terms of both RMSE and NLPD value.
Real-world datasets
Six UCI regression datasets and the Sarcos dataset (Rasmussen & Williams, 2006) are utilized for our experimental study on real-world data. Information about these datasets is provided in Table 2 . Baselines. DMGP is tested against two widely-used and scalable approximate GP methods, namely Sparse Gaussian Process Regression (SGPR) (Titsias, 2009 ) and Stochastic Variational Gaussian Process (SVGP) (Hensman et al., 2013) . We choose these methods because of their wide applicability and competitive performance on datasets of various scales. Both SGPR and SVGP rely on optimizing a lower bound of the exact log-marginal likelihood with respect to both kernel hyperparameters and function values at inducing points. SGPR can be seen as a special case of SVGP where this lower bound is optimized without stochastic estimation using minibatches and the used likelihood is Gaussian. The optimization of SVGP over minibatches allows it to scale well to large datasets of more than 500, 000 data points (Hensman et al., 2013) . We use 500 inducing inputs for SGPR and 1000 for SVGP since these are common values for these methods in the literature Wang et al., 2019) and, equally importantly, because these values allow us to train these methods in a reasonable amount of time.
Experimental details. For all datasets with up to 10 5 data points we randomly split each dataset in ten equal partitions and then keep one of those for testing the rest nine partitions for training. We repeat this process for all partitions and report the averaged, across ten partitions, test RMSE and NLPD ± one standard deviation. For the larger datasets, we fail to run more than one partitions due to the high training time required for both SGPR and SVGP (see Table 4 ). Moreover, we have to omit accuracy results for both SGPR and SVGP on the largest, ELECTRIC dataset altogether, since both the training time and memory footprints were highly demanding for our available hardware. For both SGPR and SVGP, we use a zero-mean function and a Matérn 3/2 kernel with a shared lengthscale which is a common choice for these problems (Wang et al., 2019) . For SVGP and SGPR we follow the training process of (Wang et al., 2019) , which suggests running SVGP for 100 epochs with a minibatch of size 1000 and running SGPR for 1000 iterations. The Adam optimizer (Kingma & Ba, 2014) is our default optimizer with learning rates set to 0.1 and 0.01 respectively for SGPR and SVGP. Learning rates for DMGP are set by validation on each dataset separately; see supplementary material for details. Furthermore, we opt for a common DNN architecture across all datasets for DMGP, using in particular the [D-256-128-64-32-1] architecture, and we use m = 25 eigenfunctions throughout.
Predictive performance. Table 3 displays the predictive performance of DMGP, SGPR, and SVGP in terms of both test RMSE and NLPD. We see that DMGP consistently outperforms the two other Gaussian process approximations in almost every dataset in both RMSE and NLPD values.
Training and prediction times. The training and prediction times for each real-world dataset used in our study are shown in Table 4 . The linear computational complexity of DMGP in the size N of the dataset results in significant advantages compared to the other methods in both training and prediction times. Notice that we run our method for 5000 iterations, compared to 1000 iterations used in SGPR, but still receive a considerable reduction in time. In particular, 1000 iterations of DMGP on the ELECTRIC dataset requires 3067 seconds while SGPR needs 49453 seconds. Moreover, SGPR needs more than 95 Gb memory to run while DMGP's memory footprint does not exceed 12 Gb. Hence, we could easily run our method on a conventional local machine without needing access to more sophisticated hardware such as that employed in Wang et al. (2019) . The prediction time of DMGP demonstrates similar benefits where we attain more than 30× and 20× speedups over SGPR and SVGP, respectively, on the ELECTRIC dataset. Finally, it is worth noting the potential for additional speedups that our method can exhibit by utilizing more advanced hardware, since our objective function involves mainly 1 matrix-vector multipli-1 There is also a Cholesky decomposition of the m × m matrix Ξ Ξ, however this computation is negligible and does not affect the overall computational time of the log-marginal likelihood. cations which can be very efficiently carried out by modern GPUs to further reduce the computation time significantly.
Conclusions
We contribute a new approximate Gaussian Process framework to address the important computational barrier facing Gaussian Processes. We use a deep neural network for feature extraction combined with a sparse covariance matrix approximation based on analytical expressions for the eigenvalues and eigenfunctions of the Gaussian Process kernel. Both the DNN and the kernel parameters are jointly trained. Training the DNN allows automatic feature engineering, accommodating datasets wherein the features of the regression inputs might have mixed types. The covariance matrix approximation allows jointly training the DNN and the kernel parameters in time linear in the size of the dataset. The use of the DNN for feature extraction alleviates the need to handcraft the metric on the feature space and the functional form of the kernel.
We perform an extensive series of experiments on simulated and real-world data of large and very large sizes. Even in the very large datasets we show that our method allows probabilistic predictions in moderate computation time and without need for sophisticated hardware. Our method consistently outperforms state-of-the-art scalable Gaussian Pro-cess algorithms in both predictive accuracy and computation time. It does so even when using the same DNN architecture across all datasets, as well as the same values for m and d. We expect that more careful choices of the DNN architecture, specific to each dataset, will give even better results.
Although our inference framework allows the DNN to embed the inputs to d dimensions, the excellent results obtained with d = 1 across all real-world dataset problems, together with the results in our simulated datasets, provide experimental indication that d = 1 might be adequate in many applications. Of course, we can handcraft data where the one-dimensional embedding is inadequate and one should use larger d. By increasing d, one has to decrease m so that the resulting computational effort remains the same.
In this study, we confined ourselves to standard Gaussian process regression problems. Nonetheless, there is clearly scope to extend our work to Gaussian process classification and multi-task related problems in the future. We believe that probabilistic predictions will, and should, play an important role in machine learning applications, and a natural way to achieve this is via Gaussian Processes. 
