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Introduction
It is well known that usually there is no explicit solution for SDEs (neither for
ODEs), therefore the solutions can be “witnessed” by time discrete approxima-
tion methods such as Euler’s method. Unfortunately these numerical techniques
provide only an approximation and in particular it is very difficult to reproduce
properly the complexity of a stochastic process. In fact many approximation
techniques, such as the Monte Carlo methods, suffer convergence problems that
in many cases may render the simulation unreliable and less numerically stable.
For instance in lack of an applicable convergence theorem we are effectively
drawing our samples from a distribution which is not really close to the inteded
one. Many interesting cases are of this form, take e.g. the square root process
dX(t) = α(X(t))dt+
√
2X(t)dB(t) .
In this case the derivative of the diffusion coefficient is not bounded (as a matter
of fact it tends to infinity every time that the process returns towards zero),
hence we cannot apply the usual convergence results which require a Lipschitz-
type condition (see [13]).
Another problem in iterative approximation schemes is the rate of conver-
gence. Even if we are able to prove that the algorithm converges, in general
we are not able to estimate correctly the number of iterations (e.g. the number
of steps in an oppurtune Monte Carlo Markov Chain) that we need in order to
have a good approximation1.
To overcome these problems exact algorithms, i.e. algorithms that simulate
according to the exact probability law of the process, have been developed. Ex-
act algorithms for several SDEs can be found for instance in [13].
Note that this kind of algorithms cannot be exact in a na¨ıf sense, both because
random number generators always have defects and because of pratical time
constraints (even knowing that the algorithm converges in a finite time it may
be very long). So many authors, among which Kendall and Møller [8], speak of
“perfect simulation” rather than “exact simulation”.
An important type of SDE, appearing very often in pratical applications (for
instance in finance, physics or biology) are the diffusion models. Hence a new
1It is exactly because of these difficulties that Propp and Wilson first developed the idea
of exact simulation.
5
6 CONTENTS
kind of algorithms for these models was necessary, and recently A. Beskos and
G. O. Roberts introduced the Exact Algorithm (see [2, 3]).
In this thesis we will analyze in depth the main features of this algoritm which
involves no approximation and returns skeletons of exact paths for particular
classes of processes. The final aim is to widen the range of application of this
algorithm.
An important example of diffusion process that can be analyzed through the
method provided in this thesis is the Verhulst-Pearls equation (known also as
logistic growth model):{
dXt = rXt
(
1− Xtk
)
dt+ βXtdBt, 0 ≤ t ≤ T
X0 = x0 > 0
representing the time evolution of a population. We will verify the applicability
of the exact algorith to this particular equation is section 3.2.3. In particular it
could be interesting to study also the time-inhomoogeneous case, where k is a
function of t (representing an environment in which the food available varies).
The first chapter is devoted to preliminaries, in particular to recall the main
results on SDEs. Girsanov’s theorem plays an important role, therefore we will
immediately make clear the way it will be used. Moreover we need to describe
the rejection sampling tecnique for simulating random variables from a density
function. Indeed the Exact Algorithm is based on a rejection sampling scheme.
In the second chapter we will restrict to one-dimensional Itoˆ diffusions of the
type:
dXt = b(Xt)dt+ σ(Xt)dBt 0 ≤ t ≤ T, X0 = x ∈ R (1)
where b : R→ R is the drift coefficient, σ : R→ R is the diffusion coefficient and
B = {Bt; 0 ≤ t ≤ T} is a standard scalar Brownian motion2. Under appropriate
conditions on b and σ we will reduce to the diffusion type:
dXt = α(Xt)dt+ dBt 0 ≤ t ≤ T, X0 = x ∈ R,
with a new drift coefficient α, and suppose that an unique solution exists. Then
we will treat the description and explaination of the recent Exact Algorithm by
A.Beskos and G.O.Roberts (introduced in [2]), which is concerned with the exact
simulation of paths of some of these one-dimensional Itoˆ diffusions. Indeed
conditions on the drift coefficient α are even more restrictive, to the point that
linear coefficients are not allowed. We provide some examples and all the codes
used to draw the figures in this document are our own work.
In the following chapter the algorithm is presented from another point of
view, a “retrospective” one. This new tecnique allows the assumption of weaker
conditions on the coefficient α, so that more types of SDEs can be considered.
However some basic processes cannot be simulated by the Exact Algorithm in
2We can say that a diffusion is a continuous time stochastic process with (almost surely)
continuous sample paths which has the Markov property; for example SDE in (1) is a time-
homogeneus (Itoˆ) diffusion (see definition 7.7.1 in [10]).
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spite of the improvements. For example it still cannot be applied to some SDEs
with linear coefficients such as the Ornstein–Uhlenbeck process:
dXt = θ(µ−Xt) dt+ σ dBt
where θ, σ are positive parameters.
In [4] Beskos and Roberts try to overcome these restrictions but their results
lie beyond the scope of this thesis. We preferred to present here a complete
treatment of the two basic versions of the algorithm and to extend them to the
time-inhomogeneous coefficients case. Indeed in [4] they give only a sketch about
that and the multidimensional case without presenting any detail or proof.
In the last chapter we decided to describe in detail the time-inhomogeneous
case of which there is no written account of it in the literature.
The octave code of the algorithms and results of the application to some
stochastic differential equation will be commented.
At the end we present the attempt to apply the ideas of this method for
simulating SDEs with time delay. This application has some problems because
paths of solutions of SDEs usually are not differentiable. However if we restrict
to simple cases in order to prevent this problems, there are some difficulties in
the adaptation of the rejection sampling scheme.
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Chapter 1
Preliminaries
First of all we need to introduce a widely used algorithm to draw from a density:
the Rejection Sampling method. This tecnique has been improved in “Exact
Simulation of Diffusions” (paper [2]) in order to use it to sample a diffusion’s
path. Indeed the algorithm introduced in the next chapter is based on Rejection
Sampling and Girsanov’s theorem. Therefore, after recalling some general facts
about existence and uniqueness of solution for SDE, Girsanov’s theorem and
some consequences will be stressed.
1.1 Rejection Sampling Tecnique
The rejection sampling (RS) is a general method for simulating a random vari-
able X from a density function g. Let g and f the densities associated re-
spectively to random variables Y and X with respect to some measure on Rd;
moreover assume we know how to simulate Y (for example using the “inverse
transformation method”, see [15]). Suppose that there exists a constant M ≥ 1
such that f ≤Mg. We can present the algorithm schematically:
1. sample Y from its density g (by assumption we can do it);
2. sample a random number U ;
3. if U < f(Y )Mg(Y ) , X=Y; otherwise restart.
Remark 1.1.1. Obviously is not important the order for the sampling of Y
and of the decision variable U , because are indipendent, so we can exchange the
order of the first and the second step.
Remark 1.1.2. The random number U has an important role: it pushes f(Y )Mg(Y )
towards 1; indeed in the proof (see [15, Ch 10.2.2]) we can see that the probability
to accept a path is ε = 1M .
We can make it clear through a graphic idea of the method (see Fig.(1.1)):
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Figure 1.1: On the left is shown an example of an accepted drawn and on
the right a rejected one. We can stress the role of U = Unif(0,Mg(y)): it
guarantees that f(y) is suffuciently close to Mg(y). Indeed U is a random value
between 0 and Mg(y), so we can say that f(y) is arbitrarily near Mg(y).
1. we sample Y and we obtain y, in particular we are interested in g(y) and
f(y);
2. sample U , and so we have u which is a random real (floating point) number
that will be used to compare the densities;
3. by our hypothesis it is necessary that f(y) < Mg(y) but we cannot accept
y as a realization of X if f(y) is “too far” from Mg(y).
This happens if it is easier that a random u ∈ [0, 1] satisfies f(y)Mg(y) ≥ u:
if sampling U(0,Mg(y)) we obtain z, the condition above is equivalent to
f(y) ≤ z < Mg(y).
Let us imagine the graph of Mg and we can accept a sample of Y as a
sample of X if and only if a random point in the y-section of the subgraph
[(y, 0), (y,Mg(y))] does not fall over f(y).
1.2 SDEs
First of all we want to give a meaning to the stochastic differential equation
with initial condition ξ (a random vector):{
dX(t) = b(t,X(t))dt+ σ(t,X(t))dB(t)
X(0) = ξ P− a.s. (1.1)
where B = (Bt)t≥0 is a d-dimensional Brownian motion, b and σ are vector
functions with coordinates bi(t, x), σij(t, x) : [0, T ] × Rn → R, 1 ≤ i ≤ n,
1 ≤ j ≤ d which are are Borel measurable.
Definition 1.2.1 (Solution of SDE). The process ((Ω,F ,P) , (Ft)t, B,X) is a
solution of the SDE (1.1) if
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• ((Ω,F ,P) , (Ft)t) is a standard filtered stochastic base, this means that
(Ω,F ,P) is a complete probability space, (Ft)t≥0 is a complete and right-
continuous filtration: F0 contains all P−null sets of F and Ft = ∩s>tFs;
• B is a d-dimensional Brownian motion with respect to the filtration (Ft)t;
• ξ and B are independent;
• X is a real process adapted to (Ft)t and P−a.s. continuous such that
b(t,X(t)) ∈ Λ1T and σ(t,X(t)) ∈ Λ2T where
Λ1T = {u : [0, T ]×Ω→ R | u measurable, P−a.s. integrable, Ft−adapted},
Λ2T = {u : [0, T ] × Ω → R | u is Ft− adapted, measurable and such that∫ T
0
|u(t)|2dt < +∞ P− a.s.} and
P− a.s. X(t) = ξ +
∫ t
0
b(s,X(s))ds+
∫ t
0
σ(s,X(s))dB(s).
1.2.1 Existence and uniqueness of SDE’s solutions
This paragraph is concerned with existence and uniqueness of solutions1. We
will note that if b(t, x) and σ(t, x) in (1.1) are measurable functions, have sub-
linear growth and are lipschitz, then exists a unique solution (Xt){0≤t≤T}. But
what does it mean unique? There are two different kind of uniqueness: weak
(or uniqueness in law) and pathwise.
Definition 1.2.2. Let X1 and X2 solutions of (1.1):
Xi =
(
Ωi,F i, (F it)t , (Xit)t, (Bit)t,Pi) i = 1, 2.
We say the solution of SDE (1.1) is said to be weakly unique if X1 and X2 have
the same law.
Definition 1.2.3. We say that SDE (1.1) has a pathwise unique solution if
given two solutions
Xi =
(
Ω,F , (Ft)t , (Xit)t, (Bt)t,P
)
i = 1, 2,
then P
(
X1t = X
2
t for all t ∈ [0, T ]
)
. This means that P−almost surely X1 and
X2 have the same trajectories.
Note that pathwise uniqueness is stronger than weak uniqueness: if there
exists a solution and it is pathwise unique, then is also unique in law.
We consider two sets of hypotheses
Hypothesis 1 (Strong). Coefficients b(t, x) and σ(t, x) are measurable func-
tions (starting on (t, x) ∈ [0, T ] × Rn), and exist constants L > 0 and C > 0
such that for all x, y ∈ Rn and for all t ∈ [0, T ]
1A good reference for existence and uniqueness theorems is [1].
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1. |σ(t, x)|2, |b(t, x)|2 ≤ C (1 + |x|2) (sublinear growth in x);
2. |b(t, x)− b(t, y)|, |σ(t, x)− σ(t, y)| ≤ L|x− y| (lipshitzianity in x).
Hypothesis 2 (Weak). Coefficients b(t, x) and σ(t, x) are measurable functions
1. locally Lipschitz: for all positive real number R, exists LR > 0 such that
for all x, y ∈ Rn with |x|, |y| ≤ R and for all t ∈ [0, T ], we have |b(t, x)−
b(t, y)|, |σ(t, x)− σ(t, y)| ≤ LR|x− y|;
2. exists K > 0 such that for all t ≥ 0 and x ∈ Rn
2x · b(t, x) + tr (σ(t, x)σ(t, x)T ) ≤ K(1 + |x|2).
Let us consider the first conclusion about existence and uniqueness of solu-
tion for the SDE in (1.1): the following theorem states that “strong” hypotheses
for the coefficients b and σ imply that solutions are unique in the strong sense.
We say that a solution ((Ω,F ,P), (Ft)t, B,X) of the SDE (1.1) is a strong
solution ifX is adapted to the filtration (Gt)t, where Gt is the minimal σ−algebra
generated by the random variable X0 and containing also also FBt = σ(Bs|s ≤ t)
and N ={ events of null measure}.
Theorem 1.2.4. Let ((Ω,F ,P), (Ft)t) be a standard stochastic space, B a d-
dimensional Brownian motion adapted to the filtration and ξ ∈ L2(Ω,F0,P,Rn).
If Hypothesis 1 are satisfied then there exists a strong solution with initial con-
dition ξ.
Remark 1.2.5. Even if we assume b and σ are locally Lipschitz instead of
Lipschitz, then the same theorem holds.
Local lipschitzianity is not sufficient for global existence of solutions, but if we
assume weak hypotheses to hold existense is ensured.
We are interested in weakly unique solutions because it means that all pos-
sible solutions have the same finite-dimensional distributions; indeed the Exact
Algorithm returns an “exact skeleton” of a path of the solution of an SDE,
and will be showed that it is possible to “complete” the path preserving the
correct finite dimensional distribution. Therefore after the description of the
algorithms it should be clear why we are interested in the uniqueness of the
finite distributions.
1.3 Wiener representation, Girsanov transfor-
mations and the measure W
Stochastic processes could be represented as measures induced on the space
C = C ([0,+∞),R) = {ω : [0,+∞)→ R continuous }.
Let Bt the coordinate functions (Bt(ω) = ω(t), t ≥ 0) and let the σ-algebra
C = σ ({Bt|t ≥ 0}). The measure under which the coordinate functions have
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the same law as a standard Brownian motion ((BMt)t) is the Wiener measure
W, and the measured space (C,C ,W) is the Wiener space, while (Bt)t≥0 with
this measure (as just said is a BM and) is called the canonical Brownian mo-
tion or the Wiener process. However we will not always distinguish between the
coordinate functions, the continuous functions ω ∈ C and standard Brownian
motions BM .
In order to give the basics ideas we now present a first version of the Gir-
sanov’s theorem2:
Theorem 1.3.1 (Girsanov’s theorem). Let (Ω,F ,P) a probability space and
(Bt,Ft)t≥0 a n−dimensional Brownian motion adapted to the filtration. Let
(Xt)t≥0 ∈ Rn a process satisfying{
dXt = a(t, ω)dt+ dBt t ≤ T,
X0 = 0;
where T < +∞ and a is a measurable and adapted process with respect to the
same filtration for the Brownian motion and the probability space is (C,C ,W)),
satisfying
P
(∫ T
0
a(t)2dt < +∞
)
= 1.
Define
Zt = exp
(
−
∫ t
0
a(s, ω)dBs − 1
2
∫ t
0
a2(s, ω)ds
)
, t ≤ T,
and assume also that the Novikov’s condition is satisfied3. If we define the
measure G on the measurable space (Ω,FT ) 4 , equivalent to P with Radon-
Nikodym derivative given by
dG
dP
(ω) = ZT (ω).
Then the Itoˆ process (Xt)t∈[0,T ] is an n-dimensional Brownian motion with re-
spect to G.
It’s well known that this theorem can be improved in the following way:
given two Itoˆ processes X and Y with the same diffusion coefficient but different
drifts, then (under appropriate hypotheses) there is a measure G absolutely
continuous with respect to the starting probability measure P and there is also
BGt , a Brownian motion with respect to G, such that under that measure and
2for the proofs or to get more informations, see [7] and [10]
3EP
[
exp
(
1
2
∫ T
0 a
2(s, ω)ds
)]
< +∞. This implies that Zt is a martingale.
4Actually this is
(
F(n)t
)
t
the σ-algebra σ ({Bs|s ≤ t}) where the coordinate mapping is
n−dimensional. In (1) and in the present document n is 1, and F(1)t =: Ft.
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using that Brownian motion the integral stochastic representation of Y has X’s
drift coefficient.
In the same way Girsanov theorem gives important results for Itoˆ diffusion5:
let the Itoˆ diffusionsX = Xx and Y = Y y with integral stochastic representation
given by:{
dXt = b(Xt)dt+ σ(Xt)dBt
X0 = x
,
{
dYt = (b(Yt) + c(t, ω)) dt+ σ(Yt)dBt t ≤ T,
Y0 = y
(1.2)
where b, σ and c satisfy suitable hypothesis. Girsanov’s theorem define G and
BG, which is a Brownian motion under this measure, such that
dYt = b(Yt)dt+ σ(Yt)dB
G
t .
Note that this theorem says that:
the G−law of Yt is the same as the P−law of Xt for all t ≤ T .
We will heavily use Girsanov’s theorem, therefore it is useful to write exactly
the best statement for our purpose and this will be done in the following section.
1.4 Stochastic processes and associated measures
involved
Consider the one-dimensional Itoˆ diffusion (1) with homogeneus coefficient b :
R→ R and σ : R→ (0,+∞):
dXt = b(Xt)dt+ σ(Xt)dBt 0 ≤ t ≤ T, X0 = x0 ∈ R. (1.3)
If σ is differentiable we could restrict algorithm to the case σ ≡ 1 defining the
process
Yt =
∫ Xt
z
1
σ(u)
du, (1.4)
where z is fixed in the state space of X. In particular if we choose z = x0 then
Y0 = 0, otherwise Y0 =
∫ x0
z
σ(u)du =: x. Itoˆ formula6 shows that the process Y
satisfies the unitary stochastic differential equation:
dXt = α(Xt)dt+ dBt 0 ≤ t ≤ T, X0 = x ∈ R (1.5)
where α(#) = b(#)σ(#) +
1
2σ
′(#) is the new drift coefficient.
Hypothesis 3. From now on we will refer always to this SDE (1.5), more-
over we assume that sufficient conditions allowing existence and uniqueness for
solutions are satisfied.
5that is the solution process of a particular SDE type. See definition 7.7.1 in [10].
6See for example [7].
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Remark 1.4.1. If we assume that coefficients b and σ in (1.3) satisfy sufficient
conditions to have existence and uniqueness of solutions, then by the change
(1.4) we have that also SDE in (1.5) has a unique solution. In conclusion, in
this case, it is not necessary to give conditions on α to imply existence and
uniqueness for solutions.
1.4.1 Notation
Sometimes naming the coordinate functions (Bt)t and a standard Brownian
motion with the same symbols can cause some confusion, so we will use the
following:
Notation 1.4.2. From now on BMx = {BMxt |0 ≤ t ≤ T} will stand for a
Brownian motion started at x.
Obviously if x = 0, then the notation changes: BM = BM0 (as in Wiener
measure’s definition) and all the following processes notations will change in the
same way.
Let W be the measure such that (C ([0, T ],R) ,C ,W) is the measured space in
which B = (Bt)t∈[0,T ] is a BMx.
Fact 1.4.3. Let X and Y diffusions as in (1.2) where
P = W, σ ≡ 1, c(t, ω) = −b(Xt(ω)),
and b is the given drift coefficient. That is to say that X satisfies equation
(1.5). Hence Y is the process of coordinate functions B which is a BMx under
W. Girsanov’s theorem for diffusions gives us a measure G <<W under which
Y = B has the same law as X under W.
Once G is defined we can resume the statement with this symbolism:
(C,C , (Ft)t,W, (Xt)t) ∼ (C,C , (Ft)t,G, (Bt)t) ,
where the filtration Ft = FBt is the natural filtration associated to the coordinate
functions.
Notation 1.4.4. Omitting the Wiener measurable space, and the σ-algebra ge-
nerated by the coordinate functions, we can use the following notation to express
the meaning of 1.4.3:
((Xt)t,W) ∼ ((Bt)t,G) .
Let Q be the probability measure induced (as we saw in 1.4.3) on (C,C ) by
Xt the weakly unique solution
7 given by equation (1.5) under measure W; that
is to say the probability distribution such that B with respect to this measure
has the same law as X with respect to W (given by equation 1.5). With the
notation previously given:
((Xt)t,W) ∼ ((Bt)t,Q) .
7It exists and is weakly unique because hypotheses 3 holds.
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Moreover Girsanov’s theorem provides also the Radon-Nikodym derivative for
the measure just defined:
dQ
dW
(ω) = exp {
∫ T
0
α(Bt)dBt − 1
2
∫ T
0
α2(Bt)dt}.
1.4.2 Biased Brownian motion
Another process will be very useful in the construction of the algorithm, but
we are not providing a rigorous definition of this kind of conditioned Brownian
motion.
Definition 1.4.5 (Biased Brownian motion). Let BM
x
= {BMxt |0 ≤ t ≤ T}
where BM
x
= (BMx|BMxT = ρ) with ρ distributed according to (h) any density
with respect to the Lebesgue measure. Then BM
x
is called biased Brownian
motion.
The notation (BMx|BMxT = ρ) stands for a Brownian motion starting at x
BMx conditioned to end in according to the measure ρ.
Let Z the probability measure induced by BMx on (C,C ). We recall that,
always by 1.4.3, this implies that B on the measured space (C,C ,Z) has the
same distribution of BM
x
on (C,C ,W):(
(BM
x
t )t,W
)
∼ ((Bt)t,Z) .
The biased Brownian motion sounds like a Brownian bridge where the end
of the bridge is not fixed but depend on the event ω. Indeed a BB from x to d
on [0, T ] is any almost surely continuous process such that, for any finite choice
for 0 = t0 < t1 < . . . < tn < T , (x1, x2, . . . , xn) ∈ Rn, the finite dimensional
distribution of (BBt1 , BBt2 , . . . , BBtn) is given by:(
n∏
i=0
p(ti − ti−1, xi−1, xi)
)
p(T − tn, xn, d)
p(T, x, d)
dx1 . . . dxn
where x0 = x and p(t, z, y) =
1√
2pit
e−
(z−y)2
2t is the Gaussian kernel. In particular
is a Gaussian process on [0, T ] with mean x(1− tT )+d tT and covariance function
s− stT for 0 ≤ s ≤ t ≤ T .
We can also generalize the definition to Brownian bridges (BBt)t∈[s,u] such that
BB(s) = a and BB(u) = d for 0 ≤ s < t < u ≤ T :
BB(t) ∼ N
(
a+
t− s
u− s (d− a) ,
(u− t)(t− s)
u− s
)
.
The following remark8 is very important:
8For more details about Brownian bridges see [7], chapter 5, section 6.
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Remark 1.4.6. A Brownian bridge do not satisfy the property of independent
increments.
In the extraordinary case of a Biased Brownian motion d is not a fixed
real number but is a random variable ρ, hence if ω was fixed then we could
think to BM
x
as the realization (in ω) of a Brownian bridge from x to ρ(ω):
BM
x
(ω) = (BMx|BMxT = ρ (ω)) (ω).
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Chapter 2
The Exact Algorithm
The aim of A.Beskos and G.O.Roberts, in “Exact Simulation of Diffusions”
(which is paper [2]), is to describe an algorithm which gives a simulation of a
path of a solution of SDE (1.5) in particular hypotheses which we would like to
generalize and this will be done in the next chapters.
We will expose the interesting results presented in this paper and then show
the implementation of the Exact Algorithm which is not an approximation al-
gorithm such as the Euler scheme.
Consider as usual the one-dimensional Itoˆ diffusion in (1.5):
dXt = α(Xt)dt+ dBt 0 ≤ t ≤ T, X0 = x ∈ R (2.1)
where α is the drift coefficient that satisfy Hypothesis 1 and necessary condi-
tions to apply the Girsanov Theorem 1.3.1 with underlying probability space
(C,C ,W) and the coordinate functions constitute B = {Bt; 0 ≤ t ≤ T} a stan-
dard scalar Brownian motion (for more details see section 8.6 of [10].)
The final aim is to draw exactly from any finite dimensional distribution of the
solution X of this stochastic differential equation.
The algorithm arised thanks to the idea of implementing a rejection sampling
algoritm using the Radon-Nikodym derivative dQdW =: G(B). Hence the main
point is the attempt to handle G(B), or something proportional, and reach a
probability density to be interpreted as a Radon-Nikodym derivative. Indeed
we consider also the measure Z induced by the biased Brownian motion and
dQ
dZ (ω). It’s well known (see 1.4.3) that:
(X,W) ∼ (B,Q) and (BM,W) ∼ (B,Z)
Therefore using dQdZ , and recalling that we are interested only in laws, the fol-
lowing method could be put into practice:
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• We sample a biased Brownian motion (BM,W) in the space of continuous
functions (C,C ), but this is distributed according to B in the measured
space with the measure Z;
• the Radon-Nikodym derivative allow us to “transform” the sample in a
simulation for the coordinate function B in measure Q, and this is dis-
tributed according to X in the original Wiener measured space.
The former “transformation” is nothing but a rejection sampling tecnique in
sense of the following proposition:
Proposition 2.0.7. Let ν and µ be probability measures on a regular measurable
space (S,S ), such that µ << ν, and exists ε such that g := εdµdν ≤ 1. Moreover
assume to know how to sample from ν.
Let (Yn, In)n≥1 be a sequence of i.i.d. random elements in S × {0, 1} such that
Y1 ∼ ν and P[I1 = 1|Y1 = y] = g(y) for all y ∈ S, where P is the underlying
probability for Yn and In.
If τ = min{i ≥ 1|Ii = 1}, then
P[Yτ ∈ dy] = µ(dy).
Proof. For the easy proof based on basic properties of the conditional law see
the appendix of [2].
This result allows us to sample (B,Z) instead of (B,Q), even if now is not
clear why yet.
Let analyze the details.
2.1 Handling Radon-Nykodym derivatives
At the end of section 1.4.1 Girsanov theorem provided the Radon-Nykodym
derivative
G(B) :=
dQ
dW
= exp
{∫ T
0
α(Bt)dBt − 1
2
∫ T
0
α2(Bt)dt
}
.
Remark 2.1.1. G(B) is impossible to evaluate and it is due to the presence of
the Itoˆ integral.
Note that G(B) represents a Radon-Nikodym derivative, therefore it has to
be integrable. By Itoˆ formula we are able to overcome the problem if we assume:
Hypothesis 4. The drift coefficient α is everywhere differentiable.
Then we can apply the Itoˆ’s formula to
A(u) =
∫ u
0
α(y)dy . (2.2)
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It leads to
dA(Bt) = A
′(Bt)dBt +
1
2
A′′(Bt)d < Bt >t,
and then gives:
A(BT ) = A(B0) +
∫ T
0
α(Bt)dBt +
1
2
∫ T
0
α′(Bt)dt,
where, under the measure W, we have B0 = x. This allows us to substitute the
Itoˆ integral in G(B) with:∫ T
0
α(Bt)dBt = A(BT )−A(B0)− 1
2
∫ T
0
α′(Bt)dt,
so we have:
G(B) = exp {A(BT )−A(B0)− 1
2
∫ T
0
(
α2(Bt) + α
′(Bt)
)
dt}. (2.3)
2.1.1 The Radon-Nykodym derivative dZ
dW
The function A defined in 2.2 has to be bounded if we want G(B) to be bounded
(otherwise it would not be possible to define the rejection sampling algorithm).
This condition on A would be too restrictive, hence we avoid it introducing the
biased Brownian motion BM
x
= (BMx|BMxT = ρ) and the measure Z induced
on (C,C ). We assume now that ρ is distributed according to a density function
h : R→ [0,+∞) with respect to the Lebesgue measure.
Obviously ρ is uniquely determined by its density, and we can choose it as befits;
indeed we will consider dQdZ instead of
dQ
dW and h will play an irreplaceable role.
Proposition 2.1.2. Under the previous hypothesis
dZ
dW
(ω) =
h(BT )
1√
2piT
exp
(
−B2T2T
) .
Proof. The entire proof can be found in the appendix of [2], however some
details are developed here, to get more confortable with the biased Brownian
motion.
We claim that for any F ∈ C , EZ[IF ] = EW[IF d]
where
d(ω) :=
h (BT (ω))
√
2piT
exp
(
−B2T (ω)2T
) ,
for ω ∈ C, is σ(BT )-measurable.
First of all we note that Z[F |σ(BT )] = W[F |σ(BT )], this is due to the
definition of a biased Brownian motion, indeed
Z[F |σ(BT )] = EZ[I{ω∈C|ω∈F}|σ(BT )] B(ω)=ω= EZ[I{ω∈C|B(ω)∈F}|σ(BT )]
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where, by definition of Z, the coordinate function is a BMx, while in
W[F |σ(BT )] = EW[I{ω∈C|ω∈F}|σ(BT )] B(ω)=ω= EW[I{ω∈C|B(ω)∈F}|σ(BT )],
B is a BMx; and is clear by the definition of biased Brownian motion that for
each y ∈ R
(BMx|BMxT = y) has the same distribution as (BM
x|BMxT = y),
therefore EW[I{ω∈C|B(ω)∈F}|σ(BT )] = EZ[I{ω∈C|B(ω)∈F}|σ(BT )].
As a corollary, there exists a Borel measurable real function g valued in R such
that g(BT ) = Z[IF |σ(BT )] = W[IF |σ(BT )], W−a.s..
The next step is to prove separately that EW[IF d] =
∫
R h(u)g(u)du and
EZ[IF ] =
∫
R h(u)g(u)du. This is however easy thanks to tower-property condi-
tioning on σ(BT ) and to the fact that BT under W is a N (0, T ), while BT ∼ h
under Z.
2.1.2 The claimed dQ
dZ
We can now study
dQ
dZ
(ω) =
dQ
dW
(ω)
dW
dZ
(ω)
=
exp(A(BT )−A(B0)− 1
2
∫ T
0
(
α2(Bt) + α
′(Bt)
)
dt
)
exp
(
−B2T2T
)
h(BT )
√
2piT
 (ω)
=
exp
(
A(BT )−A(B0)− 12
∫ T
0
(
α2(Bt) + α
′(Bt)
)
dt− B2T2T
)
h(BT )
√
2piT
(ω)
=
exp (−A(B0))√
2piT
(ω) ·
exp
(
A(BT )− B
2
T
2T
)
h(BT )
(ω)·
· exp
(
−1
2
∫ T
0
(
α2(Bt) + α
′(Bt)
)
dt
)
(ω)
The density h has not been fixed until now, but here it is a condition which
allows us to define such a density:
Hypothesis 5.
∫
R exp
(
A(u)− u22T
)
du =: c < +∞.
Then we can define h as follows:
h(u) =
exp
(
A(u)− u22T
)
c
; (2.4)
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therefore the Radon-Nykodym derivative is
dQ
dZ
(ω) =
[
exp (−A(B0(ω)))√
2piT
· c
]
· exp
(
−1
2
∫ T
0
(
α2(Bt) + α
′(Bt)
)
dt
)
(ω),
where the factor in brackets is not dependent on ω, bacause B0 ≡ x, therefore
we are not interested on it, and the final formula is:
dQ
dZ
(ω) ∝ exp
(
−1
2
∫ T
0
(
α2(Bt) + α
′(Bt)
)
dt
)
(ω). (2.5)
Remark 2.1.3. Note that the above choice for h gives the following expression:
dZ
dW
(ω) =
h(BT )
1√
2piT
exp
(
−B2T2T
) = exp
(
A(BT )− B
2
T
2T
)
c 1√
2piT
exp
(
−B2T2T
) =
=
expA(BT )
c√
2piT
=
√
2piT
c
expA(BT ).
2.1.3 The main restriction of this algorithm
In order to define the first algorithm we have to assume the following, restrictive
condtion,
Hypothesis 6. 12
(
α2(#) + α′(#)
)
is bounded, i.e.
there exist constants k1 and k2 such that k1 ≤ 12
(
α2(u) + α′(u)
) ≤ k2 for all
u ∈ R.
Defining φ := 12
(
α2 + α′
)−k1, this is clearly a non negative positive function
(0 ≤ φ) and we can replace (2.5) with:
dQ
dZ
∝ exp
(
−
∫ T
0
φ(Bt)dt
)
(2.6)
where the new constant of proportionality is C =
(
exp (−B0)√
2piT
· c
)
e−k1 . In addi-
tion we can choose T to be such that
0 ≤ φ ≤ 1
T
;
indeed it is sufficient to define T =
1
R
where R = k2 − k1 is the identi-
fiable range of 12
(
α2 + α′
)
. In this way, if ω ∈ C([0, T ],R) is fixed, then
0 ≤ ∫ T
0
φ(ωt)dt ≤ 1 could be interpreted as a probability measure of some
event.
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Notation 2.1.4. From now on if we need to distinguish between the maximum
allowed length 1R and other admissible ones, we call the former Tc =
1
R and the
other simply with T .
Indeed the algorithm works even if T is less then Tc, so we prefer to give all
the proof with a general admissible T (T ≤ Tc = 1R ).
2.2 Construction via rejection sampling
The aim of this section is to use Rejection Sampling in Proposition 2.0.7 with
µ = Z, ν = Q, (S,S ) is the space of continuous functions (C,C ), and
g = exp
(
− ∫ T
0
φ(Bt)dt
)
.
Remark 2.2.1. We have to compute g(ω) for fixed ω ∈ C but is impossible to
do because the integral involves ω(t) for all time instances t; indeed
g(ω) = exp
(
−
∫ T
0
φ(ω(t))dt
)
.
Next theorem gives us the right way to compute it1. Before the statement
we have put in emphasis some conventions. Note just that if we assume (S,S )
is the space of continuous functions (C,C ) = (C ([0, T ],R) , σ (Bt|0 ≤ t ≤ T )),
then each coordinate function Bt applied to the element ω ∈ S evaluates the
continuous function at time t: Bt(ω) = ω(t). Therefore we can follow the
scheme:
1. sample ω ∼ Z;
2. use rejection sampling with the radon Nykodym derivative dQdZ with only
a finite number of times ω(t) (the following theorem helps us);
3. accept (ω ∼ Q) or try again;
indeed ω(#) stands for B#(ω) and we know by (1.4.3) that (B,Z) ∼ (BM,W),
therefore ω(#) behaves as the path BM#(ω) under the measure W. In the
same way (B,Q) ∼ (X,W) therefore if we accept the path ω we have obtained
a path for B under the measure Q therefore it we can accept it as a realization
of a path of X under the measure W. The scheme has become:
1. sample ω = BM(ω);
2. use rejection sampling with dQdZ ;
3. accept ω = X(ω) or try again.
1The proof of the theorem can be find in [2]. In this thesis we only comment this result
and his application.
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Remark 2.2.2. The rejection sampling we will use, provides ω evaluated in a
finite number of time istances, and ensures it can be accepted as a realization of
ω under the measure Q that it is distributed according to X under the Wiener
measure. Recall that we are only interested in finite dimensional distributions
of X, that we have assumed to be unique (uniqueness in law or weak uniqueness
for solutions). Therefore the finite dimensional distributions of ω under Q are
exactly the distributions for X under W.
2.2.1 Main theorem
Obviously steps are not so unrelated, now we try to exploit the rejection sam-
pling tecnique. The main idea is to find an event that occurs with probability
exp
(
− ∫ T
0
φ(Bt(ω))dt
)
and a method to decide in finite steps if it happens or
not.
Theorem 2.2.3. Consider (Ω,F ,P) as underlying probability space. Let
• ω ∼ Z be a path of the biased Brownian motion BM on [0, T ];
• τ = (Vi,Wi)i≥1 be a sequence of i.i.d. points (Vi,Wi) ∼ Unif
(
(0, T )× (0, 1T )
)
,
• U ∼ Unif(0, 1).
Assume that ω, τ, U are independent 2.
Define the following events:
Γ0 = Ω, Γn =
{
φ(BVi(ω)) ≥Wi, . . . , φ(BVn(ω)) ≥Wn, U ≤
1
n!
}
, n = 1, 2, . . .
Consider the sequence of events (En)n ≥ 1 defined as: for n = 0, 1, . . .,
E2n+1 =
n⋃
k=0
(Γ2k \ Γ2k+1) is an increasing sequence;
E2n+2 =
n⋃
k=0
(Γ2k \ Γ2k+1) ∪ Γ2n+2 = E2n+1 ∪ Γ2n+2 is a decreasing sequence.
By the definition is easy to show that for each couple of natural numbers k, h
we have E2h+1 ⊆ E2k+2.
Moreover, since P
(⋂+∞
n=0E2n+2 \
⋃+∞
n=0E2n+1
)
= 0, we define E =
⋃+∞
n=0E2n+1.
Hence we have E2h+1 ⊆ E ⊆ E2k+2 for h, k ∈ N.
If I is a binary indicator such that I = IE then we reach the required probability:
P(I = 1|ω) = exp
(
−
∫ T
0
φ(Bt(ω))dt
)
.
Proof. For the proof see [2].
This theorem provides the desired event E, and so the method to accept the
path ω, indeed we can accept a path ω only if it belongs to E.
2Here we are identifying ω ∈ C and a random variable “ω”: Ω→ C such that “ω”(ω) = ω
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Relation with Proposition 2.0.7
As said at the beginning of the section the previous theorem uses Proposition
2.0.7 with µ = Z, ν = Q, (S,S ) is the space of continuous functions (C,C ),
and g = exp
(
− ∫ T
0
φ(Bt)dt
)
. Now we are able to determine who are Yn and In,
indeed the index n represents the number of ω drawn that is to say the number
of trials done, so the nth−trial has3 Yn = ω and In = IE(Yn). The proposition
says that we can accept as a path with probability measure Q the first Yn = ω
such that In = 1 that is to say the ω such that E occurs. We remain with the
problem of how to understand if E occurs. The following section solve it.
2.2.2 Accepting and rejecting conditions
In Theorem 2.2.3 two sequence of events E2n+1 and E2n+2 were settled:
Ω
E2
E1
E
E2n+2
E2n+1
Indeed these sets were defined for n = 0, 1, . . . as:
E2n+1 =
n⋃
k=0
(Γ2k \ Γ2k+1) is an increasing sequence;
E2n+2 =
n⋃
k=0
(Γ2k \ Γ2k+1) ∪ Γ2n+2 = E2n+1 ∪ Γ2n+2 is a decreasing sequence;
E =
+∞⋃
n=0
E2n+1
(
=
+∞⋂
n=0
E2n+2 P-almost surely
)
;
where (Γn)n∈N are the events:
Γ0 = Ω, Γn =
{
φ(BVi(ω)) ≥Wi, . . . , φ(BVn(ω)) ≥Wn, U ≤
1
n!
}
.
3Yn is just the function “ω” previously defined. We will omit it and write just ω.
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The code will involve a for loop such that in every iteration (say the jth) there
will be set a new couple (Vj ,Wj) and check if the proposed ω ∈ Γj or not4.
Our purpose is to find an ω which belongs to E, and we try to do it looking for
conditions for the path such as checking via rejection sampling an “exact value”
for it in a certain time instance Vj , indeed
• ω ∈ E2n+1 if and only if there exists m ≤ n such that ω ∈ Γ2m but ω /∈
Γ2m+1. This is equivalent to the fact that for all i ≤ 2m φ(ω(Vi)) ≥ Wi
and φ(ω(V2m+1)) < W2m+1.
• ω ∈ E2n+2 if and only if ω ∈ E2n+1 or ω ∈ Γ2n+2, that is to say if
ω ∈ E2n+1 or φ(ω(Vm)) < Wm for all m ≤ 2n+ 2.
Assume ω ∈ Γm for all natural m < j, then
ω ∈ E2m+2 for all m such that 2m+ 2 ≤ (j − 1) and
ω /∈ E2m+1 for all m such that 2m+ 1 ≤ (j − 1).
If j = 2i + 2 then ω ∈ Ec1 ∩ E2 ∩ Ec3 ∩ E4 ∩ . . . ∩ Ec2i−1 ∩ E2i ∩ Ec2i+1 but
E1 ⊆ E3 ⊆ . . . ⊆ E2i+1 and E2i ⊆ . . . ⊆ E2, hence ω ∈ Ec2i+1 ∩ E2i. On the
contrary if j = 2i + 1 then ω ∈ Ec2i−1 ∩ E2i. In conclusion if ω ∈ Γm for all
m < j then ω belongs to an event similar to the yellow one:
Ω
E2
E2i
E2i+1
E1
E
Our purpose is to find an ω which belongs to E, therefore we try to restrict the
event of belonging looking for other conditions for the path, in particular another
“exact value” for it in a certain time instance (Vj , via rejection sampling) in
order to check if ω ∈ Γj .
The jth iteration has three possibilities:
1. ω ∈ Γj ;
2. j = 2i+ 1 and ω /∈ Γj , exists i ∈ N;
4The right meaning of ω ∈ Γj is that ω ∈ Γj where “ω”(ω) = ω.
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3. j = 2i+ 2 and ω /∈ Γj , exixts i ∈ N.
In the first case we have the same situation drawn in the picture, therefore we
have to sample uniformely on [0, T ] × [0, 1T ] another time and check again if
ω ∈ Γj+1 or not.
The other cases are both conclusive: if j is odd we can accept the path, otherwise
we reject it. Let analyze first the odd case.
We know that all previous Γm (m = 1, 2, . . . , 2i) holds and ω /∈ Γ2i+1, hence
ω ∈ Γ2i \ Γ2i+1 and, by definition of (E2n+1)n∈N, ω ∈ E2i+1 ⊆ E:
Ω
E2
E2i
E2i+1
E1
E
On the contrary, if ω /∈ Γ2i+2 then ω ∈ Ec2i+2, indeed Ec2i+2 = Ec2i+1∩Γc2i+2 and
we already know that ω ∈ E2i∪Ec2i+1 ⊆ Ec2i+1; therefore ω ∈ E2i∪Ec2i+2 ⊆ Ec.
Obviously this ω will be rejected.
Ω
E2
E2i
E
E2i+1
E1
E2i+2
Therefore the algorithm accepts or rejects a path only if thre exists an n such
that ω /∈ Γn, otherwise we need more informations; therefore in the code we can
insert a while loop where the boolean value I (actually is IE) indexes if the path
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is rejected (I = 0) then the instructions are repeated or is accepted (I = 1). In
the middle of the instructions, inside the while loop, there is another while loop
which creates new points (Vi, ω(Vi),Wi), since the previously computed points
are such that ω ∈ Γi−1.
2.2.3 The algorithm
With Theorem 2.2.3 the completion of the algorithm is straightforward. Schemat-
ically:
• sample U (which is useful variable to adjust probabilities);
• sample τ together with ω;
• control if E occurs or not (I = 1 or I = 0).
In details we construct a recursive algorithm that stops when the index I be-
cames equal to 1, indeed at the beginning we assume to be I = 0:
1. let ω distributed according to a BM
x
: ω(0) = x and draw ω(T ) ∼ h;
2. draw U and set i = 1 (i is the number of time instances considered except
from 0);
3. draw (V,W ) uniformely on (0, T ) × (0, 1T ); set i = i + 1 because there is
the new time instance V ;
4. construct ω(V ) (we are going to explain it just below.)
5. If φ(ω(V )) ≥ W and U ≤ 1i! , we need other points to decide the index:
return to step 3;
otherwise if i is even then ω is rejected (I = 0) and we start from the
beginning again, but if i is odd we accept the simulated time instances of
ω therefore we set I = 1.
This algorithm returns a skeleton of i+ 1 points (at times 0, Vj |j = 1, . . . , i)
for a path of X; we may say the path X(ω). The remainder of the path is easy
to draw thanks to the fact that increments have the same finite dimensional
distributions of a well known process. Indeed we repeat some ideas and try to
understand better each step:
(BM
x
,W) ∼ (B,Z) R−N deriv↔
and RS
(B,Q) ∼ (X,W);
then BM
x
and B have the same finite dimensional distributions, as B and X
(obviously with respect to different measures).
The algorithm output a finite set of time instances Vj and the corresponding
realization ω(Vi) of B(Vi) in ω, but:
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B(Vj+1)−B(Vj) is distributed (w.r.t. Q) according to X(Vj+1)−X(Vj) (w.r.t.
W) and the realization ω of (B,Q) was accepted via rejection sampling from
(ω,Z), but
B(Vj+1)−B(Vj) is distributed (w.r.t. Z) according to BMx(Vj+1)−BMx(Vj)
(w.r.t. W).
Moreover we recall that the biased Brownian motion is strictly linked with
Brownian bridges, in particular if ω is fixed then it is a Brownian bridge:
BM
x
(ω) = (BMx|BMxT = y) (ω) where y has been drawn from the density
h.
In conclusion we can consider the samples BM
x
(Vj , ω) as samples for X(Vj , ω)
passing through the rejection sampling method for ω fixed, considering, instead
of them, ω(Vj) = B(Vj , ω) respectively in measures Z and Q.
The way to compute ω(Vj) (step 4) and then ω(t) for each t ∈ [0, T ] is the
same and is related to the fact that we sample ω = B(ω) from (B,Z) that has
the same law of a biased Brownian motion BM
x
:
Proposition 2.2.4. We assume to know ω(0), ω(V1), . . . , ω(Vi−1), ω(T ), where
0 = V0 < V1 < V2 < . . . < Vi−1 < T . If t ∈ [0, T ] then
ω(t) ∼ N
(
ω(m) +
t−m
M −m (ω(M)− ω(m)) ,
(M − t)(t−m)
M −m
)
where m = max{0, Vj |j = 1, . . . , i−1, Vj < t} and M = min{T, Vj |j = 1, . . . , i−
1, Vj > t}.
This statement gives the correct way to evaluate the proposed path ω on a
new time instance, and so the possibility to continue with rejection sampling
(in step 5). Furthermore, if a skeleton {(Vj , ω(Vj))j=0,...,i} is accepted, the
proposition ensures that we can evaluate ω in t ∈ [0, T ] easily using the Brownian
bridge dynamic between the two consecutives time instances Vj and Vj+1 such
that t ∈ [Vj , Vj+1].
Now we recall some easy facts useful to prove the proposition.
Notation 2.2.5. BB(0, a;T, b) is a Brownian bridge (BBt)t∈[0,T ] such that
BB(0) = a and BB(T ) = b.
By proposition 6.11 in [7] we have the density:
P(BBt1 ∈ dx1, . . . , BBtn ∈ dxn) =
n∏
i=1
p(ti−ti−1, xi−1, xi)p(T − tn, xn, b)
p(T, a, b)
dx1 · · · dxn,
where t0 = 0 < t1 < . . . < t − n < T and p(t, x, y) is the Gaussian kernel
(= 1√
2pit
e−
(x−y)2
2t ).
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Proof. If we set Vi = t, we want to compute:
P = (ω(t) ∈ dz|ω(V1) = x1, . . . , ω(Vi−1) = xi−1, ω(T ) = b, ω(0) = x) =
=
P(ω(t) ∈ dz, ω(V1) = x1, . . . , ω(Vi−1) = xi−1|ω(T ) = b, ω(0) = x)
P(ω(V1) = x1, . . . , ω(Vi−1) = xi−1|ω(T ) = b, ω(0) = x) =
=
∏i
j=1 p(tj − tj−1, xj−1, xj)p(T−tmax,xmax,b)p(T,x,b)∏i−1
j=1 p(tj − tj−1, xj−1, xj)p(T−tmax,xmax,b)p(T,x,b)
dz,
where tmax = max{Vi, Vi − 1} and 0 = t0 < t1 < . . . < ti < T is the ordering of
the sequence {Vj |j = 0, . . . , i}. If m = max{0, Vj |j = 1, . . . , i − 1, Vj < t} and
M = min{T, Vj |j = 1, . . . , i − 1, Vj > t}, then we have that Vi = t ∈ [m,M ],
therefore we can consider the following three different cases 0 6= m < M 6= T ,
m = 0, M = T :
1. if 0 < m < Vi = t < M < T then tmax = Vi−1 and
. . . =
p(tM − t, xt, xM )p(t− tm, xm, xt)
p(tM − tm, xm, xM ) dz;
2. if m = 0 < Vi < V1 then tmax = Vi−1, and
. . . =
p(V1 − t, xt, xV1)p(t, x, xt)
p(V1, x, xV1)
dz;
3. if 0 < m = Vi−1 < Vi < T = M then tmax = Vi and
. . . =
p(T − t, xt, b)p(t− tm, xm, xt)
p(T − tm, xm, b) dz.
The last step of the algorithm was discussed in 2.2.2 and we are almost ready
to write the code.
2.2.4 Skeletons of any length l
If we want to simulate a diffusion in the time interval [0, l] with l ≤ Tc, then
there is no problem: the algorithm works for all T = l ≤ Tc; but if l > Tc then we
can split the entire interval into pieces of length at maximum Tc and then apply
the exact algorithm on those intervals. This method provide the corresponding
skeleton for each interval and we can merge all of them in a unique skeleton of
length l.
Immediately comes to mind that there are two easy ways to divide [0, l]
into the minimal number of intervals with admissible length (which is n + 1 if
n := b lTc c). Essentially we have two possibilities:
1. we can choose n intervals of length Tc and the last one is [nTc, l] or
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2. divide into n+ 1 intervals of the same length T = ln+1 < Tc.
We decide to use the first intervals division, indeed we will prove that efficiency
does not change a lot: the number of points which form the skeleton in average
is less then (n + 1) ∗ e2, therefore we are more concerned with the number of
intervals rather then their length.
Why can we apply separately the Exact Algorithm to consecutive intervals
and then merge the skeletons obtained?
The reason is that the process X satisfies the Markov property. Indeed X is a
Markov process because proposition 8.20 in [1], ensures that Y x,s is a Markov
process, where Y x,s is the continuous version of the unique solution of the SDE:{
dYt = b(t, Yt)dt+ σ(t, Yt)dBt,
Ys = x,
if the coefficients b and σ satisfies the condition of sublinear growth and (local)
lipschitzianity. The process X is the unique solution of (2.1).
If we consider (Ω,F ,P) a probability space with a filtration (Fs, s ∈ [0,+∞)),
and a measurable space (S,S). A stochastic process Y = (Yt, t ≥ 0) adapted
to the filtration with value in (S,S) satisfies the Markov property if, for each
A ∈ S and each s < t,
P(Yt ∈ A|Fs) = P(Yt ∈ A|Xs).
We can say that conditioning on Fs is the same as conditioning on Xs for
the process (Xt)t∈[s,u] for each non negative real numbers s, u. Intuitively this
is sufficient because when we accept a path ω|[0,T ] as a path for X|[0,T ], we
have fixed the extreme ω(T ) and so XT , and this is the initial condition for the
consecutive interval, say [T, 2T ]. This is just what we need: (Xt)t∈[T,2T ] can only
be conditioned by the fixed XT . More precisely if 0 = t0 < t1 < . . . < tn = l,
for all j = 0, . . . , n− 1 and s ∈ [tj , tj+1] we have
W(Xs ∈ A|Ftj ) = WXtj ,tj (Xs ∈ A) W− a.s,
where A ∈ B(R) and according to our convention W is not just the Wiener
measure, but is Wx in sense that W(X0 = x) = 1; and Wy,u is a probability
measure such that Wy,u(Xu = y) = 1 5. Hence we do not have to consider Xt
for all t ∈ [0, tj+1] but only for all t ∈ [tj , tj+1].
Intuitively every time we are going to suggest a path on a certain interval
I we are first of all proposing a new ∼ω ∈ C(I) and in particular we choose it
appropriately for the algorithm. This may create a bit of misunderstanding, one
could think that on each interval we are considering a different event ω 6, but
we can paste together these continuous functions seeing C([0, l]) as a particular7
5See Chapter 5 of [1] for details and definitions.
6Recall that we can see “ω”(ω) = ω ∈ C([0, l]), and ∼ω = ω|I
7We need to have correct overlap in common points
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subset of C(I1)× . . .× C(In) if (Ij)j=0,...,n are “disjoint”8 consecutive intervals
such that the union gives all [0, l]: indeed we are looking for (ω1, . . . , ωn) and
ω ∈ C([0, l]) such that
• ωj ∈ Ij satisfying conditions imposed by the algorithm, for example ωj
has to paste perfectly on intervals’ overlaps.
• ω|Ij = ωj .
2.3 Implementation and description of the EA
Consider the following Itoˆ diffusion:
dXt = sin(Xt)dt+ dBt, 0 ≤ t ≤ T, X0 = 0. (2.7)
The drift coefficient is α(u) = sin(u), u ∈ R and in order to implement the
algorithm we defined functions α and the derivative α′ in a file9 named alpha:
The drift coefficient.
1 al= @(x) sin(x);
dal=@(x) cos(x);
We now control it satisfies the required conditions. The first was hypothesis
(4): α is everywhere differentiable, indeed sin ∈ C∞; but the most important
is the 6th assumption on the boundedness of 12 (α
′ + α2) = 12 (cos + sin
2) =
1
2 (cos +1 − cos2) which has minimum if cos = 1 and maximum if cos = −1.
Then
−1
2
≤ 1
2
(cos +1− cos2) ≤ 5
8
.
Therefore we can define
φ(u) =
1
2
(cos(u) + sin2(u) + 1) and T ≤ 15
8 +
1
2
=
8
9
=: Tc.
This was done in
φ and T.
function [T,phi] = funzioni(alph ,dalph)
2 % build the function phi and compute the maximal amplitude
if the temporal interval T
4 aus=@(x) ( (alph(x))^2 + dalph(x))/2;
6 % we find the minimum
[y,m]= fminbnd(@(x) aus(x), -10^10, 10^10);
8
8except for the ends
9To simulate a solution of another SDE, is sufficient to change it.
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% we find the maximum
10 [z,M]= fminbnd(@(x) -aus(x), -10^10, 10^10);
M=-M;
12
T=1/(M-m);
14 phi=@(x) (aus(x)-m);
This function has as input the drift coefficient and his derivative and returns
the function φ and the maximum admissible length for the interval T .
The remaining hypothesis is 5:
∫
R exp
(∫ u
0
α(s)ds− u22T
)
du < +∞ which is
equal to
∫
R exp
(
1− cos(u)− u216
9
)
du that is surely finite because it is positive
(as the exponential) and 1−cos(u)− u216
9
≤ 2−( 3u4 )2. By symmetry and continity
of the integrand we have only to control the boundedness of:∫ +∞
4
3
e−(
3u
4 )
2
du ≤
∫ +∞
4
3
(
3
4
u
)
e−(
3u
4 )
2
du = −1
2
e−(
3u
4 )
2 |+∞4
3
= 0 +
1
2
e−1.
It is not necessary to determine the probability density h in equation (2.4)
because it is sufficient to consider h up to constants to draw from this density.
However if we would like to transform it in an effective probability density we
could do it numerically through an Octave code:
h is a probability density.
% h = @(x) exp( quad(@(v) al(v),0,x) - (x-z)^2/(2*T) )
2 % but quad(@(v) al(v),0,x)=1-cos(x)
h=@(x) exp( 1-cos(x)-(x-z)^2/(2*T) );
4 q= quad(h,-Inf ,Inf); % compute the whole integral
c=1/q;
6 h= @(x) c * h(x); % hence is a probability density.
The drawing from the density h we have implemented uses rejection sampling
from a gaussian.
Rejection sampling to draw from h.
function [draw] = rejEA(z,T)
2
% IDEA: rejection sampling for the particular shape of h
4 % we simulate a normal distribution N(0,T): y
6 rat= @(x) exp(1-cos(x));
% we should compute rat= @(x) sqrt (2*pi*T)* exp(1-cos(x))*c;
8 % but then we have to consider rat/M where M is the maximum ,
% the proportional constants are not important
10 M=e^2;
12 % The condition of the while loop
% is satisfied at the first iteration if
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14 r=0; U=3;
iterazioni =0;
16 while U>= r,
U=rand;
18 y= normrnd(z,sqrt(T));
r= rat(y)/M;
20 iterazioni +=1;
end;
22
iterazioni; % how many attempts were necessary to draw from
h
24
draw=y;
In conclusion this code returns the draw from the density h, that is ω(T )
of the proposed path. Then we will use to to construct the skelethon using
Brownian bridges dynamics through the usefull function EApobra which puts in
practice the results of Proposition 2.2.4:
Compute ω(t) with BB’s dynamics.
1 function [om] = EApobra(v,omega ,xin=0)
3 % v is a (k+1)-dimensional vector ,
% while omega is a k-dimensional vector
5 % we compute , with the brownian bridge formula ,
% our path at the time v(k+1),
7 % knowing that at the time 0 is in xin
% and at the time v(i) it passes through omega(i)
9
[maxv ,c]=max(v(:));
11 k=( length(v) -1);
13 nomega=omega;
pomega=omega;
15
17 M=zeros(1,k);
m=zeros(1,k);
19
21 % we look for the maximum V(j) smaller than V(k+1):
for h=1:k,
23 if (v(h)< v(k+1)),
M(h)= v(h);
25 else
M(h)=0;
27 nomega(h)=xin;
end;
29 end;
[n,a]=max(M(:));
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31
33 % we look for the minimum V(j) bigger than V(k+1):
for h=1:k,
35 if (v(h)> v(k+1)),
m(h)= v(h);
37 else
m(h)=maxv;
39 pomega(h)=omega(c);
end;
41 end;
[p,b]=min(m(:));
43
mu = nomega(a)+ (pomega(b)-nomega(a))/(p-n)*(v(k+1)-n);
45 sigma = (p-v(k+1))*(v(k+1)-n)/(p-n);
47 om = normrnd(mu,sqrt(sigma));
If we read the comments written inside the code all instructions given should
be clear.
The Exact Algorithm
Finally we have directly implemented the algorithm that provides a correct
skeleton of a path of X in [0, l] with l > 0 (non necessarily l = Tc). The
following function requires l and the initial point x0 as input and returns the
coordinate of the exact skeleton.
Listing 2.1: Exact Algoritm.
1 function [v,om]= EAzero(l,xo=0,stampa =1)
% returns the skeleton
3
alpha;
5 [T,phii]= funzioni(al ,dal);
The first instructions recall the functions previously explained, indeed we first
need to know what SDE we are studying (through the drift coefficient α), but
also the formula for function φ and the maximal admissible length T for the
algorithm.
Listing 2.2: Exact Algoritm.
10 % Divide the length of the skeleton l into admissible
intervals
n = ceil(l/T)
12 for j=1:n
nacc(j)=1;
14 punti(nacc(j),j)=0;
vettT(j)= T;
16 end;
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vettT(n)=l-T*(n-1);
18
xin(1)=xo; % This vector will contain the initial
points
20 % for the intervals in which we split [0,l]
s(1)=0; % number of points composing the 1st
skeleton
Note that we are using the split of the interval in n := b lTc c intervals with length
Tc(=
8
9 in this case) and the last one is [nTc, l]. In the code there is external for
loop which indexing the interval on which we are applying the exact algorithm.
Therefore we have to accept or reject a path, and in order to do it we use an
index I which is equal to zero if the path is refused and I = 1 if we accept it,
according to section 2.2.2.
Listing 2.3: Exact Algoritm.
for j=1:n
24
I=0; % This will be the condition for the loop
26
while I==0,
28 % do not consider the time 0
30 % reset the vectors , to use it for next
cycles
omega =[];
32 V=[];
W=[];
34 y=[];
36 % at the time T: it would be the step 2 of
EA ,
% initialize the vectors for the skeleton
38 omega (1)=rejEA(xin(j),vettT(j));
V(1)=vettT(j);
40 W(1)=phii(omega (1));
xin(j+1)=omega (1);
42
% step 2: ausiliary uniform random variable
44 U(j) = rand;
k=0;
46
% compute the phi(=y) in T to start the loop
48 y(1)= W(1);
50 % construct the candidated skeleton
while y(k+1) >= W(k+1) && U(j) <=(1/ factorial(
k)),
52 % raise the index in order to
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% append at the end of the vector
54 k=k+1;
V(k+1)= vettT(j)*rand;
56 W(k+1)= rand/vettT(j);
omega(k+1)= EApobra(V,omega ,xin(j));
58 % this was the brownian bridge
formula
y(k+1)=phii( omega(k+1) );
60 punti(nacc(j),j) = k;
end;
There is a insignifical detail to note: the natural realization for (Vj ,Wj) ∼
U([0, T ]× [0, 1T ]) as
V=rand*T
40 W=rand/T
is not correct because of how computer works, therefore the solution is to con-
sider the code:
time =[1/T,T]; % so max returns the index of the minimum
40 [MT,i]=max(time);
unif=[MT,MT];
42 while unif(i)> time(i),
unif=rand(0,MT ,1,2);
44 end;
this is a sort of rejection sampling.
We can now show the code when there is a proposed skeleton and we have to
accept or reject it.
Listing 2.4: Exact Algoritm.
62
% the proposed skeleton ...
64 if k/2== floor(k/2)
nacc(j)= nacc(j) +1; % another trial
66 % number of points of the skeleton:
punti(nacc(j),j)=0;
68 I=0; % REJECTED
else % ACCEPTED: some details
70 somma=sum(s);
s(j)=length(V); % k+1
72 for r=1:s(j)
uV(r+somma)= V(r)+(j-1)*T;
74 uW(r+somma)= W(r);
uomega(r+somma)=omega(r);
76 uy(r+somma)=y(r);
end;
78 I=1;
end;
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80 end;
end;
82 % reorder V,W,Omega ,y according to the time ordering (V)
% actually we have to reorder the entire skeleton of length
l,
84 % therefore vectors uV , uW , uomega and uy , according to uV.
[v,w]= ordina(uV ,uW);
86 [v,om]= ordina(uV ,uomega);
[v,y]= ordina(uV ,uy);
In this file we have used ordina which is a function that receive as input two
vectors, such that the first does not have null entries, and reorder the fist so
that has increasing coordinates, and the second is reordered exchanging the
coordinates as has been done for reordering the first.
Example: use of ordina.
1 v=[7,5,2,3,6];
w=[10 ,20 ,30 ,40 ,50];
3 [V,W]= ordina(v,w);
The result is V = [2, 3, 5, 6, 7] and W = [30, 40, 20, 50, 10]. Let us read this
function:
Order two vectors according to the first.
1 function[V,W]= ordina(v,w)
k=length(v);
3
for h=1:k,
5 [M, a] = max(v(:));
V(k-h+1)= M;
7 W(k-h+1)= w(a);
v(a)= 0;
9 end;
11 % v never has to contain 0
The following lines give informations about the number of points needed to
decide to accept or reject and also the number of iterations etc. This may be
usefull to verify efficincy result.
Listing 2.5: Exact Algoritm.
U, % is the vector of auxiliary uniform random variable
92 nacc , % in the j^th column , contains the number of
% trials (rejection) before to accept the j^th path.
94 punti % in each column , the last positive number
% is the cardinality of the accepted skeleton
Now we want to use the skeleton to represent the entire path because Proposition
2.2.4 ensures about the fact that the path follows the Brownian bridge dynamic
between two points of the skeleton.
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Listing 2.6: Exact Algoritm.
100 N=200; % number of points in which we evaluate the functions
t=0:l/N:l; % corresponding time in [0,l]
102
% remove the times already in v
104 for h=1: length(v),
if ((v(h)*N/l)==floor(v(h)*N/l))
106 t(v(h)*N/l+1)= -1;
endif
108 end;
idx=t(:) >=0;
110 t=t(idx);
112 N=length(t); %in conclusion this is the number of
different time
%that are not in v.
114
% put in the x the trajectory and in the y the image of phi
116 x=om;
for k=2:N % compute a new omega(t) at every iteration
118 tempi =[v,t(k)];
val = EApobra(tempi ,om ,xo); % brownian bridges
fixing (v,om)
120 % add the computed values
x = [x,[val]];
122 y = [y, phii(val) ];
end;
124
126 t=[v,t(2:N)]; % add the times t to the ones of v
[t1,x] = ordina(t,x);
128 [t,y] = ordina(t,y);
130 % finally add 0
t= [0,t1];
132 x= [xo ,x];
y= [ phii(xo) ,y];
Note that by default the code has stampa = 1, therefore it draws the resulting
path.
Picture of the accepted path.
if stampa % draw the graphs
2 figure (1), clf , plot(t,x,’r-’),
title(‘Accepted path of X’), hold on ,
4 plot(v,om ,’b*’);
print -djpeg sol0.jpeg;
6 figure (2), clf , plot(t,y,’r-’),
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title(‘Graph of phi(omega(t))’), hold on ,
8 plot(v,w,’b*’),
for j=1: length(v)
10 hold on, plot([v(j);v(j)],[phii(om(j)),w(j)], ’g
-’);
end;
12 print -djpeg phi0.jpeg;
end;
Here are some of the images produced:
If l = Tc =
8
9 , which is the maximal eligible length of the interval for the
application of the algorithm, we have
The image on the left represents the path and the skeleton is marked; on
the right there is the graph of φ and the couples of points (Vj ,Wj)j .
Excluding the initial point (0, x), the skeleton is composed by three points and
the ending point (T, ω(T )), where ω(T ) was drawn according to the density h.
The auxiliary uniform random variable on [0, 1] takes the value U = 0.26722.
We accepted the second generated skeleton, composed by three points: (0.011181,−0.167010),
(0.324009,−0.039014), (0.751055,−1.043709) and the endpoint is (0.888889,−1.663157).
The first candidate skeleton was rejected after 2 points.
If l = 1, the algorithm merges two skeletons of length T = 89 and
1
9 respec-
tively.
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In the first skeleton the auxiliary uniform random variable on [0, 1] takes
the value U = 0.38447. We accepted the first generated skeleton, composed
by three points: (0.20644,−0.19509), (0.55051,−0.53674), (0.67578,−0.71764)
and the endpoint is (0.888889,−0.91210).
In the second skeleton the auxiliary uniform random variable on [0, 1] takes
the value U = 0.18939. We accepted the first generated skeleton, composed by
one point: (0.97152,−0.89250) and the endpoint is (1.00000,−1.03163).
And if l = 169 we have marged two intervals of maximal length.
In the first skeleton the auxiliary uniform random variable on [0, 1] takes
the value U = 0.45157. We accepted the third generated skeleton, composed
by one point: (0.88270,−3.4024) and the endpoint is (0.888889,−3.3780). The
first candidate skeleton was rejected after four points, while the second after
two points.
In the second skeleton the auxiliary uniform random variable on [0, 1] takes
the value U = 0.10438. We accepted the first generated skeleton, composed by
one point: (1.49925,−3.9447) and the endpoint is (1.77778,−4.6334).
2.3.1 Application: densities
If we want to estimate the density of the distribution of Xl (solution of (2.7)),
for some fixed l > 0, an easy idea is to apply the Exact Algorithm a huge number
of times and save Xl. In [2] l = 1, the samples are 1000000, and they compare
EA and the Euler approximation method for time increments 2−2, . . . , 2−5 to
estimate the density of the distribution of X1.
An elementary idea to prove to represent this density is the following:
• decide to consider a big interval [−L,L] ⊆ R such that is possible that the
largest number (almost all) of Xl should fall into it;
• divide the interval in equally spaced intervals; for example one hundred in
each unit;
• Simulate a lot of Xl and calculate how many of them has fallen into each
small interval, in particular compute the percentage;
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• define a function that associate the percentage to the starting point of the
corresponding small interval. This is the estimate distribution.
The following code implements the comparison between the Exact Algorithm
and the Euler method for time steps equal to 2−1, 2−3, 2−5. We can decide for
which random variable Xl approximate the density, also how many iterations
(N) of the algoritm have to be done, and finally the number n of intervals in
which a unit in the state space can be divided. xo is the initial condition for
the solution (Xs)s∈[0,l].
Listing 2.7: The density of Xt.
function [f,fe]= DCzero(t,l,N=200,n=2,xo=0)
2
colors =[’g’,’c’,’m’,’c’,’b’];
4
% We compute the density of X(t) with X(0)=xo
6 % (with t<l= length of the skeleton):
% we sample N paths.
8 if t>l
disp(’Error:t’)
10 quit
end
12
if t==0;
14 disp(’You know X(0)=xo’);
return;
16 end;
18 x=zeros(1,N);
20 % we compute omega(t) for N paths
for i=1:N
22 [v,om,phi] = EAzerop(l,xo);
idx=v(:)==t;
24 vbis=v(idx);
if length(vbis)!=0;
26 x(i)=om(idx);
else
28 vt=[v,t]; % brownian bridges fixing (v,om)
gives
x(i)= EApobra(vt ,om);
30 end;
end;
We have inserted some checks in order to avoid useless computations. But now
we can construct the density provided by the Exact Algorithm:
Listing 2.8: The density of Xt.
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% We look which values are assumed by x
34 % to choose the range in which to work
M = ceil(max(x));
36 m = abs(floor(min(x)));
L=2*max(m,M);
38
% now we compute the density
40 y=(-L):(1/n):L;
h=length(y);
42 f=zeros(1,h);
fe=zeros(1,h);
44
for k=1:N % we compute how many x’s fall in a fixed y
interval
46 j=2;
while (y(j)< x(k)) && (j<=h-1),
48 j=j+1;
end;
50 f(j-1)= f(j-1)+1/N;
end;
52
figure (3), clf , plot(y,f,’k-’), hold on;
Finally we use the Euler method:
Listing 2.9: The density of Xt.
a=2;
56 % Euler
for ex =1:2:5
58 alpha;
fe=zeros(1,h);
60 for i=1:N,
[s,z] = eEDS(t,al ,2^ex);
62 xe(i)=z(length(s));
end;
64 for k=1:N % we compute how many xe ’s fall in a fixed y
interval
j=2;
66 while (y(j)< xe(k)) && (j<=h-1),
j=j+1;
68 end;
fe(j-1)= fe(j-1) +1/N;
70 end;
72 fetot =0;
ftot =0;
74 for j=2:h
fetot+=fe(j);
76 ftot+=f(j);
end;
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78
ftot;
80 fetot;
82 plot(y,fe ,sprintf(’%c--’,colors(ex)));
84 end;
86 plot(y,f,’k-’);
Note that we can decide also the number of simulations, therefore here is an
example with l = 1, N = 100000, n = 5, that is big enough to give a good
estimate.
It is evident that Euler is converging towards the density provided by the Exact
Algorithm (represented by the black line).
With N = 500000, n = 10, we have more precision but it is more difficult to
distinguish the density obtained using the Euler approximations or the Exact
Algorithm.
46 CHAPTER 2. THE EXACT ALGORITHM
.
2.4 Efficiency of the EA
Equation (2.6) can be rewritten as:
ε(T )
dQ
dZ
(ω) = exp
(
−
∫ T
0
φ(Bt)dt
)
where ε(T ) = C−1 =
(
exp (B0(ω)+k1)
c
)√
2piT = 1c
√
2piT exp (x+ k1).
Note that, with the notation of theorem 2.2.3, P(I = 1) indeed it represents the
probability that a path ω ∼ Z (of BMx) is accepted as a path from Q (of X)
and it is shown in the proof of Proposition 2.0.7).
Recall that an eligible T has to satisfy 0 < T ≤ Tc, and we want to analyze
ε(#) as the probability of accept the path.
Proposition 2.4.1. ε(T ) is decresing and 1e ≤ ε(T ) < 1.
Proof. For the proof see proposition 4 in [2].
This proposition seems to suggest to use small T for apply the algorithm,
but to cover an interval of length l with small T we need to increase the number
of times the Exact Algorithm has to be used.
2.4. EFFICIENCY OF THE EA 47
Moreover, in the hypotheses of the construction theorem (2.0.7), it is useful
to understand how many points (Vj ,Wj) have to be drawn before a decision
about the acceptance of the path is taken. The following proposition says that
the number of points needed to accept or reject a path has average e therefore
less than three points.
Proposition 2.4.2. Define N : Ω→ {1, 2, . . .} as{
min{n = 2, 4, 6, . . . |ω /∈ En} if ω ∈ Ec,
min{n = 1, 3, 5, . . . |ω ∈ En} if ω ∈ E;
then E[N ] ≤ e.
Proof. Note that for each n ∈ N the event {N ≥ n} ⊆ {U ≤ 1(n−1)!} and by
monotonicity of the probability we have
E[N ] = E
[ ∞∑
n=1
IN≥n
]
=
∞∑
n=1
P(N ≥ n) ≤
∞∑
n=1
1
(n− 1)! =
∞∑
n=0
1
n!
= e.
In conclusion we deal with some results if we want a skeleton of length l > Tc.
As already said we divide into intervals of maximum eligible length Tc except
for the remainder of the interval [0, l]. The number of points of the skeleton of
length l (except for the extremes) is Nl.
E(Nl) ≤ dl ·Re · e2,
where R = 1Tc .
Proof. see proposition 6 in [2] for the proof with l ≤ Tc, but we are interested
in the case l > Tc. As already said we have two possibility: consider n = b lTc c
(so n+ 1 = d lTc e) and
• [0, l] = [0, Tc] ∪ [Tc, 2Tc] ∪ . . . ∪ [(n− 1)Tc, nTc] ∪ [nTc, l − nTc];
• [0, l] = [0, T ] ∪ [T, 2T ] ∪ . . . ∪ [nT, (n+ 1)T ], where T = ln+1 .
In both cases we apply the algorithm over n + 1 intervals and at least n are
of the same eligible length. Set Ti the length of the i
th interval, and Ji is
the number of trials before a path on [0, Ti] is accepted. NTi,j is the number
of points used to decide about the jth proposed path, and NL stands for the
number of points needed to decide about a general path of length L(≤ Tc)
and we know that E(NL) ≤ e (by one of the previous propositions), finally
Nl =
∑n+1
i=1 (
∑Ji
j=1NTi,j). If we recall that ε(Ti) is the probability of accepting
a path of length Ti, and A is the correspondent event, then
E(Nl) = E (E(Nl|J)) =
n+1∑
i=1
E
E( Ji∑
j=1
NTi,j |Ji)

=
n+1∑
i=1
E
(
E((Ji − 1)NTi |Ac) + E(NTi |A)
)
=
n+1∑
i=1
E(NTi)
ε(Ti)
.
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Note that in the last equality we used that Ji ∼ Geom(ε(Ti)), indeed for m ∈ N
the probability that the mth path is the first acceptable path is equal to the
probability (1− εTi)m−1Ti.
In both cases, Ti = T for all i ≤ (n + 1) or Ti = Tc for all i ≤ n, for each i
E(NTi) ≤ e and by the last proposition ε(Ti) ≥ e−1 (if Ti ∈ (0, Tc], but this is
the case), hence
E(Nl) =
n+1∑
i=1
E(NTi)
ε(Ti)
≤
n+1∑
i=1
e2 = (n+ 1)e2.
We compared these theoretical results with empirical proofs exploiting the
implementations: we simulated 1000 paths for the solution of the SDE (2.7) on
[0, 89 ]. The average number of points that constitute the accepted skeletons is
2.6620, while the average number paths generated to reach the accepted path
is 2.3430, and finally the average number of points sampled before a path is
accepted is 10.980.
Chapter 3
The “Poisson process trick”
and extensions of EA
In [3] the algorithm presented in the previous section is extended: indeed is not
necessary for φ to be bounded (Hypothesis 6) but only definitively bounded at
+∞ or −∞. The new hypothesis will be:
Hypothesis 7. lim supu→+∞ φ(u) < +∞ or lim supu→−∞ φ(u) < +∞.
At first we assume the old hypothesis (hypothesis 6) to hold and study the
Exact Algorithm from another point of view: the constructive Theorem 2.2.3 is
replaced with a retrospective method involving Poisson processes. This method
can be applied to extend the algorithm to the case of our new hypothesis 7.
This generalization allows us to simulate more SDE’s, however the linear case
of (2.1) is still not included because the quantity is not bounded at infinity.
Example 3.0.3. The linear case means that α(y) = ay + b where a and b are
real numbers and a 6= 0 (otherwise there is no interest in simulation because a
solution is Xt = x+ bt+Bt).
Now we verify the condition necessary for the algorithm:
α2(x) + α′(x) = a2x2 + 2abx+ b2 + a,
that is bounded from below and the minimum is a (when x = − ba), but both
lim supx→+∞ α
2(x) + α′(x) are not finite.
Therefore the algorithm has to be generalized further1, but in this thesis we
decided to extend the algortihm to the case of time inhomogeneous diffusions
rather than to relax this assumption.
1see [4] for the generalization to the unbounded case
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3.1 Retrospective EA
The complicated construction provided by the main theorem 2.2.3 is replaced
by the following simple result that uses a Poisson process on a rectangle. This
result is more general and provides an algorithm even if φ is not bounded.
Theorem 3.1.1. Let ω ∈ C ([0, T ],R) and M(ω) an upper bound for the map-
ping t→ φ(ωt), t ∈ [0, T ].
Consider a homogeneous Poisson process Φ of unit intensity on [0, T ]×[0,M(ω)]
and define N as the number of points of Φ found below the graph of φ(ω(#)),
then
P(N = 0|ω) = exp
(
−
∫ T
0
φ(ω(t))dt
)
,
where (Ω,F ,P) is the underlying probability space.
Before the proof of the theorem, we have to define precisely what a two-
dimensional Poisson process is:
Definition 3.1.2. A two-dimensional Poisson process having rate λ > 0 is a
process of random points on a plane such that:
• the number of points occurring in disjoint regions are independent,
• the distribution of the number of points occurring in any given region of
area A is Po(λA),
where Po(µ), µ ≥ 0, denotes a Poisson distribution with mean µ.
Proof. By the hypothesis, ω is fixed and so also M(ω), moreover we know that
λ = 1 and by the definition we know N |ω ∼ Po(∫ T
0
φ(ω(t))dt) because N |ω is
the number of points occurring in the given region
{(t, φ(ωt))|t ∈ [0, T ], x ∈ [0, φ(ωt)]} ,
which has area
∫ T
0
φ(ω(t))dt =: λω. In conclusion we have
P(N = 0|ω) = P(Po(λω) = 0) = e−λω .
Until the end of this section, it still holds hypothesis 6: φ : R → [0,+∞) is
bounded and exists M > 0 such that φ ≤M .
Remark 3.1.3. Note that in the previous chapter we set T = 1M , here we can
do the same but is not compulsory2.
2See section 3.1.4 for more details.
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3.1.1 Relation with Theorem 2.2.3.
The Exact Algorithm was based on Theorem 2.2.3 which defined events Γn, and
all iterations provide the acceptance of a new exact point of a possible skeleton.
Recall the scheme
1. let ω distributed according to a BM
x
: ω(0) = x and draw ω(T ) ∼ h;
2. draw U and set i = 1 (i is the number of time instances considered except
from 0);
3. draw (V,W ) uniformely on (0, T ) × (0, 1T ); set i = i + 1 because there is
the new time instance V ;
4. construct ω(V ) (we are going to explain it just below.)
5. If φ(ω(V )) ≥ W and U ≤ 1i! , we need other points to decide the index:
return to step 3;
otherwise if i is even then ω is rejected (I = 0) and we start from the
beginning again, but if i is odd we accept the simulated time instances of
ω therefore we set I = 1.
The new algorithm doesn’t need U which was only an instrument to reach the
correct probability for the events Γn, indeed it only needs a Poisson process on
the rectangle [0, T ]× [0,M ]:
1. let ω distributed according to a BM
x
: ω(0) = x and draw ω(T ) ∼ h;
2. let ((x1, y1), (x2, y2), . . . , (xτ , yτ )) a realization of the Poisson process Φ
on [0, T ]× [0,M ];
3. construct the plausible skeleton S = {ω(xi)|i = 1, . . . , τ};
4. Evaluate N |ω : the number of i such that φ(ω(xi)) ≥ yi. If N 6= 0 the
skeleton is rejected and we start from the beginning again, otherwise we
can accept S.
This approach is called retrospective3 because we first simulate the “decision
variable” Φ and then ω. While in the first algorithm we were simulating to-
gether U, Vj ,Wj , ω(Vj).
Clearly both algorithms provide an acceptable skeleton throught rejection sam-
pling as was proved by theorems 2.2.3 and 3.1.1. However we can give a direct
explaination. First of all recall this fact:
Fact 3.1.4. if we consider a one-dimensional Poisson process, then
(U1, U2, . . . , Un) ∼ (S1, . . . , Sn|N(1) = n)
where (Uj)j=1,...,n is an increasing sequence of i.i.d. U(0, 1), (Sj)j are the time
instances of occurrence of the Poisson points, conditioned to have a realization
of the Poisson in [0, 1] of n points.
3This idea has been introduced for the first time in [11]
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This is a particular case of the general result in section 5.4 of [12]:
Proposition 3.1.5. Assume to have a realization of a Poisson process on [0, T ]
composed by n points, then
(U1, U2, . . . , Un) ∼ (S1, . . . , Sn|N(T ) = n)
with (Uj)j=1,...,n an increasing sequence of i.i.d. U(0, T ), and (Sj)j time in-
stances of occurrence of the Poisson points.
Here is a generalization of this result to the case of two-dimensional Poisson
processes:
Corollary 3.1.6. Let (Sj)j the time instances (first coordinate of two) of oc-
currence of the Poisson points, conditioned to have a realization of the Poisson
in [0, T ]× [0,M ] of n points, then
(U1, U2, . . . , Un) ∼ (S1, . . . , Sn|N(T ) = n)
where (Uj)j=1,...,n an increasing sequence of i.i.d. U(0, T ). The definition of
two dimensional Poisson process implies that all second coordinates are i.i.d.
U(0,M). (Indeed the only thing that matters is that the number of points in
any finite region of area A is a Po(A), and we have already fulfilled this request,
then the second coordinate can be freely chosen.)
Recall that (Vi,Wi)i were i.i.d. U([0, T ]×[0,M ]) (T was defined as 1M ), hence
Vi ∼ U(0, T ) and Wi ∼ U(0,M) all independent. Comparisons are possible
only if we assume to have the same hypotheses, therefore we assume M = 1T .
If we simulate Φ on the rectangle then we have fixed the number of points
τ =: n, and also the points (xi, yi)i=1,...,n where Si := xi. We then consider
n independent U(0,M) W1,W2, . . . ,Wn and the time instances V1, V2, . . . , Vn
which are U(0, T ).
Just note that Wj and yj are both U(0,M) for all j = 1, . . . , n, and by the
corollary (V1, V2, . . . , Vn) ∼ (S1, . . . , Sn|N(T ) = n).
This means that the algorithms are essentially equivalent but the approach is
different.
The retrospective method decides immediately the number of points for the
candidate skeleton because it produces a realization of the Poisson process,
then creates the skeleton and finally the conditions for the rejection sampling.
The initial method is based on the fact that we have to prove ω ∈ E where E is
an event of the rigth probability. Each iteration (inside the while loop) increases
the cardinality of the skeleton in order to make ω fall into E or outside. Then
we do not sample a settled number of (V,W ) but only simulate a new couple
when needed; in this way the algorithm is acceptable computationally speaking.
3.1.2 Sampling of a Poisson process on a rectangle
Let analyze step by step the scheme given in the previous subsection for the new
Exact Algorithm: there is no much to say about the first and the fourth step
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indeed the former express the fact that we want to use the rejection sampling
from Z, and the latter check the condition for the rejection sampling given by
theorem 3.1.1.
The third step consists in the fourth step of the previous version of the Ex-
act Algorithm, indeed we have to construct ω(xi) using Brownian bridges: by
Proposition 2.2.4 we have
ω(x1) ∼ BBx1(0, x;T, ω(T )) ,
then
ω(x2) ∼ BBx2(x1, ω(x1);T, ω(T )), . . . ,
and finally
ω(xτ ) ∼ BBxτ (xτ−1, ω(xτ−1);T, ω(T )) .
The unique new step is the second which requires the simulation of a two di-
mensional Poisson process4. Here is the code that output the coordinate (X,Y)
of a two-dimensional Poisson process on [0, T ]× [0,M ] with rate λ = 1:
Processo di Poisson 2 dim.
1 function [X,Y] = DDpoiss(T,M)
3 nn=0; % number of points for the Poisson process
5 while nn==0,
x=[]; % re -initiate the vector of the time
instances
7 es=0; % this will contain the time*M reached
while es <= M*T,
9 U = rand;
W =-log(U); % simulate an exp(1), increment
of
11 % area to find another point
es += W; % area of the rectangle with high M
,
13 % between two consecutive points
x= [x,es/M]; % time instances of the points
15 end;
nn=length(x) -1;
17 end;
19 X=[]; Y=[]; % create new vectors to contain the coordinates
for h=1:nn ,
21 X(h)=x(h);
Y(h)= unifrnd(0,M);
23 end
4In section 11.2 of [16] we can find a clear description of the simulation of a two-dimensional
Poisson process.
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The basic idea is to sample exponentials of rate λ = 1 which are W the areas of
reactangles with high M between two consecutive points. Hence the time interval
between the two consecutive occurrences measures W
M
.
3.1.3 Implementation of the Retrospective Exact Algo-
rithm
In the case φ is bounded we can use the same diffusion in (2.7):{
dXt = sin(Xt)dt+ dBt, t ∈ [0, l]
X0 = x.
We have written a function that in input takes the length of the skeleton l, the
starting point x that it is 0 by default, and a parameter stampa that, if it is
different to zero, prints the images. The output are the coordinates (v,om) of
the skeleton.
Here is the code which is similar to the one written the previous chapter, however
some differences can be stressed. As before we have to introduce the SDE to
consider:
Listing 3.1: Exact Algoritm.
1 function [v,om]=EAuno(l,xo=0,stampa =1)
% returns the skeleton
3
alpha;
5 [T,phii]= funzioni(al ,dal);
M=1/T
7 disp(’The time interval used is’); T,
We could have used funzioni to obtain M and φ and then decide T as we wish,
for example T = 10M . The avarage number of points necessary to decide about a
path of length T is M × T (that it is equal to 1 if T = 1M ). In the first version
we had a maximal eligible length Tc for the interval, in this code we maintain
the same relationship between T and M to compare solutions.
As before, when T is fixed we have to compute how many interval of that length
T we have to consider to fill the given interval [0, l], and then compute the
skeleton in every interval (j = 1, . . . , n) of fixed length vettT (j). The starting
point xin(j) of the jth interval is the value corresponding to the last time
instance of the previous interval. We apply the method in all these intervals,
indeed we have the external for loop
Exact Algorithm on [0, l].
s (1)=0; % points of the 1^{st} skeleton
X (1)=0; Y (1)=0; % coord. of the Poisson on the 1^{st}
interval
stau =0; % Poisson points for the entire skeleton
for j =1: n
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N=1; % number of Poisson points under phii
while N != 0,
INSTRUCTIONS 1
end;
INSTRUCTIONS 2
end;
INSTRUCTIONS 2 are reached only when a skeleton for the jth interval has
been accepted, and provide the merging of the skeletons5. In INSTRUCTIONS
1 a skeleton is proposed and conditions of acceptability are controlled: the
important part is the following
Exact Algorithm, INSTRUCTIONS 1
38 [cX ,cY]= DDpoiss(vettT(j),M); % Poisson on [0,T]x[0,M]
tau=length(cX); % how many points
40 punti(nacc(j),j) = tau;
42 % at time T
omega (1)=rejEA(xin(j),vettT(j));
44 V(1)=vettT(j);
y(1)=phii(omega (1));
46 xin(j+1)=omega (1);
48 % Construct the skeleton
% in the same time instances of the Poisson Process
50 for k=1:tau ,
V(k+1)= cX(k); % V(1)=vettT(j)
52 omega(k+1)= EApobra(V,omega ,xin(j));
% This is still the Brownian bridge formula ,
54 % returns omega(cX).
y(k+1)=phii( omega(k+1) );
56 end;
indice =0;
58 for h=1:tau ,
if cY(h) < y(h+1),
60 indice += 1;
end;
62 end;
N = indice; % If we have an acceptable path (N=0),
64 % the while loop stops.
We used EApobra to compute ω(cX) where cX are the time of occurence of the
proposed Poisson process, indeed nothing has changed in the dynamic of ω ∼ X,
ans Proposition 2.2.4 still holds. For the same reason we can draw the entire
path using the same code of of the Exact Algorithm.
This are the resulting images, considering the SDE (2.7) and implementing
the algorithm with T = 89 =
1
M (where M is the upper bound for φ) respectively
5The entire code can be found in A.2.
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for l = T, 2T, 1:
l = T
The skeleton is composed by 1 point (0.73049, 2.0767). The endpoint is
(0.88889, 2.6584). It was accepted after rejecting 22 Poisson process realizations.
This happened because the variation of φ near 0 is very small.
l = 2T
The first skeleton is composed by 1 point (0.79949, 0.026768). The endpoint is
(0.88889, 0.417164). It was accepted after rejecting 4 Poisson process realiza-
tions.
The second skeleton is composed by 2 points (1.13946,−0.194107), (1.67027, 1.389849).
The endpoint is (1.77778, 1.060873). It was accepted after rejecting 17 Poisson
process realizations.
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l = 1
The first skeleton is composed by 1 point (0.51670, 2.5666). The endpoint is
(0.88889, 2.4415). It was accepted after rejecting 3 Poisson process realizations.
The second skeleton is composed by 1 point (0.99191, 3.0318). The endpoint
is (1.00000, 3.1267). It was accepted after rejecting 3 Poisson process realiza-
tions.
3.1.4 Efficiency
Assume T is fixed and M is the upper bound for φ (exists by hypothesis). Note
that we are not assuming T ≤ Tc where Tc = 1M . Let ε := ε(T ) the probability
of accepting a proposed path.
Proposition 3.1.7. Let D the number of the Poisson process points needed to
decide to accept of reject the proposed path.
Let N(T ) the total number of points needed until the first accepted path. Then
E(D) = MT, E(N) ≤ 1
ε
E(D) =
MT
ε
.
Proof. see [3], proposition 3.
This proposition suggests that the computational cost to find a skeleton of
length KT0 (K ∈ N) applying the algorithm with T = KT0 is O(KT0MeKT0M ),
while if T = T0 then it is O(KT0Me
T0M ).
Assume T0 = Tc and assume we want to use a big T := kTc (for simplic-
ity k divides K) then the computational cost grows to O(Kk kTcMe
kTcM ) =
O(KTcMe
kTcM ). Indeed E(D) = k(M × Tc) and also ε(Tc) ≥ ε(kTc) because ε
is decreasing6.
On the contrary if T = Tcn then we have to use Kn intervals of length T to cover
[0,KTc]. Computational cost becomes O(KTcMe
1
nTcM ), E(D) = M × Tck and
ε(Tc) ≤ ε(T ). In conclusion is better to use a small T , but we have to find a
good compromise because much smaller we choose T , the greater is the number
of iterations of the exact algorithm.
6See Proposition 2.4.1.
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3.2 Retrospective EA if lim supu→+∞ φ(u) < +∞
In the previous section we have assumed hypothesis 7 to hold instead of 6; in
particular we assume that
lim sup
u→+∞
φ(u) < +∞.
Even if there is no global upper bound for φ, this function is definitively bounded.
The idea to determine ω by an interval [m,+∞) such that ω(t) ∈ [m,+∞) for
all t ∈ [0, l] and so find an upper bound M(m) := supu∈[m,+∞) φ(u); surely
it is also an upper bound for φ(ω(#)) : [0, T ] → [0,+∞). This allows to use
once more the ideas of the (retrospective) Exact Algorithm with appropriate
modifications.
First we have to decompose the Brownian path at its minimum m and, when
this has been done, it is possible to compute M(m) and apply the Exact Al-
gorithm. Unfortunately the construction of the skeleton can follows anymore a
Brownian bridge dynamic, but uses Bessel(3) processes.
The scheme of the Algorithm is the following:
1. let ω distributed according to a BM
x
: ω(0) = x and draw ω(T ) ∼ h;
2. simulate the minimum m and the time θ of achievement of it;
3. find an upper bound M := M(m);
4. let ((x1, y1), (x2, y2), . . . , (xτ , yτ )) a realization of the Poisson process Φ
on [0, T ]× [0,M ];
5. construct the plausible skeleton S = {ω(xi)|i = 1, . . . , τ};
6. Evaluate N |ω : the number of i such that φ(ω(xi)) ≥ yi. If N 6= 0 the
skeleton is rejected and we start from the beginning again, otherwise we
can accept S as a realization for ω ∼ Q.
In the next subsection we will make clear steps 2 and 5.
3.2.1 Decomposing the Brownian Path at its minimum
Let W = {Wt|0 ≤ t ≤ T} a Brownian motion started at x, m = inf{Wt|0 ≤ t ≤
T} and θ = sup{t ∈ [0, T ] |Wt = m}. Then, for any a ∈ R
W(m ∈ db, θ ∈ dt|WT = a) ∝ b(b− a)√
t3(T − t)3 exp
(
−b
2
2t
− (b− a)
2
2(T − t)
)
dbdt, (3.1)
where W is such that W(W0 = x) = 1 (where x is the initial condition X0); for
proofs or details see [14] or [7], chapter 2.8 where the the case x = 0 is treated,
but the general case is completely analogous. We can construct a function that
outputs the minimum and the time instance of achievement of this minimum
when we have a Brownian motion on [0, tfin] that starts at xin and ends at
xfin:
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Listing 3.2: Simulate the minimum.
1 function [m,t]=simin(xin ,fin ,tfin)
3 fin=fin -xin;
es=exprnd (1);
5 m= (fin -sqrt (2* tfin*es+fin^2))/2;
7 c1=(fin -m)^2/(2* tfin);
c2= m^2/(2* tfin);
9 U=rand;
i1=igauss(sqrt(c1/c2) ,2*c1);
11 i2=1/ igauss(sqrt(c2/c1) ,2*c2);
13 if U <1/(1+ sqrt(c1/c2))
V=i1;
15 else
V=i2;
17 end;
t=tfin /(1+V);
19 m=m+xin;
igauss represents the drawing from an inverse gaussian distribution which has
density:
IG(µ, λ)(t) =
√
λ
2pit3
exp
(
−λ(t− µ)
2
2µ2t
)
, t > 0, µ > 0, λ > 0.
To draw from this density we wrote the code:
Listing 3.3: Sampling an Inverse Gaussin random variable.
1 function [X]= igauss(mu,lam)
3 n=normrnd (0,1);
Y=n^2;
5 X=mu+(mu^2*Y)/(2* lam)-mu/(2* lam)*sqrt (4*mu*lam*Y + mu^2 * Y
^2);
U=rand;
7 if U > mu/(mu+X)
X=mu^2 /X;
9 end;
which is an implementation of the method in chapter 4 of [6]. The function
simin has drawn from the density in (3.1) according to proposition 2 in [3], and
draws the minimum m and tm the time instance of achievement of it.
So the algorithm first initialize the path ω(0) = x and ω(T ) = y ∼ h and
then simulate the minimum ω(tm) = m. To evaluate other points of ω we have
to understand the dynamics of a Brownian motion of length T conditioned to
start at x, end at y, and to have minimum m in tm.
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Theorem 3.2.1. If (mWt)t≥0 is this conditioned Brownian motion, the pro-
cesses (mWt)t∈[0,tm ] and (mWt)t∈[tm,T ] are independent and distributed respec-
tively as
(mW (t))t∈[0,tm ] ∼ m+R1(t)
(mW (t))t∈[tm,T ] ∼ m+R2(t− tm),
where R1 and R2 are 3-dimensional Bessel Bridges7:
R1 ∼ S(tm, x− m, 0), R2 ∼ S(T − tm, 0, y − m).
We denote by S(u, v1, v2) the law of a three dimensional Bessel Bridge start-
ing at 0 at v1 and finishing at u ≥ 0 in v2.
The Bessel Bridges R1 and R2 can be produced (by definition) as:
R1(t) =
√
W 21 (t) +W
2
2 (t) +W
2
3 (t)
R2(t) =
√
W 24 (t) +W
2
5 (t) +W
2
6 (t)
where
W1 ∼ BB(tm, x− m, 0), W2, W3 ∼ BB(tm, 0, 0),
W4 ∼ BB(T − tm, 0, y − m), W5, W6 ∼ BB(T − tm, 0, 0).
Indeed if R(t) ∼ S(u, v1, v2) then can be produced by
R(t) =
√
W 21 (t) +W
2
2 (t) +W
2
3 (t)
W1 ∼ BB(u, v1, 0), W2 ∼ BB(u, 0, v2), W3 ∼ BB(u, 0, 0).
In conclusion, once we have ω(0) = x, ω(tm) = m, ω(T ) = y, we are able to
compute ω(t) for all t ∈ [0, T ]. The Octave function decompose has as imput
all this data and a vector V of time instances in [0, T ], and returns the couple
of vectors (V, ω(V )):
Listing 3.4: Decompose the path at his minimum.
1 function [V,omega ]= decompose(T,x0,xT,tm,m,V)
3 T=T-tm;
x0=x0 -m;
5 xT=xT -m;
7 % we separate times before tm and after this time
idx=V(:)<tm;
9 V1=V(idx);
11 idx=V(:)>tm;
7see [7] chapter 3.3
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V2=V(idx);
13 V2=V2-tm;
15 N1=length(V1);
N2=length(V2);
17 N=length(V);
19 % compute separately the bessel bridges
R1=[0];
21 v1=[tm];
for j=1:N1
23 v1=[v1 ,V1(j)];
Z1(j)=EApobra(v1,R1,x0);
25 Z2(j)=EApobra(v1,R1);
Z3(j)=EApobra(v1,R1);
27 R1(j+1)=sqrt((Z1(j))^2+(Z2(j))^2+(Z3(j))^2);
end
29 R1=R1+m;
31 % clean the ausiliary variables for Brownian Bridges
Z1=[];
33 Z2=[];
Z3=[];
35
R2=[xT];
37 v2=[T];
for j=1:N2
39 R2(1)=xT;
v2(j+1)=V2(j);
41 Z1(j)=EApobra(v2,R2);
R2(1) =0;
43 Z2(j)=EApobra(v2,R2);
Z3(j)=EApobra(v2,R2);
45 R2(j+1)=sqrt((Z1(j))^2+(Z2(j))^2+(Z3(j))^2);
end
47 R2(1)=xT;
R2=R2+m;
49 v2=v2+tm;
51 if N == (N1+N2),
v=v1(2:end); %trick to eliminate tm
53 v1=[]; v1=v;
R=R1(2:end);
55 R1=[];R1=R;
end;
57 V=[v1 ,v2];
omega=[R1 ,R2]; % contains also the final point
59 % and the minimum only if it was in V.
[V,omega]= ordina(V,omega);
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Moreover when we have obtained the skeleton (V, ω(V )) ad we want to compute
ω(t) for some t ∈ [0, l], we can follow the bessel bridge dinamics for the interval
[vi, vi+1] that contains t such that vi and vj are two consecutive elements of the
vector of all time instances of the skeleton (according to Theorem 3.2.1).
3.2.2 Implementation
Consider the following SDE:{
dXt = e
−2Xtdt+ dBt,
X0 = x;
(3.2)
where the drift coefficient and its derivative is given by:
Listing 3.5: Drift coefficient.
al= @(x) e^(-x*2);
2 dal=@(x) -2*e^(-2*x);
As in the previous cases we construct a function that represents the algorithm.
The first steps are the definition of φ and T through funz (which is different
from funzioni because in the case we are studying φ is not bounded from
above8). Then we proceed by restricting to consecutive interval and for every
interval we look for a skeleton.
Listing 3.6: The Exact Algoritm, look for a skeleton in the jth interval
44 omega (1)=rejEAlim(xin(j),vettT(j));
% we keep the final time we need
46 V(1)=vettT(j);
y(1)=phii(omega (1));
48 xin(j+1)=omega (1);
50 % simulate the minimum
[m,tm]= simin(xin(j),xin(j+1),V(1));
52 [z,M]= fminbnd(@(x) -phii(x), m, 10^10);
M=-M;
54
if M < 0.3, % if M is too small we change it
56 M=0.5;
end
58
[cX,cY]= DDpoiss(vettT(j),M);
60 tau=length(cX);
punti(nacc(j),j) = tau;
62 % beside the endpoints and the
minimum
64 % construct omega on cX
8see appendix for the code
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[V,omega]= decompose(vettT(j),xin(j),xin(j
+1),tm ,m,cX);
66 y(tau+1)=y(1);
% compute N = number of points under the
graph of phii
68 for k=1:tau , % V(tau+1)= vettT(j)
y(k)=phii( omega(k) );
70 end;
indice =0;
72 for h=1:tau ,
if cY(h) < y(h),
74 indice += 1;
end;
76 end;
N = indice; % if (N=0) we have find a
correct path
78 nacc(j) += 1; % we try with another path and
then another Poisson.
end;
We have used decompose to evaluate the proposed ω in the time instances
proposed by the Poisson process.
The remainder of the code does not change significantly, except when we want
to draw the accepted path in [0, l]. We will use a function that takes as input
two vectors: v and x such that if (v(i),x(i)) is the skeleton, v is longer than
x so we can evaluate ω in the new time instances according to teorem 3.2.1.
Listing 3.7: Find the intermediate values through the Bessel Bridge dynamics.
1 function [X,time]= BesselBridge(v,x,xin=0)
3 if length(v) <=length(x),
disp(’Error: there are no new times ’);
5 end
7 [minx ,d]=min(x(:));
x=x-minx;
9 xin=xin -minx;
11 k=length(x);
N=length(v)-k;
13
vcop=v(1:k);
15 xcop=x(1:k);
17 for j=1:N;
% we build a vector of element V[j]>V[k+j]
19 idx=vcop (:)>v(k+j);
V2=vcop(idx);
21 x2=xcop(idx);
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[taus ,a]=min(V2(:));
23 xu(j)=x2(a);
tu(j)=taus;
25 % we build a vector containing V[j]<V[k+1]
idx=vcop (:)<v(k+j);
27 V1= vcop(idx);
x1=xcop(idx);
29 % We do a separate case if V1 is empty
if length(V1)==0
31 td(j)=0;
xd(j)=xin;
33 else
[taus ,b]=max(V1(:));
35 xd(j)=x1(b);
td(j)=taus;
37 end
end;
39
% compute separately the bessel bridges
41 for j=1:N,
s(j)=[tu(j)-td(j)];
43 Z1(j)=EApobra ([s(j),v(k+j)-td(j)],xu(j),xd(j));
Z2(j)=EApobra ([s(j),v(k+j)-td(j)],0,0);
45 Z3(j)=EApobra ([s(j),v(k+j)-td(j)],0);
X(j)=sqrt((Z1(j))^2+(Z2(j))^2+(Z3(j))^2)+minx;
47 time(j)=v(k+j);
end
And here is the way we use it to draw the graph
Listing 3.8: The Exact Algoritm, draw the path.
124 N=200; % number of points in which we evaluate the functions
t=0:l/N:l; % corresponding time in [0,l]
126
128 % remove the times already in v
for h=1: length(v),
130 if ((v(h)*N/l)==floor(v(h)*N/l))
t(v(h)*N/l+1)= -1;
132 endif
end;
134 idx=t(:)> 0;
t=t(idx);
136
x=om;
138 times=v;
for j=1:n,
140 vtemp=v;
ttemp=t;
142 idx=ttemp (:)>begin(j);
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ttemp=ttemp(idx);
144 idz=vtemp (:)>begin(j);
vtemp=vtemp(idz);
146 omtemp=om(idz);
idy=ttemp (:) <= begin(j+1);
148 ttemp=ttemp(idy);
idw=vtemp (:) <= begin(j+1);
150 vtemp=vtemp(idw);
omtemp=omtemp(idw);
152 if j==1
[val ,ttemp]= BesselBridge ([vtemp ,ttemp],
omtemp ,xo);
154 else
[val ,ttemp]= BesselBridge ([vtemp ,ttemp],
omtemp ,xin(j-1));
156 end
times =[times ,ttemp];
158 x= [x,val];
for h=1: length(val),
160 y = [y, phii(val(h))];
end
162 end;
164
% let ’s order
166 [t1 ,x] = ordina(times ,x);
[t,y] = ordina(times ,y);
168
170 % finally add 0
t= [0,t1];
172 x= [xo ,x];
y= [ phii(xo) ,y];
l = 1
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The path is composed by two skeletons of length T = 0.5.
The first skeleton is composed by only 1 Poisson point and it was accepted
after having generated 5 Poisson processes. The minimum is -0.10265, reached
at time 0.034780. The point is (0.0024715,−0.012602) and the endpoint is
(0.5000000, 1.721473).
The second skeleton is composed by only 1 Poisson point and it was ac-
cepted after having generated 16 Poisson processes. The minimum is 0.81212,
reached at time 0.684292. The point is (0.7047011, 0.988833) and the endpoint
is (1.0000000, 1.572901).
l = 2
The path is composed by four skeletons of length T = 0.5.
The first skeleton is composed by only 1 Poisson point and it was ac-
cepted after having generated 3 Poisson processes. The minimum is -0.79174,
reached at time 0.20114. The point is (0.37798,−0.060088) and the endpoint is
(0.50000, 0.010693).
The second skeleton is composed by only 1 Poisson point and it was ac-
cepted after having generated 2 Poisson processes. The minimum is -0.54948,
reached at time 0.88013. The point is (0.74941, 0.167335) and the endpoint is
(1.00000,−0.549480).
The third skeleton is composed by 2 Poisson points and it was accepted
after having generated 2 Poisson processes. The minimum is -0.19012, reached
at time 1.00001. The points are (1.09008, 0.316430),(1.15018, 0.619938) and the
endpoint is (1.50000, 0.362835).
The fourth skeleton is composed by only 1 Poisson point and it was ac-
cepted after having generated 3 Poisson processes. The minimum is -0.45408,
reached at time 1.91988. The point is (1.56142, 0.350120) and the endpoint is
(2.00000, 0.014044).
l = 0.5
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The skeleton is composed by only a Poisson point and it was accepted after
having generated 3 Poisson processes. The minimum of the path is -0.086616,
reached at time 0.025614.
3.2.3 Example: the Logistic Growth Model
Consider the logistic growth model, in particular the stochastic analogue that
models the growth of populations:{
dXt = rXt
(
1− Xtk
)
dt+ βXt dBt, 0 ≤ t ≤ T,
X0 = x0 > 0,
(3.3)
where T is a finite time, r, β, k are fixed positive parameters. Indeed Pierre-
Franc¸ois Verhulst in 1838, derived his logistic equation9 to describe the self-
limiting growth of a biological population:
dV
dt
= rV
(
1− V
k
)
.
The meaning of the parameters in (3.3) is the following:
r is the growth rate, and represents the proportional increase of the popu-
lation P in one unit of time.
k is the carrying capacity of the environment. It represents the maximum
population that can be supported by the resources.
β is the effect of the noise, indeed it is only present in the stochastic case,
in the diffusion coefficient.
Xt in the stochastic case and Vt are the population size at time t. Let give a
look to the drift coefficient: the unimpeded growth rate is modeled by the first
term +rX. Later, as the population grows, the second term, which multiplied
out is − rX2K , becomes larger than the first as some members of the population
X interfere with each other by competing for some critical resource, such as
9This equation is called the Verhulst-Pearl equation.
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food or living space. Hence the combined growth rate is smaller and finally the
population stop to grow. This trend changes because of the presence of the
additional noise.
Now we are going to verify if hypotheses of one of the two version of Exact
Algorithm are satisfied. Consider the usual transformation Yt =
∫Xt
1
1
σ(u) du =
1
β log(Xt), where we need Xt to be always positive in [0, T ], hence it has to avoid
hitting 0 in finite time10.
Hence Xt = e
βYt , the process Yt satisfies equation{
dY (t) = α(Y (t)) dt+ dB(t),
Y (0) = 1β log (x0)
where the new drift coefficient is
α(u) =
r
β
− β
2
− r
βk
eβu,
which is smooth (hence is differentiable) and we have
α2(u) + α′(u) = r
2
β2k2
e2βu + 2
r
βk
(β − r
kβ
)eβu +
(
β
2
− r
β
)2
=
(
r
βk
eβu +
β
2
− r
β
)2
+
r
k
eβu
that is bounded from below because it is positive, so we can define φ(u) = α2 +
α′(u) and also has finite lim sup for u → −∞. Moreover A(x) = ∫ u
0
α(y) dy =(
r
β − β2
)
u− rβ2k (eβu − 1) and if y0 is the initial condition for Yt then
∫ +∞
−∞
e(
r
β− β2 )u− rβ2k (e
βu−1)− (u−y0)22∗T du
is finite and we call it c. Then we can define, the density
h(u) =
1
c
exp
(
r
β
− β
2
)
u− r
β2k
(eβu − 1)− (u− y0)
2
2T
.
In conclusion for appropriate parameters β, r and k, we could apply the Exact
Algorithm.
Consider for example r=0.1, beta=0.01, K=1 and run the algorithm EAdue(1,0)
(with the appropriate function defining α), we obtain that the population is sta-
ble:
10this happens almost surely, see section 15.7 in Karlin and Taylor, 1981
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3.2.4 Efficiency
Assume T is fixed, if also ω is fixed we can compute M(ω) the upper bound for
φ after having simulated the minimum m (M(ω) = M(m)). Note that we are
not assuming T ≤ Tc where Tc = 1M(ω) , because we have to decide T before the
simulation of ω(T ) ∼ h. Let ε the probability of accepting a proposed path.
Proposition 3.2.2. Let D the number of the Poisson process points needed to
decide to accept of reject the proposed path.
Let N(T ) the total number of points needed until the first accepted path. Then
ε ≥ exp (−E[M(m)]T ), E(D) = E(M(m))T, E(N) ≤ 1
ε
E(D) =
E(M(m))T
ε
.
Also in this case the proposition suggests that the computational cost to find
a skeleton of length KT0 fixed (K ∈ N) applying the algorithm with T = KT0 is
O(KT0Me
KT0M ), while if T = T0 then it is O(KT0Me
T0M ). We can conclude
that it is better to use a small T , but we have to find a good compromise because
much smaller we choose T , the greater is the number of iterations of the exact
algorithm.
Another point to consider is that E(M(ω)) is not necessarily bounded and
this is a problem because we need E[D] to be finite. Indeed we want to be able
to decide if a path is acceptable after a finite number of points. A useful results
is the following:
Proposition 3.2.3. Assume that α is bounded from below, but also there exist
k > 0 and b0 such that M(b) ≤ exp (−kb) for b ≤ b0. Then for any value x and
length T we have E(M(m)) < +∞. Therefore E(D) is finite.
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Proof. See the proof of Proposition 3 in [3].
Remark 3.2.4. This proposition says that, under suitable hypotheses, we have
E[M(ω)] < +∞ but we don’t have a uniform upper bound: there is not K such
that E[M(ω)] < K for all possible path ω.
It is also possible to check empirically these results, for example consider
1000 paths for the solution of the SDE (3.2) on [0, 0.5]. The average number
of Poisson points for the accepted skeleton is 1.0840, while the average number
of Poisson processes generated before one is accepted is 2.6030, and finally the
average total number of Poisson points generated before that a path is accepted
is 1.8160.
Chapter 4
Time inhomogeneous
coefficients
In this chapter we will extend the Exact Algorithm to inhomogeneous equation
like: {
dXt = b(t,Xt)dt+ σ(t,Xt)dBt,
X0 = x,
, (4.1)
where we assume b and σ are such that there exists a unique solution Xt.
The generalization of the algorithm was only sketched in [4], but it is worthwhile
to expand it in all the details, expecially there were few adaptation that were
not completely obvious. As usual complete implementation are included, and
also a comparison with the Euler method. Moreover we studied the conditions
for applying the Exact Algorithm to the Logistic Growth Model by Verhulst
in the case of a time dependent “carrying capacity”. Finally the last section
is devoted to sketch which difficulties are involved in treating the extension to
SDEs with time delay.
4.1 Preliminar constructions
The first purpose is to reduce the SDE in (4.1) to a diffusion SDE of the type{
dXt = α(t,Xt) dt+ dBt,
X0 = x,
, (4.2)
and then analyse in details the application of the Exact Algorithm to this class
od SDEs.
Proposition 4.1.1 (Reduction to the case σ ≡ 1). Consider Equation (4.1)
and assume
• b ∈ C(1,1)([0,+∞)× R),
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• σ ∈ C(2,2)([0,+∞)× R), and σ is non negative.
The equation obtained from (4.1) through the Lamperti transform
Yt :=
∫ Xt
z
1
σ(t, u)
du
where z is in the state space of X, is like (4.2) and the appropriate drift coeffi-
cient α belongs to C(1,1).
Proof. Consider the process Yt =
∫Xt
x0
1
σ(t,u) du, where x0 = X(0).
If F (s, x) =
∫ x
x0
1
σ(s,u)du, then Yt = F (t,Xt) and F ∈ C(2,3)((0,+∞)× R).
Note that ∂∂xF (t, x) =
1
σ(t,x) 6= 0 by the “implicit function theorem” at least
locally there exists a function G such that F (t, G(t, y)) = y, and G has the same
regularity of F .
The function G is globally defined indeed, for fixed t, F (t,#) is monotone and
∂
∂xF (t,#) =
1
σ(#) ≥ 0, hence for all t > 0 there exists an interval I ⊆ [0,+∞)
such that G ∈ C(2,3)(I × R). Regularity is a local property therefore G has the
same regularity of G ∈ C(2,3)((0,+∞)× R).
However by the definition of F , if σ ∈ C(h,k) then F ∈ C(h,k+1), hence we can
conclude that G ∈ C(h,k+1). The hypotheses of the proposition say that h = 2
and k = 2.
We now apply the Itoˆ formula to Y = F (t,X), so:
dYt =
(
∂
∂t
F (t,Xt) +
∂
∂x
F (t,Xt) b(t,Xt) +
1
2
∂2
∂x2
F (t,Xt)σ(t,Xt)
2
)
dt+
+
∂
∂x
F (t,Xt)σ(t,Xt) dBt;
dXt = b(t,Xt)dt+ σ(t,Xt)dBt.
The first term becomes:
dYt =
(∫ Xt
x0
∂
∂t
1
σ(t, u)
du+
b(t,Xt)
σ(t,Xt)
− 1
2
∂
∂x
(σ) (t,Xt)
)
dt+
σ(t,Xt)
σ(t,Xt)
dBt;
=
(∫ Xt
x0
∂
∂t
1
σ(t, u)
du+
b(t,Xt)
σ(t,Xt)
− 1
2
∂
∂x
(σ) (t,Xt)
)
dt+ dBt.
Since we know that Xt = G(t, Yt), we have that Y satisfies (equation (4.2))
dYt = α(t, Yt) dt+ dBt
where the drift coefficient is
α(t, Yt) = β(t, G(t, Yt))
with β that is
β(t, x) =
(∫ x
x0
∂
∂t
1
σ(t, u)
du+
b(t, x)
σ(t, x)
− 1
2
∂
∂x
σ(t, x)
)
.
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The coefficient β is in C(1,1) ([0,+∞)× R), and we have just proved that G is in
C(2,3) ([0,+∞)× R), hence α ∈ C1,1 ([0,+∞)× R) (indeed α(t, y) = β(t, G(t, y))).
Therefore we can study the following class of SDEs:{
dX(t) = α(t,X(t))dt+ dB(t),
X(0) = x,
(4.3)
where α ∈ C1,1([0,+∞)× R) by the proposition and note that this is the anal-
ogous of Hypothesis 4.
Assume Xt is the unique solution for (4.1) (pathwise, or weak, uniqueness holds
if for example are satisfied Hypothesis 1 on b and σ) on [0, l] for a fixed l,
then the Lamperti transform Yt =
∫Xt
x0
1
σ(t,u)du provides the corresponding so-
lution of (4.3). Moreover when we have obtained a path for a solution of (4.3)
(Yt){t∈[0,l]}, we can compute (numerically) the path for the corresponding solu-
tion (Xt){t∈[0,l]} of (4.1).
Now we can try to extend the retrospective Exact Algorithm to the time
inhomogeneus SDE (4.3). The ideas are the same: exploit Girsanov theorem to
obtain a process with the same finite-dimensional distributions of the process
X solution of (4.3), then use rejection sampling from a process with a known
distribution.
4.1.1 The measure Q
Assume l = T the length of the paths of the solution.
Recall that Girsanov theorem provided a new measure Q on the Wiener space
such that (B,Q) ∼ (X,W) and the Radon-Nykodym derivative is
dQ
dW
= exp
(∫ T
0
α(t, Bt)dBt − 1
2
∫ T
0
α2(t, Bt)dt
)
,
but is necessary to assume some conditions on α in order to apply the Girsanov’s
theorem (see Theorem 1.2).
As before we have to handle the Radon-Nykodym derivative: at first we try
to avoid the Itoˆ integral, so we define the functional
A(s, u) =
∫ u
0
α(s, y)dy.
The Itoˆ formula yields
dA(t, Bt) = α(t, Bt)dBt +
1
2
∂
∂y
α(t, Bt)dt+
∂
∂t
A(t, Bt)dt,
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that is, in integral form,
A(T,BT ) = A(0, B0) +
∫ T
0
α(t, Bt)dBt +
∫ T
0
1
2
∂
∂y
α(t, Bt) +
∂
∂t
A(t, Bt) dt.
Note that there is a new term, ∂∂tA(t, Bt) dt, and this derivative exists because
α ∈ C(1,1).
It is now possible to replace the Itoˆ integral obtaining
dQ
dW
= eA(T,BT )−A(0,B0) exp
(
−1
2
∫ T
0
(
∂
∂y
α(t, Bt) + 2
∂
∂t
A(t, Bt) + α
2(t, Bt)
)
dt
)
.
4.1.2 The measure Z and dQ
dZ
The biased Brownian motion BM = (BM |BMT ∼ ρ) where ρ has density
function h (to be fixed), induces a measure Z with Radon-Nykodym derivative
dZ
dW
=
√
2piT h(BT )
exp
(
−B2T2T
) .
Hence the desired derivative is
dQ
dZ
=
dQ
dW
dW
dZ
= G(Bt)
exp
(
−B2T2T
)
√
2piT h(BT )
= exp
(
A(T,BT )− B
2
T
2T
h(BT )
)
exp
(
−A(0, B0)√
2piT
)
·
· exp
(
−
∫ T
0
(
1
2
∂
∂y
α(t, Bt) +
∂
∂t
A(t, Bt) +
1
2
α2(t, Bt)
)
dt
)
.
The analogous of hypothesis 4 is
Hypothesis 8. Assume that c :=
∫
R exp
(
A(T, y)− y22T
)
dy < +∞.
This allows the definition of the density h as follows:
h(u) =
exp
(
A(T, u)− u22T
)
c
.
Therefore
dQ
dZ
∝ exp
(
−1
2
∫ T
0
(
∂
∂y
α(t, Bt) + 2
∂
∂t
A(t, Bt) + α
2(t, Bt)
)
dt
)
,
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where C = c exp (−A(0,B0))√
2piT
is the proportionality constant.
Analogiously to the original case of homogeneous coefficient, we are going
to define a non negative function φ in order to obtain
dQ
dZ
(ω) ∝ exp
(
−
∫ T
0
φ(t, ω(t)) dt
)
for a fixed ω ∈ C([0, T ],R). In this way exp
(
− ∫ T
0
φ(t, ω(t)) dt
)
∈ (0, 1] should
be interpreted as probability of an event.
We can define the function φ if we assume condition of boundedness from
below for
1
2
(
∂
∂y
α(t, Bt) + 2
∂
∂t
A(t, Bt) + α
2(t, Bt)
)
.
Hypothesis 9 (Boundedness). There exist l ∈ R such that
l = inf
t∈[0,T ]
inf
y∈R
(
1
2
∂
∂y
α(t, y) +
∂
∂t
A(t, y) +
1
2
α2(t, y)
)
.
This means that for all t fixed the function 12
∂
∂yα(t,#) +
∂
∂tA(t,#) +
1
2α
2(t,#)
is bounded from below by l(t), moreover there is l ≤ l(t) for all t. We may say
that the bound is uniform in t.
Under this condition, we define:
φ(t, u) =
1
2
∂
∂y
α(t, y) +
∂
∂t
A(t, y) +
1
2
α2(t, y)− l.
In conclusion
dQ
dZ
(ω) ∝ exp
(
−
∫ T
0
φ(t, ω(t))dt
)
=: g(ω)
where the new proportionality constant is e−lC which is equal to
c
exp (−A(0, B0)− l)√
2piT
;
actually this is a constant because B0 ≡ x where x is the initial condition of
(4.3).
4.2 The Exact Algorithm, the first version
The first version of the Exact Algorithm for time-homogenous diffusions was
based on the constructive theorem 2.2.3 and it needed φ(#) to be bounded
from above by M . Indeed if φ was bounded, then for every ω, g(ω) should be
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interpreted as a probability of an event and also
∫ T
0
φ. The theorem provided
the construction of such events and gave also the criterion for the rejection
sampling scheme in Proposition 2.0.7. A short coming was that the maximal
admissible length for the interval was T = 1M .
Even if we are considering inhomogeneous coefficients, the constructive the-
orem is exactly the same, we only need to replace φ(Bt(ω)) with φ(t, Bt(ω)).
Indeed the basic idea of the method is still to use the relationships
(BM
x
,W) ∼ (B,Z) Rej.−Sampl.↔ (B,Q) ∼ (X,W).
The scheme of the algorithm needs just few changes in the last step:
1. let ω distributed according to a BM
x
: ω(0) = x and draw ω(T ) ∼ h;
2. draw U and set i = 1 (i is the number of time instances considered except
from 0);
3. draw (V,W ) uniformely on (0, T ) × (0, 1T ); set i = i + 1 because there is
the new time instance V ;
4. construct ω(V ) (we are going to explain it just below.)
5. If φ(V, ω(V )) ≥W and U ≤ 1i! , we need other points to decide the index:
return to step 3;
otherwise if i is even then ω is rejected (I = 0) and we start from the
beginning again, but if i is odd we accept the simulated time instances of
ω therefore we set I = 1.
Remark 4.2.1. The proof of Theorem 2.2.3 can easily be adjusted for this case.
4.3 The Retrospective version
Assume we want to simulate a solution on [0, T ], for a fixed T ≥ 0.
4.3.1 φ is bounded
If φ(t, x), which is non negative, is bounded on [0,+∞)×R and there exists an
upper bound M , then the scheme of the algorithm for the retrospective method
is almost the same of the one for the homogeneus case:
1. let ω distributed according to a BM
x
: ω(0) = x and draw ω(T ) ∼ h;
2. let ((x1, y1), (x2, y2), . . . , (xτ , yτ )) a realization of the Poisson process Φ
on [0, T ]× [0,M ];
3. construct the plausible skeleton S = {ω(xi)|i = 1, . . . , τ};
4.3. THE RETROSPECTIVE VERSION 77
4. Evaluate N |ω : the number of i such that φ(xi, ω(xi)) ≥ yi. If N 6= 0 the
skeleton is rejected and we start from the beginning again, otherwise we
can accept S.
The only visible change happens in the last step where we need to control the
number of Poisson points falling under the graph of φ.
However inhomogeneous coefficients have changed some details (even if not the
scheme), for example the definition of the density h, and also in the construction
of the Poisson process because we are using the upper bound M for the graph
of φ(t, x).
4.3.2 φ is definitely bounded
The retrospective method, in case φ is not uniformely bounded, requires that,
for any fixed ω there exists M = M(ω) > 0 such that for all t ≥ 0
lim sup
y→+∞
φ(t, ω(t)) < M,
so we can give a realization of a Poisson process on a compact rectangle.
A sufficient condition is:
Hypothesis 10. the analogous of hypothesis 7:
lim sup
y→+∞
sup
t∈[0,+∞)
φ(t, y) < +∞.
More simply, if we want to simulate (Xt)0≤t≤l, we only need to assume:
lim sup
y→+∞
sup
t∈[0,l]
φ(t, y) < +∞.
In particular assume l = T or that we are constructing one of the skeletons
of length T to be merged to obtain the entire skeleton of length l (see section
2.2.4). For example consider the interval [kT, (k + 1)T ], for k ∈ {0, bl/nc}.
If the hypothesis above is satisfied, we have that φ is bounded on [0, l]× [n,+∞)
for all fixed n ∈ R (and in particular on [kT, (k + 1)T ] × [n,+∞) for all fixed
n ∈ R). In fact there is an N ≥ n and an M ≥ 0 such that supt∈[0,l] φ(t, x) < M
for all x ≥ N . Then since [0, l]× [n,N ] is compact and φ is continuous, we can
define
M ′ = sup
t∈[0,l],x∈[n,N ]
φ(t, x)
and we have that φ(t, x) ≤ max(M,M ′) = M(n) for all t ∈ [0, l] and x ∈
[n,+∞).
Therefore if we sample ω ∼ Z, then simulate the minimum m and the time
instance of achievement of the minimum, then we can find an upper bound
M(ω) = M(m) for φ|[0,l]×[m,+∞): M(m) = sup0≤t≤T,y≥m φ(t, y).
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Finally Theorem 3.1.1 can easily adapt to this non homogeneus case, simply con-
sidering φ(t, ω(t)) instead of φ(ω(t)), therefore we can proceed in the realization
of the Poisson process, the construction of the skeleton and the evaluation of
N |ω.
Note that nothing changes in the construction of the skeleton (eventually
rejectable) indeed the dependence on time is not involved, except in drawing by
the density h at the beginning of the algorithm (ω ∼ Z), but there time is fixed
at T . Then in the construction of the Poisson process we need to find M(m)
the upper bound for φ which depends also on time. Finally in the decisive step,
when we have to accept the skeleton, we use φ to control if the Poisson points
fell into the epigraph of φ(#, ω(#)) or not.
4.3.3 Skeletons of length l
We want to simulate a solution for SDEs such as (4.3) on an interval [0, l]{
dX(t) = α(t,X(t))dt+ dB(t), t ∈ (0, l]
X(0) = x,
using the Exact Algorithm with length T (obviously under the appropriate
conditions for the drift coefficient α written in the previous sections).
If l is smaller than the time instance T fixed for the algorithm, then the algorithm
works as it is, we only have to replace T with l.
If l > T then we can exploit the Markov property and split the entire interval
into pieces of length at maximum T and apply the exact algorithm on those
intervals. This method provide the corresponding skeleton for each interval and
we can merge all of them in a unique skeleton of length l. Theoretically this is
the same problem solved in Section 2.2.4, but for each interval [(k−1)T, kT ] we
cannot exploit the same results used for the algorithm on [0, T ], indeed the drift
coefficient α, the functional A and the positive function φ now depend also on
time.
Assume to have applied the algorithm in [0, T ] then we know the ending
point y0 (X(T )) and we want to simulate Xt also on [T, T + T1] for a suitable
T1 (generally it is equal to T ). Hence we consider the same model applied to{
dY (t) = a(t, Y (t))dt+ dB(t), t ∈ (0, T1]
Y (0) = y0,
with Y (t) = X(t+ T ) and a(t, u) = α(t+ T, u).
In this way we can apply the Exact Algorithm to (Y (t))t∈[0,T1] with drift coeffi-
cient a but in order to do the implementation we have to note for example that
we have to consider the coordinate functions (Bt)t∈[0,T1] and apply the same
ideas: Girsanov Theorem and Rejection Sampling.
The functional A will be evaluated in t = 0 (A(0, B0) =
∫ B0
0
a(0, z) dz =∫ B0
0
α(T, z) dz), and in t = T1, indeed if A(T1,#) − (#−y0)
2
2T1
has finite integral
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c, then we have
h(u) =
1
c
exp
(
A(T1, u)− (u− y0)
2
2T1
)
=
1
c
exp
(∫ u
0
α(T + T1, z) dz − (u− y0)
2
2T1
)
.
Obviously also φ, defined as before considering a instead of α, changes but
formally remains the same.
These details are very important to note in order to have a correct imple-
mentation of the algorithm.
4.4 Implementation
4.4.1 φ bounded
In case of φ bounded, for example we can consider the SDE{
dXt = cos(t) sin(Xt)dt+ dBt,
X0 = x.
The retrospective version of the algoritm for time inhomogeneous coefficients
such that φ is bounded has been implemented in EAtre. This is the time-
depending analogous of EAuno.
The time interval used is T = 0.24254, which is the inverse of the supremum
of φ, which has been computed numerically in funzioninh.
l = T
The starting point is (0,−4).
The skeleton is composed by 2 points (0.11840,−3.7228),(0.24244,−3.4330).
The endpoint is (0.24254,−3.4259). It was accepted after rejecting 3 Poisson
processes.
l = T
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The skeleton is composed by only 1 point (0.12939, 0.0091382). The endpoint
is (0.24254,−0.4639983). It was accepted after rejecting 5 Poisson processes.
l = 5T
The first skeleton is composed by only 1 point (0.083298, 0.37271). The end-
point is (0.24254, 0.89409). It was accepted after rejecting 18 Poisson processes.
The second skeleton is composed by 3 points (0.270222, 0.97191), (0.299557, 0.97528),
(0.373125, 0.77667). The endpoint is (0.485071, 1.42069). It was accepted after
rejecting 6 Poisson processes.
The third skeleton is composed by only 1 point (0.506217, 1.52682). The
endpoint is (0.727607, 1.26868). It was accepted after rejecting 3 Poisson pro-
cesses.
The fourth skeleton is composed by only 1 point (0.873708, 1.58557). The
endpoint is (0.970143, 1.30917). It was accepted after rejecting 2 Poisson pro-
cesses.
The fifth skeleton is composed by only 1 point (1.037035, 1.27414). The end-
point is (1.212678, 1.15718). It was accepted after rejecting 3 Poisson processes.
l = 5T
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The starting point is (0,−4).
The first skeleton is composed by only 1 point (0.082618,−3.6340). The end-
point is (0.24254,−3.6672). It was accepted after rejecting 4 Poisson processes.
The second skeleton is composed by only 1 point (0.426890,−4.5092). The
endpoint is (0.485071,−4.1931). It was accepted after rejecting 3 Poisson pro-
cesses.
The third skeleton is composed by 2 points (0.513993,−4.1730),(0.653718,−4.2263).
The endpoint is (0.727607,−3.7195). It was accepted after rejecting 2 Poisson
processes.
The fourth skeleton is composed by only 1 point (0.961720,−3.8607). The
endpoint is (0.970143,−3.8687). It was accepted after rejecting 3 Poisson pro-
cesses.
The fifth skeleton is composed by only 1 point (1.167066,−3.5028). The
endpoint is (1.212678,−3.5203). It was accepted after rejecting 2 Poisson pro-
cesses.
4.4.2 φ is not bounded
If we consider the time inhomogeneus SDE{
dXt = (cos(t) + 1) e
−2Xtdt+ dBt,
X0 = x,
then φ is not bounded but lim supx→+∞ supt∈(0,+∞) φ(t, x) is finite.
The octave codes are presented in Subsection A.4.2. If we do not write an
explicit value for the starting point x, then x = 0.
After the simulation of the minimum for a candidate ω we obtain that the
upper bound for lim supφ is M = 4.0019.
The length of the merged skeleton is T = 0.5.
l = 0.5
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The skeleton is composed by only 1 Poisson point and it was accepted after
having generated 9 Poisson processes. The minimum is -0.40815, reached at time
0.051162. The point is (0.307325, 0.307325) and the endpoint is (0.5000000, 0.57437).
l = 0.75
The path is composed by two skeletons of length T = 0.5. The starting point
is (0, 3).
The first skeleton is composed by 2 Poisson points and it was accepted after
having generated 5 Poisson processes. The minimum is -0.12286, reached at time
0.41727. The points are (0.28766, 2.4380),(0.28930, 2.6574) and the endpoint is
(0.5000000, 2.1439).
The second skeleton is composed by only 1 Poisson point and it was ac-
cepted after having generated 2 Poisson processes. The minimum is 1.4555,
reached at time 0.65917. The point is (0.70303, 1.9455) and the endpoint is
(0.75000, 2.1583).
4.4.3 Example: the Logistic Growth Model
An example of application of the time-inhomogeneous Exact Algorithm can be
done if we consider the equation (3.2.3), and assume k depends on t. This
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improvement leads to the new equation{
dXt = rXt
(
1− Xtk(t)
)
dt+ βXtdBt, 0 ≤ t ≤ T
X0 = x0 > 0,
for a fixed T . The meaning of the positive constant r and β is the same as
before: r is the growth rate, and represents the proportional increase of the
population in one unit of time, while β is the effect of the noise in the diffusion
coefficient. The function k(t) is still the carrying capacity of the environment,
but the dependence from t represents the fact that the environment can change.
It represents the maximum population that can be supported by the resources
at time t. It is of special interest to consider k to be periodical.
The inverse of the Lamperti transform is Xt = x0e
βYt , then we have as new
drift coefficient
α(t, u) =
r
β
− β
2
− r
βk(t)
x0e
βu,
and we can apply the Exact Algorithm to the SDE:{
dY (t) = α(t, Y (t)) dt+ dB(t),
Y (0) = − 1β log(x0).
Assume k to be a positive function and differentiable, therefore α ∈ C(1,1). If
the other assumpions for the definitively bounded case are satisfied then we can
apply the retrospective Exact algorithm, we can check the conditions. Easy
computations give
A(s, u) =
(
r
β
− β
2
)
u− r
β2k(s)
x0(e
βu − 1) .
We have to check that exp
(
A(T,#)− (#)22T
)
has finite integral, indeed away
from a compact [−L,L] (L ∈ R) is controlled by e− (#)
2
2T , hence has finite integral.
This condition was necessary to define h.
Then we also need to find a lower bound for
1
2
(
α2(t, u) +
∂
∂u
α(t, u) +
∂
∂t
A(t, u)
)
,
that is
φ =
1
2
(
r
β
− β
2
− x0r
βk(t)
eβu
)2
+
1
2
(
− rx0
β2k(t)
eβu
)
+
rk′(t)
β2k2(t)
x0(e
βu − 1) .
Now we note that since for every t k(t) and the constant terms β, r are positive,
then φ(t, y) is positive for all y ∈ R. Therefore Hypothesis 9 is also satisfied.
To apply our algorithm we need additional hypotheses on k. First note that
k, being a continous function on a compact interval [0, T ], is bounded from
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above. This is completely reasonable, since k represents the maximum amount
of population that can be sustained by the environment at the time t. We will
also need k to be bounded from below by a positive constant. This represents
the fact that the environment is always able to sustain a small but positive
amount of population. This hypothesis is certainly not minimal but is good
enough for our purposes.
This hypothesis allows us to prove lim supy→−∞ supt∈[0,T ] φ(t, y) < +∞.
In fact φ is a second degree polynomial in eβy whose coefficient are continous
functions of t hence φ(t, y) is a bounded function on [0, T ] × (−∞, J ] for any
choice of J ∈ R. So certainly lim supy→−∞ supt∈[0,T ] φ(t, y) < +∞.
If we choose r = 1, β = 1, k(t) = 2 + cos(t) and x0 = 2 then we obtain for
example running EAquat(2*pi,-log(2)):
4.4. IMPLEMENTATION 85
4.4.4 Comparison with Euler Method
As we did for the homogeneous case we would like to compare the Euler ap-
proximation method with the Exact Algorithm for the simulation of solutions
for SDEs of with time-inhomogeneous coefficients.
Since we cannot compare the same path, we can find the density of Xt for
some t ∈ [0, l] using both algorithms, we present here some examples. The
technical details about how to estimate the density have been presented in
Section 2.3.1, while the implementations for this case are presented in Section
A.4.3.
Consider for example the case of (4.3) with drift coefficient
The drift coefficient.
1 al= @(t,x) cos(t)*sin(x);
dal=@(t,x) cos(t)*cos(x);
We want to estimate the density of X(0.6), where (Xt)t∈[0,1] is in fact the unique
solution of {
dX(t) = cos(t) sin(X(t)) dt+ dB(t), t ∈ (0, 1],
X(0) = 0.
We simulate 5000 times X0.6 with the Exact Algorithm and with the Euler
method with time steps 2−1, 2−3, 2−5. This is the resulting image if we sample
the state space of X0.6 into intervals of length 0.25:
Even with this small number of iterations it seems that Euler is converging
towards the density provided by the Exact Algorithm (the black coloured).
If we consider the other esample with drift coefficient
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The drift coefficient.
al= @(t,x) e^(-x*2)*(cos(t)+1);
2 dal=@(t,x) -2*e^(-2*x)*(cos(t)+1);
we simulate 5000 times X0.5 with the Exact Algorithm and Euler as before:
Although the small number of iteration, Euler converges to the density provided
by the Exact Algorithm (the black one), but we can still distinguish into the
different approximating densities.
4.5 Attempt of application to SDEs with time
delay
An interesting class of SDEs are those with a time delay in the drift and(/or)
also in the diffusion term. A general Stochastic Differential Delay Equation will
be:
dX(t) = b (t,X(t), X(t− r)) dt+ σ (t,X(t), X(t− r)) dB(t) t ∈ [0, T ], (4.4)
where T < +∞ and r is called time delay and is a fixed positive number. The
initial condition for these SDEs is
ξ = (ξs)s∈[−r,0],
where ξ has cadlag paths (rigth continuous with left hand limits).
Assume there exists a unique solution for this equation.
Suppose T > r, in particular choose T = N0r, in [9] is presented an idea to
solve the equation on the kth interval [(k−1)r, kr], k = 1, 2, . . . , N0 representing
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the solution of SDE with time delay (4.4) as a sequence of solutions of systems
of SDEs with time delay. Indeed defining
Zi,k(t) = X(t−ir), for all t ∈ [(k−1)r, kr], i ∈ {0, 1, . . . , k} and k ∈ {0, 1, . . . , N0},
where X is the solution of (4.4), notice that these properties hold
Zi,k(kr) = Zi,k+1(kr), for i ∈ {0, 1, . . . , k} and k ∈ {0, 1, . . . , N0 − 1}; (4.5)
and for each k, h ∈ 0, . . . , N0 with h < k, anf for each j = 0, . . . , h = min{h, k}
Zk−j,k(u) = Zh−j,h(u− (k − h)r) u ∈ [(k − 1)r, kr]. (4.6)
Moreover we have
k
then i = 0, 1, . . . , k, and the interval is [(k − 1)r, kr],
Zk,k(t) = ξ(t− kr);
dZk−1,kt = b
(
t− (k − 1)r, Zk−1,kt , Zk,kt
)
dt+ σ
(
t− (k − 1)r, Zk−1,kt , Zk,kt
)
dB(t−(k−1)r);
...
dZj,k(t) = b
(
t− jr, Zj,k(t), Zj+1,k(t)) dt+ σ (t− jr, Zj,k(t), Zj+1,k(t)) dB(t− jr);
...
dZ1,k(t) = b
(
t− r, Z1,k(t), Z2,k(t)) dt+ σ (t− r, Z1,k(t), Z2,k(t)) dB(t− r);
dZ0,k(t) = b
(
t, Z0,k(t), Z1,k(t)
)
dt+ σ
(
t, Z0,k(t), Z1,k(t)
)
dB(t).
with initial conditions
{
Zk−1,k((k − 1)r) = Zk−1,k−1((k − 1)r) = ξ(0);
Zj,k((k − 1)r) = Zj,k−1((k − 1)r), for j ∈ {0, 1, . . . k − 2},
where {Zi,k}i are known by the previous step.
But (4.6) says that (Zi,k)i,k are repeated in a certain sense: indeed Z
k−j,k and
Zh−j,h are not the same if h 6= k but are the same random variate translated
into a different interval (all horizontal lines, see for example the green rectan-
gles). While the other property in (4.5) gives information about the initial (and
final conditions) conditions in each interval of length r.
−r 0 r 2r N0rkr
Z0,0 Z1,1
Z0,1
Z2,2
Z1,2
Z0,2
Zk,k
Zk−1,k
Zk−2,k
Z0,k
ZN0,N0
ZN0−1,N0
ZN0−2,N0
ZN0−k,N0
Z0,N0
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By the picture is evident that to find the entire process X we could solve only
the SDEs which give solutions (Zi,N0)i (and then translate it of (N0 − i)r).
But the real purpose in [9] is that in each fixed interval the solution of the SDE
with time delay is a solution of a multi-dimensional SDE without time delay.
At first it seems that we could apply the Exact Algorithm on each interval
of length r: in [−r, 0] X(t) = ξ(t), then in the next interval [0, r] the delay is
known and if we could apply the Exact Algorithm, then we have the solution
X(t) on the interval [0, r]. In the next interval [r, 2r] the delay is the solution
in the previous step X(t), t ∈ [0, r]. And so on exploiting Markov property: in
the interval [(k−1)r, kr] we can treat the solution found in the previous interval
[(k − 2)r, (k − 1)r] as a dependence on time for the coefficients.
4.5.1 First problem: obtain a unit diffusion
First consider the case{
dX(t) = b (t,X(t), X(t− r)) dt+ σ (t,X(t− r)) dB(t), t ∈ (0, kr], k ∈ N,
X(t) = ξ(t) t ∈ [−r, 0];
and in particular restrict to{
dX(t) = b (t,X(t), X(t− r)) dt+ σ (t,X(t), X(t− r)) dB(t) t ∈ (0, kr],
X(t) = ξ(t) t ∈ [−r, 0].
If we decide to split the interval into intervals of length r, and to solve the SDEs
separately on these intervals, then the delay will be considered as a dependence
on t: for example on [0, r] we solve{
dX(t) = β (t,X(t)) dt+ τ (t) dB(t), t ∈ (0, kr], k ∈ N,
X(t) = ξ(t) t ∈ [−r, 0];
where β(t,X(t)) = b (t,X(t), ξ(t− r)) and τ(t) = σ(t, ξ(t)).
Now, if we can solve it, we have the solution X(t) on [0, r] and this will represent
the delay in the next interval. X is surely not differentiable.
The lack of differentiablity for the delay is the cause of the fault in the re-
search of a change of coordinate in order to obtain a unit diffusion coefficient.
If we use the Lamperti transform (or something similar) we need differentiability
of the processX, in particular on the delay. We can assume ξ to be differentiable,
but we cannot assume for example that X(t) on [0, r] is differentiable. Obvi-
ously the same problem arises in case of diffusion coefficient depending non only
on the delay but also on time and on the process directly: σ(t,X(t), X(t− r)).
4.5.2 Second problem
We restrict to the easier case{
dX(t) = b (t,X(t), X(t− r)) dt+ σ (t,X(t)) dB(t)
X(t) = ξ(t) t ∈ [−r, 0]; (4.7)
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The Lamperti transform Y (t) =
∫Xt
ξ(−r)
1
σ(t,u)du can be applied, therefore we can
reduce to the case:{
dX(t) = α (t,X(t), X(t− r)) dt+ dB(t)
X(t) = ξ(t) t ∈ [−r, 0]; (4.8)
However we are not able to apply the Exact Algorithm. We have two ways for
applying the Exact Algorithm.
The first uses the trick of paper [9], therefore for every interval we consider
the delay-dependence as a time-dependence for the drift coefficient, so that it
is a time-inhomogeneous coefficient. The problem is that the drift coefficient
β(t, x) does not satisfy one of the required hypotheses: is not differentiable in
both variable separately β ∈ C(1,1). Otherwise the construction studied at the
beginning of the chapter would have been perfect.
A possible solution to this problem is to extend the algorithm to the case
of less regular coefficient, for example we could exploit properties of Sobolev
spaces.
The other way to “apply” directly1 the idea of the Exact Algorithm for
time-inhomogeneous coefficients. This means that we try to adapt to SDEs
with time delay the Exact Algorithm: we consider a unit diffusion SDE with
time delay such as (4.8), and then we run through again the construction of
dQ
dZ ∝ exp
(
− ∫ T
0
φ(t, B(t)) dt
)
. In particular our attempt concentrates on the
SDE with time delay of the type{
dX(t) = α (X(t− r)) dt+ dB(t)
X(t) = ξ(t) t ∈ [−r, 0].
Consider the length of the interval for the Exact Algorithm T = r. Let give the
usual definitions for Q, W and Z and in particular Girsanov theorem implies
dQ
dW
= exp
(∫ T
0
α(Bt−r) dBt −
∫ T
0
α2(Bt−r) dt
)
.
The first obstruction is the definition of the functional A (the analogous of A in
(2.2)) introduced to replace the Itoˆ integral in that Radon-Nykodim derivative.
We need a functional A(x, d) such that ∂∂xA = α(d), therefore a good candidate
is A(x, d) = α(d)x. We found issues in applying this strategy and we were
unable to replace the Itoˆ term so that the exact algorithm might be applied.
Even if we were able to do this there seems to be no way to avoid the presence
of a delay term that prevent an adaptation of the rejection sampling scheme.
1without exploiting the idea of [9] to splitting into intervals of length r and obtain the
solution of the SDE with time delay in that interval as a solution of a multi-dimensional SDE
without time delay.
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Appendix A
Octave codes
Here are presented the entire Octave codes.
A.1 First version of the algorithm
The drift coefficient.
al= @(x) sin(x);
2 dal=@(x) cos(x);
φ and T.
function [T,phi] = funzioni(alph ,dalph)
2 % build the function phi and compute the maximal amplitude
if the temporal interval T
4 aus=@(x) ( (alph(x))^2 + dalph(x))/2;
6 % we find the minimum
[y,m]= fminbnd(@(x) aus(x), -10^10, 10^10);
8
% we find the maximum
10 [z,M]= fminbnd(@(x) -aus(x), -10^10, 10^10);
M=-M;
12
T=1/(M-m);
14 phi=@(x) (aus(x)-m);
Rejection sampling to draw from h.
function [draw] = rejEA(z,T)
2
% IDEA: rejection sampling for the particular shape of h
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4 % we simulate a normal distribution N(0,T): y
6 rat= @(x) exp(1-cos(x));
% we should compute rat= @(x) sqrt (2*pi*T)* exp(1-cos(x))*c;
8 % but then we have to consider rat/M where M is the maximum ,
% the proportional constants are not important
10 M=e^2;
12 % The condition of the while loop
% is satisfied at the first iteration if
14 r=0; U=3;
iterazioni =0;
16 while U>= r,
U=rand;
18 y= normrnd(z,sqrt(T));
r= rat(y)/M;
20 iterazioni +=1;
end;
22
iterazioni; % how many attempts were necessary to draw from
h
24
draw=y;
Compute ω(t) with BB’s dynamics.
1 function [om] = EApobra(v,omega ,xin=0)
3 % v is a (k+1)-dimensional vector ,
% while omega is a k-dimensional vector
5 % we compute , with the brownian bridge formula ,
% our path at the time v(k+1),
7 % knowing that at the time 0 is in xin
% and at the time v(i) it passes through omega(i)
9
[maxv ,c]=max(v(:));
11 k=( length(v) -1);
13 nomega=omega;
pomega=omega;
15
17 M=zeros(1,k);
m=zeros(1,k);
19
21 % we look for the maximum V(j) smaller than V(k+1):
for h=1:k,
23 if (v(h)< v(k+1)),
M(h)= v(h);
A.1. FIRST VERSION OF THE ALGORITHM 93
25 else
M(h)=0;
27 nomega(h)=xin;
end;
29 end;
[n,a]=max(M(:));
31
33 % we look for the minimum V(j) bigger than V(k+1):
for h=1:k,
35 if (v(h)> v(k+1)),
m(h)= v(h);
37 else
m(h)=maxv;
39 pomega(h)=omega(c);
end;
41 end;
[p,b]=min(m(:));
43
mu = nomega(a)+ (pomega(b)-nomega(a))/(p-n)*(v(k+1)-n);
45 sigma = (p-v(k+1))*(v(k+1)-n)/(p-n);
47 om = normrnd(mu,sqrt(sigma));
Order two vectors according to the first.
1 function[V,W]= ordina(v,w)
k=length(v);
3
for h=1:k,
5 [M, a] = max(v(:));
V(k-h+1)= M;
7 W(k-h+1)= w(a);
v(a)= 0;
9 end;
11 % v never has to contain 0
Listing A.1: Exact Algoritm.
function [v,om]= EAzero(l,xo=0,stampa =1)
2 % returns the skeleton
4 alpha;
[T,phii]= funzioni(al ,dal);
6 % T is the maximal admissible length
8 %%%%%%%%%%%%%% WE FIND THE SKELETON %%%%%%%%%%%%%%%%%%%
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10 % Divide the length of the skeleton l into admissible
intervals
n = ceil(l/T)
12 for j=1:n
nacc(j)=1;
14 punti(nacc(j),j)=0;
vettT(j)= T;
16 end;
vettT(n)=l-T*(n-1);
18
xin (1)=xo; % This vector will contain the initial
points
20 % for the intervals in which we split [0,l]
s(1)=0; % number of points composing the 1st
skeleton
22
for j=1:n
24
I=0; % This will be the condition for the loop
26
while I==0,
28 % do not consider the time 0
30 % reset the vectors , to use it for next
cycles
omega =[];
32 V=[];
W=[];
34 y=[];
36 % at the time T: it would be the step 2 of
EA,
% initialize the vectors for the skeleton
38 omega (1)=rejEA(xin(j),vettT(j));
V(1)=vettT(j);
40 W(1)=phii(omega (1));
xin(j+1)=omega (1);
42
% step 2: ausiliary uniform random variable
44 U(j) = rand;
k=0;
46
% compute the phi(=y) in T to start the loop
48 y(1)= W(1);
50 % construct the candidated skeleton
while y(k+1) >= W(k+1) && U(j) <=(1/ factorial(
k)),
52 % raise the index in order to
% append at the end of the vector
A.1. FIRST VERSION OF THE ALGORITHM 95
54 k=k+1;
V(k+1)= vettT(j)*rand;
56 W(k+1)= rand/vettT(j);
omega(k+1)= EApobra(V,omega ,xin(j));
58 % this was the brownian bridge
formula
y(k+1)=phii( omega(k+1) );
60 punti(nacc(j),j) = k;
end;
62
% the proposed skeleton ...
64 if k/2== floor(k/2)
nacc(j)= nacc(j) +1; % another trial
66 % number of points of the skeleton:
punti(nacc(j),j)=0;
68 I=0; % REJECTED
else % ACCEPTED: some details
70 somma=sum(s);
s(j)=length(V); % k+1
72 for r=1:s(j)
uV(r+somma)= V(r)+(j-1)*T;
74 uW(r+somma)= W(r);
uomega(r+somma)=omega(r);
76 uy(r+somma)=y(r);
end;
78 I=1;
end;
80 end;
end;
82 % reorder V,W,Omega ,y according to the time ordering (V)
% actually we have to reorder the entire skeleton of length
l,
84 % therefore vectors uV , uW , uomega and uy , according to uV.
[v,w]= ordina(uV ,uW);
86 [v,om]= ordina(uV ,uomega);
[v,y]= ordina(uV ,uy);
88 %v,w,om ,y are the ordered ‘‘skeletons ’’
90 % some extra informations:
U, % is the vector of auxiliary uniform random variable
92 nacc , % in the j^th column , contains the number of
% trials (rejection) before to accept the j^th path.
94 punti % in each column , the last positive number
% is the cardinality of the accepted skeleton
Listing A.2: Exact Algoritm.
98 %%%%%%%%%%%%%%%%%% DRAW THE GRAPHS %%%%%%%%%%%%%%%%%%%%%%%%%
100 N=200; % number of points in which we evaluate the functions
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t=0:l/N:l; % corresponding time in [0,l]
102
% remove the times already in v
104 for h=1: length(v),
if ((v(h)*N/l)==floor(v(h)*N/l))
106 t(v(h)*N/l+1)= -1;
endif
108 end;
idx=t(:) >=0;
110 t=t(idx);
112 N=length(t); %in conclusion this is the number of
different time
%that are not in v.
114
% put in the x the trajectory and in the y the image of phi
116 x=om;
for k=2:N % compute a new omega(t) at every iteration
118 tempi =[v,t(k)];
val = EApobra(tempi ,om ,xo); % brownian bridges
fixing (v,om)
120 % add the computed values
x = [x,[val]];
122 y = [y, phii(val) ];
end;
124
126 t=[v,t(2:N)]; % add the times t to the ones of v
[t1,x] = ordina(t,x);
128 [t,y] = ordina(t,y);
130 % finally add 0
t= [0,t1];
132 x= [xo ,x];
y= [ phii(xo) ,y];
134
136
if stampa % draw the graphs
138 figure (1), clf , plot(t,x,’r-’), title(’Accepted path
 of X’), hold on , plot(v,om ,’b*’);
print -djpeg sol0.jpeg;
140 figure (2), clf , plot(t,y,’r-’), title(’Graph of phi(
omega(t))’), hold on , plot(v,w,’b*’),
for j=1: length(v)
142 hold on , plot([v(j);v(j)],[phii(om(j)),w(j)
], ’g-’);
end;
144 print -djpeg phi0.jpeg;
end;
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A.1.1 Euler Vs Exact Algorithm
Listing A.3: The density of Xt.
1 function [f,fe]= DCzero(t,l,N=200,n=2,xo=0)
3 colors =[’g’,’c’,’m’,’c’,’b’];
5 % We compute the density of X(t) with X(0)=xo
% (with t<l= length of the skeleton):
7 % we sample N paths.
if t>l
9 disp(’Error:t’)
quit
11 end
13 if t==0;
disp(’You know X(0)=xo’);
15 return;
end;
17
x=zeros(1,N);
19
% we compute omega(t) for N paths
21 for i=1:N
[v,om,phi] = EAzerop(l,xo);
23 idx=v(:)==t;
vbis=v(idx);
25 if length(vbis)!=0;
x(i)=om(idx);
27 else
vt=[v,t]; % brownian bridges fixing (v,om)
gives
29 x(i)= EApobra(vt ,om);
end;
31 end;
33 % We look which values are assumed by x
% to choose the range in which to work
35 M = ceil(max(x));
m = abs(floor(min(x)));
37 L=2*max(m,M);
39 % now we compute the density
y=(-L):(1/n):L;
41 h=length(y);
f=zeros(1,h);
98 APPENDIX A. OCTAVE CODES
43 fe=zeros(1,h);
45 for k=1:N % we compute how many x’s fall in a fixed y
interval
j=2;
47 while (y(j)< x(k)) && (j<=h-1),
j=j+1;
49 end;
f(j-1)= f(j-1)+1/N;
51 end;
53 figure (3), clf , plot(y,f,’k-’), hold on;
55 a=2;
% Euler
57 for ex =1:2:5
alpha;
59 fe=zeros(1,h);
for i=1:N,
61 [s,z] = eEDS(t,al ,2^ex);
xe(i)=z(length(s));
63 end;
for k=1:N % we compute how many xe ’s fall in a fixed y
interval
65 j=2;
while (y(j)< xe(k)) && (j<=h-1),
67 j=j+1;
end;
69 fe(j-1)= fe(j-1) +1/N;
end;
71
fetot =0;
73 ftot =0;
for j=2:h
75 fetot+=fe(j);
ftot+=f(j);
77 end;
79 ftot;
fetot;
81
plot(y,fe,sprintf(’%c--’,colors(ex)));
83
end;
85
plot(y,f,’k-’);
87
89 print -djpeg dcZERO.jpeg;
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A.2 Retrospective exact simulation of diffusions
Listing A.4: Retrospective Exact Algoritm.
function [v,om]=EAuno(l,xo=0,stampa =1)
2 % returns the skeleton
4 alpha;
[T,phii]= funzioni(al ,dal);
6 M=1/T
disp(’The time interval used is’); T,
8
10 %%%%%%%%%%%%%% WE FIND THE SKELETON %%%%%%%%%%%%%%%%%%%
n = ceil(l/T); % number of times that T is in l = number of
simulations
12 for j=1:n
nacc(j)=1; % number of Poisson processes to
generate in order
14 % to find a suitable process
punti(nacc(j),j)=0; % number of generated points of
the Poisson process
16 vettT(j)= T;
end;
18 vettT(n)=l-T*(n-1);
20 xin(1)=xo; % it will contain the starting points for the
various
% subintervals of [0,l]
22 s(1)=0; % number of points composing the first skeleton
X(1)=0; Y(1)=0; % vectors containing the Poisson process
coordinates
24 stau =0;
26 for j=1:n
28 N = 1; % This will be the condition for the loop:
% number of points below phi
30
while N != 0,
32 % We do not select the time 0, We do not
want it in the skeleton
34 % We realize the Poisson process on [0,T]x
[0,M]
% we reset the vectors used for the
following loops
36 omega =[];
V=[];
38 y=[];
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cX=[];
40 cY=[];
[cX ,cY]= DDpoiss(vettT(j),M);
42 tau=length(cX);
punti(nacc(j),j) = tau;
44
% at the time T: we initialize the union of
the points too
46 omega (1)=rejEA(xin(j),vettT(j));
% we keep the final time we need
48 V(1)=vettT(j);
y(1)=phii(omega (1));
50 xin(j+1)=omega (1);
52 % we build the skeleton points with a loop
% we are building upon the times of the
Poisson process
54 for k=1:tau ,
V(k+1)= cX(k); % V(1)=final point
for vettT(j)
56 omega(k+1)= EApobra(V,omega ,xin(j));
% is the formula for the b.b.
computing omega in the times cX
of the Poisson process
y(k+1)=phii( omega(k+1) );
58 end;
indice =0;
60 for h=1:tau ,
if cY(h) < y(h+1),
62 indice += 1;
end;
64 end;
N = indice; % if we have found the correct
Poisson process (N=0), exit the loop
66 nacc(j) += 1; % it says us to generate
another Poisson process
end;
68 printf(’For the %i-th interval we found a Poisson 
process with %i points. \n’, j, tau);
70 somma=sum(s);
s(j)=length(V); % number of points of omega computed
(one more than the points of the Poisson)
72 stau = stau + tau;
for r=1:s(j)
74 uV(r+somma)= V(r)+(j-1)*T;
uomega(r+somma)=omega(r);
76 uy(r+somma)=y(r);
end;
78 for r=1:tau ,
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uX(r+stau) = cX(r) + (j-1)*T;
80 uY(r+stau) = cY(r);
end;
82
end;
84 % we reorder the terms V,X,Omega ,y,Y according to the time
reordering (V)
% uV , uX , uomega , uy , uY ,
86
[v,om]= ordina(uV ,uomega);
88 [v,y]= ordina(uV ,uy);
[X,Y]= ordina(uX ,uY);
90
printf(’We found the Poisson process after generating %i of 
them \n’, nacc)
92 % printf(’and to accept we used the points %i’, punti);
% in every column , the last nonzero number is the number of
points needed
94 % to accept the drawn Poisson process: the one above the
graph of phi
To draw the path, we can use EApobra as for the Exact Algorithm indeed the
code is exactly the same.
A.3 E.A. with φ not bounded from above.
The drift coefficient.
1 al= @(x) e^(-x*2);
dal=@(x) -2*e^(-2*x);
Listing A.5: Create the function φ and T .
function [T,phi] = funz(alph ,dalph)
2 % build the function phi and compute the maximal amplitude
if the temporal interval T
4 aus=@(x) ( (alph(x)).^2 + dalph(x))/2;
6 % we find the minimum
[y,m]= fminunc(@(x) aus(x), 0);
8 phi=@(x) (aus(x)-m);
m;
10
% we find the maximum if exists
12 [z,M]= fminbnd(@(x) -aus(x), -10^10 ,10^10);
M=-M;
14
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16 if M<100 && (M-m)!=0 && M!=0;
T=1/(M-m);
18 disp(’Looks like it is bounded , use EAuno ’);
else
20 T=0.5;
end;
Rejection sampling to draw from h.
1 function [draw] = rejEAlim(z,T)
3 % IDEA: rejection sampling for the particular shape of h
% we simulate a normal distribution N(0,T): y
5
7 % h = @(x) exp( quad(@(v) al(v),0,x) - (x-z)^2/(2*T) )
h=@(x) exp( (1-e^(-2*x))/2-(x-z)^2/(2*T) );
9
q= quad(h,-Inf ,Inf);
11 c=1/q;
h= @(x) c * h(x);
13
M = exp (1/2); % we have already computed the maximum for r(x
).
15
r=0; U=3; % so we can verify the condition of the while loop
at the first iteration
17 iterazioni =0;
while U>= (r/M),
19 U=rand;
y= normrnd(z,sqrt(T));
21 r= exp((1-e^(-2*y))/2);
iterazioni +=1;
23 end;
25 iterazioni; % just in case we could print how many attempts
were necessary to simulate a point
27 draw=y;
Listing A.6: Exact Algoritm.
1 function [v,om]=EAdue(l,xo=0,stampa =1)
% returns the skeleton containing the minimum value
3
alphalim;
5 [T,phii]=funz(al ,dal);
disp(’Time interval used’); T,
7
%%%%%%%%% FIND THE SKELETON
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9 n = ceil(l/T); % number of simulations= n. merged skeletons
begin (1)=0;
11 for j=1:n
nacc(j)=1; % number of Poisson processes
generated
13 % before the suitable one
punti(nacc(j),j)=0; % points of the Poisson process
15 vettT(j)= T;
begin(j+1) = begin(j) + vettT(j);
17 end;
vettT(n)=l-T*(n-1);
19 begin(n+1)=l;
21 xin(1)=xo; % it will contain the initial points
s(1)=0; % number of points in the first skeleton
23 X(1)=0; Y(1)=0; % coordinates of the Poisson process
stau =0;
25
for j=1:n
27
N = 1; % This will be the condition for the loop:
29 % number of points below phi
31 while N != 0,
% We do not select the time 0,
33 % we do not want it in the skeleton
35 % We realize the Poisson process on [0,T]x
[0,M]
% we reset the vectors used in the loop
37 omega =[];
V=[];
39 y=[];
cX=[];
41 cY=[];
43 % at the time T:
omega (1)=rejEAlim(xin(j),vettT(j));
45 % we keep the final time we need
V(1)=vettT(j);
47 y(1)=phii(omega (1));
xin(j+1)=omega (1);
49
% simulate the minimum
51 [m,tm]= simin(xin(j),xin(j+1),V(1));
[z,M]= fminbnd(@(x) -phii(x), m, 10^10);
53 M=-M;
55 if M < 0.3, % if M is too small we change it
M=0.5;
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57 end
59 [cX ,cY]= DDpoiss(vettT(j),M);
tau=length(cX);
61 punti(nacc(j),j) = tau;
% beside the endpoints and the
minimum
63
% construct omega on cX
65 [V,omega]= decompose(vettT(j),xin(j),xin(j
+1),tm ,m,cX);
y(tau+1)=y(1);
67 % compute N = number of points under the
graph of phii
for k=1:tau , % V(tau+1)= vettT(j)
69 y(k)=phii( omega(k) );
end;
71 indice =0;
for h=1:tau ,
73 if cY(h) < y(h),
indice += 1;
75 end;
end;
77 N = indice; % if (N=0) we have find a
correct path
nacc(j) += 1; % we try with another path and
then another Poisson.
79 end;
printf(’For the %i-th interval ’,j);
81 printf(’we found a Poisson process with %i points. 
\\’, tau);
Vcop=V;
83 idx=Vcop (:)!=tm;
Vcop=Vcop(idx);
85 if (Vcop == V),
V=[V,tm];
87 omega=[omega ,m];
y=[y,phii(m)];
89 end
91 somma=sum(s);
s(j)=length(V); % time instances for omega
93 %(tau+2 if tm is not in Xc , otherwise tm is
repeated)
stau = stau + tau;
95
for r=1:s(j)
97 uV(r+somma)= V(r)+begin(j);
uomega(r+somma)=omega(r);
99 uy(r+somma)=y(r);
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end;
101 for r=1:tau ,
uX(r+stau) = cX(r) + begin(j);
103 uY(r+stau) = cY(r);
end;
105 minim(j)=m;
tminim(j)=tm+begin(j);
107
end;
109 % we reorder the terms V,X,Omega ,y,Y according to V
% then we have uV , uX , uomega , uy , uY ,
111 [v,om]= ordina(uV ,uomega);
[v,y]= ordina(uV ,uy);
113 [X,Y]= ordina(uX ,uY);
115 printf(’We found the Poisson process after generating %i of 
them \n’, nacc)
117 printf(’The minimum points are ’)
minim ,
119 tminim ,
121
%%%%%%%%%%%%%%%%%% DRAW THE GRAPHS %%%%%%%%%%%%%%%%%%%%%%%%%
123
N=200; % number of points in which we evaluate the functions
125 t=0:l/N:l; % corresponding time in [0,l]
127
% remove the times already in v
129 for h=1: length(v),
if ((v(h)*N/l)==floor(v(h)*N/l))
131 t(v(h)*N/l+1)= -1;
endif
133 end;
idx=t(:)> 0;
135 t=t(idx);
137 x=om;
times=v;
139 for j=1:n,
vtemp=v;
141 ttemp=t;
idx=ttemp (:)>begin(j);
143 ttemp=ttemp(idx);
idz=vtemp (:)>begin(j);
145 vtemp=vtemp(idz);
omtemp=om(idz);
147 idy=ttemp (:) <= begin(j+1);
ttemp=ttemp(idy);
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149 idw=vtemp (:) <= begin(j+1);
vtemp=vtemp(idw);
151 omtemp=omtemp(idw);
if j==1
153 [val ,ttemp]= BesselBridge ([vtemp ,ttemp],
omtemp ,xo);
else
155 [val ,ttemp]= BesselBridge ([vtemp ,ttemp],
omtemp ,xin(j-1));
end
157 times =[times ,ttemp ];
x= [x,val];
159 for h=1: length(val),
y = [y, phii(val(h))];
161 end
end;
163
165 % let ’s order
[t1,x] = ordina(times ,x);
167 [t,y] = ordina(times ,y);
169
% finally add 0
171 t= [0,t1];
x= [xo ,x];
173 y= [ phii(xo) ,y];
175
177 if stampa
% draw the graphs
179 figure (1), clf , plot(t,x,’r-’),
title(’Accepted path of X’), hold on ,
181 plot(v,om ,’b*’); plot(tminim ,minim ,’g*’);
print -djpeg sol2.jpeg;
183 figure (2), clf , plot(t,y,’r-’),
title(’Graph of phi(omega(t))’), hold on ,
185 plot(X,Y,’b*’); % Poisson process
print -djpeg phi2.jpeg;
187 end;
A.4 Non homogeneus SDEs
A.4.1 Boundedness hypothesis
The drift coefficient.
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1 al= @(t,x) cos(t)*sin(x);
dal=@(t,x) cos(t)*cos(x);
φ and T.
function [T,phi] = funzioninh(alph ,dalph)
2 % build the function phi and compute the maximal amplitude
if the temporal interval T
4 %aus=@(t,x) ( (alph(t,x))^2 + dalph(t,x))/2 -sin(t)*(1-cos(x
));
aus=@(A) ( (alph(A(1),A(2)))^2 + dalph(A(1),A(2)))/2 -sin(A
(1))*(1-cos(A(2)));
6
% we find the minimum
8 [y,m]= fminunc(aus ,[2 ,2]);
%[y,m]=gbnm(aus ,[0,0]’,[2*pi ,2*pi]’)
10 %m=-5/2
% we find the maximum
12 [z,M]= fminunc(@(A) -aus(A) ,[2,2]);
%[z,M]=gbnm(@(A) -aus(A) ,[0,0]’,[2*pi ,2*pi]’)
14 M=-M;
%M=3
16
% It doesn ’t work therefore I use the existimates I know
18 T=1/(M-m);
%T=0.5;
20 phi=@(t,x) (aus([t,x])-m);
Rejection sampling to draw from h.
function [draw] = rejEAinh(z,T,Ttot)
2
% IDEA: rejection sampling for the particular shape of h
4 % we simulate a normal distribution N(0,T): y
6 h = @(x) exp( cos(Ttot)*(1-cos(x))-(x-z)^2/(2*T) );
8 M = e^(max(cos(Ttot) ,0)*2); % normalization constant for the
normal
10 r=0; U=3; %c so we can verify the condition of the while
loop at the first iteration
iterazioni =0;
12 while U>= (r/M),
U=rand;
14 y= normrnd(z,sqrt(T));
r= exp(cos(Ttot)*(1-cos(y)));
16 iterazioni +=1;
end;
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18
iterazioni; % just in case we could print how many attempts
were necessary to simulate a point
20
draw=y;
Listing A.7: Exact Algoritm.
1 function [v,om]=EAtre(l,xo=0,stampa =1)
% returns the skeleton
3
alphainh;
5 [T,phii]= funzioninh(al ,dal);
7 disp(’Time interval used’); T,
M=1/T;
9
%%%%%%%%% FIND THE SKELETON
11 n = ceil(l/T); % number of times T is contained in l =
number of simulations
begin (1)=0;
13 for j=1:n
nacc(j)=1; % number of Poisson processes to
generate in order
15 % to find a suitable process
punti(nacc(j),j)=0; % number of generated points of
the Poisson process
17 vettT(j)= T;
begin(j+1) = begin(j) + vettT(j);
19 end;
vettT(n)=l-T*(n-1);
21 begin(n+1)=l;
23 xin (1)=xo; % it will contain the different subintervals of
[0,l]
s(1)=0; % number of points in the first skeleton
25 X(1)=0; Y(1)=0; % vectors containing the coordinates of the
Poisson process
stau =0;
27
for j=1:n
29
N = 1; % This will be the condition for the loop:
31 % number of points below phi
33 while N != 0,
% We do not select the time 0, We do not
want it in the skeleton
35
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% We realize the Poisson process on [0,T]x
[0,M]
37 % we reset the vectors used for the
following loops
omega =[];
39 V=[];
y=[];
41 cX=[];
cY=[];
43 [cX ,cY]= DDpoiss(vettT(j),M);
tau=length(cX);
45 punti(nacc(j),j) = tau;
47 % at the time T: we initialize the union of
the points too
omega (1)=rejEAinh(xin(j),vettT(j),begin(j+1)
);
49 % we keep the final time we need
V(1)=vettT(j);
51 y(1)=phii(begin(j+1),omega (1));
xin(j+1)=omega (1);
53
% We build the skeleton points with a cycle
55 % We are building it on the times of the
Poisson process
for k=1:tau ,
57 V(k+1)= cX(k); % V(1)=final point
for vettT(j)
omega(k+1)= EApobra(V,omega ,xin(j));
% is the formula for the b.b.
59 % computing omega in the
times cX of the Poisson
process
y(k+1)=phii( begin(j)+V(k+1) , omega
(k+1) );
61 end;
indice =0;
63 for h=1:tau ,
if cY(h) < y(h+1),
65 indice += 1;
end;
67 end;
N = indice; % if we have found the correct
Poisson process (N=0), exit the loop
69 nacc(j) += 1; % it says us to generate
another Poisson process
end;
71 printf(’For the %i-th interval we found a Poisson 
process with %i points. \n’, j, tau);
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73 somma=sum(s);
s(j)=length(V); % number of points of omega computed
(one more than the points of the Poisson)
75 stau = stau + tau;
for r=1:s(j)
77 uV(r+somma)= V(r)+(j-1)*T;
uomega(r+somma)=omega(r);
79 uy(r+somma)=y(r);
end;
81 for r=1:tau ,
uX(r+stau) = cX(r) + (j-1)*T;
83 uY(r+stau) = cY(r);
end;
85
end;
87 % we reorder the terms V,X,Omega ,y,Y according to the time
reordering (V)
% uV, uX, uomega , uy , uY ,
89
[v,om]= ordina(uV ,uomega);
91 [v,y]= ordina(uV ,uy);
[X,Y]= ordina(uX ,uY);
93
printf(’We found the Poisson process after generating %i of 
them \n’, nacc)
95 % printf(’and to accept we used the points %i’, punti);
% in every column , the last nonzero number is the number of
points needed
97 % to accept the drawn Poisson process: the one above the
graph of phi
99
101 %%%%%%%%%%%%%%%%%% DRAW THE GRAPHS %%%%%%%%%%%%%%%%%%%%%%%%%
103 N=200; % number of points in which we evaluate the functions
t=0:l/N:l; % corresponding time in [0,l]
105
107 % remove the times already in v
for h=1: length(v),
109 if ((v(h)*N/l)==floor(v(h)*N/l))
t(v(h)*N/l+1)= -1;
111 endif
end;
113 idx=t(:) >=0;
t=t(idx);
115 N=length(t); % in conclusion this is the number of different
time
% that are not in v.
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117
119 % put in the x the trajectory and in the y the image of phi
x=om;
121 for k=2:N
tempi =[v,t(k)];
123 val = EApobra(tempi ,om ,xo); % brownian bridges
fixing (v,om)
% add the computed values
125 x = [x,[val]];
y = [y, phii(t(k),val) ];
127 end;
129
t=[v,t(2:N)]; % add the times t to the ones of v
131 [t1 ,x] = ordina(t,x);
[t,y] = ordina(t,y);
133
% finally add 0
135 t= [0,t1];
x= [xo ,x];
137 y= [ phii(0,xo) ,y];
139
141 if stampa
% draw the graphs
143 figure (1), clf , plot(t,x,’r-’), title(’Accepted path
 of X’), hold on , plot(v,om ,’b*’);
print -djpeg sol300.jpeg;
145 figure (2), clf , plot(t,y,’r-’), title(’Graph of phi(
t,omega(t))’), hold on, plot(X,Y,’b*’);
% which is where the points of the Poisson process
lie
147 print -djpeg phi300.jpeg;
end;
A.4.2 If φ is not bounded from above.
The drift coefficient.
al= @(t,x) e^(-x*2)*(cos(t)+1);
2 dal=@(t,x) -2*e^(-2*x)*(cos(t)+1);
φ and T.
function [T,phi] = funzinh(alph ,dalph)
2 % build the function phi and compute the maximal amplitude
if the temporal interval T
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4 %aus=@(t,x) ( (alph(t,x))^2 + dalph(t,x))/2 -sin(t)*(1-cos(x
));
aus=@(A) ( (alph(A(1),A(2)))^2 + dalph(A(1),A(2)))/2 -sin(A
(1))*(1-cos(A(2)));
6
% we find the minimum
8 [y,m]= fminunc(aus ,[0 ,0]);
10 % we find the maximum , if it exists:
[z,M]= fminunc(@(A) -aus(A) ,[0,0]);
12 M=-M;
%M=3
14 phi=@(t,x) (aus([t,x])-m);
16 if M<100 && (M-m)!=0;
T=1/(M-m);
18 disp(’Looks like it is bounded , use EAuno ’);
else
20 T=0.5;
if m==0,
22 disp(’m=0 is this correct?’);
end;
24 end;
Rejection sampling to draw from h.
function [draw] = rejEAil(z,T,Ttot=T)
2
% IDEA: rejection sampling for the particular shape of h
4 % we simulate a normal distribution N(0,T): y
6 h = @(x) exp( (cos(Ttot)+1)*(-1/2 * e^(-2*x))-(x-z)^2/(2*T)
);
8 M=1; % normalization constant for the normal
10 r=0; U=3; %c so we can verify the condition of the while
loop at the first iteration
iterazioni =0;
12 while U>= (r/M),
U=rand;
14 y= normrnd(z,sqrt(T));
r= exp((cos(Ttot)+1)*(- e^(-2*y)/2));
16 % if we computed h/g we would have the difference r-
h/g
iterazioni +=1;
18 end;
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20 iterazioni; % just in case we could print how many attempts
were necessary to simulate a point
22 draw=y;
Listing A.8: Exact Algoritm.
function [v,om]= EAquat(l,xo=0,stampa =1)
2 % returns the skeleton containing the minimum value
4 alphainhlim;
[T,phii]= funzinh(al ,dal);
6 disp(’Time interval used’); T,
8
%%%%%%%%% FIND THE SKELETON of length l
10 n = ceil(l/T); % number of simulations= n. merged skeletons
begin (1)=0;
12 for j=1:n
nacc(j)=1; % number of Poisson processes
generated
14 % before the suitable one
punti(nacc(j),j)=0; % points of the Poisson process
16 vettT(j)= T;
begin(j+1) = begin(j) + vettT(j);
18 end;
vettT(n)=l-T*(n-1);
20 begin(n+1)=l;
22 xin(1)=xo; % it will contain the initial points
s(1)=0; % number of points in the first skeleton
24 X(1)=0; Y(1)=0; % coordinates of the Poisson process
stau =0;
26
for j=1:n
28
N = 1; % This will be the condition for the loop:
30 % number of points below phi
32 while N != 0,
% We do not select the time 0,
34 % we do not want it in the skeleton
36 % We realize the Poisson process on [0,T]x
[0,M]
% we reset the vectors used in the loop
38 omega =[];
V=[];
40 y=[];
cX=[];
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42 cY=[];
44 % at the time T:
omega (1)=rejEAil(xin(j),vettT(j),begin(j+1))
;
46 % we keep the final time we need
V(1)=vettT(j);
48 y(1)=phii(T,omega (1));
xin(j+1)=omega (1);
50
% simulate the minimum
52 [m,tm]= simin(xin(j),xin(j+1),V(1));
function risult=indic(x,m)
54 risult =0;
if x>=m
56 risult =1;
end;
58 end;
ausm=@(B) -phii(B(1),B(2))*indic(B(2),m);
60 [z,M]= fminunc(@(A) ausm(A), [begin(j)+10+tm ,
m+10]);
M=-M
62 if M < 0.1, % if M is too small we change it
M=0.3;
64 end
66 [cX ,cY]= DDpoiss(vettT(j),M);
tau=length(cX);
68 punti(nacc(j),j) = tau;
% beside the endpoints and the
minimum
70
% construct omega on cX
72 [V,omega]= decompose(vettT(j),xin(j),xin(j
+1),tm ,m,cX);
y(tau+1)=y(1);
74 % compute N = number of points under the
graph of phii
for k=1:tau , % V(tau+1)= vettT(j)
76 y(k)=phii( V(k), omega(k) );
end;
78 indice =0;
for h=1:tau ,
80 if cY(h) < y(h),
indice += 1;
82 end;
end;
84 N = indice; % if (N=0) we have find a
correct path
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nacc(j) += 1; % we try with another path and
then another Poisson.
86 end;
printf(’For the %i-th interval ’,j);
88 printf(’we found a Poisson process with %i points. ’
, tau);
Vcop=V;
90 idx=Vcop (:)!=tm;
Vcop=Vcop(idx);
92 if (Vcop == V),
V=[V,tm];
94 omega=[omega ,m];
y=[y,phii(tm ,m)];
96 end
98 somma=sum(s);
s(j)=length(V); % time instances for omega
100 %(tau+2 if tm is not in Xc , otherwise tm is
repeated)
stau = stau + tau;
102
for r=1:s(j)
104 uV(r+somma)= V(r)+begin(j);
uomega(r+somma)=omega(r);
106 uy(r+somma)=y(r);
end;
108 for r=1:tau ,
uX(r+stau) = cX(r) + begin(j);
110 uY(r+stau) = cY(r);
end;
112 minim(j)=m;
tminim(j)=tm+begin(j);
114
end;
116 % we reorder the terms V,X,Omega ,y,Y according to V
% then we have uV , uX , uomega , uy , uY ,
118 [v,om]= ordina(uV ,uomega);
[v,y]= ordina(uV ,uy);
120 [X,Y]= ordina(uX ,uY);
122 printf(’We found the Poisson process after generating %i of 
them \n’, nacc)
124 printf(’The minimum points are ’)
minim ,
126 tminim ,
128 %%%%%%%%%%%%%%%%%% DRAW THE GRAPHS %%%%%%%%%%%%%%%%%%%%%%%%%
130 N=200; % number of points in which we evaluate the functions
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t=0:l/N:l; % corresponding time in [0,l]
132
134 % remove the times already in v
for h=1: length(v),
136 if ((v(h)*N/l)== floor(v(h)*N/l))
t(v(h)*N/l+1)= -1;
138 endif
end;
140 idx=t(:)> 0;
t=t(idx);
142
x=om;
144 times=v;
for j=1:n,
146 vtemp=v;
ttemp=t;
148 idx=ttemp (:)>begin(j);
ttemp=ttemp(idx);
150 idz=vtemp (:)>begin(j);
vtemp=vtemp(idz);
152 omtemp=om(idz);
idy=ttemp (:) <= begin(j+1);
154 ttemp=ttemp(idy);
idw=vtemp (:) <= begin(j+1);
156 vtemp=vtemp(idw);
omtemp=omtemp(idw);
158 if j==1
[val ,ttemp]= BesselBridge ([vtemp ,ttemp],
omtemp ,xo);
160 else
[val ,ttemp]= BesselBridge ([vtemp ,ttemp],
omtemp ,xin(j-1));
162 end
times =[times ,ttemp];
164 x= [x,val];
for h=1: length(val),
166 tmpvar=phii(ttemp(h),val(h));
y = [y, tmpvar ];
168 if tmpvar <0 % Sanity check
disp(" Errore phi <0")
170 end;
end
172 end;
174
% let ’s order
176 [t1,x] = ordina(times ,x);
[t,y] = ordina(times ,y);
178
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180 % finally add 0
t= [0,t1];
182 x= [xo ,x];
y= [ phii(0,xo) ,y];
184
186 if stampa
% draw the graphs
188 figure (1), clf , plot(t,x,’r-’),
title(’Accepted path of X’), hold on ,
190 plot(v,om,’b*’); plot(tminim ,minim ,’g*’);
print -djpeg sol404.jpeg;
192 figure (2), clf , plot(t,y,’r-’),
title(’Graph of phi(omega(t))’), hold on ,
194 plot(X,Y,’b*’); % Poisson process
print -djpeg phi404.jpeg;
196 end;
198 end;
A.4.3 Euler Vs Exact Algorithm
Listing A.9: The densities
function [f,fe]=DCtre(t,l,N=200,n=50,xo=0)
2
colors =[’g’,’c’,’m’,’c’,’b’];
4
% We compute the density of X(t) with X(0)=xo
6 % (with t<l= length of the skeleton):
% we sample N paths.
8 if t>l
disp(’Error:t’)
10 quit
end
12
if t==0;
14 disp(’You know X(0)=xo’);
return;
16 end;
18 x=zeros(1,N);
20 % we compute omega(t) for N paths
for i=1:N
22 [v,om,phi] = EAtrep(l,xo ,0);
idx=v(:)==t;
24 vbis=v(idx);
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if length(vbis)!=0;
26 x(i)=om(idx);
else
28 vt=[v,t]; % brownian bridges fixing (v,om)
gives
x(i)= EApobra(vt ,om);
30 end;
end;
32
% We look which values are assumed by x
34 % to choose the range in which to work
M = ceil(max(x));
36 m = abs(floor(min(x)));
L=2*max(m,M);
38
40 % now we compute the density
y=(-L):(1/n):L;
42 h=length(y);
f=zeros(1,h);
44 fe=zeros(1,h);
46 for k=1:N % we compute how many x’s fall in a fixed y
interval
j=2;
48 while (y(j)< x(k)) && (j<=(h-1)),
j=j+1;
50 end;
f(j-1)= f(j-1)+1/N;
52 end;
54 figure (3), clf , plot(y,f,’k-’), hold on;
56 % Euler
for ex =1:2:5
58 fe=zeros(1,h);
alphainh;
60 for i=1:N
[s,z] = eEDSt(t,al ,2^ex);
62 xe(i)=z(length(s));
end;
64 for k=1:N % we compute how many xe ’s fall in a fixed y
interval
j=2;
66 while (y(j)< xe(k)) && (j<=h-1),
j=j+1;
68 end;
fe(j-1)= fe(j-1) +1/N;
70 end;
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72 plot(y,fe ,sprintf(’%c--’,colors(ex)));
74 fetot =0;
for j=2:h
76 fetot +=fe(j);
end;
78 fetot;
end;
80
82 plot(y,f,’k-’);
84 ftot =0;
for j=2:h
86 ftot+=f(j);
end;
88 ftot
90 print -djpeg dcTRE5000_4_bis.jpeg;
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