1. The number of clusters is not required before carrying out clustering. 2. The detected clusters can be represented in an arbitrary shape. 3. Outliers can be detected and removed.
However, in general, the parameters of density-based clustering algorithms are usually difficult to select. So, in order to make the density-based clustering algorithms more robust, the extension with fuzzy set theory has attracted a lot of attentions recently. The fuzzy neighborhood DBSCAN (FN-DBSCAN) is a typical one with this idea. But FN-DBSCAN usually requires a time complexity of ( 2 ) where is the number of data in the data set. This implies that the algorithm is not suitable for the work with large scale data sets.
In this study, we proposed a novel clustering algorithm called landmark fuzzy neighborhood DBSCAN (landmark FN-DBSCAN), which can provide a similar result to FN-DBSCAN, but only requires a linear time and space complexity to the size of input data set.
Related Work 1) DBSCAN (Using a crisp neighborhood function):
2) FN-DBSCAN (using a fuzzy neighborhood function)
The Proposed Method: Landmark FN-DBSCAN 1) Landmark Concept
Given a data set ( = [ ] × ), a landmark, l, is a triplet: = , , • is a -dimensional vector referred as a data vector in .
• = ∈ ≥ 1 }, called fuzzy neighborhood.
• is a positive real number, called the membership level.
2) Measuring membership degrees
• Landmark & data:
• Landmark & landmark:
• Membership level:
3 An Example of generated landmarks applying Algorithm 1.
The algorithm consists of three steps: I. Divide a data set into several subsets represented by generated "landmarks" (Algorithm 1). II. Execute a modified version of FN-DBSCAN on the generated landmark set and output the index of landmarks. III. Label data by the index of landmarks. Results of Anchor data set (r = 3).
Comparison of (a) Clustering quality and (b) Clustering Efficiency.
Results of Banana data set (r = 3).
