The channel considered here is a real-number adder. Attention is restricted to the case of two sources using binary signals; hence the channel has a ternary output. The paper treats both the noiseless and noisy situations. For the noiseless case the following results are obtained: several code-construction techniques are presented; a Gilbert-like lower bound is derived; an upper bound which shows linear codes to be markedly inferior to nonlinear codes on this channel is derived. It has previously been shown that, subject to certain constraints, the capacity of this channel using multiple-access signaling is 50% greater than the capacity if the users time-share the channel. The present results show that about half of this ~ increase is achievable with simply implemented coding techniques. For the noisy adder channel we obtain the following results: partial upper bounds on the achievable rate region are derived; codes are constructed by concatenating single-user codes and the codes are constructed for the noiseless channel; the minimum distance of these codes is lower bounded; three decoding procedures are analyzed. These results show how independent additive errors affect the code rates achievable on this channel.
INTRODUCTION
The classical model of a communications system has a single transmitter sending information to a receiver through a channel which in some way corrupts the transmitted information. This model accurately characterizes many types of real point-to-point communications systems.
The last decade has seen the development and deployment of communications satellites; the likelihood is that much of our telecommunications traffic will be carried by these devices in the future. Most present-day communication satellites use frequency-division multiplexing for channelization; each derived channel is then dedicated to a single source and sink for an appropriate length of time. This is how conventional wideband terrestial communication facilities are used and might be called the "cable-in-the-sky" approach to satellite communication.
The multiple-access nature of a satellite makes possible a more efficient mode of operation. If orthogonal signaling is used and the noise affecting a signal is independent of that affecting all others, then the optimal receiver for this signal disregards all other received signals..d priori, this approach would appear to be inferior to that shown in Fig. 1 . Here nonorthogonal signaling may be used. The receiver has knowledge of the signal sets of all users and, based on the single received signal, attempts to determine the messages sent by the various users.
(If the various sinks are geographically dispersed, more than one receiver must be used, with each receiver taking into account the signal sets of all users.) Clearly, this joint receiver will not perform worse than T individual receivers; in fact it may do substantially better. Liao (1972) , van der Muelen (1971) , and Ahlswede (1971) have determined, under fairly general assumptions, the capacity of the multiaccess channel. Their results have shown that substantial improvements over orthogonal signaling are possible. In this paper we are concerned with the design of codes for use in a multiaccess channel--codes which will achieve the gains over orthogonal signaling promised by the capacity results.
Before addressing the code construction problem we must make certain simplifying assumptions. These are:
(i) all transmitters use binary signaling; (ii) all users employ binary codes of length n; (iii) bit synchronization among all transmitters and among all receivers is maintained;
(iv) word synchronization is also maintained; (v) transmitters do not cooperate in choosing code words for transmission.
We make no claims as to the validity of these assumptions for a real communication system. We do claim that without them the coding problem is much more difficult.
In addition to the above, some assumptions must be made about how the binary input signals interact in the channel to produce the output.
Figures 2a and 2b show two simple noiseless two-user channels--the "hardlimited" channel and the "erasure" channel. For the hard-limited channel it is easy to see that the capacity is one bit per channel use. Hence the users can do no better than to "time-share" the channel. Furthermore, the addition of noise does not alter this situation significantly. As a result the hard-limited channel is of no further interest here.
Fro. 2. Three simple models of two-user channels. (Xl is the binary input symbol of the ith user.)
The "soft-decision" or erasure channel functions like an ordinary adder. For the noiseless T-user adder channel an input pattern of Hamming weight i, 0 ~ i ~ T, produces output "i". When noise is added to this channel the probability of receiving output yj given input x~ was sent, p(y~/x~), is generally greater than zero for all i andj. Figure 2c depicts a two-user noisy adder channel. Unlike the hard-decision channel significant coding gains are possible on this channel.
It should be pointed out that besides these two models, other multiuser channels have also been proposed. For example, Kasahara et al. (1974) have considered a two-user "exclusive-or" channel. In this paper we consider the problem of coding for the two-user adder channel, both with and without noise. In the noiseless case, the channel can easily be seen to have a nonzero zero-error capacity (Shannon, 1961) . In Section 2 we address the problem of constructing codes for which the probability of decoding error is exactly zero and of bounding the rate region for such codes. For the noisy adder channel, the zero-error capacity is zero and we face a more typical coding problem. Some results on this problem are presented in Section 3.
THE NOISELESS ADDER CHANNEL
In this section we are concerned with the design and evaluation of codes for two-user noiseless adder channel. Let C1= {qi} and C 2 = {c2j } denote the codes employed by the two users. These codes both have length n. Code rate or efficiency is now a two-dimensional quantity
:
where M t denotes the number of words in the tth user's code. Logarithms are always taken to base 2 in this paper; hence Rt is measured in bits/symbol.
A pair of codes (C1, C2) is said to be uniquely decodable if and only if the I]//1 • M 2 possible adder-channel outputs $iJ : eli -~ C2j are distinct. Addition here is real, place-by-place addition. Clearly, uniquely decodable code pairs exist if and only if the zero-error capacity of the channel is nonzero.
Construction of Uniquely Decodable Codes
In order to be uniquely decodable a code pair must satisfy certain conditions. BASIC LEMMA. Let c1~ and cx~ be two words of code C1; define c2~ and c2~ similarly. Then the code pair is not uniquely decodable if for any choice of o~, {3, ~, and 3, where the arithmetic is over GF(3).
Proof. If cl~--c~B =c2v--c2~ then c1~+c2~ =c2v+c~a and the code is not uniquely decodable.
This lemma reduces the code construction problem to a cleanly stated number theoretic problem--that of constructing two sets of positive integers whose ternary representations contain no 2's and such that the "sets of differences" of the two sets are disjoint. This restatement, while appealing, has not yet led to useful results.
643/36/3-2 Construction 1 (Weldon and Yiu, 1976) . Let C a = {0 n, 1~} 1 and let C2 consist of all n-tuples except 1 ~. That this is a uniquely decodable code pair can be seen as follows. All the elements of C 2 are distinct; hence so are all the elements of{O n + c2:-} and of{1 n + c~j}. To see that {0" + c~.} n {1 ~ + czj } = ;~ we regard each sum as a real number in a radix-3 positional number system. Then for all j 0-+ < (3" -1)/2 < in + so the code pair is uniquely decodable.
EXAMPLE. For n = 3, C 1 = {000, 111} and C2 = {000, 001,010, 011,100, 101,110}. The decoding The vertices of the curve labeled "Constructions 1 & 3" in Fig. 3 correspond to the rates achievable with these codes. The interior segments of this curve result from "time-sharing" the codes at the vertices, as explained in Construction 3. The next construction is based on the following idea. Let C 1 be a linear (n, kl) code. Code C 2 is the set of 2 ~ binary n-tuples (here denoted (0, 1) n) with certain n-tuples removed. Which n-tuples are removed is specified by the Basic Lemma. That is, if for some pair of words c1~ and q~ in C a , there are two vectors u and v in (0, 1) n such that
then either u or v must be removed. We say that the vectors u and v are linked by the code words c1~ and q~.
LINKING LEMMA. Let the Hamming distance between c1~ and q~ be denoted by d(~, fi).
There are 2 n-a~,m pairs of words in (0, 1) ~ which are linked by c1~ and c1~ .
Proof. Let oq~ be the binary (n -:-d(c~, fl))-tuple formed from the bits of c1~ in the positions where c1~ and clB agree; the order of the bits of q~ is preserved in 0c1~. Similarly let lc1~ denote the binary d(~, fl)-tuple formed from the bits of x The symbol 0 ~ denotes the all-zero n-tuple; I n is defined similarly. 
Henceu--v =qa--Cl~. It is easy to show that the converse holds also, i.e., that u --v:= cl, --c1~ implies that lu = 1Q~ with no constraints on o u.
Since the length of the unconstrained portion of u is n --d(e~, fi), there are 2 n-a(~'~) choices for u.
Q.E.D.
Construction 2 Hence if one vector of every linked pair is removed, the number of words in (72 can be bounded by
This bound is meaningful only in the case of kl/n considerably less than 1.
EXAMPLE. Here or
Let C 1 be a binary (2 .... 1, m) maximum-length, sequence code.
and then from Eq. 2.1
(2.9) Table I lists the code parameters for various values of m. The first of these codes is plotted in Fig. 3 . Other good codes can be constructed using other low-rate linear codes. Also since a single vector in (0, 1)~ may be linked by several code word pairs, inequality (2.8) may be pessimistic. Construction 3 (Shannon, 1961) . We begin with two uniquely decodable code pairs (C~, C2) and (Ct' , C2' ) with rates (Rx, R2) and (RI', R2' ) and lengths n and n', respectively. Then for any integers a and b we can construct a uniquely decodable code pair of length an + bn' with rate
The new code pair is constructed simply by "time-sharing" the two original code pairs. The users agree to use pair (C1, C2) a times and then pair (C1' , C2' ) b times. Since the original code pairs are uniquely decodable, so is the time-shared code. User t's average rate can be calculated from the fact that his message set has size
EXAMPLE. As our base code pair we choose the codes of Construction 1 with n = 2. Thus C1' = C2 = {00, 01, 10} and C1 = C2' = {00, 11}.
The quantity e denotes a positive number very much less than 1.
Letting a = b = 1 gives a code pair of length 4 with six code words in each code C[' = (0000, 0001, 0010, 1100, 1101, 1110}
and C~' = {0000, 0011, 0100, 0111, 1000, 1011}.
Here R 1 = R 2 = log 6/4 = 0.645. This is the best uniquely decodable code pair with R 1 = R 2 that we have been able to construct to date.
Bounds on the Achievable Code-Rate Region
There are two cases of interest here. We can bound the achievable rates for probability of error (P~) equal to zero, i.e., uniquely decodable codes, and we can do the same for P, approaching zero with increasing n. We consider the latter case first.
Pe-~ O. Liao's (1972) techniques can be used to determine the capacity of the T-user adder channel. For the two-user channel, this bound on rate takes the form:
Rt ~ 1, t = 1,2, (2.11) R 1 + R~ ~ 1.5.
In Fig. 3 , this is the curve labeled "Capacity."
The following construction, due to Wolf (1973) , shows that the capacity is achievable in the limit. Let C 1 be an (n, n) linear code; then User 2 sees a binary erasure channel with probability of erasure equal to 0.5. Thus User 2's capacity is 0.5 and transmission arbitrarily close to the points (1.0, 0.5) and (0.5, 1.0) on the Capacity curve is possible. Any point on the straight line between these two points is then similarly achievable with time-sharing. P~ ~ 0. The codes constructed using the techniques of Section 2.1 provide a lower bound on zero-error capacity. Another lower bound can be derived using Construction 2 and reasoning similar to that employed in the derivation of the Varsharmov-Gilbert bound for single-user codes.
Consider the class of systematic a (n,/~) codes. There are 2kl(~-kP such codes and every nonzero n-tuple is a code word in 2(el-1)(n-~P of them. Thus in all codes there are (?) 2%-1)("-k~ ) code words of weight i. The average number of words of weight i in each code in the class is thus (~.)2-(n-kP.
3 The codes need not be systematic but the argument is slightly simpler if they are.
We will now use Construction 2 and each of these (n, kl) codes to construct a class of two-user code pairs. Let S,, 1 ~< v ~< 2q(~-k9 denote the number of n-tuples removed from (0, 1) '~ when the vth (n, k~) code is used for C1. From Eq. (2.7)
P=l (2.12) (2.13)
For at least one code in the class of code pairs the number of n-tuples removed is less than the average value for the class. Dividing by the number of codes gives for this code M= > 2" --n" 2 2kl -t-n((log 3) --1) (2.14)
where Mz denotes the number of words in this code. This bound can be summarized as follows. The above result assumes C 1 linear; clearly it can also be applied for Ce linear. Then Construction 3 (time-sharing) can be used to produce code pairs with neither R 1 ~ 1 nor R~ m 1. The final result is plotted in Fig. 3 as the curve labeled "Gilbert-like bound."
The next result gives a partial upper bound on the code rate region achievable with a uniquely decodable code.
THEOREM 2. Let C 1 have 2kl code words and the property that some t~-subset of the n bits of the code takes on all possible 2kl values. Then the achievable rate region for a uniquely decodable code pair (C1, C2) is upper bounded by (Rj. , Re) ~ (k~/n, (1 --k~/n) log 3). (2.17)
Proof. Regardless of which kl-tuple is transmitted by User 2, when User 1 is transmitting the bits of the hi-subset , the all-ones kl-tuple can be received. Thus every column of the decoding table contains a vector with all ones in these k 1 positions. There are n --k 1 other positions and each received digit in these positions is restricted to the set (0, 1, 2). Hence C~ can have at most 3 ~-k. code words.
This upper bound on the achievable zero-error rate region applies to all linear codes used for C 1 . The symmetry of C 1 and Cz produces the bound labeled "Linear Codes" in Fig. 3 .
For the codes constructed with Construction 1 with R 1 ~ 0.5, the code C 1 is linear; hence all of these lie on or below the bound of Theorem 1. For R 1 > 0.5 all of the best code pairs have a nonlinear C 1 and, interestingly enough, lie above this bound. More generally, this bound shows that all linear codes are inferior to the best nonlinear codes if the code C 1 has R 1 > 0.5. To the author's knowledge this is the first case in which nonlinear codes are asymptotically superior to linear codes.
THE ADDER CHANNEL WITH NOISE
We now consider the problem of coding for the two-user adder channel with additive noise. In this case User 1 transmits an n-tuple cji = {Qih}, User 2 transmits c2~ = {c2jh}, and a noise vector e = {eh} is added for h = 1, 2,.., n. The transmitted code symbols are binary; the noise symbols are chosen from the set (0, 1, 2). The hth received ternary symbol is rh ~-qih + C2jh + eh
where addition is modulo 3. If en =/= 0, the Hamming weight of the error symbol is 1 ; otherwise it is 0. The weight of the error pattern is the sum of the weights of the error symbols.
Upper Bounds on Code Performance
We define the minimum Hamming distance, d, of a code pair as follows.
Consider the M1M 2 ternary n-tuples {ct~ + czj}, i = 1, 2,..., M 1 and j = 1. ~=1 (~) pseudo-error-patterns" can be added to a code word before transmission by a preselected user. This increases the number of "code words" available to this user by a factor of ~1 (~). Since the pseudo-error-pattern can be corrected by the original code pair, the new code is uniquely decodable. This lemma and the capacity bound (Eq. (2.11)) together provide an upper bound on the rate achievable with a distance-d code pair. Another upper bound on the rate region can be proved using the following result.
TI-IEOREM 4 (Kasami and Lin, 1976 where dt e denotes the Elias upper bound on the minimum distance of code t, t = 1, 2. See Theorem 4.6 of Peterson and Weldon (1972) for details. The asymptotic form of this bound is
where zt is given by
(3.7)
The function H(x) is the binary entropy function. The improved upper bound recently derived by McEliece et al. (1976) improves on this result somewhat.
A Lower Bound Based on Concatenated Codes
We now turn our attention to the problem of constructing practically implementable codes for this channel. In the process we derive a lower bound on minimum distance similar to the Gilbert bound.
Our basic approach is to use concatenation of two single-user codes and the two-user code pairs presented in Section 2.1. Figure 4 shows the block diagram of the system. Let Mt t denote the number of code words in code Ct i of the inner two-user code pair, t = 1, 2. Encoding consists of two steps. Outer encoding involves mapping user t's message onto an Mti-ary m-tuple; then for inner encoding each symbol in this m-tuple is mapped onto one of the Mt i binary no-tuples in code t of the code pair. The resulting binary n ~-mno-tuples are transmitted, added in the channel, corrupted by noise, and received. The single decoder examines the received ternary vector and produces messages for both users.
The following theorem relates the error-correcting capability of the code pair to that of its constituent codes.
Let dt ° denote the minimum Hamming distance of the tth outer code and let dt ~ denote the minimum distance of the tth inner code. The symbol d i denotes the minimum distance of the inner code pair (C1 i, C2i) . Proof. Let u and v denote two different received vectors which can result from transmitting words from the code pair (C a , C2). Let u = qu 4-c~ and v = Cav + c2~. There are three cases to consider; Qu = c1~ or c2~ = c2~ or %, :~ c1~ and c2~ =~ c2~. We will lower bound d in each of these three eases; the minimum of these bounds then serves as the general lower bound given in the theorem. This bound suggests that if d2 i > d i, then there is little to gain by making dl ° as large as d~°; the outer codes apparently should be chosen to make the two terms of Eq. (3.8) nearly equal. Note that the actual minimum distance may be different from the lower bound of Theorem 5.
EXAMPLE.
A single-error-correcting code pair can be constructed as follows. As the inner code pair choose (C1 ~, C2 i) = ({00, 01, 10), {00, 11}); this code was produced by Construction 1. For user 2's outer code we choose a binary (15, 11) Hamming code with d2 ° = 3. For user-l's outer code we choose a ternary (15, 14) shortened cyclic code with dl ° = 2. The rate for the code pair is (14(log 3)/30), 11/30) = (0.739, 0.367). Note that Rr ~ R1 + R2 --1.006.
Theorem 5 can be used with the Varsharmov-Gilbert bound for single-user codes to establish the existence of long, two-user concatenated codes with din bounded away from zero. Let q, denote the smallest prime power greater than or equal to M, i. The VG bound (Peterson and Weldon, 1972) states that for t there is an outer code of rate Rt ° over GF(q~) such that for large n,
\ m / (3.9)
To maximize this bound, the values of dl ° and da ° should be selected to make the two terms in Eq. (3.8) equal.
Decoding
In this section we discuss procedures for decoding the concatenated codes of Section 3.2. Three procedures are presented in order of increasing complexity; as might be expected, effectiveness increases with complexity. Again we order the users to make dl ° >~ d2 °. (Fig. 5I) . (1) The inner decoder decodes the inner code pair (by table look-up, if necessary) and passes a q~-ary m-tuple to user t's outer decoder, t = 1, 2.
I. Independent hard-decision decoding
(2) User t's outer decoder decodes this m-tuple.
The guaranteed error-correcting capability of this decoder t l is lower bounded by t1/> tl z= [-~-l 
This can be seen by noting that any set of t Iz or fewer channel errors will cause the inner decoder to make at most [(dz ° --1)/2] decoding errors and these are correctable with each of the outer decodes.
II. Independent GMD decoding (Fig. 5II) . (1) The inner decoder decodes the inner code pair and passes a q,-ary m-tuple to User t's outer decoder, t = 1, 2.
Along with each q,-ary symbol, the inner decoder provides reliability information about the symbol, i.e., the number of "errors" corrected by the inner decoder in producing the symbol.
(2) User t's outer decoder decodes the qt-ary m-tuple using Forney's (1966) Generalized Minimum Distance decoding. This assumes that an errorsand-erasures correction algorithm is available for each of the outer codes. The distance achieved with this GMD decoder, did2 °, is superior to that achievable with hard-decision decoding by nearly a factor of 2. However, Eq. (3.8) shows that if
and so the full distance of the code is not realized.
III. Cooperative GMD decoding (Fig. 5III) . (1) The inner decoder decodes as in independent GMD decoding.
(2) The outer decoder with the larger minimum distance, that is, User l's decoder, decodes using the reliability information provided by the inner decoder.
(3) Decoder l's output vector is converted back to binary form and subtracted from the original received vector.
(4) The resulting vector is decoded by User 2's inner decoder. Along with each q2-ary symbol, this decoder provides reliability information about the symbol, as before.
(5) User 2's outer decoder decodes using GMD decoding.
Decoder 1 realizes distance did1 ° by using GMD decoding since its inner code has distance d ¢ and its outer code has distance dl °. Subtracting the resulting binary vector from the original received ternary vector will yield a vector which is in general not binary. This irregularity can be eliminated directly by replacing all 2's by l's; clearly the 2's were the result of channel errors and this replacement will not introduce more.
User-2's decoder must now decode a concatenated code with inner and outer distances d~ i and d2 °, respectively. If GMD decoding is used distance d2id2 ° can be realized.
Both decoders must decode correctly for the error pattern to be called correctable. It follows that if the number of channel errors does not exceed where d is given by Eq. (3.8), then they can be corrected with this procedure.
The distance realized with procedure III may exceed that of procedure 2 even for short simple codes, as the following example shows.
EXAMPLE. As the inner code pair we choose (C 1 , C2) ~ ({00, 01, 10}, {00, 11}). This code was devised in Construction 1 and has d i = l, dl i = 1, and d2i = 2. For User l's outer code we choose a (15, 11) shortened ternary BCH code with minimum distance 3. For User 2's outer code we choose a (15, 14) binary code with overall parity check. Hence di ° = 3 and de ° = 2.
The rate for this code pair is 11 log 3 14 30 , f~) = (581, 0.467) so Rr = 1.048. The code pair can be seen to be capable of single-error-correction as follows. Assume a single channel-error occurs. The inner decoder passes to User l's outer decoder a ternary 15-tuple which contains at most one erroneous 2-tuple. After the ternary (15, 11) code is decoded, the resulting binary 30-tuple is subtracted from the received ternary 30-tuple to produce the binary vector which is to be decoded by User 2's decoder.
GMD decoding is used by Decoder 2. The inner decoder examines the binary 2-tuple; the single residual channel error will cause one of these 2-tuples to be 01 or 10. This 2-tuple is erased and the outer (15, 14) code used to correct the erasure. Note that if independent decoding is used the code cannot correct all single error patterns because User 2's outer decoder cannot compensate for decoding errors made by the inner two user decoder.
CONCLUDING REMARKS
The results presented in this paper are restricted to the case of two users using binary signaling. Research on the more general case of T users with q-ary signals is underway. The author would appreciate correspondence from anyone who is also working on this problem.
