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Functional connectivity (FC), thought to provide a window into neural communication, has 
become a core focus in the study of brain function and cognition. However, there is no 
consensus on how to conceptualize large-scale FC in electrophysiology. Phase coupling 
(PhC), defined as coupling between the phases of two signals, reflects the synchronization of 
rhythmic oscillation cycles. Conversely, amplitude coupling (AmpC), defined as coupling 
between the envelopes of two signals, reflects correlation of activation amplitude. Despite 
quantifying different electrophysiological properties, the relationship between PhC and AmpC 
remains largely unknown. We assessed spatial and temporal correspondence between PhC 
and AmpC over 5 canonical frequency bands during a cue-based motor task using 
electrocorticography (ECoG) in 18 patients (8 females) undergoing presurgical monitoring. 
Significant correspondence between the spatial pattern of PhC and AmpC was detected during 
stimulus processing across all subjects and frequency bands (R≈0.50 for theta, decreasing 
with increasing frequency). The cross-measure spatial correlation vanished almost entirely 
when accounting for the portion of FC equally present during pre- and post-stimulus intervals, 
suggesting that the spatial correlations reflect intrinsic FC independent of stimulus processing. 
Stimulus-related processing modulated both PhC and AmpC, however in a spatially 
independent manner. Examining the linear temporal correlation, we found no evidence for 
linear dependence between PhC and AmpC. Supporting the robustness of our findings, results 
extended to a verb generation task in a second ECoG dataset of 6 subjects. We conclude that 
PhC and AmpC reflect intrinsic FC similarly across space, but exhibit divergent stimulus-
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CHAPTER 1: INTRODUCTION1 
Communication across distant neural populations is a principal mechanism of brain function and 
cognition (Varela et al., 2001; Singer, 2013). Functional connectivity (FC), defined as temporal 
dependence among measures of remote neurophysiological processes (Friston, 1994), is thought 
to (at least partly) reflect such mechanisms based on the association that has been demonstrated 
between FC changes and behavior (Uhlhaas et al., 2009; Fell and Axmacher, 2011).  
Neurophysiological (MEG, EEG, and intracranial EEG) studies  use fundamentally different 
approaches to measuring FC (Fig. 1), one based on temporal dependence of oscillation phase 
(phase coupling, or PhC) and the other of oscillation amplitude (amplitude coupling, or AmpC) 
(for second-order, cross-frequency dependencies beyond the scope of the current study see Ryan 
T. Canolty et al. 2010; J. M. Palva and Palva 2018). Neurophysiological studies of task-evoked 
functional connectivity commonly use phase coupling (PhC) (e.g. Gandal et al. 2012; P. J. 
Uhlhaas and Singer 2012), while amplitude coupling (AmpC) has been traditionally employed in 
task-free resting state studies (e.g. Brookes et al. 2011; De Pasquale et al. 2010; Hipp et al. 
2012). Although PhC and AmpC are conceptualized to constitute two mechanistically different 
coupling modes (Engel et al., 2013), quantitative comparisons between the two FC modes are 
largely outstanding. Consequently, there is a missing link between the two bodies of literature 
that use PhC or AmpC. 
PhC is a widely-used approach assessing FC of neurophysiological signals (Varela et al., 2001; 
Singer, 2013). PhC measures estimate how consistently the phases of two different signals are 
locked to each other over many repetitions of an experiment or over consecutive oscillation 
 
1 This thesis (including all chapters) has been originally published in a peer-reviewed journal under the Attribution-
NonCommercial-NoDerivatives 4.0 International (CC BY-NC-ND 4.0) license. The publisher has declared their 
permission to the corresponding author (Parham Mostame) for depositing the published work as a thesis. The 
original published version of this work can be found here: https://doi.org/10.1016/j.neuroimage.2020.117051 
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cycles, in each specific frequency (Nolte et al., 2004). Thus, by definition, PhC detects 
connectivity across different areas based on synchronizations of the oscillation cycles of 
rhythmic activity across the respective neuronal populations (Fig. 1).  
AmpC has only recently gained prevalence in neurophysiological studies (De Pasquale et al., 
2010; Brookes et al., 2011; Hipp et al., 2012). This newfound popularity is largely driven by the 
similarity of AmpC to measures of FC in functional Magnetic Resonance Imaging (fMRI) 
literature. Several studies have shown that task-evoked changes in envelope of 
neurophysiological signals are correlated with Blood Oxygen Level Dependent (BOLD) 
fluctuations of fMRI (Singh et al., 2002; Brookes et al., 2005; Zumer et al., 2010). On the other 
hand, FC in fMRI literature is most commonly assessed by estimating temporal correlations of 
BOLD signals across distant brain areas (Biswal et al., 1995; Greicius et al., 2003; Fox et al., 
2005). In a similar vein, AmpC in neurophysiological signals is estimated as the temporal 
correlation between the envelopes of (band-pass filtered) signal timecourses. By definition, 
AmpC detects the similarity of (arrhythmic) fluctuations in activation amplitude of two regions, 
where the amplitude in each region is in turn a function of local synchronization of oscillatory 




Fig. 1 – Schematic view of PhC and AmpC as two modes of functional connectivity - Left panel: 
Graph view of FC organization between nodes A, B, C, and D, including links depicting either 
PhC (dashed pink lines) or AmpC (solid brown lines). Right panel: The narrow lines represent 
oscillatory neural activity timecourses of the two nodes involved in each connection (connections 
from top to bottom: A-B, A-C, and C-D). Thick lines show envelopes of the signals obtained 
using the Hilbert transform. Corresponding colors are used for nodes, oscillatory timecourses, 
and their envelope. The middle plot shows presence of PhC in the absence of AmpC (A-B) and 
the middle panel shows presence of AmpC only (A-C). The lower plot shows a case where both 
PhC and AmpC are present between the two nodes (C-D). Note that AmpC between A-C and C-
D also implies AmpC for A-D, which we didn’t show in the right panel for simplicity. 
Reproduced with permission from (Sadaghiani and Wirsich, 2019). 
A review study discussing the two disconnected literatures has proposed that PhC and AmpC are 
two dissociable coupling modes despite relying on a common anatomical connectivity 
organization (Engel et al., 2013). Beyond such conceptual considerations, experimental 
comparisons across PhC and AmpC remain rare. At the short distance of few millimeters within 
a visual brain region, the phase lag at which PhC occurs may be mechanistically linked to AmpC 
strength (cat/monkey; Womelsdorf et al. 2007). Further, coupling between subcortical spike 
activity and the phase of cortical LFP is higher for electrode pairs with stronger subcortico-
cortical AmpC (ferret; Stitt et al. 2015). Regarding cortico-cortical long-range connectivity, a 
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rare investigation of both PhC and AmpC in the same task context finds that the two modes 
connect different sets of brain regions and are linked to different cognitive operations (human 
scalp EEG; Helfrich et al. 2016). However, the degree to which the two coupling modes 
correspond or vary in their spatial, temporal, and spectral properties has not been quantified. To 
our knowledge, no study has directly compared these properties in intracranial data that provide 
relatively reliable spatial localizability. 
Indirect support for spatial similarity of stationary PhC and AmpC emerges from multi-modal 
studies. Source-projected EEG and MEG whole-brain connectomes are spatially similar to fMRI- 
and DTI-derived connectomes, irrespective of whether PhC or AmpC is used (Deligianni et al., 
2014; Finger et al., 2016; Wirsich et al., 2017). More directly, by estimating PhC and AmpC 
within the same MEG dataset, high spatial correspondence of their static FC organization has 
indeed been observed (Hillebrand et al., 2012; Colclough et al., 2016). However, these studies do 
not relate the temporal evolution of the two coupling modes. More importantly, the studies 
employ data recorded at the scalp, raising uncertainty concerning connectivity measures due to 
the fact that source-reconstruction is an inherently ill-posed problem that can lead to spurious 
long-range dependencies (Schoffelen and Gross, 2009; Palva et al., 2018). 
Here, we use intracranial EEG signals in patients undergoing presurgical evaluation for 
intractable epilepsy to assess spatial and linear temporal correspondence between PhC and 
AmpC over five canonical frequency bands. We aim to quantify the degree to which the two 
coupling modes co-engage, or conversely, provide distinct FC “channels” over space and time. 
The findings will further facilitate comparisons across different neurophysiological studies, and 




CHAPTER 2: MATERIALS & METHODS 
2.1 Data specifications and procedures 
We analyzed two publicly available datasets described in detail in Miller (Miller, 2019), freely 
available at https://searchworks.stanford.edu/view/zk881ps0522. These datasets contained ECoG 
signals of subjects undergoing presurgical evaluation for epilepsy-related surgery. All patients 
participated in a purely voluntary manner, after providing informed written consent, under 
experimental protocols approved by the Institutional Review Board of the University of 
Washington (#12193). All patient data was anonymized according to IRB protocol, in 
accordance with HIPAA mandate. 
2.1.1 Primary dataset 
The primary dataset in this study comprised a finger flex motor task originally investigated in 
Miller et al. (2007). Among the active tasks available in the public ECoG library, we chose the 
cue-based basic motor task because it has the largest number of subjects. Subjects -disregarding 
3 with missing age information- were on average 30.8 years old (+/- std= 9.6). A 19th patient was 
excluded because of shorter inter-trial and trial intervals compared to the other subjects. Average 
number of electrodes per subject was 55.8 (+/- std=10.7) with an inter-electrode distance of 1cm. 
Patients were instructed to perform a repetitive motor task, specifically synchronous flexion and 
extension of all fingers, based on a visual word cue indicating the body part that should be 
moved (an alternative cue instructed tongue movements not analyzed in this study). Movements 
were self-paced with a rate of ~1-2Hz and on the contralateral side of the cortical grid placement. 
Each movement interval was 3s long, preceded by a rest interval of the same length (blank 
screen). To maximize independence between trials, we excluded 0.5s from the two tails of the 
trial for our analyses, resulting in a [-2.5, 2.5]s interval relative to cue onset. There were between 
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30 and 75 trials of rest and movement per subject (for more details see Miller et al. 2007). Miller 
et al. have reported robust task-related power changes in the high frequency or high gamma 
range (76-100HZ) across all subjects, implying that the subjects have task-appropriate electrode 
coverage suitable for our study. 
 
Fig. 2 - Electrode coverage of individual subjects overlaid on a canonical reconstructed cortical 
surface. 
2.1.2 Secondary dataset 
We confirmed our results in a second publicly available dataset (cf. Fig. 8). For this purpose, we 
chose the verb generation task of the same data repository as we aimed at a cognitively 
demanding task to maximize functional difference to the simple motor task. Among the higher 
cognitive tasks of the repository, the verb generation task provided the most subjects. From the 
provided 7 subjects, we excluded one subject who had 10 instead of 40 trials. Four of the 6 
subjects were among the 18 subjects of the primary dataset. Further details are provided in a 
prior investigation using these data (Miller et al., 2011). Subjects -disregarding one with missing 
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age and sex information- were on average 27.4 years old (+/- std= 10.1; 3 females). On average, 
subjects had 55.3 (+/- std=8.8) electrodes with an inter-electrode distance of 1cm. Written nouns 
(approximately 2.5 cm high, and 8–12 cm wide) were presented on a screen positioned 
approximately 1 m from the patient, at the bedside. Patients were asked to speak a verb that was 
semantically related to the noun. For example, if the noun read “ball”, the patient might say 
“kick”, or if the noun read “bee”, the patient might say “fly”. Between each 1.6-second noun 
there was a blank-screen 1.6-second interstimulus interval. To avoid overlap between the trials 
during data analysis, we defined the trials from -1.5 to 1.5s with respect to stimulus onset. 
2.1.3 Preprocessing 
Both datasets were sampled at 1KHz. Signals were re-referenced to average reference and 
filtered with 60 and 120Hz notch filters (2nd order Butterworth) to remove line noise and its 
harmonics. A 4th order Butterworth high-pass filter with 2Hz cut-off frequency and a 4th order 
Butterworth low-pass filter with a 120Hz cut-off frequency were used to remove low frequency 
drifts and high frequency noise, respectively. Data analyses were performed in MATLAB 
(version R2018a) using custom codes and the FieldTrip toolbox (Oostenveld et al., 2011). The 
code is available at https://github.com/connectlab/PhC_vs_AmpC_ECoG_Mostame. 
2.1.4 Functional connectivity measures 
In this study, we used two different measures of functional connectivity; one assessing PhC and 
the other AmpC. For PhC assessments, we chose the Phase Locking Value (PLV)  because PLV 
I)  is a widely used PhC measure, making our observations directly relevant to a large body of 
literature, II) is the simplest measure of PhC with minimal mathematical assumptions, i.e. 
directly using the phase difference without additional modifications (Greenblatt et al., 2012; 
Gordon et al., 2013; Cohen, 2015; Bastos and Schoffelen, 2016), and most importantly III) is 
8 
 
unaffected by fluctuations in power (Lachaux et al., 1999). Note that relative to scalp EEG 
recordings, FC in subdural ECoG is comparably less affected by volume conduction effects 
especially for distances ≥~1cm (Rouse et al., 2016; Dubey and Ray, 2019; Rogers et al., 2019). 
However, if volume conduction contributes even to a small degree to both PhC and AmpC, this 
could result in spurious spatial and temporal similarity across the two connectivity modes. 
Suppressing volume conduction effects in one of the two connectivity modes ensures that this 
confound won’t contribute to the cross-mode relationship. Therefore, to show that any spatial 
similarity between PhC and AmpC is not primarily driven by volume conduction effects, we 
replicated major findings using two additional widely used measures of PhC that suppress zero-
lag connectivity (see supplementary materials section 2  and Fig. 11). 
PLV is defined as: 
 
Where f is frequency, N is number of trials, and  is the phase difference between the 
corresponding frequency components of the two signals. PLV is a measure that estimates how 
consistent the phase differences of two signals are over many trials. The more consistent the 
phase difference over trials, the closer the PLV value is to 1; Conversely, the less consistent the 
phase difference over trials, the closer the PLV value is to 0. 
On the other hand, AmpC estimates how well the amplitude of two signals are correlated to each 
other. To estimate AmpC between two electrodes, we extracted the envelope of the two signals 
using the Hilbert transform (originally introduced by Gabor 1946), then estimated the Pearson 
correlation between the two resulting envelopes. Finally, the resulting Pearson correlation values 
were averaged across trials. 
9 
 
AmpC lies in a range of -1 to 1, while PLV lies between 0 and 1. In other words, PLV is an 
unsigned measure but AmpC is a signed measure. To compare these two measures, we used the 
absolute value of the AmpC measure instead of its raw values. This conversion is based on the 
viewpoint that strong negative amplitude correlations constitute a strong dependency, i.e. 
connectivity. This step results in a [0 1] scale with comparable functional meaning across PhC 
and AmpC measures. Specifically, in both measures zero corresponds to lack of functional 
connectivity, and 1 corresponds to strong functional connectivity. 
2.2 Analyses in the static framework 
To investigate spatial correspondence between PhC and AmpC we compared the spatial 
organization of the two FC measures, separately during both pre- and post-stimulus intervals. 
Additionally, we tested spatial correspondence between the two measures for task-evoked FC 
changes specifically, i.e. post-stimulus FC after accounting for pre-stimulus FC. A generalized 




Fig. 3 - Flowchart of analyses in the static framework - This procedure was designed to quantify 
the spatial correspondence between PhC and AmpC coupling modes. A) Two sample signals with 
their corresponding envelopes (red and black) during pre- and post-stimulus intervals (left and 
right to the vertical black line, respectively). B) PhC FC matrices of pre-stimulus (left) and post-
stimulus (right) periods. C) Similar matrices for AmpC. D) Task-evoked PhC defined as 
difference between PhC matrices of the post- and pre-stimulus intervals (connection-wise 
subtraction). E) The equivalent task-evoked matrix for AmpC. Yellow boxes refer to the 
respective results figures.  
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2.2.1 Functional connectivity 
For each electrode pair, PLV was calculated as the consistency of the phase lags over trials, 
where the phase of a given frequency was calculated for the entire 2.5s window (1.5s 
respectively for the secondary dataset) following the stimulus (post-stimulus time period). 
Similarly, AmpC was calculated as Pearson correlation of the Hilbert amplitude over all data 
points within the same time periods for each trial, then averaged over all trials. Additionally, we 
calculated PhC and AmpC using the same approach for the entire 2.5s window (1.5s for the 
secondary data, respectively) preceding the stimulus (pre-stimulus time period). An equal 
window length was chosen for the pre-stimulus interval to avoid any biases between pre- and 
post-stimulus conditions. Finally, to assess the extent to which static FC remains stable or 
changes due to the task at hand, we subtracted pre-stimulus from post-stimulus FC values for 
each electrode pair. We refer to the ensuing baseline-corrected FC matrix as task-evoked FC (c.f. 
Fig. 3D & E).  
2.2.2 Impact of distance 
Functional connectivity is likely dependent on the distance between the two sites, expected to be 
stronger for closer electrode pairs than for distant electrode pairs (Kopell et al., 2000; Betzel et 
al., 2019; Rogers et al., 2019). For results that rely on spatial patterns, we report the relationship 
across PhC and AmpC before accounting for distance dependencies (Fig. 6A & B), and 
additionally show findings after regressing out the impact of distance from both measures (Fig. 
6C). This regression permits us to quantify the contribution of electrode distance to the spatial 
relationship between PhC and AmpC. Additionally, it may reduce the impact of any potential 
volume conductance, as the latter is a function of distance (Rouse et al., 2016; Dubey and Ray, 
2019; Rogers et al., 2019).  
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To assess the dependence of each coupling mode on distance between the two sites, distance 
between each electrode pair was estimated using MNI locations provided with the data. First, we 
confirmed that PhC and AmpC are indeed negatively correlated with electrode distance across all 
subjects and frequency bands, using linear regression (Fig. 4A; PhC significantly more 
dependent compared to AmpC; F(1.00, 17.00)=48.084; p=2.41e-6). Next, for each subject and 
frequency band we removed the impact of distance on both measures as follows (similar to 
(Hacker et al., 2017)). To this end, we fit cubic spline curves to the mean of the functional 
connectivity values within each non-overlapping 1cm range of electrode distance. We subtracted 
the value of the fitted curve from all corresponding functional connectivity values (Fig. 4B). By 
using this procedure, we removed any possible collinearity between the two measures resulting 




Fig. 4 – Impact of electrode distance - A) using linear regression, the dependency of PhC and 
AmpC on electrode distance was quantified for all subjects and frequency bands. The left panel 
show an example for theta and high gamma of an individual subject (each datapoint is one 
electrode-pair). The right panel shows the FC to distance correlation value for the entire group 
(one datapoint per subject and frequency). PhC showed significantly higher distance dependency 
compared to AmpC across all frequency bands (one datapoint per subject and frequency). This 
implies that PhC has a more localized FC organization and drops off at longer distances, while 
AmpC is better preserved over long distances. B) Dependency of PhC (left panel) and AmpC 
(right panel) on electrode distance was regressed out using spline fitting. Data are shown for an 
individual subject with each datapoint representing one electrode-pair. For PhC and AmpC 
respectively, the scatterplot to the left shows the FC values before (black) and after (pink for 
PhC and brown for AmpC) regression. Thick lines with corresponding colors depict averaged 
FC values as a function of electrode distance. For PhC and AmpC respectively, FC matrices to 
the right are shown before (top) and after (bottom) regressing out electrode distance. All further 
analyses were applied to the regressed-out version of FC matrices unless stated otherwise. 
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2.2.3 Spatial similarity of FC organization across PhC and AmpC 
We estimated spatial Pearson correlation between the two static FC matrices of PhC and AmpC. 
For every frequency band, this correlation was assessed separately for the pre- and post-stimulus 
intervals. Similarly, we assessed spatial correlation for task-evoked FC changes, i.e. for the post- 
minus pre-stimulus difference matrix (see Fig. 3). Additionally, spatial correlations after 
accounting for distance dependencies are provided in Fig. 6C. The spatial correlation across PhC 
and AmpC was tested against the spatial correlation distribution in null model data. Paralleling 
previous uses of phase-based technique (Prichard and Theiler, 1994; O’Neill et al., 2015; 
Tewarie et al., 2016), the null model data consisted of 1,000 surrogate datasets generated by 
randomly permuting the phases of matrices in the 2D Fourier space. Specifically, we transformed 
each PhC matrix to the 2D Fourier space, randomly permuted its phases -while the magnitude 
was unchanged- and reconstructed the image using inverse 2D Fourier transform. Note that the 
phase symmetry over the whole matrix was kept intact so that the reconstructed image does not 
have imaginary components (Tewarie et al., 2016). 
2.3 Analyses in the dynamic framework 
To assess dynamics of FC measures, for each electrode pair we normalized the post-stimulus 
sliding window FC with respect to the 0.5s window of pre-stimulus time varying FC (Sederberg 
et al., 2003; Hanslmayr et al., 2007; Schölvinck et al., 2013). Then, temporal correlations 
between the post-stimulus PhC and AmpC dynamics were estimated to investigate linear 
dependencies between the two coupling modes. This approach permitted answering whether PhC 
and AmpC have dissociable timecourses. The flowchart of dynamic FC analyses is shown in Fig. 




Fig. 5 – Flowchart of analyses in the dynamic framework – This procedure was designed to 
investigate linear temporal correspondence between PhC and AmpC coupling modes. The 
pipeline was applied separately for each oscillation frequency. A) The upper panel shows PhC 
for all electrode pairs calculated within a time window sliding at 20ms steps over the post-
stimulus interval and normalized to a 0.5s pre-stimulus interval. This procedure results in one 
connectivity matrix per time window, where window width is a function of the oscillation 
frequency. The lower panel shows the equivalent procedure for AmpC. B) Dynamic timecourse 
of each measure for a sample electrode pair (pink: PhC, brown: AmpC). C) Correlation matrix 
containing temporal correlation between the two dynamics for each individual electrode pair. D) 
Surrogate dynamic timecourse of AmpC (dashed brown) and of PhC (dashed pink) generated by 
randomly shuffling phases of the FC timecourse in Fourier space. E) Set of 500 surrogate 
matrices of PhC-AmpC temporal correlations which was used to assess significance of PhC-
AmpC temporal correlations across electrode pairs. F) Finally, testing against the null 
distribution from the surrogate data (q<0.05 corrected for number of electrode pairs), each 
electrode pair was labeled as one of the following cases of PhC-AmpC co-dynamics: negatively 
correlated, uncorrelated (not different from null), and positively correlated. The yellow box 
refers to the respective results table. 
2.3.1 Functional connectivity 
We estimated the dynamics of functional connectivity between every electrode pair by using the 
same PLV and AmpC measures introduced in section 2.1.4, within a sliding time window for the 
–0.5 to 2.5s time range relative to stimulus onset (-0.5 to 1.5s for secondary data, respectively). 
The windowed procedure reflects the common approach to task-related connectivity of 
neurophysiological signals in the literature (Sederberg et al., 2003; Hanslmayr et al., 2007; 
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Schölvinck et al., 2013). For each time window, we used the multi-taper windowing method 
(Mitra and Pesaran, 1999) to assess time-frequency analysis with a frequency smoothing 
parameter equal to 0.15 of the center frequency. We shifted the window by 20ms steps. The 
length of the window was dependent on the corresponding frequency, and for theta (5-7Hz), 
alpha (8-13Hz), beta (14-30Hz), gamma (31-60Hz), and high frequency activity or high gamma 
(61-110Hz) bands was equal to 4, 6, 10, 20, 20 cycles of the corresponding center frequency. FC 
was averaged over the frequencies within the given canonical frequency band, resulting in a 
single time course of the functional connectivity dynamics for each electrode pair, measure, and 
frequency band. For AmpC dynamics, we used the absolute value of the envelope correlations as 
described above. Subsequently, for each coupling measure we z-scored the dynamic post-
stimulus time course of each electrode pair with respect to the 0.5s pre-stimulus baseline window 
to detect task-evoked FC changes. 
2.3.2 Spatial characterization of task-involvement 
To address the degree to which task-related changes in one coupling measure are accompanied 
by changes in the other measure within the same region pairs, we determined which connections 
(electrode pairs) showed stimulus-related change compared to pre-stimulus baseline in each 
measure. To this end, we imposed a Monte-Carlo permutation test (R=500) on the pre- and post-
stimulus intervals (500ms each in both datasets) for each electrode pair and each measure to 
determine whether there was a significant change in FC dynamics due to the stimulus (see 
illustration in the inset of Fig. 7; at a conservative threshold of q < 0.01 Benjamini-Hochberg 
FDR corrected for all electrode pairs of each subject). The interval of 500ms is long enough to 
provide a sufficient number of time points for the statistical test, and at the same time short 
enough to ensure that dynamic FC changes within each interval do not cancel each other out. We 
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compared the percentage of electrode pairs showing significant change in response to the 
stimulus in either or both FC modes (Fig. 7). For subsequent analyses of temporal dynamics, we 
retained electrode pairs showing a significant increase or decrease in at least one of the two 
measures. 
2.3.3 Temporal correlations of PhC and AmpC timecourses 
Once timecourses of both FC measures were normalized with respect to pre-stimulus baseline, 
we estimated Pearson correlation values between the 2.5s (1.5s for secondary data) post-stimulus 
time course of the two measures for all electrode pairs, resulting in a K×K matrix where K is the 
number of electrodes (Fig. 5C). To assess significance of these temporal correlations, we 
generated a null distribution of correlations from 500 surrogate datasets. To generate each 
surrogate dataset, we randomly permuted the phases of the two measures across frequencies in 
the frequency domain for all electrode pairs. Next, we estimated the Pearson correlation between 
the two permuted timecourses for each electrode pair. We extracted the percentage of electrode 
pairs with positively and negatively correlated dynamics of PhC and AmpC by comparing 
original correlation values with the null distribution (q < 0.05, Benjamini-Hochberg FDR-










CHAPTER 3: RESULTS 
In this study, we measured PhC (specifically PLV) and AmpC in ECoG data to assess both static 
and dynamic FC during a cue-based motor task. For each canonical frequency band, we 
generated static FC matrices for PhC and AmpC and assessed their spatial correlation. In terms 
of time-varying dynamics, we further quantified temporal correlations of PhC and AmpC 
timecourses over the course of stimulus processing. The correlations in the static framework 
address to what extent PhC and AmpC covary over space, while the correlations in the dynamic 
framework assess whether their timecourses are linearly dissociable. Additionally, we 
demonstrate independence of our findings from particular task demands using a second ECoG 
dataset during a verb generation task. 
3.1 Static framework 
In this section, we will assess whether the spatial organization of FC is similar across PhC and 
AmpC modes. As shown in Fig. 3, we estimated FC matrices of PhC and AmpC as consistency 
of phase lags over epochs or as Pearson correlations of the Hilbert amplitude, respectively, in the 
2.5s post-stimulus and the 2.5s pre-stimulus intervals. Then, we assessed task-evoked (i.e. 
baseline-adjusted) FC organization of both coupling modes.  
3.1.1 Spatial similarity of static FC organization across PhC and AmpC  
We extracted post-stimulus PhC and AmpC static FC matrices of all subjects over 5 canonical 
frequency bands (Fig. 6). Theta band connectivity matrices of the two measures are shown 
individually for 5 of the subjects in Fig. 6A, demonstrating similarity in the spatial organization 
of PhC and AmpC. For visualization purposes only, we further used a graph measure called 
“degree” to localize FC “hotspots” in brain space for PhC and AmpC (the right and left columns 
in Fig. 6A, respectively). Weighted degree of an electrode is defined as the average connectivity 
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strength for each electrode to all other electrodes (Rubinov and Sporns, 2010). FC degree maps 
show which areas of the brain are the high-degree hubs of the FC organization. FC hubs were 
located consistently across PhC and AmpC, but also highlighted some slight divergences 
between measures.  
To quantitatively compare PhC and AmpC static FC organization, we calculated spatial 
correlation between the two FC matrices of the post-stimulus interval (i.e. the matrices shown in 
Fig. 6A) in each frequency band. Fig. 6B shows the Pearson correlation values for all subjects 
and frequency bands (black line and dots). We found that the static FC organization in PhC and 
AmpC is highly correlated over space, especially in lower frequency bands (R=0.50 to 0.31 for 
theta to high gamma frequency bands, respectively). We tested the significance of the spatial 
cross-measure correlation against a null distribution of 1,000 surrogate datasets generated by 
randomly permuting the phases of matrices in the 2D Fourier space (dot clouds in Fig. 6B). The 
spatial correlation between PhC and AmpC was significant for all individual subjects and 
frequency bands, except for 3 out of 90 cases (q < 0.005 corrected for 90 (5 frequencies × 18 
subjects) multiple comparisons by Benjamini-Hochberg method). Further, a one-way ANOVA 
showed a significant effect of frequency on the cross-measure correlation (F(2.04, 34.76) = 17.58, p = 





Fig. 6 - Spatial correspondence between PhC and AmpC before (A & B) and after (C) regressing 
our distance dependencies - A) The matrices show static AmpC (left panel) and PhC (right 
panel) of 5 subjects (rows) for the theta band. For visualization purposes, corresponding FC 
degree maps rendered on a canonical reconstructed cortical surface in MNI space are located 
on the outer side of each panel (see main text for details). B) The black line depicts spatial 
correlation values between static PhC and AmpC of the post-stimulus period (mean over 
subjects). Equivalent spatial correlations are shown for the pre-stimulus interval as dashed gray 
line (mean over subjects). The orange line shows correlation values between task-evoked static 
PhC and AmpC, i.e. post-stimulus FC after subtraction of pre-stimulus FC. Circles/triangles 
show R values of all single subjects (Filled=significantly different from null distribution; 
Unfilled=non-significant). Scattered orange/gray dot clouds show correlation values of the null 
models for the post-stimulus and task-evoked cross-measure correlations, respectively. Spatial 
organization in the two FC modes was significantly correlated in all bands and for all individual 
subjects except for 3 cases (out of a total of 90 cases of subject and frequency bands), and this 
spatial correspondence was largely accounted for by spatial organization already present prior 
to stimulus onset. C) Corresponding values of the spatial correlations after regressing out 
electrode distance. Same major findings remain valid with the exception of slightly lower cross-
measure correlation values. 
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3.1.2 Contributions of baseline connectivity 
Prior ECoG literature (Kramer et al., 2011; Fox et al., 2018; Kucyi et al., 2018; Mostame et al., 
2019) suggests the existence of an intrinsic connectivity architecture, the organization of which 
is largely preserved independent of whether or not an external stimulus or cognitive demand is 
being processes. In the following, we use “intrinsic” to refer to a spatial FC organization that is 
reflective of a task-independent functional architecture and/or contains contributions from 
stimulus-independent sustained task-set maintenance (Dosenbach et al., 2006). To determine the 
extent to which the observed spatial relationship between PhC and AmpC post-stimulus FC 
matrices is driven by stimulus processing or an intrinsic organization, we assessed spatial 
correlation across PhC and AmpC FC matrices of the pre-stimulus interval for all frequency 
bands. Interestingly, substantial spatial correlation between the two coupling modes was detected 
similar to the findings in the post-stimulus interval (dashed gray line in Fig. 6B). This similarity 
across pre- and post-stimulus intervals implies that the significant cross-measure correlation was 
not generated solely by stimulus processing but rather is suggestive of an intrinsic FC 
organization.  
To further corroborate this observation, we investigated the cross-measure spatial similarity of 
task-evoked static FC derived by subtracting the pre-stimulus static FC matrices from 
corresponding post-stimulus static FC matrices. In other words, we removed the proportion of 
FC (separately for both PhC and AmpC) that was consistent across pre- and post-stimulus 
conditions. The cross-measure correlation values for task-evoked FC dropped substantially in 
comparison to the post-stimulus condition in all individual subjects (Fig. 6B; group-level t-test of 
dashed orange line vs. black line: ttheta,17 = 15.88 (p=6.21e-12), talpha,17 = 15.80  (p=6.80e-12), 
tbeta,17 = 13.13 (p=1.25e-10), tgamma,17 = 10.90 (p=2.14e-9), thigh gamma,17 = 11.08  (p=1.68e-9)). To 
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summarize, the substantially reduced cross-measure similarity in all frequencies and all single 
subjects (orange vs. black data) suggests that high spatial correlation between PhC and AmpC is 
generated by an intrinsic FC organization irrespective of presence or absence of trial-related 
cognitive processes. 
Note that because electrode distance can impact both PhC and AmpC, thereby inflating the 
spatial correlation between the two coupling modes, we replicated the results of Fig. 6B after 
regressing out distance dependencies from each FC measure (Fig. 6C). Although Fig. 6C shows 
slightly lower values for cross-measure correlations, major conclusions from Fig. 6B remained 
valid. FC in PhC and AmpC correlated in the range of R =0.39 to 0.19 for post-stimulus 
condition, gradually decreasing with increasing frequency. Again, these spatial correlations 
already existed during the pre-stimulus interval (Fig. 6C; gray line), indicating that the cross-
measure spatial similarity is not driven by task processing. When assessing the task-evoked 
cross-measure spatial correlation, a significant drop compared to the corresponding R values of 
post-stimulus intervals was detected (Fig. 6C; group-level t-test of dashed orange line vs. black 
line: ttheta,17 = 11.08 (p=1.69e-9), talpha,17 = 11.20  (p=1.43e-9), tbeta,17 = 7.35 (p=5.67e-7), tgamma,17 
= 6.63 (p=2.14e-6), thigh gamma,17 = 7.48  (p=4.51e-7)). This consistency indicates that the observed 
spatial similarity between PhC and AmpC is not driven entirely by distance dependencies and 
reflects an inherent property of FC in the brain. 
3.1.3 Contributions of volume conduction effects 
It is known that volume conduction is dependent on electrode distance (Rouse et al., 2016; 
Dubey and Ray, 2019; Rogers et al., 2019). Therefore, the persistence of effects after distance 
regression tentatively speaks against volume conduction driving the cross-measure similarities. 
We confirmed that volume conduction is not the primary source of the effects by demonstrating 
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significant spatial relationship between PhC and AmpC using two other FC measures, wPLI and 
ImC (supplementary data section 2). These measures suppress zero-lag connectivity, a common 
approach to exclude any potential contributions from volume conduction effects as leakage is 
assumed to propagate instantaneously (Palva and Palva, 2012). At the group level, we observed 
that cross-measure spatial correlations of all frequency bands were significantly greater than 
chance level (Supplementary data section 2).  At single-subject level, the spatial correlation 
exceeded the null model in all 18 (subjects) × 5 (frequency bands) comparisons with few 
exceptions (Supplementary Fig. 11). To summarize, the FC organization of PhC and AmpC 
comprises spatial similarity not trivially explained by spurious volume conductance effects. 
3.1.4 Static FC in an independent task 
In the secondary dataset (verb generation task with 6 subjects), we made equivalent observations 
regarding the spatial correlation of PhC and AmpC during pre- and post- stimulus intervals (1.5s 
each) as well as their spatially divergent task-evoked changes (i.e. post- minus pre-stimulus FC). 
During processing of the trial (language processing), we found significant spatial correlations of 
roughly comparable magnitude as in the primary dataset in all subjects and for all frequency 
bands (Fig. 8A left side; black line, R = 0.52 to 0.38). The spatial correlation between PhC and 
AmpC was significant for all individual subjects and frequency bands (q < 0.005 corrected for 30 
(5 frequencies × 6 subjects) multiple comparisons by Benjamini-Hochberg method). Again, these 
spatial correlations already existed during the pre-stimulus interval (Fig. 8A left side; gray line), 
indicating that the cross-measure spatial similarity is not driven by task processing. When 
assessing the spatial correlation between static task-evoked PhC and AmpC changes, a 
significant drop compared to the corresponding R values of post-stimulus intervals was detected 
in all individual subjects (Fig. 8A left side; orange vs. black data points). Further, these 
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observations largely persisted after removing the impact of distance from both measures (Fig. 8A 
right side). Confirmation of findings in the verb generation task establishes independence of the 
cross-measure spatial similarity and its intrinsic nature from particular task demands.  
To summarize results of section 3.1, the spatial organization of PhC and AmpC is strongly 
correlated, especially for lower frequencies, and this correlation dissipates almost fully after 
subtraction of pre-stimulus coupling. The latter observation supports the view that the spatial 
correlation across the two connectivity measures is largely driven by an intrinsically maintained 
FC organization present in both measures, especially in lower frequency bands. The low spatial 
correlation between uniquely task-evoked (i.e. baseline-corrected) FC organization across the 
two coupling modes implies that PhC and AmpC do not increase/decrease together from baseline 
in a manner that is consistent across connections, at least when assessed in a static fashion over 
the 2.5s (1.5s for secondary data) post-stimulus period. This observation encouraged us to 
investigate the linear temporal relationship of task-evoked FC changes, or dynamics, over the 
course of stimulus processing.  
3.2 Dynamic framework 
In the following, we assess whether time-varying changes in one FC measure co-occurred with 
changes in the other measure during stimulus processing. For each electrode pair, using sliding 
windows, the timecourses of PhC and AmpC were calculated as phase lag consistency over trials 
or as Pearson correlations of the Hilbert amplitude, respectively. Timecourses of both measures 
were normalized to the corresponding 0.5s pre-stimulus baseline. The sliding window and 
baseline-normalization mirror typical cognitive neuroscience approaches (Sederberg et al., 2003; 
Hanslmayr et al., 2007; Schölvinck et al., 2013). Note that co-fluctuation in PhC and AmpC in a 
given connection over time does not determine the presence or the sign of static connectivity in 
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either FC measure at that connection. Consequently, the dynamic framework is independent of 
the arrangement of static FC over connections and the cross-measure spatial correlation of this 
arrangement reported in the static framework, especially if the cross-measure co-dynamics varies 
over connections.  
3.2.1 Spatial characterization of task-involvement 
Here, we sought to assess whether PhC and AmpC changes linked to trial-related processes co-
occur across the same region pairs. To determine which electrode pairs show increase/decrease 
in PhC (respectively AmpC) during stimulus processing, we tested the difference between 
dynamic FC averaged over 500ms pre- and post-stimulus intervals for each electrode pair 
(pooled t-test, Benjamini-Hochberg FDR-corrected for all electrode pairs for each subject, q < 
0.01). Fig. 7 depicts the number of electrode pairs showing different logical combinations of 
significant changes in PhC and AmpC relative to pre-stimulus baseline: I) PhC II) AmpC III) 




Fig. 7 - Proportion of electrode pairs showing significant FC changes due to task in 5 logical 
combinations of PhC and AmpC – Changes detected in I) PhC, II) AmpC, III) both of the 
measures (AND), IV) exclusively one of the measures (XOR), and V) at least one of the measures 
(OR), over all frequency bands. Dots show single subject percentages while bars show average 
of the percentages over subjects. Black horizontal lines represent mean over frequencies for each 
combination. While a relatively large number of electrode pairs showed task-related FC change 
in at least one coupling mode (combination V), only a small proportion of electrodes did so in 
both coupling modes concurrently (combination III), suggesting that the temporal dynamics of 
the two coupling modes diverge during task processing. 
We observed a qualitative difference between mean number of connections in combinations I 
and II pooled over all frequencies and subjects. This result may imply that PhC is more strongly 
involved in task processing (i.e. task-evoked FC changes from baseline), suggesting that task-
evoked FC employs phase-based connectivity more extensively than amplitude-based 
connectivity (note however that we cannot exclude a contribution from potentially different 
signal to noise ratios of PhC and AmpC). Combination III shows that only about 15% of 
electrode pairs exhibit significant FC changes due to task in both coupling modes, implying that 
the two modes are not identical to each other. The high values in combination IV show that a 
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large percentage of electrode pairs diverge in task-evoked FC changes such that change in one 
coupling mode is not accompanied by the other. From these observations, it can be inferred that 
PhC and AmpC provide spatially divergent and thus dissociable coupling modes in terms of task-
related time-varying FC. This observation motivates to directly investigate the degree to which 
time-varying PhC and AmpC dynamics co-evolve over the course of stimulus processing, i.e. 
whether or not their timecourses exhibit linear temporal dependencies.  
3.2.2 Temporal correlations of FC dynamics 
To quantify the degree to which the dynamic timecourses of PhC and AmpC co-vary with each 
other, we estimated Pearson correlation between the two modes for every electrode pair 
(restricted to electrode pairs exhibiting significant FC change due to the stimulus in at least one 
of the two measures (Fig. 7. combination V separately for each frequency band)). We assessed 
the statistical significance of this co-variation for each electrode pair against a null model that 
phase-randomized the two FC timecourses (see Fig. 5; q < 0.05, Benjamini-Hochberg FDR-
corrected). We quantified the percentage of positively correlated, anticorrelated, and 
uncorrelated dynamics over all electrode pairs for all frequency bands (Table 1; averaged over 
subjects). Surprisingly, we observed that task-evoked dynamics of PhC and AmpC are largely 
uncorrelated over time for all frequency bands (i.e. statistically indistinguishable from null). PhC 
and AmpC task-evoked time-varying FC were temporally uncorrelated in ~99% of the electrode 
pairs (percentage averaged over subjects and across all bands). The small proportion of 
remaining electrode pairs showed either positively or negatively correlated time-varying FC 
across the two coupling modes. Moreover, the temporal correlations between PhC and AmpC 
time-varying FC across all electrode pairs had a symmetric histogram centered around zero 
similarly to the null histogram, indicating that PhC and AmpC dynamics are not linearly 
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correlated in either positive or negative directions in a systematic way (Single subject sample 
shown in Fig. 10).  
Table 1 – Percentage of electrode pairs showing anti-correlated, uncorrelated, and positively 
correlated PhC and AmpC time-varying FC in the epoched data (sub-columns).  First row shows 
the results of the primary dataset while the second row shows corresponding results of the 
secondary dataset. Each column corresponds to one frequency band. Values show the 
percentage averaged across all subjects (±SD). The vast majority of electrode pairs show no 
linear correlation between PhC and AmpC time-varying dynamics in any frequency band. 












































































































































To ensure that the low temporal association between PhC and AmpC dynamics is not driven by 
inadequately short window length (post-stimulus interval of 2.5s) or limited number of data 
points, we additionally tested the linear temporal correspondence of PhC and AmpC in the 
continuous data (analysis details provided in supplementary materials). For each electrode pair 
and frequency band, we extracted PhC and AmpC timecourses from the continuous data and 
estimated temporal correlation between them within a window sliding over time (Fig. 9; The 
window length was determined in a data driven fashion with an average length of ~=58s across 
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subjects and frequency bands). Applying the same procedure as was used for the epoched data 
(see Fig. 5), we tested the significance of the temporal correlations between PhC and AmpC for 
each electrode pair within each time window. Results are shown for the continuous data in Table 
2. We found that ~99% of all correlation values across all electrode pairs and time windows did 
not exceed chance level. Similar to the epoched data, the temporal correlation values were 
distributed symmetrically around zero, indicating the absence of any systematic linear 
dependence between PhC and AmpC temporal dynamics (Fig. 10). In line with the findings from 
the epoched data, it can be concluded that PhC and AmpC time-varying dynamics are 
distinguishable from each other. 
3.2.3 Temporally resolved FC in the secondary dataset 
In the secondary dataset, we made equivalent observations regarding the percentage of electrode 
pairs with significant change due to task execution (Fig. 8B). Similar to the primary dataset, trial-
related FC changes converged over PhC and AmpC only on ~15% of electrode pairs indicating 
the dissociability of the two coupling modes (Contrast III). Moreover, contrast IV implies that 
around 46% of electrode pairs show diverging PhC and AmpC task-related time-varying FC. 
Altogether, these observations support the conclusion that task-related spatial reorganization of 
time-varying PhC and AmpC largely diverge.  
Paralleling analyses of the primary dataset, we further assessed the temporal correlation of PhC 
and AmpC timecourses (see section 2.3.1 & 2.3.2). Again, the vast majority of electrode pairs 
(~98%) showed temporal independence of PhC and AmpC dynamics in all frequency bands in 
both the active trial periods (Table 1) and the continuous data (Table 2). This outcome further 




Table 2 – Same as Table. 1 but for continuous data (see supplementary materials for analysis 
details). The vast majority of electrode pairs show uncorrelated PhC and AmpC time-varying 
dynamics in both primary and secondary datasets. 







































































































































To summarize results of section 3.2, PhC and AmpC exhibit distinct task-related time-varying 
FC changes across electrode pairs. This divergence is due to largely independent temporal 
dynamics of the two coupling modes over the course of time. These findings imply that PhC and 





Fig. 8 – Findings of Fig. 6 & 7 extended to a second ECoG dataset of 6 subjects performing a 
verb generation task - A) Spatial correlation between PhC and AmpC in the secondary dataset 
before (left panel) and after (right panel) regressing out distance dependencies. Visualization 
and color code are equivalent to Fig. 6B-C. Significant difference of PhC-to-AmpC spatial 
correlation between the post-stimulus and task-evoked conditions (black vs. orange) confirms 
that the observed spatial correspondence of PhC and AmpC is due to an intrinsic spatial 
organization (cf. Fig. 6). B) Percentage of electrode pairs showing significant change in their 
FC dynamics due to language processing in the secondary dataset shown for all frequency 
bands. Results are shown for five logical contrasts in an arrangement equivalent to Fig. 7. Task-
evoked temporally resolved PhC and AmpC occur in largely divergent electrode pairs, 
confirming findings of the primary dataset (cf. Fig. 7). 
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CHAPTER 4: DISCUSSION 
Functional connectivity in neurophysiological signals has been estimated in the literature using 
measures of two biologically different coupling modes: synchronization of rhythmic activity 
cycles (PhC), and synchronization of activation amplitude (AmpC). This fundamental difference 
between PhC and AmpC measures may result in crucially different observations. Nevertheless, 
previous studies have commonly investigated one or the other type of FC mode without full 
knowledge of their relationship. Here, we assessed the correspondence and differences across 
PhC and AmpC by investigating their spatial (static FC analyses) and temporal (dynamic FC 
analyses) organization. Here, we report a strong and intrinsically maintained spatial relationship 
across PhC and AmpC. We further show that additional FC modulation during motor and 
language process spatially and temporally diverge across PhC and AmpC. The findings highlight 
both the close association and the dissociability of the two coupling modes.  
In the static framework, we found significant spatial correlation across the topography of PhC 
and AmpC during stimulus processing in all frequency bands (R=0.50 to 0.31). Recent 
simulation work suggests the intriguing possibility that PhC and AmpC may both be functions of 
lagged coherence for Gaussian distributed data (Nolte et al., 2019), which could explain the 
spatial similarity observed in our study. On the other hand, rare behavioral studies that 
investigate both PhC and AmpC in the same task context conclude that the two distinct coupling 
modes are involved in different cortical computations (Helfrich et al., 2016). This observation 
speaks against the two modes being reflective of the same underlying connectivity. Supporting 
this latter view, the almost complete temporal independence across PhC and AmpC timecourses 




Interestingly, the spatial correlation between PhC and AmpC vanished almost entirely when 
accounting for FC present prior to stimulus onset. This observation suggests that both measures 
capture a connectivity organization that is intrinsically present independent of external 
stimulation (convergence of PhC and AmpC). As shown in Fig. 6B, the correlation between the 
spatial organization of PhC and AmpC stemmed from a portion of FC organization consistent 
over pre- and post-stimulus periods. What constitutes this consistent FC portion? One possibility 
is contributions from continuous and intrinsically driven maintenance of task-set (Dosenbach et 
al., 2006), comprising sustained attentional and preparatory processes, and the maintenance of 
task rules and stimuli. 
Another and in our view more probable explanation is a task-independent ongoing FC 
organization spanning mental states. Over the past decade, numerous fMRI studies have shown 
that the spatial organization of FC remains largely intact in the presence of stimulation or 
cognitive challenges when compared to task-free resting state (Cole et al., 2014; Krienen et al., 
2014; Gratton et al., 2018). Recent surface EEG/MEG and intracranial EEG studies have 
demonstrated the presentence of a similar FC organization in neurophysiological PhC or AmpC 
at least during task-free resting state (Brookes et al., 2011; Sockeel et al., 2016; Kucyi et al., 
2018). This observation suggests that there exists a task-independent intrinsic “cognitive 
architecture” (Petersen and Sporns, 2015) persisting over different mental states. Therefore, the 
high spatial correlation between PhC and AmpC could reflect the presence of this architecture in 
both FC modes. Note that this intrinsic architecture might be partially reflecting the structural 
connectivity that is beyond the scope of this study (Finger et al., 2016; Wirsich et al., 2017). 
Importantly, beyond the persistent intrinsic FC organization, additional PhC and AmpC changes 
unfold during the active trial that spatially and temporally diverge between the two coupling 
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modes. As described above, the PhC-AmpC spatial correspondence did not further increase from 
its pre-stimulus level during the active trial. This finding indicates that trial-related PhC and 
AmpC changes occur in a spatially independent manner. We further solidified this observation 
by assessing whether the same electrode pairs showed trial-related FC changes in PhC and 
AmpC. We found that ~60% of connections showed FC change in PhC or AmpC compared to 
pre-stimulus baseline, but only ~15% showed changes in both modes (average over frequencies 
and subjects). These observations point to spatial divergence of trial-related FC changes across 
AmpC and PhC. This conclusion is in line with the proposal that the two coupling modes fulfil 
dissociable functions in the service of tasks (Engel et al., 2013). 
In a second step, we asked whether dynamic trial-related FC changes of PhC and AmpC linearly 
co-evolve over the course of the trial. We found that the timecourses of PhC and AmpC are 
largely linearly independent of each other (from gamma through theta bands, we found only ~2% 
of electrode pairs with a temporal relationship higher than the null model). To ensure that the 
temporal independence between PhC and AmpC did not stem from the limited trial interval, we 
confirmed the null result in continuous data encompassing both trials and the inter-trial intervals. 
Although future studies are needed to assess whether there may exist non-linear or time-lagged 
temporal associations between PhC and AmpC (similarly to what has been shown for phase lag 
and AmpC (Womelsdorf et al., 2007)), our observations indicate the almost complete absence of 
a linear temporal relationship. This temporal divergence further corroborates the observation that 
PhC and AmpC represent two dissociable FC modes for encoding task-related information. 
Our findings were confirmed in a second task (6 subjects). Importantly, the extension to a 
cognitively demanding task supports the independence of the outcomes from the 
cognitive/behavioral domain (motor versus language task). To ensure that our observations were 
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not largely driven by volume conduction effects, we further replicated them based on ImC and 
wPLI measures of PhC which suppress zero-lag connectivity (Nolte et al., 2004; Vinck et al., 
2011). For both alternative measures, we confirmed 1) the significant PhC-to-AmpC spatial 
similarity during the post-stimulus period, and 2) the significant reduction of this similarity from 
post-stimulus to task-evoked conditions. These replications with wPLI and ImC measures speak 
against volume conduction effects as the primary source of the cross-measure correlation. 
However, the effect diminished in magnitude compared to the initial PLV-based results, 
especially in lower frequency bands. This drop in R values is likely due to the underestimation of 
FC resulting from suppression of real zero-lag connectivity (Bastos and Schoffelen, 2016). 
Converging evidence from both human scalp EEG (Rodriguez et al., 1999) and intracranial 
animal electrophysiology (e.g., Gray et al. 1989; Roelfsema et al. 1997), structure-function 
comparisons (e.g., Finger et al. 2016), and simulation studies (Viriyopase et al., 2012) indeed 
supports the existence and mechanistic relevance of veridic zero-lag long-range FC. The 
conservative suppression of the latter thus likely reduced but did not abolish the spatial 
correspondence between PhC and AmpC. Altogether, we conclude that our findings are largely 
generalizable across different cognitive tasks, FC measures, and individual brains. 
Limitations 
ECoG provides superb signal-to-noise ratio and spatial resolution compared to non-invasive 
scalp recordings. However, these unparalleled qualities come at the cost of incomplete spatial 
coverage. In this study, we used ECoG signals of total 20 subjects with electrode grids mainly 
covering fronto-temporal brain regions. Thus, all observations are limited to connections among 
the covered areas. Due to this spatial limitation we could not assess the correspondence of our 
findings, especially the intrinsically present FC organization, to the well-known neurocognitive 
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connectivity networks (default mode network, dorsal attention network etc.). Future studies may 
be able to address this limitation by integrating ECoG with surface EEG/MEG literature, or 
using ECoG signals from non-human primates with more comprehensive coverage (Hindriks et 
al., 2018). Importantly, comparable results across individuals with differing electrode coverage 
supports the general nature of the observations irrespective of the specific brain regions covered. 
Another limitation stems from the necessity of using the absolute value of AmpC in order to 
make the range of this measure comparable to that of PhC. Consequently, we could only 
compare PhC with strength of AmpC rather than with the sign of AmpC. Therefore, our 
approach cannot answer how negatively correlated versus positively correlated signal envelopes 
may distinctly relate to PhC.  
Finally, we note that there are other important coupling modes that bridge across frequencies and 
are beyond the scope of the current investigations (Canolty et al., 2010; Palva and Palva, 2018). 
As a prominent example, in cross-frequency phase-amplitude coupling the phase of a relatively 
slow oscillation (e.g. theta or alpha) is tied to the amplitude of a faster rhythm (e.g. gamma). 
Phase-amplitude coupling is particularly functionally important for modulatory influences (via 
phase cycle) onto lower-order brain processes (represented by high-frequency amplitude 
fluctuations) (Szczepanski et al., 2014), and for separating spatially distributed networks that 
work in parallel (Meij et al., 2012). Coupling of phase and amplitude can occur within the same 
brain region (e.g. R. T. Canolty et al. 2006; Szczepanski et al. 2014). Alternatively, the 
amplitude of a rhythm in one region can be coupled to the phase of another frequency in another 
region (e.g. Ryan T. Canolty et al. 2010; Meij, Kahana, and Maris 2012). In the latter case, 
phase-amplitude coupling provides a separate means of FC beyond PhC and AmpC. In the 
former case, if phase-amplitude coupling occurs in different brain regions at a similar cycle of 
37 
 
the phase-providing frequency (i.e. concurrently expressing PhC), it could provide a mechanistic 
explanation for the spatial similarity that we report between static PhC and AmpC in the current 
study. These intriguing scenarios call for future investigations into a potential link between 
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CHAPTER 5: CONCLUSION 
Neural connectivity may be achieved by two theoretically distinct coupling modes, one involving 
the timing of rhythmic neural firing (PhC) and the other the number of neurons firing in a given 
rhythm (AmpC). This conceptual proposal (Engel et al., 2013; Schölvinck et al., 2013) calls for 
quantitative empirical comparison of the two FC modes in terms of their spatial and temporal 
relationship. Using the superb spatial resolution and signal-to-noise ratio of ECoG data, our 
findings show that the brain indeed implements FC using both coupling modes. On the one hand, 
PhC and AmpC are intrinsically organized in a highly similar spatial pattern that is unmodulated 
by externally evoked neural processes. On the other hand, spatial organization and temporal 
evolution of trial-evoked PhC and AmpC do not converge. We conclude that the brain may 
employ the two coupling modes in a distinct manner to meet task demands. PhC and AmpC thus 
provide the basis for parallel and independent neural “conversations”. These findings help to 
integrate the disconnected electrophysiology literature using measures of PhC versus AmpC and 
lead to two major implications. Firstly, PhC and AmpC analyses of future task-based studies may 
need to account for the existence of an intrinsic spatial FC organization that persists throughout 
baseline and stimulus periods. Secondly, the observations suggest that neurophysiological FC 
studies will be most informative if they investigate both PhC and AmpC, as the two measures 
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APPENDIX A: SUPPLEMENTARY MATERIALS 
A.1   Analysis of the continuous data 
To verify that the large proportion of electrode pairs with uncorrelated time-varying PhC and 
AmpC (Table. 1) was not driven by the short post-stimulus interval and/or the limited number of 
time samples of the epoched data, we additionally investigated the continuous data. We extracted 
time-varying PhC and AmpC from the continuous data without splitting it into epochs. For each 
electrode pair, we used sliding time windows similar to what was performed on epoched data 
(c.f. section 2.3 of the main text).  
In the absence of epoched trials, we could not measure PhC as the consistency of the phase lags 
over trials. Instead, we alternatively quantified PhC as consistency of phase lags over several 
consecutive oscillatory cycles rather than epochs. This alternative measure has been previously 
shown to be practical in the resting state literature using continuous timecourses (Sadaghiani et 
al., 2012, 2019): 
 
Where f is frequency,  is the difference between instantaneous phases of the two signals, i is 
the index of time sample, and N is the number of samples within a time window. The sliding 
window shifting parameter was set to 1s. Following procedures in prior literature (Sadaghiani et 
al., 2012), the window length was set to 10 seconds, corresponding to 75, 100, 200, 400, and 800 
number of oscillatory cycles in the center frequency of theta, alpha, beta, gamma, and high 
gamma bands, respectively. AmpC was calculated within the same 10s sliding window using the 
exact same measure of AmpC that we used for the epoched data. 
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Once time-varying PhC and AmpC were computed, another sliding window was used to assess 
temporal correlation between PhC and AmpC dynamics across the whole time course. It has 
been shown that window length in the sliding window approach can have considerable effects on 
its outcomes (Preti et al., 2017). Thus, in order to find the optimum window length for assessing 
temporal correlation of PhC and AmpC, we investigated their Power Spectral Density (PSD). For 
PhC and AmpC, we extracted the PSD of all electrode pairs as shown in Fig. 9. Then, we 
identified the frequency associated with the peak of each of the PSD curves (narrow vertical 
black lines). Next, we selected the median of all peaks for PhC and AmpC as representative 
frequency for that measure (thick vertical dashed lines). Finally, between the two representative 
frequencies of PhC and AmpC, we selected the smaller one. This choice results in the larger time 
window (~=58s averaged over subjects and frequency bands) and assures that we can detect at 




Fig.  9 – Power Spectral Density (PSD) of PhC (top) and AmpC (bottom) across all electrode 
pairs for a single subject and frequency band shown as an example. Horizontal axis shows 
frequency divided by the sampling frequency. Note that frequency goes up to 0.5, which is half of 
the sampling rate of the dynamic assessment of the FC. Narrow black lines show frequencies 
associated with the peak of the curves, and thick dashed black line shows the median among all 
the narrow black lines. Between the two dashed black lines, the one closer to zero corresponds to 
the time window that was used to assess temporal correlation between PhC and AmpC. The 
optimum time window was estimated individually for each subject and frequency band. 
Using the ensuing window length, temporal correlation between PhC and AmpC dynamics was 
estimated across time and electrode pairs. To test the significance of these correlation values, we 
used the same null model approach as for the epoched data. Specifically, we generated 500 
surrogate data by phase-permuting the PhC and AmpC dynamics and compared the real 
correlation values with their corresponding null distribution (q<0.05; Benjamini-Hochberg FDR-
corrected for all electrode pairs and time windows).  
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Proportion of negatively correlated, uncorrelated, and positively correlated PhC and AmpC 
dynamics across all electrode pairs and time windows are reported on Table. 2 in the main text. 
Similar to the results from epoched data (Table. 1), large proportions of the data showed 
uncorrelated PhC and AmpC temporal dynamics. As an example, histograms of temporal 
correlation values between PhC and AmpC dynamics of all frequency bands are shown for a 
single subject in Fig. 10 (bottom row; top row shows corresponding results of epoched data). The 
zero-centered and largely symmetrical histograms indicate that the two coupling modes are 
temporally distinguishable, although their spatial organization is highly similar due to the 
presence of an intrinsic architecture. 
 
Fig. 10 – Histogram of temporal correlation values between PhC and AmpC time-varying 
connectivity of a single subject across all electrode pairs. The first row corresponds to the 
epoched data and the second row to continuous data. Each column shows the histogram of a 
specific frequency band as labeled. In each subplot, horizontal axis shows the temporal 
correlation value. Note that the observed discrepancies between histograms of the two rows are 
due to unavoidable methodological differences (first and foremost window length) used for the 
epoched and continuous data. Methodological differences notwithstanding, all histograms in 
both epoched and continuous data are zero-centered and symmetric, indicating the absence of a 
systematic correlation between time-varying PhC and AmpC. 
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A.2   Replication with alternative FC measures 
Despite minimal volume conductance effects in ECoG surface recordings (Rouse et al., 2016; 
Dubey and Ray, 2019; Rogers et al., 2019), we wanted to assure that our findings are not largely 
produced by presence of source leakage in both FC measures. To this end, we remove potential 
volume conduction effects from one of the FC measures (PhC) to avoid any spurious cross-
measure spatial similarities generated by shared artifacts between the measures. We applied 
weighted phase lag index (wPLI; Vinck et al., 2011) and imaginary part of coherency (ImC; 
Nolte et al., 2004) as implemented in FieldTrip (http://www.fieldtriptoolbox.org) to estimate 
PhC. Note that the primary dataset was used for this purpose due to higher number of subjects 
(N=18).  
For both alternative measures, we replicated major findings of results section 3.1 of the main text 
as shown in Fig. 11. For ImC and wPLI, we confirmed that PhC and AmpC are spatially 
correlated during the post-stimulus period. Specifically at the group level, spatial correlations 
exceeded chance level in all frequency bands for both measures (wPLI: p< 5e-5 for t-tests in all 
frequency bands; Similarly for ImC: p<5e-4 in all frequencies). At the single-subject level, the 
spatial correlation exceeded the individual null model in the majority of 18 (subjects) × 5 
(frequency bands) comparisons with few exceptions. For wPLI measure 18, 14, 16, 15, and 16 
subjects showed the significant effect from theta to high gamma. Corresponding results for ImC 
are as follows: 13, 14, 16, 13, and 15 subjects out of 18. The few exceptions and the observed 
reduction of effect size in comparison to PLV-based results (Fig. 6 & 8A) are likely caused by 
underestimation of PhC due to suppression of zero-lag connectivity that includes real zero-
lagged phase-coupled interactions (see discussion section). Altogether, the observations suggest 
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that PhC and AmpC are spatially tied to each other during the post-stimulus period irrespective 
of potential volume conduction. 
 
Fig. 11 – Spatial correlation between PhC and AmpC coupling modes during post-stimulus 
condition using two different measures that suppress zero-lag connections (wPLI and ImC). Y-
axis shows spatial correlation and x-axis shows frequency bands as indicated. Blue circles show 
subjects’ individual R values between wPLI and AmpC (filled: significant; unfilled: 
insignificant). Red squares show corresponding R values between ImC and AmpC. Light blue (or 
red) dot clouds show surrogate R values derived from wPLI (or ImC), pooled over all subjects. 
Solid blue line represents grand average R values extracted from wPLI, while dashed red line 
depicts corresponding result based on ImC measure of PhC. The large number of significant 
individual R values across all frequencies and the convergence of effects over two different PhC 
measure that suppressing zero-lag connections suggest that the spatial similarity of PhC and 
AmpC is not fully explained by volume conduction.  
Further, we confirmed findings of results section 3.1.2 of the main text after exclusion of 
possible volume conduction effects using wPLI and ImC measures. For both measures and all 
frequency bands (with exception of theta for ImC), we found the reduction of PhC-to-AmpC 
spatial similarity between post-stimulus compared to task-evoked conditions to be significant 
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(Benjamini-Hochberg FDR-corrected). For wPLI measure, the group-level t-values (and the 
corresponding p-values) from theta to high gamma were: ttheta,17= 4.69 (p=1.04e-4), talpha,17= 4.65 
(p=1.13e-4), tbeta,17= 10.34 (p=4.73e-09), tgamma,17= 9.10 (p=3.02e-08), thigh gamma,17= 8.99 
(p=3.57e-08). Corresponding values for ImC were as follows: ttheta,17= 1.36 (p=0.096), 
talpha,17=2.20 (p=0.021), tbeta,17= 7.97 (p=1.92e-07), tgamma,17= 5.52 (p=1.87e-05), thigh gamma,17= 
6.08 (p=6.09e-06). This observation supports the conclusion that PhC and AmpC spatial 
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