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Abstract-A general fuzzy linear model for fuzzy regression analysis was first formulated. Based 
on both this general model and a fuzzy difference ranking method [1,2], approaches for fuzzy least 
squares regression and fuzzy least absolute value deviations regression were proposed. The former 
approach resulted in a nonlinear programming problem while the latter resulted linear. Numerical 
examples were solved by using the absolute deviations approach to illustrate the problems of con- 
flicting trends and ways to at least partially overcome these problems. Furthermore, these examples 
showed that the absolute deviations formulation forms an effective computational tool. 
Keywords--Fuzzy least-squares, Fuzzy least absolute deviations regression, Fuzzy linear regres- 
sion. 
INTRODUCTION 
Fuzzy regression analysis has been shown to be more flexible and rigorous than the traditional 
(nonfuzzy) approach. This is both due to the fuzziness assumption and due to the fact that in 
fuzzy regression analysis we must deal with two trends: the trend of the centers or the modal 
values and the trend of the spreads. The latter trend not only takes care of the fuzziness, but it 
also takes care of any uncertainty in the structure or complexity of the system. 
After establishing a linear programming model for the least absolute value deviations regres- 
sion, the interaction of the two trends was investigated by the use of actual examples. These 
interactions appear to be complicated. This is especially true when the two trends are not consis- 
tent. An approach which was proposed earlier [3] was shown to be an effective tool for overcoming 
some of the difficulties due to this interaction. 
GENERAL FUZZY LINEAR MODEL 
Let us consider the function f(X, A) which is a mapping from X into Y with the elements 
of X denoted by xi (i = 1,. . . , IV), which represents the independent or input variables of the 
system. The dependent or output variables are denoted as Yi in Y. A = (Ao, Al, . . . , A,) are 
the system parameters or regression coefficients. If Ai (j = 1, . . . , n) are given as fuzzy sets, the 
model f(X, A) is called a fuzzy model. The general fuzzy linear model (GFLM) has the form: 
~=Ao(+)Al(x)zil(+)Az(x)zjz(+) ... (+)AE(x)zti{+}qr (I) 
where Yi is the actual fuzzy or nonfuzzy output and si is an observational error. Instead of being 
solely regarded as a random error with zero mean, .si may be considered to be a fuzzy error due 
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to the fuzzy structure of the system. It also may be a hybrid error which contains both fuzzy 
and random errors. (+) and (x) represent fuzzy addition and fuzzy multiplication, respectively, 
of fuzzy data. {+} is an operator to be defined later. 
The fuzzy parameters Ai in (1) may be defined as L-R fuzzy numbers [4] with the following 
membership functions: 
PAj caj> = 
aj I "j, ci > 0, 
- 7 aj 2 "j, CjR > 0, 
(2) 
where L and R denote the left and right reference functions, respectively, of the membership 
function Ai and these functions satisfy: 
(i) L(u) = L(-u), 
(ii) L(O) = 1, and 
(iii) L is continuous strictly decreasing on u E [0, +oo). 
Aj can also be represented as Ai = (ah c$, $)m, with aj as the center (or mode) of the fuzzy - 
number and & c? as the left and right &eis, respectively, of Ai. 
&’ -1 
Obviously, the-functions L and R can be defined differently under different situations. In 
particular, L or R may be defined as L(u) = msx(0, 1 - I/-L]“), p 2 0. Thus, 
[ l-(y)‘, Ct>(aj-aj)>O, CjL>O, 
PAj (%I = 
Cf 2 (aj - O!j) 2 0, CjR > 0, 
otherwise. 
(3) 
If p = 1, equation (3) represents a triangular fuzzy number. If p = 2, a quadratic fuzzy number 
resulted. Moreover, if c$- = C$ = cc the functions L and R are equivalent, then equation (3) 
represents a symmetric Triangzlar or a symmetric quadratic fuzzy number. A symmetric L-R 
type fuzzy parameter is written as Aj = (akcj)~, which is a special case of the L-R fuzzy - 
number. 
Let Yl denote the estimated output with the function: 
YT =Ao(+)Al(~)z~l(+)A2(~)~~2(+) . ..(+)A&++. (4) 
Ifzgfori=l,..., Nandj=l,..., n are crisp numbers, then by Zadeh’s extension principle, 
the membership function of Yi* can be represented by: 
(5) 
An alternative way to obtain the membership function for Yl is by using fuzzy arithmetics for 
L-R fuzzy numbers. Assume that x3 2 0 for i = 1,. . . , N and j = 1,. . . , n; then the estimated 
output of the GFLM (4) with the L-R type fuzzy number parameters can be shown to be: 
( 11 
n n 
= a0 + CajGjr 
g1 -- 
&+Cf&! cf+C$xy . 
2=1 = i=l = 
1 LR 
(6) 
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If the fuzzy parameters are symmetric L-R fuzzy numbers, we have: 
s*= ao+~ajz”l,ca+-&j ( ) , i= l,...,n, f=l -- i=l / L 
which is a special case of (6). 
Moreover, (6) can be rewritten in a more concise manner as 
Y; = ( &Xi, (&)” xi, (S)” X1)& i=l ,.‘., N, 
where 
~=(%,~l,...,+Jt, CL= cg,& ( L t ~,...,~ 7 > 
CR= c&c& ( Rt ..,s 3 > xi= (1,~jl,...,G& 
From (8), the membership function of Yi* can be expressed as: 
PY;(Y) = 
L(";yxi), ysatxi, (CL)tXi>O, 
R(y;;;~x,). y2atxi, (c~)~x~>O. 
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(7) 
(8) 
(9) 
For the case of L(u) = max(O, 1 - jul’), p = 1,2, and similarly for R(v), the membership 
function of Yi* becomes: 
CLYL (Y) = I 
l- (ff;>;yxi)p, (CL)” xi 2 (dXi - y) > 0, (CL)” xi > 0, 
l- (yinq:xYXi)p, (CR)t Xi 2 (y - (r"Xi) > 0, (CR)" Xi > 0, 
(10) 
t 0, otherwise. 
The membership function of Yi* for symmetric L-R type fuzzy parameters is a special case 
of (9) or (10) with 
(cL)t xi = (C”)t xi = ctxi, where c = (cs,ci, . . . , c,Jt. (11) 
FUZZY LEAST-SQUARES FITTING 
Consider the GFLM in equation (1); the deviations sf between the actual output Yi and the 
estimated output Yi* is also fuzzy. 
Yi = Y; {+}E~ and Ei = Yi{-}Y,*, (12) 
where ei represents the fuzzy error of the observations. It is a fuzzy deviation that indicates the 
fuzzy distance or fuzzy separation between Yc and Yc To find the least-squares solution of this 
problem, this fuzzy error must be minimized: 
mince,2 =&x{-)y,‘)2, (13) 
i=l i=l 
where N is the number of data points. 
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If the concept of fuzzy separation or fuzzy closeness between fuzzy sets is used, methods such 
as the weak equality, e-equalities [4], measures of fuzzy closeness [5], and fuzzy ranking index 
functions such as Chang, Chen, Yager Fl, etc., (see the review papers [6,7]) may be employed. 
On the other hand, if the approach of fuzzy distance is used, methods that measure the differences 
of fuzzy quantities may be appropriate. 
If the approach of fuzzy distance is used in (13), the operator {-} can be replaced by (-), or, 
the subtraction of fuzzy numbers. In this paper, one of the fuzzy distance approaches, namely, 
the method of “overall existence ranking index (OEM),” was used. 
The OEFU is a fuzzy ranking function which can provide a comparable scale for the preference 
ratings of normal or nonnormal fuzzy sets or fuzzy numbers and defines the index of a fuzzy 
set Ai as [1,2]: 
with 
{cLAf(w)} = { ej 1 pAj (aj) = w} . (15) 
If We let o!(W) = sup{U.j 1 pAi = w}, and a;(w) = inf{uj 1 p,$ (uj) = w}, then the function - 
is defined as 
9j ({Pit(W)}) =W(W) x [Xl(w)a~(w) +XZ(W)a~(W)] 7 W 
where w is referred to as the level of existence which corresponds to the level of membership, 
w(w) is a subjective weighting function for w to be decided by the decision maker, and xi(w) and 
x2(w) are subjective weighting factors for u’(w) and u”(w), respectively, at the level w. These 
subjective measures have been explored in details in [2] with emphasis on practical applications. 
In this paper, only the following simple indifference weighting was considered: 
w(w) = 1, Xl(W) = x2(w) = ;, for all w E (0, l] . (17) 
If we denote the left part of a L-R type fuzzy number A as AL and its right part as AR, then 
equation (15) becomes 
{PAW} = {P,;(w), PA;(w)} 7 (18) 
where Gus and ~2: (w) are the inverse images of the left and right parts, respectively, of the 
membership function A induced by w, and u”(w) and u’(w) are 
a”(w) = &;(w) = {e 1 PAR(a) = w} , u’(w) = p;;(w) = {u I PAL(U) = w}. (1% 
Then, for L-R type fuzzy numbers, (14) can be written as 
OM(A) = 
s 
‘w(w) [XI(W) P;;,(W) + xz(w) &i;(w)] dw. (20) 
0 
Furthermore, for triangular and quadratic L-R type fuzzy numbers, equation (20) with indiffer- 
ence weighting reduces to: 
(i) triangular L-R type fuzzy numbers, Ai = ai, cf, cf)~ : 
= = 
O&f(Ai) = f 1’ [(Qj - c$‘(l - W)) + (aj + cj”(l - w))] dw = 4aj - f + “; (21) 
(ii) quadratic L-R type fuzzy numbers AL: 
OhI = i 1’ [(Cwj - c~vCG) + ((Yj + ~j"J1-w)] dw = 3aj - f + ‘jR. (22) 
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Now, suppose that the actual outputs Yi and the estimated fuzzy outputs Yi’ for the system 
= 
are defined as 
respectively, with i = 1,. . . , N, where Y’ was defined in (8). Depending on the type of fuzzy 
numbers, the fuzzy least-squares fitting (13) can now be written as: 
(1) triangular L-R type fuzzy numbers: 
min JT = 5 (Yi { -} Yi*)’ = $ $ (4yy - yf + y; - 4dXi + (CL)” Xi - (CR)” Xi)‘. (23) 
i=l z=l 
(2) quadratic L-R type fuzzy numbers: 
min J1& = 5 (& { -} y*)2 = 5 $ (3yr - yf + yp - 3&xi + (&)” xi - (cR)” xi)” . 
i=l 2=1 
(24) 
Because of the assumption of indifference weighting, equation (17), the above formulation of 
fuzzy least-squares fitting does not guarantee the minimization between the spread (or fuzziness) 
of the estimated fuzzy outputs and that of the actual outputs. This formulation only guarantees 
that their corresponding fuzzy distances are minimized in the sense of OERI. An additional 
objective function can be introduced to overcome this problem: 
52 = 5 (y” - (CL)tXi)2 + (y? - (CR)tXi)2. (25) 
i=l 
Obviously, this objective function minimizes the deviations between the actual and the estimated 
spreads for both the left and the right spreads. 
In order to formulate the optimization problem, let us introduce the X-level set with following 
conditions: 
[YJx C SUPP h-1 , i = 1,. . . , N, (26) 
where [ ]A denotes the X-level set and Supp represents the support of the fuzzy set. With this 
X-level s& the fuzziness of the actual outputs are considered only to some threshold X. The 
conditions (26) can be rewritten for the two cases considered above as: 
(i) Triangular L-R type fuzzy number: 
y? - (1 - X) $ > &Xi - (&)t xi, i = l,...,N, (27a) I = 
$ + (1 - X) 3 I CYtxi - (CE)” xi, i = l,...,N. (27b) = 
(ii) Quadratic L-R type fuzzy number: 
e - (1 - X)i’2 $2 &Xi - (C+t xi, 
$ + (1 - X)i’2 $5 &Xi - (c”)” xi, 
= 
i=l,...,N, 
i= l,...,N. 
(28a) 
(28b) 
Two formulations of fuzzy least-squares for the general fuzzy linear regression can now be 
introduced and they are: 
(1) Triangular L-R type fuzzy numbers (TFN): 
minJT + Jz, subject to 
equations (27a), (27b) and xi 1 0 for i = 1,. . . , N, with CL, CR 2 0. 
(2) Quadratic L-R type fuzzy numbers (QFN): 
minJ,Q + Jz, subject to 
equations (28a), (28b) and xi 2 0 for i = 1,. . . , N, with cc, CR 2 0. 
The above optimization problems are nonlinear programming problems. 
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FUZZY LEAST ABSOLUTE VALUE DEVIATIONS REGRESSION 
To obtain a linear problem, let us consider an alternative approach by minimizing the absolute 
values of the fuzzy deviations. The objective function JF is now replaced by: 
min 5; = + 5 /4y?-yyL+y5 4cPxi + (CL)” xi - (CR)” xi1 . (29) 
i=l 
By introducing two nonnegative variables, df’ and dy, the optimization problem based on (29) 
= Z 
can now be defined as 
subject to CL, cB, XL, df’, dy 2 0, 
= = 
where 
df’ - dy = 4$ - & + 6 - 4crtxi + (cL)~ xi - (cg)” xi, (30) = = = = = 
for all i with i = 1 , . . . , N. Similarly, we can introduce df’ and dy for J1&, and d?‘, df, dp, 
dp for J2 and define them similar as that shown in eq:ation (i0). Thus, the l&x& ibsolite 
dkiations formulation can now be defined as: 
TFN: min JT + J2 = 5 I=’ dr+ (t> dr+df+dy+df’+d$ 
subject to & - (cL)~ xi = dp - dy, 
Z (31) 
$ - (c’“)” xi = d;“’ - d+, (32) = = 
and the conditions in (27) and (30) with xi, d$‘, dy , df’, dy , dp, dy > 0, and CL, CR 2 0 for 
= r = : : = 
all i with i = 1,. . . , N. 
QFN: min JF + J2 = c ::I ((+) df’f (;) d~+d~‘+d~+$‘+df), 
subject to the conditions in (28), (31), (32), and 
3ym - yq+ + ti - 3crtxi + (CL)” xi - (+ xi = df’ - dy, (33) = = I = = 
with xi, dt’ dt2 d+‘, dy, dfl, dp 2 0, and CL, CR 2 0 for all i, with i = 1,. . . , N. The above 1 ’ 1’ 4 
optimization problemsire l?neaTprogramming problems and thus can be solved reasonably easily. 
EXAMPLE 1. To illustrate the approach, the data for a problem with (crisp) input and TFN 
fuzzy output are listed in Table 1. 
Table 1. Data for Example 1. 
no. “i 
1 0.0 (11.5,3,2.5) 
2 0.2 (24.8,4.5,4) 
3 0.4 (40,677) 
4 0.6 (45.2,7,7) 
5 0.8 (49.1,9,9) 
6 1.0 (70,11,12) 
7 1.2 (70.9,12,12) 
8 1.4 (80.1,14,15) 
no. Xi 
9 1.6 (84,15,16) 
10 1.8 (82,15,16) 
11 2.0 (103.7,16,17) 
12 2.2 (102.6,16,17) 
13 2.4 (103.1,16,17) 
14 2.6 (111,17,19) 
15 2.8 (109.1,17,19) 
16 3.0 (121.7,18,21) 
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The model was assumed as: Y = A0 + Ala: + A2z2. 
(1) X = 0.5. The linear programming problem with the threshold level X = 0.5 was solved by 
the least absolute deviations approach with TFNs. The results for the parameter Aj are: 
Ao = (a~,&$), = (14.405,5.661,9.185)LR, 
Al = (QI&$) 
-@ 
= (56.449,5.339, 3.938)LR, 
A2 = ([yz.c$&) 
-m 
= (-7.977,0,0)= 
Thus, the model can be represented as: 
Y = (14.405,5.661, 9.185)LR (+) (56.449,5.339,3.938)m (x) z (+) (-7.977,O,O)m (x) x2 
= (14.405 + 56.449x - 7.977x2, 5.661 + 5.339x + 0x2, 9.185 + 3.938x + 0x2)~~. 
(34) 
- 
The results are plotted in Figure 1. 
160 
120 
+ dalaaprofad 
c1 datacenter 
- erlimatwl 
-??i- 0.8 1.2 1.6 2 2.4 2.8 : 
X 
Figure 1. Example 1 with threshold = 0.5. 
(2) X = 0. The LP problem for this threshold level was also solved with the same approach 
and the results are: 
A0 = (9.770,3.0, 17.315)LR, 
Al = (61.681,13.577,1.401)E, 
A2 = (8.168,0,0)= 
Figure 2 shows the estimated fuzzy outputs of the system with threshold X = 0. 
160. 
+ dataqread 
0 datacenter 
- eswMtad 
120- 
OJ 
0 0.4 0.6 1.2 1.6 2 2.4 2.8 I 
Figure 2. Example 1 with threshold = 0.0. 
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By comparing Figures 1 and 2, it can be seen that, as expected, the lower the threshold the 
fuzzier or the larger the spread becomes. 
FUZZY LEAST ABSOLUTE DEVIATIONS REGRESSION 
WITH UNRESTRICTED SIGN IN THE SPREAD 
There are two trends in fuzzy regression analysis: the trend of the spread and the trend of 
the center or the modal value. The former represents the fuzziness or the inaccuracy and the 
latter represents the general trend of the overall system. If these two trends are inconsistent or in 
conflict, misrepresentation can result in the final regression model [8,3]. Thus, a model can lose 
its ability not only to the estimation of the trend of the system fuzziness, but also to the trend 
of the system center. The same problem was also pointed out by Diamond [9] and interpreted 
by Tanaka and Ishibuchi [lo] as the presence of inactive parameters. These problems are best 
illustrated by examining the following example. 
EXAMPLE 2. Table 2 shows the data for a crisp input and quadratic L-R type fuzzy output 
system. 
Table 2. Data for Examples 2 and 3. 
no. “F yi= Yy?Y+,e 
( = r = > 
no. Xi yi= ?$,I&$ 
( : : = > 
1 5 (%7,8) 5 17 (25,2,2) 
2 8 (16,5,4) 6 19 (3% 4,4) 
3 11 (1% 3,3) 7 22 (31,4,8) 
4 14 (24,3,2) 8 24 (37,9,11) 
(1) This problem is first solved by assuming the following first-order model: Y = A0 + Alz. 
The results for the quadratic L-R type fuzzy parameters with the threshold X = 0 are: 
A0 = (4.158,6.474,7.211)=, Al = (1.368,0.105, 0.158)LR. 
The estimated results with the actual data are shown in Figure 3. As can be seen, these 
results are not good. To further illustrate the problem, Figure 4 shows the differences 
between the actual and the estimated spreads for both the left and the right sides. These 
differences were calculated by using the following definitions: 
differences in left spread = yf - (c”)” xi and, 
= (35) 
differences in the right spread = 3 - (c”)” xc 
= (36) 
data spread 
data center 
eetimaled 
Figure 3. Example 2, first order. 
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Figure 4 shows that there is a large difference between the estimated and the actual 
spreads in both the left and the right sides. Thus, the assumed first order model is not 
appropriate. Let us try the second order model. 
l- 
8 ---- 
5 -l- 
& 
E 
0 -3- 
u 
2 _5- 
$ 
-7. 
right spread diierence 
Figure 4. Differences between actual and estimated spreads, first order. 
(2) By assuming the second-order model, Y = A0 + Alz f A2x2, this least absolute deviations 
regression problem with QFN and with the threshold value X = 0 was solved. The 
coefficients obtained are: 
A0 = (8.755,6.909,7.907)LR, 
Al = (0.4IO,O,O)g, 
A2 = (0.0226,0.0036,0.0437)~. 
The results are illustrated in Figures 5 and 6. The estimated spreads deviate badly from 
the actual. This deviation becomes much worse for the right spread as x increases. Thus, 
the differences between the estimated and the actual are still too large. Furthermore, 
even the estimated trends are completely erroneous and the second order model does not 
provide any improvement. 
._ + I- 60 = data spread data canter astlmatad 
04 
0 4 8 12 16 20 24 : 
Figure 5. Example 2, second order. 
The large discrepancies between the actual and the estimated values in the above examples 
may be due to the inconsistency between the system center trend and the system spread (fuzzi- 
ness) trend. It has been known that these conflicting trends can cause misrepresentation in the 
regression results [3,9]. 
To overcome this difficulty, the restrictions on the signs of the spreads of the fuzzy parameters 
were removed in an earlier paper [3] and good results were obtained for the test problems. 
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4 6 12 16 20 24 : 
X 
Figure 6. Differences between actual and estimated spreads, second order. 
However, in order to avoid the fact that negative spreads on the estimated fuzzy outputs may 
result, the constraints (CL)” xi 2 0 and (cB)“xi 2: 0, for all i with i = 1,. . . , N, were added. 
By the removal of the individual constraints on the spreads of the fuzzy parameters and the 
addition of the constraints (CL)” xi 2 0 and (I$” xi 2 0, the linear programming formulations 
shown in equations 31 to 33 can be revised as follows: 
subject to the conditions in (27) and (30)-(32) with 
xi,d~1,d~,d~,d~,d~,d~20, 
= = = = = = 
(&)“Xi 2 0, (C”y xi 2 0, 
for all i = l,... , N and with cc, CR unconstrained in sign. 
QFN: min$((i) d!‘+(t) d~+df’~d~+d~+d~), 
subject to the conditions (28) and (31)-(33) with 
for all i = l,... , N and with CL, CR unconstrained in sign. 
From actual experiences, we have discovered that when the data are scarce, the correlated 
results are frequently unreasonably large or small or unreasonably irregular due to the fact that 
the spreads of the individual fuzzy parameters are unconstrained in the linear programming 
problem. This is probably due to the presence of some extremely irregular data points. In order 
to avoid this problem, a four-step algorithm which provides additional boundaries or constraints 
in obtaining the linear programming solution was proposed. 
FOUR-STEP ALGORITHM. The four-step algorithm is summarized in the following. 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Solve the linear programming problem TFN or QFN. 
Compute the differences between the actual and the estimated spreads of the fuzzy 
outputs. If the results are satisfactory, stop. Otherwise, go to Step 3. 
Carry out the traditional (nonfuzzy) regression analyses for the center, and the left 
and right spreads by using the actual fuzzy output data and the crisp input data. 
Determine the upper and lower boundary constraints for the center and the spreads 
of the fuzzy parameters based on the traditional regression results. 
Solve the linear programming TFN or QFN with the upper and lower boundary con- 
straints for the center and the spreads determined in Step 3 as additional constraints. 
(37) 
(38) 
(40) 
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Obviously, there are no rigid rules for the determination of the boundary constraints in Step 3. 
The experiences of the decision maker and the particular characteristics of the system play an 
important role. A trial-and-error approach can be used. However, from past experiences, if the 
traditional regression result has an absolute largest coefficient value either at the first or the last 
term of the independent variables, this absolute value can be used, as a first approximation, as 
both the upper (with ‘+‘) and lower (with ‘-‘) bounds for the centers and the spreads of the 
fuzzy parameters [ll]. 
EXAMPLE 3. The data listed in Table 2 were analyzed again by the unrestricted in sign approach. 
The following second order model was again assumed: Y = A0 + Alz + A2x2. 
Since the number of data points in this example is scarce with regard to the number of unknowns 
for the quadratic L-R type fuzzy parameters, the four-step algorithm was used. 
Step 1. The linear programming QFN with X = 0 was solved and the following results were 
obtained: 
A0 = (-10.701,1.396,55.380)LR, 
Al = (5.986,1.390, -13.732)LR, 
A2 = (-0.2744, -0.01376,0.8512)LR. 
Step 2. The results obtained in Step 1 are plotted in Figure 7. The differences between 
the actual and the estimated spreads of the fuzzy outputs were next calculated and 
plotted in Figure 8. The results are not at all satisfactory and the difference of the 
right spread reduced to a very large negative number. Thus, Step 3 was carried out. 
::r ,,,,,,,,,,.,../.. 
120- ,_/ /’ 
h 
,/’ 
60- 
X 
Figure 7. Example 3, second order. 
8 -30 
5 
zi 
E u -90 
tY 
I 
ii right spread difference 
l/J -150 
-210 
0 4 6 12 16 20 24 : 
X 
Figure 8. Differences between actual and estimated spreads, second order. 
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Step 3. The traditional regression analyses on the center and the left and right spreads were 
carried out; the results are: 
ym* = 5.7431 + 1.1332 +0.0048x2, 
yt = 14.3435 - 1.6822s + 0.0587x2, (41) 
yR* = 17.5339 - 2.3277x + 0.0856x2. 
The largest value 17.5339 can be used as both the upper (with ‘+‘) and lower (with ‘-‘) 
bounds for the center and the spreads of the fuzzy parameters. In other words, the 
following constraints are added: 
-17.5339 5 CYj, C$ $ I 17.5339, j = 0, 1,2. (42) - = = 
Step 4. The linear programming QFN with boundary constraints (42) added was solved and 
the results obtained are: 
A,, = (5.1826,13.9146,13.4583)LR, 
Al = (1.1216, -1.5691, -1.3546)LR, 
A2 = (0.008366,0.05685, 0.05259)LR. 
Figure 9 shows the estimated fuzzy results with the actual data [12]. As can be seen, 
the estimated spreads for both the left and the right sides are fairly good. Even more 
important, the trends of both spreads were estimated accurately. 
1. 
2. 
3. 
4. 
5. 
6. 
+ dataspread 
D datacenter 
Figure 9. Second order model with unsigned spread. 
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