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Abstract
This article presents new results on the problem of selecting (online) a monotone subsequence
of maximum expected length from a sequence of i.i.d. random variables. We study the case
where the variables are observed sequentially at the occurrence times of a Poisson process with
known rate. Our approach is a detailed study of the integral equation which determines v(t),
the expected number (under the optimal strategy for time horizon t) of selected points Ltt up to
time t. We 3rst show that v(t); v′(t) and v′′(t) exist everywhere on R+. Then, in particular, we
prove that v′′(t)¡ 0 for all t ∈ [0;∞[, implying that v is strictly concave on R+. This settles a
conjecture of Gnedin and opens the way to stronger bounds for v and its derivatives. We can
show v′(t)
√
2t ∼ 1 from which we derive new and much tighter bounds for v(t), namely
√
2t − log(1 +
√
2t) + c6 v(t)6
√
2t:
Using a martingale approach, we can show that the variance of Ltt satis3es
1
3 v(t)6Var(L
t
t)6 13 v(t) + c1 log(t) + c2:
Further we obtain several results on the process (Ltu)06u6t , where L
t
u denotes the number of
selected points up to time u when applying the optimal rule with respect to the time hori-
zon t. We will also show that the integral equation which yields v(t), has a unique solution.
As an application, this result is used to extend a known result on the equivalence of a speci3c
bin-packing problem with a certain subsequence problem. Our more personal interest in quick se-
lection rules and their performance leads us also to the study of a class of convenient graph-rules.
Known results on the concentration measure of record values suggest that the asymptotically best
graph-rule should be the diagonal line rule, and we prove this intuition to be correct. c© 2001
Published by Elsevier Science B.V.
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1. Introduction
Let (Ns)s¿0 be a Poisson process with rate 1 and with occurrence times 0= T0 ¡T1
¡T2 ¡ · · · a.s. Further let (Xk)k=1;2; ::: be a sequence of i.i.d. uniform random variables
on [0; 1], independent of the Tj’s. We suppose that the bivariate variables (Tk ; Xk)k=1;2; :::
can be observed sequentially. For a given horizon t, the objective is to select online
a subsequence (Tk1 ; Xk1 ); (Tk2 ; Xk2 ); : : : satisfying Xk16Xk26 · · · for k1 ¡k2 ¡ · · · and
Tki6 t, consisting of as many elements as possible. Here online means in sequential
order, without recall on preceding observations.
This problem is related to problems studied by Samuels and Steele (1981), Gnedin
(1999, 2000a, b), CoJman et al. (1987), and several other authors. Samuels and Steele
(1981) treated the problem of selecting online a monotone subsequence of maximal
expected length for a 3xed number n of observations. They showed that the correspond-
ing value vn satis3es vn ∼
√
2n. They also stated that if the number of observations
N is Poisson, the asymptotic solution is essentially the same with E(N ) being used
as a substitute for n. Gnedin (2000a) provided an alternative elementary proof of
this result, and Gnedin (1999) found asymptotic answers for an arbitrary number N
of observations. Baryshnikov and Gnedin (2000a) studied a similar multidimensional
problem, both for the 3xed-n case and the Poisson case, and showed the analog of the√
2n-result. The case of N geometric is studied in more detail in Gnedin (2000a).
The problem of selecting online a monotone subsequence is also related to bin-
packing problems. See CoJman et al. (1987). We have a unit bin and should pack as
many as possible random items into the bin using an online strategy. If the items are
i.i.d. uniform on [0; 1], this problem is equivalent to the 3xed n monotone subsequence
problem. The baker’s problem studied by Bruss and Robertson (1991), as well as
related problems studied by Rhee and Talagrand (1991) and Boshuisen and Kertz
(1999) arose partially in diJerent contexts, but some are related with the
√
2n result.
In particular, as Gnedin (1999) points out, Lemma 4.1 of Bruss and Robertson (1991)
yields immediately the upper bound
√
2n for the expected number of packed items,
and we know that this bound is sharp.
Dropping the online requirement leads to quite a diJerent problem as we shall shortly
outline. Conditioning on Nt = n, the natural question is now: What is the distribution of
the length of the longest subsequence in a random permutation of n diJerent real num-
bers? This question, seemingly 3rst asked by Ulam (see Critchlow, 1988; Ulam, 1972),
has attracted a great deal of scienti3c attention. A nice way of getting acquainted with
this problem is reading the survey article by Aldous and Diaconis (1999). This paper
shows the major steps provided by Hammersley (1972), VerMsik and Kerov (1977),
Logan and Shepp (1977), the recent detailed study of Baik et al. (1999) and Baik
and Rains (1999). It also draws attention to interesting analogies with other sorting
problems.
To contrast the online problem of maximizing the expected length of the selected
subsequence with the above problem we recall the “prophet” comparison of Samuels
and Steele (1981): A prophet with complete foresight of the sequence achieves the
maximal length, whereas a sequential decision maker without foreseeing abilities must
be satis3ed with what an optimal online selection strategy can achieve. Patience sorting
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(see e.g. Aldous and Diaconis, 1999, Sections 1:1, 2:3) provides an interesting com-
plementary comparison. This algorithm for n mixed cards, say, requires at each step
a comparison of the currently held card with the top cards on the existing piles from
left to right. See also Mallows (1973). Interestingly, this algorithm is online because
each card need only be touched when it appears, and it produces the length of the
longest subsequence which a prophet is able to achieve. However, the patience sorting
algorithm does not produce a pile of cards containing this longest subsequence. It only
shows its length.
In order to allow for a direct comparison between our problem and patience sorting
we mention that we can see our problem as the following card game: We receive
cards at the occurrence times of the Poisson process. The kth card shows here Xk ,
where the X1; X2; : : : are i.i.d. random variables which are independent of the sequence
of occurrence times. The time is 3xed, and the total number of cards is now random.
Contrary to the patience sorting problem we must however deliver online the pile
containing the increasing subsequence. Of course, as we shall exemplify later on by
bin-packing problems, not every monotone subsequence problem makes sense as an
interesting card game.
Let us now return to our problem. If the Xj’s follow some continuous distribution
function F , then the transformation (X ′j ) := (F(Xj)) brings us back to the uniform case.
The problem of selecting online a maximum expected number of decreasing X ′kj ’s is
of course equivalent, since the variables X ′j and 1 − X ′j ; j=1; 2; : : : follow the same
distribution.
We became interested in the problem of selecting monotone subsequences when
Gnedin (1997) asked the following analytical question:
Gnedin’s problem: Let v :R+ → R+ be formally de3ned by
v(0)= 0; v′(t)=
∫ 1
0
[v(tx) + 1− v(t)]+ dx; (1.1)
where y+ =max{0; y}. Is v(t) concave on R+?
We show that the answer to this question is aPrmative. The question of concavity
here is diJerent from the concavity question studied by Samuels and Steele (1981)
and needs a diJerent approach. We provide a purely analytic one. Moreover, we shall
study in detail, other questions concerning (1.1) and point out properties of v which
seem important to us. These are, in particular, the existence and the behaviour of the
derivative v′(t) and tight bounds for the solution v. Apart from mathematical curios-
ity, our motivation herefore is the interpretation of v in the context of the problem:
The solution of Eq. (1.1) determines in fact the value v(t) of the problem, i.e. the
maximum expected length of the selected subsequence with increasing Xkj : Moreover,
Eq. (1.1) can be adapted to similar problems. For example, if we replace the sequence
(Xk) by i.i.d. random vectors Y tk uniform on the unit m-cube [0; 1]
m then the optimal
selection equation for (in all coordinates) increasing subsequences Y tkj is the same in t
if integration is replaced by multiple integration. This problem was studied by Barysh-
nikov and Gnedin (2000). Such links with similar problems add to the motivation to
get the maximum information from (1.1) itself, without having to depend on speci3c
information from the probabilistic model.
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The paper is organized as follows.
Section 2 studies the optimal value, the strategy which achieves this value and also
the Quctuations of the selection process. It splits in two subsections. Section 2.1 is
con3ned to the study of v(t) and the form of the optimal selection rule. Here we
use elementary analytic tools as well as martingale methods. The major steps are: v
is continuous and increasing (Lemma 2.2), continuously diJerentiable (Theorem 2.1)
and, in particular, v is a strictly concave function on R+ (Theorem 2.2). New important
bounds for v, v′ and v′′ as well as for an intrinsically connected function (called (t))
are provided in Theorems 2.3–2.5. Section 2.2, in which we study the Quctuations
of Ltt , requires martingale methods and stopping time techniques. Theorems 2.7 and
2.8 give tight bounds for the variance of Ltt . This subsection includes also results on
convergence in probability of the selection process and a related skew bracket process
(Corollary 2.3 and Lemma 2:6).
Section 3 addresses the problem of 3nding the asymptotically best graphical so-
lution. Here the rule is to select any selectable observation below the graph of a
chosen deterministic function f (graph-rule). Theorem 3.1 shows that the choice
of f(s)= s=t is the asymptotically best graph-rule. This con3rms the authors’
conjecture instigated by results of Deuschel and Zeitouni (1995) and Goldie and
Resnick (1996). We also show that the asymptotic value of this rule is√
t=2.
In Section 4 we extend the equivalence of monotone subsequence problems and
bin-packing problems, observed by CoJman et al. (1987) for a 3xed-n problem, into
our Poisson model. Our main tool is Theorem 4.1, stating that the solution of (1.1) is
unique.
2. The value function and the optimal rule
2.1. The value function and the related martingale
Recall that (Nt)t¿0 is a Poisson process on R+ of rate 1 with occurrence times
0=T0 ¡T1 ¡T2; : : : a.s., and (Xk) a sequence of independent indentically distributed
(i.i.d.) random variables, uniformly distributed on [0; 1] and independent of the Tk ’s.
Let (;F; P) be a probability space, large enough to host (Tk)k=1;2; ::: and (Xk)k=1;2; :::,
and let Ak = (T1; : : : ; Tk ; X1; : : : ; Xk) denote the sigma-3eld generated by T1; T2; : : : ; Tk
and X1; X2; : : : ; Xk . The history of the process at time t is denoted by Ft , i.e. Ft is
the collection of sets which satis3es, for t¿ 0; Ft ∩ {Nt = k}=Ak ∩ {Nt = k} for all
k =0; 1; : : : :
Denition 2.1. A strategy is a function  :N× → {0; 1} such that, for all n;  (n; ·)
is An-measurable. We say that  is admissible for online decisions if n6m im-
plies that Xn6Xm on the set {!:  (n; !)= 1} ∩ {!:  (m;!)= 1}. The set
of admissible strategies will be denoted by !a. For ease of notation we write
 n for  (n; ·).
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We note that the de3nition of an admissible strategy does not involve a time horizon.
If  ∈!a, let
Zt( )=
∑
n:Tn6t
 n:
We also the de3ne the “value” function v :R+ → R+ as follows:
v(t)= sup
 ∈!a
E(Zt( )): (2.1)
More generally we de3ne for 06 x6 1
v(t; x)= sup
 ∈!a(x)
E(Zt( )); (2.2)
where !a(x) denotes the class of admissible strategies con3ned to selections of values
Xkj¿ x. Note that, by de3nition of v; v(t)= v(t; 0), and by de3nition of our problem,
 n =  m =1 implies Xm¿Xn for m¿ n. It is straightforward that the value functions
v(:) and v(: ; x) are non-decreasing and strictly positive for t ¿ 0.
Lemma 2.1. For all t¿ 0 and 06 x6 1;
v(t; x)= v((1− x)t):
Proof. De3ne X ′n =Xn1{Xn¿x}, where 1E denotes the indicator of the event E. Remove
all Tn with X ′n =0, and renumerate the remaining Tn’s by T
′
1; T
′
2; : : : . The T
′
n’s are now
the occurrence times of a thinned process (N ′t )t¿0. Since the Xn are i.i.d. on [0; 1] and
independent of the Tn’s, this thinning is independent-binomial. Therefore the process
(N ′t )t¿0 is again a Poisson process, but now with rate 1− x.
However, we cannot directly conclude that the value for this thinned process is
v(t; x). Indeed there are two classes of strategies that play a role. The 3rst class is the
class of admissible strategies using only the history of the thinned process. The second
class consists of admissible strategies that use the history of the complete process, i.e.
these strategies also use the occurrence times (Tn) and the values (Xn) that cannot be
selected because Xn6 x. Proposition 2.1 below shows that there is no diJerence when
calculating the value function v.
Hence also for the thinned process, the optimal value is given by (2.2), v(t; x). To
relate this to v(·), we 3rst note that (XT ′1 −x)=(1−x); (XT ′2 −x)=(1−x); : : : are i.i.d. ran-
dom variables uniformly distributed on [0; 1], and independent of the occurrence times
T ′n; n=1; 2; : : : . Using the time scale transformation %(s) := s(1−x); 06 s6 t we can
now reset the arrival rate to 1, because %(T ′1); %(T
′
2); : : : follow the same distribution as
T1; T2; : : : : But this determines uniquely the distribution of the process (N ′t )t¿0, which
is the same as the distribution of the process (Nt(1−x))t¿0. Since elements of !a(x)
satisfy, by de3nition, the admissibility property, (2.2) becomes (2.1) with t being re-
placed by t(1− x). Hence v(t; x)= v(t(1− x); 0)= v(t(1− x)), and hence, pending the
proof of the following proposition, the Lemma is proved.
Proposition 2.1. Let (Tn; Xn)n=1;2; ::: be as before and be de@ned on a probability space
(;F; P). As before; the -algebra (T1; : : : ; Tn; X1; : : : ; Xn) is denoted by An. Let now
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C ⊂ F be a -algebra independent of A∞. De@ne G0 =C and; for n¿ 1; Gn =
(An;C). Let; as before; !a be the set of all A-measurable admissible strategies;
whereas !Ga denotes now the set of all G-measurable admissible strategies. Then
v(t) = sup

E

 ∑
{n:Tn6t}
 n

 : ( n)n=1;2; ::: : ∈!a


= sup

E

 ∑
{n:Tn6t}
 n

 : ( n)n=1;2; ::: : ∈!Ga

 :
Proof. Since for all n, An ⊂ Gn, the last supremum is an upper bound for v(t). Hence
it suPces to show that it is also a lower bound for v(t), that is
v(t)¿ sup

E

 ∑
{n:Tn6t}
 n

 : ( n)n=1;2; ::: : ∈!Ga

 :
The idea in proving the latter is to decompose  as a product space. Let i be the
mapping from  to × de3ned by i(!)= (!;!). For each n this mapping satis3es
Gn = i−1(C ⊗An). Also, due to independence of G and A∞, the image measure of i
is precisely P ⊗ P. Now let ( n)n¿1 ∈!Ga . By a factorization theorem for measurable
functions (see e.g. Billingsley, 1995, p. 186, Problem 13:3) there then exists a (C ⊗
An)-measurable function  ˜ n :× → {0; 1} such that  ˜ n · i=  n. We now de3ne two
new random variables T˜ n; X˜ n on ×, which depend only on the second argument,
that is T˜ n(!1; !2)=Tn(!2) and X˜ n(!1; !2)=Xn(!2). Note that T˜ n · i=Tn and X˜ n ·
i=Xn. Also, by construction, ( ˜ n)n¿1 is admissible for (T˜ n; X˜ n)n¿1 for the 3ltration
(C ⊗An)n¿1. This means that, for n¿m,
{ ˜ n =1} ∩ { ˜ m =1} ⊂ {X˜ m ¡ X˜ n}; P ⊗ P a:s:
as we can easily check by taking the inverse image i−1.
For c∈, we now de3ne  cn (!)=  ˜ n(c; !). From the admissibility of ( ˜ n)n¿1 we
get, by Fubini’s Theorem, that for almost all c,
{ cn =1} ∩ { cm =1} ⊂ {Xm ¡Xn}; P a:s:
Fubini’s Theorem also implies that each  cn is An-measurable. Therefore we have
( cn )n¿1 ∈!a, and hence
EP
[ ∑
n:Tn6t
 cn
]
6 v(t):
Integrating with respect to c over  yields, again by Fubini’s Theorem,
EP×P
[ ∑
n:Tn6t
 ˜ n
]
6 v(t);
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or equivalently, by de3nition of  ˜ n,
EP
[ ∑
n: Tn6t
 n
]
=EP×P
[ ∑
n: Tn6t
 ˜ n
]
6 v(t);
which completes the proof.
In a similar way as in the above proposition, we may prove the following Markov-like
property. The supremum taken is to be interpreted as the essential supremum of a col-
lection of random variables. We leave the details to the reader.
Proposition 2.2. Let ( n)n be an admissible strategy with counting process
Lu =
∑
n:Tn6u
 n
and with running maximum
Mu = max
n:Tn6u
 nXn:
Let % : → [0; t] be a stopping time with respect to the @ltration (Fu)u¿0. Then
v((t − %)(1−M%))
= sup
{
E
[ ∑
n: %¡Tn6t
'n |F%
]
: '∈!a and 'n =  n if Tn6 %
}
:
Remark. Although both propositions are intuitively clear, a proof was needed, and we
thank a referee for insisting on this point. The authors tried to 3nd a reference but
apparently such results are not mentioned in the literature we checked. The above proof
might have some didactical interest.
Lemma 2.2. The optimal value v(t) is increasing and continuous on R+. It is Lipschitz
with constant 1.
Proof. We already remarked that v is non-decreasing. To prove the continuity of v(t),
we will show that |v(t + )) − v(t)|6 |)|: We suppose, w.l.o.g., )¿ 0. Choose *¿ 0
and let v˜(t) denote the expected number of Xj being selected up to time t under a
strategy  * ∈!a, which is *-optimal with respect to the time t + ). Then,
v(t + ))− v(t) = (v(t + ))− v˜(t + ))) + (v˜(t + ))− v˜(t)) + (v˜(t)− v(t))
6 *+ |v˜(t + ))− v˜(t)|;
since v˜ is *-optimal with respect to time t + ), and v˜(t) − v(t)6 06 v(t + )) − v(t).
Of course, no strategy can select more points in the interval [t; t + )], than there are
arrivals in this interval. The expected number of such points equals ). Hence the last
term above, |v˜(t + )) − v˜(t)|, is smaller than ). This implies the continuity of v with
Lipschitz constant 1, because *¿ 0 was arbitrary.
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Theorem 2.1. v′(t)= dv(t)=dt exists and is continuous on R+. Further; the function v
satis@es Eq. (1:1) with v′(0)= 1; and v′(t)¿ 0 for all t¿ 0.
Proof. We 3rst prove that v′(t) exists everywhere on R+. This proof is similar to the
proof given for a 3xed number of variables (see Samuels and Steele, 1981, Section
2), but now things become slightly more involved. In our case it is more convenient
to condition on what happens on an initial time interval [0; )].
Before we start calculations, let us consider what happens at the 3rst arrival T1,
which gives a value X1. Of course there is nothing to say if T1 ¿t. So we concentrate
on the set {T16 t}. At time T1, we can either accept the value X1, i.e. put  1 = 1 or
we can refuse it, i.e. we put  1 = 0. According to Proposition 2.2 above, we have the
following:
sup
{
E
[ ∑
n¿2;Tn6t
'n |FT1
]
: '∈!a ; '1 =  1
}
is either v(t − T1) if  1 = 0 or v((t − T1)(1− X1)) if  1 = 1. This means that the best
strategy is to take  1 = 1 if v((t − T1)(1− X1)) + 1¿ v(t − T1) and  1 = 0 otherwise.
We now con3ne our interest to the interval [0; )]. By what precedes, we have
v(t) = E[v(t − ))1{N)=0}]
+E[max(v(t − T1)(1− X1)) + 1; v(t − T1))1{N)=1}] + o()):
This immediately yields, because conditional on N) =1, the arrival time is uniformly
distributed over the interval [0; )]:
v(t)− v(t − )) =−v(t − ))(1− e−))
+
∫ )
0
ds
∫ 1
0
dxmax(1 + v((t − s)(1− x)); v(t − s)) + o()):
Hence, by the already proven continuity of v, see Lemma 2.2:
lim
)→0
v(t)− v(t − ))
)
=−v(t) +
∫ 1
0
dxmax(1 + v(t(1− x)); v(t))
=
∫ 1
0
dx (1 + v(t(1− x))− v(t))+: (2.3)
By Lemma 2.2, v is Lipschitz and hence absolutely continuous. Its a.s. derivative is
identi3ed as
∫ 1
0 dx(1 + v(t(1 − x)) − v(t))+ and hence is a continuous function. This
shows that v is in fact continuously diJerentiable, i.e. C1. Obviously v′(0)= 1 and
v′(t)¿ 0 for all t¿ 0.
Further properties of v′(t). We will derive two other useful equations involving
v′(t). With the change of variables u := xt, Eq. (2.3) is equivalent to
tv′(t)=
∫ t
0
[1 + v(u)− v(t)]+du; t¿ 0: (2.4)
We de3ne
,= inf{t ∈R+: v(t)= 1}: (2.5)
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Using De3nition (2.5) we can drop the positive-part function up to time , so that (2.4)
becomes
tv′(t)=
∫ t
0
(1 + v(u)− v(t)) du; 06 t6 ,: (2.6)
For t¿ , we now de3ne the function  as the unique solution of
v((t)) + 1= v(t); t¿ ,: (2.7)
Moreover, we set (t)= 0 for all t ¡,. The function  will play an important role in
this paper.
By the implicit function theorem we have for t ¿,;
v′((t))′(t)= v′(t): (2.8)
We also note that  is C1 on ],;∞[ and is continuous and strictly increasing on the
half-closed interval [,;∞[.
For t¿ , we can write Eq. (1.1) in the form
tv′(t)=
∫ t
(t)
(1− v(t) + v(u)) du=
∫ t
(t)
(v(u)− v((t))) du; (2.9)
where we used (2.7) in the second equality. Finally, by Fubini’s theorem,
tv′(t) =
∫ t
(t)
∫ u
(t)
v′(s) ds du=
∫ t
(t)
∫ t
s
v′(s) du ds
=
∫ t
(t)
v′(s)(t − s) ds:
Hence Eqs. (2.4) and (2.9) are equivalent to the equation
tv′(t)=
∫ t
(t)
v′(s)(t − s) ds; (2.10)
which we will also use later on.
Concavity of v(t). Before we prove the concavity of the function v(t) let us 3rst
see what happens for t6 ,.
Lemma 2.3. A solution v(t) of Eq. (1:1) on [0; ,] is given by
v(t)=
∫ t
0
1− e−s
s
ds; 06 t6 ,; (2.11)
where ,=1:34501 : : : : Moreover; this solution is unique.
Proof. We use the equivalent equation (2:6). DiJerentiating (2.6) with respect to t
yields
d(tv′(t))=dt=1−
∫ t
0
v′(t) du=1− tv′(t):
It is easy to verify that this equation, with v(0)= 0, has the unique solution (2.11).
We then solve v(t)= 1 which yields ,=1:34501 : : : :
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Remark 2.1. We note that v(t) in (2.11) gives, for each t ∈ [0; ,], the expected total
number of record observations up to time t. Indeed, since v(t) is increasing on [0; ,]
to 1, it is optimal to select any admissible observation and hence to select any record
on this interval.
Remark 2.2. So far we have proved the uniqueness of the solution v(t) of Eq. (1.1)
only on the interval [0; ,]. The solution is in fact unique everywhere, but this requires
a diJerent proof. This proof is given in Section 4. The uniqueness of solution v will
not be used before Section 4.
Corollary 2.1. v′′(t)¡ 0 for 06 t ¡, (which implies; in particular; that v is strictly
concave on [0; ,]).
Proof. From (2.11) we obtain v′′(t)= (e−t(t + 1) − 1)=t2 and v′′(0)= − 1=2. The
numerator of v′′(t); g(t) say, satis3es g(0)= 0 and g′(t)¡ 0 for t ¿ 0; which implies
the above statement.
We now have suPcient material to show that v is concave on R+.
Theorem 2.2. Any function v that satis@es Eq. (1:1) is strictly concave on R+. In fact
a stronger property holds: v is twice continuously diAerentiable on R+ with v′′(t)¡ 0
for all t ¿ 0.
Proof. Eq. (2.9) tells us that tv′(t)=
∫ t
(t)(1+v(u)−v(t)) du and from (2.8) and (2.10)
we deduce that tv′(t) is in C1 on ],;∞[. This means that v′′(t) is continuous on ],;∞[.
Also, a direct calculation shows that
tv′′(t) + v′(t)= 1− (t − (t))v′(t)
and hence
tv′′(t)= 1− (1 + t − (t))v′(t); t ¿,: (2.12)
Eq. (2.12) also implies that
lim
t→,+tv
′′(t)= 1− (1 + ,)v′(,):
If we compare this expression with the expression of Lemma 2.3 we see that
lim
t→,+v
′′(t)= lim
t→,−v
′′(t)¿−∞:
This implies that the function v′ is continuously diJerentiable on ]0;∞[. But then
(2.12) also implies that, for t ¿,, the function tv′′(t) is continuously diJerentiable.
We now turn to the proof of v′′(t)¡ 0 on ]0;∞[. We already know from Corollary
2.1 that v′′(t)¡ 0 for t6 ,, and hence, if we de3ne
T = inf{t: v′′(t)= 0}; (2.13)
we necessarily have ,¡T6∞. Of course, the aim is to show that T =∞.
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Let us suppose on the contrary that T ¡∞. Since tv′′(t)¡ 0 for t ¡T we must
have
d
dt
(tv′′(t))
∣∣∣∣
t=T
¿ 0: (2.14)
Moreover, since v′′(t)¡ 0 for t ¡T we have also that on [0; T ], the function v′ is
strictly decreasing, and the implicit function theorem shows that ′(t)¡ 1 for all
,¡ t6T . Then we get
d(tv′′(t))
dt
=− (1− ′(t))v′(t) + (1 + t − (t))v′′(t): (2.15)
But, for t=T , Eq. (2.15) implies
d
dt
(tv′′(t))
∣∣∣∣
t=T
=− (1− ′(T ))v′(T )¡ 0;
which contradicts inequality (2.14).
This shows T =∞ and completes the proof of the theorem. It also settles the men-
tioned conjecture of Gnedin in the aPrmative.
Tight inequalities. In the following we prove tight inequalities for v(t) as well as
several other inequalities which will be used later on.
Corollary 2.2. (i) v′(t)¿ 0; for all t¿ 0;
(ii) v′′(t)¡ 0; for all t¿ 0,
(iii) tv′′(t)= 1− v′(t)(1 + t − (t)) for t¿ ,;
(iv) v′(t)(t − (t))6 16 v′(t)(1 + t − (t)) for t¿ ,.
Proof. Except for property (iv), all other properties were obtained before. To prove
property (iv) we observe that the 3rst inequality follows immediately from the concav-
ity of v whereas the second one follows from v′′(t)¡ 0, and from property (iii).
Theorem 2.3. The functions v and  satisfy
(i) t − (t)6√2t for t¿ ,;
(ii) v′(t)¿
1
1 +
√
2t
for t¿ ,;
(iii) v(t)¿
√
2t − log(1 +√2t) + 1−√2,+ log(1 +√2,) for t¿ ,.
Proof. The function v is concave, and hence v′ is decreasing. Therefore (2.10) implies
v′(t)t=
∫ t
(t)
v′(s)(t − s) ds¿ v′(t)
∫ t
(t)
(t − s) ds= v′(t)1
2
(t − (t))2:
Since v′(t)¿ 0, this yields (t − (t))26 2t, which proves statement (i).
But then Corollary 2.2(iv) implies that v′(t)¿ 1=(1 +
√
2t) for t¿ ,, proving
statement (ii).
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Finally, integrating this inequality from , to t yields, using v(,)= 1,
v(t) = v(,) +
∫ t
,
v′(s) ds
¿ v(,) +
∫ t
,
ds
1 +
√
2s
=
√
2t − log(1 +
√
2t) + 1−
√
2,+ log(1 +
√
2,):
This proves statement (iii) and completes the proof.
Theorem 2.4. The functions v and  satisfy
(i) v′(t)6
1√
2t
for t¿ ,;
(ii) v(t)6
√
2t + 1−√2,¡√2t for t¿ ,;
(iii) t − (t)¿√2t − 1 for t¿ ,;
(iv) |v′′(t)|6 1
t
√
2t
for t¿ ,:
Proof. To prove (i) we 3rst note that, from the concavity of v,
v′(t)t=
∫ t
(t)
(v(u)− v((t))) du6
∫ t
(t)
(1 + v′(t)(u− t)) du;
and therefore
v′(t)t6 t − (t)− v′(t) 12 (t − (t))2:
This we rewrite as
v′(t)6
t − (t)
t + 12(t − (t))2
:
But since the function x → x=(t + x2=2) is increasing for x6√2t, we get from this
and (i) in Theorem (2:3) that
v′(t)6
√
2t
t + 12(
√
2t)2
=
1√
2t
:
Secondly, direct integration of (i) from , to t yields
v(t)6 v(,) +
∫ t
,
ds√
2s
=1 +
√
2t −
√
2,;
which proves (ii).
To prove (iii) we use Corollary 2.2(iv). This implies
t − (t) + 1¿ 1
v′(t)
¿
√
2t
or equivalently,
t − (t)¿
√
2t − 1;
which proves (iii).
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Finally, to prove (iv), we note that
|v′′(t)| = v
′(t)(1 + t − (t))− 1
t
(from Corollary 2:2(iii))
6
1 + t − (t)−√2t
t
√
2t
(from Theorem 2:4(i))
6
1 +
√
2t −√2t
t
√
2t
(from Theorem 2:3(i))
=
1
t
√
2t
:
This completes the proof.
Theorem 2.5. The function  satis@es
(i)
(t)
t
→ 1 as t →∞;
and
(ii) ′(t)→ 1 as t →∞:
Proof. Since t − (t)6√2t we immediately get (i) from
1− (t)
t
6
√
2t
t
→ 0 as t →∞:
The second statement follows from ′(t)= v′(t)=v′((t)) since
1¿′(t)¿
√
2(t)√
2t + 1
→ 1 as t →∞:
This concludes the study of v(t): Let us remark that the regularity properties of v
were all derived from the integral Eq (1.1). Hence they are shared by any function
which satis3es Eq. (1.1).
Optimal strategy. We now have enough material to describe, for each time horizon,
the optimal strategy. Without further notice let us 3x the time horizon t. For a strategy
 ∈!a we denote by L the process that counts the number of accepted values. Of
course this process is only relevant for time indices between 0 and t. The running
maximum of the accepted values de3nes a process denoted by M . Proposition 2.2
implies that for each n:
E[LTn∧t + v((t − Tn ∧ t)(1−MTn∧t))]6 v(t);
where a ∧ b=min(a; b). A strategy that achieves equality is therefore optimal. The
proof of Theorem 2.1 already told us what to do at time T1. Recursively we de3ne
 n =1 if Tn6 t; Xn¿ max
k6n−1
{ kXk}
and
1 + v((t − Tn)(1− Xn))¿ v
(
(t − Tn)
(
1− max
k6n−1
{ kXk}
))
 n =0 otherwise:
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The proof that this indeed gives an optimal strategy is based on a martingale theorem.
We will freely use notation coming from martingale theory. We refer the reader to
BrUemaud (1981), Jacod and Shiryaev (1987) or Protter (1995) for any unexplained
notion. To state our martingale theorem, suppose that  is de3ned according to the
description above, with counting process Lt and running maximum process M . We
3rst de3ne a process H , which also depends on t, but we drop this index in order to
simplify the notation and because the time horizon, t, is kept 3xed. Let
Hu =sup{s: 06 s6 1; v((t − u)(1− s)) + 1¿ v((t − u)(1−Mu−))}:
Clearly the process H is predictable and on the set {(t − u)(1−Mu−)¿ ,}, we have
that
(t − u)(1− Hu)=((t − u)(1−Mu−));
whereas on the set {(t − u)(1−Mu−)¡,}, we have
Hu =1:
We write the process H as Hu = hu(Mu−), where h : [0; t] × [0; 1] → [0; 1] is a deter-
ministic function (that, as already said, also depends on t). The function h describes
the maximum acceptance level. Also, using Eq. (2.7) and the de3nition of Hu, we see
that
(t − u)(Hu −Mu−)= (t − u)(1−Mu−)− ((t − u)(1−Mu−)): (2.16)
The de3nition of Hu and equality (2.16) will be central in exploiting the following
martingale.
Theorem 2.6. The process Y tu de@ned as
Y tu =L
t
u + v((t − u)(1−Mu))
is a square integrable martingale of bounded variation. The jumps; de@ned as VY tu =
Y tu − Y tu−; are nonnegative and bounded by 1.
Proof. The proof is a consequence of the optimality principle or dynamic program-
ming principle. To avoid circular reasonings and to prepare the reader for later use of
martingale arguments, we give a proof based on stochastic calculus. Parts of this proof
will be used in later sections.
The characteristics (see BrUemaud, 1981 or Jacod and Shiryaev, 1987) are given by
the intensity of the counting process 1tu and the distribution Ku of the jump size, given
there is a jump at time u. From the de3nition of the strategy  , we immediately get
the intensity
1tu =Hu −Mu−;
as well as, Ku(dx), the distribution of the jump size. The latter is given as the law of
the random variable
1 + v((t − u)(1− U ))− v((t − u)(1−Mu−)); (2.17)
where U is uniformly distributed on [Mu−; Hu].
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The predictable compensator of the process Y t can now be calculated and will be
shown to be zero. Indeed, an immediate calculation shows that the compensator is
given by
(Hs −Ms−) ds− v′((t − s)(1−Ms−))(1−Ms−) ds
+
(∫ hs(Ms−)
Ms−
{v((t − s)(1− y))− v((t − s)(1−Ms−))} dy
)
ds:
But from the de3nition of the process H and the integral equation of v, it follows that
this equals zero.
Because the process Y t is positive and bounded by N +
√
2t, it is therefore a square
integrable martingale. That it is of bounded variation is obvious since the function v
is continuously diJerentiable and the process Lt is non-decreasing. The assertion about
the jump size follows from the de3nition of the strategy  .
Remark 2.3. We immediately get that the strategy used in the previous theorem is
optimal. Indeed
E[Ltt] =E[Y
t
t ] =E[Y
t
0]= v(t):
Also, in accordance with Proposition 2.2 and Lemma 2.1, we 3nd that for every stop-
ping time %6 t, we have
E[Ltt − Lt% |F%] =E[Y tt − Y t% + v((t − %)(1−M%)) |F%] = v((t − %)(1−M%)):
In other words, as dynamic programming tells us, the strategy  is also optimal on
the stochastic interval [%; t].
2.2. Fluctuations of the number of selected points
We now address the problem of 3nding estimates for the random Quctuation of the
number of points which are selected by the optimal strategy. Our 3rst concern is the
variance of this number. Recall that, for 3xed t¿ 0; Ltt denotes the number of points
selected up to time t under the optimal strategy.
Before we give an upper and a lower bound for Var(Ltt), let us recall the result from
martingale theory (see Protter, 1995, squared variation process in Chapter 2, and also
BrUemaud, 1981, p. 235, T3), according to which we have
Var(Ltt)=E
(∫ t
0
(VY tu)
2 dLt(u)
)
:
Hence,
Var(Ltt) = E
(∫ t
0
du 1tu
∫ 1
0
y2Ku(dy)
)
= E
(∫ t
0
du(Hu −Mu−)×
∫ Hu
Mu−
dx
(Hu −Mu−)
×(v((t − u)(1− x)) + 1− v((t − u)(1−Mu−))2): (2.18)
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We 3rst give a lower bound for Var(Ltt):
Theorem 2.7.
Var(Ltt)¿
v(t)
3
; ∀t¿ 0:
Proof. Since v is concave we have that, for each jump time u, the random variable
de3ned in (2.17)
1 + v((t − u)(1− U ))− v((t − u)(1−Mu−))
is stochastically larger than a uniformly distributed random variable on [0; 1]. Hence,
from Eq. (2.18),
Var(Ltt)¿ E
(∫ t
0
du(Hu −Mu−)
∫ 1
0
x2 dx
)
¿
1
3
E
(∫ t
0
du(Hu −Mu−)
)
¿
1
3
E
(∫ t
0
dLtu
)
=
1
3
E(Ltt)=
1
3
v(t):
We now turn to the problem of 3nding an upper bound for Var(Ltt): Clearly, in
order to understand the behaviour of (Ltt) suPciently well, our goal is to 3nd an upper
bound which is close to the lower bound so that we can obtain strong limit results.
Contrary to the problem of 3nding a lower bound where we were able to minorize
(stochastic) jump sizes, independently of the jump locations, by i.i.d. uniform random
variables, a similar approach is now too coarse. Thus we face the additional problem
of majorizing, in a suitable way, location-dependent jump sizes.
We will need, among other tools, an elementary Lemma which we state and prove
3rst.
Lemma 2.4. Let a; b∈R with a¡b and let ’ :R → R be a twice diAerentiable
concave function on [a; b] with ’(a)=’(b)= 0. Suppose that; for some 5¿ 0,
’′′(x)¿− 5 for all x∈ [a; b]: (2.19)
Then ∫ b
a
’(x) dx6
5
12
(b− a)3:
Proof. De3ne the function
p(x)=
5
2
(x − a)(b− x)− ’(x): (2.20)
Then, from (2.19), for x∈ [a; b],
p′′(x)=− 5− ’′′(x)6 0;
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and hence p(x) is concave on [a; b]. Also, ’(a)=’(b)= 0, and so from (2.20),
p(a)=p(b)= 0. Concavity of p on [a; b] implies then that p is non-negative on [a; b].
Hence 06’(x)6 (5=2)(x − a)(b− x); x∈ [a; b]; and thus∫ b
a
’(x) dx6
∫ b
a
5
2
(x − a)(b− x) dx= 5
12
(b− a)3:
Theorem 2.8.
Var(Ltt)6
1
3v(t) + c1log(t) + c2;
where c1 and c2 are suitable constants independent of t.
Proof. According to Theorem 2.1, the function v is strictly increasing on R+. Hence
v−1 exists. Let 7 be de3ned by v(7)= 2. We have v−1(1)= , and v−1(2)= 7 so that
1¡,¡ 2¡v−1(2)= 7; (2.21)
where the third inequality follows from v(t)¡E(Nt)= t for t ¿ 0: Now note that,
according to Theorem 2.3(i),
(x − (x))2
(x)
6
2x
x −√2x :
But this function is decreasing (for x¿ 2) and hence for x¿ 7¿ 2
(x − (x))2
(x)
6
27
7 −√27 : (2.22)
We also note that 0¡7=(7 −√27)¡∞, since 7¿ 2.
Let % be the stopping time
%= inf{06 u6 t: (t − u)(1−Mu)6 7}: (2.23)
The time u= t − 7 clearly satis3es the set prescription underlying % so that
%6 t − 7: (2.24)
Since % is the in3mum of this set, and Mu nondecreasing, we have
(t − u)(1−Mu−)¿7 for u∈ [0; %[: (2.25)
Now, by the martingale property,
E(Y t% (Y
t
t − Y t%))= 0
and hence
Var(Ltt)=Var(Y
t
t )=Var(Y
t
%) + Var(Y
t
t − Y t%): (2.26)
Both summands are estimated in a diJerent way. We start with the easier one.
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Recall that Fs denotes the sigma-3eld generated by all arrival time points up to time
s and their corresponding values. Then
Var(Y tt − Y t%) = E
( ∑
%¡u6t
(Y tu − Y tu−)2
)
6 E(Ltt − Lt%)
= E(E(Ltt − Lt%|F%)):
By the martingale property, the latter equals
E(v((t − %)(1−M%)))6E(v(7))= 2; (2.27)
where the equality follows from the de3nitions of % and 7 (see (2.21) and (2.23)),
and the continuity of v.
The variance of Y t% requires more work.
Recall that
Var(Y t%)=E
(∫ %
0
du
∫ Hu
Mu−
(J (s; u))2 ds
)
;
where, for Mu−6 s6Hu,
J (s; u)= 1 + v((t − u)(1− s))− v((t − u)(1−Mu−)):
Since v is concave, J (s; u) is a concave function of s. Hence
J (s; u)¿ l(s) :=
Hu − s
Hu −Mu− ; Mu−6 s6Hu: (2.28)
Also J 2 − l26 2(J − l), since 06 l6 J6 1; Mu−6 s6Hu, and hence
(J (s; u))26 (l(s))2 + 2(J (s; u)− l(s)); Mu−6 s6Hu:
So we get that the variance of Y t% ; Var(Y
t
%), is bounded above by
E
(∫ %
0
du
∫ Hu
Mu−
(l(s))2 ds
)
+ 2E
(∫ %
0
du
∫ Hu
Mu−
(J (s; u)− l(s)) ds
)
: (2.29)
For the 3rst term in (2.29) we obtain from (2.28) and from %6 t,
E
(∫ %
0
1
3
(Hu −Mu−) du
)
6E
(∫ t
0
1
3
(Hu −Mu−) du
)
= 13E(L
t
t)
= 13v(t); (2.30)
since the intensity of (Ltu)06u6t is exactly (Hu −Mu−) du.
To estimate the second term we 3rst note that the function ’(s; u) := J (s; u) − l(s)
vanishes in s=Mu− and Hu and is concave in s on [Mu−; Hu]. Thus ’(s; u) satis3es
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the hypotheses of Lemma 2.4 with a=Mu− and b=Hu. Therefore we obtain for the
second term of (2.29)
2E
(∫ %
0
du
∫ Hu
Mu−
(J (s; u)− l(s)) ds
)
6
1
6
E
(∫ %
0
du(Hu −Mu−)3 sup
s∈[Mu− ; Hu]
|v′′((t − u)(1− s))|(t − u)2
)
: (2.31)
Since (t − u)(1−Mu−)¿7 (see (2.25)) we obtain from (iv) of Theorem 2.4
|v′′((t − u)(1− s))|6 1√
2
((t − u)(1− Hu))−3=2:
Therefore, from (2.31), Var(Y t%) must satisfy
Var(Y t%)6
1
6
√
2
E
(∫ %
0
(Hu −Mu−)3(t − u)2((t − u)(1− Hu))−3=2 du
)
=
1
6
√
2
E
(∫ %
0
((Hu −Mu−)(t − u))3
(t − u)5=2(1− Hu)3=2 du
)
: (2.32)
The latter is, according to Eq. (2.16), equal to
1
6
√
2
E
[∫ %
0
1
t − u
(
((t − u)(1−Mu−)− ((t − u)(1−Mu−)))2
((t − u)(1−Mu−))
)3=2
du
]
:
(2.33)
By inequality (2.22) the last expectation is smaller than
1
6
√
2
E

∫ %
0
du
t − u
(
27
7 −√27
)3=2 ;
and thus from (2.24)
6
(
7
7 −√27
)3=2
1
3
∫ t−7
0
du
t − u6
(
7
(7 −√27
)3=2
1
3
log
(
t
7
)
: (2.34)
Thus from (2.26), (2.27), (2.30) and (2.34),
Var(Ltt)6
1
3
v(t) +
1
3
(
7
(7 −√27)
)3=2
log
(
t
7
)
+ 2;
and the proof is complete.
Convergence i.p.—results.
Corollary 2.3.
Ltt
v(t)
→ 1 i:p: and L
t
t√
2t
→ 1 i:p: as t →∞:
Proof. This is straightforward from Theorems 2.7 and 2.8 and Chebychev’s inequality.
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Remark 2.4. The bivariate process (Ltu;Mu)06u6t is Markovian. As P.A. Meyer sug-
gested to us, the study of its in3nitesimal generator should yield additional results. We
will use this approach in a paper we intent to write on a proof of a corresponding
functional Central Limit Theorem.
This concludes our study of the overall optimal online rule and its value. In the next
section we will study a restricted class of online rules.
3. Graph-rules
This section does not deal with the optimal rule but with “limiting best” rules in
a very restricted class of rules. We will 3rst motivate our interest in this subclass
of rules. Readers who are only interested in the optimal rule may, without loss of
understanding, directly turn to Section 4.
Recall that the optimal selection rule is of the following form: Select the 3rst obser-
vation (T%; X%) (if any) satisfying 1+ v((1− X%)(t − T%))¿ v(t − T%), and, recursively,
if (Tk ; Xk) was the last selected observation, select the 3rst subsequent observation
(T%(k); X%(k)) (if any) satisfying 1 + v((1 − X%(k))(t − T%(k)))¿ v(t − T%(k)). Given that
the online requirement means, in practice, to decide without delay, we want to focus
our interest on the simplest rules we can imagine, that is drawing a graph through
[0; t] × [0; 1] and selecting sequentially all points below the graph which form an in-
creasing sequence. The goal is here to choose the limiting best graphical solution and,
as we would like to point out, not an asymptotically optimal rule, which will be treated
in Section 4.
Next, to our motivation of 3nding a particularly simple rule we have a second
motivation to study graph-rules. This is to understand the concentration of measure
of i.i.d. random variables under the condition that they form a record. Deuschel and
Zeitouni (1995) have studied curves of concentration of records in a more general
context. For the background see Goldie and Resnick (1996). Our Poisson process
model can be compared with the case of t (t ∈N) uniform [0; 1] random variables. In
this case this curve (on [0; 1]2) is the diagonal line, as Deuschel and Zeitouni (1995)
have shown. They also establish the link with the monotone subsequence problem
(Lemma 8, p. 874). This shows that a prophet would select the longest subsequence,
with expected length in the order of 2
√
t, essentially along this line. It is intuitive that
a lazy decision maker who wants to use a convenient graph-rule rule cannot do better
than just trying to mimic a prophet online. We shall prove, that this intuition is true.
However, it came as a surprise to see that it is not easy to turn this intuition into a
solid proof. The proof consists of several parts which we prepare 3rst.
Denition 3.1. Let f : [0; t]→ [0; 1] and let Sf = {(s; x): 06 s6 t; 06 x6f(s)}. We
say that (Tk ; Xk) is a f-record on [0; t]×[0; 1], if Xk is a record among (Tj; Xj1{Xj6f(Tj)}),
j=1; 2; : : : ; k.
Note that if Y tj :=Xj1{Xj6f(Tj)}=0, then Y
t
j cannot be a record. Hence f-records
are simply records in the planar Poisson process with unit rate con3ned to the region
bounded above by the graph of f.
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Denition 3.2. The rule of selecting sequentially all f-records, and only these, will
be called f-graph rule. Further, f∗ is called optimal, if it maximizes the expected
number of f-records for all f: [0; t]→ [0; 1].
Lemma 3.1. For a given function f: [0; t]→ [0; 1] let rf(t) denote the expected num-
ber of f-records. Then
rf(t)=
∫ t
0
∫ f(s)
0
e−<f(s; x) dx ds; (3.1)
where <f(s; x) denotes the Lebesgue measure of the intersection of Sf and the
North-West region of the plane with respect to the point (s; x).
Proof. The probability of 3nding exactly one f-record in a rectangle containing (s; x)
with area ds× dx equals, according to the Poisson hypothesis,
(dx ds+ o(dx ds))exp{−<f(s; x)};
because it is necessary and suPcient that the rectangle contains at least one observation
which is not preceded by a f-record with a larger X -value. Further, more than one
arrival time in ds has probability o(ds) (more than one X -value in dx has probability
o(dx)) so that summing over the probabilities, respectively, expectations, are here
asymptotically equivalent. Letting ds → 0 and dx → 0, the limiting sum exists and
yields then the above double integral, because the integrand is continuous in both
s and x.
Maximizing (3.1) over all f is in general a diPcult problem of calculus of variations,
but we can reduce the range of functions containing f∗. For suPciently small t, we
have f∗ ≡ 1 on [0; t], as we can see easily. Indeed, we know from the de3nition of
, (see (2.5)–(2.6)) that v(t)6 1 for t6 ,, so that it is optimal to select any record
if t ¡,. But this simple picture changes quickly, even for moderate t. Further, it
will become clear that, as t becomes larger, we can con3ne our interest to increasing
functions f. Therefore we 3rst note that
Corollary 3.1. If f is strictly increasing; then Eq. (3:1) becomes
rf(t)=
∫ t
0
∫ f(s)
0
exp
{
−
∫ s
f−1(x)
(f(u)− x) du
}
dx ds; (3.2)
where f−1(x) := inf{s: f(s)= x}.
rf(t) in (3.2) can be computed conveniently for f(s)= s=t, and this will give us im-
mediately a lower bound for supf rf(t). If f(s)= s=t then we denote the corresponding
expected number of f-records by rd(t) (d is mnemonic for “diagonal line”).
Lemma 3.2.
sup
f
rf(t)¿ rd(t)=
√

2
t − 1 + o
(
1
t
)
: (3.3)
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Proof. The inequality in (3.3) is obvious. Further, for f(s)= s=t we have f−1(s)= ts
and so from (3.2)
rd(t)=
∫ t
0
∫ s=t
0
exp
{
−
∫ s
tx
(u
t
− x
)
du
}
dx ds: (3.4)
With the change of variable s := s=t, (3.4) becomes
rd(t)=t=
∫ 1
0
∫ s
0
exp{−(t=2)(s− x)2} dx ds: (3.5)
We now use∫ s
0
exp{−(t=2)(s− x)2} dx=
∫ s
0
exp{−(t=2)x2} dx= 1√
t
∫ √ts
0
e−w
2=2 dw:
Plugging this into (3.5) we see that
rd(t)=
√
t
∫ 1
0
(G(
√
ts)− G(0)) ds; (3.6)
where G denotes the Gaussian error-integral. Eq. (3.6) can be straightforwardly
integrated which yields the rhs of (3.3).
Asymptotically best graph-rules. To tackle the question of an asymptotically optimal
performance, we transform the time by s := s=t, so that we have now a planar Poisson
process with rate t on [0; 1]2. In the following we assume throughout that this time
transformation has taken place. Consequently, we will con3ne our interest to those
functions f which satisfy 06f(s)6 1 for all s∈ [0; 1]. We 3rst need two preliminary
estimates.
Corollary 3.2. Let 0¡m¡∞ and let f(s)=ms on [0; t1]; and let rf(t1; t) denote
the expected number of f-records up to time t1. Then there exists a constant c1 ¿ 1
such that
c1
√
t1f(t1)t6 rf(t1; t)6 2
√
t1f(t1)t; 0¡t16max{1; 1=m} (3.7)
for all t suFciently large.
Proof. The 3rst inequality in (3.7) follows from the proof of Lemma 3.2 (by time scale
transformation). The second inequality holds since rf(t1; t)6 v(t1f(t1)t) ∼
√
2t1f(t1)t
¡ 2
√
t1f(t1)t.
Lemma 3.3. Let 0¡a6 1; and let f(s) ≡ a on [0; t1] for some 0¡t16 1. Then;
for all constants c2 ¿ 1; and all t suFciently large;
ra(t1; t)¡c2 log(t): (3.8)
Proof. It is easy to check (and well known) that the expected number of records from
n i.i.d. continuous random variables equals ?(n)= 1+1=2+· · ·+1=(n−1)+1=n (see e.g.
Arnold et al., 1998, p. 23). Since ?(n)6 1+log(n) we have ra(t1; t)6E(1+ log(N )),
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where N is a Poisson-distributed random variable with mean at1t. Since log(:) is a
concave function, Jensen’s inequality yields E(log(N ))6 log(E(N )), and thus
ra(t1; t)6 1 + log(E(N ))= 1 + log(at1) + log(t)6 1 + log(t)¡c2 log(t);
where the last inequality holds for all t suPciently large.
Denition 3.3. An f-graph rule is called asymptotically optimal if
rf(t)=rf∗(t)→ 1 as t →∞;
where f∗ is de3ned in De3nition 3.2.
We are now ready for the essential Lemma of this section.
Lemma 3.4. To @nd an asymptotically optimal continuous function f on [0; 1] as
t →∞; it suFces to study the class of increasing f with f(0)= 0 and f(1)= 1.
Proof. (i) We 3rst show that we can con3ne to the class of increasing functions f.
Recall (3.1), which becomes (in time scale s := s=t)
rf(t)=
∫ 1
0
∫ f(s)
0
te−t<f(s; x) dx ds: (3.9)
Suppose now that f is not increasing on [0; 1]. We will see that the choice f˜(s) :=
max06u6s f(u) is asymptotically at least as good as f. Clearly, f˜ is well de3ned
since f is continuous. Since f is not increasing on [0; 1], there exists a largest point,
s1 ¡ 1 say, such that f is increasing on [0; s1] (where s1 = 0 is de3ned to signify that f
decreases in a neighbourhood of 0). Again from continuity of f, we can 3nd an *¿ 0,
a ) := )(*)¿ 0 and a largest time s2 := s2(*) (truncated at 1) such that f(u)6f(s1)−*
for s1 +)6 u6 s2. But then <f(u; x) is positive and bounded away from 0 on the set
U= {(u; x) : s1 + )6 u6 s2; 06 x6f(u)}. Therefore t exp{t <f(u; x)} → 0 on U as
t →∞, and thus∫ s2
s1+)
∫ f(s)
0
te−t <f(s; x) dx ds → 0 as t →∞: (3.10)
This is true for 0¡*′¡* as well, and then, having chosen a corresponding )¿ 0,
also for all )′ with 0¡)′¡), since s1 is maximal. Extending the outer integral in
(3.10) to
∫ s2
s1
adds at most ) to the value of the integral, and hence, as t → ∞, the
limiting contribution of the time interval [s1; s2] to the expected number of f records is
zero. The same argument holds for all subsequent intervals (if any) on which f drops
below f(s1). Thus replacing f by f˜ for s¿ s1 cannot but improve on f, since the
integrand is positive. Note also that <f˜(s; x) does not stay bounded away from zero.
This implies that we can focus on increasing functions f.
(ii) We now show that an asymptotically optimal f must satisfy f(0)= 0. According
to (i), we suppose f is increasing. Suppose f(0)= a¿ 0. Let, as before, rf(*; t) be
the expected number of f-records on [0; *]. The number of f-records which are not
a-records is the number of those f-records which lie in the region bounded by the
graphs of f and a. Since the Poisson arrival rate is constant everywhere, it has the
same distribution as the number of f−a-records (where f−a is shorthand for g(s) :=
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f(s) − a). Hence its expectation is the same as rf−a(*; t). Counting f-records and
a-records separately yields the upper bound
rf(*; t)6 ra(*; t) + rf−a(*; t); (3.11)
because all those a-records which are preceded by f-records do not contribute to the
number of f-records.
Now note that rf−a(*; t)6 v(*(f(*)−a)t). Indeed, v(*(f(*)−a) yields the expected
number of selectable points on the box [0; *]× [0; f(*)− a] under the overall optimal
selection rule, and the class of all rules contains the class of f-record rules. Also recall
that v(t) ∼ √2t. Using this and Lemma 3.3 yields then from (3.11)
rf(*; t)=
√
*t6
√
2
√
f(*)− a+ @t ; (3.12)
where 0¡@t ¡c2 log(t)=
√
*t → 0 as t → ∞. Since f is continuous, the rhs tends to
zero as * tends to zero. Replace f on [0; *] (only) by the line joining the origin and
the point (*; f(*)), i.e. by g(s)= sf(*)=*¿ 0. Since f(0)= a¿ 0 and f is increasing,
this line has a 3nite strictly positive slope for all *¿ 0. Thus from Corollary 3.2, for
t suPciently large,
rg(*; t)√
*t
¿
c1
√
t*f(*)√
*t
= c1
√
f(*):
The rhs stays now bounded away from 0, since f(0)= a¿ 0. Thus there exists *¿ 0
such that rf(t; *)¡rg(t; *) for t suPciently large, which proves that f is asymptotically
suboptimal unless f(0)= 0.
(iii) Finally, suppose that f(1)= b¡ 1. Replace f on [1− *; 1] by the line-segment
joining (1 − *; b) and (1; 1), which has again a strictly positive 3nite slope for each
0¡*6 1. Similarly to the proof of (ii) we see then that, for some *¿ 0 this replace-
ment improves on f as t becomes large. This completes the proof.
We are now ready for the main result.
Theorem 3.1. The f-record rule using the diagonal line f(s)= s is asymptotically
optimal in the class of diAerentiable functions f : [0; 1]→ [0; 1].
Proof. According to Lemma 3.4 we suppose that f(0)= 0; f(1)= 1 and f′(s)¿ 0 on
[0; 1]. The latter implies that <f(s; f(s))=0 and that each point (s; x) with 06x¡f(s)
has a single connected North–West region below f attached to it. For 06 76 1 let
B(7)= {(s; x)∈ [0; 1]2: 06 x6f(s); <f(x; s)6 7}: (3.13)
Note that B(7) is bounded above by B(0), i.e. the graph of f, and below by the curve
c(s; 7) := cf(s; 7) de3ned by <f(s; x)= 7, both being well de3ned and continuous in 7
since f is increasing and continuous. Therefore the Lebesgue measure of B(7) denoted
by L(B(7)) is right-continuous in 7=0.
Recall (3.9). As t increases, t exp{−t <f(s; c(s; 7))} → 0 for each 7¿ 0, so that in-
tegration on the complement of B(7) is asymptotically negligible for any 3xed 7¿ 0.
This means that the asymptotic behaviour of the double integral (3.9) is solely deter-
mined by the behaviour of the integrand on B(7) as 7 → 0+. Now interpret (3.9) as t
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times the Laplace transform of <f. This opens the way to applying an Abelian Theo-
rem (see e.g. Feller, 1971, Vol. II, Chapter XIII, Section 5, Theorem 4). First we see
from this theorem that maximizing (3.9) over the set of f is equivalent to maximizing
tBL(B(7)) for some factor B¿ 0. The value of B is not yet determined by the Abelian
theorem, but we know more. Indeed, we will see that B must be equal to 12 . Recall
the inequality sup{f} rf(t)6 v(t) and the asymptotic relationship v(t) ∼
√
2t. Also,
from Lemma 3.2, sup{f} rf(t)¿ c
√
t for each c¡
√
2 and t suPciently large. This
yields a two-sided inequality of the order of
√
t. Hence, since the above maximization
problem is equivalent for some power B, it can only be B= 12 .
Now, to study the limiting behaviour of
√
tL(B(7))=
√
t
∫ 1
0
(f(s)− c(s; 7)) ds; (3.14)
as 7 → o+ we use the diJerentiability of f. Note that
<f(s; c(s; 7)) = 12 (s− f−1(c(s; 7))(f(s)− c(s; 7))
= 12
(f(s)− c(s; 7))2
f′(s)
+ o(7):
Since <f(s; c(s; 7))= 7, this implies
f(s)− c(s; 7)=
√
27
√
f′(s) + o(71=2): (3.15)
Therefore
L(B(7))=
∫ 1
0
(f(s)− c(s; 7)) ds=
∫ 1
0
√
f′(s) ds+ o(71=2):
The Cauchy–Schwarz inequality implies, however, that∫ 1
0
√
f′(s) ds6
√∫ 1
0
ds
√∫ 1
0
f′(s) ds=
√
f(1)− f(0)= 1;
and that equality holds if and only if f′(s) is proportional to 1 on [0; 1]. With the
border conditions this implies that only f(s)= s is asymptotically optimal, and the
proof is complete.
4. Uniqueness of v(t) and relations with bin-packing problems
We now return again to the overall optimal rule and 3rst tackle the question of its
uniqueness. As we know this uniqueness is implied by the uniqueness of the solu-
tion v of (1.1) with boundary condition v(0)= 0. As observed before, we never used
uniqueness so far, but we now give a complete proof. One referee indicated an analytic
method of proof which should work out. We prefer however to present a purely prob-
abilistic proof. Pro3ting from the martingale result established before, it is seemingly
shorter and also illustrates the martingale method.
Theorem 4.1. The solution v of Eq. (1:1) with boundary condition v(0)= 0 is unique.
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Proof. We have seen already that (1.1) is equivalent to Eq. (2.4) with initial condition
v(0)= 0.
Suppose now that w(t) is another solution of (2.4), that is w(t) satis3es
tw′(t)=
∫ t
0
[w(u) + 1− w(t)]+ du (4.1)
with initial condition w(0)= 0. Of course, w(t) then also satis3es all the properties
of v(t), because they are all derived from (1.1). Recall that the solution v induced
two other intrinsic functions linked to v, namely the “strict positive part lower bound”
denoted by  and, what we called the “maximum acceptance level”, denoted by the
function hu : [0; 1] → [0; 1]. Recall also that, since v is increasing, we have seen that
these are uniquely de3ned by v, i.e. v can be more explicitly described by the triple
(v; ; h). With these functions we constructed the strategy yielding the counting process
Lt =(Ltu)06u6t and the running maximum process M =(Mu)06u6t .
Let now (w; ’; k) be the corresponding triple for w. This means we have for each
t ¿ 0 a strategy described in terms of ’ and the maximum acceptance level k to
achieve w(t). This strategy induces a counting process L′t and a running maximum
M ′. Similarly as before, L′t must satisfy E(L′tt )=w(t).
Since v(t) is de3ned as the supremum of the expected number of selected points
over all admissible strategies on [0; t], we must have w(t)6 v(t). Therefore, to show
the equality of v and w, it suPces to show w(t)¿ v(t) for all t¿ 0. This remaining
part will follow from the following lemma.
Lemma 4.1. The process (Lts + w((t − s)(1 − Ms)))06s6t is a supermartingale; and
hence
E(Ltt)6w(t):
Proof. Computing the predictable compensator now yields (compare Theorem 2.6)
Cs; t = (hs(Ms−)−Ms−) ds− w′((t − s)(1−Ms−))(1−Ms−) ds
+
∫ hs(Ms−)
Ms−
{w((t − s)(1− y))− w((t − s)(1−Ms−))} dy ds:
By Eq. (4.1) together with the de3nition of the functions ’ and k, we get
w′((t − s)(1−Ms−))(1−Ms−)
=
∫ ks(Ms−)
Ms−
{1 + w((t − s)(1− y))− w((t − s)(1−Ms−))} dy:
Hence Cs; t can be written as
Cs; t = (hs(Ms−)−Ms−) ds− (ks(Ms−)−Ms−) ds
−
∫ ks(Ms−)
Ms−
{w((t − s)(1− y))− w((t − s)(1−Ms−))} dy ds
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+
∫ hs(Ms−)
Ms−
{w((t − s)(1− y))− w((t − s)(1−Ms−))} dy ds
=
∫ hs(Ms−)
ks(Ms−)
{1 + w((t − s)(1− y))− w((t − s)(1−Ms−)} dy ds:
But the expression under the integral sign is, by the de3nition of the function k,
non-negative or non-positive according to y6 ks(Ms−) or y¿ ks(Ms), respectively. It
follows that Cs; t is always negative or zero. Again we have an easy upper bound,
which is
Ltu + w((t − u)(1−Mu))6Y tu;
and hence (Lts + w((t − s)(1−Ms))06s6t is a supermartingale. This ends the proof of
Lemma 4.1 and completes the proof of Theorem 4.1.
Application of the uniqueness theorem. As an application of the preceding theorem
we address the link between so-called bin-packing problems and problems of selecting
monotone subsequences. This link was discovered by CoJman et al. (1987) for a 3xed
number of arrivals. We start by listing two equivalent problems.
Equivalent problems. Let, as before, (Nt)t¿0 be a Poisson process with rate 1 de3ned
on the positive halQine, and occurrence times T1 ¡T2 ¡ · · · . a.s. Let X1; X2; : : : be i.i.d.
random variables following a common distribution F , and let U1; U2; : : : be i.i.d. U [0; 1]
random variables.
Problem 1. We observe sequentially (T1; X1); (T2; X2); : : : and want to 3nd, for a given
t ¿ 0, an online strategy maximizing the expected number of selected Xj’s satisfying
Xj1 ¡Xj2 ¡ · · · :
This is our online Poisson selection problem for a general distribution function F for
the X -values.
Problem 2 (Online Poisson bin-packing problem). We observe sequentially (T1; U1);
(T2; U2); : : : and want to 3nd, for a given t ¿ 0, an online strategy maximizing the
expected number of selected Uj’s satisfying
Uj1 + Uj2 + · · ·6 1:
Theorem 4.2. If F is continuous then Problems 1 and 2 are equivalent.
Proof. We give the essential steps of the proof. We 3rst look at Problem 1. Since F
is monotone increasing, 0¡F(Xj1 )¡F(Xj2 )¡ · · · implies Xj1 ¡Xj2 ¡ · · ·. Similarly,
the converse holds almost surely. Also, since F is continuous, we have F(X1) ∼
U1; F(X2) ∼ U2; : : : . Hence, with respect to the objective of maximizing the expected
number, Problem 1 is equivalent to the online monotone subsequence problem for i.i.d.
uniform Xk ’s studied in Section 2 of this paper.
Now we turn to Problem 2. Let w(t) be its value. More explicitly, let w(s; x) be the
value of the continuation of the optimal strategy, if we have a remaining time s and
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a remaining bin capacity x, that is, if the sum of the selected Uj’s up to time t − s
equals 1− x. It follows that 06 x6 1, and w(t; 1)=w(t) by de3nition.
Now we derive a (partial) diJerential equation for w(s; x), by conditioning on what
happens in [s; s + *[. We can again con3ne our interest to arrival numbers 0 or 1 on
[t − s; t − s+ *[, because all probabilities concerning more than one arrival sum up to
o(*). There are now three possibilities: either there is no arrival, or there is one, but the
associated U -value is too large, or 3nally there is an arrival with U -value satisfying
U6 x. Using independence of arrival times and associated U -values we can write the
complementary probability of the 3rst two events as (1 − *x + o(x)). Then, passing
over without a selection yields the future value w(s− *; x), whereas selecting an arrival
yields w(s − *; x − u), where u is the realization of a U [0; x] random variable. Hence
we obtain
w(s; x) = (1− *x − o(*x))w(s− *; x)
+ (*x + o(*x))
∫ x
0
max{1 + w(s− *; x − u); w(s− *; x}
x
du:
This is equivalent to
w(s; x)− w(s− *; x)
*
=
o(*x)
*
− xw(s− *; x)
+
1
x
∫ x
0
max{1 + w(s− *; x − u); w(s− *; x)} du:
Clearly the limit of the rhs of this equation exits as * → 0, and so the limit of the lhs
exists and equals
@w(s; x)
@s
=
∫ x
0
[1 + w(s; x − u)− w(s; x)]+ du:
Replace x− u by u, s by t, and x by 1. Also, applying the same time-and-rate change
as in the proof of Lemma 2.1 we can check that w(t; u)=w(tu; 1)=w(tu). Hence the
above equation becomes
@w(t; 1)
@t
=w′(t)=
∫ x
0
[1 + w(tu)− w(t)]+ du
and since w(0)= 0 this is exactly Eq. (1.1). From Theorem 4.1, the solution v of (1.1)
is unique. Hence w= v. Since v allows for a single optimal strategy yielding at time t
the value v(t), it suPces to describe any strategy for Problem 2 which yields v(t):
De3ne Uj1 (i.e. the 3rst Uj which we select in Problem 2) as being X
′
j1 for Problem 1.
Then de3ne recursively Sk =Uj1 + · · ·+Ujk ; k =1; 2; : : : with Ujk+1 as being the 3rst Uj
observed after time Tjk such that Sk +Uk+1 does not exceed the maximum acceptance
level under the optimal strategy in Problem 1. It is easy to check that this strategy
must yield the value v(t), because the increments Sk+1 − Sk in Problem 2 have the
same distribution as the increments of the current maximum in Problem 1.
A trick to display the essence of the equivalence of both problems graphically is to
graph the ribbon [0; t]× [0; 1] and to interpret the selection of an observation for both
problems simultaneously:
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Look at a selected point (T; x), say, in the subsequence problem, say. Playing opti-
mally after time T means in this problem playing optimally on the North-East window
[T; t]×[x; 1], where the next acceptable point must exceed x. ReQecting this window on
the line y=1=2 through the ribbon gives us the South-East window of same shape and
measure. Interpret 1− x in this window as the available space for the next increment
of the sum for the bin-packing problem.
5. Concluding remarks
Note that the uniformity assumption for the Uj’s is essential for the equivalence
between the two problems because it is necessary that the location of the available
space is irrelevant. On the other hand, the constant rate of the Poisson arrival process
is not essential. If we have a inhomogeneous Poisson process we simply change the
rate back to a constant rate by a time scale transformation which, of course, does not
aJect the distribution of the Xk or Uk .
Does the asymptotic result for graph-rules (see Corollary 3:1 and Theorem 3:1) for
the monotone subsequence problem hold as well for Problem 2? Clearly yes, because
it suPces to select each Uk which does not push the sum of the previously selected
Uj’s above the diagonal line. (We expect this rule also to be limiting optimal among
all graph-rules for bin-packing problems, but we do not investigate this question any
further.)
Back to Problem 1: One practical solution of the problem is thus to graph the
line f(s)= s=t through the ribbon [0; t] × [0; 1] and to select greedily all f-records.
This is the “laziest” graph-rule. For 3nite (even large) t the projection argument is
for online strategies of limited value, of course, and there are other simple strategies
which perform better. According to the optimality conditions implied by Lemma 2.1,
for instance, we can do better by replacing after each selection the old diagonal line
by a new one passing through the presently selected point and the point (t; 1). A little
reQection shows that this rule is indeed always strictly better.
However, this rule of drawing new lines after each selection is more complicated,
so that a convenient approximation of the optimal rule by “close-to-opimal” rules be-
come comparable with respect to online speed, and, due to their asymptotic optimality,
clearly preferable. Such close-to-optimal rules are easy to obtain. According to Theo-
rems 2:3(iii) and 2:4(ii) we have close lower and upper bounds for v. Using for instance
an approximation vˆ of v in Lemma 2.3 between these bounds (vˆ(t)=
√
2t − 14 log(t),
say) will yield close-to-optimal asymptotically optimal results.
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