Asymptotic Spectral Distribution of Crosscorrelation Matrix in
  Asynchronous CDMA by Hwang, Chien-Hwa
ar
X
iv
:c
s/0
60
90
76
v3
  [
cs
.IT
]  
6 O
ct 
20
08
1
Asymptotic Spectral Distribution of
Crosscorrelation Matrix in Asynchronous
CDMA
Chien-Hwa Hwang
Institute of Communications Engineering
& Department of Electrical Engineering,
National Tsing Hua University,
Hsinchu, Taiwan
E-mail: chhwang@ee.nthu.edu.tw
Abstract
Asymptotic spectral distribution (ASD) of the crosscorrelation matrix is investigated for a random
spreading short/long-code asynchronous direct sequence-code division multiple access (DS-CDMA) sys-
tem. The discrete-time decision statistics are obtained as the output samples of a bank of symbol matched
filters of all users. The crosscorrelation matrix is studied when the number of symbols transmitted by
each user tends to infinity. Two levels of asynchronism are considered. One is symbol-asynchronous but
chip-synchronous, and the other is chip-asynchronous. The existence of a nonrandom ASD is proved by
moment convergence theorem, where the focus is on the derivation of asymptotic eigenvalue moments
(AEM) of the crosscorrelation matrix. A combinatorics approach based on noncrossing partition of set
partition theory is adopted for AEM computation. The spectral efficiency and the minimum mean-square-
error (MMSE) achievable by a linear receiver of asynchronous CDMA are plotted by AEM using a
numerical method.
1This paper was presented in part at IEEE ISIT’05, Adelaide, Australia, Sept. 4-9, 2005 and IEEE ISIT’07, Nice, France,
June 24-29, 2007.
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2I. INTRODUCTION
Direct sequence-code division multiple access (DS-CDMA) is one of the most flexible and commonly
proposed multiple access techniques for wireless communication systems. To gain deeper insights into
the performance of receivers in a CDMA system, much work has been devoted to the analysis of random
spreading CDMA in the large-system regime, i.e., both the number of users K and the number of chips
N per symbol approach infinity with their ratio K/N kept as a finite positive constant β [1]–[3]. Such
asymptotic analysis of random spreading CDMA enables random matrix theory to enter communication
and information theory. In the last few years, a considerable amount of CDMA research has made
substantial use of results in random matrix theory (see [4] and references therein).
In this paper, we focus on the derivation of the asymptotic spectral distribution (ASD) of the cross-
correlation matrix in asynchronous CDMA systems. Consider the linear vector memoryless channels of
the form y =Hx+w, where x, y and w are the input vector, output vector and additive white Gaussian
noise (AWGN) vector, respectively, and H denotes the random channel matrix independent of w . This
linear model encompasses a variety of applications in communications such as multiuser channels, multi-
antenna channels, multipath channels, and, in particular, asynchronous CDMA channels of our interest
in this research, etc., with x, y and H taking different meanings in each case. Concerned with the linear
model, it is of particular interest to investigate the limiting distribution of eigenvalues of the random
matrix HH † or H †H , called the ASD of the random matrix, when the column and row sizes of H tend
to infinity but the ratio of sizes is fixed as a finite constant. Since ASD is deterministic and irrelevant
to realizations of random parameters, it is convenient to use the asymptotic limit as an approximation
for finite-sized system design and analysis. Moreover, it is quite often that ASD provides us with much
more insights than an empirical spectral distribution (ESD) does. Even though ASD is obtained with the
large-system assumption, in practice, the system enjoys large-system properties for a moderate size of
the channel matrix.
Some applications of ASD in communication and information theory are exemplified below. Take the
linear model y = Hx +w for illustration. A number of the system performance measures, e.g. channel
capacity and the minimum mean-square-error (MMSE) achievable by a linear receiver, is determined
by the ESD of the matrix HH †. The asymptotic capacity and MMSE obtained by using ASD as an
approximation of ESD can often result in closed-form expressions [2], [5]. It is also shown in [6]–[9]
that empirical eigenvalue moments (or, more conveniently, AEM) can be used to find the optimal weights
of the reduced-rank MMSE receivers and its output signal-to-interference-ratio (SIR) in a large system.
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3Moreover, a functional related to AEM is defined as the free expectation of random matrices in free
probability theory [10], which has been recently applied to the asymptotic random matrix analysis.
For synchronous DS-CDMA systems, it is well known that the ASD of the crosscorrelation matrix
follows Marc˘enko-Pastur law [5]. Also, explicit expressions for the AEM under the environments of
unfaded, frequency-flat fading with single and multiple antennas, and frequency-selective fading are
derived in [11], [12]. Actually, most of the research results on random spreading CDMA making use of
random matrix theory are confined to synchronous systems. Just a few of them investigate asynchronous
systems [13]–[19]. The goal of this work is to find out the ASD of crosscorrelation matrix in asynchronous
CDMA systems given a set of users’ relative delays and an arbitrary chip waveform. As the uplink of a
CDMA system is asynchronous, this work is motivated by the needs to study the problem of asynchronous
transmission that is important but much less explored in the area of random matrix theory.
Two levels of asynchronism are considered in this paper, i.e., symbol-asynchronous but chip-synchronous,
and chip-asynchronous. In the sequel, chip-synchronous is used for short to denote the former, and symbol-
synchronous represents an ideal synchronous system. To be more specific, the relative delays among users
are integer multiples of the chip duration in chip-synchronous CDMA, while they are any real numbers
in chip-asynchronous CDMA.
Some previous results on asynchronous CDMA are reviewed. In [13], it is shown that the output SIR of
the linear MMSE receiver in chip-synchronous CDMA converges to a deterministic limit characterized
by the solution of a fixed-point equation that depends on the received power and the relative delay
distributions of the users. When the width of the observation window during detection tends to infinity, the
limiting output SIR converges to that of a symbol-synchronous system having all identical parameters. The
system model of [13] splits each interferer into two virtual users, which leads to a crosscorrelation matrix
with neither independent nor identically distributed entries. Results of [13] are obtained by employing
Stieltjes transform for random matrices of that type. In [16], some equivalence results about the MMSE
receiver output are provided for CDMA systems with various synchronism levels. In specific, when the
ideal Nyquist sinc pulse is adopted as the chip waveform of a chip-asynchronous system, the asymptotic
SIR at the MMSE detector output is the same as that in an equivalent chip-synchronous system for any
observation window width; moreover, as the observation window width increases, the output SIR in chip-
asynchronous CDMA converges further to that in an equivalent symbol-synchronous system. In [18], the
analysis of linear multiuser detectors is provided for a symbol quasi-synchronous but chip-asynchronous
system, called symbol-quasi-synchronous for short. It is demonstrated that, when the bandwidth of the
chip waveform is smaller than 1/(2Tc), where Tc is the chip duration, the performance of symbol-quasi-
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4synchronous and symbol-synchronous systems coincides independently of the chip waveform and the
distribution of relative delays among users, where the performance is characterized by the output SIR of
a reduced-rank MMSE detector when a square-root raised cosine pulse is adopted as the chip waveform.
If the bandwidth is larger than the threshold, the former system outperforms the latter. Actually, when the
chip waveform bandwidth is narrower than the threshold, the inter-chip interference (ICI) free property
is lost [20], which leads to a severe degradation in performance.
In this paper, the system model is constructed without the user splitting executed in [13]. In stead,
sufficient statistics obtained in the same way as [21]–[23] are employed. We assume the width of the
observation window for symbol detection tends to infinity. The formulas for AEM of the crosscorrelation
matrix are derived using a combinatorics approach. In specific, we use noncrossing partition in set partition
theory as the solving tool to exploit all nonvanishing terms in the expressions of AEM. The combinatorics
approach has been adopted in [11], [24]–[28] to compute AEM of random matrices in symbol-synchronous
systems. All of them, either explicitly or implicitly, make use of graphs to signify noncrossing partitions. In
this work, a graphical representation of K-graph, which is able to simultaneously represent a noncrossing
partition and its Kreweras complementation map [29], is adopted. This property of a K-graph facilitates
the employment of noncrossing partition and free probability theory in solving problems of interest.
In some applications of probability theory, it is frequent that the (infinite) moment sequence of an
unknown distribution is available, and these moments determine a unique distribution. Suppose that the
goal is to calculate the expected value of a certain function g of the random variable X whose distribution
is unknown. One of the most widely used techniques is based on the Gauss quadrature rule method [30],
where the expected value of g(X) is expressed as a linear combination of samples of g(x), and moments
of X are used to determine the coefficients in the combination and the points to be sampled. In this
paper, the Gauss quadrature rule method is employed to compute the spectral efficiency and MMSE of
asynchronous CDMA using the derived AEM.
This paper is organized as follows. In Section II, the crosscorrelation matrices are given for chip-
synchronous and chip-asynchronous CDMA systems. Some definitions regarding the limit of of a random
matrix are also introduced. In Section III, we derive AEM and ASD of corsscorrelation matrices in both
chip-synchronous and chip-asynchronous systems. In Section IV, free probability theory is employed to
obtain the spectra of sum and product of crosscorrelation matrix and a random diagonal matrix. In Section
V, mathematical results demonstrated in this paper are connected to some known results. Discussions of
the spectral efficiency and MMSE in an asynchronous CDMA system are provided in Section VI. Finally,
this paper is concluded in Section VII.
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5II. CROSSCORRELATION MATRIX OF ASYNCHRONOUS CDMA
Consider asynchronous direct sequence-code division multiple access (DS-CDMA) systems where each
user’s spreading sequence is chosen randomly and independently. There are K users in the system, and
the number of chips in a symbol is equal to N . We focus on the uplink of the system and assume
the receiver knows the spreading sequences and relative delays of all users. Systems with two levels of
asynchronism are considered, i.e., symbol-asynchronous but chip-synchronous, and chip-asynchronous.
In the sequel, chip-synchronous is used for short to denote the former, and symbol-synchronous refers
to an ideal synchronous system. To differentiate notations of chip-synchronous and chip-asynchronous
systems, subscripts in text form of ”cs” and ”ca” are used for notations in the former and the latter
systems, respectively.
A. Chip-Synchronous CDMA
Denote the relative delay of user k as τk. For convenience, users are labelled chronologically by their
arrival time, and {τk}Kk=1 satisfy
0 = τ1 ≤ τ2 ≤ · · · ≤ τK < NTc, (1)
where Tc is the chip duration, and all τk’s are integer multiples of Tc. Suppose that each user sends a
sequence of symbols with indices from −M to M . In the complex baseband notation, the contribution
of user l to the received signal in a frequency-flat fading channel is
xl(t) =
M∑
n=−M
Al(n)bl(n)
(n+1)N−1∑
q=nN
c
(q)
l ψ(t− qTc − τl),
where bl(n) is the n-th symbol of user l, Al(n) is the complex amplitude at the time bl(n) is received,
{c(q)l : nN ≤ q ≤ (n + 1)N − 1} is the spreading sequence assigned to the n-th symbol of user l, and
ψ(t) is the normalized chip waveform having the zero ICI condition of∫ ∞
−∞
ψ(t)ψ(t − rTc)dt =
 1, r = 0,0, r ∈ Z \ {0}. (2)
It is assumed that {bl(n)}Mn=−M is a collection of independent equiprobable ±1 random variables. The
symbol streams of different users are independent. The distribution of a scaled chip
√
Nc
(q)
l has zero
mean, unit variance and finite higher order moments. We do not assume a particular distribution of
c
(q)
l . Two distinct spreading mechanisms are considered, i.e., short-code and long-code. In a short-code
system, the spreading sequences are randomly chosen for the first symbols, i.e., bk(−M) for user k, and
June 14, 2018 DRAFT
6remain the same for every symbol. In a long-code system, the spreading sequences are randomly and
independently picked from symbol to symbol. The sequences of received amplitudes {Ak(m)}Mm=−M
and {Al(n)}Mn=−M are independent if k 6= l.
The complex baseband received signal is given by
r(t) =
K∑
l=1
xl(t) + w(t), (3)
where w(t) is the baseband complex Gaussian ambient noise with independent real and imaginary
components. The correlation function of w(t) is E{w(t)w(t + τ)∗} = N0δD(τ) with δD(τ) being the
Dirac delta function. The symbol matched filter output of user k’s symbol m, denoted as yk(m), is
obtained by correlating r(t) with the signature waveform of user k’s symbol m
yk(m) =
∫ ∞
−∞
r(t)
(m+1)N−1∑
p=mN
c
(p)
k ψ(t− pTc − τk)
 dt (4)
=
K∑
l=1
M∑
n=−M
Al(n)bl(n)ρcs(m,n; k, l) + vk(m), (5)
where vk(m) results from the ambient noise w(t), and ρcs(m,n; k, l) is the crosscorrelation of spreading
sequences at user k’s m-th symbol and user l’s n-th symbol, given as
(n+1)N−1∑
q=nN
(m+1)N−1∑
p=mN
c
(q)
l c
(p)
k
∫ ∞
−∞
ψ(t− qTc − τl)ψ(t − pTc − τk)dt. (6)
Due to the zero ICI condition of (2), the integral in (6) is nonzero (equal to one) if and only if pTc+τk =
qTc + τl. Thus, we obtain
ρcs(m,n; k, l) =
(m+1)N−1∑
p=mN
(n+1)N−1∑
q=nN
c
(p)
k c
(q)
l δ(pTc + τk, qTc + τl), (7)
with δ(i, j) the Kronecker delta function. Since 0 ≤ τk, τl ≤ (N − 1)Tc, for a specific symbol index m,
the δ function in (7) is equal to zero if n /∈ {m− 1,m,m+ 1}. Thus, we rewrite (5) as
yk(m) =
K∑
l=1
min{m+1,M}∑
n=max{m−1,−M}
Al(n)bl(n)ρcs(m,n; k, l) + vk(m), −M ≤ m ≤M. (8)
Define the symbol matched filter output vector at the m-th symbol as
y(m) = [y1(m), y2(m), · · · , yK(m)]T ,
and let the transmitted symbol vector b(m) and the noise vector v(m) have the same structures as
y(m). Moreover, we define a block matrix Rcs whose (k, l)-th element of the (m,n)-th block, with
−M ≤ m,n ≤ M , 1 ≤ k, l ≤ K, is equal to ρcs(m,n; k, l) in (7). The square bracket [·] is used to
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7indicate a specific element of the matrix Rcs. Specifically, [Rcs]mn,kl represents the (k, l)-th entry of the
(m,n)-th block of the block matrix Rcs. When we just want to point out a specific block, only the first
set of indices is used, i.e., [Rcs]mn.
Using the notations defined above, we can show from (8) that
y(m) =
min{m+1,M}∑
n=max{m−1,−M}
[Rcs]mnA(n)b(n) + v(m),
where A(n) = diag{A1(n), A2(n), · · · , AK(n)}. Stacking up y(m)’s to yield the symbol matched filter
output of the whole transmission period as
y =
[
yT (−M), yT (−M + 1), · · · , yT (M)]T ,
we obtain the discrete-time signal model
y =RcsAb + v, (9)
where b and v have the same structures as y , A = diag{A(−M), A(−M+1) · · · , A(M)}, and the block
matrix Rcs has a tri-diagonal structure of
.
.
.
.
.
.
.
.
.
[Rcs]−1−2 [Rcs]−1−1 [Rcs]−10
[Rcs]0−1 [Rcs]00 [Rcs]01
[Rcs]10 [Rcs]11 [Rcs]12
.
.
.
.
.
.
.
.
.

. (10)
Since τk ≤ τl for k < l, [Rcs]m m−1 and [Rcs]m m+1 are strict (zero diagonal) upper- and lower-triangular
matrices, respectively. From the signal model given in (9),Rcs can be viewed as the crosscorrelation matrix
of chip-synchronous CDMA. It can be shown that the correlation matrix of the noise vector v in (9) is
E{vv†} = N0Rcs. Let Rcs =H csH †cs be a decomposition of Rcs. We can perform the whitening process
by left-multiplying y in (9) with H−1cs , resulting in
z =H−1cs y =H
†
csAb +w, (11)
where the noise vector w =H−1cs v is white and has the correlation matrix N0I .
B. Chip-Asynchronous CDMA
In chip-asynchronous CDMA, the assumption that τk’s are integer multiples of the chip duration Tc
no longer exists. Although the relative delays of users are not integer multiples of Tc, it is assumed that
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8the zero ICI condition still holds. Thus, the property of zero ICI exists for chips of each particular user.
Similarly to (5), the symbol matched filter output yk(m) can be expressed as
yk(m) =
K∑
l=1
M∑
n=−M
Al(n)bl(n)ρca(m,n; k, l) + vk(m), (12)
where ρca(m,n; k, l) is different from ρcs(m,n; k, l) in (5) since the zero ICI condition does not hold when
the time difference of chip waveforms is not integer multiples of Tc. At this moment, the crosscorrelation
ρca(m,n; k, l) is given by
ρca(m,n; k, l) =
(m+1)N−1∑
p=mN
(n+1)N−1∑
q=nN
c
(p)
k c
(q)
l Rψ((p− q)Tc + τk − τl), (13)
where
Rψ(x) =
∫ ∞
−∞
ψ(t)ψ(t− x)dt (14)
is the autocorrelation function of the chip waveform ψ(t). We define the block matrix Rca whose (k, l)-th
component of the (m,n)-th block, with −M ≤ m,n ≤M and 1 ≤ k, l ≤ K, is equal to ρca(m,n; k, l)
given in (13). It can be shown that
y(m) =
M∑
n=−M
[Rca]mnA(n)b(n) + v(m), (15)
and we obtain the discrete-time signal model
y = RcaAb + v, (16)
where Rca is thus seen as the crosscorrelation matrix of a chip-asynchronous CDMA system. Note that,
unlike the tri-diagonal structure of Rcs shown in (10), the matrix Rca generally does not possess such
structure except when the autocorrelation function Rψ(x) has a finite span. We can perform whitening
on (16) to yield a linear model
z =H †caAb +w, (17)
where Rca =H caH †ca and w =H−1ca v is a white noise vector.
The discrete statistics y in (9) and (16), and hence z in (11) and (17), for chip-synchronous and
chip-asynchronous systems, respectively, are sufficient and are obtained in the same way as [21]–[23].
These sufficient statistics are the output samples of a bank of filters matched to the symbol spreading
waveforms of all users. An alternative approach to generating statistics, adopted by [13], [15], [16],
[31], is to pass the received signal to a chip matched filter and sample the output. Statistics yielded in
this way are sufficient only under symbol- and chip-synchronous assumptions, and are not sufficient in
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9the chip-asynchronous case. For a chip-asynchronous system, it is reported in [32] that, when the chip
waveform is time limited to the chip interval, statistics obtained by sampling the chip matched filtering
output at the chip rate leads to significant degradation in performance. On the other hand, if the output
is sampled at up to the Nyquist rate, the loss in performance is negligible.
C. Asymptotic Spectral Distribution of Crosscorrelation Matrix
The analysis of asynchronous CDMA systems will be conducted in a large system regime. That is, we
assume both the number of users K and the spreading gain N approach infinity with their ratio K/N
converging to a non-negative constant β. To proceed the analysis, some definitions regarding the limit
of a random matrix [33] are introduced. Let S (p) denote a p × p Hermitian random matrix whose each
element is a random variable. Suppose that S (p) has eigenvalues ν1 ≤ ν2 ≤ · · · ≤ νp. Since S (p) is
Hermitian, all νi’s are real. The ESD of S (p) is defined as
F (p)(x) = p−1#{i : νi ≤ x}, (18)
where #{· · · } denotes the number of elements in the indicated set. A simple fact is the n-th moment of
F (p)(x) can be represented as
m(p)n =
∫ ∞
−∞
xndF (p)(x) = p−1 tr((S (p))n), (19)
where tr is the trace operator, and the second equality holds because tr((S (p))n) =
∑p
i=1 ν
n
i . If F (p)(x)
converges to a nonrandom function F (x) as p→∞, then we say that the sequence {S (p) : p = 1, 2, · · · }
has an ASD F (x). To show that F (p)(x) tends to a limit, the moment convergence theorem [34] can be
employed. To be specific, the theorem is stated here in a form convenient for this paper.
Theorem 1: [Moment Convergence Theorem] Let {F (p)(x) : p = 1, 2, · · · } be a sequence of distribu-
tion for which the moments
m(p)n =
∫ ∞
−∞
xndF (p)(x)
exist for all n = 0, 1, 2, · · · . Furthermore, let F (x) be a distribution function for which the moments
mn =
∫ ∞
−∞
xndF (x) (20)
exist for all n = 0, 1, 2, · · · . If
lim
p→∞
m(p)n = mn (21)
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for all n = 0, 1, 2, · · · in some sense, and if F (x) is uniquely determined by the sequence of moments
m0,m1,m2, · · · , then
lim
p→∞
F (p)(x) = F (x),
and the convergence holds in the same sense as that of (21). 
The moment convergence theorem has a long history. The details can be found in [35]. In applying this
theorem to show the existence of the ASD F (x), we should determine the asymptotic moment sequence
{mn} in (20) and prove that a unique distribution is determined by {mn}. In [36], Carleman gave a
sufficient condition
∑∞
n=1m
−1/(2n)
2n =∞, called Carleman’s criterion, for the uniqueness of a distribution
given a moment sequence {mn}.
Concerned with the linear models of (11) and (17), it is of interest to consider the ESD of the random
matrix H †xA(H †xA)†, x ∈ {cs, ca} [4, Chapter 1]. Represent matrices H x, A, and Rx by H (K)x , A(K), and
R(K)x , respectively, when the user size of the system is K. In order to use Theorem 1 to find the ASD
of the random matrix H (K)x
†
A(K)A(K)
†
H (K)x , it is required to find the limits of the empirical moments
(2M + 1)−1K−1tr((H (K)x
†
A(K)A(K)
†
H (K)x )
n),
= (2M + 1)−1K−1tr((A(K)
†
R(K)x A
(K))n), n ≥ 0. (22)
In an unfaded channel, i.e., |Ak(m)|2’s are equal for all k and m, the matrix A(K) is a scaled identity
matrix. Thus, the quantity
(2M + 1)−1K−1tr((R(K)x )
n) (23)
is of interest in (22).
III. ASD OF CROSSCORRELATION MATRIX IN ASYNCHRONOUS CDMA
The goal of this section is to show that the ESD’s of A(K)†R(K)cs A(K) and A(K)
†
R(K)ca A
(K) converge
to nonrandom limits when K,N → ∞ and K/N → β. We consider chip-synchronous and chip-
asynchronous CDMA in Sections III-A and III-B, respectively.
A. Chip-Synchronous CDMA
We will use Theorem 1 to prove the result stated in the previous paragraph. We first consider the
case of unfaded channel, and then we extend to a frequency-flat fading channel. The proof starts from
showing the existence of
µ(Rncs) = lim
M,K,N→∞
K/N→β
(2M + 1)−1K−1E
{
tr((R(K)cs )
n)
}
, n ≥ 0, (24)
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where the functional µ(·) is a limiting normalized expected trace of the matrix in the argument, and the
limit M →∞ is placed because we investigate the system behavior when the width of the observation
window for symbol detection tends to infinity. We take the relative delays τk’s as deterministic quantities,
and the expectation of (24) is with respect to (w.r.t.) the random spreading sequences. We have the
following lemma.
Lemma 1: In both short-code and long-code chip-synchronous CDMA systems, for any relative delays
{τk}Kk=1 and any chip waveform ψ(t) satisfying (2), µ(Rncs) exists and is given by
µ(Rncs) =
1
n
n∑
j=1
(
n
j
)(
n
j − 1
)
βj−1, n ≥ 0. (25)
Proof: See Appendix II.
In Appendix II, we prove this lemma with the aid of techniques from noncrossing partition. Results
of noncrossing partitions necessary for the proof are summarized in Appendix I. The same tool has
been employed in [11,24] for a symbol-synchronous system. Note that, in the proof of Lemma 1, the
spreading sequences are only assumed to be independent across users. For a particular user, we do not
assume that the sequence is independent across symbols. Thus, the proof is applicable to both short-code
and long-code systems. Moreover, the relative delays {τk}Kk=1 are treated as deterministic constants, and
we do not adopt a particular chip waveform except for the zero ICI condition. Thus, µ(Rncs) does not
depend on the asynchronous delays and the chosen chip waveform.
Lemma 2: The n-th moment of the ESD of R(K)cs converges a.s. to µ(Rncs) when M,K,N → ∞
and K/N → β. Moreover, the moment sequence {µ(Rncs) : n ≥ 1} satisfies the Carleman’s criterion∑∞
n=1 µ(R
2n
cs )
−1/(2n) =∞.
Proof: See Appendix III.
Since the n-th moment of the ESD of R(K)cs converges to µ(Rncs), we refer to µ(Rncs) as the n-th
AEM of Rcs. It is seen that µ(Rncs) given in (25) is equal to the n-th moment of the Marc˘enko-Pastur
distribution [37] with ratio index β, having density
fβ(x) =
(
1− 1
β
)+
δ(x) +
√
(x− a)+(b− x)+
2πβx
,
where (z)+ = max{0, z}, a = (1 −√β)2 and b = (1 +√β)2. As Lemma 2 shows the n-th empirical
moment of R(K)cs converges to µ(Rncs) for n ≥ 0 and the moment sequence {µ(Rncs)} satisfies Carleman’s
condition, the following theorem holds straightforwardly due to Theorem 1.
Theorem 2: In both short-code and long-code chip-synchronous CDMA systems, for any relative delays
{τk}Kk=1 of users and any arbitrary chip waveform ψ(t) satisfying the ICI free condition, the ESD of
June 14, 2018 DRAFT
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the crosscorrelation matrix converges a.s. to the Marc˘enko-Pastur distribution with ratio index β when
M,K,N →∞ and K/N → β. 
It is known that, in symbol-synchronous CDMA, the ASD of the crosscorrelation matrix at K,N →∞
and K/N → β is the Marc˘enko-Pastur law [5, Proposition 2.1]. Thus, an equivalence result about
symbol-synchronous and chip-synchronous CDMA in terms of the ASD’s of crosscorrelation matrices
can be established as follows. Under an unfaded channel1, the ASD of the crosscorrelation matrix in
a chip-synchronous system converges, as M increases, to the ASD of the crosscorrelation matrix in a
symbol-synchronous system with the same K/N ratio.
To consider a more realistic scenario that the signal is subject to a fading channel, we define a quantity
analogous to µ(Rncs) given in (24), expressed as
µ((A†RcsA)
n) = lim
M,K,N→∞
K/N→β
(2M + 1)−1K−1E
{
tr((A(K)
†
R(K)cs A
(K))n)
}
, n ≥ 0. (26)
We will show below that (2M + 1)−1K−1tr((A(K)†R(K)cs A(K))n) converges to its limiting mean, i.e.,
µ((A†RcsA)
n).
Lemma 3: Let P(n) denote the n-th moment of the random variable governing the asymptotic empirical
distribution of the square magnitudes of received amplitudes {|Ak(m)|2 : −∞ < m < ∞, k =
1, 2, · · · ,K}. When M,K,N → ∞ with K/N → β, the n-th moment of the ESD of A(K)†R(K)cs A(K)
converges to the nonrandom limit µ((A†RcsA)n), given by
µ((A†RcsA)
n) =
n∑
j=1
βj−1
∑
c1+c2+···+cj=n
c1≥c2≥···≥cj≥1
n(n− 1) · · · (n− j + 2)
f(c1, c2, · · · , cj)
j∏
r=1
P(cr), n ≥ 0, (27)
where f(c1, c2, · · · , cj) is defined in (62) of Appendix I.
Proof: See Appendix IV.
We call µ((A†RcsA)n) the n-th AEM of the random matrix A†RcsA. The convergence of ESD of
chip-synchronous CDMA in a fading channel is stated in the following theorem.
Theorem 3: In a chip-synchronous system, if the moment sequence {P(n)} holds for the Carleman’s
criterion, then for any relative delays {τk}Kk=1 and arbitrary ICI free chip waveform ψ(t), the ESD of
{A(K)†R(K)cs A(K) : K = 1, 2, · · · } converges to a nonrandom limit whose n-th moment is equal to
µ((A†RcsA)
n) when M,K,N →∞ and K/N → β.
1In an unfaded channel, the matrix A in (9) governing the amplitude of the received signal is a scaled identity matrix. Thus,
it is the matrix Rcs that determines the performance of the system.
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Proof: By similar arguments as in [27], it can be shown that ∑∞n=1 (P(2n))−1/(2n) = ∞ is a
sufficient condition for
∑∞
n=1 µ((A
†RcsA)
2n)−1/(2n) = ∞, which implies {µ((A†RcsA)n)} determines
a unique distribution. Thus, with Lemma 3, this theorem follows directly from Theorem 1.
It is shown in [11] that the counterpart of µ((A†RcsA)n) in a symbol-synchronous system has the same
expression as (27). Thus, in a fading channel, the ASD of the chip-synchronous system for large M is
identical to that of a symbol-synchronous system, and the equivalence result of symbol-synchronous and
chip-synchronous systems presented above for the unfaded channel can be generalized to the case of
fading channel. Actually, the equivalence of the two systems can be discovered in an easier way. When
all τk’s are set to zero, a chip-synchronous system becomes symbol-synchronous. As Theorems 2 and 3
hold for any realizations of relative delays, it is immediate to see the equivalence of chip-synchronous
and symbol-synchronous systems.
A related result has been demonstrated previously in [13]. By assuming the density of the relative
delay distribution symmetric about NTc/2, it is shown in [13] that, as M → ∞, a lower bound of the
output SIR of the linear MMSE receiver for chip-synchronous CDMA attains that of the same receiver
in a symbol-synchronous system. It is known that, given the linear model of a received signal, the
MMSE achievable by a linear receiver, and hence the maximum output SIR, is dictated by the empirical
distribution of the covariance matrix of the random channel matrix. It follows that our equivalence result
on the ASD’s of the crosscorrelation matrices of chip-synchronous and symbol-synchronous systems
assures the equivalence of MMSE receiver output SIR in the two systems. Thus, the equivalence result
we establish above holds in a more general sense, and neither an assumption about the distribution of
relative delays nor a bound is employed.
B. Chip-Asynchronous CDMA
In computing the moments µ(Rnca), defined as (24) with Rcs replaced by Rca, the relative delays τk’s
are regarded as either deterministic constants or random variables depending on the bandwidth of chip
waveform ψ(t). To be specific, it is known that, to satisfy the ICI free condition, the minimum bandwidth
of ψ(t) is 1/(2Tc) [20], which corresponds to the ideal Nyquist sinc pulse. When ψ(t) has a bandwidth
of 1/(2Tc), τk’s are treated as deterministic constants in the calculation of µ(Rnca); when the bandwidth
of ψ(t) is larger than 1/(2Tc), τk’s are taken as independent and identically distributed (i.i.d.) random
variables whose density function possesses certain symmetry. The reason for this setting is due to the
property of chip waveform presented below in Lemma 4. Thus, when the sinc pulse is employed, τk’s
are deterministic and the expectation taken in µ(Rca) is w.r.t. random spreading sequences. If other chip
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waveforms are used, resulting in a bandwidth lager than 1/(2Tc), the expectation in µ(Rca) is w.r.t. both
spreading sequences and users’ relative delays.
Lemma 4: Denote the Fourier transform of a real pulse ψ(t) by
Ψ(Ω) =
∫ ∞
−∞
ψ(t)e−jΩtdt.
Let
Rψ(x) =
∫ ∞
−∞
ψ(t)ψ(t− x)dt
be the autocorrelation function of ψ(t). Define
Ξψ({ni}m−1i=0 ; {ηi}m−1i=0 ) (28)
= Rψ((n0 − n1)Tc + η0 − η1)Rψ((n1 − n2)Tc + η1 − η2) · · ·Rψ((nm−1 − n0)Tc + ηm−1 − η0).
We have the following results about Ξψ({ni}m−1i=0 ; {ηi}m−1i=0 ).
1) For any n0 ∈ Z and {ηj}m−1j=0 ∈ Rm, we have∑
{n1,··· ,nm−1}∈[−∞,∞]m−1
Ξψ({ni}m−1i=0 ; {ηi}m−1i=0 ) (29)
=
1
2πTm−1c
∫ π/Tc
−π/Tc
|Ψ(Ω)|2m dΩ, m = 1, 2, · · · , (30)
if the bandwidth of ψ(t) is less than 1/(2Tc), i.e., Ψ(Ω) = 0 for Ω > π/Tc.
2) For any n0 ∈ Z, η0 ∈ R, and i.i.d. random variables {ηi}m−1i=1 satisfying E {cos(2πkηi/Tc)} = 0
for any nonzero integer k, we have ∑
{n1,··· ,nm−1}∈[−∞,∞]m−1
E
{
Ξψ({ni}m−1i=0 ; {ηi}m−1i=0 )
} (31)
=
1
2πTm−1c
∫ ∞
−∞
|Ψ(Ω)|2m dΩ, m = 1, 2, · · · , (32)
if the bandwidth of ψ(t) is greater than 1/(2Tc).
Proof: (Outline) This lemma can be proved by applying Parseval’s theorem repeatedly for each
summation variable n1, n2, · · · , nm−1 in (29) and (31). Since the arguments of Rψ(·)’s are cyclic, i.e., in
the forms of (n0−n1)Tc+η0−η1, (n1−n2)Tc+η1−η2, · · · , (nm−1−n0)Tc+ηm−1−η0, the complex
exponentials due to Fourier transforms of time-shifted autocorrelation functions cancel each other. For
the detail of the proof, see Appendix V.
Convergence of the ESD of {R(K)ca : K = 1, 2, · · · } to a nonrandom limit when M,K,N → ∞ and
K/N → β is proved below. We define W(m)ψ as the quantity given in (30) and (32), i.e.,
W(m)ψ =
1
2πTm−1c
∫ ∞
−∞
|Ψ(Ω)|2m dΩ, m = 1, 2, · · · .
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Lemma 5: Consider a chip-asynchronous system whose quantity W(m)ψ corresponding to the chip
waveform exists for all m ≥ 1. When the sinc pulse is employed as the chip waveform, the relative
delays τk’s are treated as deterministic; while if the bandwidth of the chip waveform is larger than
1/(2Tc), then τk’s are viewed as i.i.d. random variables having E{cos(2πnτk/Tc)} = 0 for any nonzero
integer n. For both short-code and long-code systems, when M,K,N → ∞ with K/N → β, µ(Rnca)
exists and is given by
µ(Rnca) =
n∑
j=1
βj−1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1)
n−j+1∏
r=1
W(br)ψ , n ≥ 0. (33)
Proof: See Appendix II.
In the proof, when the bandwidth of ψ(t) is greater than 1/(2Tc), the formula of µ(Rnca) is obtained
by means of the chip waveform property in part 2) of Lemma 4, which holds when distribution of τk’s
has E {cos(2πnτk/Tc)} = 0 for any nonzero integer n. A special case for this zero expectation is the
uniform distribution in the interval [0, rTc), r ∈ N, which encompasses the symbol quasi-synchronous but
chip-asynchronous system considered in [18]. Thus, as the equivalence in AEM leads to an equivalence
in ASD, Lemma 5 provides with a proof for the conjecture proposed in [18] that the symbol quasi-
synchronous but chip-asynchronous system has the same performance as a chip-asynchronous system.
Theorem 4: Suppose that the chip waveform ψ(t) has a finite bandwidth denoted by BW. If the
sequence {W(n)ψ : n ≥ 1} corresponding to ψ(t) satisfies
∑∞
n=1
(
W(2n)ψ /2BW
)−1/(2n)
= ∞, then
the ESD of {R(K)ca : K = 1, 2, · · · } converges a.s. to a nonrandom limit whose n-th moment is equal to
µ(Rnca) when M,K,N →∞ and K/N → β.
Proof: We rewrite W(n)ψ in (30) and (32) as
W(n)ψ =
∫
S
∣∣∣∣∣Ψ
(
2π
Tc
f
)
√
Tc
∣∣∣∣∣
2n
df,
where f ∈ S if Ψ(2πf/Tc) 6= 0. The measure of S is equal to 2BW. It is clear that |Ψ(2πf/Tc)/
√
Tc|2
belongs to the space of integrable functions, and the set S is a measurable subset of real numbers with
the Lebesgue measure. By a generalization of Ho¨lder’s inequality [38], we have
W(k)ψ ≤ (2BW)1−k/n
(
W(n)ψ
)k/n
, 1 ≤ k < n.
Thus, we have the product of W(br)ψ ’s in (33) upper-bounded by
n−j+1∏
r=1
W(br)ψ ≤
n−j+1∏
r=1
(2BW)1−br/n
(
W(n)ψ
)br/n
= (2BW)n−jW(n)ψ . (34)
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We use similar arguments as in [27] to show {µ(Rnca)} satisfies the Carleman’s criterion. That is, we can
bound µ(Rnca) by
µ(Rnca) ≤ (2BW)n−1W(n)ψ
n∑
j=1
(
β
2BW
)j−1 ∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1)
= (2BW)n−1W(n)ψ
n∑
j=1
(
β
2BW
)j−1 1
n
(
n
j
)(
n
j − 1
)
≤ (2BW)n−1W(n)ψ
(
1 +
β
2BW
)2n
. (35)
So,
∞∑
n=1
µ(R2nca )
−1/(2n) ≥ (2BW)−1
(
1 +
β
2BW
)−2 ∞∑
n=1
(
W(2n)ψ /2BW
)−1/(2n)
=∞.
It follows tha the moment sequence {µ(Rnca)} determines a unique distribution. Besides, pursuing the
same lines of the proof for Lemma 2 presented in Appendix III, we can show the n-th moment of the
ESD of R(K)ca converges a.s. to µ(Rnca) when M,K,N →∞ and K/N → β. Thus, this theorem follows
directly from Theorem 1.
We now consider the situation that the signal is subject to a frequency-flat fading channel. Define a
quantity µ((A†RcaA)n) analogous to µ((A†RcsA)n) of (26) by replacing Rcs therein with Rca. We give
the following theorem.
Theorem 5: When M,K,N → ∞ with K/N → β, the ESD of {A(K)†R(K)ca A(K) : K = 1, 2, · · · }
converges to a nonrandom limit whose n-th moment is given by
µ((A†RcaA)
n) =
n∑
j=1
βj−1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
×
∑
c1+c2+···+cj=n
c1≥c2≥···≥cj≥1
n(n− j)!(j − 1)!
f(b1, b2, · · · , bn−j+1)f(c1, c2, · · · , cj)
n−j+1∏
t=1
W(bt)ψ
j∏
r=1
P(cr), n ≥ 1, (36)
if the sequences {P(n) : n ≥ 1} and {W(n)ψ : n ≥ 1} satisfy
∑∞
n=1
(
P(2n)W(2n)ψ /2BW
)−1/(2n)
=∞.
Proof: First, we prove the n-th AEM of A†RcaA, i.e., µ((A†RcaA)n), is given as (36). The proof
follows the lines of Lemma 3’s proof given in Appendix IV. It can be shown that µ((A†RcaA)n) is
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expressed as (cf. (94))
lim
K,N,M→∞
K/N→β
K−1
n∑
j=1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···bn−j+1≥1
∑
c1+c2+···+cj=n
c1≥c2≥···cj≥1
n(n− j)!(j − 1)!
f(b1, b2, · · · , bn−j+1)f(c1, c2, · · · , cj)
×
j−1∏
s=0
(K − s) ·N−j+1
n−j+1∏
t=1
W(bt)ψ ·
j∏
r=1
P(cr), (37)
which is equal to (36).
Secondly, we would show
∑∞
n=1
(
P(2n)W(2n)ψ /2BW
)−1/(2n)
= ∞ is a sufficient condition that the
sequence {µ((A†RcaA)n)} determines a unique distribution. By a generalization of Ho¨lder’s inequality
[38], we have P(k) ≤ (P(n))k/n for 1 ≤ k < n. Consequently, the product of P(cr)’s in (36) is bounded
as
j∏
r=1
P(cr) ≤
(
P(n)
)(c1+c2+···+cj)/n
= P(n). (38)
Incorporating the inequality of (34), we can upper-bound µ((A†RcaA)n) by
µ((A†RcaA)
n) ≤ (2BW)n−1W(n)ψ P(n)
n∑
j=1
(
β
2BW
)j−1
×
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···bn−j+1≥1
∑
c1+c2+···+cj=n
c1≥c2≥···cj≥1
n(n− j)!(j − 1)!
f(b1, b2, · · · , bn−j+1)f(c1, c2, · · · , cj) .
Proceeding in a similar way as the proof of Theorem 4, we are able to demonstrate that the condition∑∞
n=1
(
P(2n)W(2n)ψ /2BW
)−1/(2n)
= ∞ is sufficient for ∑∞n=1 µ((A†RcaA)2n)−1/(2n) = ∞, which
gaurantees that {µ((A†RcaA)n)} determines a unique distribution.
We use the following corollary to establish the equivalence result of systems with three synchronism
levels when M →∞ and the sinc chip waveform is employed.
Corollary 1: If M →∞ and the ideal Nyquist sinc chip waveform
ψ⋆(t) =
1√
Tc
sinc
(
t
Tc
)
(39)
is used, the ESD of {R(K)ca : K = 1, 2, · · · } converges to the Marc˘enko-Pastur law with ratio index β.
Under the same premise, the ESD’s of {A(K)†R(K)ca A(K) : K = 1, 2, · · · } and {A(K)
†
R(K)cs A
(K) : K =
1, 2, · · · } converge to the same limiting distribution, provided that ∑∞n=1 (P(2n)Tc)−1/(2n) =∞.
Proof: The Fourier transform of ψ⋆(t) is
Ψ⋆(Ω) =
√
Tcrect
(
TcΩ
2π
)
,
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where rect(x) = 1 for −1/2 ≤ x ≤ 1/2 and equal to 0 otherwise. By part 1) of Lemma 4, W(m)ψ⋆ = 1
for all m ∈ N. Due to (63), the formula of µ(Rnca) in (33) is equal to (25), which is the n-th moment
of the Marc˘enko-Pastur distribution. By the moment convergence theorem, the first part of this corollary
follows. The proof of the second part is straightforward, where the equality of (96) is helpful.
It is demonstrated in [16] that, when the sinc chip waveform is used and M →∞, the asymptotic SIR
at the linear MMSE detector output is the same for all of the three synchronism levels2. This equivalence
result on output SIR can be seen as a direct consequence of the equivalence of ASD demonstrated by
Theorem 2 and Corollary 1. It is shown in [39] that the linear MMSE receiver belongs to the family of
linear receivers that can be arbitrarily well approximated by polynomials receivers3, i.e., in the form of
f(A†RA) = a0I + a1A
†RA + · · · + an(A†RA)n,
withR standing for the crosscorrelation matrix in the system. In general, the accuracy of the approximation
is in proportional to the order n of the polynomial. Both the coefficients ai’s and the receiver output
SIR can be determined by the AEM of A†RA [6]–[9]. As AEM are equivalent in systems of three
synchronism levels under the indicated circumstances, both the coefficients of the three polynomial
receivers approximating linear MMSE receivers and their output SIR are identical. It is readily seen
that the equivalence result is true not only for the linear MMSE receiver but also for all receivers in the
family defined in [39], which proves the conjecture proposed in [16].
Up to now, the chip waveform is assumed to be ICI free for both chip-synchronous and chip-
asynchronous systems. This ICI free condition requires that the chip waveform has a bandwidth no
less than 1/(2Tc) [20]. Here we extend the equivalence results to the circumstance where the bandwidth
of ψ(t) is less than 1/(2Tc) so that zero ICI condition does not exist. At this moment, the crosscorrelation
ρcs(m,n; k, l) given in (7) is no longer correct. Instead, it has the same form as that of a chip-asynchronous
system given in (13). The crosscorrelation in a symbol-synchronous system has the same expression
as well by letting τk = τl = 0. Setting ηi’s in part 1) of Lemma 4 as the relative delays among
users, it is shown by the lemma that
∑
{n1,··· ,nm−1}∈[−∞,∞]m−1
Ξψ({ni}m−1i=0 ; {τi}m−1i=0 ) does not depend
on realizations of relative delays. That is, this expression yields the same value in systems of three
2The equivalence results shown in [16] holds in a more general sense. That is, for any finite M , the output SIR of the MMSE
detector in the chip-asynchronous system converges in mean-square sense to the SIR for the chip-synchronous system.
3Although the result is presented in [39] for symbol-synchronous CDMA, the proof (Lemma 5 of [39]) can be extended to
asynchronous systems in a straightforward manner.
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synchronism levels. Tracing Appendix II for the proof of Lemma 5, we find out AEM formulas µ(Rncs)
and µ((A†RcsA)n) have the same expressions as their counterparts in chip-asynchronous system, given by
(33) and (36), respectively. Consequently, symbol-synchronous, chip-synchronous and chip-asynchronous
systems have the same ASD when the chip waveform bandwidth is less than 1/(2Tc). Along with the
equivalence result concerning the sinc chip waveform in Corollary 1, the above discussion leads to the
following corollary.
Corollary 2: Suppose that M → ∞ and a chip waveform with bandwidth no greater than 1/(2Tc)
is adopted. In either the unfaded or fading channel, systems with three levels of synchronism have the
same ASD. 
IV. MORE RESULTS BY FREE PROBABILITY THEORY
In this section, we use free probability theory to obtain more results about the asymptotic convergence
of eigenvalues of crosscorrelation matrices in asynchronous CDMA. Free probability is a discipline
founded by Voiculescu [40] in 1980s that studies non-commutative random variables. Random matrices
are non-commutative objects whose large-dimension asymptotes provide the major applications of the
free probability theory. For convenience, the definition of asymptotic freeness of two random matrices
by Voiculescu [41] is given below.
Definition 1: [41] The Hermitian random matrices B and C are asymptotically free if, for all poly-
nomials pj(·) and qj(·), 1 ≤ j ≤ n, such that µ(pj(B)) = µ(qj(C)) = 0, we have
µ(p1(B)q1(C) · · · pn(B)qn(C)) = 0.

In this definition, the functional µ(·) is used. As we have shown in (24), µ(·) is a limiting normalized
expected trace of the matrix in the argument. Let B be sized by b × b, and we have a polynomial
p(x) =
∑n
i=0 aix
i
. Then
µ(p(B)) = lim
b→∞
b−1
n∑
i=0
aiE{tr(B i)}.
Asymptotic freeness is related to the spectra of algebra of random matrices B and C when their sizes
tend to infinity. In our context, the random matrices Rcs and Rca have column and row sizes equal to
(2M + 1)K controlled by two parameters M and K. Since the asymptotes of Rcs and Rca are studied
when the size of observation window 2M + 1 is large, we let both M and K approach infinity.
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In the following theorem, we show that Rx, x ∈ {cs, ca}, is asymptotically free with a diagonal random
matrix D whose statistical description is detailed in the theorem. This asymptotic freeness property enable
us to find the free cumulants of Rx and AEM’s of matrix sum Rx +D and matrix product RxD.
Theorem 6: Suppose that D(m) = diag{d1(m), d2(m), · · · , dK(m)} andD = diag{D(−M), D(−M+
1), · · · ,D(M)}, where dk(m)’s are random variables having bounded moments, and dk(m1) and dl(m2)
are independent if k 6= l. Also, Rx, x ∈ {cs,ca}, and D are independent. Then Rcs and D are
asymptotically free as M,K,N →∞ with K/N → β. Moreover, if any of the following two conditions
holds:
1) The random variables dk(m)’s are non-negative, and W(m)ψ exists for all m ≥ 1,
2) For any n0 ∈ Z and {ηj}m−1j=0 ∈ Rm, we have∑
n1,··· ,nm−1∈[−∞,∞]
∣∣Ξψ({ni}m−1i=0 ; {ηi}m−1i=0 )∣∣ = O(1), m = 1, 2, · · · ,
then Rca and D are asymptotically free.
Proof: See Appendix VI.
Before we proceed, some results of free probability theory about random matrices (see, for example,
[42]) are summarized in the following theorem.
Theorem 7: [42] Let B and C be asymptotically free random matrices. The n-th AEM of the sum
B +C and product BC can be given by
µ((B +C)n) =
∑
̟
∏
V ∈̟
(
c|V |(B) + c|V |(C )
)
, (40)
and
µ((BC)n) =
∑
̟
∏
V ∈̟
c|V |(B)
∏
U∈KC (̟)
µ(C |U |), (41)
where each summation is over all noncrossing partitions ̟ of a totally ordered n-element set, V ∈ ̟
means V is a class of ̟, |V | denotes the cardinality of V , ck(B) is the k-th free cumulant of B , and
KC (̟) is the Kreweras complementation map of ̟. Moreover, the relations between the asymptotic
moment and free cumulant sequences are
µ(Bn) =
∑
̟
∏
V ∈̟
c|V |(B), (42)
cn(B) =
∑
̟
∏
V ∈̟
µ(B |V |)
∏
U∈KC (̟)
S|U |, (43)
where
Sk = (−1)k−1 1
k
(
2k − 2
k − 1
)
.
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
With the aid of Theorem 7, we consider free cumulants of Rx and A†RxA for x ∈ {cs, ca}. Rewrite (33)
as
µ(Rnca) =
n∑
j=1
∑
b1+b2+···+bj=n
b1≥b2≥···≥bj≥1
n(n− 1) · · · (n− j + 2)
f(b1, b2, · · · , bj)
j∏
r=1
W(br)ψ βbr−1. (44)
Let us interpret the summation variable j in (44) as the number of classes of a noncrossing partition ̟
of an n-element ordered set, and br is the size of the r-th class of ̟. From (42), it is readily seen that
the n-th free cumulant of Rca is
cn(Rca) =W(n)ψ βn−1.
Similarly, we obtain the n-th free cumulant of Rcs as
cn(Rcs) = β
n−1.
Regarding the free cumulants of A†RcsA and A†RcaA, they are difficult to be identified directly from
(42). Instead, we rewrite (43) in a more detailed way as
cn(B) =
n∑
j=1
∑
b1+b2+···+bj=n
b1≥b2≥···≥bj≥1
∑
c1+c2+···+cn−j+1=n
c1≥c2≥···≥cn−j+1≥1
n(n− j)!(j − 1)!
f(b1, b2, · · · , bj)f(c1, c2, · · · , cn−j+1)
×
j∏
r=1
µ(B br)
n−j+1∏
t=1
Sct . (45)
As AEM’s are available for both A†RcsA and A†RcaA in (27) and (36), respectively, their free cumulants
can be computed from (45).
Let D be a (2M + 1)K × (2M + 1)K diagonal random matrix with the statistical properties stated
in Theorem 6. Since D and Rx, x ∈ {cs, ca} are asymptotically free, (40) and (41) hold. Suppose that
either the AEM or free cumulants of D are available. We have the n-th AEM of Rca +D and RcaD
given as
µ((Rca +D)
n) =
n∑
j=1
∑
b1+b2+···+bj=n
b1≥b2≥···≥bj≥1
n(n− 1) · · · (n− j + 2)
f(b1, b2, · · · , bj)
j∏
r=1
(
W(br)ψ βbr−1 + cbr (D)
)
, (46)
and
µ((RcaD)
n) =
n∑
j=1
∑
b1+b2+···+bj=n
b1≥b2≥···≥bj≥1
∑
c1+c2+···+cn−j+1=n
c1≥c2≥···≥cn−j+1≥1
n(n− j)!(j − 1)!
f(b1, b2, · · · , bj)f(c1, c2, · · · , cn−j+1)
×
j∏
r=1
W(br)ψ βbr−1
n−j+1∏
t=1
µ(Dct). (47)
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By setting D = AA†, we have µ(Dk) = P(k), where P(k) is defined in Lemma 3. In this way, (47)
becomes (36).
The AEM µ((Rcs +D)n) and µ((RcsD)n) can be obtained from (46) and (47), respectively, by setting
all W(k)ψ ’s equal to one. In this way, µ((RcsD)n) has a simpler form of
µ((RcsD)
n) =
n∑
j=1
βn−j
∑
c1+c2+···+cn−j+1=n
c1≥c2≥···≥cn−j+1≥1
n(n− 1) · · · (j + 1)
f(c1, c2, · · · , cn−j+1)
n−j+1∏
r=1
µ(Dcr).
V. CONNECTIONS WITH KNOWN RESULTS IN SYMBOL-SYNCHRONOUS CDMA
We relate the results of this paper with those in [27], which find applications in symbol-synchronous
CDMA. Consider a symbol-synchronous CDMA system. Define C = [c1 c2 · · · cK ] where ck is the
N × 1 random spreading sequence vector of user k. Let S be an N × N symmetric random matrix
independent of C with compactly supported asymptotic averaged empirical eigenvalue distribution. It is
shown in [27] that the n-th AEM of
CTSC =

cT1 Sc1 c
T
1 Sc2 · · · cT1 ScK
.
.
.
.
.
.
.
.
.
cTKSc1 c
T
KSc2 · · · cTKScK
 (48)
is given by
µ((CTSC)n) =
n∑
j=1
βj−1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1)
n−j+1∏
r=1
µ(Sbr). (49)
We now establish the relationship of µ(Rncs), µ(Rnca) and µ((CTSC)n). Denote the spreading sequence
vector of user k’s m-th symbol as ck(m) = [c
(mN)
k c
(mN+1)
k · · · c((m+1)N−1)k ]T , and we define
C(m) = diag{c1(m), c2(m), · · · , cK(m)}, (50)
C = diag{C(−M), C(−M + 1), · · · , C(M)}. (51)
Let ∆ be a block matrix whose (m,n)-th block, −M ≤ m,n ≤ M , is denoted by ∆(m,n). Each
∆(m,n) is also a block matrix with the (k, l)-th block, 1 ≤ k, l ≤ K, represented by ∆(m,n; k, l).
The matrix ∆(m,n; k, l) is an N × N matrix whose (p, q)-th entry, 0 ≤ p, q ≤ N − 1, is equal to
δ((mN + p)Tc + τk, (nN + q)Tc + τl). Then, the (m,n)-th block’s (k, l)-th element of Rcs can be
expressed as
[Rcs]mn,kl = ck(m)
T∆(m,n; k, l)cl(n), (52)
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and the crosscorrelation matrix Rcs can be decomposed as
Rcs = C
T∆C.
Similarly, we have
[Rca]mn,kl = ck(m)
TΩ(m,n; k, l)cl(n) and Rca = CTΩC, (53)
where matrix Ω has the same structure as ∆ with the (p, q)-th component of Ω(m,n; k, l) equal to
Rψ(((m− n)N + (p− q))Tc + τk − τl). Rewrite µ(Rncs) in (25) as
µ((CT∆C)n) =
n∑
j=1
βj−1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1)
n−j+1∏
r=1
1. (54)
We find that µ((CT∆C)n) given in (54) and µ((CTΩC)n) given in (33) show remarkable similarity as
µ((CTSC)n) in (49). However, even though AEM’s of matrices CTSC , CT∆C and CTΩC have the
same form, they have distinct structures. As seen in (48), elements in the matrix CTSC are quadratic
forms cTk Scl of a common matrix S. Whereas, in C
T∆C and CTΩC , the entries are expressed as (52)
and (53), respectively, with the matrices ∆(m,n; k, l) and Ω(m,n; k, l) varying for each component.
In the following, another expression of Rcs will be presented. Let uk(m), 1 ≤ k ≤ K and −M ≤ m ≤
M , be an N -dimensional column vector whose
√
N times scaled entries are i.i.d. random variables with
zero-mean, unit variance, and bounded higher order moments. Besides, uk(m) and ul(n) are independent
when either k 6= l or m 6= n. Given a set of integers {γk : 1 ≤ k ≤ K} ∈ [0, N − 1]K , define the
(2M + 2)N -dimensional vector u˜k(m)
u˜k(m) = [ 0, 0, · · · , 0︸ ︷︷ ︸
(M+m)N+γk times
, uk(m)
T , 0, 0, · · · , 0︸ ︷︷ ︸
(M−m+1)N−γk times
]T .
We also define a (2M + 2)N ×K matrix U(m), given by
U(m) = [u˜1(m), u˜2(m), · · · , u˜K(m)], (55)
and a (2M + 2)N × (2M + 1)K matrix
U = [U(−M), U (−M + 1), · · · , U(M)]. (56)
We have the following theorem, whose proof demonstrates that Rcs can be expressed as U TU with certain
choices of {γk} and uk(m)’s.
Theorem 8: For any {γk}Kk=1 ∈ [0, N − 1]K , the ESD of the random matrix U TU converges a.s. to
the Marc˘enko-Pastur distribution with ratio index β when M,K,N →∞ and K/N → β. Moreover, let
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D be a diagonal random matrix as stated in Theorem 6. Then the n-th free cumulant of UDU T is equal
to µ(Dn)β.
Proof: Setting uk(m) as the spreading sequence vector of the m-th symbol of user k and γk := τk/Tc
in a chip-synchronous system, we have UT (m)U(n) = [Rcs]mn and U TU = Rcs. Thus, the first part of
this theorem is a direct consequence of Theorem 2.
For the second part, we have µ((UDU T )n) = β · µ((RcsD)n), written as
n∑
j=1
∑
c1+c2+···+cj=n
c1≥c2≥···≥cj≥1
n(n− 1) · · · (n− j + 2)
f(c1, c2, · · · , cj)
j∏
r=1
µ(Dcr)β.
By the moment-free cumulant formula of (42), the n-th free cumulant of UDU T is µ(Dn)β.
Let us particularly use U(m)⋆ and U ⋆ to denote the matrices U(m) and U , respectively, when τk = 0
for all k’s. Clearly, U T⋆U ⋆ is a block diagonal matrix with each block U(m)T⋆ U(m)⋆ a crosscorrelation
matrix in symbol-synchronous CDMA. It has been derived in [11] that the n-th free cumulant of
U(m)⋆D(m)U(m)
T
⋆ is µ(D(m)n)β, which has the same form as its counterpart in chip-synchronous
CDMA.
VI. SPECTRAL EFFICIENCY AND MMSE OF ASYNCHRONOUS CDMA
In some applications of probability, it is frequent that the (infinite) moment sequence of an unknown
distribution F is available, and these moments determine a unique distribution. Suppose that the final
aim is to calculate the expected value of function g(X) of the random variable X whose distribution
F is unknown. One of the most widely used techniques for evaluating E{g(X)} is based on the Gauss
quadrature rule method [30], where 2Q+ 1 moments {mn}2Qn=0 of distribution F are used to determine
a Q-point quadrature rule {wq, xq}Qq=1 such that
E{g(X)} =
∫ ∞
−∞
g(x)dF (x) ≈
Q∑
q=1
wqg(xq),
and the approximation error becomes negligible when Q is large. However, this method often suffers
from serious numerical problems due to finite precision of a computing instrument. Fortunately, by using
the modified moments technique [43] which requires only regular moments {mn}, the algorithm becomes
exceptionally stable especially when the density of the distribution F has a finite interval. In case that
the interval is infinite, the algorithm does not completely remove the ill-conditioning [44, Section 4.5].
Some remedies can be found in the above reference.
In this section, the Gauss quadrature rule method with modified moments technique is employed to
compute the spectral efficiency and MMSE of asynchronous CDMA using AEM derived in previous
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sections. Square-root raised cosine (SRRC) pulses with various roll-off factors α, denoted by SRRC-α,
are adopted as chip waveforms. Since the employed method is numerically based and cannot refrain from
computing errors, we are careful in drawing conclusions from the numerical results. Cares are taken to
avoid making wrong claims caused by numerical errors. For example, that the spectral efficiency curve
of system A is above the curve of system B may come from different amounts of numerical errors on
spectral efficiency curves of the two systems. In the sequel, Rca,α (or Rcs,α) is used to represent the
crosscorrelation matrix corresponding to the SRRC-α pulse. Given a random matrix M , we use λM to
denote the limiting random variable governing eigenvalues of M when the matrix size tends to infinity.
Assume the channel is unfaded and the per-symbol signal-to-noise ratio SNR is common to all users.
We consider chip-asynchronous systems. The spectral efficiency of the optimum receiver is given as [2]
Copt(α, β,SNR) = β
1 + α
E
{
log2(1 + SNR · λRca,α)
}
, (57)
where the spectral efficiency is scaled by a factor (1 + α)−1 because the nonideal signaling scheme of
SRRC-α pulse has each complex dimension occupies (1+α) seconds × hertz. On the other hand, since
the limiting distribution of the linear MMSE receiver output is Gaussian, the spectral efficiency of the
receiver is asymptotically equal to the spectral efficiency of a single-user channel with signal-to-noise
ratio equal to the output SIR of the MMSE receiver [2]. It is known that the MMSE receiver has the
output SIR given as [5] [
tr (I + SNRRca,α)−1
]−1
− 1,
whose limit is lower-bounded by
E
{
1
1 + SNR · λRca,α
}−1
− 1,
and tr denotes the normalized trace. Thus,
Cmmse(α, β,SNR) ≥ − β
1 + α
log2 E
{
1
1 + SNR · λRca,α
}
. (58)
When α = 0, the equality holds4. To compare systems with chip waveforms of different roll-off factors,
the spectral efficiency must be given as a function of the energy-per-bit relative to one-sided noise spectral
4The MMSE spectral efficiency can be obtained as Cmmse(α, β, SNR) = β log
2
(1+ SNRη(SNR))/(1+α), where η(SNR) is
the asymptotic multiuser efficiency of the linear MMSE receiver [45]. However, η(SNR) is not known to the author for nonzero
α.
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Fig. 1. Large system spectral efficiencies of a chip-asynchronous CDMA system for Eb/N0 = 10 dB and unfaded channel.
level Eb/N0. It can be shown that a system achieving Copt(α, β,SNR) has an energy per bit per noise
level equal to [2]
Eb
N0
=
βSNR
(1 + α)Copt(α, β,SNR) ,
and the same relation holds for the spectral efficiency of the MMSE receiver Cmmse(α, β,SNR) and
Eb/N0.
Fig. 1 shows the spectral efficiencies versus β in a chip-asynchronous system for the optimum and the
linear MMSE receivers, where Eb/N0 is fixed as 10 dB and an unfaded channel is assumed. Spectral
efficiencies corresponding to SRRC pulses with different roll-off factors are depicted, and curves in the
figure are obtained from (57) and (58) using a 10-point quadrature rule. The black dots on the figure are
obtained from the analytical results
Copt(α = 0, β,SNR) = β log2
(
1 + SNR− 1
4
F(SNR, β)
)
+ log2
(
1 + SNRβ − 1
4
F(SNR, β)
)
− log2 e
4SNR
F(SNR, β)
and
Cmmse(α = 0, β,SNR) = β log2
(
1 + SNR− 1
4
F(SNR, β)
)
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when α = 0, where
F(x, z) =
(√
x(1 +
√
z)2 + 1−
√
x(1−√z)2 + 1
)2
.
These results are derived in [2] for a symbol-synchronous system. However, by Corollary 1, they are
applicable to a chip-asynchronous system with α = 0 as well. It is seen that, when β is around 1, there
is visible discrepancy between results of the analytical formula and the Gauss quadrature method on the
spectral efficiency of the MMSE receiver. This is because the Marc˘enko-Pastur distribution, i.e., the ASD
corresponding to α = 0, tends to be infinite-interval when β is close to 1, and the Gauss quadrature
method is less accurate when the density function has an infinite interval.
The discussions in the following two paragraphs apply to chip-asynchronous systems. For the optimum
receiver, given any β, the spectral efficiency corresponding to α = 0 is obviously greater than that of
α = 0.5 and then of α = 1. The spectral efficiency grows as β increases. When β is small, the ratios of
spectral efficiencies of α = 0, 0.5 and 1 are roughly equal to the ratios of inverses of their bandwidths, i.e.,
ratios of (1+α)−1, meaning the maximum bit rates that can be transmitted arbitrarily reliably are the same
for various SRRC-α pulses5, although the consumed bandwidths are different. As β gradually increases,
the ratios of spectral efficiencies (α = 0 to 0.5 and to 1) become smaller and smaller, suggesting that,
when a chip waveform with a larger excess bandwidth is chosen, the the maximum reliable transmission
rate can be increased.
For the linear MMSE receiver, the spectral efficiency is maximized by a certain β depending on α.
When β is small, it is obvious that chip waveforms with smaller values of α have larger MMSE spectral
efficiencies. Nonetheless, as β is greater than around 1.2, the favor of smaller α in spectral efficiencies
disappears. For low β, the linear MMSE receiver achieves near-optimum spectral efficiency. Otherwise,
great gains in efficiency can be realized by nonlinear receivers. When β is small, the MMSE receiver
with α = 0 is superior to the optimum receiver having α = 0.5 in terms of spectral efficiency; so is the
MMSE receiver with α = 0.5 to the optimum receiver having α = 1. Comparing curves of two receivers,
we comment when more bandwidths are consumed due to the choice of an SRRC pulse with higher α,
the return in channel capacity (maximum reliable data rate) is larger in the linear MMSE receiver than
in the optimum receiver. For example, when β = 2, twice bandwidth of an SRRC pulse with α = 1 than
with α = 0 results in approximately twice reliable data rate of α = 1 than α = 0 in the linear MMSE
5When a chip waveform with roll-off factor α is chosen, the maximum bit rates that can be transmitted arbitrarily reliably is
equal to the spectral efficiency times (1 + α)/Tc.
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Fig. 2. Large system optimum spectral efficiencies of symbol-synchronous, chip-synchronous, and chip-asynchronous CDMA
systems when Eb/N0 = 10 dB and the channel is unfaded, where ”ss”, ”cs” and ”ca” refer to symbol-synchronous, chip-
synchronous, and chip-asynchronous, respectively.
receiver. However, for the optimum receiver, the ratio of the data rates between α = 1 and α = 0 is
around 1.5 for the same β. Even for values of β in a practical system, the higher return of the MMSE
receiver in capacity is still true. Another interesting observation is that the MMSE spectral efficiency
curve of SRRC pulse with α = 1 is above the curve of the sinc pulse in the region around β ∈ [1.5, 2].
However, as the difference of the two curves is small, we should be careful in making comments. In
that region, the curve of the sinc pulse is exact (matching with the analytical result); the curve of SRRC
with α = 1 is an approximation with two opposite forces counter-acting on each other. On the one hand,
(58) is a lower bound so the curve underestimates the true spectral efficiency; on the other hand, the
numerical method tends to be optimistic, which yields an overestimate. We surmise that the first factor
dominates; adding the result that the curve of sinc pulse is below the other, we conjecture: for some β,
the sinc pulse is not optimal in terms of the MMSE spectral efficiency under the indicated environments.
Fig. 2 shows the optimum spectral efficiencies as a function of β for symbol-synchronous, chip-
synchronous and chip-asynchronous systems with various chip waveforms when Eb/N0 = 10 dB and the
channel is unfaded. The three curves marked by circles, squares and stars have appeared in Fig. 1; those
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two marked by triangles (down and up) are obtained from (57), where λRca,α in the equation is replaced
with λRcs,α . In both symbol- and chip-synchronous systems, the spectral efficiency corresponding to a
particular α∗ is equal to the spectral efficiency corresponding to α = 0 divided by 1+α∗. This is because
λRcs,α has the same distribution regardless of α.
When α = 0, three systems have the same optimum spectral efficiency. This is a direct consequence
of Corollary 2. Given any α, when β is low, the differences of the three systems in optimum spectral
efficiency are negligible; as β increases, the chip-asynchronous system is superior to the other two for
nonzero α, and the optimum spectral efficiency differences are proportional to β. On the other hand,
given any β, as α increases, the chip-asynchronous system has a larger spectral efficiency than the other
two, and the difference grows with α. Similar comments can be made from Fig. 1 for the MMSE spectral
efficiencies of the three systems. We also observe, while choosing chip waveforms with larger bandwidths
may result in the increase of channel capacity in a chip-asynchronous system, the statement is not true for
symbol- and chip-synchronous systems. This can be interpreted as follows. It is the ASD that determines
the performance measures of a system such as the channel capacity, the MMSE achievable by a linear
receiver, and so on. Regretfully, the ASD of symbol- and chip-synchronous systems does not depend on
the chosen chip waveform; hence the increase of bandwidth due to the replacement of a chip waveform
merely decreases the spectral efficiency and does not help in boosting the capacity.
Consider a channel subject to frequency-flat fading. The square magnitude of the received signal
|Ak(m)|2 is governed by SNR common to all users and a normalized random variable Ak(m) having
E{|Ak(m)|2} = 1. Thus, the amplitude matrix A has AA† = SNRAA†, where A has the same structure
as the diagonal amplitude matrix A, and Ak(m) is located at the (k, k)-th entry in the (m,m)-th block
of A. The spectral efficiencies of the optimum receiver is given by (57) with λRca,α replaced as λA†Rca,αA .
Although we can also modify (58) to yield a lower bound for the MMSE spectral efficiency under fading;
however, according to our experiments, the bound is loose. Fig. 3 compares optimum spectral efficiencies
in a chip-asynchronous system with and without fading for a fixed Eb/N0 equal to 10 dB. The fading
channel is assumed to be Rayleigh. To generate curves of the fading channel, a 15-point quadrature rule
is used. The black dots shown in the figure correspond to the analytical result obtained in [45] for α = 0
and a Rayleigh fading channel. Perceptible discrepancy between analytical and numerical results appear
in the region of β ∈ [1, 2]. We comment that fading in a chip-asynchronous system leads to a degradation
in optimum spectral efficiency, which is consistent with a mathematical result demonstrated in [45].
In the presence of fading, the arithmetic mean over the users of the mean-square-error achieved by the
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Fig. 3. Large system optimum spectral efficiencies of a chip-asynchronous system for unfaded and Rayleigh fading channels
when Eb/N0 = 10 dB.
linear MMSE receiver is given as [5]
E(α, β,SNR) = E
{
1
1 + SNR · λ
A
†
Rca,αA
}
. (59)
For the unfaded case, E(α, β,SNR) is obtained by setting A in (59) as the identity matrix. Fig. 4 compares
the MMSE achievable by a linear receiver for unfaded and Rayleigh fading channels when SNR = 20 dB.
We use 10- and 15-point quadrature rules for unfaded and fading channels, respectively. Black dots on
the figure correspond to the analytical result of
1− F(SNR, β)
4βSNR
for α = 0 in the absence of fading [2]. According to our tests, the discrepancy between the analytical and
numerical results grows with SNR. The difference becomes almost unnoticeable when SNR < 15 dB. For
low β, the MMSE in an unfaded channel is lower than in a Rayleigh fading channel. In the latter case,
as β → 0, the analytical result is equal to E{(1 + SNR ·X)−1} = 0.04079, where X has the exponential
density e−x, x ≥ 0; the numerical result is equal to 0.03075 at β → 0.
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Fig. 4. Large system MMSE versus β of a chip-asynchronous system for unfaded and Rayleigh fading channels when
SNR = 20 dB.
We observe that, regardless of fading or not, the MMSE is inversely proportional to α in a chip-
asynchronous system. This is consistent with the conclusion drawn previously that choosing chip wave-
forms with larger excess bandwidths leads to a higher capacity. Nevertheless, for symbol- and chip-
synchronous systems, regardless of α, the MMSE are unchanged and correspond to the curve of α = 0.
Interestingly, we can see that fading decreases the MMSE in the region of high β. The explanation is
similar to that for fading increasing the spectral efficiency at high β made in [45]. That is, due to fading,
a certain portion of interferers are low-powered; thus, the number of ”effective” interferers seen by the
receiver is reduced. This interference population control of fading compensates for its harmful effect on
the desired user. It is also observed, as α increases, the receiver needs a larger β to have this phenomenon
begin to operate, and this phenomenon is less obvious for larger α.
VII. CONCLUSION
In this paper, the ASD of crosscorrelation matrices in random spreading chip-synchronous and chip-
asynchronous CDMA systems are investigated with a particular emphasis on the derivation of AEM.
Noncrossing partition and the graphical representation of K-graph are the key tools in AEM computation.
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We assume an infinite observation window width, known spreading sequences and relative delays to the
receiver, and an arbitrary chip waveform. We consider both unfaded and frequency-flat fading channels.
The spreading sequences are only assumed to be independent across users. For a particular user, we
do not assume that the sequence is independent across symbols. Thus, results shown in this paper are
applicable for both short-code and long-code systems.
In the following, results of this paper are summarized. For chip-synchronous CDMA systems, the
explicit expressions for AEM of the crosscorrelation matrix are given when the users’ relative delays are
deterministic constants. We show that AEM do not depend on the realizations of asynchronous delays
and the shape of chip waveform, as long as the zero ICI condition holds. It is also shown that the
AEM formulas are identical to those of symbol-synchronous CDMA. In an unfaded channel, as the
AEM satisfy the Carleman’s criterion and the a.s. convergence test, it is concluded that the ASD in a
chip-synchronous system converges a.s. to Marc˘enko-Pastur law with ratio index β. In the case of flat
fading, the a.s. convergence of ESD to a nonrandom ASD is established provided that a constraint on
the empirical moments of the fading coefficients is satisfied.
For chip-asynchronous CDMA systems, the convergence of ESD to an ASD in a.s. sense is proved for
general constraints on the chip waveform and, for a fading channel, the empirical moments of the signal
received power. It is shown that, in contrast to chip-synchronous CDMA, AEM in a chip-asynchronous
system are dependent on the shape of chip waveform. On the other hand, the relation of AEM and users’
relative delays depends on the bandwidth of the chosen chip waveform. Specifically, it is mentioned that,
for the zero ICI property to hold, the chip waveform has a bandwidth at least equal to 1/(2Tc), which
corresponds to the sinc pulse. When the bandwidth of the chip waveform is 1/(2Tc), AEM do not depend
on the realizations of relative delays. On the contrary, if the bandwidth is wider than the threshold, AEM
do depend on the asynchronous delays; nonetheless, different relative delays realizations may result in
the same AEM. Suppose that relative delays are modeled as i.i.d. random variables τk’s. Let G1 and
G2 be two distinct distributions of relative delays, and both of them possess the symmetry property of
E {cos(2πnτk/Tc)} = 0 for nonzero integer n. Then, for the same chip waveform, AEM’s averaged over
realizations of relative delays with distributions G1 and G2 are equal. The distribution symmetry condition
given above encompasses the symbol quasi-synchronous but chip-asynchronous system considered in [18].
By moment convergence theorem, the equivalence of AEM leads to an equivalence of ASD provided
that the uniqueness of limiting distribution is true. It follows that our result proves the conjecture given
there that relative delays ranging uniformly within the chip duration and within the symbol duration
yield the same performance. When the sinc chip waveform is adopted, no matter fading or not, the AEM
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of chip-asynchronous CDMA are shown to be equal to those of chip-synchronous CDMA and hence
those of a symbol-synchronous system. This explains the equivalence result of [16] that the output SIR
of the linear MMSE receiver converges to those of chip- and symbol-synchronous systems when M is
large. Since every receiver in the family constructed in [39] can be arbitrarily well approximated by a
polynomial receiver, and both the polynomial coefficients and the polynomial receiver’s output SIR are
determined by AEM, we can also prove the conjecture in [16] that the equivalence result in the output
SIR of the three systems holds for all receivers in that family. We also study the situation that the chip
waveform bandwidth is less than 1/(2Tc) such that zero ICI condition is lost. It is shown that, without
the zero ICI property, the AEM formulas in symbol- and chip-synchronous systems bear the same forms
as those in a chip-asynchronous system. Thus, when systems of three synchronism levels have the same
parameters except for the delays of the users, their AEM’s are all the same; consequently, these three
systems have the same ASD.
With the help of free probability theory, free cumulants of crosscorrelation matrices are also derived
for both chip-synchronous and chip-asynchronous systems. It is also proved that the crosscorrelation
matrix is asymptotically free with a random diagonal matrix having a general constraint. Based on the
asymptotic freeness property, AEM’s for the sum and the product of the crosscorrelation matrix and a
random diagonal matrix are derived accordingly.
Mathematical results obtained in this paper are connected to those that are widely used by researchers
who apply random matrix theory to communication problems.
At last, some application cases are provided. The Gauss quadrature rule method is adopted to depict
the spectral efficiencies of the optimum and linear MMSE detectors and the MMSE achievable by a
linear receiver in asynchronous CDMA. Performance in the measures of the spectral efficiency, channel
capacity, and MMSE are compared for various chip waveforms, two types of receivers, and different
asynchronism levels.
APPENDIX I
NONCROSSING PARTITION
The proofs of Lemmas 1 and 5 require results from noncrossing partition of set partition theory. Our
treatment here for noncrossing partition is very brief; for more details, please consult [46].
Definition 2: (Noncrossing Partition [29,46]) Let S be a finite totally ordered set.
1) We call ̟ = {B1, · · · , Bj} a partition of the set S if and only if B1, · · · , Bj are pairwise disjoint,
non-empty subsets of S such that B1 ∪ · · · ∪ Bj = S. We call B1, · · · , Bj the classes of ̟. The
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classes B1, · · · , Bj are ordered according to the minimum element in each block. That is, the
minimum element in Bk is smaller than that of Bl if k < l.
2) The collection of all partitions of S can be viewed as a partially ordered set (poset) in which
the partitions are ordered by refinement: if ̟,σ are two partitions of S, we have ̟ ≤ σ if each
block of ̟ is contained in a block of σ. For example, when S = {1, 2, 3, 4, 5, 6, 7}, we have
{{1}, {2, 5}, {3, 4}, {6}, {7}} < {{1, 3, 4}, {2, 5}, {6, 7}}.
3) A partition of the set S is called crossing if there exist p1 < q1 < p2 < q2 in S such that p1 and
p2 belong to one class and q1 and q2 to another. If a partition is not crossing, then it is called
noncrossing. 
The set of all noncrossing partitions of S is denoted by NC (S). In the special case S = {1, · · · , n}, we
denote this by NC (n).
Definition 3: (Kreweras Complementation Map [29,46]) Consider elements 1, 2, · · · , n and interlace
them with 1, 2, · · · , n in the alternating way of 1, 1, 2, 2, · · · , n, n. Let ̟ ∈ NC (n). Then its Kreweras
complementation map KC (̟) : NC (n) → NC (n) ∈ NC ({1, 2, · · · , n}) is defined as the biggest
element among those σ ∈ NC ({1, 2, · · · , n}) such that the union ̟∪σ of the two noncrossing partitions
belongs to NC ({1, 1, 2, 2, · · · , n, n}). 
It can be shown that, if ̟ contains j classes, then the number of classes in KC (̟) is n− j + 1.
A partition can be represented graphically. For example, Figs. 5(a) and 5(b) show two partitions of
{k1, k2, · · · , k8}, where elements in the same class are joined successively by chords. A noncrossing
partition is such that the chords intersect only at elements k1, · · · , kn. For instance, Fig. 5(b) is a
noncrossing partition, while Fig. 5(a) is not. In the following, we define a representation, called K-
graph, for any partition of a totally ordered set. The K-graph defined below is similar to the W -graph
of [33] used to establish the convergence of moments of a Wigner matrix. We discover several pleasant
properties of K-graphs that will be useful in proving the lemmas. They are enumerated right after the
definition of K-graph.
Definition 4: (K-graph) The K-graph corresponding to a partition ̟ = {B1, · · · , Bj} of a totally
ordered set {k1, k2, · · · , kn} is denoted by a graph G = (V, E). The vertex set is V = {v1, v2, · · · , vj},
and the edge set is E = {e1, e2, · · · , en}, where the edge er connects vertices vs and vt if kr and kr+1
are partitioned into classes Bs and Bt, respectively (with n+ 1 := 1). 
Remark: The K-graph for a partition ̟ of {k1, k2, · · · , kn} can be interpreted in a more visually
convenient way as follows. Let ki’s be arranged orderly (either clockwise or counter-clockwise) as vertices
of an n-vertex cycle, and let edge er connect vertices kr and kr+1. The K-graph of ̟ can be obtained by
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k1
k2
k3
k4 k5
k6
k7
k8
(a)
k1
k2
k3
k4 k5
k6
k7
k8
(b)
k1
k6
k2, k3, k7, k8
k4, k5
(d)
k2, k3, k7, k8
k5
k1, k4, k6
(c)
e1
e2
e3
e4
e5
e6
e7
e8
Fig. 5. (a) The partition {{k1, k4, k6}{k2, k3, k7, k8}{k5}} of the totally ordered set {k1, k2, · · · , k8}, (b) the partition
{{k1}{k2, k3, k7, k8}{k4, k5}{k6}}, (c) the K-graph for the partition represented in (a), and (d) the K-graph for the partition
represented in (b).
merging vertices that are partitioned in the same class of ̟ into one. When vertices are merged, edges
originally incident on these vertices become incident on the merged one. Mergence of two adjacent
vertices results in a self-loop cycle. 
For example, Figs. 5(c) and 5(d) present the K-graphs for the partitions of Figs. 5(a) and 5(b),
respectively.
Properties of K-graphs: Given a partition ̟ of a totally ordered n-element set K and its corresponding
K-graph G = (V, E). We have the following properties.
1) There is a bijective correspondence between classes of ̟ and vertices of G.
2) G is connected. If and only if ̟ is noncrossing, G is a concatenation of cycles with any two of
them connected by at most one vertex. Moreover, if ̟ is noncrossing and has j classes, then there
are n− j + 1 cycles in G. For example, Fig. 5(d) is composed of 8− 4 + 1 = 5 cycles. Any pair
of these five cycles are connected by at most one of the two vertices labelled with k2, k3, k7, k8
and k4, k5.
3) Consider a partition σ of the ordered edge set E = {e1, e2, · · · , en} of G by letting edges in the
same cycle of G being in the same class. If ̟ is noncrossing, then σ is noncrossing as well.
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Moreover, ̟ and σ are Kreweras complementation maps of each other. For example, Fig. 5(d)
corresponds to σ = {{e1, e8}, {e2}, {e3, e5, e6}, {e4}, {e7}}, which is a noncrossing partition of
{e1, e2, · · · , e8}. It is seen that {{1, 8}, {2}, {3, 5, 6}, {4}, {7}} is the Kreweras complementation
map of {{1}, {2, 3, 7, 8}, {4, 5}, {6}}, and vice versa. 
From properties 1) and 3), if ̟ is noncrossing, then the corresponding K-graph can represent both ̟
and its Kreweras complementation map simultaneously. That is, ̟ and KC (̟) can be identified by the
vertex set and edge set of the K-graph, respectively.
Some results about noncrossing partition are in order. The number of noncrossing partitions that
partition n elements into j classes is the Narayana number, given by
1
n
(
n
j
)(
n
j − 1
)
. (60)
Moreover, if the j classes have sizes c1, c2, · · · , cj with c1 ≥ c2 ≥ · · · ≥ cj ≥ 1 (but not specifying
which class gets which size), the number of noncrossing partitions is [29]
n(n− 1) · · · (n− j + 2)
f(c1, c2, · · · , cj) , (61)
where
f(c1, c2, · · · , cj) =
∏
k≥1
nk! (62)
with nk being the number of elements in (c1, c2, · · · , cj) that are equal to k. It is clear to see∑
c1+c2+···+cj=n
c1≥c2≥···≥cj≥1
n(n− 1) · · · (n− j + 2)
f(c1, c2, · · · , cj) =
1
n
(
n
j
)(
n
j − 1
)
. (63)
The number of noncrossing partitions ̟ of an n-element set meeting conditions of
i) ̟ has j classes with sizes in non-ascending order of (c1, c2, · · · , cj), and
ii) the classes of KC (̟) have sizes in non-ascending order of (b1, b2, · · · , bn−j+1),
is equal to [47,12]
n(n− j)!(j − 1)!
f(b1, b2, · · · , bn−j+1)f(c1, c2, · · · , cj) . (64)
APPENDIX II
PROOFS OF LEMMA 1 AND LEMMA 5
With the results of noncrossing partition in Appendix I, we now proceed to prove Lemma 1 and
Lemma 5. Consider µ(Rncs) in (24) and µ(Rnca) by replacing Rcs in the equation with Rca. They can be
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rewritten as
µ(Rnx ) = lim
K,N→∞
K/N→β
K−1
[
lim
M→∞
(2M + 1)−1E
{
tr((R(K)x )
n)
}]
, x ∈ {cs, ca}. (65)
For notational convenience, the superscript (K) of R(K)x will be omitted below when no ambiguity occurs.
By (7) and (13), we have
[Rcs]mrmr+1,krkr+1 = ρcs(mr,mr+1; kr, kr+1)
=
(mr+1)N−1∑
pr=mrN
(mr+1+1)N−1∑
qr+1=mr+1N
c
(pr)
kr
c
(qr+1)
kr+1
δ(prTc + τkr , qr+1Tc + τkr+1),
and
[Rca]mrmr+1,krkr+1 = ρca(mr,mr+1; kr, kr+1)
=
(mr+1)N−1∑
pr=mrN
(mr+1+1)N−1∑
qr+1=mr+1N
c
(pr)
kr
c
(qr+1)
kr+1
Rψ((pr − qr+1)Tc + τkr − τkr+1),
for 1 ≤ r ≤ n with mn+1 := m1 and kn+1 := k1. By expanding matrix multiplications of Rnx , the term
inside of square brackets of (65) can be expressed as
lim
M→∞
(2M + 1)−1E {tr(Rnx )}
= lim
M→∞
(2M + 1)−1
∑
K∈X
∑
M∈Y
E{[Rx]m1m2,k1k2 [Rx]m2m3,k2k3 · · · [Rx]mnm1,knk1}, (66)
where K = {k1, · · · , kn}, X = [1,K]× · · · × [1,K]︸ ︷︷ ︸
n times
= [1,K]n, M = {m1, · · · ,mn} and Y =
[−M,M ]n. Equation (66) is equal to
lim
M→∞
(2M + 1)−1
∑
K∈X
∑
M∈Y
∑
P1∈Z1
· · ·
∑
Pn∈Zn
E
{(
c
(p1)
k1
c
(q2)
k2
)(
c
(p2)
k2
c
(q3)
k3
)
· · ·
(
c
(pn)
kn
c
(q1)
k1
)}
×δ(p1Tc + τk1 , q2Tc + τk2)δ(p2Tc + τk2 , q3Tc + τk3) · · · δ(pnTc + τkn , q1Tc + τk1), (67)
when x = cs, and
lim
M→∞
(2M + 1)−1
∑
K∈X
∑
M∈Y
∑
P1∈Z1
· · ·
∑
Pn∈Zn
E
{(
c
(p1)
k1
c
(q2)
k2
)(
c
(p2)
k2
c
(q3)
k3
)
· · ·
(
c
(pn)
kn
c
(q1)
k1
)}
(68)
×E{Rψ((p1 − q2)Tc + τk1 − τk2)Rψ((p2 − q3)Tc + τk2 − τk3) · · ·Rψ((pn − q1)Tc + τkn − τk1)},
when x = ca, where Pr = {pr, qr} and Zr = [mrN, (mr + 1)N − 1]2 for 1 ≤ r ≤ n. Owing to the
tri-diagonal structure of Rcs shown in (10), there are constraints |mr −mr+1| ≤ 1 for 1 ≤ r ≤ n when
(67) is considered. Moreover, as stated in the beginning of Section III-B, the relative delays τk’s are
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viewed as deterministic when the chip waveform is the ideal sinc pulse and viewed as random when
otherwise, the expectation in the second line of (68) can be discarded when the sinc pulse is adopted.
Computations of (67) and (68) can be executed by considering the equivalence patterns of elements in
K = {k1, k2, · · · , kn}. As equivalence relation and partition are essentially equivalent, the computations
of (67) and (68) can be carried out with the aid of set partition theory, where K is a totally ordered set
with ordering k1 ≻ k2 ≻ · · · ≻ kn, and kr and ks are partitioned in the same class if and only if they
take the same integer in [1,K]. Note that the ordering k1 ≻ k2 ≻ · · · ≻ kn is just an arrangement of
objects ki’s as an ordered set. It is different from the ordering of the values taken by summation variables
k1, k2, · · · , kn in [1,K].
In the following, the summation
∑
K∈X in (67) and (68) is decomposed into several ones using
properties stated in Appendix I. Let Xj ⊆ X = [1,K]n such that each element xj = (xj(1), · · · , xj(n))
in Xj corresponds to a j-class noncrossing partition of an n-element ordered set. We mean xj corresponds
to a partition by that xj(s) = xj(t) if and only if the s- and t-th elements are partitioned in the same
class in that partition. Moreover, let Xj(b1, b2, · · · , bn−j+1), with b1 ≥ b2 ≥ · · · ≥ bn−j+1 ≥ 1, stand
for the union of xj’s whose corresponding noncrossing partitions have Kreweras complementation maps
with class sizes (b1, b2, · · · , bn−j+1) (but not specifying which class gets which size). Since the Kreweras
complementation map of a noncrossing partition is noncrossing as well, by (61), the number of elements
in Xj(b1, b2, · · · , bn−j+1) is given by
#Xj(b1, b2, · · · , bn−j+1) = n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1) ·K(K − 1) · · · (K − j + 1).
The above equation is interpreted as follows. The number of noncrossing partitions associated with
Xj(b1, b2, · · · , bn−j+1) is n(n − 1) · · · (j + 1)/f(b1, b2, · · · , bn−j+1), and each of these noncrossing
partitions has j classes, with each class specified by a distinct integer in [1,K]. Moreover, let Xcro ⊆ X ,
where each element in Xcro corresponds to a crossing partition of an n-element ordered set. With these
settings, the summation
∑
K∈X in (67) and (68) can be decomposed as∑
K∈X
≡
n∑
j=1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
∑
K∈Xj(b1,b2,··· ,bn−j+1)
+
∑
K∈Xcro
. (69)
Now, we consider K-graphs corresponding to elements of Xj(b1, b2, · · · , bn−j+1) and of Xcro in (69).
To embed the summation variables pr’s and qr’s of (67) and (68) into a K-graph, in the n-vertex cycle
composed of vertices k1, k2, · · · , kn, two ends of the edge connecting kr and kr+1 are labelled with pr
and qr+1, with the former and latter touching kr and kr+1, respectively. We call these pr’s and qr’s as
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k1
p1
p2 qn
qn-1
k2 kn
k3 kn-1
q1q2 pn
pn-1q3
p3
k2
k1 kt-1
ks+1
kt+1
ks-1
ks,kt
p1
p2 ps-1
ps
pt
pt-1
q1
qt
qt+1
qs
q2
qs+1
(a) (b)
Fig. 6. The K-graphs of (a) n-class partition {{k1}, {k2}, · · · , {kn}}, and (b) (n − 1)-class partition
{{k1}, {k2}, · · · , {ks, kt}, · · · , {kn}} with s < t.
edge variables. Fig. 6(a) shows the graph with edge variables labelled. The edge connecting vertices kr
and kr+1 stands for
c
(pr)
kr
c
(qr+1)
kr+1
· δ(prTc + τkr , qr+1Tc + τkr+1)
and
c
(pr)
kr
c
(qr+1)
kr+1
· Rψ((pr − qr+1)Tc + τkr − τkr+1)
in (67) and (68), respectively, and the summands in the equations are yielded by multiplying terms
associated with all of the edges together. Vertices kr’s and edge variables pr’s, qr’s in Fig. 6(a) are all
summation variables of (67) and (68). Another set of summation variables mr’s are implicitly embedded
in pr’s and qr’s by that the ranges of pr and qr are both [mrN, (mr + 1)N − 1]. We would like to
inspect under what equivalence relation of pr’s and qr’s would the contributions to (67) and (68) become
nonvanishing in the large-system limit.
A. Contributions of Noncrossing Partitions to µ(Rncs) and µ(Rnca)
To compute the contribution of noncrossing partitions of K = {k1, k2, · · · , kn} to µ(Rncs) and µ(Rnca),
we replace
∑
K∈X in (67) and (68) with the first term at the right-hand-side of (69) and then use (65).
Given non-ascending ordered natural numbers (b1, b2, · · · , bn−j+1) such that b1+ b2+ · · ·+ bn−j+1 = n.
The contribution of each element of Xj(b1, b2, · · · , bn−j+1) to (67) and (68) is to be evaluated. First, we
consider j = n. There is only one K-graph, shown in Fig. 6(a). Since all of k1, k2, · · · , kn are distinct,
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the expectations of spreading sequences in (67) and (68) are nonzero (equal to N−n) if and only if
pr = qr for 1 ≤ r ≤ n. Note that, since c(pr)kr and c
(qr)
kr
are chips in the same transmitted symbol, i.e.,
mrN ≤ pr, qr ≤ (mr + 1)N − 1, the necessary and sufficient condition pr = qr stated above holds for
both short-code and long-code systems. The contribution of each element of Xn(n) to (67) becomes
N−n lim
M→∞
(2M + 1)−1
∑
M∈Y
∑
p1∈Z′1
∑
p2∈Z′2
· · ·
∑
pn∈Z′n
δ(p1Tc + τk1 , p2Tc + τk2)
×δ(p2Tc + τk2 , p3Tc + τk3) · · · δ(pnTc + τkn , p1Tc + τk1), (70)
where Z ′r = [mr, (mr +1)N − 1] and |mr −mr+1| ≤ 1. The product of δ(·, ·)’s is nonzero and equal to
one if and only if all prTc + τkr , 1 ≤ r ≤ n, are equal. Since we have p1 ∈ [m1N, (m1 + 1)N − 1] for
each m1 ∈ [−M,M ], it is not difficult to see, in (70), the term behind N−n is equal to N . Consequently,
(70) is equal to N−n · N = N−n+1. On the other hand, the contribution of each element of Xn(n) to
(68) is
N−n lim
M→∞
(2M + 1)−1
∑
M∈Y
∑
p1∈Z′1
∑
p2∈Z′2
· · ·
∑
pn∈Z′n
E {Rψ((p1 − p2)Tc + τk1 − τk2)
× Rψ((p2 − p3)Tc + τk2 − τk3) · · ·Rψ((pn − p1)Tc + τkn − τk1)} . (71)
By Lemma 4, it is readily seen that, in (71), the term behind N−n is equal to NW(n)ψ . Consequently, (71)
is equal to N−n ·NW(n)ψ = N−n+1W(n)ψ . Note that the equivalence condition of pr = qr for 1 ≤ r ≤ n
makes edge variables touching the same vertex in the K-graph, i.e., Fig. 6(a), to be equal.
Next, we consider j = n − 1. Following the statement in the remark of Definition 4, we understand
that any K-graph corresponding to Xn−1(b1, b2) can be obtained from the K-graph of Xn(n) (denoted
by Gn) by merging two vertices of Gn into one. Suppose that vertices ks and kt of Gn are merged and
s < t, meaning that ks = kt in (67) and (68). Then, the original n-vertex cycle is decomposed into
two cycles with numbers of edges equal to t − s and n − t + s as shown in Fig. 6(b). This K-graph
corresponds to elements of Xn−1(max(t − s, n − t + s),min(t − s, n − t+ s)). With a slight abuse of
notational simplification, we let e = t− s and write Xn−1(max(t− s, n− t+ s),min(t− s, n− t+ s))
as Xn−1(e, n − e) afterwards, although e may be smaller than n− e.
We are going to demonstrate that, concerned with the four edge variables ps, qs, pt, qt of the merged
vertex in Fig. 6(b), it is sufficient to consider pt = qs and ps = qt. Since ki’s are all distinct except for
ks = kt, to yield a nonzero expectation of
∏n
r=1 c
(qr)
kr
c
(pr)
kr
in (67) and (68), it is required that pr = qr
for r ∈ {1, 2, · · · , n} \ {s, t} and c(ps)ks , c
(qs)
ks
, c
(pt)
ks
, c
(qt)
ks
are in pairs, i.e., anyone of the following three
conditions
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k2
k1
kt-1
k
s+1
kt+1
k
s-1
p2
ps-1 ps+1
pt ps-uN
p1
p1
p2
pt+uN
pt+1 pt-1
ps
k
s
,kt
(c)
k2
k1
kt-1
k
s+1
kt+1
k
s-1
p2
ps-1 ps+1
ps+uN qs+uN
p1
p1
p2
qs
pt+1 pt-1
pt
k
s
,kt
(b)
pt+1 pt+1
pt+1
Fig. 7. The directed flows represented by thick lines in (a), (b) and (c) denote the product of δ functions corresponding to the
equivalence patterns of i) qs = ps and qt = pt, ii) pt = ps + uN and qt = qs + uN and iii) qs = pt + uN and qt = ps− uN ,
respectively.
i) qs = ps and qt = pt,
ii) pt = ps + uN and qt = qs + uN with any integer u,
iii) qs = pt + uN and qt = ps − uN with any integer u,
for a short-code system, and
iv) qs = ps and qt = pt,
v) pt = ps and qt = qs,
vi) qs = pt and qt = ps,
for a long-code system. The reasons for same sign of two uN in condition ii) and opposite signs in
condition iii) is because msN ≤ ps, qs ≤ (ms + 1)N − 1 and mtN ≤ pt, qt ≤ (mt + 1)N − 1. As
conditions iv)–vi) are special cases of i)–iii) with u = 0, we will use the latter to demonstrate our goal,
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i.e., it is sufficient to consider only the equivalence relation of case vi).
With conditions i)–iii) and pr = qr for r ∈ {1, 2, · · · , n} \ {s, t}, the contribution of each element of
Xn−1(e, n − e) to (67) and (68) becomes
N−n+2 lim
M→∞
(2M + 1)−1
∑
M∈Y
∑
p1∈Z′1
∑
p2∈Z′2
· · ·
∑
pn∈Z′n
E
{
c
(ps)
ks
c
(qs)
ks
c
(pt)
ks
c
(qt)
ks
}
×δ(p1Tc + τk1 , p2Tc + τk2)δ(p2Tc + τk2 , p3Tc + τk3) · · · δ(pnTc + τkn, p1Tc + τk1)|ks=kt , (72)
and
N−n+2 lim
M→∞
(2M + 1)−1
∑
M∈Y
∑
p1∈Z′1
∑
p2∈Z′2
· · ·
∑
pn∈Z′n
E
{
c
(ps)
ks
c
(qs)
ks
c
(pt)
ks
c
(qt)
ks
}
×E {Rψ((p1 − p2)Tc + τk1 − τk2)Rψ((p2 − p3)Tc + τk2 − τk3) · · ·
Rψ((pn − p1)Tc + τkn − τk1)} |ks=kt , (73)
respectively. A careful inspection reveals that the product of δ functions in (72) becomes∏
(γ,ǫ)∈I1
kt=ks
δ(pγTc + τkγ , pǫTc + τkǫ), I1 = {(1, 2), (2, 3), · · · , (n− 1, n), (n, 1)} (74)
for condition i), where we let qs := ps and qt := pt,
δ(ps−1Tc + τks−1 , qsTc + τks)δ((qs + uN)Tc + τks , pt−1Tc + τkt−1)
×δ((ps + uN)Tc + τks , pt+1Tc + τkt+1)
∏
(γ,ǫ)∈I2
δ(pγTc + τkγ , pǫTc + τkǫ),
I2 = {(1, 2), · · · , (s− 2, s − 1), (t + 1, t+ 2), · · · , (n, 1)}
∪{(s, s+ 1), (s + 1, s + 2), · · · , (t− 2, t− 1)} (75)
for condition ii), where we let pt := ps + uN and qt := qs + uN , and
δ(ps−1Tc + τks−1 , (pt + uN)Tc + τks)δ(pt−1Tc + τkt−1 , (ps − uN)Tc + τks)
×
∏
(γ,ǫ)∈I3
kt=ks
δ(pγTc + τkγ , pǫTc + τkǫ)
∏
(η,ζ)∈I4
δ(pηTc + τkη , pζTc + τkζ),
I3 = {(1, 2), · · · , (s − 2, s − 1), (t, t+ 1), · · · , (n, 1)},
I4 = {(s, s + 1), · · · , (t− 2, t− 1)} (76)
for condition iii), where qs := pt + uN and qt := ps − uN . The product of Rψ functions in (73)
can be obtained from the above equations by replacing each δ(a, b) with Rψ(a − b). According to
(74)–(76), conditions i)–iii) are graphically represented by Figs. 7(a)–(c), respectively. For instance, in
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Fig. 7(a), except for the merged vertex, two edge variables touching the same vertex are the same.
This is because pr = qr for r ∈ {1, 2, · · · , n} \ {s, t}, so we replace qr, r ∈ {1, 2, · · · , n} \ {s, t} in
Fig. 6(b) with pr. Moreover, qs and qt in Fig. 6(b) are replaced with ps and pt, respectively, indicating
that qs := ps and qt := pt. In each of Figs. 7(a)–(c), the product of δ and Rψ functions in (72) and (73),
respectively, are depicted in the form of directed flow(s), indicated by thick lines traversing edges. The
thick line passing through an edge with variables pγ and pǫ (or qǫ) represents δ(pγTc + τkγ , pǫTc + τkǫ)
(or δ(pγTc+ τkγ , qǫTc+ τkǫ)) for (72) and Rψ((pγ − pǫ)Tc+ τkγ − τkǫ) (or Rψ((pγ − qǫ)Tc+ τkγ − τkǫ))
for (73). For an edge with variables pγ +uN and pǫ, it corresponds to δ((pγ +uN)Tc+ τkγ , pǫTc+ τkǫ)
for (72). Conditions i)–iii) are taken into account below.
• Condition i): Consider the chip-synchronous case. The product of δ functions in (74) is zero if
ps 6= pt. Thus, we consider ps = pt, resulting in ps = qs = pt = qt, and the expectation in the first
line of (72) is O(N−2) because the fourth moment of c(p)k is O(N−2). It can be taken out from
multi-dimensional summation, yielding
O(N−n) lim
M→∞
(2M + 1)−1
∑
M∈Y
∑
p1∈Z′1
∑
p2∈Z′2
· · ·
∑
pn∈Z′n
δ(p1Tc + τk1 , p2Tc + τk2)
×δ(p2Tc + τk2 , p3Tc + τk3) · · · δ(pnTc + τkn, p1Tc + τk1)|ks=kt . (77)
It is readily seen that, in (77), the term behind O(N−n) is equal to N . Thus, in this condition, the
contribution of each element in Xn−1(e, n − e) to (67) is O(N−n+1).
Consider the case of chip-asynchronous. Assume ps 6= pt. We replace each δ(a, b) in (74) with
Rψ(a− b) and plug the resulting product of Rψ functions back into (73). The expectation of chips
in (73) is N−2, and it can be taken out from the multi-sum, resulting in
N−n lim
M→∞
(2M + 1)−1
∑
M∈Y
∑
p1∈Z′1
∑
p2∈Z′2
· · ·
∑
pn∈Z′n
E {Rψ((p1 − p2)Tc + τk1 − τk2)
× Rψ((p2 − p3)Tc + τk2 − τk3) · · ·Rψ((pn − p1)Tc + τkn − τk1)} |ks=kt . (78)
By Lemma 4, the term behind N−n is equal to NW(n)ψ for bandwidth of ψ(t) either smaller or
wider than 1/(2Tc). Thus, (78) is equal to N−n+1W(n)ψ . When ps = pt, the expectation of chips
in (73) is O(N−2), and (78) is revised by changing N−n to O(N−n) and imposing a constraint of
ps = pt. Under these circumstances, the revised equation is equal to O(N−n+1). Thus, with both
ps = pt and ps 6= pt, the contribution of each element of Xn−1(e, n − e) to (68) is O(N−n+1).
• Condition ii): Consider the chip-synchronous case. The product of δ functions is given by (75).
It can be checked that the product is zero if either u 6= 0 or ps 6= qs not satisfied. Thus, we let
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u = 0 and ps = qs, which yields ps = qs = pt = qt. By similar arguments as in condition i), the
contribution of each element of Xn−1(e, n − e) to (67) is O(N−n+1).
In the case of chip-asynchronous, we replace each δ(a, b) in (75) with Rψ(a − b) and plug the
resulting product of Rψ functions back into (73). For either ps = qs or ps 6= qs, the expectation
of chips in (73) is O(N−2), and we take it out from the multi-sum. Thus the leading term in (73)
becomes O(N−n). Tracing the proof of Lemma 4, we can find that the limiting normalized infinite
sum of products of Rψ functions in (73), i.e., the term behind the leading term, is equal to
N
2πT n−1c
∫
e−j2uNTcΩ |Ψ(Ω)|2n dΩ.
When N is large, the integral is nonzero (equal to 2πT n−1c W(n)ψ ) only if u = 0. Thus, the contribution
of each element of Xn−1(e, n − e) to (68) is O(N−n+1).
• Condition iii): In chip-synchronous case, the product of δ functions is given by (76). This product
is zero if u 6= 0. Thus, we consider u = 0 and qs = pt 6= qt = ps, which implies ms = mt, and
(72) becomes
N−n lim
M→∞
(2M + 1)−1
∑
m1,··· ,ms−1,mt,mt+1,··· ,mn
p1,··· ,ps−1,pt,pt+1,··· ,pn
∏
(γ,ǫ)∈I3
kt=ks
δ(pγTc + τkγ , pǫTc + τkǫ)
×
∑
ms,ms+1,··· ,mt−1
ps,ps+1,··· ,pt−1
ms=mt
∏
(η,ζ)∈I4
δ(pηTc + τkη , pζTc + τkζ). (79)
Note that, for any particular mt, the constraint of ms = mt results in only N choices for ps ∈
[mtN, (mt + 1)N − 1] in the second line of (79). It follows that (79) is equal to N−n+2.
In the case of chip-asynchronous, (73) now becomes
N−n lim
M→∞
(2M + 1)−1E
{
∑
m1,··· ,ms−1,mt,mt+1,··· ,mn
p1,··· ,ps−1,pt,pt+1,··· ,pn
Rψ((ps−1 − pt − uN)Tc + τks−1 − τks)
∏
(γ,ǫ)∈I3
kt=ks
Rψ((pγ − pǫ)Tc + τkγ − τkǫ)
∑
ms,ms+1,··· ,mt−1
ps,ps+1,··· ,pt−1
ms=mt
Rψ((pt−1 − ps + uN)Tc + τkt−1 − τks)
∏
(η,ζ)∈I4
Rψ((pη − pζ)Tc + τkη − τkζ)
}
. (80)
If the sinc chip waveform is employed, the expectation of (80) can be removed. By similar arguments
as in condition ii), the infinite sums in the second and third lines of (80) are zero if u 6= 0. By part
1) of Lemma 4, when u = 0, (80) is equal to N−n · NW(e)ψ · NW(n−e)ψ = N−n+2W(e)ψ W(n−e)ψ .
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When the bandwidth of ψ(t) is wider than 1/(2Tc), the calculation is more involved. We also let
u = 0. Note that, in (80), both the product of Rψ functions in the second and third lines contain
τks . We can rewrite the equation by
N−n lim
M→∞
(2M + 1)−1
×Eτks
{ ∑
m1,··· ,ms−1,mt,mt+1,··· ,mn
p1,··· ,ps−1,pt,pt+1,··· ,pn
E
{ ∏
(γ,ǫ)∈I′3
kt=ks
Rψ((pγ − pǫ)Tc + τkγ − τkǫ)
∣∣∣τks
}
×
∑
ms,ms+1,··· ,mt−1
ps,ps+1,··· ,pt−1
ms=mt
E
{ ∏
(η,ζ)∈I′4
Rψ((pη − pζ)Tc + τkη − τkζ)
∣∣∣τks
}}
, (81)
where I ′3 = I3 ∪ {(s − 1, t)}, I ′4 = I4 ∪ {(t − 1, s)}, the first expectation at the second line is
w.r.t. τks , and the remaining two are w.r.t. {τki}ni=1 conditioned on τks . By part 2) of Lemma 4, the
two inner conditional expectations in the second and third lines of (81) are equal to NW(e)ψ and
NW(n−e)ψ , respectively. Thus, identical to the situation when ψ(t) is the sinc, the contribution of
each element in Xn−1(e, n − e) to (68) is equal to N−n+2W(e)ψ W(n−e)ψ .
To sum up, when j = n− 1, the contributions of each element in Xj(e, n− e) to (67) are O(N−n+1),
O(N−n+1), and N−n+2 for conditions i)–iii), respectively. Regarding the contributions to (68), conditions
i)–iii) have O(N−n+1), O(N−n+1), and N−n+2W(e)ψ W(n−e)ψ , respectively. Thus, as N → ∞, it is
sufficient to consider condition iii) since the corresponding contribution has the highest order of N . Note
that we require u = 0 to get the result.
We reach the conclusion that, when j = n − 1 with ks and kt partitioned in the same class, the
equivalence conditions of edge variables {pr, qr} are that pr = qr for r ∈ {1, 2, · · · , n} \ {s, t}, qs = pt,
and ps = qt. Observing Fig. 6(b), we find that the equivalence relation can be stated as: within each of
the two cycles in the K-graph, two edge variables touching the same vertex are equal.
We consider j = n − 2 below. Two cases are possible. One is that ks, kt and ku, kv are respectively
in the same class (1 ≤ s < u < v < t ≤ n) and all others are singletons, whose corresponding K-graph
is shown in Fig. 8(a). The other is that, except that ks, kt and ku (s < t < u) are partitioned in the same
class, all others are singletons, whose K-graph is given in Fig. 8(b). In Fig. 8(a), the edge variables
ps, qs, pt, qt should be paired, and so do pu, qu, pv, qv. By similar arguments demonstrated above for the
case of j = n− 1, we can see the equivalence relations of pt = qs, ps = qt, pv = qu and pu = qv yield a
contribution to (67) and (68) with the highest order of N . On the other hand, in Fig. 8(b), the six edge
variables ps, qs, pt, qt, pu, qv should be in pairs, and the equivalence relations of ps = qt, pt = qu and
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pt
qs
qt
ps
pv
qu
qv
pu
(a)
pu
qt
qu
ps
ptqs
(b)
Fig. 8. The K-graphs of (n− 2)-class noncrossing partitions of the totally ordered set K = {k1, k2, · · · , kn}: (a) ks, kt and
ku, kv (1 ≤ s < u < v < t ≤ n) are respectively in the same class and all other elements in K are singletons, and (b) ks, kt, ku
are in the same class and all others are singletons.
pu = qs yield a highest order of N in contribution.
From the discussions about n − 2 ≤ j ≤ n, the following rule can be drawn. Let {Gj} denote the
set of all K-graphs corresponding to j-class noncrossing partitions of K = {k1, k2, · · · , kn}. From the
noncrossing condition, it is immediate that, for any particular G¯j in {Gj}, we can always find a member
G¯j+1 in {Gj+1} such that G¯j is obtained from G¯j+1 by merging two vertices in the same cycle of G¯j+1.
When the two vertices are merged, the cycle where these two vertices originally locate is torn into two.
Within each of the two newly formed cycles, to yield a highest order of N in the contribution to (67)
and (68), edge variables touching the same vertex should be set to equal. This observation leads to the
following lemma.
Lemma 6: Given non-ascending ordered natural numbers b1, b2, · · · , bn−j+1 such that b1 + b2 + · · ·+
bn−j+1 = n. Suppose that x ∈ Xj(b1, b2, · · · , bn−j+1). Let G(x) denote the corresponding K-graph of
x, and c1(x) and c2(x) stand for the contributions of x to (67) and (68), respectively. To yield a highest
order of N in c1(x) and c2(x), in every cycle of G(x), edge variables touching the same vertex should
take the same value in [1, N ]. Moreover, we have
c1(x) = N
−j+1 +O(N−j) and c2(x) = N−j+1
n−j+1∏
r=1
W(br)ψ +O(N−j).
Proof: The first part of the lemma can be proved by mathematical induction on j using the
observation stated in the paragraph preceding this lemma. To prove the highest-order term in c1(x)
is N−j+1, we note that the expectation of
∏n
r=1 c
(qr)
kr
c
(pr)
kr
in (67) and (68) is equal to N−n when the
equivalence relations of edge variables are satisfied. We take this N−nout from the infinite sum. The
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limiting infinite sum of products of δ functions in (67) can be decomposed into a product of smaller
limiting infinite sum of products with each corresponding to a cycle in G(x) (see (79) as an example),
and each decomposed limiting sum of products has a contribution of N to (67). Since the number of
cycles in G(x) is n− j+1, the term with the highest order of N in c1(x) is N−n
∏n−j+1
r=1 N = N
−j+1
.
The proof that the highest-order term in c2(x) is N−j+1
∏n−j+1
r=1 W(br)ψ follows trivially from that for
c1(x).
By Lemma 6, each element of Xj(b1, b2, · · · , bn−j+1) has the same contribution of N−j+1+O(N−j)
to (67). Thus, the total contribution of Xj(b1, b2, · · · , bn−j+1) is equal to
#Xj(b1, b2, · · · , bn−j+1) · (N−j+1 +O(N−j))
=
n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1)
j−1∏
r=0
(K − r) · (N−j+1 +O(N−j)).
Hence, by (65), the total contribution of noncrossing partitions of K to µ(Rncs) is
lim
K,N→∞
K/N→β
K−1
n∑
j=1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1)
j−1∏
r=0
(K − r) · (N−j+1 +O(N−j))
=
1
n
n∑
j=1
(
n
j
)(
n
j − 1
)
βj−1, (82)
where the equality holds by applying change of variables to (63). Similarly, the contribution of noncrossing
partitions of K to µ(Rnca) is given by
lim
K,N→∞
K/N→β
K−1
n∑
j=1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1)
j−1∏
r=0
(K − r) ·N−j+1
n−j+1∏
s=1
W(bs)ψ
=
n∑
j=1
βj−1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···≥bn−j+1≥1
n(n− 1) · · · (j + 1)
f(b1, b2, · · · , bn−j+1)
n−j+1∏
r=1
W(br)ψ . (83)
B. Contributions of Crossing Partitions to µ(Rncs) and µ(Rnca)
Let G be a K-graph resulting from a crossing partition of K into j classes. The graph G can be
decomposed into at most n − j cycles. For example, Fig. 5(c) can be decomposed into at most five
cycles. Thus, the contribution of G to (67) is O(N−n · Nn−j)∏j−1r=0(K − r) = O(1). By (65), the
contribution of crossing partitions of K to µ(Rncs) is
lim
K,N→∞
K/N→β
K−1
n∑
j=1
#Xcro(j) ·O(1) = 0, (84)
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where #Xcro(j) denote the number of j-class crossing partitions. By (82) and (84), we complete the
proof of Lemma 1. Similarly, it can be shown that the contribution of crossing partitions of K to µ(Rnca)
vanishes in the large system limit. Thus, we have shown µ(Rnca) is given by (83), which completes the
proof for Lemma 5.
APPENDIX III
PROOF OF LEMMA 2
By (19), the n-th moment of the ESD of R(K)cs when M → ∞ can be represented by a normalized
trace operator, given as
tr((R(K)cs )n) = lim
M→∞
(2M + 1)−1K−1 tr((R
(K)
cs )
n).
Define
vK = tr((R
(K)
cs )
n)− µ(Rncs).
By Borell-Cantelli lemma [48], if
∞∑
K=1
Prob(|vK | > ǫ) <∞, ∀ǫ > 0,
then vK → 0 in a.s. sense. Using Markov inequality that
Prob(|vK | > ǫ) = Prob(v2K > ǫ2) ≤ E{v2K}/ǫ2, ∀ǫ > 0,
we can show the a.s. convergence of vK to 0 by proving
∑∞
K=1 E
{
v2K
}
<∞. In the following, we will
show that
∞∑
K=1
E
{[
tr((R(K)cs )n)− µ(Rncs)
]2}
<∞ (85)
for all n ∈ N, and the superscript of R(K)cs will be omitted for simplicity. In the proof, for simplicity, we
suppose that the spreading sequences are independent from users to users, and for a particular user, the
sequence is independent across symbols. That is, a long-code system is assumed. However, by following
similar arguments of the proofs in Appendix II, it is straightforward to extend the proof here to a short-
code system.
We have
E
{
[tr(Rncs)− µ(Rncs)]2
}
= E
{
[tr(Rncs)]
2
}
− [µ(Rncs)]2
= lim
M→∞
(2M + 1)−2K−2
∑
Q(m1, · · · ,mn,mn+1, · · · ,m2n; k1, · · · , kn, kn+1, · · · , k2n), (86)
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where
Q(m1, · · · ,mn,mn+1, · · · ,m2n; k1, · · · , kn, kn+1, · · · , k2n) (87)
= E{[Rcs]m1m2,k1k2 [Rcs]m2m3,k2k3 · · · [Rcs]mnm1,knk1
×[Rcs]mn+1mn+2,kn+1kn+2[Rcs]mn+2mn+3,kn+2kn+3 · · · [Rcs]m2nmn+1,k2nkn+1}
−E{[Rcs]m1m2,k1k2 [Rcs]m2m3,k2k3 · · · [Rcs]mnm1,knk1}
×E{[Rcs]mn+1mn+2,kn+1kn+2[Rcs]mn+2mn+3,kn+2kn+3 · · · [Rcs]m2nmn+1,k2nkn+1}, (88)
and the summation is over all −M ≤ m1, · · · ,m2n ≤M and 1 ≤ k1, · · · , k2n ≤ K. Moreover, we have
|mj −mj+1| ≤ 1 for {mj}nj=1, and so do {mj}2nj=n+1.
We consider two n-element noncrossing partitions. One is for {k1, · · · , kn}, and the other is for
{kn+1, · · · , k2n}. Suppose that there are j and l classes in the former and latter partitions, respectively.
Assume j classes of noncrossing partitions of {k1, · · · , kn} take distinct values {u1, · · · , uj} in [1,K],
and they have sizes (a1, · · · , aj), respectively. Similarly, {kn+1, · · · , k2n} take values {v1, · · · , vl}, which
have sizes (b1, · · · , bl), respectively.
First, consider the case that {u1, · · · , uj} and {v1, · · · , vl} have no common element, i.e., all of
u1, · · · , uj , v1, · · · , vl are distinct. Due to independence of spreading codes c(p)k ’s, the first term of
(88) (expectation of a product of 2n elements) is equal to the second term. Thus, Q(m1, · · · ,mn,
mn+1, · · · ,m2n; k1, · · · , kn, kn+1, · · · , k2n) is equal to zero, and (85) follows trivially.
Secondly, consider the situation that {u1, · · · , uj} and {v1, · · · , vl} have only one element in common.
Without loss of generality, we let u1 = v1 = w. In this case, (88) is equal to∑E
 a1∏
α(1)=1
c
(p1,α(1))
w c
(q1,α(1))
w
b1∏
γ(1)=1
c
(r1,γ(1))
w c
(s1,γ(1))
w
 (89)
− E
 a1∏
α(1)=1
c
(p1,α(1))
w c
(q1,α(1))
w
E
 b1∏
γ(1)=1
c
(r1,γ(1))
w c
(s1,γ(1))
w


×
j∏
i=2
E
 ai∏
α(i)=1
c
(pi,α(i))
ui c
(qi,α(i))
ui
 · l∏
i=2
E
 bi∏
γ(i)=1
c
(ri,γ(i))
vi c
(si,γ(i))
vi
× product of δ functions,
where, for given i and α(i), pi,α(i) and qi,α(i) are edge variables touching the same vertex within a cycle
of the K-graph, and so do ri,γ(i) and si,γ(i) with given i and γ(i). The summation in (89) is over all
pi,α(i), qi,α(i), i = 1, · · · , j, α(i) = 1, · · · , ai and ri,γ(i), si,γ(i), i = 1, · · · , l, γ(i) = 1, · · · , bi. Equation
(89) is nonzero if and only if all the following conditions are met:
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1) for each 2 ≤ i ≤ j, elements in {pi,1, · · · , pi,ai , qi,1, · · · , qi,ai} are in pairs,
2) for each 2 ≤ i ≤ l, elements in {ri,1, · · · , ri,bi , si,1, · · · , si,bi} are in pairs,
3) elements of {p1,1, · · · , p1,a1 , q1,1, · · · , q1,a1 , r1,1, · · · , r1,b1 , s1,1, · · · , s1,b1} are in pair, and some of
p1,1, · · · , p1,a1 , q1,1, · · · , q1,a1 are in pair with elements of r1,1, · · · , r1,b1 , s1,1, · · · , s1,b1 ,
where we say members of a set are in pairs, if each element of the set can find odd number of other
elements that take the same value. To have the largest cardinality of summation variables m1, · · · ,m2n,
pi,α(i)’s, qi,α(i)’s, ri,γ(i)’s and si,γ(i)’s in (89), the pairing constraints listed in conditions 1)–3) above
should be as least as possible, which yields
4) for each 2 ≤ i ≤ j, {pi,1, · · · , pi,ai , qi,1, · · · , qi,ai} is paired by, for each 1 ≤ α(i) ≤ ai, pi,α(i) is
only paired with qi,α(i),
5) for each 2 ≤ i ≤ l, {ri,1, · · · , ri,bi , si,1, · · · , si,bi} is paired by, for each 1 ≤ γ(i) ≤ bi, ri,γ(i) is only
paired with si,γ(i),
6) there exists a unique (θ, ν) ∈ [1, a1]× [1, b1], denoted by (θ0, ν0), such that p1,θ0 is paired with r1,ν0 ,
and q1,θ0 is paired with s1,ν0 (or p1,θ0 paired with s1,ν0 and q1,θ0 paired with r1,ν0),
7) for {p1,1, · · · , p1,a1 , q1,1, · · · , q1,a1}, p1,α(1) is only paired with q1,α(1) when α(1) 6= θ0,
8) for {r1,1, · · · , r1,b1 , s1,1, · · · , s1,b1}, r1,γ(1) is only paired with s1,γ(1) when γ(1) 6= ν0.
Under these circumstances, the summand of (89) without the product of δ functions is O(N−2n). On the
other hand, for each m1 and mn+1, the product of δ functions in (89) summed over dummy variables
m1, · · · ,mn, mn+1, · · · ,m2n, pi,α(i)’s, qi,α(i)’s, ri,γ(i)’s and si,γ(i)’s is
O(Nn−j+1 ·Nn−l+1 ·N−1) = O(N2n−j−l+1),
where Nn−j+1 and Nn−l+1 are because {k1, · · · , kn} and {kn+1, · · · , k2n} form j- and l-class non-
crossing partitions, respectively, and N−1 is because conditions 6)–8) causes the cardinality reduced by
one6. Thus, (86) is qual to
K−2 ·O(N−2n) · O(Kj+l−1) ·O(N2n−j−l+1) = O(K−2), (90)
where O(Kj+l−1) is because u1, · · · , uj , v1, · · · , vl are all distinct except for u1 = v1. Consider the
infinite sum over K of (85). It is finite when (90) is summed over K from 1 to ∞.
6This is the same as conditions i) and ii) of Appendix II-A, where we compute the contribution of an element of Xn−1(e, n−e)
to (67). In these two conditions, edge variables touching the same vertex in a cycle of a K-graph do not always take the same
value.
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Next, we consider the situation that {u1, · · · , uj} and {v1, · · · , vl} have t elements in common, where
2 ≤ t ≤ min(j, l). Without loss of generality, we assume ui = vi = wi, 1 ≤ i ≤ t. In this case, (88) is
equal to
∑
t∏
i=1
E
 ai∏
α(i)=1
c
(pi,α(i))
wi c
(qi,α(i))
wi
bi∏
γ(i)=1
c
(ri,γ(i))
wi c
(si,γ(i))
wi
 (91)
−
t∏
i=1
E
 ai∏
α(i)=1
c
(pi,α(i))
wi c
(qi,α(i))
wi
E
 bi∏
γ(i)=1
c
(ri,γ(i))
wi c
(si,γ(i))
wi


×
j∏
i=t+1
E
 ai∏
α(i)=1
c
(pi,α(i))
ui c
(qi,α(i))
ui
 · l∏
i=t+1
E
 bi∏
γ(i)=1
c
(ri,γ(i))
vi c
(si,γ(i))
vi
× product of δ functions.
The pairing constraints listed in 4)–8) is one of the conditions that yield (91) nonzero and have the
largest cardinality of summation variables. Thus, the contribution of the sum of products of δ functions
is the same as that of when {u1, · · · , uj} and {v1, · · · , vl} have only one common element. That is, it is
equal to O(N2n−j−l+1). It is not difficult to see, when {u1, · · · , uj} and {v1, · · · , vl} have t common
elements, the contribution to (86) is
K−2 ·O(N−2n) · O(Kj+l−t) ·O(N2n−j−l+1) = O(K−t−1). (92)
When (92) is summed over K from 1 to ∞, it is finite.
Thus, we have proved
∞∑
K=1
E
{
[tr(Rncs)− µ(Rncs)]2
}
<∞
for all natural numbers n, meaning that tr(Rncs) converges a.s. to µ(Rncs) when K →∞. Moreover, it is
seen µ(Rncs) given in (25) is equal to the n-th moment of the Marc˘enko-Pastur distribution. It has been
proved in [26] that the moment sequence of the distribution satisfies the Carleman’s criterion.
APPENDIX IV
PROOF OF LEMMA 3
Let P = AA†. Matrix P has the same structure as A. The k-th diagonal entry in the m-th block
diagonal component of P is Pk(m) = |Ak(m)|2. We have
tr{(A†RcsA)n} = tr{(RcsP )n},
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and
lim
K,N,M→∞
K/N→β
(2M + 1)−1K−1E{tr((RcsP )n)}
= lim
K,N,M→∞
K/N→β
(2M + 1)−1K−1
n∑
j=1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···bn−j+1≥1
∑
K∈Xj(b1,b2,··· ,bn−j+1)
∑
M∈Y
∑
P1∈Z1
· · ·
∑
Pn∈Zn
E
{(
c
(p1)
k1
c
(q2)
k2
)(
c
(p2)
k2
c
(q3)
k3
)
· · ·
(
c
(pn)
kn
c
(q1)
k1
)}
E{Pk1(m1)Pk2(m2) · · ·Pkn(mn)}
×δ(p1Tc + τk1 , q2Tc + τk2)δ(p2Tc + τk2 , q3Tc + τk3) · · · δ(pnTc + τkn, q1Tc + τk1), (93)
with |mj−mj+1| ≤ 1. Consider the contribution of an element x in Xj(b1, b2, · · · , bn−j+1), which has a
K-graph composed of n−j+1 concatenated cycles with the number of edges b1, b2, · · · , bn−j+1 in a non-
ascending order. Suppose that this K-graph is yielded by a j-class noncrossing partition of K with non-
ascending class sizes (c1, c2, · · · , cj). As shown in (64), the number of elements in Xj(b1, b2, · · · , bn−j+1)
satisfying these conditions is equal to
n(n− j)!(j − 1)!
f(b1, b2, · · · , bn−j+1)f(c1, c2, · · · , cj) .
For x, the limit of the corresponding E{Pk1(m1)Pk2(m2) · · ·Pkn(mn)} in (93) becomes
∏j
r=1P(cr),
where note that if ks and kt of K are partitioned in the same class, ms is equal to mt.7 Thus, for either
short-code or long-code system, (93) can be expressed as
lim
K,N,M→∞
K/N→β
K−1
n∑
j=1
∑
b1+b2+···+bn−j+1=n
b1≥b2≥···bn−j+1≥1
∑
c1+c2+···+cj=n
c1≥c2≥···cj≥1
n(n− j)!(j − 1)!
f(b1, b2, · · · , bn−j+1)f(c1, c2, · · · , cj)
×
j−1∏
s=0
(K − s) ·N−j+1 ·
j∏
r=1
P(cr), (94)
=
n∑
j=1
βj−1
∑
c1+c2+···+cj=n
c1≥c2≥···≥cj≥1
n(n− 1) · · · (n − j + 2)
f(c1, c2, · · · , cj)
j∏
r=1
P(cr), (95)
where we make use of the equality∑
b1+b2+···+bn−j+1=n
b1≥b2≥···bn−j+1≥1
n(n− j)!(j − 1)!
f(b1, b2, · · · , bn−j+1) = n(n− 1) · · · (n− j + 2). (96)
7An illustration for the note is in case iii) of Appendix II-A, where we compute the contribution of an element of Xn−1(e, n−e)
to (67).
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APPENDIX V
PROOF OF LEMMA 4
We prove parts 1) and 2) of this lemma in Appendices V-A and V-B, respectively.
A. Bandwidth of ψ(t) Less Than 1/(2Tc)
Define θ1 = n0Tc+η0−η1, θ2 = n2Tc+η2−η1, R˜ψ,1(x) = Rψ(−x+θ1), and R˜ψ,2(x) = Rψ(x−θ2).
Then Rψ((n0−n1)Tc+η0−η1) is the sample of R˜ψ,1(x) at x = n1Tc. The discrete-time signal R˜ψ,1(n)
obtained from the continuous-time R˜ψ,1(x) by a sampling period of Tc is denoted by the same notation,
but the argument is an integer indicating the sample index.
By Parseval’s theorem, a partial sum w.r.t. n1 in (29) can be given as
∞∑
n1=−∞
Rψ((n0 − n1)Tc + η0 − η1)Rψ((n1 − n2)Tc + η1 − η2) (97)
=
∞∑
n1=−∞
R˜ψ,1(n1)R˜ψ,2(n1)
=
1
2π
∫ π
−π
DTFT{R˜ψ,1(n1)}DFTF∗{R˜ψ,2(n1)}dω, (98)
where DTFT{·} is the operator of discrete-time Fourier transform (DTFT) with
DTFT{x(n)} =
∞∑
n=−∞
x(n)e−jωn.
As R˜ψ,1(n1) is the sample of Rψ(−x + θ1) at time x = n1Tc, and the Fourier transform of Rψ(x) =
ψ(x) ∗ ψ(−x) is |Ψ(Ω)|2, we have
DFTF{R˜ψ,1(n1)} = 1
Tc
∞∑
k=−∞
e−j
ω−2πk
Tc
θ1
∣∣∣∣Ψ(ω − 2πkTc
)∣∣∣∣2 ,
where ω = ΩTc. Consequently, (98) is equal to
1
2πT 2c
∞∑
k,l=−∞
∫ π
−π
e−j
ω−2πk
Tc
θ1+j
ω−2πl
Tc
θ2
∣∣∣∣Ψ(ω − 2πkTc
)∣∣∣∣2 ∣∣∣∣Ψ(ω − 2πlTc
)∣∣∣∣2 dω, (99)
where, since Ψ(Ω) is bandlimited to π/Tc, only k = l = 0 has nonzero integral. Thus, (97) is equal to
1
2πT 2c
∫ π
−π
e−j
ω
Tc
((n0−n2)Tc+η0−η2)
∣∣∣∣Ψ( ωTc
)∣∣∣∣4 dω. (100)
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We consider the summation w.r.t. n2 in (29). Define θ3 = n3Tc+ η3− η2 and R˜ψ,3(x) = Rψ(x− θ3).
We have
∞∑
n2=−∞
(
1
2πT 2c
∫ π
−π
e−j
ω
Tc
((n0−n2)Tc+η0−η2)
∣∣∣∣Ψ( ωTc
)∣∣∣∣4 dω
)
Rψ((n2 − n3)Tc + η2 − η3)
=
1
2πT 2c
∫ π
−π
e−j
ω
Tc
(n0Tc+η0−η2)
∣∣∣∣Ψ( ωTc
)∣∣∣∣4
(
∞∑
n2=−∞
ejωn2R˜ψ,3(n2)
)
dω, (101)
where the summation inside the brackets of (101) is the complex conjugate of the DTFT of R˜ψ,3(n2),
given by
1
Tc
∞∑
k=−∞
ej
ω−2πk
Tc
θ3
∣∣∣∣Ψ(ω − 2πkTc
)∣∣∣∣2 . (102)
Plugging (102) back to (101), we can see that the integral is nonzero only when k = 0, which results in
1
2πT 3c
∫ π
−π
e−j
ω
Tc
((n0−n3)Tc+η0−η3)
∣∣∣∣Ψ( ωTc
)∣∣∣∣6 dω. (103)
In consequence, when the summations w.r.t. n1 and n2 are taken into account, the result is given in (103).
Continuing this process, we obtain the final result as
1
2πTmc
∫ π
−π
∣∣∣∣Ψ( ωTc
)∣∣∣∣2m dω,
which is equal to (30) by setting Ω = ω/Tc.
B. Bandwidth of ψ(t) Greater Than 1/(2Tc)
Suppose that the bandwidth of ψ(t) is greater than α/(2Tc) but less than (α + 1)/(2Tc) for α ∈ N.
Using the equality Eu,v{g(u, v)} = Ev{Eu{g(u, v)|v}} with Eu{·|·} denoting the conditional expectation
w.r.t. u, we can see that
∞∑
n1=−∞
Eη1{Rψ((n0 − n1)Tc + η0 − η1)Rψ((n1 − n2)Tc + η1 − η2)|η2} (104)
is nested in the multi-dimensional summation of (31), where note that η0 is deterministic. By employing
the same procedures of getting (99), it is immediate (104) becomes
1
2πT 2c
∞∑
k,l=−∞
∫ π
−π
Eη1
{
e−j
ω−2πk
Tc
θ1+j
ω−2πl
Tc
θ2
∣∣∣ η2} ∣∣∣∣Ψ(ω − 2πkTc
)∣∣∣∣2 ∣∣∣∣Ψ(ω − 2πlTc
)∣∣∣∣2 dω,
whose imaginary part is definitely zero. Since Eη1 {cos(2πkη1/Tc)} = 0 for any nonzero integer k, it is
readily seen that we only need to consider k = l in the above equation, which is given by
1
2πT 2c
⌈α/2⌉∑
k=−⌈α/2⌉
∫ π
−π
e−j
ω−2πk
Tc
((n0−n2)Tc+η0−η2)
∣∣∣∣Ψ(ω − 2πkTc
)∣∣∣∣4 dω. (105)
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Consider one more layer of summations in (31), i.e., w.r.t. n2, which yields
1
2πT 2c
⌈α/2⌉∑
k=−⌈α/2⌉
∫ π
−π
∣∣∣∣Ψ(ω − 2πkTc
)∣∣∣∣4
(
∞∑
n2=−∞
Eη2
{
e−j
ω−2πk
Tc
((n0−n2)Tc+η0−η2)R˜ψ,3(n2)
∣∣∣ η3}
)
dω,
(106)
where the term inside the brackets can be written as
Eη2
{
e−j
ω−2πk
Tc
(n0Tc+η0−η2)
∞∑
n2=−∞
ejωn2R˜ψ,3(n2)
∣∣∣∣∣ η3
}
=
1
Tc
∞∑
l=−∞
Eη2
{
e−j
ω−2πk
Tc
(n0Tc+η0−η2)ej
ω−2πl
Tc
(n3Tc+η3−η2)
∣∣∣ η3} ∣∣∣∣Ψ(ω − 2πlTc
)∣∣∣∣2 (107)
with the expectation in (107) being nonzero only when l = k. Thus, the summations w.r.t. n1 and n2 of
(31), i.e., (106), become
1
2πT 3c
⌈α/2⌉∑
k=−⌈α/2⌉
∫ π
−π
e−j
ω−2πk
Tc
((n0−n3)Tc+η0−η3)
∣∣∣∣Ψ(ω − 2πkTc
)∣∣∣∣6 dω.
Continuing this process, we obtain the final result as
1
2πTmc
⌈α/2⌉∑
k=−⌈α/2⌉
∫ π
−π
∣∣∣∣Ψ(ω − 2πkTc
)∣∣∣∣2m dω = 12πTmc
∫ (2⌈α/2⌉+1)π
−(2⌈α/2⌉+1)π
∣∣∣∣Ψ( ωTc
)∣∣∣∣2m dω,
which is equal to (32) by changing variable from ω to Ω = ω/Tc.
APPENDIX VI
PROOF OF THEOREM 6
The following two lemmas are helpful to prove Theorem 6.
Lemma 7: Suppose that ̟ is a noncrossing partition of a finite totally ordered set S, where every
class in ̟ has at least two elements. Then, there exist some classes in ̟ that contain adjacent elements
of S, where the adjacency is cyclic ordering, i.e., the first and last elements of S are adjacent.
Proof: Denote the K-graph corresponding to ̟ by G(̟). From the properties of a K-graph given
in Appendix II, there is a bijective correspondence between the class set of ̟ and the vertex set of G(̟).
We have the following three observations. First, the size of the r-th class of ̟ is equal to d(vr)/2, where
vr is the vertex in G(̟) that corresponds to the r-th class, and d(vr) is the degree8 of vr. Secondly,
whenever two adjacent elements of S locate in the same class of ̟, there is a self-loop in G(̟). Thirdly,
8The degree of a vertex is the number of edges that connect to that vertex. The singly vertex in a self-loop has the degree
equal to two.
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for all noncrossing partitions ̟ of S, we cannot find any G(̟) that contains no self-loops and whose
every vertex has the degree equal to or greater than four. Based on the first two observations, the third
one can be interpreted as the statement of the lemma. Thus, we have completed the proof.
Lemma 8: Let D be the diagonal random matrix described in Theorem 6. We have, for x ∈ {cs,ca},
lim
K,N,M→∞
K/N→β
(2M + 1)−1K−1
∑
K∈X
kt=kt+1
∑
M∈Y
E{[Rr1x ]m1m2,k1k2 [Ds1 ]m2m2,k2k2
[Rr2x ]m2m3,k2k3 [D
s2 ]m3m3,k3k3 · · · [Rrnx ]mnm1,knk1 [Dsn ]m1m1,k1k1}, (108)
= µ(Rrtx ) lim
K,N,M→∞
K/N→β
(2M + 1)−1K−1
∑
K\{kt+1}
∑
M\{mt+1}
E{(dk2(m2))s1 · · · (dkt−1(mt−1))st−2(dkt(mt))st−1+st(dkt+2(mt+2))st+1 · · · (dk1(m1))sn}
E{[Rr1x ]m1m2,k1k2 · · · [Rrt−1x ]mt−1mt,kt−1kt [Rrt+1x ]mtmt+2,ktkt+2 · · · [Rrnx ]mnm1,knk1}, (109)
where ri’s and si’s are non-negative integers, notations K, X , M and Y have the same definitions as in
(67) and (68). When D is set as the identity matrix and the constraint kt = kt+1 in (108) is replaced
with kt = ku for any t < u ≤ n, (108) is equal to µ(Rrt+···+ru−1x )µ(Rr1+···+rt−1+ru+···+rnx ).
Proof: We expand the multi-sum of matrix product in (108) as∑
1≤uj,l(j)≤K,−M≤vj,l(j)≤M
1≤j≤n,1≤l(j)≤rj
ut,1=ut+1
E{(du2,1(v2,1))s1(du3,1(v3,1))s2 · · · (du1,1(v1,1))sn}
×E{[Rx]v1,1v1,2,u1,1u1,2 [Rx]v1,2v1,3,u1,2u1,3 · · · [Rx]v1,r1v2,1,u1,r1u2,1︸ ︷︷ ︸
[R
r1
x ]m1m2,k1k2
· · ·
· [Rx]vn,1vn,2,un,1un,2 [Rx]vn,2vn,3,un,2un,3 · · · [Rx]vn,rnv1,1,un,rnu1,1︸ ︷︷ ︸
[Rrnx ]mnm1,knk1
}, (110)
where we let uj,1 := kj and vj,1 := mj for 1 ≤ j ≤ n. To compute (110), we consider noncrossing
partitions of the ordered set {uj,l(j) : 1 ≤ j ≤ n, 1 ≤ l(j) ≤ rj} with a constraint that ut,1 and ut+1,1 are
in the same class. The ordering of the set is clear from the equation. The K-graphs corresponding to these
noncrossing partitions can be generated by vertex mergence of a K-graph, called original K-graph, similar
to the one in Fig. 6(b). In specific, consider a cycle with r1 + · · · + rn vertices. In a counter-clockwise
direction, the vertices on this cycle are U = {u1,1, · · · , u1,r1 , u2,1, · · · , u2,r2 , · · · , un,1, · · · , un,rn}. The
original K-graph is obtained by merging vertices ut,1 and ut+1,1 into one vertex. Let us call the cycles
at the left- and right-hand-side as L-cycle and R-cycle, respectively.
By the property of noncrossing, it is sufficient to consider only K-graphs obtained by executing vertex
mergence individually on L- and R-cycles. That is, noncrossing partitions are performed respectively
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on the two ordered sets {ut,1, · · · , ut,rt} and U \ {ut,2, · · · , ut,rt , ut+1,1}. Note that the two sets have a
common element ut,1. The K-graphs yielded in this way give non-vanishing contributions to (109) in
the large-system regime. It follows that (110) can be written as∑
U\{ut,2,··· ,ut,rt ,ut+1,1}
V\{vt,2,··· ,vt,rt ,vt+1,1}
E{(du2,1(v2,1))s1 · · · (dut−1,1(vt−1,1))st−2(dut,1(vt,1))st−1+st(dut+2,1(vt+2,1))st+1
· · · (du1,1(v1,1))sn}E{[Rr1x ]v1,1v2,1,u1,1u2,1 · · · [Rrt−1x ]vt−1,1vt,1,ut−1,1ut,1 [Rrt+1x ]vt,1vt+2,1,ut,1ut+2,1
· · · [Rrnx ]vn,1v1,1,un,1u1,1}
∑
ut,2,··· ,ut,rt
vt,2,··· ,vt,rt
E{[Rx]vt,1vt,2,ut,1ut,2 · · · [Rx]vt,rtvt,1,ut,rtut,1}, (111)
where V = {v1,1, · · · , v1,r1 , v2,1, · · · , v2,r2 , · · · , vn,1, · · · , vn,rn}, each [Rrix ]vi,1vi+1,1,ui,1ui+1,1 in the second
and third lines is expanded as the product [Rx]vi,1vi,2,ui,1ui,2 [Rx]vi,2vi,3,ui,2ui,3 · · · [Rx]vi,rivi+1,1,ui,r1ui+1,1 .
The integers in [1,K] chosen by elements in U \ {ut,1, ut,2, · · · , ut,rt , ut+1,1} are all distinct from those
chosen by elements of ut,2, · · · , ut,rt . That is, besides ut,1, elements in sets {ut,1, · · · , ut,rt} and U \
{ut,2, · · · , ut,rt , ut+1,1} choose no common integers. So do sets V \ {vt,1, vt,2, · · · , vt,rt , vt+1,1} and
vt,2, · · · , vt,rt . Note that, although the second and third expectations of (111) are both concerned with
common summation variables ut,1 and vt,1, the random variables indexed by ut,1 and vt,1 can still be
put in two different expectations. For details, see the discussion of condition iii) in Appendix II-A. Since
the limit of the multi-sum in the third line of (111) is equal to µ(Rrtx ) for any integers ut,1 ∈ [1,K] and
vt,1 ∈ [−M,M ], it can be factored out to the head of the equation, and we obtain (109).
When D is set as the identity matrix and the constraint kt = kt+1 is replaced with kt = ku, (109) can be
revised accordingly. We can see the revised equation is equal to µ(Rrt+···+ru−1x )µ(Rr1+···+rt−1+ru+···+rnx ).
Proof: [Theorem 6]
Suppose that, for 1 ≤ j ≤ n, polynomials
pj(x) =
∑
rj≥0
aj,rjx
rj and qj(x) =
∑
sj≥0
bj,sjx
sj
give ∑
rj≥0
aj,rjµ(R
rj
x ) =
∑
sj≥0
bj,sjµ(D
sj ) = 0.
We have
µ(p1(Rx)q1(D) · · · pn(Rx)qn(D))
=
∑
r1,··· ,rn
s1,··· ,sn
a1,r1b1,s1 · · · an,rnbn,sn lim
M,N,K→∞
K/N→β
(2M + 1)−1K−1E{tr(Rr1x Ds1 · · ·Rrnx Dsn)}, (112)
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where
E{tr(Rr1x Ds1 · · ·Rrnx Dsn)}
=
∑
m1,··· ,mn
k1,··· ,kn
E{[Rr1x ]m1m2,k1k2 [Ds1 ]m2m2,k2k2 · · · [Rrnx ]mnm1,knk1 [Dsn]m1m1,k1k1} (113)
=
∑
m1,··· ,mn
k1,··· ,kn
E{(dk2(m2))s1(dk3(m3))s2 · · · (dk1(m1))sn}
×E{[Rr1x ]m1m2,k1k2 [Rr2x ]m2m3,k2k3 · · · [Rrnx ]mnm1,knk1} (114)
=
∑
1≤uj,l(j)≤K,−M≤vj,l(j)≤M
1≤j≤n,1≤l(j)≤rj
E{(du2,1(v2,1))s1(du3,1(v3,1))s2 · · · (du1,1(v1,1))sn}
×E{[Rx]v1,1v1,2,u1,1u1,2 [Rx]v1,2v1,3,u1,2u1,3 · · · [Rx]v1,r1v2,1,u1,r1u2,1︸ ︷︷ ︸
[R
r1
x ]m1m2,k1k2
· · ·
· [Rx]vn,1vn,2,un,1un,2 [Rx]vn,2vn,3,un,2un,3 · · · [Rx]vn,rnv1,1,un,rnu1,1︸ ︷︷ ︸
[Rrnx ]mnm1,knk1
}. (115)
In (115), we use vj,1 := mj and uj,1 := kj for 1 ≤ j ≤ n. Our goal is to show µ(p1(Rx)q1(D) · · ·
pn(Rx)qn(D)) = 0.
To compute (115), noncrossing partitions of the ordered set {uj,l(j) : 1 ≤ j ≤ n, 1 ≤ l(j) ≤ rj} (the
ordering is as shown in (115)) are considered. The partitioning can be decomposed into two stages. In
the first stage, we perform noncrossing partitions on the ordered set {uj,1 : 1 ≤ j ≤ n}; in the second
stage, elements in {uj,l(j) : 1 ≤ j ≤ n, 1 ≤ l(j) ≤ rj} \ {uj,1 : 1 ≤ j ≤ n} are partitioned into classes of
the noncrossing partitions performed in the first stage according to the noncrossing condition. We divide
the noncrossing partitions performed in the first stage into two groups as follows.
Group 1: At least one of the classes contain only one element.
Group 2: Every class contains at least two elements.
For Group 1, without loss of generality, we suppose that u1,1 is a singleton. Then, the expectation of
duj,1(vj,1)’s in (115) can be written as
E{(du1,1(v1,1))sn}E{(du2,1(v2,1))s1(du3,1(v3,1))s2 · · · (dun,1(vn,1))sn−1}, (116)
June 14, 2018 DRAFT
59
since dk(m1) and dl(m2) are independent if k 6= l. Then, (115) can be written as∑
u1,1,v1,1
E{(du1,1(v1,1))sn} ×∑
{uj,l(j),vj,l(j):1≤j≤n,1≤l(j)≤rj}\{u1,1,v1,1}
E{(du2,1(v2,1))s1(du3,1(v3,1))s2 · · · (dun,1(vn,1))sn−1}
·E{[Rx]v1,1v1,2,u1,1u1,2 [Rx]v1,2v1,3,u1,2u1,3 · · · [Rx]v1,r1v2,1,u1,r1u2,1︸ ︷︷ ︸
[R
r1
x ]m1m2,k1k2
· · · [Rx]vn,1vn,2,un,1un,2 [Rx]vn,2vn,3,un,2un,3 · · · [Rx]vn,rnv1,1,un,rnu1,1︸ ︷︷ ︸
[Rrnx ]mnm1,knk1
}. (117)
Denote the summation comprised of the second to fourth lines of (117) as A(u1,1, v1,1; {si}n−1i=1 ; {ri}ni=1).
We are going to show the limiting value of A(u1,1, v1,1; {si}n−1i=1 ; {ri}ni=1) is O(1). Let
B({uj,1, vj,1}nj=2; {si}n−1i=1 ) = E{(du2,1(v2,1))s1(du3,1(v3,1))s2 · · · (dun,1(vn,1))sn−1}
and
C({uj,l(j), vj,l(j)}1≤j≤n,1≤l(j)≤rj ; {ri}ni=1)
= E{[Rx]v1,1v1,2,u1,1u1,2 [Rx]v1,2v1,3,u1,2u1,3 · · · [Rx]v1,r1v2,1,u1,r1u2,1
· · · [Rx]vn,1vn,2,un,1un,2 [Rx]vn,2vn,3,un,2un,3 · · · [Rx]vn,rnv1,1,un,rnu1,1}.
That is, B({uj,1, vj,1}; {si}) and C({uj,l(j), vj,l(j)}; {ri}) stand for the first and second expectations in
A(u1,1, v1,1; {si}; {ri}), respectively. We have
|A(u1,1, v1,1; {si}; {ri})|
≤
∑
{uj,l(j),vj,l(j):1≤j≤n,1≤l(j)≤rj}\{u1,1,v1,1}
|B({uj,1, vj,1}; {si})| ·
∣∣C({uj,l(j), vj,l(j)}; {ri})∣∣ .(118)
Due to Ho¨lder’s inequality and bounded moments of dk(m)’s, we have
|B({uj,1, vj,1}; {si})| ≤ E{|(du2,1(v2,1))|s1(n−1)}1/(n−1) · · ·E{|(dun,1(vn,1))|sn−1(n−1)}1/(n−1)
= O(1). (119)
When x = cs, suppose that |B({uj,1, vj,1}; {si})| is less than a constant c1. Thus, by (118),
|A(u1,1, v1,1; {si}; {ri})| ≤ c1
∑
{uj,l(j),vj,l(j):1≤j≤n,1≤l(j)≤rj}\{u1,1,v1,1}
∣∣C({uj,l(j), vj,l(j)}; {ri})∣∣ .
Following the proof of Lemma 1 given in Appendix II, we have∑
{uj,l(j),vj,l(j):1≤j≤n,1≤l(j)≤rj}\{u1,1,v1,1}
∣∣C({uj,l(j), vj,l(j)}; {ri})∣∣ = E{[Rr1+···+rncs ]v1,1v1,1,u1,1u1,1},
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which is equal to µ(Rr1+···+rncs ) in the limit of K,M,N → ∞ and K/N → β for any v1,1 and u1,1.
Thus, we have shown the limiting value of A(u1,1, v1,1; {si}; {ri}) is O(1) when x = cs.
When x = ca and condition 2) in Theorem 6 is true, we can show∑
{uj,l(j),vj,l(j):1≤j≤n,1≤l(j)≤rj}\{u1,1,v1,1}
∣∣C({uj,l(j), vj,l(j)}; {ri})∣∣ = O(1). (120)
Thus, we can use (119) and (120) to demonstrate that limN,K=βN→∞A(u1,1, v1,1; {si}; {ri}) = O(1).
Consider the case that x = ca and condition 1) of Theorem 6 holds. Since dk(m)’s are non-negative
random variables, B({uj,1, vj,1}; {si}) is non-negative, and we suppose it is upper-bounded by constant
c2. Then
A(u1,1, v1,1; {si}; {ri}) ≤ c2
∑
{uj,l(j),vj,l(j):1≤j≤n,1≤l(j)≤rj}\{u1,1,v1,1}
C({uj,l(j), vj,l(j)}; {ri})
= c2E{[Rr1+···+rnca ]v1,1v1,1,u1,1u1,1},
which is equal to c2µ(Rr1+···+rnca ) asymptotically. Thus, A(u1,1, v1,1; {si}; {ri}) is asymptotically equal
to O(1) as well.
It follows that, for Group 1 of noncrossing partitions of the ordered set {uj,1 : 1 ≤ j ≤ n},
µ(p1(Rx)q1(D) · · · pn(Rx)qn(D))
= lim
M,N,K→∞
K/N→β
(2M + 1)−1K−1
∑
sn
bn,sn
∑
u1,1,v1,1
E{(du1,1(v1,1))sn}
×
∑
r1,··· ,rn
s1,··· ,sn−1
a1,r1b1,s1 · · · an,rnbn−1,sn−1A(u1,1, v1,1; {si}; {ri})
= 0. (121)
Note that the second line of (121) is equal to ∑sn bn,snµ(Dsn) = 0, while the third line is O(1). Thus,
in this case, µ(p1(Rx)q1(D) · · · pn(Rx)qn(D)) = 0.
Now, we consider Group 2 of noncrossing partitions of the ordered set {uj,1 : 1 ≤ j ≤ n}. By
Lemma 7, we can suppose that ut,1 and ut+1,1 are partitioned in the same class. Under this circumstance,
we can use Lemma 8 to show µ(p1(Rx)q1(D) · · · pn(Rx)qn(D)) given by (112) and (113) can be written
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as
µ(p1(Rx)q1(D) · · · pn(Rx)qn(D))
=
∑
rt
at,rtµ(R
rt
x ) lim
K,N,M→∞
K/N→β
(2M + 1)−1K−1
∑
r1,··· ,rt−1,rt+1,··· ,rn
s1,··· ,sn
a1,r1b1,s1 · · · an,rnbn,sn︸ ︷︷ ︸
without at,rt
× (122)
∑
K\{kt+1}
∑
M\{mt+1}
E{(dk2(m2))s1 · · · (dkt−1(mt−1))st−2(dkt(mt))st−1+st(dkt+2(mt+2))st+1 · · ·
(dk1(m1))
sn}E{[Rr1x ]m1m2,k1k2 · · · [Rrt−1x ]mt−1mt,kt−1kt [Rrt+1x ]mtmt+2,ktkt+2 · · · [Rrnx ]mnm1,knk1}.
Using similar arguments as in the discussion of Group 1, we can show the limiting sum behind
∑
rt
at,rtµ(R
rt
x )
in (122) is O(1) for x ∈ {cs, ca}. Since ∑rt at,rtµ(Rrtx ) = 0, for Group 2 of noncrossing partitions of
the ordered set {uj,1 : 1 ≤ j ≤ n}, we have µ(p1(Rx)q1(D) · · · pn(Rx)qn(D)) = 0.
As we have shown both Groups 1 and 2 have contributions to µ(p1(Rx)q1(D) · · · pn(Rx)qn(D)) equal
to zero, the proof is completed.
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