The authors explore likelihood-based methods for making inferences about the components of variance in a general normal mixed linear model. In particular, they use local asymptotic approximations to construct confidence intervals for the components of variance when the components are close to the boundary of the parameter space. In the process, they explore the question of how to profile the restricted likelihood (REML). Also, they show that general REML estimates are less likely to fall on the boundary of the parameter space than maximum likelihood estimates and that the likelihood ratio test based on the local asymptotic approximation has higher power than the likelihood ratio test based on the usual chi-squared approximation. They examine the finite sample properties of the proposed intervals by means of a simulation study.
INTRODUCTION
Linear models with multiple components of variance are widely used for modelling variability in structured data such as arises from sample surveys and designed experiments. The components of variance are often regarded as nuisance parameters with interest directed towards the form of the mean function in the model. However, in some applications, such as in genetics, the components of variance are of direct interest and it is important to be able to make inference about them. In this paper, we explore general likelihood-based methods for making such inferences and, in particular, constructing confidence intervals for the components of variance.
Formally, suppose y = (y 1 , . . . , y n ) is an observation on the linear mixed model:
where X and Z r are known n× k and n× c r design matrices, α is a k-vector of fixed effects, the u r are c r -vectors of random effects, and e is an n-vector of unobserved errors. We assume e and the u r 's are all independent of one another. Moreover, we assume the elements of each u r are independent and normally distributed with mean zero and variance σ 2 r , while the elements of e are independent and normally distributed with mean zero and variance σ ) are restricted to the non-negative half-line and are referred to as components of variance or variance components.
Likelihood-based inferences about the entire variance vector σ 2 in model (1) are commonly made using the profile log-likelihood, L p :
whereα(σ 2 ) = (X V −1 X) −1 X V −1 y is the constrained maximum likelihood estimator of α for fixed σ 2 and P = V −1 − V −1 X(X V −1 X) −1 X V −1 . However, the profile score function, ∇L p , has E(∇L p ) = O(1) and Var(∇L p ) + E{∇ (∇L p )} = O(1); in other words, L p (σ 2 ) is score and information biased. An adjusted version of the profile log-likelihood can be constructed by adding β(σ 2 ) = − 1 2 log |X V −1 X| to L p (σ 2 ). The resulting adjusted profile log-likelihood, known as the restricted or residual log-likelihood (REML) (Patterson & Thompson 1971 , 1974 , is given by
which is score and information unbiased. For scale inference in normal mixed models, this REML log-likelihood coincides with the conditional profile likelihood of Cox & Reid (1987) and the modified profile likelihood of Barndorff-Nielsen (1983) . In general, the entirety of σ 2 is not of interest and inference is desired for only one or some of its components. In such situations, the REML log-likelihood cannot be used directly for inference since it depends on nuisance parameters, and a further profiling must be employed. How we should do this and what, if any, adjustments should be incorporated into the resulting profile log-likelihood to make it score and/or information unbiased is explored in Section 2. There we show that profiling the REML log-likelihood with "constrained REML" estimates rather than the usual constrained maximum likelihood estimates is the preferred method.
We consider setting confidence intervals for the components of variance themselves. The close connection between confidence intervals and tests means that our results are also relevant to hypothesis testing. Also, our methods can be adapted to obtain confidence intervals for various functions of the variance components. However, it is often possible to construct exact or nearly exact inference procedures specific to the function of the variance components under study. We focus on the variance components themselves, where exact inferences are rarely possible.
For the balanced one-way classification model, where p = 1, X is an n-vector of ones, and J 1 is a block-diagonal matrix of nc
1 matrices of ones, exact confidence intervals exist for σ 2 2 , the intra-class correlation coefficient σ
and certain other functions of the variance components; see Searle et al. (1992) . Exact intervals for σ 2 1 are not available in this case, but an approximate interval was obtained by Williams (1962) . For a review of intervals for the unbalanced one-way classification, see Burdick & Graybill (1988) .
More generally, inferences for model (1) are based on a normal approximation to the distribution of the maximum likelihood or REML estimators. For convenience, letσ 2 denote the maximum likelihood estimator,σ 2 the REML estimator, and letσ 2 denote either estimator as appropriate when we discuss them together. Similarly, let (σ 2 ) denote either the profile log-likelihood,
, is the (p + 1) × (p + 1) matrix with (r, s)-th element
Under mild conditions, the REML and maximum likelihood estimators are asymptotically equivalent (cf. Cressie & Lahiri 1993 , Richardson & Welsh 1994 and the two expressions for I, when scaled by n −1 , have the same limit. However, better finite sample approximations to the distributions of the estimators are obtained using the appropriate expression from (3). Thus, an approximate 100(1 − α)% confidence interval for σ 2 1 is given by
where Φ denotes the standard normal cumulative distribution function,Î rs denotes the (r, s)-th component ofÎ −1 , andÎ is the matrix I = I(σ 2 ) evaluated atσ 2 . The coverage accuracy of (4) is often poor in small samples, particularly when some variance components are near zero. In such situations, (4) often includes negative values. Truncation of (4) at zero solves the problem of negative values, but does not improve coverage accuracy. The poor coverage properties of (4) and similar intervals are, in part, a consequence of the fact that if σ 2 lies on the boundary, the asymptotic distribution ofσ 2 1 is not normal, but rather a mixture of normal and point mass distributions (Moran 1971) . So, for the case of small variance components, we would like to set confidence intervals based on an asymptotic approximation to the distribution of maximum likelihood and REML estimators which "interpolates" between the boundary and non-boundary cases. Such an approximation should be a mixture distribution which becomes more normal as σ 2 moves away from the boundary. Moran (1971) obtained a result of this type for evaluating the local power of a Wald test of the hypothesis that one variance component was equal to zero; see also Self & Liang (1987) .
Typically, inferences based on approximations to the distribution of the likelihood ratio prove superior to inferences based on approximations to the distribution of the parameter estimators. Therefore, we consider constructing confidence intervals by inverting a likelihood ratio test based on a version of the profile REML log-likelihood. There has been some recent work on the problem of testing hypotheses about the fixed effect parameters α when the variance components have been estimated by REML (cf., e.g., Richardson & Welsh 1996 , Welham & Thompson 1997 , Kenward & Roger 1997 but there is little on using REML to make inferences about the variance components of a general mixed model. The same boundary issues that arise in obtaining asymptotic approximations for the estimators arise for likelihood ratios as well. Chernoff (1954) showed that when the parameter is on the boundary, the asymptotic distribution of the likelihood ratio is a mixture of χ 2 distributions. In Section 3, we obtain asymptotic approximations for the distributions of both estimators and likelihood ratios which apply when parameters are near the boundary and which therefore interpolate between the boundary and non-boundary cases. These results apply equally to the case of REML estimators and REML likelihood ratios.
In Section 4, we discuss the construction of confidence intervals using various methods based on standard asymptotics as well as the local asymptotics of Section 3. Section 5 reports on a small simulation study evaluating the finite sample properties of these intervals for the one-way classification model.
PROFILING THE LOG-LIKELIHOOD
In making likelihood-based inferences about a subset of q of the variance components in the model (1), we need to profile the likelihood over both α and the other p − q + 1 variance components. To avoid proliferation of subscripts and to simplify the presentation, let τ = (τ 1 , . . . , τ p−q+1 ) denote variance components over which we need to profile, let θ = (θ 1 , . . . , θ q ) = (σ 2 1 , . . . , σ 2 q ) the remaining variance components, and reorder the variance components if necessary, so that σ 2 = (θ, τ ). We consider several possible methods of profiling over both α and τ and compare them on the basis of their score and information biases. We then specialise the methods to the one-way classification model to gain additional insight into the approaches and to simplify subsequent implementation in this particular case.
Profile Log-Likelihood.
The simplest approach is to replace both α and τ in the log-likelihood by their respective constrained maximum likelihood estimators. In this context, the constrained maximum likelihood estimator of α is given byα{θ,τ (θ)}, while the constrained maximum likelihood estimatorτ (θ) of τ satisfies the system
So, the profile log-likelihood for θ is given by
whereP andṼ are the matrices P = P (θ, τ ) and V = V (θ, τ ) evaluated atτ (θ). Not surprisingly, this approach is neither score nor information unbiased. This suggests we adjust the profile log-likelihood to reduce these biases.
β-Adjusted Profile Log-Likelihood.
If estimation of α is the main source of score and information bias in the profile log-likelihood for θ, we may be able to reduce these biases by incorporating the
X|, evaluated at the constrained maximum likelihood estimator,τ (θ), into the profile log-likelihood (6); which amounts to simply evaluating the REML log-likelihood (2) at the constrained maximum likelihood estimator. Thus, the β-adjusted profile log-likelihood is
The score bias associated with this method is of order O(n −1 ), since the quantity tr(P − V −1 ) is of order O(1), even though tr(V −1 ) and tr(P ) are generally of order O(n). However, L RP is not generally information unbiased.
B-Adjusted Profile Log-Likelihood.
The score bias reduction of the β-adjusted profile log-likelihood is fortuitous because the adjustment function β{θ,τ (θ)} is not specifically constructed to adjust for the effect of profiling over both α and τ together. This suggests that we should be able to construct a better adjustment function.
In quite general circumstances, Stern (1997) showed that a score-unbiased adjusted profile log-likelihood can be constructed using an appropriate adjustment of the profile log-likelihood. In the case that q = p, this adjustment function is:
withĨ rs the (r, s)-th component of the inverse Fisher information matrix for the maximum likelihood estimator,
, evaluated atτ (θ). The formula for the general case is easily derived, but unwieldy and thus not presented here. The adjusted profile log-likelihood is then just L P A (θ) = L P (θ)+B(θ). Many other authors have worked on adjustments to reduce score bias, including Bartlett (1955) , Barndorff-Nielsen (1983 , 1994 , Barndorff-Nielsen & Cox (1984) , Cox & Reid (1987 , Liang (1987) , Levin & Kong (1990) , McCullagh & Tibshirani (1990) , Barndorff-Nielsen & Chamberlin (1992) , DiCiccio & Stern (1993) , and Ghosh & Mukerjee (1994) . There has also been some work on bias-reduction of the estimators themselves, including Firth (1993) and Kuk (1995) . Stern (1997) also showed how to construct an adjustment functions designed to reduce both score and information biases. Several other authors including Godambe (1960) , DiCiccio et al. (1996) and McCullagh & Tibshirani (1990) , have also worked on reducing information bias. However, the effect of adjusting for information bias after adjusting for score bias is often small in practice, so explicit additional adjustments to reduce information bias are generally omitted. Nonetheless, information bias reduction provides a useful criterion for choosing between potential score bias adjustment functions and between profiling methods.
Profiled REML Log-Likelihood.
Rather than employing adjustments to the profile log-likelihood, we might try profiling over τ in a different way. Since the REML log-likelihood has been adjusted for the effect of profiling over α, it makes intuitive sense to use the "constrained REML" estimate of τ ,τ(θ) to profile the REML log-likelihood, rather than using the constrained maximum likelihood estimate as was done in (7). The constrained REML estimateτ (θ) satisfies the system y P {θ,τ (θ)}J r P {θ,τ (θ)}y = tr [P {θ,τ (θ) }J r ], r = q + 1, . . . , p + 1 and the profiled REML log-likelihood is given by
whereP andV are the matrices P = P (θ, τ ) and V = V (θ, τ ) evaluated atτ (θ). The profiled REML log-likelihood L RR (θ) is both score and information unbiased. This assertion is a consequence of the fact that L RR (θ) can be viewed as the profile log-likelihood for data from a normal distribution with zero mean vector and variance matrix P −1 . Since θ is a simple function of the canonical parameter, this profile log-likelihood is score and information unbiased. The fact that L RP is score but not information unbiased is a consequence of the fact that tr(
, meaning the the score functions of L RP and L RR are equivalent to first order (preserving score unbiasedness) but not to second order.
The One-way Classification Model.
The one-way classification model corresponds to the case p = 1 and X = 1 n . We write θ = σ 2 1 and τ = σ 2 2 and suppose we are interested in θ. Furthermore, we suppose that the matrix Z 1 corresponds to a nested design having c 1 random effect levels with m i observations within the i-th level, so that
where I mi is the m i × m i identity matrix. In this case, the profile log-likelihood is:
The β-adjusted profile log-likelihood in this case is:
where the constrained maximum likelihood estimatorτ (θ) is defined by (8). Moreover, using the fact that − log(x) ≈ 1 − x as x → 1, Stern's (1997) adjustment function can be written in the form:
This form of B(θ) allows for more direct comparison with the REML adjustment functions. The profiled REML log-likelihood, L RR (θ), is of the same form as L RP (θ) but replacesτ (θ) by the constrained REML estimatorτ (θ), which solves:
Calculations for the one-way classification model (not reported) confirm that, in addition to the theoretical advantages, theτ (θ)-profiled REML log-likelihood generally yields the most accurate intervals of those we have considered.
LOCAL ASYMPTOTIC RESULTS
Asymptotic approximations to the distribution of estimators for range-restricted parameters are available for the case that the parameter of interest is interior to the parameter space and the case that it is on the boundary. In the latter case, the probability that the estimator takes a boundary value is important, so we begin by comparing the frequency of this occurrence for the maximum likelihood and REML estimators. We then develop local approximations to the distributions of these estimators similar to those of Moran (1971) . These results allow interpolation between the two cases and provide approximations which can be used for inference.
The Probability of a Zero Estimate.
Consider first the balanced one-way classification model. In this case, exact calculation of the probability of a zero estimate is possible, and it is well known that the REML estimator has lower probability of equalling zero than the maximum likelihood estimator; see Searle (1992) . The difference between the two probabilities is most marked for small c 1 , since the estimators are asymptotically equivalent and lim c1→∞ P r(θ = 0) − P r(θ = 0) = 0.
In general, exact calculation of the probability of a zero estimate is not possible. Nonetheless, a general result is possible. Here, we must distinguish between the two forms of I given in (3), so let λ rs = 
The proof relies on the standard result that P r(σ
, it is clear that λ rs = ν rs − β rs , and
/2 ) and the result then follows.
Asymptotic Distribution of the Maximum Likelihood and REML Estimators.
Suppose that σ 2 is partitioned (and reordered, if necessary) as σ 2 = (φ 1 , φ 2 ), where φ 1 is the single component of σ 2 which is close to the boundary and φ 2 denotes the remaining p components of σ 2 . The asymptotic distribution of either the maximum likelihood or REML estimators when φ 1 is near the boundary is given in the following theorem, which is essentially Theorem IV of Moran (1971) . t 2 ) , where 
The proof parallels that of Moran (1971) and is omitted.
Marginal Distribution When the Parameter of Interest is Near the Boundary.
Suppose that θ = φ 1 so that the parameter of interest is near the boundary. Then,
where we have used the notation t 2 = (t 21 , . . . , t 2p ) and z 2 = (z 21 , . . . , z 2p ) . Thus, the marginal cumulative distribution function of
for t 1 > −a. In other words, the approximation provided by Theorem 1 is a mixture of a point mass at the origin and a normal distribution. Moreover, the weighting in this mixture associated with the point mass is 0.5 when a = 0 and decreases as a increases, until, with a >> 3 √ C 11 , we essentially obtain the usual normal approximation. The approximation (9) is used as a basis for inference in Section 4.
Marginal Distribution When a Nuisance Parameter is Near the Boundary.
It is not surprising that the marginal asymptotic distribution of the estimator of the parameter of interest is affected by the proximity of the parameter of interest to the boundary. However, it is not as widely appreciated that the marginal asymptotic distribution of the estimator of the parameter of interest is also affected by the proximity of nuisance parameters to the boundary.
As an example of this phenomenon, suppose that p = q = 1, that θ = φ 2 is the parameter of interest and the nuisance parameter τ = φ 1 is near the boundary. For the first component of the limiting mixture distribution, we have δF 1 (∞, t 2 ) = 1
and letting a → ∞ yields z 2 ∼ N (0, C 22 ), the usual Gaussian marginal distribution. For the second component of the limiting mixture distribution, we have
So, integrating over −∞ < z 2 ≤ t 2 yields the distribution function of the second component of the limiting mixture distribution. This limiting distribution is quite awkward to use. Moreover, in the general multivariate case, the marginal distribution of the estimator of the parameter of interest depends on the number of nuisance parameters on or near the boundary in a very complicated way. Specifically, if p components allowed to be near the boundary, any subset of the p estimators of these components can equal zero, so there are 2 p components in the limiting mixture distribution.
Asymptotic Distribution of the Likelihood Ratio Statistic.
We again write σ 2 = (θ, τ ) with θ a single variance component. Let m(θ) = {θ,τ (θ)} denote either the profile log-likelihood, in which caseτ (θ) =τ(θ), or the REML log-likelihood, in which caseτ (θ) 
We provide a heuristic outline of the proof. Expanding m(θ) and m(θ) aboutθ
2 , so we can write the likelihood ratio statistic as
Next note that
Hence, recalling δ = P (θ > 0), we have P {W (0) ≤ t} = Φ(t 1/2 ), while for θ > 0,
Remarks.
1. The cumulative distribution function of W (θ) is continuous even though the distribution ofθ has a jump. To see this, note that when t = η 2 a 2 , we have Φ(−t 1/2 ) = Φ(−ηa) and Φ(− On the other hand, using the asymptotic distribution from Theorem 2, the critical value, c , satisfies
c ) implies that c < c and hence P r a {W (0) ≥ c} < P r a {W (0) ≥ c }, where P r a denotes probabilities calculated under a local alternative, θ = n −1/2 a, a > 0.
3. Theorem 2 continues to hold for any adjusted profile log-likelihood func-
, provided the adjustment function b(θ) has derivatives which are of order O p (1). This condition is satisfied for all of the adjusted profile log-likelihoods mentioned in Section 2.
CONFIDENDE INTERVALS FOR NEAR BOUNDARY PARAMETERS
The simplest approximate 100(1 − α)% confidence interval for a variance component is the interval (4) based on the normal approximation. We now use the approximations derived in Section 3 to construct alternative confidence intervals.
Central Confidence Intervals.
The first method we consider is based on the estimators themselves and we assume that only the component of interest can be near the boundary. This is not an assumption we would be prepared to make in general, but it is reasonable for the two-component model and helps to show how the local asymptotic approximations generate alternatives to (4). Suppose initially that we treat C 11 ≈ nI 11 as known. We see that n 1/2 (θ − θ) is not a pivotal quantity because its distribution depends on a = n 1/2 θ. However, we can still construct a confidence interval by inverting appropriate probability statements. Doing so, we obtain the confidence interval (
Of course, I is not known so we replace it byÎ to obtain a usable interval. We recover the approximate confidence interval (4) whenθ is sufficiently large.
Wald-test Confidence Intervals.
Implementing interval (10) by replacing the unknown σ 2 in I 11 byσ 2 = (θ,τ )
ignores the fact that the quantity √ n(θ − θ) is not truly pivotal. In particular, its standard error depends on both θ and τ . Therefore, we may be able to obtain better intervals by "studentising" the quantity √ n(θ − θ) using a more appropriate estimate of its standard error. One such approach is to obtain a confidence interval by inverting an appropriate Wald test.
Formally, an approximate 100(1 − α)% Wald-test confidence interval is
where c α (θ) is an approximate (1 − α)-quantile of the random quantity nη
} is an estimate of the variance of √ nθ which is allowed to depend on the value of θ. Typical choices forτ (θ), the estimate of the nuisance parameters, would beτ (θ) orτ(θ). The critical value, c α (θ), can be obtained from the relationship: P {nη
Note that the cumulative distribution function of the Wald-type test statistic in not continuous at t = n 1/2η θ, unlike the cumulative distribution function of W (θ). To avoid the implicit truncation at zero in (11), we can construct intervals on the logarithmic scale and exponentiate the resultant endpoints. To construct Wald-test intervals similar to (11) for ψ = log θ, all that is required is an appropriate change in the Fisher information to account for the reparameterisation. However, in the present case, such an approach is complicated by the fact that the distribution of the estimatorψ = logθ has a point mass at negative infinity (which means that such a transformation approach cannot by used to modify the interval of Section 4.1). Moreover, our focus on local asymptotics means that we must let ψ approach negative infinity, and it is not clear what the most appropriate rate for this convergence is. Nonetheless, this approach can be implemented, and the results (not reported) are no better, and often worse, than those for interval (11).
Likelihood-based Confidence Intervals.
An approximate 100(1 − α)% likelihood-based confidence interval is
where c α (θ) is an approximate (1 − α)-quantile of the distribution of W (θ), and can be obtained using the approximation of Theorem 2. An alternative interval is the set:
where χ 2 1 (1 − α) is the (1 − α)-quantile of the chi-squared distribution with one degree of freedom and w(θ) = 2{m(θ) − m(θ)} is the likelihood ratio statistic calculated without restricting the estimatorθ to be positive. Such intervals were discussed in general by Feng & McCulloch (1992) . The increased "regularity" of w(θ) may lead to better small sample coverage accuracy. One drawback of this method, however, is its lack of intuitive appeal, since it allows negative values forθ (though negative values are not allowed in the confidence interval itself). This fact leads us to suspect that properties other than coverage accuracy (e.g., "shape") of such intervals may be less than admirable. Moreover, (13) may yield the null set.
SIMULATION RESULTS
A simulation study to explore the finite sample properties of the confidence intervals presented in the previous section was carried out. For simplicity, all simulations were carried out in the context of the one-way classification model, y = 1 n α + Zu + e, described in Section 2.5. As the notation there suggests, θ = σ 2 1 , the variance of the elements of u, is the parameter of interest. None of the intervals performed particularly well, though it was generally the case that the coverage accuracy was best for the likelihood-based intervals (12) and (13) and worst for the central intervals (4) and (10). In addition, the coverage of intervals based on the adjusted profile log-likelihoods tended to be more accurate than those based on the usual profile log-likelihood, though not exclusively so. Among the adjusted profile log-likelihoods discussed in Section 2, the profiled REML log-likelihood was generally the most accurate and so we present results only for this adjustment of the profile log-likelihood here. Finally, the coverage of intervals based on the local asymptotics tended to be more accurate than those based on the standard asymptotics, though again not exclusively so. (6, 6, 10, 14, 14) ; b Group Sizes = (2,6,10,14,18);
c Group Sizes = (10, 10, 15, 15, 20, 20, 25, 25, 30, 30) .
Some selected results on the coverage accuracy of the likelihood-based confidence intervals (12) are presented in Table 1 , with the likelihood ratio statistic, W (θ), based on either the unadjusted profile log-likelihood (ML) or the profiled REML log-likelihood (REML). The intervals based on local asymptotics tend to have lower coverage than the corresponding intervals based on the standard asymptotics, indicating that the local asymptotic approximation generally will not improve the coverage accuracy if the standard approximation produces undercoverage. Typically, however, in cases with small variance components, methods based on the standard asymptotics are seen to overcover, so that local asymptotic methods offer an improvement in coverage accuracy. For instance, at the nominal 90% level the ML intervals typically perform quite well with the standard asymptotics. On the other hand, both the likelihood and REML intervals are typically conservative at the nominal 95% and 99% levels so the coverage is improved by using the local asymptotic approximation. Generally, however, the differences in performance are not substantial. Furthermore, we note that results (not reported here) on the coverage accuracy of interval (13) based on the profiled REML log-likelihood show that its coverage accuracy is typically slightly superior to the more intuitively appealing intervals derived from (12). However, interval (13) does not perform substantially better, and does occasionally perform worse, than interval (12). Moreover, for the smaller sample sizes, (13) led to null intervals in an appreciable number of samples. In particular, for the balanced case of c 1 = 5 and m = 10 with (θ, τ ) = (0.1, 1), there were about 3% of samples which led to empty 95% confidence intervals, and nearly 5% of samples which led to empty 90% confidence intervals. (6, 6, 10, 14, 14) , b Group Sizes = (10, 10, 15, 15, 20, 20, 25, 25, 30, 30) .
The upper and lower tail coverage accuracy of central confidence intervals is presented in Table 2 . The standard asymptotic approximation leads to the use of the usual interval (4) while the local asymptotic approximation leads to the interval (10). These intervals exhibit extremely poor, and decidedly asymmetric, coverage accuracy, even for the "large sample" case of c 1 = 200 and m = 200. Moreover, the use of local asymptotic approximations has little impact on the coverage accuracy. This outcome is not altogether surprising. When the probability associated with point mass at the origin in the local asymptotic approximation exceeds 0.025, symmetric non-coverage is impossible and the only non-coverage occurs in the upper tail. In general, extremely large samples are needed before the asymptotics apply for these intervals. This is largely due to treating the standard error as constant in θ. Confidence intervals based on the Wald test use essentially the same construction but treat the standard error as a function of θ and, although we do not present the results here, generally perform nearly as well as the likelihoodbased intervals presented in Table 1 . The general conclusion from Table 2 is that straightforward application of asymptotics associated with parameter estimators is not a very reliable or accurate method for constructing confidence intervals.
Finally, the power of likelihood ratio and REML tests against the null hypothesis that θ = 0 using the two asymptotic approximations is explored in Table 3 . (6, 6, 10, 14, 14) , b Group Sizes = (2,6,10,14,18), c Group Sizes = (10, 10, 15, 15, 20, 20, 25, 25, 30, 30) As noted in the remarks following Theorem 2, the tests based on the local asymptotic approximation have higher power than their analogues based on the standard asymptotic approximation. Also, the REML tests have higher power than the likelihood ratio tests, so that the REML test based on the local asymptotic approximation has the highest power in these comparisons. The power is related to the length of the confidence intervals presented in Table 1 with higher power being associated with shorter intervals. Of course, there are other aspects of the interval methods which affect the power, but Table 3 does provide an indirect exploration of the lengths of the intervals. The above results show that further research on the problem of setting confidence intervals for small components of variance is needed. In the meanwhile, our tentative suggestion is that intervals be constructed from the REML version of the likelihood ratio test with the local asymptotic approximation to its sampling distribution, as this method seems to have the best overall combination of coverage and power properties.
