Forecasting stock returns is extremely challenging in general, and this task becomes even more difficult given the turbulent nature of the Chinese stock market. We address the stock selection process as a statistical learning problem and build crosssectional forecast models to select individual stocks in the Shanghai Composite Index. Decile portfolios are formed according to rankings of the forecasted future cumulative returns. The equity market's neutral portfolio-formed by buying the top decile portfolio and selling short the bottom decile portfolio-exhibits superior performance to, and a low correlation with, the Shanghai Composite Index. To make our strategy more useful to practitioners, we evaluate the proposed stock selection strategy's performance by allowing only long positions, and by investing only in Ashare stocks to incorporate the restrictions in the Chinese stock market. The longonly strategies still generate robust and superior performance compared to the Shanghai Composite Index. A close examination of the coefficients of the features provides more insights into the changes in market dynamics from period to period.
Introduction
China's annual GDP growth has averaged more than 9% since 2000. Meanwhile, the Chinese stock market has experienced substantial fluctuations during this period. The Shanghai Composite Index reached a historical high of over 6000 in October 2007, only to fall to approximately half that level at present. This disparity between rapidly growing GDP and lackluster stock market performance poses a dilemma for investors. How can one benefit from the burgeoning Chinese economy by investing in the Chinese stock market? As Rapach and Zhou (2013) have indicated, forecasting stock returns is extremely challenging in general; this task is even more difficult when it involves the turbulent Chinese stock market. Kang et al. (2002) studied contrarian and momentum strategies for the Chinese stock market in earlier years, while Li et al. (2017) examined the performance of trends following strategies in Chinese commodity futures markets. The recent introduction of advanced statistical approaches to portfolio management, such as machine learning, has been highly successful (e.g. Li and Hoi 2015; Shen and Wang 2017; Wu et al. 2018; Gu et al. 2019) . This paper presents a statistical learning approach to select top-performing Chinese stocks that can potentially generate superior returns and significantly outperform the market.
Some researchers have attempted to identify the underlying drivers for Chinese stock returns. Wang and Xu (2004) discovered that the value factor does not explain the cross-sectional differences in the Chinese stock market due to the market's speculative nature and low-quality accounting information. On the other hand, the size factor does carry certain explanatory power. Kling and Gao (2008) explored the positive feedback process between Chinese stock share prices and institutional investors' sentiment. Further, Yuan et al. (2008) found that the equity ownership of mutual funds positively effects performance. These types of information can all contribute to the stock selection process. However, these methods benefit institutional rather than individual investors, as the latter cannot easily access this information.
Given the Chinese stock market's poor performance, an increasing number of institutions and investors are searching for stocks with high excess returns compared to the Shanghai Composite Index. Empirical finance often ranks stocks according to a risk factor over a look-back window, and long and short stock positions are subsequently taken according to this ranking. Literature has also proposed numerous factors (Fama and French 1992; Ang et al. 2006; Frazzini and Pedersen 2014) , with Harvey et al. (2016) identifying more than 200 such factors. Factor-ranking procedures are simple and effective, but have some inherent problems. For example, a particular factor's risk premium may be unstable over time. Fama and French (1992) found that their value factor exhibits a positive risk premium over the long-term in the U.S. market; however, we discovered that the value premium-estimated as the annual return difference between the Russell 1000 Value Index and Russell 1000 Growth Index-has been negative in all five-year rolling windows from 2009 to 2015.
The simple factor-ranking approach can be extended to include multiple risk factors in the portfolio-formation process, but this creates another problem. If we follow a traditional approach, we would select stocks ranked in the top group for all risk factors. However, a high-dimensional problem occurs with many factors, in that the stocks would be scattered sparsely in an N-dimensional space, with N being the number of factors that we would incorporate. It may be impossible to find enough stocks in the top rankings of all factors to form a diversified portfolio. One could use an ad hoc method by applying a composite score to combine the factors into a ranking. Mohanram (2005) combined traditional fundamental factors to create an index-GSCORE. While a long-short strategy based on the GSCORE earns significant excess returns, this method lacks theoretical guidance about how to assign weights among factors, and subjective factors always influence the method's precision in forming a composite score. These problems make the method unstable in practice. As previously mentioned, both simple and multiple factor-ranking approaches cannot effectively construct a portfolio with the highest future return, and thus, we must consider other ways to improve performance.
Cross-sectional regression plays an important role in finance to explain variations in stock prices (Sharpe 1964; Fama and French 1992; Carhart 1997) . For example, Fama and French (1992) indicate that the cross-section regression provides a good description of returns on portfolios formed based on size, BE/ME, and term-structure risk factors. This leads to the gradual development of a method for determining factors' weight through regressions. While some subsequent works (Hou et al. 2015; Fama and French 2015) attempted to discover more factors to explain stock returns using cross-sectional regression models, the regressions' accuracy is undermined by the effects of multicollinearity and overfitting using a large number of factors.
In this paper, we propose an advanced statistical model, the elastic net (Zou and Hastie 2005) , to resolve this issue when regressing stock returns over a large number of factors. Our method differs from most existing methods by building cross-sectional forecast models for stock returns, and selects stocks based on these models' predicted returns. Our approach is rooted in the Fama-French-Carhart model (Carhart 1997) , hereafter "the FFC four-factor model," but greatly expands its scope to include more statistical factors. Given the low quality of accounting information in the Chinese stock market, we focus on forecasting future returns using only the statistical factors derived from historical stock prices. We handle this as a supervised statistical learning problem in which portfolios are formed according to the forecast returns' rankings. We find that the highest ranked portfolios generate robust and superior performance. Our forecast methods deviate from traditional econometric approaches and are more in line with the approach taken by Varian (2014) , who argues that data analysis in statistics and econometrics can be divided into four categories: 1) prediction, 2) summarization, 3) estimation, and 4) hypothesis testing. The statistical learning methods that we employ fall into the first category as our goal is to identify the stocks with the highest future returns.
This paper contributes to existing literature in the following ways. First, the proposed statistical learning approaches effectively rank, and hence select, the top performing stocks relying on the predictability of the forecast model. This is different from traditional cross-sectional regression models (Fama and French 1992; Carhart 1997) . Second, building a statistical learning model provides a data-adaptive guidance on how to combine information from different factors (which we treat as features) in the proposed forecast model. Third, the use of the elastic net estimator (Zou and Hastie 2005) improves the estimation precision (accuracy) of the forecast model when multicollinearity is present and also avoids the overfitting that occurs when a large number of features are considered. Another advantage of the proposed method is its interpretability and feature selection capability. Lastly, the proposed stock selection framework is flexible and can be modified by investors to include user-specific features. The remainder of our paper is organized as follows: Section 2 discusses our motivation and explains the proposed methodology. Subsequently, Section 3 presents the data and features used in this study. Section 4 presents the empirical results, while the final section concludes.
Methodology

Motivation
Instead of relying solely on factor rankings, we use the FFC four-factor model to explain how our stock selection framework relates to traditional studies on cross-sectional returns. A stock's excess return can be decomposed based on the FFC four-factor model into the excess return of four factors-the market return, value, size, and momentum-as in the following equation:
where R i t is the monthly excess return of a particular stock i over the Treasure bill rate; R MKT, t is the market index's monthly excess returns; R HML, t is the monthly excess return of a zero-investment portfolio that is long on high book-to-market (B/M) stocks and short on low B/M stocks; R SMB, t is a zero-investment portfolio that is long on small capitalization (cap) stocks and short on big-cap stocks; R UMD, t is a zero-cost portfolio that is long previous on the 12-month return winners (i.e., returns in the top 30%) and short on the previous 12-month loser stocks (i.e., returns in the bottom 30%); and ε i t is the unexplained variation of stock i at time t. Following Haugen and Baker (1996) , the FFC four-factor model can be modified into a cross-sectional forecast model:
where the conditional expectation EðR i tþ1 jϕ i t Þ is the forecast return of stock i at time t + 1 based on ϕ i t , the information pertaining to stock i at time t. In Equation (2), ϕ i t is the information represented by stock-specific betas. This model can be estimated through either a cross-sectional regression or a Fama-MacBeth process (Fama and MacBeth 1973) .
All four factors in the FFC four-factor model are market-related risk premiums. Despite its effectiveness in explaining cross-sectional returns, we suspect that these four factors may be insufficient to model emerging markets, such as the Chinese stock market. Therefore, we propose a more comprehensive feature information set Ω i t to be used in the Equation (2) forecast model by including past returns for stocks as well as other quantitative factors for stock i. We aim to use statistical learning methods to build a flexible modeling platform that can combine the strengths of all factors without relying on a heuristic argument to define the weights in the composite score. This can potentially improve model performance and to build a general framework that can be easily modified to incorporate new user-specified risk factors.
Proposed method
Our method can be perceived as the following supervised statistical learning problem; at each time point t, the cross-sectional forecast model can be written as:
tþ j Þ−1 is the cumulative return for stock i from time t + 1. to t + F and gðΩ i t Þ is the linear or nonlinear forecast function using past information from stock i up to time t. The past information Ω i t can be either the historical returns of stock i: R This paper uses a linear forecast function g(·) for Equation (3), as the linear model's interpretability is useful when examining how each factor contributes to the final portfolio's composition. Hence, if we assume that our study includes a total of p features, the cross-sectional linear forecast model in Equation (3) at time t can be explicitly written as
where ε i tþ1;tþ F is the unexplained variation of stock returns at t. We use a rolling window to build our forecast model and evaluate its performance following the approach used by Moskowitz et al. (2010) . Assume a look-back period of B and a look-forward period of F. At each time t, we must estimate the loading β t j s in Equation (3) to forecast the future cumulative returnR i tþ1;tþ F for the time t + 1 to t + F of each stock i.To estimate β t j s at time t, we compute features
⋯; X i p;t− F based on the information of each stock i from t − B − F + 1 to t − F and compute the response variableR i tþ1;tþ F as described above from t − F + 1 to t. Then a cross-sectional linear regression using information from all stocks i = 1, 2, ⋯, n is fitted to obtain the estimated loadingβ Based on the forecast b R i tþ1;tþ F , we rank the stocks into 10 equally sized groups to form 10 equally weighted portfolios (i.e., the decile portfolios) and hold these 10 portfolios for the next F months, after which we rebalance.
1 When rebalancing at the end of F months, we retrain the forecast model following the same procedures and form a new set of 10 portfolios. We set B = 12-a short window-to more closely follow the market dynamics, and F = 1 to rebalance the portfolio at the end of each month. The top-decile portfolio based on this active ranking procedure using the forecast model leads to returns' superior performance, which will be further demonstrated in the empirical results from Section 4.
Estimation procedure
This section describes how the coefficients of the forecast model g(·) or, equivalently β (4), are estimated. As β t is estimated at each time t, we suppress the superscript t for β t in the following discussion for simplicity. The ordinary least squares (OLS) estimator in Equation (4) can be efficiently obtained by minimizing the residual sum of the squares criterion, as:
where n is the total number of stocks.
When the model in Equation (4) considers numerous features, a well-known multicollinearity phenomenon may occur due to the high correlations among these features. For example, the three-and six-month cumulative returns may be strongly correlated. When correlated features are used, a ridge regression (Hoerl and Kennard 1970 ) is a popular approach to alleviate the multicollinearity problem. Specifically, the ridge estimator adds an L 2 penalty term to the least square criterion as:
where λ is a tuning parameter that controls the magnitude of the penalty. By utilizing the bias-variance trade-off in the mean squared error (MSE), the ridge estimator reduces the MSE of the forecast from the OLS estimator when correlated features are used.
However, the ridge regression shrinks all the components of β proportionally compared withβ ols , the estimated slopeβ j s at which all the features are non-zero. It is unclear whether the features with very small absoluteβ j s are less important in the model compared to those with larger absoluteβ j s. Thus, Tibshirani (1996) proposed a "lasso"
estimator by replacing the L 2 penalty in Equation (6) with the L 1 penalty. Consequently, someβ j s are shrunk to zero, which makes the lasso more than a tool for handling multicollinearity, it also becomes a tool for simultaneous feature selection. The lasso estimator takes the form of:
To further improve lasso for high-dimensional problems in which the number of features is much larger than the number of observations (the number of stocks at time t in our discussion), Zou and Hastie (2005) combined the lasso and ridge penalty and proposed the elastic net (ENET) estimator as:
All three penalized estimators in Equations (6, 7 and 8) for the model in Equation (4) are commonly used in statistics and have also recently found adherence in finance and economics (Welsch and Zhou 2007; Bai and Ng 2008; Wang and Zhu 2010) . Further, Hastie et al. (2009) offer a more in-depth review of these methods.
The lasso estimator is not very selective given a set of strong but correlated features and the ridge estimator is inclined to shrink the coefficients of correlated features toward each other. The compromise in the ENET estimator could allow highly correlated features to be averaged while encouraging a parsimonious model. Therefore, our empirical study proceeds with the elastic net estimator from Equation (8). Recent studies indicate the elastic net's general usefulness in portfolio management (Shen et al. 2014; Montanari and Nguyen 2017) .
The rest of this section will expatiate on how to obtain an effective solutionβ enet for Equation (8). Let α = λ 2 /(λ 1 + λ 2 ); then solvingβ enet in equation (8) is equivalent to the optimization problem
Therefore, the ENET estimator can be equivalently converted into the following form:
The ENET penalty is controlled by a constant 0 < α < 1, and bridges the gap between the lasso penalty (α = 0) and ridge penalty (α = 1). The tuning parameter λ controls the penalty's overall strength. By making λ sufficiently large, some of the coefficients are shrunk to exactly zero and the features are excluded in the forecast model. Zou and Hastie (2005) show that given the penalty parameters λ one can solve Equation (9) based on an equivalent lasso-type problem based on a data augmentation process. Based on the LARS algorithm proposed by Efron et al. (2004) , an efficient algorithm called LARS-EN can be employed to solve the entire elastic net solution path efficiently. Efron et al. (2004) proved that starting from zero, the lasso solution paths grow piece-wise linearly in a predictable way.
Hence, the computational efforts of obtaining an elastic net solution are equivalent to a single OLS fit. We refer the readers to Zou and Hastie (2005) and Efron et al. (2004) for more details. In our empirical study, this estimation is implemented using the "glmnet" package in the R software which effectively implements the above estimation procedure.
The tuning parameter λ is selected using a 10-fold cross-validation procedure. Specifically, λ is adjusted in small increments within a reasonable range to minimize the cross-validated forecast mean squared error (FMSE). To implement, the data is randomly split into 10 equal sized subsamples. Each time, a single subsample set is retained as validation data and the remaining nine subsamples are used as training data.
For a given λ,β enet is estimated using the training data and the FMSE is computed on the validation data usingβ enet . This process is repeated 10 times by holding out different subsamples as the validation data and the FMSE is computed each time. The cross-validated FMSE for each λ is the average of the 10 FMSEs. Ultimately, the optimal λ has the smallest cross-validated FMSE.
Data and features
Although the Shanghai Composite Index was established in 1990, many of its security laws and regulations were introduced during the late 1990s, and the addition of new firms to the exchange significantly slowed after 2000. Therefore, our empirical study focuses on the period since 2002. Our data includes the monthly returns for individual stocks and the Shanghai Composite Index returns from January 2002 to December 2016. Our work differs from that of Allen et al. (2017) , which only considers Chinese A-share stocks, as we also include Chinese B-share stocks in our analysis for the following three reasons: First, the Shanghai Composite Index is a capitalization-weighted index, which tracks the daily price performance of all A-and B-shares listed on the Shanghai Stock Exchange. As will be observed, we use the index in constructing our features, and thus, it would be prudent for our study to include both A-and B-share stocks. Second, using both Aand B-share stocks increases the sample size n in the estimation procedure from Equation (9), which decreases the model forecast error in Equation (4). Third, it further validates our modeling framework's robustness to examine whether excluding B-share stocks in the portfolio would fundamentally change the strategy's behavior.
Our features
2;t ; ⋯; X i p;t Þ used in Equation (4) are solely derived from stock prices without relying on any fundamental or accounting information. This set of features employs a variety of measures, including the cumulative monthly returns, Sharpe ratio, and the returns' skewness and kurtosis. Cross-sectional momentum has been well-documented in the US equity market; research has indicated that the stock price relates to its past price, and selecting stocks based on their past returns is intuitive. Jegadeesh and Titman (1993) found that buying well-performing stocks and selling short poor-performing stocks generates significant positive returns over 3-to 12-month holding periods. We follow these ideas by including the cumulative returns for twelve possible momentum evaluation look-back periods. As previously mentioned, the cumulative return is calculated byR As the low volatility anomaly is also well-documented, we have also included volatility as a potential factor in our analysis. Blitz and van Vliet (2007) found that stocks with low historical volatility have high risk-adjusted returns in global markets, and the volatility effect cannot be explained by other factors, such as value, size, and momentum. Thus, we increase the model's accuracy by dividing this feature into two parts to reflect long-term and short-term volatility, respectively. Specifically, long-term volatility is the standard deviation calculated from the past 12 months of returns, while short-term volatility is calculated from the daily returns from the past 20 days. The market beta and alpha originated as concepts in the capital asset pricing model (Sharpe 1964; Lintner 1965 ), a cornerstone of finance. Frazzini and Pedersen (2014) proposed a strategy of buying low-beta stocks and selling short high-beta stocks to achieve a zero beta by adjusting positions. They demonstrate that this strategy produces significant and positive risk-adjusted returns. Additionally, we employ the current drawdown of a stock, measured as the percentage difference between the stock's most recent price and its 52-week high. Chen and Yu (2016) discovered that this measure has certain exclusive unpriced information in the cross-sectional pricing of stocks.
To summarize, we grouped our features into two categories: return-based and statistics-based. Table 1 lists all the features used in our analysis. All features are standardized before being their fit into the statistical learning model.
Empirical results
We follow the steps described in Section 2.2, and set the look-back rolling window B as 12 months, such that the actual performance evaluation period is from January 2003 to December 2016. In setting the look-forward window F to one month, we evaluate three trading strategies based on the forecasted one-month return from the elastic net model. First, we apply our strategy to buy the top-decile stocks while selling short the bottom-decile stocks. We do this because asset pricing literature often uses a long-short dollar-neutral strategy (Jegadeesh and Titman 1993; Frazzini and Pedersen 2014) to test market efficiency and examine certain features' usefulness. We denote the portfolio constructed using this strategy as the Equity-Market-Neutral (EMN-ENET) portfolio, as it seeks to exploit investment opportunities unique to some specific group of stocks while maintaining a neutral exposure to broad groups of stocks. We then evaluate our strategy's performance by only buying the top-decile stocks that adapt to the regulations on short-sales in the Chinese stock market. We denote this portfolio as the Long-ENET portfolio.
Domestic investors are only allowed to invest in A-share stocks. As Fig. 1 illustrates, the percentage of A-share stocks in the top-decile portfolio selected by the proposed forecast approach may contain up to 60% of B-share stocks. Therefore, it is beneficial to examine whether the A-share stocks the forecast model selects can independently generate good performance. We call the portfolio constructed only with selected A-share stocks the LongA-ENET portfolio. To further demonstrate the advantage of using the ENET estimator over the OLS estimator, we construct three parallel portfolios using the OLS estimator instead of the ENET estimator when estimating Equation (4) and denote these as the EMNOLS, Long-OLS, and LongA-OLS portfolios, respectively.
Performance assessment
We then assess the proposed investment mechanism's performance by comparing the cumulative returns over the evaluation period through an investment of one dollar (or RMB) in January 2003 to the corresponding cumulative returns from the Shanghai Composite Index during the same period. Figure 2 clearly indicates that despite the underlying index's lackluster performance, all three ENET strategies based on the proposed forecast models generate superior overall performance. The two long-only portfolios rose and fell with the index during the major 2005-2008 and 2014-2015 cycles. However, our strategies still identify well-performing stocks in the 2010-2013 timespan, which achieved new highs while the index failed to post any meaningful gains. The EMN-ENET portfolio has the smoothest overall cumulative return curve, and especially during the 2008 global financial crisis, because the proposed forecast model effectively detects changes in the market environment and successfully selects underperforming stocks to benefit from selling short. Additionally, we observe that the stock selection strategies still significantly outperform the index where the OLS estimator is used instead of the ENET estimator, but are not as effective as with the ENET approach. This demonstrates the value of considering a more sophisticated ENET estimator over a simple OLS estimator.
We delineate each strategy's downside risk by comparing the drawdowns of each portfolio from their high watermarks. At each time t, each strategy's high watermark M is the highest value of historical cumulative returns, and can be calculated as M t ¼ max k¼1;⋯;t fR 1;k g whereR 1;k ¼ Q k j¼1 ð1 þ R j Þ−1 and R j is the portfolio's return at time j. The portfolio's drawdown at time t is defined as ðR 1;t −M t Þ=M t . Figure 3 compares the percentage of drawdowns for different strategies. In the plot, the point in time Given its hedging ability, the EMN-ENET portfolio has the lowest overall drawdown percentage and successfully avoided the market turmoil in 2008. Although the Long-ENET and LongA-ENET strategies suffered in 2008 and in the overall bearish Chinese stock market in 2015, they recovered much faster than the index to achieve a new historical high watermark. This is because the proposed forecast model quickly updates the stock rankings in different market conditions and adjusts the allocations in the portfolio accordingly. The relative comparisons between pairs of the EMN, Long, and LongA strategies hold the same for using the OLS estimator instead of the ENET estimator. However, if the OLS estimator is used instead of the ENET estimator, the drawdowns are consistently more severe.
For further insights, Table 2 reports the annualized return (AR); the standard deviation (Std); the maximum monthly return during the evaluation period (Best MR); the Fig. 2 Cumulative Returns of Portfolios. This plot contains the evolution of investing $1 at the starting point over the entire study period by different strategies (EMN-ENET, Long-ENET, LongA-ENET, EMN-OLS, Long-OLS, and LongA-OLS). The performance of Shanghai Composite Index over the same time period is also included (red solid line) as a reference Fig. 3 Maximum Drawdown Percentage of each Portfolio. This plots displays the maximum drawdowns of each strategy from its previous high-watermark by different strategies (EMN-ENET, Long-ENET, LongA-ENET, EMN-OLS, Long-OLS, and LongA-OLS). The maximum drawdowns of Shanghai Composite Index over the same time period is also included (red solid line) as a reference minimum monthly return during the evaluation period (Worst MR); the Sharpe ratio (ShR); the maximum drawdown (MD); the Calmar ratio (CalR), which is calculated as the ratio of annualized returns over the maximum drawdown; skewness (Skew); kurtosis (Kurt); and the correlation between each portfolio and the Shanghai Composite Index (Correlation). According to Table 2 , the EMN-ENET, Long-ENET, and LongA-ENET strategies achieved 20.59%, 22.03%, and 22.52% annualized returns during the evaluation period, respectively, while the index only registered an annualized return of approximately 6%. More importantly, all three strategies delivered higher risk-adjusted measurements as indicated by the Sharpe ratio and the Calmar ratio. The short look-forward window (F = 1) is proven as highly effective, and especially in dealing with the 2008 financial crisis, during which time the EMN-ENET strategy generated a positive 13.8% return in 2008, while the index itself lost more than half its value in the same year. The success in identifying winning and losing stocks also generates a portfolio that negatively correlates with the Shanghai Composite Index. In contrast to the EMN-ENET strategy, the two long-only strategies are less stable with slightly larger annualized standard deviations than the Shanghai Composite Index. However, they still deliver higher excess returns than the index. Table 3 presents the annual returns of each strategy from 2003 to 2015. In 2007, the highest annual return among the proposed strategies was 216%, which is nearly twice as large as the index's highest annual return during the entire evaluation period. Hence, the proposed strategies achieve much higher Sharpe and Calmar ratios than the index, with similar risks but much greater upside potential.
We also observe whether B-share stocks are included in the top-performing portfolios makes a small difference. The previously mentioned results indicate that the two Long and LongA strategies exhibit virtually the same performance in terms of their risk-adjusted returns. This is advantageous to investors in the Chinese stock market who are regulated regarding short-sales, and who are only allowed to invest in A-share stocks. One way to interpret the similarity between the two long-only strategies is to handle the A-share-only restriction as a "pseudo-random" sampling process from all stock pools. The A-and B-share stocks selected by the forecast models bear similar characteristics, and random samples obtained from the top decile portfolio would generate similar good performance as long as the sample size is not too small. Tables 2 and 3 reveal that the OLS strategies generally have smaller volatility, but with much smaller annualized returns. Additionally, the best monthly return is inferior to that with the ENET strategies, and the worst month return is respectively worse. Consequently, they deliver lower Sharpe and Calmar ratios. However, regardless of whether the ENET or OLS methods are used, the statistical modeling approach consistently outperforms the index. As the ENET strategies are proven superior to the OLS strategies, our following analysis will focus on the former.
Robustness analysis
We assess the proposed ENET strategies' consistency and robustness by recalculating the previously mentioned performance measures over a longer time period, of five-year rolling windows instead of one-year windows. Specifically, we compute the performance measures reported in Table 2 for five overlapping periods: 2003-2007, 2005-2009, 2007-2011, 2009-2013, and 2011-2015. 2 Table 4 reports the average of the performance measures over the five five-year overlapping rolling time windows. With a more diversified risk premium over a longer evaluation window, all the performance measures are improved, especially for the proposed Long-Only and Long-A-Only strategies in which the average annualized returns are significantly higher over a five-year period with risks similar to that for the one-year period. As a result, their correlations between the index remain nearly unchanged while the Sharpe ratios are much higher and the maximum drawdowns are lower.
As a comparison to Table 3 , we report the average annualized returns over the five five-year rolling windows in Table 5 . Averaging over a longer period reveals the proposed strategies' apparent stability and advantages. When experiencing an overall bullish market, as in [2003] [2004] [2005] [2006] [2007] , the EMN strategy generated return performance similar to the index but with a higher Sharpe ratio, while the two long-only strategies generated much higher returns compared with the index. During 2007-2011 when a severe market drawdown occurred, all three of the proposed strategies still generated positive excess returns while the market index experienced a loss with a negative Sharpe ratio.
3 As the market slowly recovered during 2009-2013 the three proposed strategies recovered much faster, and all delivered over 20% annualized returns during that five-year window. In conclusion, the long-term performance analysis results reinforce the observation that the proposed forecast-based strategies not only consistently deliver significant excess returns over the market index, but also self-adapt during both bullish and bearish Chinese stock markets.
Feature analysis
Given the proposed strategies' superior portfolio performance, it is informative to examine how each feature is weighted in forecasting stock returns. Figures 4 and 5 illustrate the behavior of the estimated coefficients β t j corresponding to both return-and statistics-based features (defined in Table 1 ) in Equation (4) at each time t from January 2003 to December 2015. These coefficient paths illustrate the corresponding shifts of market regimes as their signs changed in the sample period.
Some compelling behaviors can be observed from the coefficient evolution paths for the different return-based features. The coefficients of the medium to long term momentum features R3, R6 and R12 were positive in the time period before 2009 which is in agreement with the cross-sectional momentum anomaly discussed in Jegadeesh and Titman (1993) . However, their signs flipped in the following years signaling a potential market structure change which correctly reflect the behavior of the Chinese stock market. Meanwhile, the coefficient of the one-month momentum R1 remains to be negative in the entire time period. This phenomenon is in agreement with a short-term mean reversion relationship of stock returns described by Jegadeesh and Titman (1990) . The individual statistics based features reveal the characteristics of the stocks favored to generate high excess (above market) returns. It is preferable to select stocks with higher past Sharpe ratios, smaller tails as reflected by the kurtosis, lower volatility, and more negative skewness. The first three features are preferred because they generally indicate lower risk while the preference for negative skewness may indicate a risk premium compensating for risk that is systematically biased downwards. It is also preferable to select stocks not close to their 12-month high watermark. The coefficient paths for the statistics based features support these preferences. For example, the coefficients of Skew and DD are almost negative over the entire evaluation period; and the coefficient on the kurtosis effectively reflects structural changes in the Chinese stock market.
As described in Section 2.3, the elastic net estimator from Equation (8) implements feature selection. This advantage enables a convenient examination of how frequently each feature contributes to the final portfolio's composition. We achieve this goal by constructing a Feature Importance (FI) score as a simple statistic to measure each feature's degree of importance. If a feature X j, t in Equation (4) does not sufficiently contribute to the forecast model at time t, its corresponding coefficient β t j is shrunk to zero by the elastic net estimator and is excluded from the active feature set at time t. Hence, we define the FI score for a feature X j as FI j = N/T where N is the number of occurrences of feature X j during a specific time window and T represents the number of total time periods within a given time span. If the FI score of a feature X j equals zero, this indicates that feature X j is never "useful" in selecting stocks over T periods of time. In contrast, if the FI score of a feature X j equals one, that indicates that the feature is vital in building the portfolio. Therefore, the larger the FI score, the more important (useful) the feature.
The evaluation period from 2003 to 2016 is divided into seven equally spaced periods as Table 6 indicates. Hence, T equals 24 in each time period. The average FI score during the time from 2007 to 2012 is lower than other time periods meaning that fewer features are useful during this period when the economy entered a global financial crisis and subsequently recovered. Based on the overall importance in Table 6 (the last column), the one-month (R1) and two-month (R2) cumulative returns and Kurtosis (Kurt) are the three most important features over time while the eight-month cumulative return showed up the least frequently. Table 6 Feature importance scores in different time periods Factors 2003 Factors -2004 Factors 2005 Factors -2006 Factors 2007 Factors -2008 Factors 2009 Factors -2010 Factors 2011 Factors -2012 Factors 2013 Factors -2014 Factors 2015 Factors -2016 Factors 2003 Factors -2016 
