Abstract: We study problems related to indecomposability of modules over certain local finite dimensional trivial extension algebras. We do this by purely combinatorial methods. We introduce the concepts of graph of cyclic modules, of combinatorial dimension, and of fundamental combinatorial dimension of a module. We use these concepts to establish, under favorable conditions, criteria for the indecomposability of a module. We present categorified versions of these constructions and we use this categorical framework to establish criteria for the indecomposability of modules of infinite rank.
Introduction
Techniques for establishing indecomposability of modules range from different areas of ring and module theory such as, the study of rings of endomorphisms [4] , the study of divisibility conditions on base rings [13] , [14] , and more classically, the study of subsets of lattices of submodules. In this paper we present conditions for indecomposability established by purely combinatorial methods. More precisely, we reduce, in favorable cases, the condition of a module being indecomposable to the study of connectiviy properties of certain graphs. These techniques are especially suited for the study of indecomposability over certain finite dimensional trivial extension algebras. We thus apply our results to the problem of existence of indecomposable modules satisfying given conditions over finite dimensional trivial extension algebras. We now sketch the contents of this paper.
In section 2 we define and study the concept of graph of cyclic modules of a module with respect to an ideal. We use this concept to define the concepts of combinatorial and fundamental combinatorial dimensions of a module. We prove that both, the combinatorial dimension and the fundamental combinatorial dimension of a module, when defined and finite, bound the Krull-Schmidt length of the module. We derive from this, two criteria for the indecomposability of a module. In section 3 we apply results obtained in section 2 to the problem of existence of indecomposable modules with given Goldie dimension over certain local finite dimensional trivial extension algebras. In section 4 we generalize the concepts and constructions introduced in section 3 and we propose two conjectures implying the existence of indecomposable modules of arbitrarily large Goldie dimension over trivial extension algebras studied in section 3. In section 5 we introduce a construction which we regard as a categorification of the concept of graph of cyclic modules. More precisely, we construct a family of concrete functors between given concrete categories, that specialize, under certain conditions, to the concept of graph of cyclic modules. We study functorial properties of these functors, together with categorical properties of their source and target categories. In section 6 we apply the results obtained in section 5 to the study of the problem of existence of modules of infinite Goldie dimension over trivial extension algebras studied in section 3. More generally, we introduce the concept of a rank function and we establish two criteria for the existence of indecomposable modules with infinite rank with respect to a given rank function. Finally, in section 7 we present approximation methods for the computation of graphs of cyclic modules related to methods for computation performed in previous sections.
We assume, unless otherwise stated, that an associative unital ring R is chosen. Thus, unless otherwise stated, the word module will always mean a unital left R-module, and the word morphism will mean a morphism in the category of left R-modules, R-Mod. We use the usual conventions for concepts related to category theory and module theory. For related terminology in category theory see [1] or [18] , and for related terminology in module theory see [20] or [10] . We use the usual conventions for concepts related to graph theory, except for the following exceptions: We will assume all graphs to have exactly one loop on each vertex, we will not assume graphs to have a finite number of vertices, and we will use, throughout, the symbol |Γ|, to denote the vertex set of a given graph Γ. We refer the reader to [5] for all concepts related to graph theory.
Thus, in the case where I = {0}, the I-graph of cyclic modules of Σ in M , Γ I (M, Σ), is equal to the discrete graph generated by the set of all cyclic submodules of M , generated by elements of Σ, that is, Γ I (M, Σ) has the set of all cyclic submodules of M , generated by elements of Σ, as set of vertices, |Γ I (M, Σ)|, and its only edges are a loop on each of its vertices. If R is a field, then Γ R (M, Σ) is again the discrete graph generated by the set of all one dimensional subspaces of M , generated by elements of Σ. If now I = R and M is uniform, then Γ I (M, Σ) is the complete graph generated by all cyclic submodules generated by elements of Σ. In particular, graphs
The discrete graph generated by a countable set of vertices, the discrete graph generated by three vertices, and the complete graph generated by a countable set of vertices respectively.
Given an ideal I and a module M we will denote by ann I M the subset of M annihilated by I, that is, ann I M will denote the set of all a ∈ M such that Ia = {0}. Further, we will denote by ann * I M the subset of M pointwise annihilated by I, that is ann * I M will denote the set of all a ∈ M such that there exists r ∈ I \ {0} such that ra = 0. It is easily seen that in general, ann I M ⊆ ann * I M whenever I = {0}, and that I 2 M = {0} if and only if IM ⊆ ann I M . We will say that the ideal I is a decomposition ideal for M if the opposites of these contentions hold, that is, we will say that I is a decomposition ideal of M if the equalities IM = ann I M = ann * I M hold. We will denote by D(I) the domain of decomposition of the ideal I, that is, D(I) will denote the class of all modules M such that I is a decomposition ideal of M . Further, we will denote by D −1 (M ) the codomain of decomposition of M , that is, D −1 (M ) will denote the set of all ideals I such that M ∈ D(I). Given an ideal I ∈ D −1 (M ), we define the I-combinatorial dimension of M , (cdim I M ), as the number of connected components of the I-graph of cyclic modules, Γ I (M ), of M . If D −1 (M ) = ∅, we define then, the combinatorial dimension (cdimM ) of M as the minimum of I-combinatorial dimensions of M , with I ∈ D −1 (M ). The following theorem is the main result of this section. Theorem 2.2. Let M be a module. If cdimM exists and is finite, then
As a direct consequence of (2.2) we have the following corollary. Corollary 2.3. Let M be a module 1. If cdimM exists and is finite, then M admits finite indecomposable direct sum decompositions.
2. If cdimM = 1 then M is indecomposable.
We now reduce the proof of (2.2) to the proof of a series of lemmas. Given an ideal I, a module M and a submodule N of M , we will say that N is I-pure in M (N ≤ I M ) if the equality
holds. If further, N is I-pure in M for every ideal I, we will say that N is pure in M . Direct summands are examples of pure submodules.
Lemma 2.4. Let I be an ideal. Let M and N be modules. If N ≤ I M , then
Γ I (N ) is a complete subgraph of Γ I (M ).
Proof. Suppose that M ∈ D(I). From the fact that IM ⊆ ann I M it follows that IN ⊆ ann I N . Now, ann * I N = ann * I M ∩ N , and since M ∈ D(I), this is equal to IM ∩ N . This in turn is equal to IN since N ≤ I M . It follows that IN = ann I N = ann * I N . We conclude that N ∈ D(I). Now, from the fact that N ≤ I M it easily follows that N \ IN ⊆ M \ IM . It follows that |Γ I (N )| ⊆ |Γ I (M )|. It is immediate that the relation of adjacency in Γ I (N ) is the restriction of the relation of adjacency in Γ I (M ). We conclude that Γ I (N ) is a complete subgraph of Γ I (M ).
It follows in particular, from (2.4) that the domain of decomposition, D(I), of any ideal I, is closed under the operation of taking direct summands, and that for any ideal I and module M , the I-graph of cyclic modules, Γ I (N ), of any direct summand N of M , is a complete subgraph of the I-graph of cyclic modules, Γ I (M ), of M . Lemma 2.5. Let M be a module. Let M = A ⊕ B be a direct sum decomposition of M . Let I ∈ D −1 (M ) and Rx be a vertex of Γ I (M ). If there exists a vertex, Ra, of Γ I (A) such that Rx and Ra are adjacent in Γ I (M ), then x ∈ A ⊕ IB.
Proof. Suppose Rx and Ra are adjacent in Γ I (M ). Then there exist r, r ′ ∈ I \ {0} such that rx = r ′ a. If we let x = α + β with α ∈ A and β ∈ B, then rx = rα + rβ = r ′ a. It follows that rβ = r ′ a − rα, from which it follows that rβ ∈ A ∩ B = {0}. Thus β ∈ ann * I M . It follows that β ∈ IB. This concludes the proof.
.., Rx n is a path in Γ I (M ) such that x 1 ∈ A, then there exists a path Ra 1 , ..., Ra n in Γ I (A) such that x 1 = a 1 and such that Ix i = Ia i for all 1 ≤ i ≤ n.
Proof. We do induction on n. The case in which n = 1 is trivial. Suppose now that the result is true for n. Let Rx 1 , ..., Rx n+1 be a path in Γ I (M ) such that x 1 ∈ A. By induction hypothesis there exists a path Ra 1 , ..., Ra n in Γ I (A) such that a 1 = x 1 and such that Ix i = Ia i for all 1 ≤ i ≤ n. From the fact that Ia n = Ix n together with the fact that Rx n and Rx n+1 are adjacent in Γ I (M ) it follows that Ra n and Rx n+1 are adjacent in Γ I (M ). It follows, from (2.5), that x n+1 ∈ A ⊕ IB. Thus, if x n+1 = α + β with α ∈ A and β ∈ B, then β ∈ IB = ann * I B, from which it follows that Ix n+1 = I(α + β) = Iα. From this it follows that if we make a n+1 = α, then Ia n+1 = Ix n+1 and Ra n and Ra n+1 are adjacent in Γ I (M ). This concludes the proof. Proof. Suppose Rx and Ra are in the same connected component of Γ I (M ). Then there exists a path Rx 1 , ..., Rx n such that x 1 = a and such that x n = x. From (2.6) it follows that there exists a path Ra 1 , ..., Ra n in Γ I (A) such that a 1 = a and such that Ix i = Ia i for all 1 ≤ i ≤ n. In particular Ix n = Ia n . From this and from (2.5) it follows that x ∈ A ⊕ IB. This concludes the proof. Proof. Suppose Ra and Rb are in the same connected component of Γ I (M ). Then there exists a path Rx 1 , ..., Rx n in Γ I (M ) such that x 1 = a and such that x n = b. From (2.6) it follows that there exists a path Ra 1 , ..., Ra n in Γ I (A) such that a 1 = x 1 = a and such that Ia i = Ix i for every 1 ≤ i ≤ n. In particular Ia n = Ib. Thus the path Ra 1 , ..., Ra n−1 , Rb is a path in Γ I (A) between Ra and Rb. We conclude that Ra and Rb are in the same connected component of Γ I (A). This concludes the proof.
Proof. Suppose that I ∈ D −1 (M ) and that Γ I (M ) is connected. Let M = A ⊕ B be a direct sum decomposition of M . Suppose A = {0}. Then, since IA is superfluous in A and thus it is superfluous in M , it follows that |Γ I (A)| = ∅. Let x ∈ M \ IM . From the fact that Γ I (M ) is connected and from the fact that |Γ I (A)| = ∅ it follows , from (2.7), that x ∈ A ⊕ IB. It follows that B = IB. From this and from the fact that I 2 B = {0} we conclude that B = {0}. This concludes the proof.
Proof of 2.2 Suppose cdimM exists and is finite. Let I ∈ D −1 (M ) such that cdim I M is finite. We do induction on cdim I M . The base of the indction is (2.9). Suppose the result is true for n. Suppose now that cdim I M = n+1. Let M = α∈A M α be a direct sum decomposition of M such that M α = {0} for every α ∈ A. Let α 0 ∈ A. By (2.8) every connected component of both Γ I (A) and of
From the induction hypothesis it follows that |A \ {α 0 }| ≤ n, that is |A| ≤ n + 1. This concludes the proof.
Thus the I-combinatorial dimension, cdim I M , of a module M with respect to an ideal I ∈ D −1 (M ), when finite, is an upper bound for the Krull-Schmidt length, KSℓ(M ), of M . We now improve this bound in the case where the I-graph of cyclic modules, Γ I (M ), of M satisfies certain conditions. Given an ideal I, a module M , and x ∈ M \ IM , we will denote the connected component of Rx in Γ I (M ) by C I x . We will say that a subset Σ of M \ IM is fundamental with respect to I if Σ generates M and if the inequality
holds for every x ∈ Σ. We will denote by F(I) the fundamental domain of decomposition of I, that is, F(I) will denote the class of all modules M ∈ D(I) such that M has fundamental subsets with respect to I. Further, we will denote by F −1 (M ) the fundamental codomain of decomposition of M , that is, F −1 (M ) will denote the set of all ideals I such that M ∈ F(I). The following lemma says that the set of connected components generated by cyclic modules generated by elements of a fundamental subset Σ of a module M wih respect to an ideal I, does not depend on Σ. Thus, given an ideal I and a module M , we define the I-fundamental combinatorial dimension of M (f cdim I M ) as the cardinality of the set of connected components of Γ I (M ) generated by cyclic modules generated by any fundamental subset of M with respect to I. If F −1 (M ) = ∅, we define the fundamental combinatorial dimension of M (f cdimM ) as the minimum of I-fundamental combinatorial dimensions of M , with I ∈ F −1 (M ).
Theorem 2.11. Let I be an ideal. Let M be a module. If f cdim I M exists and is finite then
Proof. Let Σ be a fundamental subset of M with respect to I. Let C 1 , ..., C n be the connected components of Γ I (M ) defined by elements of Σ. Let M = α∈A M α be a direct sum decomposition of M such that M α = {0} for every α ∈ A. It is easily seen that the sum of all vertices of all graphs Γ I (M α ), α ∈ A, is equal to M . From this it follows that there exist α 1 , ..., α n ∈ A, not necessarely different, such that
From the fact that the left hand side of this identity is equal to M it follows that |A| ≤ n. We conclude that KSℓ(M ) ≤ f cdim I M . The right hand side of this last inequality is clearly less than or equal to cdim I M . This concludes the proof. 
Indecomposability on trivial extensions
Given a field k and a k-vector space V , the trivial extension of k by V , k ⋉V , is defined as follows: As a k-vector space, k ⋉V will be equal to k ⊕V . Given
It is easily seen that with this structure k ⋉ V is a unital commutative k-algebra with (1 k , 0) as 1. This is a special case of a much more general construction (see [12] , [16] ). In this section we apply results obtained in section 2 to the study of the problem of existence of indecomposable modules of given Goldie dimensions on algebras of the form k ⋉V , where V is a finite dimensional k-vector space.
Observe that given a field k and a k-vector space V , the dimension of k ⋉ V as a k-vector space is dim k V + 1, and that the group of units,
It follows that k ⋉ V is a local ring, with Jacobson radical J(k ⋉ V ) equal to {0} × V . Thus, up to isomorphisms, the module
is the only simple k ⋉ V -module and a k ⋉ V -module M is simple if and only
for every module M with finite Goldie dimension. The following will be the main result of this section.
Theorem 3.1. Let k be a field. Let V be a finite dimensional k-vector space.
1. If k has characteristic = 2, then there exist indecomposable k ⋉ Vmodules with Goldie dimension m for every m such that
2. If k has characteristic 2, then there exist indecomposable k⋉V -modules with Goldie dimension m for every m such that
We now reduce the proof of (3.1) to the proof of a series of lemmas. Given an ideal I and a module M we will write, in the next lemma and in the rest of this section, I * M for the set a∈M Ia.
Lemma 3.2. Let I be an ideal
2. Let M be a module. Let N be a submodule of M . Suppose
Proof. Let {M α : α ∈ A} be a collection of modules such that M α ∈ D(I) for every α ∈ A. Since I 2 M α = {0} for every α ∈ A, we have that
Thus, given an ideal I, the domain of decomposition, D(I), of I, is closed under direct sums, under quotients satisfying condition 2 of (3.2), and by (2.4), under I-pure submodules. It follows that if R is in the domain of decomposition of I, then every module that can be expressed as a quotient satisfying condition 2 of (3.2) of some I-pure submodule of a free module, is also in the domain of decomposition of I. In particular, in this case, I is a decomposition ideal of P for every projective module P . The following lemma establishes, in the case where the base ring R is local, a criterion under which J(R) is a decomposition ideal of R.
. From this it easily follows that ann * J(R) R ⊆ J(R). Thus, if we suppose that J(R) 2 = {0}, then clearly J(R) ∈ D −1 (R). This concludes the proof.
Given a k-vector space V , it is immediate that
2 ) is a decomposition ideal of F 2 ⋉ F 2 2 and of (F 2 ⋉ F 2 2 ) 2 . Now, it is easily seen that while
2 ) has only one vertex, the graph
has three connected components. Thus, while cdimF 2 ⋉F 2 2 = 1, we have that cdim(F 2 ⋉ F 2 2 ) 2 = 3. We conclude that the function cdim that associates to each module M such that D −1 (M ) = ∅, its combinatorial dimension cdimM , need not, in general, be additive.
Proof of 3.1 Throughout the proof we will write n instead of dim k V and we will identify each finite dimensional k-vector space W with
From the the correspondence theorem it follows that k ⋉ V / {0} ⊕ W is a local module with Goldie dimension m. Thus there exist indecomposable k ⋉ V -modules with Goldie dimension m for every m ≤ n. Now, suppose W is a k-vector space such that n ≤ dim k W . Let i be such that 1 ≤ i ≤ n − 1. We will denote by W (i) the subspace of W ⊕ V generated by all vectors of the form:
with v ∈ k n−i , and where 0 m denotes the 0 vector in k m for any m.
For each i such that 1 ≤ i ≤ n − 1 we will denote by M i the module
From this it follows that if k has characteristic = 2, or if k has characteristic 2 and i > ⌊n/2⌋, the following equality
holds. From this, from (3.2) and (3.3) and from the identities
it follows that, in the cases mentioned,
Then M i and the submodule
have identical presentations and are thus isomorphic. We identify M i with this module. Now, if we identify cyclic submodules of M i having the same socle, then the set of cyclic submodules of M i generated by elements
tively. Now, the existence of non-zero elements in
is equivalent to the existence of non-trivial solutions in k to the systems of homogenious linear equations
respectively. All three linear systems are easily seen to have non-trivial solutions over k. It follows that Γ Soc(k⋉V ) (M i ) is a complete graph for all i considered. We conclude that there exist indecomposable k ⋉ V -modules of Goldie dimension m for all m such that n ≤ m ≤ 2n − 1 in the case in which k has characteristic = 2, and for all m such that n + ⌊n/2⌋ < m ≤ 2n − 1 in the case in which k has characteristic equal to 2. Now, for each i such that 1 ≤ i ≤ n − 1, let M n−1,i denote the module
Again, in this case, if k has characteristic = 2, or k has characteristic 2 and ⌊n/2⌋ < i, we have
from which it follows again that M n−1,i ∈ D(Soc(k ⋉ V )) in the cases considered. It follows also that the cannonical projection of
We identify M n−1 with the image of M n−1 under this projection. Thus M n−1 can be considered as a k ⋉ V -pure submodule of M n−1,i , and by (2.4), under this identification,
be such that ann k⋉V α n−1,i = {0} and such that
for all j = 0, 1, then M n−1,i and the submodule
have identical presentations, and thus are isomorphic. We identify M n−1,i with this module. Now, again, identifying cyclic submodules of M n−1,i with the same socle, cyclic modules generated by elements of with α n−1,i taken two at the time, that is, after identifying vertices with the same socle, the vertex set of Γ Soc(k⋉V ) (M n−1,i ) is the vertex set of Γ Soc(k⋉V ) (M n−1 ), together with (k ⋉ V )α n−1,i and all cyclic modules generated by sums of α n−1,i and generators of vertices of Γ Soc(k⋉V ) (M n−1 ). Now, the existence of non-zero elements in
and in
is equivalent to the existence, in k, of non-trivial solutions to the systems of homogenious linear equations
respectively. It is easily seen that these two systems admit non-trivial solutions. It follows that (k⋉V )α
. From this and from the fact that the graph Γ Soc(k⋉V ) (M n−1 ) is connected it follows that Γ Soc(k⋉V ) (M n−1,i ) has at most three connected components, namely, the connected component generated by (k ⋉ V )α n−1 0 , and possibly the connected component generated by (k ⋉ V )α n−1 0 + α n−1,i and the connected component generated by
Thus, since all vertices in the connected component generated by (k ⋉ V )α n−1 0 + α n−1,i have the same socle, and all vertices in the connected component generated by (k ⋉ V )α n−1 0 + α n−1 1 + α n−1,i have the same socle, the submodule of M n−1,i generated by these two components has Goldie dimension at most 2n. It follows that if i > 1, that is, if GdimM n−1,i > 2n, then the set α n−1 0 , α n−1,i is fundamental in M n−1,i with respect to Soc(k ⋉ V ). It follows that in this case f cdimM n−1,i = 1. From this and from (2.13) we conclude that there exist indecomposable k ⋉ V -modules of Goldie dimension m for all m such that 2n < m ≤ 3n − 2 when k has characteristic = 2, and for all m such that 2n + ⌊n/2⌋ − 1 < m ≤ 3n − 2 when k has characteristic 2 and n > 2. Now, the existence of non-zero elements in
+ α n−1,i is equivalent to the existence of non-trivial solutions, in k, to the system of homogenious linear equations
which in the case where i = 1, has non-trivial solutions. It follows that, in this case, the graph Γ Soc(k⋉V ) (M n−1,1 ) has at most two connected components, namely, the connected component generated by
, which in this case contains the vertex (k ⋉ V )α , α n−1,1 is fundamental in M n−1,1 , with respect to Soc(k ⋉ V ), from which we conclude that again f cdimM n−1,1 = 1. From this and from (2.13) we conclude that in the case where k has characteristic = 2 there exist indecomposable k ⋉ V -modules of Goldie dimension 2n. This conlcudes the proof The author does not know if there exist indecomposable k ⋉ V -modules with Goldie dimension in the intervals
There are cases in which there exist indecomposable k ⋉ V -modules with Goldie dimesion ≥ 3dim k V − 2, nevertheless, the author does not know exactly when this happens. In the next section we formulate a few conjectures in this direction.
Indecomposability in larger dimensions
In this section we generalize the constructions performed in the course of the proof of (3.1). We present two related conjectures and we prove that these conjectures imply a generalized version of (3.1). We generalize the construction performed in the course of the proof of (3.1) as follows:
Let k be a field and V be a finite dimensional k-vector space. We will say that a, possibly empty, finite sequence of non-negative integers, s = {i 1 , .
2. Suppose the module M s has been defined. Let i m+1 be such that the sequence s ∪ {i m+1 } is admissible. We set
Observe that for every 1 ≤ i ≤ dim k V − 1, M {i} is equal to M i and M {dim k V −1,i} is equal to M n−1,i as they were defined in the course of the proof of (3.1). Doing induction on the length m of the admissible sequence s = {i 1 , ..., i m } it is easily seen that
Observe that from 1 the identity
follows. Observe also that from 2, together with (3.2) and (3.3) it follows that
for every admissible sequence s.
Given a, not necessarely finite, sequence s, with at least m terms, and n ≤ m, we denote by s n the n-th truncation of s. It follows, again, from 2 above, that for every admissible sequence s of length m, and for every n ≤ m, the module M sn can be identified, up to isomorphisms, with a Soc(k ⋉ V )-pure submodule of M s . We assume always that this identification has been performed.
Now
as follows:
1. We make Σ ∅ to be {α ∅ }.
2. Suppose the set Σ s has been defined. Let i m+1 be such that the sequence s ∪ {i m+1 } is admissible. We make Σ s∪{i m+1 } to be the set
It is easily seen that both the module M s defined above and the submodule
, generated by Σ s have identical presentations, and thus are isomorphic. Observe that the set Σ s associated to the sequence s = {i} is equal to the set of generators of M i defined in the course of the proof of (3.1), and that the set Σ s associated to the sequence s = {n − 1, i} is equal to the set of generators of M n−1,i defined in the course of the proof of (3.1). The vertex set Γ Soc(k⋉V ) (M s ) of the Soc(k ⋉ V )-graph of cyclic modules, Γ Soc(k⋉V ) (M s ), of M s , is equal to the set,Σ s , of sums of different elements of Σ s . This observation, together with the recursive construction of the sets Σ s yields, after the computation of all systems of linear equations of the form
with a, b ∈Σ s , a recursive description of the Soc(k ⋉ V )-graph of cyclic modules of M s . Given an infinite sequence s, we say that s is admissible if all its truncations are admissible. We conjecture the following.
Conjecture 4.1. Let k be a field. Let V be a finite dimensional k-vector space. If dim k V is sufficiently large, then there exist, an integer κ V , an infinite admissible sequence s, and an infinite subsequence t of s such that cdimM tm ≤ κ V for every m.
Conjecture 4.2. Let k be a field. Let V be a finite dimensional k-vector space. If dim k V is sufficently large, then there exist, an integer φ V , an infinite admissible sequence s, and an infinite subsequence t of s such that M tm ∈ F(Soc(k ⋉ V )) and such that f cdimM tm ≤ φ V for every m. there exists 1 ≤ j ≤ r such that GdimM j ≥ n. Thus M j is a k ⋉ Vindecomposable module of Goldie dimension ≥ n. The proof that conjecture 4.2 implies the claim is analogous. This concludes the proof.
Categorification
In this section we present a functorial reformulation of the concept of graph of cyclic modules. We do this by defining families of concrete functors between suitable concrete categories in such a way that these constructions generalize the constructions made in section 2. We begin by setting our source and target categories. We define the category C as follows:
1. The class of objects Ob C of C will be the class of all triples (M, Σ, Σ ′ )
where M is a module, Σ is a subset of M \ {0} and Σ ′ is a subset of Σ.
2. Given two objects (M, Σ, Σ ′ ) and (N, Λ, Λ ′ ) in C, the set of C-morphisms
We make C into a concrete category over R-Mod with the obvious choice of forgetful functor. The category C will be the source category of our construction. Now, denote by G the category whose objects are graphs, with exactly one loop on each vertex, and their morphisms. We define the category G as follows:
1. The class of objects Ob G of G will be the class of all pairs (Γ, ∆), where Γ is an object in G, and ∆ is a subset of the vertex set, |Γ| of Γ.
Given two objects (Γ, ∆) and (Γ
We make G into a concrete category over G with the obvious choice of forgetful functor. The category G will be the target of our construction. Now, given an ideal I, we define the functor Γ I : C → G as follows:
1. Let (M, Σ, Σ ′ ) be an object in C. We make Γ I (M, Σ, Σ ′ ) to be equal to (Γ I (M, Σ), a∈Σ ′ C I a ).
2. Given two objects (M, Σ, Σ ′ ) and (N, Λ, Λ ′ ) in C and a C-morphism f ∈ Hom C ((M, Σ, Σ ′ ), (N, Λ, Λ ′ )), we make
to be such that Γ I (f )(Ra) = Rf (a) for all a ∈ Σ, and we extend Γ I (f ) to a morphism in G Observe that Γ I thus defined is a well defined concrete functor between concrete categories C and G. Observe also that the image of a triple of the form (M, Σ, ∅) under Γ I can be naturally identified with the I-graph of cyclic modules, Γ I (M, Σ), of Σ, in M , studied in sections 2 and 3. We thus regard the collection of all functors Γ I as a categorification of the concept of graph of cyclic modules. We now proceed to the study of categories C and G. The following proposition says that C is a concretely complete category admitting concrete coproducts and concrete direct limits.
Lemma 5.1. C is a concretely complete category. Further, C admits concrete coproducts and concrete direct limits.
Proof. We prove first that C is concretely complete. We prove that C admits concrete products over R-Mod. Let {(M α , Σ α , Σ ′ α ) : α ∈ A} be a collection of objects in C. Let π α denote the cannonical projection of α∈A M α onto M α for each α ∈ A. We prove that the triple
together with projections π α , α ∈ A, is a product, in C, for the collection
Observe first that for each α ∈ A, projection π α is a morphism in C. Now, let (N, Λ, Λ ′ ) be an object in C and let, for each α ∈ A,
, be a morphism in C. There exists a unique morphism µ : N → α∈A M α , in R-Mod, such that µ α µ = π α for all α ∈ A. From this equations and from the fact that µ α (Λ) ⊆ Σ α and µ α (Λ ′ ) ⊆ Σ ′ α for all α ∈ A it follows that µ(Λ) ⊆ α∈A Σ α , and that µ(Λ ′ ) ⊆ α∈A Σ ′ α , that is, µ is a morphism in C. We conclude that C admits concrete products.
We now prove that C admits concrete equalizers. Let (M, Σ, Σ ′ ) and (N, Λ, Λ ′ ) be two objects in C, and let f, g : (M.Σ, Σ ′ ) → (N, Λ, Λ ′ ) be morphisms in C. The module K = ker(f − g), together with inclusion ι of K in M , is a coequalizer for the pair f, g in R-Mod. We prove that the triple
together with ι, is a coequalizer for the pair f, g in C. Observe first that ι is a morphism in C such that f ι = gι. Now, let (L, ∆, ∆ ′ ) be an object in C and µ : (L, ∆, ∆ ′ ) → (M, Σ, Σ ′ ) be a morphism in C such that f µ = gµ. Since K, together with ι, is an equalizer, in R-Mod, of the pair f, g, there exists a unique morphism ν : L → K such that ιν = µ. From this equation, together with the fact that µ(∆) ⊆ Σ and µ(∆ ′ ) ⊆ Σ ′ , it follows that ν(∆) ⊆ K ∩ Σ and ν(∆ ′ ) ⊆ K ∩ Σ ′ , that is, ν is a morphism in C. We conclude that ν admits concrete equalizers. From this and from [1; 12.3] we conclude that C is concretely complete over R-Mod.
We now prove that the concrete category C admits concrete coproducts. Let {(M α , Σ α , Σ ′ α ) : α ∈ A} be a collection of objects in C. Let ι α denote the cannonical inclusion of M α into α∈A M α for each α ∈ A. We prove that the triple
together with inclusions ι α is a coproduct, in C, for the family of objects
Observe that ι α is a morphism in C for all α ∈ A. Now, let (N, Λ, Λ ′ ) be an object in C and
There exists a unique morphism, in R-Mod, ι : α∈A M α → N such that ιι α = µ α for all α ∈ A. It follows, form these equations, together with the fact that
We conclude that C admits concrete coproducts.
Finally, we prove that every direct system in C admits concrete direct limits in C. Let {(M α , Σ α , Σ ′ α ), ϕ α,β : α, β ∈ A} be a direct system in C. We prove that the triple
together with morphisms ϕ α,∞ is a direct limit, in C, for the direct system {(M α , Σ α , Σ ′ α ), ϕ α,β : α, β ∈ A}. Observe first that morphism ϕ α,∞ is a morphism in C for every α ∈ A. Now, let (N, Λ, Λ ′ ) be an object in C and µ α : (M α , Σ α , Σ ′ α ) → (N, Λ, Λ ′ ), α ∈ A, be morphisms in C such that µ α = µ β ϕ α,β for all α, β ∈ A such that α ≤ β. There exists a unique morphism µ : lim − → M α → N in R-Mod such that µϕ α,∞ = µ α for all α ∈ A. From these equations and from the fact that µ α (Σ α ) ⊆ Λ α and
We conclude that C admits concrete direct limits. This concludes the proof.
Given a nonempty collection of objects
the product and coproduct respectively, in C, of
Observe that in general, not every pair of morphisms in C admits concrete coequalizer in C. To see this observe that if k is a field of characteristic = 2, then {0} is coequalizer, in k-Mod, of the pair id k , −id k . Thus, in this case, the pair id k , −id k considered as endomorphisms of (k, k\{0} , ∅), in C, does not admit concrete coequalizer in C.
Lemma 5.2. G is concretely complete and concretely cocomplete.
Proof. We prove first that G is concretely complete. We prove that G admits concrete products. Let {(Γ α , ∆ α ) : α ∈ A} be a collection of objects in G. Denote by α∈A Γ α , the graph defined as follows:
It is easily seen that the graph α∈A Γ α , together with projections π α , α ∈ A, is a product, in G, for the family {Γ α : α ∈ A}. We prove that the pair
together with projections π α , α ∈ A, is a product, in G, for the family {(Γ α , ∆ α ) : α ∈ A}. Observe first that π α is a morphism in G for all α ∈ A. Now, let (Γ ′ , ∆ ′ ) be an object in G and let
Since α∈A Γ α is a product, in G, for the family {Γ α : α ∈ A}, there exists a unique morphism µ : Γ ′ → α∈A Γ α in G such that µ α = π α µ for all α ∈ A. From these equations and from the fact that
We conclude that G admits concrete products. We prove now that G admits concrete equalizers. Let (Γ, ∆) and (Γ ′ , ∆ ′ ) be two objects in G. Let f, g : (Γ, ∆) → (Γ ′ , ∆ ′ ) be two morphisms in G. Denote by Γ f,g the graph defined as follows:
Let a, b ∈ |Γ f,g |. Then a and b will be adjacent in Γ f,g if a and b are adjacent in Γ That is, Γ f,g is the subgraph of Γ generated by the equalizer, in the category of sets and functions, of the pair f, g. It is easily seen that Γ f,g , together with the cannonical inclusion, ι, of Γ f,g into Γ, is an equalizer, in G, of the pair f, g. We prove that the pair
together with the inclusion ι is an equalizer, in G, for the pair f, g. Observe first that ι is a morphism in G.
together with ι, is a coequalizer, in G, for the pair f, g, then there exists a unique morphism, ν :
is, ν is a morphism in G. We conclude that G admits concrete equalizers. By this and by [] we conclude that the category G is concretely complete.
We prove now that G is concretely cocomplete. We first prove that G admits concrete coproducts. Let {(Γ α , ∆ α ) : α ∈ A} be a collection of objects in G. Denote by α∈A Γ α the graph defined as follows:
2. Let a, b ∈ α∈A |Γ α |. Then a and b will be adjacent in α∈A Γ α if there exists α ∈ A such that a and b are adjacent in Γ α .
where the coproduct symbol on the right hand side of 1 is taken in the category of sets and functions. Thus, α∈A Γ α is defined by the disjoint union of vertex sets and adjacency relations of graphs in the collection {Γ α : α ∈ A}. Denote, for each α ∈ A, by ι α , the cannonical inclusion of Γ α into α∈A Γ α . It is easily seen that α∈A Γ α , togehter with cannonical inclusions ι α , α ∈ A, is a coproduct, in G, of the collection {Γ α : α ∈ A}. We prove that
together with morphisms ι α , α ∈ A, is a coproduct, in G, of the collection
be morphisms in G. Since α∈A Γ α , together with inclusions ι α , α ∈ A, is a coproduct, in G, for the family {(Γ α , ∆ α ) : α ∈ A}, then there exists a unique morphism ι :
It is easily seen, from these equations, that ι( α∈A ι α (∆ α )) ⊆ ∆ ′ , that is, ι is a morphism in G. We conclude that G admits concrete coproducts.
Finally, we prove that G admits concrete coequalizers. Again, let (Γ, ∆) and (Γ ′ , ∆ ′ ) be two objects in G and f, g : (Γ, ∆) → (Γ ′ , ∆ ′ ) be two morphisms in G. Denote by Γ f,g the graph defined as follows:
1. Γ f,g will be the set of equivalence classes of |Γ ′ | under the minimal equivalence relation identifying f (a) with g(a) for every a ∈ |Γ|.
That is, Γ f,g is defined as the graph cogenerated, in Γ ′ , by the equivalence relation defining the set Γ f,g . We will denote by π the cannonical projection of Γ ′ onto Γ f,g . π thus defined extends to a morphism in G from Γ ′ to Γ f,g such that πf = πg. It is easily seen the Γ f,g , together with projection π, is a coequalizer for the pair f, g in G. We will prove that the pair
together with projection π, is a coequalizer, in G, for the pair f, g. Observe first that clearly π is a morphism in G. Now, let (Γ ′′ , ∆ ′′ ) be an object in G and µ : (Γ ′ , ∆ ′ ) → (Γ ′′ , ∆ ′′ ) be morphism in G such that µf = µg. Since Γ f,g , together with projection π, is a coequalizer, in G, for the pair f, g, there exists a unique morphism ν : Γ f,g → Γ ′′ such that νπ = µ. It follows, from this equation, that ν(π(∆ ′ )) ⊆ µ(∆ ′′ ), that is, ν is a morphism in G.
We conclude that G admits concrete coequalizers. Again by [1; 12.3 ] the category G is concretely cocomplete. This concludes the proof.
Given a nonempty collection of objects {(Γ α , ∆ α ) : α ∈ A}, in G, we will denote by
the product and the coproduct respectively, in
Observe that it follows from (5.2) that in category G every direct system admits a direct limit. Given a direct system {(Γ α , ∆ α ), ϕ α,β : α, β ∈ A} in G, we will denote by
We now proceed to the study of functors of the form Γ I . The next proposition says that functors of this type preserve direct limits of direct systems in C. We first prove the following lemma. Recall first that the union, α∈A Γ α , of a collection of graphs {Γ α : α ∈ A} is defined as the followin graph:
2. Given a, b ∈ α∈A |Γ α |, a, b will be adjacent in α∈A Γ α if there exists α ∈ A such that a, b ∈ |Γ α | and a, b are adjacent in Γ α .
Observe that for each α ∈ A, the graph Γ α is contained, as a subgraph, in α∈A Γ α , and that α∈A Γ α is minimal with respect to this property.
Lemma 5.3. Let I be an ideal. Let M be a module. Let {M α : α ∈ A} be a collection of submodules of M . Let {Σ α : α ∈ A} be a collection of sets such that Σ α ⊆ M α \ {0} for all α ∈ A. If both sets {M α : α ∈ A} and {Σ α : α ∈ A} are directed with respect to the order given by inclusion in M , then
Proof. Let {M α : α ∈ A} be a collection of submodules of M and let {Σ α : α ∈ A} be a collection of sets such that Σ α ⊆ M α \ {0} for all α ∈ A. Suppose both sets {M α : α ∈ A} and {Σ α : α ∈ A} are directed. Clearly
Thus we only need to prove that the corresponding adjacency relations are equal. Now, since
It follows that Ra and Rb are adjacent vertices of α∈A Γ I (M α , Σ α ). We conclude that both graphs under consideration are equal. This concludes the proof.
, ϕ α,β : α, β ∈ A} be a direct system in C. We prove that
for every α, β ∈ A such that α ≤ β it follows that
for all α, β ∈ A such that α ≤ β. Now, let (Γ, ∆) be an object of G and µ α :
From the fact that the set of connected components of
, is equal to the set of connected components of α∈A Γ I (M α , Σ α ), generated by α∈A Γ I (ϕ α,∞ )(Σ ′ α ), from (5.3), and from the equation
It follows that
The right hand side of this equation is equal to
Thus, we define ν : lim
We make ν(Rϕ α,∞ (a)) to be equal to µ α (Ra) and we extend ν to a morphism in G. Clearly, ν thus defined, is a morphism in G, it satisfies the equations νΓ I (ϕ α,∞ ) = µ α , and ν is unique with respect to this property. This concludes the proof.
The next proposition says that functors Γ I preserve coproducts in C.
Proposition 5.5. Let I be an ideal. Let {(M α , Σ α , Σ ′ α ) : α ∈ A} be a nonempty collection of objects in C. Then
α ∈ A} be a non-empty collection of objects in C. By (5.1), the coproduct, in C,
together with cannonical morphisms ι α , α ∈ A. We prove that
together with morphisms Γ I (ι α ), α ∈ A is a coproduct, in G of the collection
with α ∈ A be morphisms in G. We define
as follows: Let a ∈ Σ α . We make ν(Rι α (a)) to be equal to µ α (Ra). Now, since the union α∈A ι α (Σ α ) is disjoint, this correspondence extends uniquely to a function
We extend ν to a morphism in G. Clearly ν, thus defined is a morphism in G, ν satisfies the equation νΓ I (ι α ) = µ α for all α ∈ A, and it is unique with respect to this property. This concludes the proof.
Note that, in general, functors of the form Γ I do not preserve direct products. This can easily be seen by the fact that while the graph
has only one vertex, the graph
has two vertices, namely, F 3 -spaces generated by (1, −1), and (1, 1) respectively.
Observe also that functors of the form Γ I need not, in general, preserve equalizers. To see this observe that while the equalizer of the pair of morphisms in C id
as endomorphisms of (F 3 , F 3 \ {0} , ∅), is equal to the triple ({0} , ∅, ∅), the pair of morphisms
Indecomposability in infinite dimensions
In this section we use results of section 5 to extend and generalize the constructions and results of section 4. Our main results provide, under certain conditions, criteria for the existence of indecomposable modules of arbitrarily large and infinite "rank". We begin by precising on the notion of rank of a module. Given a class of modules Ω, we will say that a function ρ : Ω → N ∪ {∞} is a rank funcion if
Where we use the convention that a + ∞ = ∞ + a = ∞ for all a ∈ N ∪ {∞}. Given a module M ∈ Ω we will call the number ρ(M ), the rank of M . We regard rank functions as measures of complexity on their domains of definition. More precisely, we regard the rank, ρ(M ), of a module M , with respect to a rank function ρ, as the number of dimensions of complexity of M , with respect to ρ. Functions Gdim, dGdim, and ℓ, associating to each module M its Goldie dimension, GdimM , its dual Goldie dimension, dGdim, and its length, ℓ(M ), respectively, are all rank functions with domain R-Mod. Further, functions Kdim and dKdim associating to each module M with Krull dimension, its Krull dimension, KdimM , and its dual Krull dimension, dKdimM , when these ordinals are finite, and ∞, when they are not, respectively, are both rank functions with domain equal to the class of all modules with Krull dimension. We now set conditions on which we can guarantee the existence of indecomposable modules of arbitrarily large and infinite rank.
Given a direct system {M α , ϕ α,β : α, β ∈ A} in R-Mod, we will say that {M α , ϕ α,β : α ∈ A} is countable if the set A is countable. Further, we will say that a class of modules Ω is complete, if Ω is closed under finite direct sums, direct summands, and direct limits of countable direct systems. RMod and the class of all modules with Krull dimension are both examples of complete classes. It is easily seen that given a class of modules Ω, the class of all complete classes of modules containing Ω, is closed under intersections. Thus, we can define the complete clousure,Ω, of Ω, as the intersection of all complete classes of modules containing Ω.Ω thus defined, is complete, and is the minimal complete class containing Ω. The class of all countably generated modules is a complete class, and further, it is equal toΩ, where Ω is the class of all finitely generated modules. Now, given an ideal I, and two modules M and N , we will say that a morphism f : M → N is I-pure if f (M ) ≤ I N . Further, we will say that a direct system {M α , ϕ α,β : α ∈ A} in R-Mod is I-pure if ϕ α,β is an I-pure monomorphism for all α, β ∈ A such that α ≤ β. The following is an example of a countable I-pure direct system: Let M 1 ≤ M 2 ≤ ... be a chain of modules such that, for each n ≥ 1, M n ≤ I M n+1 . Let, for each n, m such that n ≤ m, ϕ n,m , denote the inclusion of M n in M m . Then, in this case, the system {M n , ϕ n,m : n, m ≥ 1} is a countable I-pure direct system. Recall that in section 4, for every field k, for every finite dimensional k-vector space V , and for any infinite admissible sequence s, a chain of k ⋉ V -modules, M s 1 ≤ M s 2 ≤ ... was defined. Recall also that, under these conditions, M sn is always a Soc(k ⋉ V )-pure submodule of M s n+1 for all n ≥ 1. Thus, in this case, for every infinite subsequence t of s, the direct system {M tn , ϕ n,m : n, m ≥ 1} is a countable Soc(k ⋉ V )-pure direct system.
The following is the main result of this section. In it we provide criteria for the existence of indecomposable modules of arbitrarily large and infinite rank with respect to rank functions defined on complete classes of modules.
Theorem 6.1. Let Ω be a class of modules and ρ a rank function with domain Ω. Suppose Ω is complete. If there exist, an ideal I and an I-pure countable direct system {M α , ϕ α,β : α, β ∈ A} in R-Mod such that
2. There exists a sequence
for all i ≥ 1.
3. There exists κ ∈ N such that cdim I M α ≤ κ for all but finetly many α ∈ A.
Then the following can be concluded
Observe that direct systems defined in section 4 and in the remarks preceeding (6.1) satisfy condition 1 of (6.6). Moreover, if we assume that infinite sequences s and t satisfy conjecture 4.2 with respect to finite dimensional k-vector space V and integer φ V , then the system {M tn , ϕ n,m : n, m ≥ 1} satisfies conditions 2 and 3 of (6.7). We do not assume however the system {M tn , ϕ n,m : n, m ≥ 1} to satisfy conditions 2 and 3 of (6.6) with respect to any collection {Σ tn : n ≥ 1}. We conjecture the following.
Conjecture 6.8. Let k be a field. Let V be a finite dimensional k-vector space. If dim k V is sufficently large, then there exists an integer φ V , an infinite admissible sequence s, an infinite subsequence t of s and a sequence of sets {Σ tn : n ≥ 1} such that
2. f cdimM tn ≤ φ V for all n 3. The system {M tn , ϕ n,m : n, m ≥ 1} satisfies conditions 2 and 3 of (6.6) with respect to collection {Σ tn : n ≥ 1}
Observe that (6.7), together with a positive answer to (6.8), implies, for finite dimensional k-vector space V with dim k V is sufficently large, the existence of indecomposable k ⋉ V -modules of arbitrarily large and infinite Goldie dimension.
Two final computations
In this final section we present two approximation results on the computation of graphs of cyclic modules. The results presented in this section can be regarded as being of the same type as ( 
together with the computation of their union. Moreover, (5.4) and (5.5) say that if an object (M, Σ, Σ ′ ) in C can be approximated as the direct limit of a direct system {(M α , Σ α , Σ ′ α ), ϕ α,β : α, β ∈ A} in C, or as the coproduct of the non-empty collection {(M α , Σ α , Σ ′ α ) : α ∈ A} of objects in C respectively, then the computation of the I-graph of cyclic modules, Γ I (M, Σ, Σ ′ ) of (M, Σ, Σ ′ ) with respect to any ideal I, can be reduced to the computation of each of the I-graphs of cyclic modules Γ I (M α , Σ α , Σ ′ α ), together with the computation of their direct limit in the first case and together with the computation of their coproduct in the second case. Observe that the first of these two cases implies that the computation of the I-graph of cyclic modules, Γ I (M, Σ, Σ ′ ), of any object (M, Σ, Σ ′ ) can be reduced to the computation of I-graphs of cyclic modules of objects of the form (M α , Σ α , Σ ′ α ), where M α is finitely generated and Σ α and Σ ′ α are finite for all α ∈ A.
We regard the following lemma as a version of (5.3) or (5.4) in which approximations are performed on ideals rather than on objects in C.
Lemma 7.1. Let (M, Σ, Σ ′ ) be an object in C. Let {I α : α ∈ A} be a collection of ideals. If the set {I α : α ∈ A} is directed with respect to the order given by inclusion, then
Proof. Let {I α : α ∈ A} be a collection of ideals, directed with respect to the order given by inclusion. In this case the equality Observe that, as in (5.4), (7.1) implies that, the computation of the I-graph of cyclic modules, Γ I (M, Σ, Σ ′ ), of any object (M, Σ, Σ ′ ) in C, with respect to any ideal I, can be reduced to the computation of graphs of cycluc modules of the form Γ Iα (M, Σ, Σ ′ ), α ∈ A, where I α is a finitely generated ideal contained in I for every α ∈ A, together with the computation of their union.
The next lemma can be regarded as a version, in the case where the base ring R is a commutative domain and the module M is torsion free, of (7.1), in which approximations are performed by products and intersections of finite collections of ideals with no assumptions on their order structure rather than by sums and unions of collections of ideals, directed with respect to inclusion. First recall that the intersection α∈A Γ α , of a family of graphs {Γ α : α ∈ A} is defined as follows:
1.
α∈A Γ α = α∈A |Γ α | 2. Given a, b ∈ α∈A |Γ α |, we say that a and b are adjacent in α∈A Γ α if a and b are adjacent in Γ α for all α ∈ A.
Observe that, for each α ∈ A, the graph α∈A Γ α is contained, as a subgraph, in Γ α , and that α∈A Γ α is maximal with respect to this property.
Lemma 7.2. Suppose the ring R is a commutative domain. Let (M, Σ, Σ ′ ) be an object in C. Let {I 1 , ..., I n } be a finite set of ideals. If M is torsion free, then
Proof. Suppose R is a commutative domain. Suppose also that M is torsion-free. Again, it is easily seen that the identity
holds. Thus, again, we only need to prove that the corresponding adjacency relations are equal. Let a, b ∈ Σ. It is easily seen that if Ra and Rb are adjacent in Γ n i=1 I i (M, Σ, Σ ′ ), then Ra and Rb are adjacent in Γ n i=1 I i (M, Σ, Σ ′ ), and that if Ra and Rb are adjacent in Γ n i=1 I i (M, Σ, Σ ′ ), then Ra and Rb are adjacent in n i=1 Γ I i (M, Σ, Σ ′ ). Now, suppose Ra and Rb are adjacent in Γ I i (M, Σ, Σ ′ ) for all 1 ≤ i ≤ n. Let r i ∈ I i \ {0} be such that r i a = r i b for all 1 ≤ i ≤ n. Let r be equal to n i=1 r i . Then r ∈ n i=1 I i \ {0} and ra = rb. We conclude that Ra and Rb are adjacent in Γ n i=1 I i (M, Σ, Σ ′ ). This concludes the proof.
Thus, in the case where the base ring R is a commutative domain and the ideal I can be approximated as the intesection of a finite family of ideals {I 1 , ..., I n }, then the computation of the I-graph of cyclic modules, Γ I (M, Σ, Σ ′ ), of any object (M, Σ, Σ ′ ) in C such that M is torsion-free can be reduced to the computation of each of the graphs Γ I i (M, Σ, Σ ′ ), with 1 ≤ i ≤ n, together with the computation of their intersection. In particular, when the base ring R is a Lasker domain (e.g. R is noetherian), the computation of the I-graph of cyclic modules Γ I (M, Σ, Σ ′ ), of any object (M, Σ, Σ ′ ) such that M is torsion free, with respect to any ideal I, reduces to the computation of a finite number of graphs of cyclic modules of (M, Σ, Σ ′ ) with respect to primary ideals, together with the computation of their intersection.
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