ABSTRACT Molecular communication (MC) system is an emerging technology for nanoscale networks. Therefore, there is a requirement to develop a new end-to-end MC model, which may deliver new perceptions into the aspect of these nanoscale networks. This paper aims to implement the MC framework as an endto-end deep reinforcement learning (DRL) auto encoder (AE). The technique enables training of the MC system without any information about the actual channel (medium) model. For training the receiver and transmitter, the proposed techniques are supervised learning and DRL, respectively. The results show that the performance of the DRL autoencoder (AE) based system achieves nearly the same performance as the traditional modulation and demodulation methods in term of bit-error-rate (BER) under the Gaussian noise channel but with less complexity. The proposed technique can also be joint with the other coding methods to improve their performance.
a different environment. In this paper, we focus on further exploring the application of an autoencoder in the physical layer. Our main contribution is to identify a structure based on a Deep Reinforcement Learning (DRL) Auto Encoder that can jointly optimize the T x and R x design which has the next feature, the property of using supervised learning and DRL for training the receiver and the transmitter, respectively. Based on the performance evaluation and analysis, we conclude that the proposed technique achieves the same performance as the traditional molecular communication modeling.
Notations: the lower letters and bold upper letters indicate column vectors and matrices, respectively. The sets of real and complex numbers are described as R and C. The Jacobian and gradient operator w.r.t and the group of parameters θ are both indicated as ∇ θ ; (.) T is the transpose operator.
II. RELATED WORK
In previous studies, such as the MC, pheromone signaling, calcium signaling, microtubules, and the bacterium based communication have been proposed. Between these schemes, MC via diffusion is the most effective and energy efficient scheme [21] .
An autoencoder end-to-end communication-based system was developed by [22] and (MIMO) has been produced, both of which demonstrate the versatility of this technique [23] .
In [24] and [25] , the authors described the use of an autoencoder as an end-to-end system. It was proposed to interpret end-to-end communication systems as autoencoders, where T x , and R x are implemented as (DNNs). The main drawback of this is theoretically the need for a mathematical channel model to perform the training. This makes its application to real channels of practical interest challenging [26] . The first approach to avoid this problem consists of training the system using a medium model and at the same time, finetuning the receiver with measured data. A shortcoming of this approach is the sub-optimal training of the transmitter, which makes it not totally satisfactory [27] .
Moreover, other solutions studied by multiple authors consist of learning a differentiable channel computational model in the form of a (GAN), which can then be used for supervised autoencoder training. However, it still needs to be shown that this approach works for practical channels [28] . Lastly, the receiver is not actually trained and detects symbols through clustering. Another model-free approach is developed based on simultaneous perturbation methods. Much research has focused on the optimization [29] , [30] , although all of these methods do not necessitate any knowledge of the channel and can be directly performed with real hardware.
III. MOLECULAR COMMUNICATION SYSTEM MODEL
The essential components of an MC system are a transmitter, receiver, and channel. The transmitter is a point placed at a distance (d) from the midpoint of the receiver. It releases molecules that freely and individually diffuse from each other via Brownian motion. To be precise, the molecules randomly diffuse over the channel, and the gesture of a molecule is not dependent on the gesture of any additional molecules [31] .
For each information particle, the hitting ratio is stated as follows:
where r, D, and d indicate the radius of the receiver, the diffusion coefficient and the distance between T x and R x . The arrival of molecules is a binomial process in its nature. When considering a single emission of N Tx molecules at t = 0, N Rx 1 is expressed as a binomial random variable stated as follows:
where P 1 denotes the predictable amount of molecules absorbed by the receiver node through the initial symbol period, the binomial distribution with n success and the trail probability p is indicated by B (n; p). For a broad circumstance with several emissions in a period, the number of received molecules is affected by the existing and prior emissions. Hence, we get
where N Tx k indicates the number of emitted molecules in the k th symbol duration.
Due to the complexity of the binomial random variables, the computational model is mostly approached by the Gaussian model [32] given as follows:
The N Rx i values are used to evaluate the CDF F N Rx i (x) for the Gaussian model using the following equation:
where P(.) refers to the event probability. Fig.1 illustrates the CDF output of Gaussian model.
N Rx
i is influenced by the present time and the prior emissions which are being processed by the transmitted bit values with the continuous transmission of bits. In our study, for analysis of the error rate, we use the binary concentration shift keying (BCSK) modulation. In BCSK, bit-0 indicates no emission, and the demodulation is done through simple thresholding. The demodulation function δ (0) receives the input N Rx and the demodulated bits output according to the following equation:
where N Rx and Y i indicate the number of received molecules and the demodulated symbol in the i th symbol period, although ε indicates the threshold value for the demodulation.
The error probability of bit-1 for the Gaussian model, using BCSK for the modulation and thresholding with ε for the demodulation is as follows:
where (.) refers to the -function.
A. NOISE MODEL
Because of other nano-machines, background molecules and apart from a possible molecular reaction, the channel noise occurs. During demodulation, the gain and calculating consequence molecules could be observed as noises. Gain redundant molecules from other nano-devices called positive noise and the molecules which were collected by other nanodevices are called negative noise [33] . In our study, Additive White Gaussian Noise (AWGN) was used and stated as,
In MC, the noise proceeds as discrete values, though, for interpretation, its distribution function is estimated as (8) . Here, The noise power is described as the variation in the Gaussian distribution.
IV. PROPOSED TECHNIQUE A. END-TO-END DRL AUTO ENCODER BASED MC SYSTEM
The MC system transmission blocks include a transmitter T x , receiver R x and channel as a whole end-to-end DRL over the Gaussian noise model. We now describe in detail all the components of the transceiver as well as the propagation medium. The fully connected end-to-end DRL system is shown in Fig.2 .
An end-to-end MC system is comprised of two nodes whose purpose is to reliably exchange information through the medium. The medium operates as a stochastic model, in which output y and the order probability distribution requirements being met by its input x. The transmitter goal is to send the transmitter T x information (m) coming from a finite digital set {1, . . . , M }, while the goal of the receiver R x is to identify the referred information from the received signals.
Herein,T x and R x implemented as two distinct parametric functions which were cooperatively optimized to meet the application particular performance desires. T x is stated as f
where the number of medium uses is N, and the set of parameters is θ T . The receiver R x is applied as
P i = 1 where θ R is the group of factors and p is a probability vector through the messages. The aim of R x is to predict m given y by approximating the binomial distribution function. This is completed by learning the conditional log-like hood estimator [34] .
where L indicates the cross-entropy (CE) shown as
Which consider that the training examples are identically and independently distributed (i.i.d.), the size of the training set is S and training set m (i) is the i th training example, the per example loss indicated by l (i) and the received signal is Y (i) .
B. TRAINING PROCESS
In the Fully Connected (FC) training process, the sequence of training examples m
T , i = 1, 2, . . . .. have access to the transmitter and receiver due to pseudorandom number generators set with a similar order. The DRL autoencoder iteration (training techniques) is done through R x and T x . This process is to keep working until the stop measure is fulfilled.
The perception of this procedure is that, at every iteration, R x is enhanced for the fixed θ T , then the T x is enhanced for fixed θ R . The end-to-end MC system should enhance by iteratively doing this procedure.
The f
are differentiable parameters that are adapted over the SGD on the loss function. SGD is the most popular algorithm which is used to do this task [34] , which iteratively updates the factors as follows:
The learning rate is η > 0 and an estimation of the loss function gradient is∇ θL . Through the SGD, the (training dataset) is tested for each iteration to establish a mini-batch, and the gradient of L is estimated with this mini-batch. SGD is applied in both training techniques to adjust the parameters of the T x and R x .
C. TRAINING RECEIVER (R x )
Training R x is contacted to the information (m) referred for training. Fig.3 (A) describes the process of the receiver R x training step by step, and the block model of receiver R x is shown in Fig.3 (B) . The T x produces a minibatch of size (B R ) of m, which encodes the individual training information into the (N) channel and transfers the mini-batch through the channel. The complex matrix (X) is a (B R -by-N) matrix which comprise the individual sample of the mini-batch and the related composite information demonstration.
The R x achieves the new message (y) and produces for the individually training sample a binomial distribution through (M). Lastly, an optimization stage is accomplished by SGD (or a variation) on the (CE) loss function.
D. TRAINING TRANSMITTER (T x )
The transmitter T x goal is to produce a message that reduces a scalar loss provided by the receiver R x . This schema relates to a DRL technique. The (M) function is to the state space, and (C N ) is a function of the action space. Moreover, to enable exploration, a random zero-mean perturbation vector (W) is added to the output of the training transmitter (x), and the obtained random vector (X p ) follows the distribution (π ψ ) of the mean (f (T ) θ T ) which constitutes the stochastic DRL process. The parameter vector (ψ) contains (θ T ) as well as possible additional parameters specific to the distribution of the added perturbation vector, which is only significant at the time of training. The end-to-end performance is indicated by the Loss function (L) and is determined by the dynamics of the channel. (L) is recognized only over the received per example losses l eq (10) delivered by the R x through an extra trustworthy channel which is required by the procedure of the training. Training samples establishing a mini-batch (m T ) of size (B T ) are first encoded into the channel message (X) to which a perturbation (W) is added to make the perturbed channel message X p . The perturbed channel messages are directed through the channel, the receiver achieves the new perturbed (Y) and produces for each training example a probability distribution through (M). The per example losses (L∈ R B T ) are then calculated based on these distributions and the directed messages (m T ). Losses are then directed to the T x over a trustworthy channel, existing only in the training process. Lastly, SGD or a variant [35] is used to perform an optimization step, where the loss gradient is approximated by
The training process stops when no more progress is detected. Fig.4. (A) shows the flow chart of the T x training and Fig.4 (B) shows the DRL model of the T x training process.
E. TRANSMITTER T x AND RECEIVER R x MODEL SYSTEM
In our training technique, we perform f
, as DNNs. A feedforward DNN of K th layers is a parametric function f θ : R N 0 → R N K , which maps an input vector r 0 ∈ R N 0 to an output vector r K ∈ R N K through succeeding K layers.
Every layer calculates an intermediary result or activation vector.
where f θ k , k → R N K is the computation assembled by the K th layer, and θ k is the group of parameters for this layer. The combination of all the layers is the set of parameters of the all the DNN parameters θ = {θ 1 , . . . . . . , θ K }. The model of T x and R x can take several forms. However, in the context of MC, compound baseband messages are transferred through the MC medium (channel) and the T x must guarantee the control limitations. The last layer executes normalization, which guarantees that the average energy per message is one. The penultimate layer T x changes the real outputs of the prior layer into an N -dimensional compound-valued vector, and the T x model is clearly presented in Fig. 5 a. The receiver recreates the message directed by the T x from the received signal, and f (R) θ R makes a soft detection by producing a distribution probability p through M, thereafter, hard decoding is completed through selecting the message with a maximum probability. The R x initial layer changes the received N compoundvalued vector y into 2N real scalars, which are given to a sequence of layers that can be randomly selected.
latest layer is a soft max layer that performs a probability distribution P over M. Lastly, the message with the maximum probability is selected as a rebuilding of the directed message as in Fig.5b .
F. DEEP REINFORCEMENT LEARNING BASICS
An agent in a state is shown by s ∈ S, which proceeds the action a ∈ A due to policy π [36] . When compelling the action, the agent gets a per example loss l. DRL is used to enhance the mechanism of the agents that interconnect with an environment by taking actions to reduce the loss.
The predictable per-example loss given by a state and action is indicated by L(s, a) 
presumed to be hidden, and the role of the agent is to discover a policy that reduces the per-example loss. Through the agent's DRL autoencoder training, the policy π is classically selected to be stochastic, i.e.,π (. | s) is a probability distribution above the action space A uncertain of the state s. Using a stochastic policy, which allows an investigation of the agent's location, is essential in the DRL. Certainly, training in the DRL is like a try-and-fail procedure; the agent takes an action selected like its state, then recovers its policy as like to the loss acquired from the location. Using a stochastic policy, the agent goal is to reduce the loss J (s, π) defined as
Policy gradient techniques are utilized in our paper, in which the agent, which adjusts the parametric policy π ψ , ψ is a group of parameters. The agent adjusts the policy using the gradient descent on the loss J due to ψ, which involves approximating the gradient of J with respect to ψ:
where the second equality tracks from ∇ log (u) = ∇u u . 
V. NUMERICAL RESULTS & DISCUSSION

A. NUMERICAL RESULTS
In this section, we train the DRL autoencoder model illustrated above, and we discuss the error probability simply as BER. Moreover, we evaluate the BER performance over a range of SNRs and compare the performance of the MC system calculated from (7) with those derived from the DRL autoencoder. We used Matlab for the MC system performance that uses the BCSK modulation, and a simple threshold demodulation technique and these results are stated as the theoretical result.
In the DRL, the autoencoder evaluation is performed over a Gaussian channel. We design T x and R x as the feed-forward DNNs that leverage only the FC layer. The K th layer is described as
where W k ∈ R N k−1 × R N k is the weight matrix, b k ∈R N k is the NN bias vector and g: R → R is the activation function. The trainable parameters of the fully connected layer are
The activation function is generally selected to be nonlinear that is essential to achieve DNNs which can estimate an extensive variety of functions. The BER evolutions of the proposed technique during the initial five hundred training iterations are described in Fig.6 , normally over two hundred seeds. After approximately four hundred training iterations, no significant recital difference is observed. Also, we noticed that the convergence of the training is not very fast.
In Fig.7 training by epoch using DRL (five hundred Iteration) and crosee entropy are shown. Fig.8 displays the SNR vs. BER outcomes for both the theoretically and DRL autoencoder. For the initial results, we achieved the slightly same performance for both methods at the low SNR and better performance from the DRL autoencoder over 7dB. We are confident with the extra hyperparameter tuning and longer training times at each SNR level; we can similarly achieve the same performance as an analytical technique for lower SNR values.
B. DISCUSSION
We successfully optimized MC as an end-to-end system without any knowledge about the channel model by using the DRL autoencoder that is capable of combating the problem of a missing channel gradient. In our case, the channel and the receiver are considered as the environment while the transmitter is considered as an agent. The traditional MC system depends on models and theories from channel modeling to information theory. These traditional models have serious issues, mainly in increasing the MC complexity. Recently, the field of machine learning has revealed that DRL can accomplish effective performance for several tasks, for example, automatic speech recognition and image classification [37] . Besides, it can be applied in the real-world application such as games, manufacturing, and healthcare. Therefore, the benefit of our result is that using the DRL autoencoder has many advantages:
1) Using the DRL shows its ability to optimize the performance of MC systems as end-to-end by learning methods instead of using mathematical models.
2) The use of the DRL in the MC system makes the communication system faster for the reason that the DRL comprises numerous phases and some computing processes that work in parallel. These guarantee speed in computing, capacity and data rates.
3) The use of the DRL in an MC system accomplishes enhancements in the performance of the system because the DRL attempts to optimize the performance for the end-to-end system without knowledge of the MC channel that helps to detect the free space molecular signal. So, a joint scheme of DRL and MC would achieve a useful framework with the trade-off that optimizes BER performance or complexity.
VI. CONCLUSION
In this article, we used a system Intel R Xeon R Processor CPU E5-2678 v3 @2.50GHzx48, Os type 64-bit, Memory 62.8GiB for evaluating the efficiency of the DRL autoencoder to achieve joint optimization transceivers techniques to implement the MC systems. We designed the actual computational framework for the MC which relies on the ideal information of the complete channel model. Based on this, we have optimized the BCSK modulation and the threshold demodulation, to reduce the error rate (BER). By using known learning techniques and by training a DRL autoencoder, we have discovered that the proposed technique achieved the same performance as the theoretical result on low SNR and better performance on high SNR. In future works, it should be possible to use advanced reinforcement learning techniques with our introduced technique to extend a new level of intelligent and increase the speed of convergence.
