Abstract-5G is the upcoming evolution for the current cellular networks that aims at satisfying the future demand for data services. Heterogeneous cloud radio access networks (H-CRANs) are envisioned as a new trend of 5G that exploits the advantages of heterogeneous and cloud radio access networks to enhance spectral and energy efficiency. Remote radio heads (RRHs) are small cells utilized to provide high data rates for users with high quality of service (QoS) requirements, while high power macro base station (BS) is deployed for coverage maintenance and low QoS users service. Inter-tier interference between macro BSs and RRHs and energy efficiency are critical challenges that accompany resource allocation in H-CRANs. Therefore, we propose an efficient resource allocation scheme using online learning, which mitigates interference and maximizes energy efficiency while maintaining QoS requirements for all users. The resource allocation includes resource blocks (RBs) and power. The proposed scheme is implemented using two approaches: centralized, where the resource allocation is processed at a controller integrated with the baseband processing unit and decentralized, where macro BSs cooperate to achieve optimal resource allocation strategy. To foster the performance of such sophisticated scheme with a model free learning, we consider users' priority in RB allocation and compact state representation learning methodology to improve the speed of convergence and account for the curse of dimensionality during the learning process. The proposed scheme including both approaches is implemented using software defined radios testbed. The obtained results and simulation results confirm that the proposed resource allocation solution in H-CRANs increases the energy efficiency significantly and maintains users' QoS.
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INTRODUCTION
T HE wireless industry is witnessing an avalanche of mobile traffic fueled by the increasing interest in high data rate services such as video conferencing, online high definition video streaming, and the increasing popularity of handheld devices. 5G is envisioned as the potential solution to handle this extraordinary data rate demand [1] , [2] . Cloud radio access networks (CRANs) are recognized to reduce operating expenditures, manage inter-cell interference, and provide high data rates with considerable energy efficiency performance [3] , [4] , [5] . It consists of remote radio heads (RRHs), which act as relays that forwards the users (UEs) data to the centralized baseband unit (BBU) pool for processing through wired/wireless fronthaul links. However, the fronthaul links limited capacity and long delays are limiting factors that degrade the performance of CRANs [6] . The energy efficiency of CRANs has been studied in the literature while designing resource allocation schemes. The authors in [7] formulated joint RRH selection and power consumption minimization, subjected to user QoS requirements and RRH power budget, as a group sparse beamforming problem.
However, the proposed scheme ignored the fact that the fronthaul links have a limited capacity. The work in [8] aimed at optimizing the end-to-end TCP throughput performance of Mobile Cloud Computing (MCC) users in a CRAN network through topology configuration and rate allocation. One limitation of this work is that it did not constrain the capacity consumption of individual links. The authors in [9] minimized the total network power consumption in a CRAN subjected to users' QoS for both secure communication and efficient wireless power transfer, limited backhaul capacity, and power budget constraints. However, this proposal considers single tier network only.
Consequently, it is necessary to decouple data and control signals in order to alleviate the influence of fronthaul links on energy efficiency and dedicate RRHs to provide high data rates without considering control functions [10] . On the other hand, high power macro base stations (BSs) in heterogeneous networks support coverage and guarantee backward compatibility with traditional cellular networks since small cells focus only on boosting the data rate in special zones [11] , [12] , [13] . Despite the fact that heterogeneous networks are able to improve the coverage and the capacity, inter-tier interference and the cumulative power consumption of the small cells are critical challenges that must be considered [14] , [15] . The energy efficiency oriented resource allocation for heterogeneous networks attracts the researchers' attention in the literature. In [16] , distributed power allocation for multi-cell OFDMA networks taking both energy efficiency and intercell interference mitigation into account was investigated, where bi-objective problem was formulated and solved using multi-objective optimization. The power allocation, resource block (RB) allocation and relay selection were optimized in [17] with the goal of maximizing energy efficiency. An optimal power allocation algorithm using equivalent conversion is proposed in [18] to maximize energy efficiency under interference constraints. The authors in [19] explore a system framework of cooperative green heterogeneous networks for 5G wireless communication systems. A joint efficient resource allocation was proposed in [20] . To realize the 5G vision, Heterogeneous networks with massive densification of small cells and CRANs are combined in one network structure called heterogeneous cloud radio access networks (H-CRANs) to improve spectral efficiency, resource management, and energy efficiency [21] , [22] .
In this paper, we propose a green resource allocation scheme for the downlink of H-CRANs between RRHs and their associated UEs that aims at maximizing energy efficiency while satisfying the UE QoS requirements and mitigate the inter-tier interference. Allocation includes RB assignment and power allocation. The scheme is developed using centralized and decentralized enhanced online learning approaches. The centralized allocation is performed at a designated controller integrated with the BBU, thanks to the macro BS, which is interfaced to the BBU pool for coordinating the inter-tier interference and exchange resource allocation control signals. This alleviates the capacity and time delay constraints on the fronthaul and supports the burst traffic efficiently. The decentralized approach relies on macro BSs cooperation and local information analysis to let the macro BSs make decisions to reach the appropriate allocation. The proposed learning methodology functions in conjunction with an enhanced spectrum partitioning that classifies the available RBs according to the users traffic priority and location. For example, UEs with high QoS traffic and located at the cell edge consume RBs that belongs to RBs set that is dedicated for high priority users. Moreover, compact state representation and Q-value approximation are employed to handle the curse of dimensionality during the learning process due to the large state space. To the best of our knowledge, there is no solutions in the literature for resource allocation in H-CRANs with consideration of energy efficiency using machine learning techniques. One of the advantages of online learning is that it is model-free, which facilitates its usage in dynamic heterogeneous networks.
The key contributions of this paper are summarized as follows,
We develop an enhanced spectrum partitioning model that divides the available spectrum into two RBs sets, where each set is dedicated for certain group of users according to their location and QoS requirements. A centralized joint RBs and power allocation scheme for RRH and their associated UEs is proposed, which relies on a single controller integrated to the BBU. This controller acquires the state information and selects the most appropriate actions that enhance energy efficiency and guarantee QoS requirements for UEs from different tiers. To eliminate the single point of failure possibility and exploit the environment awareness capability of the macro BSs, we propose a decentralized resource allocation scheme, where the macro BSs utilize their local information and the BBU pool data to select the most appropriate resource allocation actions. The proposed online learning model incorporates compact state representation and Q-value approximation to handle the curse of dimensionality, and augment the algorithm convergence. We implement both resource allocation schemes using software defined radio testbed to demonstrate the schemes capability to perform efficient resource allocation in terms of energy efficiency, BS capacity and the encountered bit error rate (BER). The paper is organized as follows, the motivation for this paper is emphasized in Section 2 while Section 3 presents the system model and the problem formulation. The learning model for resource allocation is described in Section 4. The approximated learning based centralized approach is illustrated in Section 5 while Section 6 describes the decentralized multi-agent based resource allocation methodology. Testbed implementation setup along with the achieved results are presented in Section 7. Numerical results are presented in Section 8 and the paper concludes in Section 9.
MOTIVATION
H-CRANs aim at exploiting the advantages of both heterogeneous networks and CRANs and overcome their drawbacks. Comparing with CRANs and heterogeneous networks, H-CRANs have been shown to exhibit significant performance gains though advanced collaborative signal processing and radio resource allocation are still challenging. Inter-tier interference between the macro BSs and RRHs has a severe impact on energy efficiency. Unlike traditional CRANs, inter-tier interference should be controlled by an advanced processing technique and the interference to the macro UEs must be maintained at low levels with sophisticated power allocation techniques. The intra-tier interference between the RRHs is another factor to degrade energy efficiency in H-CRANs in addition to the inter-tier interference because of the fronthaul capacity constraints. In addition, the UEs usually prefer to associate with RRHs because lower transmission power is needed and more resources are allocated compared to association with macro BSs. This is reflected on energy efficiency of RRHs. Some advanced algorithms in heterogeneous networks, that consider cell association and fractional frequency reuse (FFR), have been proposed in [23] and [24] , respectively to mitigate inter-tier interference and improve spectral and energy efficiency. The EE-HCRAN in [24] aims to investigate the joint optimization problem with RB and power allocation in HCRANs under the constraint of the inter-tier interference and maintaining system capacity at certain level. The optimization problem is formulated as a non-convex problem with the goal to maximize energy efficiency. To deal with the non-convexity, an equivalent convex problem is created based on which an iterative algorithm is proposed to achieve optimal solution. In [25] , a power and sub-channel allocation problem for OFDM heterogeneous networks is investigated by considering all users' rate requirements and inter-cell interference, a non-convex problem is formulated for power saving purposes. An energy efficiency oriented power and beam-forming vector allocation problem of OFDMA heterogeneous network is proposed in [26] , where by decomposing main problem to multiple single constraint problems, a non-convex problem is solved. Authors in [27] proposed a joint optimization for RBs and power allocation subjected to interference constraints in H-CRANs. The work in [28] formulated a joint optimization problem of relay selection, power allocation and network selection to maximize the energy efficiency in H-CRANs. However, the proposed schemes are limited to the specified optimization model, which is not practical in such dynamic environment. Thus, inter-tier interference with QoS guarantee for each tier user, and resource allocation including RBs and power in an energy efficient fashion in H-CRANs is still a challenging problem that is not well explored.
SYSTEM MODEL AND PROBLEM FORMULATION
The architecture of the considered H-CRANs system is presented in Fig. 1 , in which a two-tier cellular network is shown, the macro tier and the small cells tier. The macro BSs denoted by u 2 U are underlaid with small cells (RRHs) denoted by s 2 S, and the BBU pool performs all baseband processing functionalities. The resource allocation process for RRHs is executed at the controller integrated with the BBU pool in the centralized approach and it is achieved through cooperation between macro BSs in the distributed approach. The inter-RRH interference between RRHs is jointly coordinated at the BBU pool. The network users in this model are classified into two categories: MUEs denoted by index m 2 M, which are the users associated with the macro BS, while RUEs with index n are the users associated with RRH. The backhaul interface is utilized to link the macro BSs with the BBU for control exchange. All the RRHs are connected to the BBU pool by the fronthaul links to facilitate data processing, transmissions, and cloud computing. The system RBs are denoted by k 2 K with total bandwidth B. To enhance the spectral efficiency and mitigate the inter-tier interference, the available spectrum is partitioned into two sets of RBs: the first set denoted by G 1 incorporates RBs dedicated to RUEs with high QoS requirements or located at their corresponding cell edge. The second set of RBs denoted by G 2 comprises RBs to be shared among RUEs with low QoS or located at the cell center and MUEs [29] . This specific partitioning improves the spectrum efficiency compared to the traditional schemes and avoids random exploration of machine learning in RBs allocation, which expedites the learning speed of convergence. The QoS requirement is defined as the minimum data rate of the RUEs. The sets N ¼ f1; 2; . . . :; Ng and q ¼ fN þ 1; . . . :N þ qg represent the users associated with RRH and occupying the sets G 1 and G 2 respectively. Let us assume that a k n is the RB allocation indicator, a k n ¼ 1, if the RB k is allocated to RUE n associated with RRH s and 0 otherwise. For an RUE n served by RRH s on RB k, the received signal can be written as
where P k s;n is the transmission power of RRH s allocated to RUE n on RB k, r k n is the transmitted information symbol for RUE n on RB k, N 0 is the noise power, and g k s;n ¼ H k s;n l s;n is the channel gain between RRH s and RUE n on RB k. Note that H k s;n and l s;n refer to the fast fading coefficient and the path loss between RRH s and RUE n respectively. The encountered interference denoted by I k n is calculated according to the category of the RUE n determined by the set of RBs it accesses. Therefore, I k n is calculated as follows:
where P k u;m is the transmission power of macro BS u allocated to MUE m on RB k, and g k u;m ¼ H k u;m l u;m is the channel gain between macro BS u and MUE m on RB k. Note that the index i represents the other RUEs served by other RRH r. The signal to interference and noise ratio (SINR) for nth RUE occupying kth RB is given by
Similarly, the received signal by an MUE m served by macro BS u is written as follows:
where r k m is the received information symbol and I k m is the encountered interference by the MUE m allocated to RB k and it is evaluated as follows: 
The SINR achieved by MUE m utilizing RB k and associated with macro BS u is found as follows:
The capacity for all RUEs associated with RRH s is expressed as follows:
Similarly, the capacity of all MUEs associated with the macro BS u is found as follows:
where a k u;m is the RB resource allocation indicator similar to a k s;n . The power consumption of the H-CRANs system is composed of the power consumed by RRHs and their related links and the power consumed by macro BSs [30] . The power consumption of RRH s is evaluated as follows:
where P ct is the circuit power, P f is the power consumption of the fronthaul links, and P e is the power consumed in signal exchange. The energy efficiency (EE) of the considered H-CRANs system is defined as follows:
where PC u is the power consumed by the macro tier. However, H-CRANs are established based on dense RRH deployment (i.e., the number of RRHs is much larger than macro BSs). The inter-tier interference from RRHs to MUEs remains constant when the density of RRHs is sufficiently high. Thus, the downlink spectral efficiency and energy efficiency performances for the macro BSs can be assumed to be stable [24] , [30] . Therefore, with sufficiently high S, the energy efficiency can be defined as
The allocation of RBs a k s;n and transmission power P k s;n with objective of EE maximization in the downlink of H-CRANs subjected to QoS requirements for all RUEs and MUEs and the fronthaul links constraints is formulated as follows:
The constraint C1 limits the number of allocated RBs to RUE n to z n RBs, which prevents the cloud from greedily allocating all the available RBs to its RUEs in order to leave some RBs for the other network tiers. C2 indicates that a k s;n is a binary variable. The capacity constraints C3 and C4 ensure that the achieved capacity for RUE with high QoS requirements and low QoS requirements RUE is above the thresholds u and u Ã respectively. C5 is the constraint to guarantee QoS for the MUE m. The transmit power on an unallocated RB is enforced to be zero and the maximum allowed power for each RRH is indicated in C6 as P s;max . Finally, C7 is a fronthaul constraint, which limits the number of baseband signals transmitted on the fronthaul link between the cloud and RRH s. x max is defined as the maximum number for the transmitted signals on the fronthaul link between the cloud and RRH s and f is a step function that takes value 1 if P K k¼1 P k s;n > 0 and 0 otherwise. P k s;n < 0 indicates that RRH s does not serve RUE n and that the fronthaul link between the cloud and RRH s does not carry the baseband signal for RUE n. On the other hand, if there is at least one RB k such that P k s;n > 0 then RRH s serves RUE n and the fronthaul link between the cloud and RRH s is active. The resource allocation problem in (12) is tackled using enhanced online learning to reach ultimate allocation of RB and transmission power to guarantee capacity in the designated sub-bands and inter-tier interference mitigation.
ONLINE LEARNING MODEL FOR RESOURCE ALLOCATION
It is challenging to determine the exact state transition model by applying a model-based dynamic programing algorithm for the following reasons: The spectrum partitioning based RB allocation considered in this work is not only location dependent but also considers QoS requirements. Moreover, it is not trivial to list all the states and action pairs to migrate from one state to another, and it is not practical to predefine the state transition model in problem solving. For these reasons, we choose online Q-learning [31] for resource allocation in the H-CRANs specified model. The basic concept of online learning is described as follows, when the network is in state x t at time step t, a finite number of possible actions y t , which are elements of the action space Y that can be selected. As a result, a reward is received, which is the network feedback for the action selected at state x t . In this section, we describe the learning model employed to achieve resource allocation that maximizes the network energy efficiency. We suppose that the resource allocation action is chosen by the network controller in the centralized approach and it is a result of the cooperative decision made by the macro BSs in the distributed one within a slotted time step t. The considered learning model for resource allocation is defined as z ¼ ðN; q; g k s;n ; g k u;m ; a k s;n ; P k s;n ; EEÞ. The online learning parameters are defined as follows:
State: the environment state at certain time step t is defined as,
. The state information is acquired from the BBU and from the macro BSs that are assumed to be aware of the small cells operate under their coverage. Action: the action y t n ¼ ða k s;n ; P k s;n Þ is defined as the allocation of RB and transmission power, RRH allocated to its associated RUEs. Reward: the reward function is the energy efficiency and is defined as Rðx; yÞ ¼ EEðx; yÞ: (13) This indicates that the reward is achieved if the conditions in C1 to C7 are satisfied.
Transition Function: for a given resource allocation strategy p 2 P, the state transition probability is defined as follows:
Basically, the strategy p is defined as the probability of selection of action y at state x. The optimal Q-value of the online learning model is defined as the current expected reward plus a future discounted reward as follows:
where T x;x 0 ð:Þ is the state transition probability and b is the discount factor. The optimal Q-value Q Ã n ðx; yÞ is learned by updating the Q-value function on the transition from state x to state x 0 under the action y in time stept t as follows:
where a t 2 ð0; 1 is the learning rate. The initial Q-value for all ðx; yÞ is arbitrary. The considered online learning model here is a stochastic approximation method that solves the Bellman's optimality equation associated with the discrete time Markovian decision process (DTMDP). Online learning does not require explicit state transition probability model and it converges with probability one to an optimal solution if P 1 t¼1 a t is infinite, P 1 t¼1 ða t Þ 2 is finite, and all state action pairs are visited infinitely often [32] . Balancing exploration and exploitation is an essential issue in the stochastic learning process. Exploration aims to try new allocation strategies so it does not only apply the strategies it already knows to be good but also explore new ones. Exploitation is the process of using well-established strategies. The most common technique to achieve exploration versus exploitation balance is to use the -greedy selection [33] , where is the percent of the time that an agent takes a randomly selected action rather than taking the action that is most likely to maximize its reward given what it knows so far. It usually starts with a lot of exploration (i.e., a higher value for ). Over time, as the agent learns more about the environment and which actions yield the most long-term reward, it steadily reduce as it settles into exploiting what it knows. However, -greedy selects equally among the available actions i.e., (the worst action is likely to be chosen as the best one). In order to overcome this drawback, the action selection probabilities are varied as a graded function of the Q-value. The best power level is given the highest selection probability, while all other levels are ranked according to their Q-values. The learning algorithm exploits Boltzmann probability distribution [34] to determine the probability of the resource allocation action that fulfills the energy efficiency maximization constraints in C1 to C7. Thus, the action y in state x is selected at t with the following probability 
where t is a positive integer that controls the selection probability. With high value of t, the action probabilities become nearly equal. However, low value of t causes big difference in selection probabilities for actions with different Q-values. One issue to report is that the 5G H-CRANs system has a large space. Therefore, the curse of dimensionality increases the required computations and makes it unfeasible to use the typical online learning methodology to maintain the Q-value for each state/action pair, which slows the system convergence.
CENTRALIZED APPROXIMATED ONLINE LEARNING RESOURCE ALLOCATION SCHEME
In this approach, the resource allocation process is performed at a dedicated controller that is integrated with the BBU pool and the macro BSs act as brokers between the controller and the RRHs for control exchange with the goal of inter-tier interference mitigation and energy efficiency maximization. Resource allocation and data processing signals from the controller to the macro BSs are sent through X2 and S1 interfaces respectively, which are obtained from definitions of the Third-Generation Partnership Project (3GPP) standards [35] . All the entities in the network including RUEs, MUEs, RRHs report the channel state information and RUEs location to the macro BS that they operate under its coverage in a hierarchical manner. The channel state information includes path loss and channel gains from the serving RRH and the macro BS to the RUEs and MUEs. All the macro BSs provide this information to the controller through the control exchange interface. The controller exploits the reported information and QoS requirements to select the proper RB and transmission power using online learning. The allocation decision made by the controller is sent to each RRH through the macro BS. Note that SINR is the state information exploited in action selection and it is determined according to the channel information reported and the allocated transmission power. The computational complexity of the system increases along with the size of the states and action spaces. The simple look-up table where separate Q-value is maintained for each state/action pair is not feasible in large space with massive number of states like our system. Therefore, we propose a brief representation for the Q-values in which they are approximated as a function of much smaller set of variables to account for the curse of dimensionality. The brief representation of Q-value focuses on a countable state space X Ã using the function Q 0 : X Ã Â Y , which is referred as a function approximator. The parameter vector ¼ f z g Z z¼1 is adopted to approximate the Q-value by minimizing the metric of difference between Q Ã ðx; yÞ and Q 0 ðx; y; Þ for all ðx; yÞ 2 X Ã Â Y . Thus, the approximated Q 0 value is formalized as follows:
where T denotes the transpose operator and the vector cðx; yÞ ¼ ½c z ðx; yÞ Z z¼1 with a scalar function c z ðx; yÞ defined as the basis function (BF) over X Ã Â Y , and z ðz ¼ 1; . . . :; ZÞ are the associated weights. A gradient function cðx; yÞ, which is a vector of partial derivative with respect to the elements of t , is used to combine the typical online learning model defined in (16) with the linearly parametrized approximated online learning proposed.
The Q-value update rule in (16) is reconstructed to include the parameter vector updates as follows:
The probability of selecting certain action presented in (17) is updated with the Q-value approximation as follows: The online learning process with approximated Q-value is illustrated in Algorithm 1. The algorithm takes the QoS requirements for RUEs and MUEs as input to check the quality of the strategies selected and they are compared to the capacity achieved by different BSs. The algorithm selects action strategies according to (20) . If the conditions C1 to C7 are satisfied, then, the reward is achieved. Finally, the Q-value and resource allocation strategy are updated according to (19) and (20) respectively, and the new state is observed.
To demonstrate Algorithm 1 convergence, we found the necessary conditions for convergence of the proposed approximated learning resource allocation. To start the proof, we introduce the following definition and assumptions [36] , [37] .
T ðx; y 0 Þg is the set of optimal joint resource allocation actions for x. We define the following a -dependent matrix: Assumption 3. The learning rate satisfies
Proposition 1. With the Assumptions 1, 2, and 3 and Definition 1, the approximated online learning algorithm converges with probability (w.p) 1, if
Proof. 
From the definition of cðx; Þ in Definition 1, we can deduce the following two inequalities
As the expectation E in (24) is taken over different states and different actions, we can define two sets L þ ¼ fðx; (25) and (26) in (24), we get
After the application of Holder's inequality [38] to the expectation in (27) , we get
If we apply the definition of C 0 in Definition 1, we get
According to the condition in (21), we can state that
which means that t 0 converges to the origin and this confirms that there exists a stable point of the ODE in (23) . Thus, the proposed online learning with Q approximation converges w.p 1. and Ã can be found as follows:
As a result, the approximated online Q-function is stated as follows:
DECENTRALIZED MULTI-AGENT ONLINE LEARNING RESOURCE ALLOCATION SCHEME
Even with the Q-function approximation using compact representation, the number of actions can grow exponentially with the number of cells deployed in the network. Thus, to have a centralized controller for resource allocation is not the best practice. As the macro BSs and can locally manage their operations, there is a possibility to deploy a decentralized resource allocation scheme using online learning that functions through the macro BSs. All the macro BSs can learn in a cooperative manner how to make local decisions for resource allocation for the RUEs associated with RRHs. In this way, the resource allocation task is achieved using multi-agent online learning, where macro BSs represent the agents. The macro BSs estimate the SINR according to the channel state information reported by the network nodes and the power allocated, and execute the online learning algorithm for resource allocation. We assume that the macro BSs learn in a team Markov game defined as GE ¼ fU; X 0 ; Y; T; Rg with the common goal to find a joint resource allocation strategy p that mitigates the inter-tier interference and maximizes energy efficiency, where U is the set of the macro BSs. The optimal Qvalue Q Ã ðx; yÞ for all ðx; yÞ 2 X 0 Â Y , defines the optimal resource allocation strategy and capture the markovian game structure. For each network state x 2 X 0 , the action in the team Markov game is generated by the U independent macro BSs in a decentralized fashion. The decided action y at state x is considered optimal if Q Ã ðx; yÞ ! Q Ã ðx; y 0 Þ for all y 0 2 Y . The macro BSs are assumed to learn using the compact representation model stated in (19) . Consequently, we can deduce the following proposition. Proof. If we consider each macro BS as a single controller that follow a stationary resource allocation strategy, then the Markovian game is a DTMDP as in Section 5. As a result, the proof follows the same procedure of the proof of Proposition 1.
t u
To proceed with the multi-agent learning, the following assumptions are made, [39] . According to Assumption 4, each macro BS can conjecture the allocation strategy of other macro BSs without explicit cooperation through the use of historical knowledge if it encounters the same network state. The similarity between network states can be measured in terms of Hamming distance [40] denoted by DHðx; x 0 Þ. We define the historical knowledge up to time step t using s-algebra as follows: 
where the information of each experienced network state xðbÞ, each performed joint action yðbÞ and network energy efficiency (the reward) RðxðbÞ; yðbÞÞ can be obtained from the BBU. At each time step t, each macro BS checks the Hamming distance between the current state xðtÞ and state xðbÞ in F ðtÞ. Then, it creates a sample set X F ðx t ; F ðtÞÞ, which includes F most recent observations from F ðtÞ that has a minimum value of P F f¼1 DHðx t ; x b Þ. Now, the common reward R c ðx; yÞ that all macro BSs receive after they perform a joint resource allocation action, which is defined as y 2 Y , is set to 1 if y ¼ argmax y 0 2Y Q 0 ðx; y 0 ; Ã Þ and 0 otherwise. Moreover, we define Y u for each macro BS as the set of joint actions that gives the reward 1 in state x t . The decentralized multi-agent learning for resource allocation process in HCRANs is illustrated in Algorithm 2.
Note that m and n are two integers that satisfy 1 m F n. The algorithm states that when t < n þ 1, the resource allocation process according to the probability in (20) is engaged to determine the resource allocation strategy. From t ¼ n þ 1, each macro BS selects m records of The convergence of f t g to the optimal Ã arises as a result of Proposition 2. With Assumptions 4 and 5, the team stage game GE is reduced to a team game under network states X F ðx t ; F ðtÞÞ. According to Theorem 1 in [41] , the U macro BSs coordinate resource allocation strategy for all x t as long as n F =ðr GE þ 2Þ, where r GE is the length of the shortest path in the best response graph of team stage game GE [42] . This confirms that the decentralized resource allocation algorithm will converge with probability one.
TESTBED IMPLEMENTATION
The H-CRANs system is implemented using radio frontends testbeds to demonstrate the performance of the proposed resource allocation scheme. The logical architecture of the considered H-CRANs in testbed implementation for both centralized and decentralized resource allocation consists of four main components: centralized BBU pool for baseband processing, macro BSs, RRHs represented by low power pico BSs, and the resource allocation controller integrated to the BBU pool. The heterogeneous network including macro and pico BSs are connected to the BBU pool through wired links.
As SINR is utilized by the online learning model for state information, this creates a need for a communication protocol that facilitates the acquisition of channel state information. The communication protocol performs three tasks: synchronization, SINR estimation and resource allocation. Therefore, the resource allocation frame structure is divided into three stages:
Synchronization Stage: in this stage each macro BS performs synchronization with the BSs operating under its coverage through broadcasting a beacon frame periodically to compensate for any misalignment in clock frequencies of each node. Moreover, the beacon frame includes some information about the network such as the number of time steps in each stage, and the time step occupancy in the following stages. Acquisition Stage: this stage is a TDMA-based stage, where each UE report its channel state information to its corresponding pico BS or macro BS. It is composed of three time slots, where the first and second slots are spared for the macro BS and its associated MUEs to acquire their channel state information to find the channel gains of all links for each RB. The third slot is dedicated for pico BSs to report their channel state information while other pico BSs estimate the channel gain with that pico BS on the same RB. Resource Allocation Stage: at this stage, the online learning-based resource allocation algorithms are executed whether at the controller as in the centralized approach or through macro BSs in the decentralized approach.
Implementation Setup
We exploit GNU radio [43] as an software defined radio (SDR) development platform to create digital signals. GNU is an open-source software development toolkit that provides signal processing blocks to implement wireless protocols. As GNU radio can only handle digital data, RF front ends are required to shift the baseband signal to the desired center frequency. USRP-N210 from Ettus Research [44] is utilized as the RF front end in our setup with CBX daughter board that can operate in frequency range of 1 to 6 GHz with one antenna. The USRP N210 provides high-bandwidth, high-dynamic range processing capability. It is designed for demanding communications applications requiring this type of rapid development. The product architecture comprises a Xilinx Spartan 3A-DSP 3400 FPGA, 100 MS/s dual ADC, 400 MS/s dual DAC and Gigabit Ethernet connectivity to stream data to and from host processors. In addition, we add two Dell servers as SDR processors that run GNU radio to perform the baseband processing and include the controller implementation for resource allocation. The centralized and the decentralized resource allocation topologies considered in the testbed implementation are presented in Figs. 2 and 3 respectively. We have two macro BSs, four pico BSs, four RUEs, and two MUEs, where each of them is represented by one USRP-N210. In the centralized resource allocation approach, only one dell server is utilized as the controller and the unit for baseband processing. However, two servers are used, where each one processes the resource allocation algorithm implemented in each macro BS in the distributed resource allocation approach.
The conceptual models for each node in the network for both centralized and decentralized approaches for resource allocations are presented in Fig. 4 . This model consists of the following modules: communication protocol module, which is common in all nodes and it performs the tasks mentioned before. The online learning algorithm module, which includes the implementation of the resource allocation process in Algorithms 1 and 2. This module is implemented in the controller in the centralized approach and at the macro BS in the distributed methodology. GNU Radio PHY module performs the physical layer functionality supported by the physical layer modules in the GNU Radio software. Finally, SINR estimation module, which relies on the probe block in GNU Radio, where the probe performs an average magnitude square process on the samples acquired during the sensing time. The acquired results from the probe block is further used to estimate the signal and the noise power. Signal power estimation is performed by averaging the acquired samples from the probe block over certain time while the noise power is estimated by considering the variance of the acquired samples. Table 1 presents the parameters used for testbed implementation including the communication protocol, configuration and online learning parameters.
Testbed Experimental Results
In this section, we present the performance evaluation of our proposed centralized and decentralized approaches compared to the equal power allocation standard scheme. The logical structures in Figs. 2 and 3 are exploited as the network setup, where we have H-CRANs that incorporate two macro BSs. Each macro BS has two small BSs operate under its coverage and one MUE. One of the small cells communicates with an RUE 1 with high QoS requirements while the other cell is connected to low QoS RUE 2. RUE 1 traffic type is video file streaming while RUE 2 and MUE receive a small TCP file. The considered evaluation of the network operation targets UEs achieved capacity, network energy efficiency and UEs BER. Figs. 5, 6 , and 7 present the average capacity achieved by the small cell with high QoS requirements RUE, the small cell with low QoS requirements RUE, and the macro BS with one MUE respectively. We notice that the our proposed scheme in both approaches outperforms the standard, where fixed power allocation is assumed in the achieved capacities for all users. Moreover, the proposed scheme maintains the capacity above the threshold. In Fig. 5 , the centralized approach for resource allocation converges to capacity of 20 bits/sec/Hz while the decentralized approach saturates at 18.5 bits/sec/Hz. However, the capacity of the low QoS requirements RUE is 14 and 12.8 bits/sec/Hz for both centralized and distributed resource allocation approaches respectively as in Fig. 6 . Finally, the capacity for the macro UE is measured to be 15 bits/ sec/Hz for the centralized approach and 14 bits/sec/Hz for the distributed approach as in Fig. 7 . The convergence time for the centralized scheme is 300 time steps while it is 330 for the decentralized scheme, where the time duration for each step is 0.065 ms. The BER evaluations for RUE 1, RUE 2 and MUE are plotted in Figs. 8, 9 , and 10 respectively. The proposed resource allocation scheme in both approaches succeeded to maintain BER below the BER threshold which is 0.001 for RUE 1 as in Fig. 8 and below BER threshold for RUE 2 which is 0.005 as in Fig. 9 . In addition, the recorded BER for the MUE using both decentralized and centralized approaches for resource allocation is maintained at 0.00038 and 0.00022 respectively as in Fig. 10 . Thus, our scheme reduces the BER by a factor of 10 compared to the standard approach.
The average energy efficiency for the small cell that supports RUE 1 and the small cell that supports RUE 2 are plotted in Figs. 11 and 12 respectively as a function of time step with duration of 0.065 ms. Fig. 11 shows that our proposed scheme achieves efficiency of 1.9 and 1.75 bps/Hz/W using the centralized and decentralized approaches compared to 0.98 bps/Hz/W achieved by the standard. On the other hand, our scheme achieves energy efficiency of 1.45 and 1.33 bps/Hz/W in both centralized and decentralized approaches respectively for RUE 2. Figs. 11 and 12 also note the convergence time for both approaches, which is 300 for the centralized and 330 for the distributed.
The system evaluation in Figs. 5, 6, 7, 8, 9, 10, 11 , and 12 demonstrates the capability of the implemented sophisticated online learning in resource allocation reflected by the superior results recorded. Moreover, we notice that the proposed scheme converges within short time thanks to the approximation of online learning Q-value that reduces the difference between the approximated Q-value and the optimal one. Another point to report from the evaluation is that the decentralized approach converges at rate close to the centralized approach. This is because of the conjecture concept exploited in the decentralized learning as in Algorithm 2, which does not require explicit information exchange between the macro BSs and relies on estimation of other BSs action based on the historical knowledge for similar network states. This highlights a significant potential for deploying H-CRANs with distributed resource allocation approach in spite of the little loss in the achieved performance compared to the centralized approach. This is because the centralized approach requires a dedicated controller for resource allocation, which increases the complexity of the network topology and makes it subjected to sudden failure if the controller is down.
NUMERICAL RESULTS
In this section, we verify the performance of the proposed scheme in terms of energy efficiency, spectral efficiency, and QoS. The evaluation environment consists of three macro BSs with 21 MUEs, 15 RRHs with 47 RUEs accessing G 1 and 28 RUEs sharing the spectrum with MUEs in G 2 . It is assumed that the path-loss model is expressed as 31:5þ 40 Ã log 10 ðdÞ for RRH to RUE link and 31:5 þ 35 Ã log 10 ðdÞ for macro BS to RUE and RRH to MUE links, where d is the distance between the transmitter and receiver. Fast-fading coefficients are all generated as independent and identically distributed Rayleigh random variables with unit variances. The data rate thresholds per both types of RUEs and MUE u, u Ã and d are assumed to be 2 Mbps, 512 Kbps, and 1.2 Mbps, respectively. We assume that the number of BFs is equal to the number of RBs that are within the corresponding sub-band. The rest of the simulation parameters are presented in Table 2 . The evaluation of the proposed scheme including energy efficiency, spectral efficiency, and data rate is investigated in the following sections.
Energy Efficiency Evaluation
In this evaluation, we are interested in measuring the speed of convergence and the achieved energy efficiency for both types of RUEs. Thus, we conduct three simulations to evaluate the system convergence, achieved energy efficiency with variable maximum transmission power of RRHs and energy efficiency against the SINR threshold of MUEs. First, we plot energy efficiency as function of the number of time steps in Fig. 13 . The performance of our centralized and decentralized resource allocation is compared to two schemes including the standard with fixed power allocation in which the same power is allocated for all RBs and the scheme proposed in [24] , which aims at tackling the energy efficiency problem in H-CRANs denoted by (EE-HCRAN). Moreover, we include typical online learning resource allocation, which is online Q-learning without the enhancement of the brief representation proposed for the Q-value in which they are approximated as a function of much smaller set of variables. Typical online learning is included to demonstrate the advantage of approximation of online learning in speed of convergence. From Fig. 13 , we notice that our scheme converges after 300 iterations faster than typical online learning and EE-HCRAN and achieved the highest energy efficiency.
Second, we plot the achieved energy efficiency against the maximum transmission power of RRH ðP max Þ in Fig. 14 . It is observed that the average energy efficiency is monotonically non decreasing function of P max . With small value of P max , the energy efficiency increases until it saturates at P max of 23 dBm. This is due to the fact that the compared schemes aim to balance the system energy efficiency and the power consumption. The further increase in transmission power will result in degradation in energy efficiency. We notice that both versions of our scheme achieved higher energy efficiency than EE-HCRAN. The third evaluation focuses on the system with variable SINR threshold of MUEs. Fig. 15 presents the energy efficiency achieved versus the SINR threshold of MUEs accessing G 2 with P max ¼ 25 dBm. We notice that the proposed scheme outperforms both EE-HCRAN and the standard schemes. Fig. 15 reveals that when SINR threshold is not large, the energy efficiency is stable with the increasing threshold because the inter-tier interference is not severe. Moreover, the proposed resource allocation scheme achieves the best performance compared to others. This indicates that the proposed solution mitigates the inter-tier interference and provides higher bit rates for MUEs than the other schemes.
Spectral Efficiency and QoS Evaluation
In this section, we evaluate the proposed scheme performance in terms of spectral efficiency and QoS represented by the data rate achieved by both RUEs accessing G 1 and G 2 , and MUEs. Thus, we plot the average system spectral efficiency against the time steps and maximum transmission power of RRH in Figs. 16 and 17 respectively. Fig. 16 emphasizes the speed of convergence achieved by our scheme compared to others. Our scheme is the fastest with the highest spectral efficiency. In Fig. 17 , spectral efficiency with variable maximum transmission power shows that both approaches of our scheme record the best level of spectral efficiency compared to other schemes.
QoS requirements stated in C2, C3 and C4 are investigated in this evaluation. Figs. 18, 19 and 20 present the cumulative distribution function (CDF) of the data rate for both RUEs accessing sub-band G 1 and G 2 , and the CDF of the data rate for MUEs respectively. We notice that our scheme (Centralized RA) and (Decentralized RA) is the only scheme that managed to have more than 97 percent of the users above the specified thresholds u, u Ã and d compared to EE-HCRAN that records 78 percent above threshold, and standard with 65 percent. This evaluation demonstrates the capability of the online learning scheme to allocate RB and power efficiently while maintaining QoS of users at the maximum level.
Other Evaluations Aspects and Discussion
We consider the case of dynamic users who join and leave the system frequently. These users may be viewed as distributed randomly. Their arrival is modeled as homogeneous Poisson point process with intensity ¼ 3. Different users have independent duration to stay in the system. We notice the impact of considering users mobility on the achieved energy efficiency, spectral efficiency and data rate in the results of Figs. 13, 16, and 18, 19, and 20. Figs. 13 and 16 reveal that there is a drop of 27 percent in the energy efficiency and spectral efficiency as a result of user mobility when comparing the performance of our scheme in the case of stationary users (S) and mobile users (M). However, our scheme has only a drop of 14 percent in the data rate achieved for both types of RUEs and MUEs and all the achieved rates are still above the threshold as in Figs. 18, 19 , and 20. The degradation of the performance in the mobile users case is due to the difficulty to acquire the state information as it changes frequently.
From the presented results, we notice that our proposed scheme with both approaches outperforms the EE-HCRAN scheme in terms of the achieved energy efficiency with gain of 16 percent for the decentralized resource allocation and 24 percent for the centralized resource allocation. The use of machine learning in resource allocation is superior compared to the simple convex optimization used in EE-HCRAN for resource allocation as online learning does not require specific model of the network environment. This is a significant factor as 5G H-CRANs are dynamic, which cannot be tied to specific model. Therefore, online learning, which adopts learning from experience approach is a good fit for the resource allocation problem. In addition, the compact representation for states and approximation for Q-value contribute to the enhancement of speed of convergence in our scheme. Another issue to note in the proposed scheme is that the decentralized approach achieved comparable results in the evaluation, which reflects the advantage of the conjecture feature in the exploited learning approach. This feature eliminates the need for explicit cooperation between the macro BSs to exchange information, which improves the quality of the selected action. In addition, this relieves the BBU pool from the resource allocation task and reduces the signal processing overhead. Another factor for the superior performance achieved is the sophisticated RB allocation mechanism that considers both location and QoS of the RUEs in addition to the appropriate power allocation, which has a considerable contribution to the achieved results.
Furthermore, we compare the testbed results and numerical results in terms of energy efficiency for high QoS RUEs, energy efficiency for low QoS RUEs, system spectral efficiency, data rate for both types RUEs and MUEs, and convergence speed. The results are compared on the basis of the optimal (maximum) value reached for energy efficiency and spectral efficiency and on average for data rate. Table 3 presents the comparison results. We notice that the numerical results record better values than the testbed implementation. The reason for that little win is due to real time interfering means such as other wireless devices in the lab. In addition, hardware limitation on processing and synchronization with the controlling unit may degrade the achieved results.
Finally, we study the impact of the spectrum partitioning on the achieved energy efficiency and spectral efficiency. This impact is evaluated in Figs. 21 and 22 respectively, with assumption that each RUE is allocated at least one RB to guarantee minimum QoS requirements. Figs. 21 and 22 show that the energy efficiency and spectral efficiency increase linearly with the ratio of G 1 to G A ( G A ¼ the total RBs for both G 1 and G 2 ). Moreover, the centralized resource allocation achieves better efficiency than the decentralized approach. Increasing the ratio G 1 to G A against G 2 provides more RBs for RRHs, reduces the inter-tier interference as the shared RBs in G 2 are decreased. In addition, the increase of G 1 ratio enhances the achieved SINR for RUEs and it allows the RUEs that access G 2 to raise their transmission power as the inter-tier interference is reduced. This will further enhances the energy efficiency of the H-CRANs. Despite the fact that the increase of G 1 enhances the achieved energy and spectral efficiencies, it affects the fairness of resource allocation, which opens directions for future research on how to balance this tradeoff.
CONCLUSION
In this paper, green resource allocation scheme in H-CRANs following online learning based centralized and decentralized approaches is proposed. RBs and transmission power are allocated subjected to inter-tier interference and capacity constraints. The centralized approach places a dedicated controller integrated to the BBU pool to perform resource allocation while the decentralized approach seizes the macro BSs awareness about RRHs operates under their coverage and assign them the task of resource allocation in a distributed fashion. Sophisticated frequency partitioning is proposed to account for interference and support better online learning exploration. Approximated online learning methodology is established to perform joint allocation for RB and transmission power. Testbed implementations and simulation results including energy efficiency, spectral efficiency, BER evaluation and data rate have demonstrated the capability of the proposed scheme to allocate resources in green and suppressed interference fashion. . His research interests include cognitive radio, resource allocation in next generation 5G networks, developing machine learning techniques for resource allocation, and software defined radio prototypes. He is a student member of IEEE.
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