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Abst ract  In this paper, we present a sequence of iterative methods improving Newton's method 
for solving nonlinear equations. The Adomian decomposition method is applied to an equivalent 
coupled system to construct he sequence of the methods whose order of convergence increases as 
it progresses. The orders of convergence are derived analytically, and then rederived by applying 
symbolic ompntation of MAPLE. Some numerical i lustrations are given. @ 2005 Elsevier Ltd. All 
rights reserved. 
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1. INTRODUCTION 
One of the oldest and most basic problems in mathematics i that  of solving nonlinear equations 
f (x )  - O. To solve these equations, we can use iterative methods such as Newton's method and 
its variants. Newton's method is one of the most powerful and well-known iterative methods 
known to converge quadratically. Recently, there has been some progress on iterative methods 
with higher order of convergence that do require the computat ion of as lower-order derivatives 
as possible [1 5]. In that direction, there has been another approach based on the Adomian 
decomposit ion method on developing iterative methods to solve the equation f (x )  = 0 [1,6,7]. 
The Adomian decomposition method is the method which considers the solution as an infinite 
series usually converging to an accurate solution, and has been successfully applied to a wide 
class of functional equations over the last 20 years [8-10]. The convergence of the decomposition 
scrics have been investigated by several authors [6,8,11,12]. Abbaoui and Cherruault [8] applied 
the method to solve the equation f (x )  = 0 and proved the convergence of the series solution. 
The adomian method has been modified also so as to construct numerical schemes [1,6]. 
In this paper, we construct a sequence of higher-order iterative methods based on the Adomian 
decomposition method. In Section 2, we outline the steps of how the decomposit ion method is 
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applied to an equivalent coupled system to nonlinear equation to obtain a sequence of iterative 
methods, which is shown in later sections to involve lower-order derivatives but show higher- 
order of convergence. In Section 3, we give a detaiIed convergence analysis of one of the proposed 
methods, and then it is discussed in detail  that  the orders of convergence and error equations of 
the proposed methods can be easily rederived by applying symbolic omputat ion of mathematical  
software package MAPLE and using the Taylor series. Numerical results and comparisons are given 
in the last section. 
2. DESCRIPT ION OF A 
SEQUENCE OF ITERAT IVE  METHODS 
Consider the nonlinear equation, 
f (x)  = 0. (1) 
We assume that f (x )  has a simple root at c~ and 7 is an initial guess sufficiently close to c~. 
Let us convert the nonlinear equation (1) into the following coupled system, 
f ( ? )  + f ' ( ' , / ) (x  - 7) + g(x)  = 0, (2) 
g(x)  = f (x )  - f (o ' )  - f ' (7 ) (x  - "/), (3) 
where 7 is the initial approximation for a zero of (1). 
The equation (2) can be rewritten in the form, 
= c + N (~) ,  (4) 
where c = 7 - f (7 ) / f ' ( "Y )  and N(x)  - -9 (x ) / f f (7 )  is a nonlinear function. 
We now construct a sequence of higher-order iterative methods by applying the Adomian 
decomposition method. The Adomian decomposition method consists in looking for a solution 
having the series form, 
0<3 
x Zx- ,  (5) 
n=0 
and the nonlinear function is decomposed as 
N(x) = ~ &,  (6) 
n=0 
where the A~ are functions called the Adomian% polynomials depending on x0, xl,..., Xn given 
by 
A~ n! dA ~ N )dxi , n=0,1 ,2 , . . . .  (7) 
i=0  .k=0 
The first few polynomials are given by 
Ao = N(xo), 
A1 - z lN '@o) ,  
A2 = z2N'(~o) + l~N"(~o)  
Upon substitut ing (5) and (6) into (4) yields 
(81 
n=O n=0 
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It follows from (8) that 
X 0 ~ C~ 
Xn+l  ~--- An, 
An elementary calculation shows that 
n = 0, 1 ,2 , . . . .  
g(xo) f(xo) N' (xo)=l  f'(xo) 
Ao=N(xo) -  f '(7~ - f ' (7 ) '  f ' (7 ) '  
A1 = XlNt(xo) = AoN'(xo) -- f(xo) f(xo)f'(xo) N'(xo) -- 
f,(7~ + [f,(7)]z ' 
f " (xo)  
f ' (7 ) '  
A2 = x2N'(xo) + 1-x2N"(x°)2 = A1X'(xo) + 1A~N'(xo) 
f(xo) 
f ' (7)  [f'(7)] 2 2 [f'(7)] a 
f(xo)ft(xo) 1 f(xo) (f(xo)f '(xo) + 2[f'(xo)] 2) 
- -+2 
Note that x is approximated by 
Xm = Xo + xl + .. .  + x~ = Xo + Ao + AI + ..- + Am-l, 
where lim . . . . .  X,~ = x. 
Form=0,  
X ~. .~Xo =xo =c='~ - -  
which yields the Newton-Raphson method, 
f (7)  
f ' (7 ) '  
f(x,~) 
x,~+l = x~ f'(x~)' 
which is well known to converge quadratically. 
For rn = 1, 
x ~ X1 = x0 +x l  = c+A0 = 7 
which produces the iteration scheme, 
f (7)  f(xo) 
f'(7) if(T)' 
f(x~) f(x*+a) 
Xn+ 1 ~ X n ft(xn) ft(Xn) ' 
where 
For m = 2, 
Xn+ 1 ~ X n 
f(~) 
f,(~)" 
X ~-~ X 2 = x 0 ÷x  1 + 2 2 = e+Ao +A1 = 7 f (7)  
f'(7) 
2f(xo)  
f ' (7)  ÷ 
f(xo)f'(xo) 
[f'(7)] 2 
which produces the iteration scheme, 
* f , * 
f(x,~) 2 f (x*+l )  f (x,~+l)f  (Xn+l )  
Xn+l  = Xn f ' (xn)  f'(xT~) ÷ [f'(xn)] 2 
(9) 
(10) 
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For m = 3, 
:2 ~. X3  = xo + Xl  +272 + x3 = c + Ao + A1 + A2 
=7 
f (7) 3 f (x0) f (x0) f '  (Xo) 
f ' (7 )  f ' (7 )  +3 [f '(7)] 2 
1 f (xo) ( f  (xo) f "  (xo)+ 2[ f '  (xo)] 2) 
2 [f, (7)] a 
which produces the iteration scheme, 
S (X'n) 3 f (X:-I-1) .jl_ 3 f (Xr*~-t- 1) S/ (X:-}- 1) 
Xn+l  = X'n f '  (x,,) f '  (x,,~ [f' (xn)] 2 
(11) 
(3;',r~+1) ( f  (X,,*+I) f l '  (X*~,+I) -}- 2 [f! (X*~+I)] 2) f 1 
2 [f, (x,)] a 
3. CONVERGENCE ANALYS IS  
In this section, we will be concerned with the order of convergence of each of the methods 
defined by (9), (10), and (11). We first show that the method defined by (10) is fourth-order 
convergent. 
THEOREM 3.1. Let c~ C I be a simple zero of a sut~ciently differentiable function f : I ~ R for 
an open interval I. Then, the new method defined by (10) has the fourth-order convergence and 
satisfies the following error equation, 
3 4 en+l =5c2e n +0 (eh) , 
where  e,, = x , ,  - ~ ~nd c~ = 91(~) /2 f ' (~) .  
PROOF. Let c~ be a simple zero of f .  By the Taylor expansions, 
(12) 
3 ~et o(4) ]  f (x,,) = f '  (c~) [e~ + c2e,, + cae,, + + , (13) 
and 
f '  (xn) = f '  (a) [1 + 2c2en + 3e3e2n + 4e4@, + 0 (e4n)] , (14) 
where ck = (1/k!)f(k)(a)/f '(c~), k = 2, 3 , . . .  and e,, = x,, - c~. Dividing (13) by (14) gives us 
f(x,~) 2 a (7c2c3 - 3c4 - 4c~) e,, + O (eS,) , (15) - -  en  C2en n 2 (C2__C3)en 2[_ 4 
f '  (x,,) 
f (x,,) a (3c4 4c~ 7c2e3) 4 f '  (x,,) -- ~ + c2e~ + 2 (c3 - c~) c n + + - e n + 0 (can). 
Again, expanding f (x~+l) and f ' (x*+l  ) about a and then using (16), 
, a (54 7e~c~ 3c~,) ~ (4)] f (Xn+l) : f '  (o0 [c2G~ + 2 (ca - c~) % + - + e,, + 0 , 
and hence, 
.Tn+ 1 = X n (16) 
and 
f '  (x*,+z) = f '  (c~) + (x*,+ 1 - c~) f "  (a) + 
(x,i+, _~)2 
2! 
f(3) (c~) +. . .  
4 2 2 a+c2(8c  3 l l c2ca+6c4)  e n+O(e~)] .  : Z' (~) [1 + 2c en + 4c2 (ca - c~) e,, 
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After an elementary calculation, we obtain 
3 (1353 14e253 3C4) 4 O(e~) f (Xn+' )  C2eTz 21- 2 (C 3 -- 2C92) e n -}- ~- ~- 
f '  (x~) - % ' (17) 
S' (X,*+I) 
f ' (x,~) 
2 
- -  1-  2c2e,~ + 3 (2c92 -ca)e~ + O (ea~), 
3 (27c a - 21c2c3 3C4) 4 f (ran+l) f '  (x~,+,) = c2e2 ' + (2ca - 6c~) % + + % + 0 (e~,) 
[f' (zn)] 2 (18) 
From equations (15), (17), and (18), we obtain 
Thus, 
f (xn)  f (x*+l )  f (x~z+l) f f (X~*+l)  - - + 2 - -  
f'(xn) f'(xn) [f'(x,,)] 2 
3 4 0(C5 ). = en -- 5c2e n + 
= Fs( - /  xn+  f (Xr*~+l) S (X*--l) f '  (X*n+l) 
f '  (xn) [f '  (x,~)] 2 
en+l @ (2 en + ~ [en 3 4 = - 
(19) 
3 4 en+l  = 5C2e n -r- 0 (C5~). 
Equation (19) establishes the fourth-order convergence of the method defined by (10). 
From the error equation (12), we see that the method defined by (10) converges with fourth- 
order. As it can be observed, tile higher m is getting, the more complex the corresponding scheme 
is getting, so that derivation of the error equations carried out by hand for rather complex iteration 
formulas will be a really difficult task. Computer algebra systems uch as mathematical software 
package MAPLE can take over the hard manual work, such as deriving the error equations and 
convergence orders. 
In what follows, the use of MAPLE in deriving the convergence orders of (9), (10), and (11) is 
demonstrated. Then, based on the output of MAPLE the error equations for the corresponding 
methods are derived for (10) in detail, and for (9),(11) without the detail. 
It is known (see [13]) that the fixed-point iteration, 
Xn+l = F (zn) ,  for n k 0, (20) 
is of convergence order q if F is sufficiently many times differentiable on an interval containing 
a, a fixed point of F, with bounded first derivative, and satisfies 
F ' (a )  = F(2)(a) . . . . .  F(q-1)(a) = 0 and F(q)(oe) • O. (21) 
For the iteration function F of the schema (10) which has a fixed point a, we run the following 
MAPLE statements, 
> h :=x->x- f (x ) /DOf )  (x); 
h :=x-> f(x) 
D(f)(x) 
> F :=x->x- f  (x ) /D( f )  (x) -2 . 0* (fCh) (x) /D( f )  (x)+(fCh) (x)*(D(f)@h) (x) /D( f )  (x)A2; 
f(x) 2.0(f~h)(x) (f@h)(x)((D(f))~h)(x) 
F :=x->x + 
D(f)(x) D(f)(x) D(f)(x)  s 
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> a lgsubs( f (a )=0,  F (a ) ) ;  
> a lgsubs( f (a )=O,  D(F ) (a ) ) ;  
> a lgsubs( f (a )=0,D(D(F ) )  (a) )  ; 
> algsubs(f(a)=O,(D@@3)(F)(a)); 
> algsubs (f (a) =0, (D@@4) (F) (a) )  ; 
Thus, one reads 
C. CHUN 
Ct 
0. 
0. 
0. 
15.0(D(2)) ( f ) (a)  3 
D(f)(~) 3. 
F(a)  = a, F'(o~) = F(2) (a)  F(3)(o~) 0, F(4)(oz) = 15 / \ [ f " (a ) I  3 (22) 
\ i f (a)  ] ' 
But F(4)(a) ¢ 0 provided that 
15 ( f " (a )~a / 0 ' 
\ f ' (a )  ] 
and so, in general, the iterative method (10) is of order four. Based on the result (22) the error 
equation (12) appears in Theorem 3.1 can be rederived by using Taylor series as follows. 
By expanding F(x~) around x = a, we obtain 
x, ,+,  = F(~, , )  = F (~)  + F'(~)(:~,, - ~) + F (~) (~)~ - ~)~ + - -  
+ F(4),(~) (~n - o~) ~ + o( (xn  - o~)~). 
F(3)(a) 
3! 
Xn - -  OZ) 3 
(23) 
From (22) and (23), we get 
Y(~) (~)e4 o (4 )  zn+l = a + ~! n + 
: ,~+ 5(f(21(~)'~3~ 4 +0(4)  
\2 f ' (a )  J " 
3 4 =~+ 5c~. +o(4), 
(24) 
where e,, = x~ - a and c2 f(2)(a)/2f'(a). Thus, 
3 4 O(e5 ). en+ 1 = 5c2e  n -}- (2a) 
Equation (25) is the error equation that appears in Theorem 3.1. 
Doing the same as just in the above for the method (9), we obtain 
F(~)  = ~, y ' (~)  = Y(2)(~) = 0, F(3)(~)  = 3 / \ t f (2 ) (~)  2 
\ f'(~) / ' 
(26) 
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and so, in general, it is of order three. Based on the result (26) the error equation is easily found 
to be 
2 3 0 (4) .  en+l = 2c e  n A- 
For method (11), it follows that 
F (a )  = a, 
F (k)(a) = 0, for k = 1 , . . . ,  4, (27) 
F(5)(a) = 105 ( f (2 ) (a ) )4  
f , (~)  , 
and so, in general, it is of order five. Based on the result (27) the error equation is easily found 
to be 
4 5 en+l 1@2% + O(e~). 
From the above observations, we conjecture that the m - n, n > 0 case produces an iteration 
scheme of order (n + 2). 
4.  EXAMPLES 
The order of convergence p can be approximated using the formula, 
In I(x,~+l - c~)/(Xn - col 
P ~ in l(xn - oL) / (xn- i  - -  OL)]" 
All computations were done using MAPLE using 64 digit f loating-point arithmetics (Digits:-64).  
We accept an approximate solution rather than the exact root, depending on the precision (e) of 
the computer. So, the following stopping criteria is used for computer programs: 
(i) Ix.+1 -xn l  < ~, 
(ii) I/(x~t+l)l < e. 
Wc present some numerical test results for various iterative schemes, in Table 1. Compared 
were the Newton method (NM), the method of Homeier [3] (HM), the method of Abbasbandy [7] 
(AM) and the methods (10) (CM2) and (11) (CM3) introduced in the present contribution. We 
used e = 10 -15 and the test functions the same as in Weerakoon and Fernando [5], 
f l (x )  = x 3 -4- 4x  2 - -  10 ,  
f2(x)=sin 2x-x  2+1,  
f3 (z )  = X 2 - -  e z - -  3x + 2, 
f4 (x )  = COS X - -  X,  
fs(x) = (x -  1) 3 -  1, 
A(z )  = x 3 - 10, 
fT(x) - xe ~ - sin 2 x + 3 cos x + 5, 
fs(x) - e ~+r~-3°  - 1. 
As convergence criterion, it was required that the distance of two consecutive approximations 5 
for the zero was less than 10 -15 . Also displayed are the number of iterations to approximate 
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the  zero  ( IT ) ,  the  approx imate  zero  x , ,  the  va lue  f (x , ) ,  the  computat iona l  o rder  o f  convergence  
(coo). 
Tab le  1. Compar i son  of  var ious  i te ra t ive  schemes  and  the  Newton  method.  
IT  COC x .  
f l ,  ~ -- -0 .3  
NM 55 2 
AM 22 2.97 
HM 87 3 
CM2 27 4 
CM3 49 5 
f2 ,  3, = 1 
NM 
AM 
HM 
CM2 
CM3 
f3 ,~ = 2 
NM 
AM 
HM 
CM2 
CM3 
2 
2.86 
3.01 
3.95 
4.92 
1 .3652300134140968457608068290 
1 .3652300134140968457608068290 
1 .3652300134140968457608068290 
1 .3652300134140968457608068290 
1 .3652300134140968457608068290 
1 .4044916482153412260350868178 
1 .4044916482153412260350868178 
1 .4044916482153412260350868178 
1 .4044916482153412260350868178 
1 .4044916482153412260350868178 
2 0 .25753028543986076045536730494 
3 0 .25753028543986076045536730494 
3 0 .25753028543986076045536730494 
3.98 0 .25753028543986076045536730494 
4.99 0 .25753028543986076045536730494 
f4 ,7  = 1.7 
NM 5 2 
AM 4 3.01 
HM 4 3 
CM2 4 4 
CM3 3 4.43 
f5,7 =3.5 
NM 8 2 
AM 5 2.99 
HM 5 3.0 
CM2 5 3.99 
CM3 5 5 
f6 ,7  = 1.5 
NM 7 2 
AM 5 2.99 
HM 4 3.0 
CM2 5 3.99 
CM3 15 4.95 
0 .73908513321516064165531208767 
0 .73908513321516064165531208767 
0 .73908513321516064165531208767 
0 .73908513321516064165531208767 
0 .73908513321516064165531208767 
2.1544346900318837217592935665 
2.1544346900318837217592935665 
2.1544346900318837217592935665 
2.1544346900318837217592935665 
2.1544346900318837217592935665 
f (x . )  
1.95e -- 60 
- -1 .47e - 57 
0 
0 
0 
-1 .04e  - 50 
-5 .81e  - 55 
-5 .4e  - 62 
-2 .0e  - 63 
2.0e - 63 
2.93e -- 55 
1.0e - 63 
0 
1.0e  -- 63 
0 
- -2 .03e - 32 
- .14e  - 47 
-5 .02e  - 59 
0 
0 
2.06e - 42 
0 
0 
0 
0 
2.06e - 54 
-5 .0e  - 63 
-5 .0e  - 63 
-5 .0e  - 63 
-5 .0e  - 63 
4.92e -- 31 
1 .14e-  19 
3.06e - 46 
1.82e - 50 
1.04e -- 52 
7.33e - 26 
1.39e -- 18 
7.92e - 21 
1.31e - 17 
1.41e - 22 
9. le  - 28 
1.45e - 26 
9.33e - 43 
9.46e - 29 
1.61e - 53 
2.34e -- 16 
8 .6e-  16 
9.64e -- 20 
1.86e 53 
5.49e -- 20 
8.28e -- 22 
4.3e -- 22 
1.46e -- 24 
2.74e -- 24 
4.76e -- 50 
5.64e -- 28 
1.18e -- 25 
9.8e -- 23 
1.57e -- 22 
1.2e -- 21 
IT COC 
fT, 7 -- -2  
NM 9 2 
AM 6 3 
HM 6 3 
CM2 6 4.0 
CM3 5 4.92 
Iterative Methods 
Table 1. (cont.) 
x. f (x . )  5 
-1.2076478271309189270094167584 
-1.2076478271309189270094167584 
-1.2076478271309189270094167584 
-1.2076478271309189270094167584 
-1.2076478271309189270094167584 
fs ,7  = 3.5 
NM 13 2 3 
AM 7 2.98 3 
HM 8 3 3 
CM2 8 3.99 3 
CM3 7 4.85 3 
--2.27e -- 40 
--4.0e -- 63 
--4.0e -- 63 
--4.0e 63 
1.3e -- 62 
1.52e - 47 
-4 .33e - 48 
2.0e - 62 
2.0e - 62 
-2 .0e - 62 
2.73e -- 21 
4.35e -- 45 
2.57e -- 32 
2.15e -- 36 
1.1e -- 18 
4.2e - 25 
2.25e - 17 
2.43e - 33 
2.12e - 23 
3.36e - 16 
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The test results in Table 1 show that the computational orders of convergence of the proposed 
methods (CM2, CM3) are in accordance with the theory developed in the previous sections. The 
most important characteristic of the method (10) (resp., (11)) is that it does not require the 
computation of second order (resp., third order) or higher-order derivatives of the function to 
car ry  out  i te ra t ions  a l though it is of  the  four th  o rder  ( resp. ,  f i f th  o rder ) .  
5. CONCLUSION 
In  th i s  work  a sequence  of  i te ra t ive  methods  for so lv ing  non l inear  equat ion  f (x )  = 0 w i th  
h igher -o rder  convergence  is deve loped  by  app ly ing  Adomian  decompos i t ion  method  to a coup led  
sys tem equ iva lent  to  f (x )  = 0. We have  d i scussed  that  the  convergence  orders  and  er ror  equat ions  
of  the  methods  can  be  der ived  w i th  the  he lp  o f  MAPLE.  The  method  can  be  cont inuous ly  app l ied  
to  generate  an  i te ra t ive  scheme wi th  a rb i t ra r i l y  spec i f ied  o rder  of  convergence ,  wh ich  does  not  
requ i re  the  computat ion  of  that  h igher -o rder  der ivat ives  compared  to  most  o ther  methods  of  the  
same order  even  though it may  he  a t ta ined  at  the  expense  o f  more  te rms invo lved  in the  resu l t ing  
scheme.  
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