We introduce explicit adaptive Milstein methods for stochastic differential equations with one-sided Lipschitz drift and globally Lipschitz diffusion with no commutativity condition. These methods rely on a class of path-bounded timestepping strategies which work by reducing the stepsize as solutions approach the boundary of a sphere, invoking a backstop method in the event that the timestep becomes too small. We prove that such schemes are strongly L 2 convergent of order one. This convergence order is inherited by an explicit adaptive Euler-Maruyama scheme in the additive noise case. Moreover we show that the probability of using the backstop method at any step can be made arbitrarily small. We compare our method to other fixed-step Milstein variants on a range of test problems.
Introduction
We investigate the use of adaptive time stepping strategies in the construction of a strongly convergent explicit Milstein-type numerical scheme for a d-dimensional stochastic differential equation (SDE) of Itô type,
T 0 g i (X(r))dW i (r), (1.1) T ≥ 0, i = 1, . . . , m ∈ N where the drift coefficient f : R d → R d satisfies a one-sided Lipschitz and a polynomial growth condition, the diffusion coefficient g : R d → R d×m is globally Lipschitz continuous and W is an m-dimensional Wiener process.
It was pointed out in [27] that, because the Euler-Maruyama and Euler-Milstein methods coincide in the additive noise case, and as a consequence of the analysis in [11] , an explicit Milstein scheme over a uniform mesh cannot converge in L p to solutions of (1.1). We propose here an adaptive variant of the explicit Milstein method that achieves strong L 2 convergence of order one to solutions of (1.1). As an immediate consequence of this, in the case of additive noise an adaptive Euler-Maruyama method also has L 2 convergence of order one. To prove our convergence result it is essential to introduce a new variant of the admissible class of timestepping strategies introduced in [14, 15] , which we call path-bounded strategies.
Several variants on the fixed-step Milstein method have been proposed, see for example the tamed Milstein [27] , projected and split-step backward Milstein [1] , truncated Milstein [5] , and implicit Milstein methods [9, 28] , all designed to converge strongly to solutions of SDEs with more general drift and diffusions, such as in (1.1). However, all explicit methods of this kind that the authors are aware of have only examined the case where the diffusion coefficients g i satisfy a commutativity condition. By contrast we do not impose this restriction and hence consider the associated Levy areas (see Lemma 2.3) .
A review of methods that adapt the timestep in order to control local error may be found in the introduction to [15] ; we cite here [2, 17, 13, 25, 4, 23] and remark that our purpose is instead to handle the nonlinear response of the discrete system. In addition we note the fully adaptive Milstein method proposed in [10] for a scalar SDE with light constraints on the coefficients. There the authors stated that such a method was easy to implement but hard to analyse and as a result they actually considered a different, but related method.
Our framework for adaptivity was introduced in [15] for an explicit Euler-Maruyama method applied to (1.1) with the same conditions applied to coefficients, and has since been extended to SDE systems with monotone coefficients in [14] and to SPDE methods in [20] . A common feature of all of these articles has been the imposition of maximum and minimum timesteps h max , h min in a fixed ratio ρ and the requirement to use a backstop numerical method in the event that the chosen strategy attempts to select a stepsize below h min . We demonstrate here for a path-bounded strategy that that the probability of using the backstop can be made arbitrarily small by choosing an appropriately large ρ, and an appropriately small h max . This is consistent with observation, and with the intuitive notion that the use of the backstop should be rare in practice (see (e) and (f) of Figure 1 ).
The structure of the article is as follows. Mathematical preliminaries are considered in Section 2, including precise specifications of the conditions imposed on each f and g i , and the characterisation of an explicit Milstein method on an arbitrary mesh. The construction and result of the adaptive time-stepping strategy is outlined in Section 3, where we formulate the combined explicit adaptive Milstein method with backstop which will be the subject of our main theorem. Both main results are stated in Section 4; we defer the proof of the main strong convergence result to Section 6. In Section 5 we compare the adaptive scheme to other fixed step methods and illustrate both convergence and efficiency. The proof of the main strong convergence result is in Section 6. The proof of Lemma 2.3, which provides necessary estimates on Levy areas for our analysis, are provided in Appendix A.
Mathematical preliminaries
We consider the d-dimensional Itô-type SDE (1.1) and for the remainder of the article we let (F t ) t≥0 be the natural filtration of W . Regarding the norms, we let · denote the standard l 2 norm in R d , · F(a×b) the Frobenious norm of the matrix in R a×b and for simplification we write · F as the Frobenious norm of the matrix in R d×d , also · T3 as the tensor norm of the rank-3 tensor in R d×d×d . Furthermore, for all x ∈ R d and for all φ(x) ∈ C 2 (R d , R d ), the Jacobian matrix of φ(x) is a linear operator Dφ(x) ∈ L(R d , R d ) and the second derivative of φ(x) with respect to vector x forms a rank-3 tensor and is a bilinear operator D 2 φ(x) ∈ L(R d×d , R d ). The notation D n φ(x)[x 1 , · · · , x n ] stands for the action of the operator on [x 1 , · · · , x n ] = x 1 ⊗ · · ·⊗ x n ∈ R d × · · ·× R d , and [x] n is used to abbreviate [x, · · · , x]. For a, b ∈ R, a ∨ b denotes max{a, b}. We frequently make use of the elementary inequality
We now present assumptions on f and g.
Proof. See, for example, [12, Lemma 3.1] .
With constants κ > 0 and K g > 0 for all x, y ∈ R d we assume
The global Lipschitz condition (2.6) implies that, for all i = 1, . . . , m; x ∈ R d ,
Under (2.2), (2.3) and (2.6), the SDE (1.1) has a unique strong solution on any interval [0, T ], where T < ∞ on the filtered probability space (Ω, F , (F t ) t≥0 , P), see [22, 6] . Moreover the following moment bounds apply over any finite interval [0, T ]: Lemma 3 .2] Let f, g be C 1 functions satisfying (2.2) and (2.6) respectively. Then for each p > 0 there is C = C(p, T, X(0)) > 0 such that
Next we define the Milstein numerical method that will be the basis of the adaptive method presented in this article. Definition 2.1 (Explicit Milstein method, [16, Section 10.3] ). For a fixed mesh {t n } n∈N on the interval [0, T ], the Milstein discretisation of (1.1) is given in integral form as
Definition 2.2 (The continuous version of the Milstein method). For s ∈ [t n , t n+1 ], the continuous version of (2.11) isȲ
whereȲ (t n ) = Y n , and which may be expressed in component form as In [27] the results of [11, 12] were extended and the following tamed Milstein scheme was introduced for a fixed timestep t n+1 − t n :
However [27] assumed the following commutativity condition: suppose that for all i, j = 1, . . . , m,
When (2.16) holds, the last term in (2.13) vanishes, avoiding the need for any analysis of A ij . We do not impose a commutativity condition of the form (2.16) in this paper, and therefore make use of the following. 
For proof see Appendix A.
Adaptive time-stepping strategies
To deal with the extra terms that arise from a Milstein over an Euler-Maruyama type discretisation in [15, 14] , we introduce a new class of time-stepping strategies in Definition 3.3. Let {h n } n∈N be a sequence of random timesteps and {t n := n i=1 h i } N n=1 with t 0 = 0 represent the random mesh. Definition 3.1. Suppose that each member of the sequence {t n } n∈N is an F t -stopping time: i.e. {t n ≤ t} ∈ F t for all t ≥ 0, where (F t ) t≥0 is the natural filtration of W . We may then define a discrete-time filtration {F tn } n∈N by
Assumption 3.1. We asssume each h n is F tn−1 -measurable and we let N be a random integer such that N := max{n ∈ N : t n−1 < T }, and t N = T.
In addition, we assume h n satisfies the following. Given minimum and maximum step sizes h min and h max imposed in a fixed ratio ρ > 0 such that
In Assumption 3.1, the lower bound on h min given by (3. 2) ensures that a simulation over the interval [0, T ] can be completed in a finite number of time steps. In the event that at time t n our strategy selects a stepsize h n+1 ≤ h min , we instead apply a single step of a backstop method (ϕ in Definition 3.2), a known convergent method with h n+1 = h min (see also discussion in Remark 3.1). Following [14, Definition 9], we define an adaptive explicit numerical scheme combining the Milstein method and a backstop method as follows. 
satisfying (3.3). Then we define the continuous form of an adaptive Milstein scheme with the sequence
for positive constants C 1 and C 2 .
In the following Remarks 3.1 and 3.2, we reiterate comments from [15, 14] that are relevant to the method proposed in this article.
Remark 3.1. The length of the random time step h n+1 (and the position of the corresponding point on the random mesh t n+1 ) is determined by Y n . The upper bound h max prevents step sizes from becoming too large and allows us to examine strong convergence of the adaptive method (3.4) to solutions of (1.1) as h max → 0 (and hence as h min → 0). Note that ϕ satisfies (3.5) if the backstop method satisfies a mean-square consistency requirement. In practice, instead of testing (3.5), we choose the backstop method that is strongly convergent with rate 1. For the numerical examples in Section 5, we use the tamed Milstein method (2.15) introduced by [27] which is for commutative noise.
Remark 3.2. In (3.4), note that for all i = 1, 2, . . . , m, W i (t n+1 ) − W i (t n ) is a Wiener increment taken over a random step of length h n+1 , which itself may depend on Y n and therefore is not necessarily independent and normally distributed. However, since h n+1 is an F tn -stopping time and F tn -measurable, then W i (t n+1 ) − W i (t n ) is F tn -conditionally normally distributed and by the Optional Sampling Theorem (see for example [26] ), for all p = 0, 1, 2, . . .
where Γ is the Gamma function. In implementation, it is sufficient to replace the sequence of Wiener increments with i.i.d. N (0, 1) random variables scaled at each step by the F tn -measurable random variable h n+1 .
Finally, we construct the time-stepping strategy that guarantees the strong convergence of solutions of (3.4) to solutions of (1.1). Instead of ensuring that at each step of the discretization the norm of the drift has a pathwise linear bound as for the Euler-Maruyama case in [15] , we ensure that each path of the numerical solution is uniformly bounded. Definition 3.3 (A path-bounded time-stepping strategy). Let {Y n } n∈N be a solution of (3.4) . We say that {h n+1 } n∈N is a path-bounded time-stepping strategy for (3.4) if Assumption 3.1 is satisfied and there exist real non-negative constants 0
We now provide a specific example of a path-bounded strategy. 
Proof. For (3.10), by applying (3.2), we have
The strategy given by (3.10) in the statement of Lemma 3.3 is admissible in the sense given in [15, 14] . Note that throughout this paper we use a strategy where Q = 0 and R < ∞.
Main Results
Our first main result shows strong convergence with order 1 of solutions of (3.4) to solutions of (1.1) when {h n } n∈N is a path-bounded time-stepping strategy ensuring that (3.9) holds.
be a solution of (3.4) with initial valueȲ 0 = X 0 and path-bounded time-stepping strategy {h n } n∈N satisfying the conditions of Definition 3.3 for some R < ∞. Then for some C(R, ρ, h max ) > 0
hence strong convergence of order 1 for fixed R and ρ. Furthermore,
The proof of Theorem 4.1, which is given in Section 6, accounts for the properties of the random sequences {t n } n∈N and {h n } n∈N and uses (3.9) to compensate for the non-Lipschitz drift.
Our second main result shows that the probability of needing a backstop method can be made arbitrarily small by taking ρ sufficiently large.
be a solution of (3.4) with initial valueȲ 0 = X 0 and path-bounded time-stepping strategy h n+1 = h max / Y n , which satisfies (3.10) with δ = h max . Then for any arbitrarily small tolerance ε ∈ (0, 1), there exists ρ > 0 sufficiently large, such that if we choose
Proof. By (3.10) and the Markov inequality
Note that by the triangle inequality we have
Therefore, by (4.1) and our choice of h max ,
and the statement of the Lemma follows, by (4.3) and appropriate choice of ρ.
Numerical examples
According to (3.10) and following the example of [15] , we may construct an adaptive strategy as
In the numerical experiments below, we compare this adaptive time-stepping strategy for the explicit adaptive Milstein method (3.4), with tamed Milstein (2.15) as backstop (Adaptive), to the tamed (Tamed), split-step-backward (SSBM), and projected (PMil) variants of the Milstein method. For the non-adaptive schemes we take as the fixed step h mean the average of all time steps h (m) n over each path and each Monte Carlo realization m = 0, 1, . . . , M so that
n . (5.2) 5.1. One-dimensional test equations with multiplicative and additive noise. In order to demonstrate strong convergence of order one for a scalar test equation with non-globally Lipschitz drift, consider
For illustrating both the multiplicative and additive noise cases, we estimate the root mean square (RMS) error by a Monte Carlo method using 100 trajectories for h max = [2 −12 , 2 −11 , 2 −10 , 2 −9 , 2 −8 ], ρ = 2 4 , and use as reference solution a tamed Milstein method over a mesh with step sizes 2 −18 . For the multiplicative noise case, we set G(x) = 0.2(1−x) in (5.3). A strong convergence plot is given in Figure 1 (a). All methods demonstrate convergence of order one, and the tamed Milstein method shows the least RMS error for a given stepsize. Figure 1 (b) provides a comparison of computational cost for each method. We see that for larger RMS errors all methods with the exception of SSBM are comparable, with the adaptive Milstein method performing quickest as the target RMS error decreases.
For the additive noise case (where all considered methods correspond to their Maruyama variants), set G(x) = 0.2 in (5.3). In Figure 1 we see strong convergence of order one displayed by all methods in (c), and in (d) a plot of CPU time against RMS error shows comparable performances, again with the exception of SSBM.
Finally, we illustrate Theorem 4.2, which predicts that the probability of our timestepping strategy selecting h min , and therefore triggering an application of the backstop method, can be made arbitrarily small at every step by an appropriate choice of ρ. Set G(x) = 0.2x in (5.3). In Figure 1 (e) we plot h mean of (5.2) with M = 100 (with variance bars) for ρ = 2, 6 and mark occurrences of h min from all the 100 trajectories with a circle. Observe that when ρ = 2 the backstop is triggered on several occasions close to the beginning of the interval of simulation, but once we increase to ρ = 6 we observe no instances where the timestepping strategy selects h min , and therefore the backstop is never triggered. A plot of Monte Carlo probabilities against ρ is given in Figure 1 (f), and shows that as ρ increases, the estimated probability of ever selecting h min declines to a neighbourhood of zero. x) ) and (c) and (d) with additive noise (G(x) = 0.2). In (e) and (f) we illustrate with multiplicative noise that the probability of hitting h min can be made small.
5.2.
Two-dimensional test systems. We now consider
We note that due to the lower efficiency in the one-dimensional case of the SSBM model we do not consider it here in two-dimensions. This observed inefficiency is consistent with the numerical results in [1] . For diagonal and commutative noise we use the same values of h max and ρ as in one-dimensional model. In Figure 2 (a) and (c), We see order one strong convergence for all methods with diagonal and commutative noise, respectively, though for this test equation the adaptive method performs on a par with the tamed Milstein method. Similarly (b) and (d) show a comparable computational performance with tamed as the most efficient.
For the non-commutative noise case we need to change the settings to h max = [2 −8 , 2 −7 , 2 −6 , 2 −5 , 2 −4 ], the step size of the reference line as 2 −10 and ρ = 2 2 . For the simulation of Lévy area we followed the method in [7, section 4.3] . Similarly, we see order one convergence from all method in Figure 2 (e) and efficiency in (f).
Proof of Theorem 4.1
Since (3.9) will hold for the numerical solution whenever a path-bounded strategy is used, we can additionally use (2.3), (2.4), (2.5), and (2.8) to define some bounded constant coefficients depending on R < ∞ that will assist the readability of our analysis.
In this chapter we illustrate the proof of the main result Theorem 4.1 by using the idea of Itô's formula as in [27] for tamed Milstein. We start with two preliminary lemmas. Proof. By (2.13) and Jensen's inequality, we have, for s ∈ [t n , t n+1 ) and n ∈ N,
Applying Jensen's inequality again yields, for s ∈ [t n , t n+1 ) and n ∈ N,
Applying conditional expectations on both sides, together with the Cauchy-Schwarz inequality, (2.9), and (6.1) (which is a consequence of the path-bounded strategy), we have, for each n ∈ N, 
Since |s − t n | ≤ h max ≤ T by (3.2), we have a.s.,
Lemma 6.2. Let f , g be C 2 functions satisfying (2.2) and (2.6) respectively, and suppose that (Ȳ (s)) s∈[tn,tn+1) is a solution of (2.12). Then for k = 1, 2, . . . , and n ∈ N, the following bound holds a.s.:
Proof. The proof follows by rearranging (2.13) and following the method in the proof of Lemma 6.1.
We now prove the strong convergence result. 
Using the Itô formula (see [24] ) and setting s = t n+1 , we can write
By taking the expectation of both sides, conditional upon F tn , and since tn+1 tn | E(r),f (X(r), Y n ) |dr is integrable (by the boundedness of Y n and the finiteness of moments of X(r) (2.10)), using Fubini's Theorem (see for example [3, Proposition 12.10]) we have,
For I 1 , and using (6.4), we subtract and add in f (Ȳ (r)) to get (6.7)
By Taylor's theorem (see [19, Theorem A.1] ), f (Ȳ (r)) may be expanded around Y n as
From the component form of the Milstein method (2.13) we see that
Therefore, by taking the conditional expectation of I 1 given by (6.7) , and applying the one-sided Lipschitz condition (2.2) we have a.s.
We will now determine suitable upper bounds for each of I 1.1 , I 1.2 , I 1.3 , I 1.4 , I 1.5 , and I 1.6 in turn.
For I 1.1 , by the Cauchy-Schwarz inequality, (2.1), and (6.1), we have
For I 1.2 , by (3.6) we have
For I 1.3 , by the Cauchy-Schwarz inequality, Jensen's inequality, (2.1), (3.8), (2.9) and (6.1) we have
For I 1.4 by the Cauchy-Schwarz inequality, conditional independence of the Itô integrals, Jensen's inequality, (2.1), Itô's isometry, (2.9), and (6.1), we have
For I 1.5 , by the Cauchy-Schwarz inequality, Jensen's inequality, (2.1), (6.1), (2.9), and (2.17), we have
For I 1.6 by the Cauchy-Schwarz inequality, Jensen's inequality, and (2.1) we have
F tn I 1.6 (2) . From (6.3) with k = 4, we have a.s.
, and by using Jensen's inequality, (2.4), (6.2), (3.9), and (3.11),
Since (1 − ǫ) 4 ǫ 4q ≤ 1 for q ≥ 1 and ǫ ∈ [0, 1], I 1.6 may be estimated as
, a.s.
Substituting I 1.1 , I 1.2 , I 1.3 , I 1.4 , I 1.5 and I 1.6 back to (6.9), we have
where (6.10)
is a deterministic constant, and 
is an F tn -measurable random variable. For I 2 in (6.6), we subtract and add in g i (Ȳ (r)) to get
where by Taylor's theorem the diffusion term g i (Ȳ (r)) may be expanded around Y n to give
Therefore, by Jensen's inequality, (2.6), (2.9), (2.7), and (6.12), we have
The argument used in the proof of Lemma 6.1 yields
From (6.3) we have
Therefore,
Substituting I 1 given by (6.9) and I 2 given by (6.13) back to (6.6), and defining the a.s. finite and F tn -measurable random variables
and with the positive constant K 1 (R), to get
is generated fromȲ n based on the backstop method over a single step of size h min , which corresponds to the map ϕ satisfying (3.5).
Combination and final result: Combining (6.15) and (3.5) over a single time step, we define 
Summing over all steps, we get
Taking expectations on both sides, using the Tower property of conditional expectations, the fact that N h min ≤ T , h max = ρh min , and E(0) = 0, Using the elementary inequality |a + b| ≤ |a| + |b|, and by (6.18), we see that the upper bound on C(R, ρ, h max ), given by (6.19) , may be written in the form C(R, ρ, h max ) ≤ C(R, ρ) + O(h max ). It follows by (6.10) and (6.19) that lim ρ→∞ C(R, ρ) = ∞, which completes the proof.
Appendix A. Proof of Lemma 2.3
Proof. By [18, 1.3.5] , the characteristic function of the Lévy area (2.14) conditioned on the independence between the pair of Wiener process (W i (r), W j (r)) T where r ∈ [t n , s] is φ(λ) = 1 cosh 1 2 |s − t n |λ , which was applied more recently in a numerical SDE context by [21] . The Taylor expansion of the function cosh 1 2 |s − t n |λ around 0 gives
where E 2N is the 2N th Euler number, which may be expressed as (with i 2 = −1)
2 k i k k , N = 0, 1, 2, 3, . . . .
All odd Euler numbers are zero. The b th derivative of the characteristic function with respect to λ is
As λ → 0, since all terms vanish unless b = 2N , we have lim λ→0 φ(λ)
In the calculation of expectations, the mutual independence of the pair of Brownian increments (W i (t), W j (t)) is by conditioning upon F tn . Therefore, the b th conditional moment of A ij (t n , s) is
where for all a = 1, 2, 3, . . . 
