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Bounds for a Mixture of Low-Rank
Compound-Gaussian and White Gaussian Noises
Olivier Besson
Abstract—We consider the problem of estimating the parame-
ters of a low-rank compound-Gaussian process in white Gaussian
noise. This situation typically arises in radar applications where
clutter is relevantly modeled as compound-Gaussian with a rank-
deficient covariance matrix of the speckle. Using a minimal and
unconstrained parametrization of the problem, we derive lower
bounds for estimation of the parameters describing the covariance
matrix. First, assuming the textures are deterministic, the Crame´r–
Rao bound is derived, which enables one to assess the impact of
the time-varying textures on the estimation performance. Then,
considering the textures as random, hybrid bounds are derived. In
addition, we derive a lower bound for estimating the projector on
the clutter subspace. Numerical simulations enable one to evalu-
ate the impact of random, time-varying textures compared to the
conventional case of constant texture, i.e., of Gaussian subspace
signals in Gaussian noise.
Index Terms—Crame´r–Rao bounds, hybrid bounds, mixed dis-
tributions, subspace signals.
I. INTRODUCTION AND PROBLEM STATEMENT
IN RADAR applications, the optimal processing scheme fordetecting a target buried in disturbance (typically clutter and
thermal noise) consists, under the Gaussian assumption, of a
whitening step followed by matched filtering [1]. The former
step requires estimating the covariance matrix of the distur-
bance, usually from a set of training samples which contain
noise only. While the thermal noise is deemed to be a white pro-
cess with covariance matrix proportional to the identity matrix,
the clutter is usually correlated with a non-flat eigen-spectrum.
In most, not to say all situations, the clutter covariance matrix
(CCM) is full-rank but (close to) rank-deficient clutter covari-
ance matrices are encountered in some scenarios. For instance,
in space-time adaptive processing with side-looking arrays, the
“effective rank” of the clutter covariance matrix, as given by
Brennan rule, is much smaller than the size of the space-time
observations [2]. In other radar scenarios, although the clutter
does not have exactly a rank-deficient covariance matrix, some
of its eigenvalues may be very small, typically below white
noise level, and a low-rank approximation turns out to be ef-
fective. Indeed, under such situations, there is a debate about
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the respective merits of whitening the clutter versus nulling the
clutter using a low-rank approximation and a projection onto the
subspace orthogonal to the clutter. The latter approach, see e.g.,
[3]–[6], enables one to achieve as good a detection performance,
possibly requiring a lower number of training samples.
Another aspect of clutter modeling concerns its statistical
distribution. In many radar scenarios, experimental trials have
shown a good fitting of the so-called compound Gaussian model
to clutter measurements [7]–[12]. The received signal is mod-
eled as the product of a positive random variable, referred to as
the texture, and a Gaussian vector referred to as speckle. As-
suming a low-rank structure for the latter, the M -dimensional
observation vector can be written as
xt =
√
τtGnt + σwwt ; t = 1, . . . , T (1)
where
 τt is a real-valued positive random variable, drawn from
some probability density function (p.d.f.) p(τt).
 nt ∈ CR are independent and identically distributed (i.i.d.)
random vectors drawn from a complex-valued Gaussian
distribution with zero-mean and covariance matrix IR ,
which we denote as nt ∼ CN (0, IR ).
 G is a M ×R matrix, so that Gnt belongs to the subspace
spanned by the columns of G, and its covariance matrix
Rs = E{GntnHt GH } = GGH is rank-R.
 wt denotes additive white Gaussian noise and is assumed
to be independent of nt and drawn according to wt ∼
CN (0, IM ).
In the aforementioned radar application, if whitening is to be
used, then one is interested in retrieving the covariance matrix
GGH and possibly the white noise level σ2w if unknown, while
estimation of the subspace spanned by the columns of G, or
more precisely estimation of the projector on this subspace is
at stake if ones desires to project out clutter. We would like to
stress that although the model in (1) is motivated by radar appli-
cations with compound-Gaussian clutter, it is a rather generic
model which can be of interest in other fields. Indeed, viewing
the component Gnt as a signal and not necessarily clutter, the
vector xt consists of a low-rank signal, whose power varies ran-
domly along the snapshots, embedded in white Gaussian noise,
a model that is likely to include many situations. Furthermore,
when τt = 1, one recovers the conventional model of a low-rank
Gaussian signal immersed in white Gaussian noise. In this pa-
per, we address the problem of estimating G, from which one
can obtain the clutter covariance matrix. More precisely, we de-
rive lower bounds for estimation of G in the general model (1),
for both time-varying τt (compound-Gaussian subspace com-
ponent) and constant τt = 1 (Gaussian subspace component).
The Crame´r–Rao bounds (CRB) derived below will serve two
main objectives:
i) investigate the impact of a time-varying τt compared to
the case of constant τt = 1;
ii) study the magnitude of CRB fluctuations due to the ran-
dom nature of τt .
Point (i) enables one to assess how detrimental are the time-
variations of the textures compared to the case of constant
textures, and to quantify the gap between the case of compound-
Gaussian subspace signals and the Gaussian case. Point (ii) il-
lustrates the scale of performance variations due to a random
texture and can be helpful, e.g., to provide confidence intervals
for the mean-square error, an important issue in practice.
Despite the fact that this paper is not aimed at deriving new
estimates, we briefly review some estimation schemes proposed
recently, before addressing the core problem of this paper. When
τt = 1 a fast maximum likelihood estimator (MLE) was derived
in [13], based on the left principal singular vectors of the data
matrix. Whenwt = 0, i.e., when there is no additive white Gaus-
sian noise and R = M , i.e., when the covariance matrix of the
compound Gaussian component is non-singular, a commonly
employed technique used in many studies consists in deriving
an estimate of Σ = E{xtxHt }, and then in performing an eigen-
value decomposition. Assuming that the textures τt are deter-
ministic or using the normalized data zt = xt/‖xt‖, the MLE
of the covariance matrix is obtained (up to a scaling factor) as
a solution to an implicit equation, which can be solved using
an iterative algorithm, and convergence of the latter has been
proved under some mild assumptions, see e.g., [14]–[17]. In the
truly rank-deficient case R < M , the MLE for known probabil-
ity density function p(τt) of the texture was recently derived in
[18], assuming G is a semi-unitary matrix (GH G = IR ), and
was implemented through an expectation maximization algo-
rithm. Removing the assumption of known p(τt) and consid-
ering τt as deterministic unknown, [19] derives the MLE and
the latter is implemented through alternate maximization over
τt and G. Improvement in terms of computational complex-
ity and accuracy are obtained using majorization-minimization
techniques in [20]. Finally, even if R < M , a possible approach
consists, as a first step, in forgetting about the particular structure
of the covariance matrix (low-rank plus scaled identity matrix)
and simply estimate the covariance matrix of xt , then in a second
step in extracting the principal subspace. Clearly, since we are
dealing with a mixture of compound-Gaussian low-rank com-
ponent and white Gaussian noise, robust estimators should be
advocated. From this perspective, a number of solutions based
on robust shrinkage of Tyler’s estimator seem appropriate, see
e.g., [21]–[25].
Coming back to derivation of lower bounds, we notice that,
usually, the rank-deficient covariance matrix Rs is written as
Rs = UΛUH where U stands for the M ×R semi-unitary
matrix of eigenvectors and Λ = diag{λ1 , . . . , λR} is the diago-
nal matrix of positive eigenvalues. Note that this factorization is
not unique since [UΛ1/2Q][UΛ1/2Q]H = Rs for any unitary
matrixQ. As noted in the introduction, eigenvalues/eigenvectors
parametrization is convenient and natural if one wishes to es-
timate the subspace spanned by the clutter. However, when it
comes to deriving lower bounds, this parametrization is less
practical. Indeed, U belongs to the Stiefel manifold and hence
one must derive bounds on this special manifold. Calculating
bounds on Riemannian manifolds has received much attention
lately, see e.g., [26]–[28]. However, the underlying theory is
somewhat intricate and most studies focused on covariance ma-
trices, not on the Stiefel manifold. Moreover, the problem is
more complicated here where one has a mixture of parameters,
some belonging to a Stiefel manifold (U), other being arbi-
trary parameters, namely Λ and possibly τt and σ2w . On the
other hand, if one is interested in estimating the clutter covari-
ance matrix, then any square-root G is equally good. However,
a complex-valued rank-R covariance matrix is uniquely rep-
resented by N = R + 2(MR−R(R + 1)/2) = 2MR−R2
real-valued parameters, R of them being positive. Therefore,
in this paper, we look for a minimal and essentially uncon-
strained parametrization of Rs and the latter is obtained by
assuming that G is a lower-triangular matrix with positive di-
agonal elements. This is what we assume in the sequel. Doing
so, the elements of G lie arbitrarily in RR+ ×R2M R−R(R+1)
and consequently, one can apply the conventional theory of un-
constrained Crame´r–Rao bounds. Furthermore, this approach
allows us to derive a lower bound for estimation of the projec-
tion matrix on the clutter subspace, using the relation between
the projection matrix and G.
The paper is organized as follows. First, we derive Crame´r–
Rao bounds (CRB) considering τt as deterministic, either known
(which includes the usual Gaussian model with constant τt)
or unknown. We also provide an expression for the minimal
mean-square error for estimating the projector on the clutter sub-
space. Then, hybrid lower bounds are considered when τt is ran-
dom. Numerical simulations enable one to measure the impact
of time-varying τt onto the best achievable estimation perfor-
mance. In the appendices, we address related issues, noticeably
extension to a lower bound for signal estimation in presence of
compound-Gaussian low-rank clutter and white Gaussian noise.
II. BOUNDS FOR ESTIMATION OF G
The aim of this section is derive lower bounds for estima-
tion of G when the latter is a lower triangular matrix with
real positive elements, which ensures a minimal and uncon-
strained parametrization of Rs . As a first step, we will derive
the Crame´r–Rao bound when τt is assumed to be a deterministic
and unknown parameter. Then, we will consider lower bounds
for random τt .
A. Crame´r–Rao Bounds for Deterministic τ
We start with the CRB conditioned on τ = [ τ1 . . . τT ]
T
.
An important reason for this is that it enables one to calculate
bounds when τt is constant, when τt is known and when τt is
considered as deterministic unknown, to be estimated together
with G and possibly σ2w . These three cases have their interests
per se: the first case corresponds to the usual stochastic low-
rank Gaussian model, the second case enables one to figure
out how much is lost when τt varies although one knows how,
and the third case better fits reality. Finally, in order to derive
bounds when τt is random with prior p.d.f. p(τt), a preliminary
and necessary step is to have the Fisher information matrix for
deterministic τt . Under the stated hypotheses, xt conditioned
on G and τ is Gaussian distributed, i.e.,
xt |G, τ , σ2w ∼ CN
(
0,Rt =τtGGH + σ2w IM
)
. (2)
Assuming independence of the snapshots, the likelihood func-
tion of the data matrix X = [x1 . . . xT ] is given by
p(X|G, τ , σ2w ) =
T∏
t=1
π−M det(Rt)−1 exp
{−xHt R−1t xt
}
. (3)
Let the N real-valued elements which parametrize G be as-
sembled in a vector g and let θ = [gT σ2w τ T ] denote the
vector of all unknowns. In the sequel, we let GRmr and GImr
denote the real and imaginary parts of Gmr . The (k, ) element
of a matrix A will indifferently be noted as A(k, ), Ak or
(A)k , depending on which notation is the most convenient. Fi-
nally δ(k, ) is the Kronecker symbol, i.e., δ(k, ) = 1 if k = 
and 0 otherwise.
The Slepian-Bangs formula for the Fisher information matrix
(FIM) [29] states that
F(j, k) =
T∑
t=1
Tr
{
R−1t
∂Rt
∂θj
R−1t
∂Rt
∂θk
}
=
T∑
t=1
Ft(j, k). (4)
In order to derive the various elements of the FIM, we will
build upon the fact that
Rt(k, ) = τt
R∑
p=1
GkpG∗p + σ
2
w δ(k, )
= τt
R∑
p=1
[
GRkpG
I
p + G
I
kpG
R
p
]
+ iτt
R∑
p=1
[
GIkpG
R
p −GRkpGIp
]
+ σ2w δ(k, ) (5)
so that
∂Rt(k, )
∂Grr
= τt [G∗r δ(k, r) + Gkr δ(, r)]
∂Rt(k, )
∂GRmr
= τt [G∗r δ(k,m) + Gkr δ(,m)]
∂Rt(k, )
∂GImr
= τt [iG∗r δ(k,m)− iGkr δ(,m)]
∂Rt(k, )
∂τt
=
(
GGH
)
k
∂Rt(k, )
∂σ2w
= δ(k, ). (6)
Let us introduce some notations, namely At = R−1t G and
Bt = GH R−1t G. Then, using (6) in (4) and after some deriva-
tions, it is possible to obtain all blocks of the FIM as follows
Ft(Grr ,Gss) = 2τ 2t Re
{
(At)sr (At)rs + (R−1t )sr (Bt)rs
}
Ft(Grr ,GRns) = 2τ
2
t Re
{
(At)nr (At)rs + (R−1t )nr (Bt)rs
}
Ft(Grr ,GIns) = 2τ
2
t Im
{
(At)nr (At)rs + (R−1t )nr (Bt)rs
}
Ft(GRmr ,G
R
ns) = 2τ
2
t Re
{
(At)nr(At)ms+(R−1t )nm (Bt)rs
}
Ft(GRmr ,G
I
ns) = 2τ
2
t Im
{
(At)nr(At)ms+(R−1t )nm (Bt)rs
}
Ft(GImr ,G
I
ns) = 2τ
2
t Re {−(At)nr (At)ms
+(R−1t )nm (Bt)rs
} (7)
Ft
(
Grr , σ2w
)
= 2τtRe
{(
R−1t At
)
rr
}
Ft
(
GRmr , σ
2
w
)
= 2τtRe
{(
R−1t At
)
mr
}
Ft
(
GImr , σ
2
w
)
= 2τtIm
{(
R−1t At
)
mr
} (8)
F (Grr , τt) = 2τtRe {(AtBt)rr}
F
(
GRmr , τt
)
= 2τtRe {(AtBt)mr}
F
(
GImr , τt
)
= 2τtIm {(AtBt)mr} (9)
F(τt , τs) = Tr {BtBt} δ(t, s) (10)
F(τt , σ2w ) = Tr
{
AtAHt
} (11)
Ft(σ2w , σ
2
w ) = Tr
{
R−1t R
−1
t
}
. (12)
Note that R−1t G = GΩ−1t with Ωt = τtGH G + σ2w IR , so
that At can be computed more efficiently as At = GΩ−1t . (8)–
(13) enable one to compute the whole FIM whose structure is
given by
F =
⎡
⎢
⎢
⎣
Fgg Fgσ 2w Fgτ
Fσ 2w g Fσ 2w σ 2w Fσ 2w τ
Fτg Fτσ 2w Fττ
⎤
⎥
⎥
⎦ (13)
with obvious definition of the various blocks.
When τ and σ2w are known, then the CRB for estimation of
g is simply CRB(g|τ , σ2w ) = F−1gg . When only τt is known,
the CRB becomes CRB(g|τ ) = [Fgg − Fgσ 2w F−1σ 2w σ 2w F
T
gσ 2w
]−1 .
Finally, when all parameters are to be estimated, there is an
inherent scaling ambiguity between τt and G since Rt =
(α−1τt)(
√
αG)(
√
αG)H + σ2w IM for anyα ∈ R+ . Hence, one
must enforce a constraint on G, and resort to the theory of con-
strained CRB [30], [31]. For instance, if G11 is assumed to be
known, the first row and first column of F should be deleted.
Alternatively, one might use the Moore–Penrose generalized in-
verse of F which corresponds to the minimum variance among
all choices of minimum constraint functions [32]. As a final
comment, note that the above formulas enable one to recover
some usual and important cases. Setting τt = 1 in (8)–(13) pro-
vides the CRB for estimation of a low-rank Gaussian signal
buried in white Gaussian noise. The case R = M corresponds
to a full-rank clutter covariance matrix and to the bounds for its
Cholesky factor.
The above formulas provide a lower-bound for estimation
of G. As indicated in the introduction, in some applications,
the projection matrix on the clutter subspace is a meaningful
quantity. Let Π = G(GH G)−1GH be this projection matrix
and let Πˆ be an estimate of Π. It is thus of interest to derive a
lower bound on E{‖Πˆ−Π‖2F }, which measures the distance
between true and estimated subspaces, and subsequently the
ability to null clutter. The CRB for estimation of G can be used
to this purpose, using the CRB for transformed parameters [29].
To this end, we need the derivatives of Π with respect to g. They
can be obtained as
∂Π
∂gn
=
∂G
∂gn
(
GH G
)−1
GH
+G
[
∂
(
GH G
)−1
∂gn
GH +
(
GH G
)−1 ∂GH
∂gn
]
=
∂G
∂gn
(
GH G
)−1
GH + G
(
GH G
)−1 ∂GH
∂gn
−G (GH G)−1
[
∂GH
∂gn
G + GH
∂G
∂gn
]
(
GH G
)−1
GH
= Π⊥
∂G
∂gn
(
GH G
)−1
GH + G
(
GH G
)−1 ∂GH
∂gn
Π⊥
(14)
where Π⊥ = I−Π. Vectorizing the previous equations yields
∂vec (Π)
∂gn
=
[
G∗
(
GH G
)−T ⊗Π⊥
]
vec
(
∂G
∂gn
)
+
[
ΠT⊥ ⊗G
(
GH G
)−1]
vec
(
∂GH
∂gn
)
. (15)
Note that there exists matrices L and K such that vec(G) =
Lg and vec(GH ) = Kg: these matrices depend only on the
way the matrix G is stacked into g. It follows that
∂vec (Π)
∂gT
=
[
G∗
(
GH G
)−T ⊗Π⊥
]
L
+
[
ΠT⊥ ⊗G
(
GH G
)−1]
K. (16)
Now let π = [Re{vec(Π)}T Im{vec(Π)}T ]T be the real-
valued vector containing the real and imaginary parts of all
elements of Π. Then, the CRB for estimation of π is
CRB(π) =
∂π
∂gT
CRB(g)
∂πT
∂g
. (17)
It follows that
E
{∥
∥
∥Πˆ−Π
∥
∥
∥
2
F
}
= E
{
‖πˆ − π‖2
}
≥ Tr {CRB(π)} = Tr {ZCRB(g)} (18)
where
Z =
∂πT
∂g
∂π
∂gT
= Re
{(
∂vec (Π)
∂gT
)H (
∂vec (Π)
∂gT
)}
= Re
{
LH
[(
GH G
)−T ⊗Π⊥
]
L
}
+Re
{
KH
[
ΠT⊥ ⊗
(
GH G
)−1]
K
}
. (19)
Equation (18) provides a lower bound for the mean-square
error of Πˆ−Π and enables one to assess approximately the
minimum distance between the estimated and the true clutter
subspaces.
B. Lower Bounds for Random τ
In principle, Crame´r–Rao bounds for estimation of G could
be derived when τt is random with prior p.d.f. p(τt), provided
that p(X|G, σ2w ) can be derived. In our case, this proves to be
intractable, at least our attempt to derive it was unsuccessful. In
fact, the p.d.f. of the data matrix X could be obtained in two
different ways. First, one can consider xt as the sum of two
components, one√τtGnt that follows an elliptically contoured
distribution, the other one σwwt being Gaussian distributed.
Therefore, the data distribution could be obtained as the con-
volution of the distributions of each term. The problem with
this approach is that, GGH being singular, the first component
does not have a density in the usual sense, and singular densities
should be defined since √τtGnt belongs to the space spanned
by the columns of G with probability one. Anyway, even in this
case, the convolution does not yield a closed-form expression for
the p.d.f. of X and hence derivation of CRB seems intractable
using this approach. A second solution consists in writing
p(X|G, σ2w ) =
∫
p(X|G, τ , σ2w )p(τ )dτ (20)
but we were not able to obtain analytically the above integral.
Therefore, it appears that CRB derivation is not feasible. Given
this fact, one can still derive lower bounds, more precisely hybrid
bounds which have been extensively studied in the literature for
estimation of parameters of interest in the presence of nuisance
random parameters. In the sequel we let θ = [ηT τ T ]T where
η is the vector of deterministic unknowns: η = g if σ2w is known
and η = [gT σ2w ]
T
otherwise. We focus on obtaining lower
bounds for estimation of η when τ is randomly drawn from
p(τ ).
A first and widely used bound is the so-called hybrid CRB
(HCRB) derived in [33], which is obtained from
Fh(θ) = EX ,τ
{
∂ log p(X, τ |η)
∂θ
∂ log p(X, τ |η)
∂θT
}
(21)
where the expectation should be understood with respect to the
joint p.d.f. of X and τ . As discussed in [34], the HCRB bounds
the mean-square error of any wide-sense unbiased estimate of θ,
i.e., it applies to estimates θˆ such that
∫
θˆp(X, τ |η)dX dτ = θ.
Furthermore, while the CRB is usually tighter than the HCRB
for estimation of η, Theorem 3 of [34] states conditions under
which the two bounds coincide.
In our case, since
log p(X, τ |η) = log p(X, τ ,η) + log p(τ ) (22)
it follows that
Fh(θ) = Eτ
{
EX |τ
{
∂ log p(X, τ |η)
∂θ
∂ log p(X, τ |η)
∂θT
}}
= Eτ
{
F +
[
0 0
0
∂ log p(τ )
∂τ
∂ log p(τ )
∂τ T
]}
= Eτ {F}+
⎡
⎣
0 0
0 Eτ
{
∂ log p(τ )
∂τ
∂ log p(τ )
∂τ T
}
⎤
⎦(23)
where we used the fact that EX |τ{ ∂ log p(X |τ ,η)∂θ } = 0. HCRB(η)
is obtained as the upper-left corner of the inverse of Fh(θ) and
is given by (24)
HCRB(η) =
[
Eτ {Fηη} − Eτ {Fητ} Eτ
{
Fττ
+
∂ log p(τ )
∂τ
∂ log p(τ )
∂τ T
}−1
Eτ {Fτη}
]−1
(24)
when F is partitioned as F =
[
Fηη Fητ
Fτη Fττ
]
. Other bounds have
been proposed in the literature, namely the Miller-Chang bound
[35] and the modified CRB [36], [37] which are respectively
given by
MCB(η) = Eτ
{
F−1ηη
} (25)
MCRB(η) = [Eτ {Fηη}]−1 . (26)
While the MCRB, similarly to the HCRB, applies to wide-
sense unbiased estimates, the MCB applies to strict-sense unbi-
ased estimates, i.e., for θˆ such that
∫
θˆp(X|τ ,η)dX = θ for any
τ [34]. As shown in [37], CRB(η) ≥ HCRB(η) ≥ MCRB(η)
and MCB(η) ≥ MCRB(η). The hybrid bounds in (24)–(26)
provide a lower bound for the mean-square error, under the
unbiasedness conditions stated. Hence, they sort of represent
an average value and cannot fully account for the variations of
CRB(g|τ ) when τ varies randomly. Consequently, in the next
section, we will be interested in the distribution of CRB(g|τ ),
which provides information about average value and dispersion.
At this stage, it is important to mention that most of the ex-
pectations above cannot be computed analytically, given the
expression of the elements of F. Therefore, only numerical ap-
proximation of these expectations can be obtained using Monte-
Carlo simulations, i.e., by drawing a large number of values of τ
from p(τ ) and averaging the concerned quantities. However, the
second term in (29) can generally be calculated analytically. For
instance, in one considers a Gamma distribution for τt (resulting
in Weibull distribution for √τtGnt), i.e.,
p(τt) =
β−ν
Γ(ν)
τν−1t exp
{−β−1τt
} (27)
then
E
{(
∂ log p(τt)
∂τt
)2}
= (ν − 1)2E {τ−2t
}
− 2(ν − 1)β−1E {τ−1t
}
+ β−2 .
(28)
Note that E{τμt t} exists if and only if μ + ν > 0 which means
that one must have ν − 2 > 0. Otherwise, (34) grows to infinity
which results in HCRB(η) = MCRB(η).
III. NUMERICAL ILLUSTRATIONS
In this section we provide a numerical analysis of the for-
mulas developed above. In particular, we wish to analyze the
distribution of the CRB when τt varies, to compare it with the
CRB for constant τt and to the MCB and the MCRB which sort
of evaluate the average behavior of the CRB.
We consider a scenario with M = 16. The power of the
white Gaussian noise is fixed to σ2w = 1. As for the clut-
ter covariance matrix, we start with a full-rank matrix Rc
whose (m,n) element is Rc(m,n) = exp{−2π2σ2f (m− n)2}
with σf = 0.01. The matrix Rs is obtained by truncating the
singular value decomposition of Rc to its first R = 2 sin-
gular values, which bear 99.75% of the energy in Rc , and
by scaling Rs in order to meet the desired clutter to noise
ratio CNR = Tr{Rs}/Tr{σ2w IM }. The textures are gener-
ated from the Gamma distribution in (33) with β = ν−1 so
that E{τt} = 1.
Figs. 1 and 2 display the empirical distribution of
Tr{CRB(g|τ )} obtained from 105 simulations, for different
values of ν. In Fig. 1, T = 16 and CNR = 20 dB while
Fig. 2 considers a more favorable situation with T = 32 and
CNR = 30 dB. In these figures, the vertical solid line represents
the corresponding CRB for constant τt = 1, while the dashed
and dash-dotted lines stand for the MCB and the MCRB respec-
tively. A few observations can be made from inspection of these
figures. The first striking fact is that spreading of the CRB values
can be rather large when ν is small. Additionally, the distribution
appears to be asymmetric. For small ν, the median value is much
below the average value which means that in more than 50% of
the cases, CRB(g|τ ) is smaller than its average value, for in-
stance about 79% for T = 16, CNR = 20 dB and ν = 0.1. This
percentage slightly decreases when T or CNR increase, which
makes the distribution more symmetric. On the other hand, the
percentage of values CRB(g|τ ) < CRB(g|τ = 1) decreases
when ν decreases: its is about 12% for T = 16, CNR = 20 dB
ν = 0.1 and 40% for T = 16, CNR = 20 dB and ν = 0.5. This
means that, as clutter is more heavy-tailed, the effect of varying
τt is more detrimental as CRB(g|τ ) is more often larger than
CRB(g|τ = 1). A similar behavior can be observed for the
constrained CRB, i.e., when both G and τ are to be estimated.
This degradation is mostly due to the small values of τt for
which the corresponding snapshots can be very noisy. Another
outcome of these simulations is that the distributions exhibit a
possibly long tail indicating that the CRB can take very large
values for some realizations of τ : under such circumstances, it
Fig. 1. Distribution of Tr{CRB(g|τ)} for different values of ν . T = 16 and CNR = 20 dB. The vertical (black) solid line represents Tr{CRB(g|τ = 1)},
the dashed (blue) and dash-dotted (red) lines stand for the MCB and MCRB respectively. (a) ν = 0.1. (b) ν = 0.2. (c) ν = 0.5. (d) ν = 1. (e) ν = 10.
(f) ν = 100.
is helpless to hope for an accurate estimation of G. Therefore,
the hybrid bounds do not capture the whole picture, except when
ν is very large, in which case the CRB values are concentrated
on a small support and the distribution is symmetric. It can also
be observed that the MCB decreases when ν increases and, as
could be expected, tends to the CRB for constant τt . Finally,
the mean value of the CRB as well as its dispersion decrease
when T increases. This is illustrated in Fig. 3 where we plot the
average value and the 5% and 95% percentiles of CRB(g|τ )
when T varies. Clearly, performance improves when T grows,
Fig. 2. Distribution of Tr{CRB(g|τ)} for different values of ν . T = 32 and CNR = 30 dB. The vertical (black) solid line represents Tr{CRB(g|τ = 1)},
the dashed (blue) and dash-dotted (red) lines stand for the MCB and MCRB respectively. (a) ν = 0.1. (b) ν = 0.2. (c) ν = 0.5. (d) ν = 1. (e) ν = 10.
(f) ν = 100.
both in terms of mean value and standard deviation, at least
for small ν.
Our last simulation deals with the bound for the projec-
tion matrix. In Figs. 4 and 5, we display the mean value
of the lower bound in (22) for random τt and compare
it to the mean square-error of a simple estimate based on
the first R singular vectors of the data matrix. As can be
observed, this simple estimator comes very close to the
bound even for small ν, at least for T and/or CNR large
enough.
Fig. 3. Mean value and 5%, 95% percentiles of Tr{CRB(g|τ)} versus T .
Various ν , CNR = 30 dB.
Fig. 4. Bound for E{‖Πˆ −Π‖2F } (mean value) and mean-square error of an
estimate based on singular valued decomposition of the data matrix versus ν .
CNR = 30 dB.
Fig. 5. Bound for E{‖Πˆ −Π‖2F } (mean value) and mean-square error of
an estimate based on singular valued decomposition of the data matrix versus
CNR. ν = 0.2.
IV. CONCLUSION AND DISCUSSION
In this paper, we investigated lower bounds for estimating
the parameters of a mixture of a low-rank compound-Gaussian
process and white Gaussian noise. The model presented in this
paper is rather general and can accommodate a large number of
situations. A minimal representation of the rank-deficient clutter
covariance matrix via a lower-triangular factorization enabled
us to derive Crame´r–Rao bounds for deterministic textures and
hybrid bounds when the latter are random. Moreover, it was
instrumental in deriving a lower bound for the projection matrix
on the subspace of interest. Numerical simulations showed that
hybrid bounds, which amount to some sort of averaging, do not
provide the whole picture. Indeed, it was shown that the distri-
bution of the CRB is quite asymmetric for heavy-tailed clutter,
with the median value of the CRB below its average value, and
that some realizations of the textures result in very high CRB,
indicating that accurate estimation is nearly impossible under
such situation.
The lower-triangular factorization of the clutter covariance
matrix is useful if the CCM is to be used for whitening, and
convenient since it allows to use the conventional Crame´r–Rao
bound. Additionally, relating G to the projection matrix Π en-
abled us to derive a bound for estimation of the latter. However,
the natural square distance between estimated and true sub-
spaces is d2(Uˆ,U) =
∑R
r=1 θ
2
r where θr , r = 1, · · · , R stand
for the angles between these subspaces, and Uˆ, U are orthonor-
mal bases. On the other hand, 0.5‖Πˆ−Π‖2F =
∑R
r=1 sin
2 θr .
While the two distances are close to each other for small errors,
they are however different. Therefore, an interesting issue would
be to derive bounds on the Stiefel manifold in order to compare
them with the lower bound derived herein. This seems quite a
challenging problem since U lies on the Stiefel manifold while
other parameters (Λ, τ , σ2w ) are unconstrained.
APPENDIX A
FISHER INFORMATION MATRIX FOR REAL-VALUED SIGNALS
In this appendix, we briefly provide the equivalent of the
above derivations in the real case, that is when xt is real-valued
and hence so are G, nt and wt . In this case, the vector g
comprises N = MR−R(R− 1)/2 elements. The snapshot is
now distributed as
xt |G, τ , σ2w ∼ N
(
0,Rt = τtGGT + σ2w IM
) (29)
and the likelihood function writes
p(X|G, τ , σ2w ) =
T∏
t=1
(2π)−M/2det(Rt)−1/2
× exp
{
−1
2
xTt R
−1
t xt
}
. (30)
The elements of the FIM are now given by
F(j, k) =
1
2
T∑
t=1
Tr
{
R−1t
∂Rt
∂θj
R−1t
∂Rt
∂θk
}
=
1
2
T∑
t=1
Ft(j, k). (31)
Straightforward calculations show that
Ft (Gmr ,Gns) = τ 2t
[
(At)nr (At)ms +
(
R−1t
)
nm
(Bt)rs
]
Ft
(
Gmr , σ2w
)
= τt
(
AtΩ−1t
)
mr
F (Gmr , τt) = τt (AtBt)mr
F(τt , τs) =
1
2
Tr {BtBt} δ(t, s)
F(τt , σ2w ) =
1
2
Tr
{
BtΩ−1t
}
Ft(σ2w , σ
2
w ) =
1
2
Tr
{
R−1t R
−1
t
} (32)
where Ωt = τtGT G + σ2w IR , At = R−1t G = GΩ−1t and
Bt = GT R−1t G = GT GΩ
−1
t .
In the same vein, the lower bound for the projection matrix is
given by
E
{∥
∥
∥Πˆ−Π
∥
∥
∥
2
F
}
≥ Tr {ZCRB(g)} (33)
where
Z = LT
[(
GT G
)−T ⊗Π⊥
]
L
+KH
[
Π⊥ ⊗
(
GT G
)−1]
K (34)
with vec(G) = Lg and vec(GT ) = Kg.
APPENDIX B
BOUNDS FOR ESTIMATION OF A SIGNAL OF INTEREST IN
COMPOUND-GAUSSIAN SUBSPACE CLUTTER AND NOISE
As indicated in the introduction, an important motivation for
the problem considered herein is that (1) is a relevant model for
disturbance in radar applications where √τtGnt corresponds
to the clutter component while σwwt models internal noise. For
such applications, xt are usually training samples which enable
one to learn the clutter structure and then use this information
to better retrieve a signal of interest, with known signature v,
from a primary snapshot
x0 = αv +
√
τ0Gn0 + σww0 . (35)
Following our stochastic approach, we assume here that α
is a zero-mean complex-valued Gaussian random variable with
power P = E{|α|2}, which corresponds to Swerling I-II tar-
gets. Retrieving or detecting the signal of interest more or less
amounts to estimating the power P . Therefore we considering
extending the bounds derived above to bounds for estimation of
θ˜ = [P ηT τ˜ T ]
T
where τ˜ = [ τ˜ T τ0 ]
T
. The (j, k) element of
the new FIM F˜ is given by
F˜(j, k) = Tr
{
R−10
∂R0
∂θ˜j
R−10
∂R0
∂θ˜k
}
+
T∑
t=1
Tr
{
R−1t
∂Rt
∂θ˜j
R−1t
∂Rt
∂θ˜k
}
(36)
where R0 = PvvH + τ0GGH + σ2w IM . Most of the elements
of F˜ have been calculated before, only remain the elements
corresponding to the new unknown variables P and τ0 . As for
P , we obtain
F˜ (P,P ) =
(
vH R−10 v
)2
F˜ (P,Grr ) = 2τ0Re
{(
R−10 vv
H A0
)
rr
}
F˜
(
P,GRmr
)
= 2τ0Re
{(
R−10 vv
H A0
)
mr
}
F˜
(
P,GImr
)
= 2τ0Im
{(
R−10 vv
H A0
)
mr
}
F˜
(
P, σ2w
)
= vH R−20 v
F˜ (P, τ0) = vH A0AH0 v
F˜ (P, τt) = 0. (37)
The elements corresponding to τ0 are given by
F˜ (τ0 , τ0) = Tr {B0B0}
F˜ (τ0 ,Grr ) = 2τ0Re {(A0B0)rr}
F˜
(
τ0 ,GRmr
)
= 2τ0Re {(A0B0)mr}
F˜
(
τ0 ,GImr
)
= 2τ0Im {(A0B0)mr}
F˜
(
τ0 , σ
2
w
)
= Tr
{
A0AH0
}
. (38)
Note that one should be careful that A0 = R−10 G cannot be
written as GΩ−10 . The new FIM exhibits the following structure
F˜ =
⎡
⎢
⎢
⎢
⎢
⎣
F˜P P F˜P η 0T F˜P τ0
F˜ηP F˜ηη F˜ητ F˜ητ0
0 F˜τη F˜τ τ 0
F˜τ0 P F˜τ0 η 0
T F˜τ0 τ0
⎤
⎥
⎥
⎥
⎥
⎦
. (39)
The CRB is obtained as the inverse of F˜, or a sub-matrix of
it, would τ and/or τ0 be known. Similarly to the previous case,
hybrid bounds can be derived when τ and τ0 are random.
Remark 1: If one adopts a “conditional” model for α =
αR + iαR , i.e., if one considers it as a deterministic and
unknown quantity, then the vector of unknowns is θ˘ =[
αT ηT τ˜ T
]T
with α =
[
αR αI
]T
. The (j, k) element of
the new FIM F˘ is given by
F˘(j, k) = 2Re
{
∂(αv)H
∂θ˘j
R−10
∂(αv)
∂θ˘k
}
+
T∑
t=0
Tr
{
R−1t
∂Rt
∂θ˘j
R−1t
∂Rt
∂θ˘k
}
(40)
with now R0 = τ0GGH + σ2w IM . It ensues that F˘ takes the
following form
F˘ =
⎡
⎢
⎢
⎣
F˘αα 0 0
0 F˘ηη F˘ητ˜
0 F˘τ˜η F˘ττ˜
⎤
⎥
⎥
⎦ (41)
with F˘αα = 2
(
vH0 R
−1
0 v
)
I2 . In this case, the CRB for estima-
tion of α is simply F˘−1αα.
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