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Abstract
In [R.P. Stanley, The descent set and connectivity set of a permutation, J. Integer Seq. 8 (3) (2005)
Article 05.3.8] Stanley gives certain enumerative identities revealing a duality between descent sets and
connectivity sets of the symmetric group. In this paper we generalize these identities to all Coxeter groups.
The proofs are obtained by giving these identities an algebraic explanation in terms of parabolic subgroups,
coset representatives, and Poincare´ series, and by a formal argument in terms of inclusion–exclusion-like
matrices.
c© 2007 Elsevier Ltd. All rights reserved.
1. Introduction
Given a permutation w in the symmetric group Sn , the descent set D(w) is the subset of
{1, 2, . . . , n − 1} defined by D(w) = {i : w(i) > w(i + 1)}. The descent set is a well known
and much studied statistic on the symmetric group Sn (see [4]). In [5] Stanley considers the
connectivity set
C(w) = {i : w( j) < w(k) for all j ≤ i < k} ⊆ {1, 2, . . . , n − 1}
and gives certain enumerative identities revealing a kind of duality between descent sets and
connectivity sets of the symmetric group.
The descent set is defined for every element w in an arbitrary Coxeter group W and plays
a crucial role in different contexts (combinatorics of words in Coxeter groups, Bruhat order,
Kazhdan–Lusztig theory). The concept of connectivity set can be generalized in a natural way
to every w ∈ W (as the set of generators which are not smaller than w in the Bruhat order). We
show that the same duality between descent sets and connectivity sets can be established for any
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finite Coxeter group W . This is actually a duality between sets of atoms of the same element
w ∈ W in the two different partial order structures given by Bruhat order and weak Bruhat
order. The proofs of these enumerative identities and of their q-analogues follow by giving them
algebraic interpretations involving parabolic subgroups WJ , parabolic quotients W J , and the
Poincare´ series of W , WJ and W J , and by a formal argument in terms of inclusion–exclusion-
like matrices.
2. Notation and background
This section reviews the background material on Coxeter groups that is needed in the rest
of this work. For a more detailed treatment we refer the reader to [2,3]. The (possibly infinite)
cardinality of a set A will be denoted by #A.
A Coxeter system is a pair (W, S) where W is a group and S ⊂ W is a set of generators for
W subject only to relations of the form
(ss′)m(s,s′) = 1,
where m(s, s) = 1 (i.e. any element of S is an involution), and m(s, s′) = m(s′, s) ≥ 2, for
s 6= s′ ∈ S. We attribute the value ∞ to m(s, s′) if ss′ has infinite order. We denote by e the
identity of W and by T the set of reflections of W , i.e. T = {usu−1 : s ∈ S, u ∈ W }. Given
w ∈ W , we denote by `(w) the length of w and by D(w) the (right) descent set of w:
D(w) = {s ∈ S : `(ws) < `(w)}.
There are remarkable partial order structures onW that arise in a multitude of ways in algebra
and geometry. We denote by ≤ and  respectively the (strong) Bruhat order and the (left) weak
Bruhat order. Recall that u ≤ v means that there exist r ∈ N and t1, . . . , tr ∈ T such that
tr . . . t1 u = v and `(ti . . . t1 u) > `(ti−1 . . . t1u) for i = 1, . . . , r . The weak Bruhat order  is
defined by replacing T with S in the previous definition. There is a well known characterization
of Bruhat order on a Coxeter group (usually referred to as the subword property). We recall it
here for the reader’s convenience. An expression for w ∈ W as a product of k generators with
k minimal is called reduced. By a subword of a word s1s2 · · · sq we mean a word of the form
si1si2 · · · sik , where 1 ≤ i1 < · · · < ik ≤ q .
Theorem 2.1. Let u, w ∈ W. Then u ≤ w if and only if every reduced expression for w has a
subword that is a reduced expression for u.
A proof of the preceding result can be found, e.g., in [3, Section 5.10].
Recall that a poset P is ranked if there exists a (rank) function ρ : P → N such that
ρ(y) = ρ(x) + 1 whenever x < y and the interval [x, y] = {z : x ≤ z ≤ y} coincides
with {x, y}. A poset P is pure of length `(P) = n if all maximal chains are of the same length
n. A poset P with bottom element 0̂ is graded if every interval [̂0, x] is pure. It is well known
that W , partially ordered by either Bruhat order or weak Bruhat order, is a graded poset having `
as its rank function. If #W < ∞, then W admits a longest element denoted by w0, which is the
top element both with strong and with weak Bruhat order. We need the following result (see [2],
Proposition 2.3.4).
Proposition 2.2. If #W < ∞, the multiplication (on the left or on the right) by w0 is an anti-
automorphism of W partially ordered by (strong) Bruhat order.
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Given J ⊆ S, we let WJ be the subgroup of W generated by J and W J := {w ∈ W :
D(w) ⊆ S \ J } be the set of (right) coset representatives. The following result is well known and
a proof of it can be found, e.g., in [3] or in [2], Proposition 2.4.4.
Proposition 2.3. Let J ⊆ S. Then:
(i) every w ∈ W has a unique factorization w = w J · wJ with w J ∈ W J and wJ ∈ WJ ;
(ii) for this factorization, `(w) = `(w J )+ `(wJ ).
We will need the following result. For its proof, see (the proof of) Lemma 3.2.3 of [2].
Proposition 2.4. For all w ∈ W, WD(w) is finite and the longest element w0(D(w)) of WD(w)
is smaller than w in the weak Bruhat order. On the other hand, if the longest element w0(K ) of
WK is smaller than an element w in the weak Bruhat order, then D(w) ⊇ K.
3. A duality between sets of atoms in Coxeter groups
Let (W, S) be an arbitrary Coxeter system. Let w ∈ W and Atom≤(w) = {s ∈ S : s ≤ w}
be the set of atoms of the interval [e, w] partially ordered by Bruhat order. The connectivity set
of w is the set C(w) = S \Atom≤(w). We want to show a duality between connectivity sets and
descent sets of W .
Remarks. 1. A (straightforwardly) equivalent definition of connectivity sets for Coxeter groups
appears in [1]. There the authors define and study a partial order structure on W related to the
connectivity sets.
2. The descent set D(w) equals the set of atoms Atom(w) = {s ∈ S : s  w} of the interval
[e, w] of W partially ordered by weak Bruhat order. Hence the duality is between sets of
atoms of the same element in two different partial order structures.
3. For all w ∈ W , we have
D(w) ⊆ S \ C(w). (1)
Proposition 3.1. Let J ⊆ S. Then
#{w ∈ W : J ⊆ C(w)} · #{w ∈ W : J ⊇ D(w)} = #W.
Proof. Let K = S \ J . Then
{w ∈ W : J ⊆ C(w)} = {w ∈ W : J ⊆ (S \ Atom≤(w))}
= {w ∈ W : K ⊇ Atom≤(w)} = WK
and {w ∈ W : J ⊇ D(w)} = W K . Hence the assertion follows by Proposition 2.3. 
Let J, K ⊆ S. Following Stanley [5], let
X J K = #{w ∈ W : C(w) = S \ J, D(w) = K },
Z J K = #{w ∈ W : C(w) ⊇ S \ J, D(w) ⊇ K }
=
∑
J ′⊆J
∑
K ′⊇K
X J ′K ′ .
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Theorem 3.2. The following holds:
Z J K =
{
#WJ /#WK , if J ⊇ K and #WK <∞;
0, otherwise.
Proof. If J 6⊇ K (respectively, if #WK = ∞), then Z J K = 0 by (1) (respectively by
Proposition 2.4).
Suppose that J ⊇ K and #WK <∞. Let us denote by w0(K ) the longest element of WK . By
Propositions 2.3 and 2.4, {w ∈ W : C(w) ⊇ S \ J, D(w) ⊇ K } = {w ∈ WJ : D(w) ⊇ K } =
(WJ )K × {w0(K )}. Hence Z J K = #(WJ )K = #WJ /#WK . 
Note that in the previous proposition WJ could be infinite.
Let us now consider the q-analogues of the results given before. Given a subset X ⊆ W , we
let X (q) =∑w∈X q`(w) be the Poincare´ series of X . The following result is new also in the case
W = Sn .
Proposition 3.3. Let J ⊆ S. Then∑
w∈W :C(w)⊇J
q`(w) ·
∑
w∈W : D(w)⊆J
q`(w) = W (q).
Proof. As already shown in the proof of Proposition 3.1, {w ∈ W : C(w) ⊇ J } = WK and
{w ∈ W : D(w) ⊆ J } = W K , where K = S \ J . Hence ∑w∈W :C(w)⊇J q`(w) = WK (q),∑
w∈W : D(w)⊆J q`(w) = W K (q) and the assertion follows by Proposition 2.3. 
Let Z(q)J K be the q-analogue of Z J K :
Z(q)J K =
∑
w∈W :
C(w)⊇S\J,D(w)⊆K
q`(w).
Recall that if W is finite, then W has the same length `(W ) both under strong and under weak
Bruhat order; `(W ) equals the length `(w0) of the longest element w0 (which equals #T , the
number of reflections of W ).
Theorem 3.4. The following holds:
Z(q)J K =
{
q`(WK ) (WJ )
K (q), if J ⊇ K and #WK <∞;
0, otherwise.
Proof. By the same reasoning as in the proof of Theorem 3.2, we only have to prove the case
in which J ⊇ K and #WK < ∞. Let us denote by w0(K ) the longest element of WK . By
Propositions 2.3 and 2.4, {w ∈ W : C(w) ⊇ S \ J, D(w) ⊇ K } = {w ∈ WJ : D(w) ⊇ K } =
(WJ )K × {w0(K )}. Hence Z(q)J K = q`(WK )(WJ )K (q). 
We need the following observation. If J ⊇ K and #WK <∞, then
q`(WK )(WJ )
K (q) = WJ (q)
WK (q−1)
.
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In fact q`(WK )(WJ )K (q) = q`(WK ) WJ (q)WK (q) by Proposition 2.3, and the assertion follows by
Proposition 2.2. Hence
Z(q)J K =

WJ (q)
WK (q−1)
, if J ⊇ K and #WK <∞;
0, otherwise.
(2)
Remarks. Proposition 3.1, Theorems 3.2 and 3.4 are generalizations respectively of
Proposition 1.1, Theorem 1.1 and Theorem 2.1 of [5]. In fact, consider the Coxeter system
(Sn, S) where Sn is the symmetric group on n elements and S = {s1, . . . , sn−1} with si =
(i, i + 1) for i = 1, . . . , n − 1. Let J = {si1 , si2 , . . . , sir } ⊆ S with i1 < i2 < · · · < ir and
H = S\ J . Then (Sn)H is isomorphic as a Coxeter group toSi1×Si2−i1×· · ·×Sir−ir−1×Sn−ir
and #(Sn)H = i1! (i2 − i1)! · · · (ir − ir−1)! (n − ir )!. The length `((Sn)H ) equals the number
of reflections in (Sn)H and hence `((Sn)H ) =
(
i1
2
)
+
(
i2−i1
2
)
+ · · · +
(
ir−ir−1
2
)
+
(
n−ir
2
)
since the reflections in the symmetric groups are the transpositions. Furthermore (Sn)H (q) =
Si1(q) × Si2−i1(q) × · · · × Sir−ir−1(q) × Sn−ir (q) and it is well known that Sn(q) =∏n
j=1(1 + q + q2 + · · · + q j−1) (see Proposition 1.3.17 of [4]). Finally, for all K ⊆ J ,
((Sn)J )
K (q) = (Sn)J (q)/((Sn)J )K (q) by Proposition 2.3, and clearly ((Sn)J )K = (Sn)K .
From now on suppose W is finite. As in [5], we can restate Theorem 3.2 matrix-theoretically.
Let us consider matrices whose entries are indexed by pairs of subsets of S. Let Z = (Z J K )
(i.e. the matrix whose (J, K )-entry is Z J K ), D = (DJ K ) be the diagonal matrix with DJ J =
#WJ and M = (MJ K ) be defined by
MJ K =
{
1, if J ⊇ K ;
0, otherwise.
Theorem 3.2 is equivalent to the following matrix identity:
Z = DMD−1.
Also consider the matrices X = (X J K ), Y = (YJ K ) and P = (PJ K ) with
YJ K = #{w ∈ W : C(w) ⊇ S \ J, D(w) = K } =
∑
J ′⊆J
X J ′K ,
PJ K = #{w ∈ W : C(w) = S \ J, D(w) ⊇ K } =
∑
K ′⊇K
X J K ′ .
They satisfy Z = MXM , Y = MX and P = XM .
In a similar way consider the matrices X (q), Z(q), Y (q), P(q) which are the q-analogues of
the matrices X, Z , Y, P that take into account the length function `; for example
X (q) =
∑
w∈W :
C(w)=S\J, D(w)=K
q`(w).
By (2), we have the following matrix identity:
Z(q) = D(q)M(D(q−1))−1,
where D(q) is the diagonal matrix with D(q)J J = WJ (q). We have the following.
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Theorem 3.5. Let #W <∞. The inverses of the matrices Z , Y, X are given by
(Z−1)J K = (−1)#J+#K Z J K
(Y−1)J K = (−1)#J+#K PJ K
(P−1)J K = (−1)#J+#K YJ K
(X−1)J K = (−1)#J+#K X J K .
Theorem 3.6. Let #W <∞. The inverses of the matrices Z(q), Y (q), X (q) are given by:
(Z(q)−1)J K = (−1)#J+#K Z(1/q)J K
(Y (q)−1)J K = (−1)#J+#K P(1/q)J K
(P(q)−1)J K = (−1)#J+#K Y (1/q)J K
(X (q)−1)J K = (−1)#J+#K X (1/q)J K .
Instead of proving the two preceding results using a case-by-case argument, we provide formal
proofs. We postpone them to the next section and now we explicitly state the following direct
corollary of the duality established by Theorem 3.5.
Corollary 3.7. Let S 6= ∅. Then∑
T⊆S
(−1)#T #{w ∈ W : D(w) = T } #{w ∈ W : C(w) = S \ T } = 0,∑
T⊆S
(−1)#T #{w ∈ W : C(w) = ∅, D(w) ⊇ T } = 0.
Proof. The first identity follows by taking the (S,∅)-entry in the identity matrix YY−1 since
both conditions C(w) ⊇ ∅ and D(w) ⊇ ∅ are void.
The second identity follows by taking the (S,∅)-entry in the identity matrix PP−1 since
YT∅ = {w ∈ W : C(w) ⊇ S \ T D(w) = ∅} = {e}. 
Both identities of Corollary 3.7 reduce to the identity
∑
T⊆S(−1)#T = 0 when W is the
abelian Coxeter group generated by S = {s1, . . . , sn} with m(si , s j ) = 2 for all 1 ≤ i, j ≤ n,
i 6= j . In this case, in fact, {w ∈ W : D(w) = T } = {w0(T )}, {w ∈ W : C(w) = S \ T } =
{w0(T )}, and {w ∈ W : C(w) = ∅, D(w) ⊇ T } = {w0}.
Clearly all results in this section can be mirrored by considering left descent sets (and hence
right weak Bruhat order and left coset representatives).
4. Inclusion–exclusion-like matrices
To give simple formal proofs of Theorems 3.5 and 3.6, we introduce two sets of matrices
related to two involutions of the algebra of matrices.
Let R be a commutative ring with 1 and S be a set. LetMS(R) be the set of matrices with
coefficients in R whose rows and columns are indexed by two subsets J, K ⊆ S. We define a
map
∗ :MS(R)→MS(R)
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by letting (∗(A))J K = (−1)#J+#K AJ K . For simplicity, we let A∗ = ∗(A). The map ∗ is an
involutive automorphism of the algebraMS(R); it coincides with the conjugation by the diagonal
matrix E with E J J = (−1)#J (which satisfies E−1 = E). Notice that the map ∗ reduces to the
identity map on the diagonal matrices and preserves ranks and characteristic polynomials.
Denote by GL S(R) the group of invertible matrices ofMS(R). We let
IE∗(R) = {A ∈ GL S(R) : A∗ = A−1}.
We have the following properties:
1. A ∈ IE∗(R)⇒ Az ∈ IE∗(R) for all z ∈ Z;
2. A ∈ IE∗(R)⇒ −A ∈ IE∗(R);
3. A, B ∈ IE∗(R)⇒ AB ∈ IE∗(R) if and only if A and B commute;
4. the diagonal matrices in IE∗(R) have entries in {r ∈ R : r2 = 1};
5. M ∈ IE∗(R), where as before the matrix M = (MJ K ) is defined by
MJ K =
{
1, if J ⊇ K ;
0, otherwise.
We note that the assertion M ∈ IE∗(R) is equivalent to the Principle of Inclusion–Exclusion
(see [4], Chapter 2).
Proposition 4.1. Let X ∈ IE∗(R). Then AX A−1∗ ∈ IE∗(R) for all A ∈ GL S(R). In particular,
if also A ∈ IE∗(R), then AX A ∈ IE∗(R), and IE∗(R) is closed under conjugation by a
diagonal matrix.
Proof. Since the map ∗ is an involution and commutes with the operation of taking the inverse,
we have (AX A−1∗ )∗ = A∗X∗A−1 = A∗X−1A−1 = (AX A−1∗ )−1. 
Proof of Theorem 3.5. Recall that Z = DMD−1 by Theorem 3.2 (where D = (DJ K ) is
the diagonal matrix with DJ J = #WJ ). Hence Z ∈ IE∗(R) by Proposition 4.1, and then
X = M−1ZM−1 ∈ IE∗(R) again by Proposition 4.1. Recall that Y = MX and P = XM .
Then Y−1 = (MX)−1 = X−1M−1 = X∗M∗ = (XM)∗ = P∗ and P−1 = Y∗. 
Now we let R = C(q) be the field of rational functions in one variable q and we write
A ∈ MS(R) as well as A(q) ∈ MS(R) if we need to stress the dependence on q. Define an
involution ι : R → R by ι(q) = q−1 and extend it coefficientwise to an algebra automorphism
ofMS(R). Consider the map ∗ ◦ ι which is an involutive automorphism of the algebraMS(R)
and write A∗ι instead of ∗ ◦ ι(A). The map ∗ ◦ ι preserves the rank, and, if p(q)(x) is the
characteristic polynomial of A ∈ MS(R), then p(q−1)(x) is the characteristic polynomial of
A∗ι.
We let IE∗ι(R) = {A ∈ GL S(R) : A∗ι = A−1}. We have the following properties:
1. A ∈ IE∗ι(R)⇒ Az ∈ IE∗ι(R) for all z ∈ Z;
2. A ∈ IE∗ι(R)⇒ −A ∈ IE∗ι(R);
3. A, B ∈ IE∗ι(R)⇒ AB ∈ IE∗ι(R) if and only if A and B commute;
4. IE∗ι(C) ⊂ IE∗ι(R).
Since the map ∗ ◦ ι is an involutive automorphism, we have results analogous to
Proposition 4.1.
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Proposition 4.2. Let X ∈ IE∗ι(R). Then AX A−1∗ι ∈ IE∗ι(R) for all A ∈ GL S(R). In particular,
if also A ∈ IE∗ι(R), then AX A ∈ IE∗ι(R), and if D(q) is diagonal, then D(q)XD(q−1)−1 ∈
IE∗ι(R).
Proof of Theorem 3.6. Recall that Z(q) = MX (q)M , Y (q) = MX (q), and P(q) = X (q)M .
By (2), Z(q) = D(q)M(D(q−1))−1 where D(q) is the diagonal matrix with D(q)J J = WJ (q).
Hence Z(q) ∈ IE∗ι(R) by Proposition 4.2, and then X (q) = M−1Z(q)M−1 ∈ IE∗ι(R) again
by Proposition 4.2. Furthermore Y (q)−1 = (MX (q))−1 = X (q)−1M−1 = X (q)∗ιM∗ι =
(X (q)M)∗ι = P(q)∗ι and (P(q))−1 = Y (q)∗ι. 
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