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ВВЕДЕНИЕ 
 
 Диссертационная работа посвящена одному из аспектов 
применения теории чисел для решения позиционных игр, которые носят 
общее название как задачи о математическом сейфе. Первоначально эти 
задачи возникали в различных компьютерных играх  и не имели четкой 
формализации. Этот  аспект касается вопросов  комбинаторной  оптимизации 
на сравнительно новых математических объектах и еще недостаточно 
освещен  в научной литературе. 
  
Актуальность темы. В наше время  существует потребность создания 
новых моделей и методов дискретной оптимизации, эффективных методов 
решения оптимизационных задач, которые возникают при решении 
теоретических и прикладных проблем в экономических, производственных, 
технологических процессах различных областей народного хозяйства. Это, 
например, задачи проектирования сетей связи, технических устройств и 
машин, проектирование цифровой и радиоэлектронной аппаратуры, 
управление движением транспорта, планирование и управление 
производственной и коммерческой деятельностью, размещением и 
комплектацией оборудования. 
 Исследования задач дискретной оптимизации являются предусловием 
успешного моделирования важных экономических, природных, социальных 
и других процессов. Научные публикации  на протяжении прошлых 
двадцати-тридцати лет в области дискретной оптимизации [1,2] 
свидетельствуют о необходимости и важности подобных исследований. Это 
связано с тем, что в последнее время возросла актуальность решения таких 
задач при принятии решений в области управления и планирования 
производственных процессов, в задачах геометрического проектирования, 
перспективного планирования, теории расписаний и других, связанных с 
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выбором одного з возможных вариантов действия. Среди  класса 
комбинаторных оптимизационных задач особое место занимают задачи на 
вершинно расположенных множествах, или задаваемых матрицами. В 
Украине среди ученых, работы которых посвящены разным направлениям 
дискретной математики и ее применениям, в первую очередь следует 
упомянуть Сергиенка И.В., Шора Н.З., Стояна Ю.Г., а также Гуляницкого 
Л.Ф., Донца Г.А., Емца О.А., Ляшенка И.Н., Павлова А.А., Шила В.П., 
Яковлева С.В. и руководимые ими  научные коллективы. 
Анализ использования  результатов этих исследований позволяет 
сделать вывод об актуальности новых подходов и методов комбинаторной 
оптимизации, а также о необходимости и своевременности исследования  
свойств задач оптимизации комбинаторного типа. 
В  диссертационной работе предлагается  новое направление в этом 
вопросе,  в ней разработаны методы решения дискретных задач, которые 
возникают в  теории кодирования, теории защиты информации и других 
научных областях, и которые можно классифицировать как  позиционные 
игры на   матрицах.  
 
Связь работы с научными программами, планами, темами.  
Основные исследования по теме диссертации проводились на кафедре 
автоматизированных систем  обработки  информации и управления  
факультету информатики и вычислительной техники Национального 
технического университета Украины “Киевский Политехнический Институт” 
согласно с индивидуальным планом подготовки соискателя и  в рамках 
научно-исследовательских работ: 
«Розробка теоретичних основ побудови високопродуктивних комп’ютерних 
систем з динамічним розпаралелюванням обчислювальних процесів» 
(державний реєстраційний номер 0111U002729 згідно з науковим напрямом 
«Розробка високопродуктивних багатокластерних обчислювальних систем»); 
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«Методи організації моніторингових інформаційно-аналітичних систем 
науково-освітнього призначення на основі високопродуктивних 
обчислювальних кластерних технологій» (державний реєстраційний номер 
0112U001688). 
 
Цель и задачи исследования. Целью диссертационного исследования   
является решение вопроса о существовании решения системы линейных 
сравнений по конечному  модулю, составленной для определенного  класса 
графов, или для специальных матриц произвольного объема. При этом в 
случае отсутствия решения необходимо скорректировать начальные данные 
таким образом, чтобы задача имела решение. 
В диссертационной  работе  были поставлены и решены такие задачи: 
• найти достаточные условия существования и разработать методы 
решения задачи о математическом сейфе, заданном на  матрицах,  с 
однотипными замками, число состояний которого произвольное и  
является простым; 
• найти достаточные условия существования и разработать методы  
решения задачи о математическом сейфе, заданном на  матрицах,  с 
однотипными замками, число состояний которого произвольное и 
является составным; 
• найти достаточные условия существования и разработать методы 
решения задачи о математическом сейфе  с замками двух типов, 
числа состояний  которых  произвольные и являются простыми; 
• найти достаточные условия существования и разработать методы 
решения задачи о математическом сейфе  с замками двух типов, 
числа состояний  которых  произвольные и являются составными; 
• найти достаточные условия существования и разработать методы 
решения задачи о математическом сейфе  с замками нескольких 
типов, числа состояний  которых  произвольные и являются 
простыми; 
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Объект исследования. Объектом исследования является 
комбинаторная  позиционная игра на   матрицах. 
 
Предмет исследования. Предметом исследования является   система 
линейных сравнений по конечному модулю. 
 
Методы исследования. При разработке алгоритмов и доказательстве 
теоретических утверждений использовались методы теории чисел, 
линейная алгебра и комбинаторика. 
 
Научная  новизна  полученных  результатов: 
 - в диссертации впервые начато исследование новой  перспективной  
темы, которая имеет прямое отношение к одной из областей теории игр.  
Имеются в виду  задачи, где необходимо, исходя из начального состояния 
объекта, за определенными правилами достигнуть  другого, наперед 
заданного состояния. Такие задачи встречаются в компьютерных играх, 
однако математическая постановка задачи как задачи о математическом 
сейфе  и методы ее решения представлены  впервые. Поэтому все результаты, 
полученные  диссертантом,  являются новыми и не имеют аналога; 
 - впервые проблема определения оптимального пути к заданному 
конечному состоянию в подобных играх сводится к решению линейной 
системы  сравнений в классе  вычетов по конечному модулю; 
- проблема сначала рассматривается для  простейших матриц. 
Находятся условия, при которых заданные состояния замков сейфа 
гарантируют существование решения задачи. Доказано ряд утверждений, 
которые позволяют получить  решение задачи в явном виде; 
 - задача о математических сейфах, которые  заданы на матрицах, имеет 
свою специфику и кое в чем отличается от  такой задачи на графах. Для нее 
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находятся необходимые условия существования решения задачи, которые 
существенно зависят от размеров матрицы; 
 -  при условии существования решения задачи предлагаются 
разработанные методы, которые позволяют получить это решение в явном 
виде как для математических сейфов с замками одного типа, так и для замков 
разного типа. Если задача не имеет решения, предлагается в начальное 
состояние математического сейфа внести коррективы, после которых задача 
будет иметь  решение. 
 
 Практическое значение полученных результатов диссертационной 
работы. 
 Прежде  всего надо отметить те теоретические результаты, которые 
позволят их применять для получения решений многих практических задач, 
которые сводятся  к  играм  подобного класса.  
 Полученные  результаты можно использовать также в теории 
кодирования  и теории защиты информации.  
 Значительная часть результатов диссертации может быть использована 
в научном процессе вузов Украины, где преподаются такие дисциплины как 
“Дискретная математика” и “Прикладная математика”.  
 
Личный  вклад  соискателя.  Все результаты в опубликованных 
работах по теме диссертации получены автором самостоятельно или с его 
участием.  
В работах, написанных в соавторстве, диссертанту принадлежит: в [23] 
– разработка алгоритма и его теоретическое обоснование, а соавтору 
(руководителю диссертанта)  – постановка задачи и идея обоснования 
некоторых утверждений; в [25] – соавтору принадлежит постановка задачи,  а 
диссертант разработал алгоритм, осуществил его программную реализацию и 
тестирование; в работе [5] автор лично продолжил исследования работ [23] и 
[25] и начал изучение нового подкласса математических сейфов;  в [22] – 
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автор лично получил новые результаты о математических сейфах с 
произвольными замками, среди них две теоремы о нахождении решения 
задачи в явном виде. 
 
Апробация результатов работы. Основные результаты работы 
докладывались и обсуждались на научных семинарах, конференциях, в 
частности, на научных семинарах в Институте кибернетики имени 
В.М.Глушкова НАН Украины (2004 – 2005 гг.), Днепропетровском 
национальном университете (2004 г.), Киевском национальном университете 
имени Тараса Шевченка (2005 г.)  и на Шестнадцатом – (12-13 апреля 2014 г.) 
и Семнадцатом (15-16 апреля 2015г.)  Межвузовских научно-практических 
семинарах „Комбинаторные конфигурации и их применение”, г. Кировоград.  
 
Публикации. Основные результаты исследования опубликованы в 10 
печатных работах, из них 5 статей опубликовано из Перечня научных 
специализированных изданий Украины, одна работа в издании, включенном  
в международные наукометрические базы, 2 - в иностранных 
специализированных журналах, 3 роботы  - в трудах международных  
научных конференциях. 
 
Структура диссертации. Диссертация состоит из введения, четырех  
глав, выводов, списка использованных источников из 69 наименований. 
Объем диссертации – 119 страниц, которая изложена на русском языке.  
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ГЛАВА 1 
ОБЗОР ЛИТЕРЕТУРЫ ПО ТЕМЕ И ВЫБОР НАПРАВЛЕНИЯ 
ИССЛЕДОВАНИЙ   
 
 Комбинаторный анализ является сравнительно молодой наукой, но  за 
годы своего почти семидесятилетнего  существования она сумела 
проникнуть в различные области теории и практики, где  в  отличие  от 
классического анализа непрерывных величин  на первый план  выдвигаются 
рассуждения и построения дискретно-комбинаторного  характера. 
  В настоящее время количество важных практических и  теоретических 
задач самого разнообразного конкретного  содержания  и самой различной 
степени сложности, сводящихся к задачам и проблемам чистой 
комбинаторики, растет так быстро, что для их решения уже не хватает 
старых  традиционных  методов.  Единственный выход - научиться решать 
эти задачи, используя, с одной  стороны, новейшие достижения и идеи 
теоретической  математики,  а  с другой стороны, мощную современную 
вычислительную технику. 
 Попытки целиком подвести комбинаторику под какие-либо разделы 
уже сложившихся математических дисциплин (алгебру, топологию, 
математическую логику) оказались не состоятельными. Правда, аппарат 
алгебры нередко удается  использовать здесь не только как вычислительное 
средство, но  и  как  орудие исследования, однако в изучении комбинаторики 
слишком большую роль играет чисто логическое искусство, недостаточно 
охваченное алгебраической наукой. 
 Применение теории матриц  для исследования графов носило чисто 
случайный характер. Известна одна классическая  теорема,  в которой 
доказывается матричное равенство в классах  вычетов  по модулю 2. 
 Теорема 1.1. [1] Если граф G  имеет матрицу инциденций B  и матрицу 
циклов  C ,  то        )2(mod0=CB . 
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 Это соотношение имеет многочисленные применения в теории 
релейных схем. 
  В свое время, решая проблему  4-х  красок,  Хивуд  доказал 
следующую теорему. 
 Теорема 1.2  [6].  Для того чтобы вершины плоской  триангуляции L  
допускали раскраску четырьмя цветами, необходимо  и достаточно, чтобы 
каждой грани можно было отнести одно из чисел 1, 2 с соблюдением 
условия: для каждой вершины L  сумма  чисел, отнесенных к примыкающим 
к ней граням, равна 0 по модулю 3. 
 Чаще всего теория чисел привлекается в теорию  графов  для 
различного рода кодирования (нумерации) графов. 
 Решение широкого круга прикладных  задач  связано  с  размещением 
объектов той или иной природы в элементах определенной структуры. 
Необходимость в подобных действиях возникает, например, при расстановке 
оборудования в цехах, при размещении  элементов радиоэлектронной 
аппаратуры, при расположении программ и исходных данных в памяти 
компьютеров и т.п. 
 Многие из этих практических  задач  моделируются  задачами 
оптимизации на  перестановках. В таких задачах необходимо отыскать 
перестановку, доставляющую экстремум заданной функции, определенный 
на некотором множестве перестановок элементов конечного множества. 
 Задачи оптимизации на перестановках относятся к дискретным задачам 
оптимизации. Для их решения привлекаются такие  универсальные методы 
как метод последовательного  анализа  вариантов, метод ветвей и границ,  
метод  динамического  программирования, которые по оценке теории 
сложности вычислений не  являются  эффективными. 
 Во многих задачах оптимизации на перестановках размещаемые 
объекты обладают определенной совокупностью взаимосвязей, которую 
часто можно задать с помощью графа или гиперграфа.  В  этом случае задача 
состоит в поиске такой нумерации вершин графа или гиперграфа, которая 
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доставила бы экстремальное значение некоторому функционалу, 
определенному на множестве нумераций. Эта задача имеет и матричную 
эквивалентную формулировку. Тогда  необходимо найти либо 
симметричную перестановку строк  и  столбцов, либо независимые 
перестановки строк и столбцов, дающие  экстремум функционалу. 
 За последние три десятилетия появилось немало работ,  посвященных 
решению задач нумерации графов, гиперграфов и упорядочению матриц. В 
них в зависимости от конкретной области  исследований рассматривались 
различные классы графов и разнообразные критерии оптимальности. 
 В общем случае большинство задач оптимальной нумерации для 
графов и матриц является  NP-полными и поэтому для них не существует 
эффективных алгоритмов точного решения. В этой  ситуации представляется 
актуальным исследование  частных  случаев  задач нумерации, поставленных 
на ограниченных классах графов.  Причем важно как отыскание 
полиномиально  разрешимых  случаев  задачи, так и выяснение пределов тех 
упрощений или ограничений, при которой она остается  NP-полной. 
Решение широкого круга прикладных  задач  связано  с  размещением 
объектов той или иной природы в элементах определенной структуры. 
Необходимость в подобных действиях возникает, например, при расстановке 
оборудования в цехах, при размещении  элементов радиоэлектронной 
аппаратуры, при расположении программ и исходных данных в памяти 
компьютеров и т.п. 
 Многие из этих практических  задач  моделируются  задачами 
оптимизации на  перестановках. В таких задачах необходимо отыскать 
перестановку, доставляющую экстремум заданной функции, определенный 
на некотором множестве перестановок элементов конечного множества. 
 Задачи оптимизации на перестановках относятся к дискретным задачам 
оптимизации. Для их решения привлекаются такие  универсальные методы 
как метод последовательного  анализа  вариантов, метод ветвей и границ,  
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метод  динамического  программирования, которые по оценке теории 
сложности вычислений не  являются  эффективными. 
 Во многих задачах оптимизации на перестановках размещаемые 
объекты обладают определенной совокупностью взаимосвязей, которую 
часто можно задать с помощью графа или гиперграфа.  В  этом случае задача 
состоит в поиске такой нумерации вершин графа или гиперграфа, которая 
доставила бы экстремальное значение некоторому функционалу, 
определенному на множестве нумераций. Эта задача имеет и матричную 
эквивалентную формулировку. Тогда  необходимо найти либо 
симметричную перестановку строк  и  столбцов, либо независимые 
перестановки строк и столбцов, дающие  экстремум функционалу. 
 За последние три десятилетия появилось немало работ,  посвященных 
решению задач нумерации графов, гиперграфов и упорядочению матриц. В 
них в зависимости от конкретной области  исследований рассматривались 
различные классы графов и разнообразные критерии оптимальности. 
 В общем случае большинство задач оптимальной нумерации для 
графов и матриц является  NP-полными и поэтому для них не существует 
эффективных алгоритмов точного решения. В этой  ситуации представляется 
актуальным исследование  частных  случаев  задач нумерации, поставленных 
на ограниченных классах графов.  Причем важно как отыскание 
полиномиально  разрешимых  случаев  задачи, так и выяснение пределов тех 
упрощений или ограничений, при которой она остается  NP-полной. 
  Нумерацией  (упорядочением)   −n вершинного  графа  
),( YXG   называется взаимно однозначное  отображение IXf ⇒: , где 
},,{ 21 niiiI K=  – множество целых чисел, а f  в общем  случае принадлежит 
какому-то классу функций K . 
 Общая задача о нумерации ставится так: для заданного графа G  найти  
такую  нумерацию  Kf ∈ ,   чтобы  функционал ),( fGB  принимал 
наименьшее значение. 
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 Среди задач нумерации можно  выделить  следующие  наиболее 
известные : 
 1. Задача о ширине графа. 
 Шириной графа G  при нумерации f  называется  число 
 
( ){ }YxxxfxffGB jiji ∈−= ,:)()(max),( , 
а шириной графа  G  число 
 
).,(min)( fGBGB
Kf ∈
=  
 
 Задача о построении минимальной по ширине нумерации называется 
задачей о ширине графа. 
 Впервые задача о ширине графа была сформулирована  в  1954 году в 
работе [7]. В ней поставлена задача о ширине  −n куба, которая была решена 
позже. В 1976 году установлена NP-полнота задачи о ширине графа, а в 1978 
году доказано, что задача остается NP-полной для деревьев с максимальной 
вершинной степенью три [8]. И, наконец, в 1986 году показано, что задача 
остается NP-полной даже для  следующих  классов  деревьев: 3-гусениц  и 
−n гусениц с максимальной вершинной степенью три [9]. 
 2. Задача о профиле графа. 
 Профилем графа  G   при нумерации  f   называется число 
 
∑ ≅−= ijji xxxfxffGP :)(min)(),( , 
 
а профилем графа  G  - число 
 
).,(min)( fGPGP
Kf ∈
=  
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 Здесь знак  ≅   означает смежность или совпадение. Задача о профиле 
возникает в  вычислительной  математике  при  обработке разреженных 
матриц. Она также является  NP-полной [8]. 
 3. Задача о длине гиперграфа.  
 Пусть ),( εXH =  - некоторый гиперграф с множеством  вершин 
{ }
n
xxxX ,...,, 21=  и множеством ребер  { }meee ,...,, 21=ε . 
 Нумерацией (упорядочиванием)  n-вершинного  гиперграфа 
),( εXH =  называется взаимно однозначное  отображение  IXf ⇒: ,  где 
{ }
m
iiiI ,...,, 21=  – нумерующая последовательность.  Длиной гиперграфа  
),( εXH =   при нумерации  f  называется число 
 
∑
∈ ∈∈ 



−=
Kf
j
ex
i
ex
xfxffHd
ji
)(min)(max),( , 
 
а длиной гиперграфа  ),( εXH =  – число  
 
).,(min)( fHdHd
Kf ∈
=  
 
 Задача о длине гиперграфа возникает  в  ряде  практических задач при 
автоматизации проектирования интегральных схем и компонент 
компьютеров, в биологии при решении задач о наследственности, а также в 
различных областях теории информации. Если  использовать матрицу 
инциденций гиперграфа A  размером nn × ,  которая является (0,1)-матрицей, 
то задача  сводится  к  построению такой матрицы  A′   путем  перестановок 
столбцов,  у  которой  в каждой строке единицы будут размещены  подряд,  
за  исключением некоторых пробелов из нулей, число которых необходимо 
минимизировать. Если таких пробелов нет, то говорят, что матрица  обладает  
свойством  связности.  В  общем  случае  задача  является NP-полной. 
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Соответствующая задача в [10] называется дополнением до матрицы со 
свойством связности. 
 Описанные здесь задачи нумерации графов сводились к  определению 
экстремума  функционала,  который  был  независимым  от структуры графа, 
т.е. способ задания графа мог быть  произвольным. 
 Существует отдельное направление в теории  нумерации  графов, в 
котором  сама  нумерация  используется  для  оптимизации представления 
графов. 
 В обычных представлениях графов обязательно  перечисляются 
множества его вершин и ребер. Существует ряд задач, когда такое 
представление при увеличении размеров графа вызывает  серьезные 
трудности и требует более компактного, или более удобного, 
специфического представления. 
 Для некоторых дискретных объектов важными являются  задачи 
построения полной совокупности симметрий  объекта,  или  задачи 
реализуемости в естественных  евклидовых  пространствах.  Такие задачи 
возникают, если в качестве исследуемых объектов рассматриваются графы 
химических соединений, формулы или схемы, реализующие булевские 
функции, цифровые автоматы, многогранники и др. 
 Проблема установления симметрий, в свою очередь,  является основой 
решения задач количественной оценки информативности дискретных 
объектов, применяемых в научных исследованиях, связанных с разработкой 
различных систем  автоматизации  проектирования. В частности, оценка 
сложности объектов имеет много  применений в области автоматизации 
вычислительных систем, при  минимизации описания  исходных  объектов,  
выделении  информативных признаков в области распознавания образов. 
 При обычном кодировании графов  решение  вышеперечисленных 
задач затруднено, поэтому актуальной является проблема построения 
специального  кодирования  графов,  обладающего  следующими свойствами: 
а) переход к специальному кодированию от естественного является 
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достаточно нетрудоемким;  б) трудоемкость алгоритмов на графах при таком 
кодировании должна  быть  меньшей,  чем при стандартном кодировании. 
 С учетом этих требований закодированный граф должен представлять 
собой тройку  ),,( FUXG = ,  где  { }
n
xxxX ,...,, 21=  - множество 
действительных чисел, каждое из которых соответствует одной вершине; 
{ }
m
uuuU ,...,, 21=  -  множество  действительных чисел, называемых 
образующими, а  F - функция  двух  переменных такая, что UxxF ji ∈),( , 
тогда и только тогда, когда пара вершин  ( )), ji xx   образует ребро исходного 
графа. 
 Накладывая различные ограничения на  множества  X, U  и на функцию  
F,  можно получать кодирование графа, которое отражает те или иные 
свойства этого графа. При этом, в отличие от  обычного представления 
графов, где почти все  операции  сводятся  к поиску элемента из множества 
данных,  здесь  основные  операции сводятся к вычислению функции  F. 
 Если взять в качестве  ,, NXxxF ji ∈+=   получим графы, которые 
носят название арифметических. Это название впервые было зафиксировано 
в [11], и дальнейших работах [12–34] оно прижилось. Идея названия 
возникла у  Григорьяна Ю.Г.  при  описании процесса минимизации булевых 
функций. Оказывается,  суммы  двух десятичных номеров вершин каждой 
главной  диагонали   m-мерного единичного куба постоянны. И хотя для 
минимизации булевых функций это ничего не дало, сами арифметические 
графы нашли  применение в различных практических задачах, связанных с 
оптимизацией распределения памяти в компьютерах и ускорением 
вычислительных алгоритмов на графах. 
 Позже в работах [35–36] понятие арифметического графа было 
обобщено и расширено  до понятия числового графа. Далее в работах [37–44] 
изучались структура, проблема изоморфизма и хроматическое число 
числовых графов, среди которых кроме арифметических, наиболее 
встречающимися были натуральные модульные графы.  
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Числовые графы представляют собой новый многообещающий 
математический объект, который во многих практических областях по 
своему способу представления может составить альтернативу обычным 
графам, представляемых с помощью списков смежности. Это 
преимущество может проявиться в уменьшении необходимого объема 
памяти при записи исходных данных о графах, что само собой повлечет 
увеличение скорости работы алгоритмов, а также в том, что специфика 
представления числовых графов позволит создавать принципиально новые, 
более качественные алгоритмы.  
Числовым графом ),,,( gFUXG =  называется −n вершинный граф, 
представленный двумя множествами nNNnX == },,,,2,1{ KK  – множеством 
вершин и NU ∈  – множеством образующих, функцией смежности ),( ji xxF  
и функцией исключения )(xg . Вершина Xxk ∉  если 0)( =kxg , а вершины 
Xxx ji ∈,  смежны, если UxxF ji ∈),( .  
Если jiji xxxxF +=),( , то такой числовой граф, как было указано 
раньше,  называется арифметическим, если же ||),( jiji xxxxF −= , то 
соответственно – модульным. Относительно функции )(xg  никаких 
определенных свойств не предполагается, в конце концов, она может просто 
перечислять множество вершин, не принадлежащих X .  
В большинстве случаев, когда заданный граф имеет определенную 
структуру, имеющую несколько осей симметрии, или периодически 
повторяющиеся части, задание функций ),( ji xxF  и )(xg  не представляет 
труда. Среди графов, наиболее изученных, рассматриваемых в основном 
встречаются натуральные модульные графы (NM-графы) и натуральные 
арифметические графы (NA-графы). Для таких графов 0)( ≠xg  для всех 
Xx ∈ . Другими словами, из всех числовых графов NA-графы и NM-графы 
по способу задания являются самыми простыми.  
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В отличие от графов, задаваемых традиционным способом, числовые 
графы значительно меньше требуют машинной памяти для задания своей 
структуры. Если алгоритмы для обычных графов в подавляющем своем 
большинстве используют операции поиска и лишь в незначительном 
меньшинстве – арифметические операции, то в числовых графах 
применяются в основном операции вычисления над целыми числами. 
Последнее обстоятельство послужило толчком для сравнения сложности 
алгоритмов на числовых и обычных графах. В работе [45] было доказано, что 
такой базовый алгоритм для теории графов как поиск в глубину имеет 
ощутимое преимущество, если граф представлен в виде натурального 
арифметического графа. Данная работа вызвала еще ряд [46] подобных 
работ, где делалась подобная оценка алгоритмов и на других числовых 
графах.  
Задача о длине гиперграфа возникает  в  ряде  практических задач при 
автоматизации проектирования интегральных схем и компонент 
компьютеров, в биологии при решении задач о наследственности, а также в 
различных областях теории информации. Описанные здесь задачи нумерации 
графов сводились к  определению экстремума  функционала,  который  был  
независимым  от структуры графа, т.е. способ задания графа мог быть  
произвольным. 
 Для некоторых дискретных объектов важными являются  задачи 
построения полной совокупности симметрий  объекта,  или  задачи 
реализуемости в естественных  евклидовых  пространствах.  Такие задачи 
возникают, если в качестве исследуемых объектов рассматриваются графы 
химических соединений, формулы или схемы, реализующие булевские 
функции, цифровые автоматы, многогранники и др. 
 Проблема установления симметрий, в свою очередь,  является основой 
решения задач количественной оценки информативности дискретных 
объектов, применяемых в научных исследованиях, связанных с разработкой 
различных систем  автоматизации  проектирования. В частности, оценка 
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сложности объектов имеет много  применений в области автоматизации 
вычислительных систем, при  минимизации описания  исходных  объектов,  
выделении  информативных признаков в области распознавания образов. 
 Благодаря новым открытым характерным  свойствам  графов 
возрастает и их роль как новых объектов, на которых задаются новые задачи, 
или старые, но уже в новой интерпретации. Это в первую очередь можно 
сказать о задачах теории игр на графах. Эти задачи являются предельными 
случаями обычных дифференциальных игр преследования–убегания. Игры 
преследования являются хорошими моделями для общей теории 
дифференциальных игр.  
 Первые постановки и методы решения задач преследования–убегания 
имеются в монографии Айзекса Р.[7]. Фундаментальные результаты о задаче 
преследования–убегания получены в работах Понтрягина Л.С.  
[8, 9], Красовского Н.Н. [10, 11], Пшеничного Б.Н. [12, 13] и других.
 Дифференциальные игры двух лиц являются предельными  случаями 
многошаговой игры этих лиц. В стандартной многошаговой игре двух лиц с 
полной информацией игроки должны выбирать свое управление в каждый 
текущий момент времени на основании полной информации о состоянии 
системы в этот же момент времени. Такой принцип управления в игровых 
задачах определяется как позиционный.  
 Классическими позиционными  играми являются игры, заданные на 
графах, которые можно рассматривать как многошаговый процесс принятия 
решений. Общая теория игр на графах обстоятельно изложена в монографии 
К. Бержа [14]. Играм на графах посвящены также работы  [55] и [16]. 
 Позиционные игры  на графах сводятся не только к играм одного типа 
– преследования–убегания, существует несколько разновидностей этих игр. 
Целью исследования таких игр является установление связи между 
топологическими инвариантами графа и свойствами простейших 
дифференциальных игр, а также выяснить, как влияет структура графа на ход 
игры преследования на этом графе.  
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 К играм двух лиц относятся и игры с природой на графах, когда целью 
игры при определенных начальных условиях  и правилах движения   по 
ребрам графа является достижение заданной вершины, при этом необходимо, 
чтобы заданный функционал достигал экстремума.  
 Одной из таких позиционных игр и является игра, которая получила 
общее название как задача о математическом сейфе. Она возникла как 
составляющая различных компьютерных игр, в которой после 
многочисленных препятствий герой должен открыть настоящий сейф, в 
котором хранятся несметные богатства. Сейф представляется в виде 
матрицы, элементами которой служат замки, имеющие только два состояния 
– они открыты или закрыты. При одном повороте в одном из замков во всех 
замках, находящихся в той же строке и в том же столбце, также  происходит 
один поворот. Задача состоит в том, чтобы достигнуть такой ситуации, когда 
все замки сейфа открыты. Элементарные случаи этой задачи были 
рассмотрены в [17] и [18]. Впервые строгая постановка задачи о 
математическом сейфе зазвучала в 2002 году [19] и частично решена для 
матриц в последующих работах [20,21], затем продолжена в [23–26]. 
Общая задача о математическом сейфе была сформулирована в [3]. 
Задача. Математическим сейфом  называется  система S(Z, b, Z ), 
состоящая из множества замков Z = {z1, z2, . . . , zN}, вектора состояний сейфа 
b ( )Nbbb ,...,, 21= ,где { }1,,1,0 −∈ ii kb K  – состояние  i - го  замка, и 
множества Z { } ,,,...,, 21 llN ZzZZZ ∉= , ( )NliZ Zl ≤≤∈ ,12 . В результате 
одного поворота ключом по часовой стрелке в замке zl все замки lj Zz ∈  
переходят из состояния jb  в состояние ( )jj kb mod)1( + . Сейф считается 
открытым, если он находится в состоянии ( ) finbb == 0,,0,0 K . Необходимо 
найти для каждого замка jz такое количество поворотов ix  ключем, чтобы 
открыть сейф.  
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Вектор ( )Nxxx ,,,X 21 K=  будем называть решением задачи о сейфе. 
Множество Z  называется множеством инцидентности. Его можно записать 
в виде матрицы инцидентности 
0
0A ija=  размером NN × , где на главной 
диагонали стоят нули, а 10 =ija , если jz  принадлежит множеству 
( )NjiZ i ≤≤ ,1 , и нулю в противном случае. Очевидно, что x поворотов 
ключом в замке zl по часовой стрелке равносильно kl – x  поворотам против 
часовой стрелки. Матрице 0A  можно поставить в соответствие 
ориентированный граф ( )ZG , в котором из вершины iz  в вершину jz  входит 
дуга, если 10 =ija . В зависимости от сложности этой матрицы возникают 
различные задачи о математическом сейфе. Обозначим NEAA 0 += , где NE  
единичная матрица. В столбце этой матрицы, соответствующему j-у замку, 
стоят единицы против тех замков, которые влияют на состояние j-го замка. 
Учитывая количество всех поворотов в этих замках и число поворотов xj в 
данном замке, получим суммарное число поворотов, которое произошло  в j-
м замке. В сумме с начальным состоянием j-го замка это должно привести к  
0(mod kj).  Тогда общая задача о сейфе сводится к решению системы 
линейных сравнений: 
( ) ( ),1,mod0aX i Nikb ii ≤≤≡+v                                               (1.1) 
где ia
v
 –  i - й столбец матрицы А. 
Предполагается, что начальное положение сейфа B известно, или, по 
крайней мере, его можно легко вычислить. Если constk Ki ==  для всех 
Ni ≤≤1 , то такие замки называются однотипными. 
Из самой постановки задачи вытекает, что реализация решения задачи 
не зависит от порядка поворота ключом в замках. Поэтому, в зависимости от 
типа решаемой задачи, мы будем приводить примеры, в которых 
последовательности поворотов ключей будут различаться. 
 22 
Рассмотрим в общем случае сейф, у которого все замки расположены в 
виде прямоугольной таблицы размером nm× . Для нее mnN = , 
( ) jinl +−= 1 (i = 1, 2, . . . , m; j = 1, 2,.., n). Обозначим  
lZ  – множество замков, объединяющее замки i-й строки и j-го столбца, и 
пусть все замки имеют произвольное число состояний и принадлежат одному 
типу, то есть Kkl = . Любому начальному состоянию сейфа b
r
 соответствует 
матрица 
nmijbB ,)(= , где { }1,...,1,0 −∈ Kbij . Необходимо найти такую 
последовательность замков и соответствующее количество поворотов в них, 
чтобы «открыть сейф», то есть перейти в состояние сейфа 
nmijfin bB ,)0( == . 
Пусть 
nmijxX ,)(=  - решение задачи, где ijx  равно числу поворотов ключа в 
замке lz . Тогда условием того, что элемент ijb  преобразуется матрицей  X  в 
нуль, представляется соотношением 
   )(mod0
11
Kbxx ij
m
ik
k
kj
n
k
ik ≡++∑∑
≠
==
,                                         (1.2) 
где i = 1, 2, . . . , m;  j = 1, 2, . . . , n. 
Если K=2, то получаем простейший сейф, матрица В которого состоит 
из нулей и единиц. Задачу о таком сейфе впервые рассматривал Донец Г.А. в 
работе [20], где она была полностью решена. Дальнейшие исследования 
продолжились о сейфах на графах в работах [3,4]. Были решены задачи для 
сейфов на простейших графах таких, как  цепи, пути и циклы и на более 
сложных – сетях, звездах, колесах, контурах с диагоналями. 
Следует заметить, что задачи о сейфах на графах принципиально 
отличаются от задач о сейфах на матрицах. И в той и другой задачах 
необходимо составлять систему уравнений, где в правых частях стоят 
состояния каждого замка. Для сейфов на графах эта система составляется 
непосредственно, а для сейфов на матрицах она составляется с помощью 
дополнительной матрицы.  
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Рассмотрим решение задачи для простейших графов. Будем считать 
графы связными, иначе можно рассматривать каждую компоненту графа 
независимо. Введем обозначения. Пусть в ориентированном графе ( )ZG , 
который соответствует матрице 0A , ( )zd +  и ( )zd −  обозначают число 
выходящих дуг из вершины z (соответственно число входящих в вершину z). 
Тогда степень вершины z будет ( ) ( ) ( )zdzdzd −+ += . Если для всех вершин 
графа ( ) ( ) 0== −+ zdzd , что равносильно =Z Ø, то все замки изолированы, 
и задача решается для каждого замка независимо от других. Поэтому будем 
считать, что всегда ( ) 1≥izd  для всех Ni ,,2,1 K= . Случай ( ) 1=izd  
представляет всевозможные паросочетания замков, решение для которых 
ввиду однозначности не представляет интереса. 
Рассмотрим задачу с однотипными замками для самого простого 
случая K=2, то есть { } ( )Nibi ≤≤∈ 1,1,0 . Рассмотрим следующее 
ограничение ( ) 2≤izd . 
В этом случае каждая компонента графа представляет собой либо цепь, 
либо цикл с произвольно ориентированными ребрами. Решение будем 
находить отдельно для каждой компоненты. 
Пример 1.1. Пусть несколько вершин графа образуют цепь, в которой 
все ребра ориентированы в одном направлении, то есть цепь образует путь 
(рис.1.1). 
Занумеруем его вершины от 1 до N, начиная с вершины, не имеющей 
входящей дуги. Номера вершин указаны в кружочках, а под ними указаны 
состояния замков (вершин). 
 
 
 
Рис.1.1. Компонента – путь из N вершин 
1 2 3 4 N-1 N 
bi=0 1 1 0 1 0 
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Положим i=1. Если 0=ib , то переходим к вершине 1+i . Если 1=ib  , 
то делаем поворот в замке iz , переводя его состояние в 0, а 1+ib  переходит в 
состояние ( )( )2mod11 ++ib . Теперь переходим к вершине 1+i . В конце 
концов приходим к вершине N, состояние которой переводим в 0=Nb . В 
результате для всей компоненты получим состояния ( )Nibi ≤≤= 10 . 
Можно подсчитать количество операций (поворотов ключа), которое при 
этом выполнялось. Для этого выделим в векторе b  компоненты, состоящие 
из последовательных единиц. Совокупность компонент, содержащих α  
единиц, обозначим ( )αI . Аналогично обозначим ( )βo  совокупность 
компонент вектора b , содержащих β  последовательных нулей. Тогда b  
разобьётся на непересекающиеся множества 
b  ~ ( ) ( ) ( ) ( ) ( ) ( ){ }
ss
oIoIoI βαβαβα ,,,,,, 2211 K                             (1.3) 
где ( )iI α  и ( )so β   могут быть и пустыми. Пусть 
( ) ( )1
1
λα =∑
=
r
i
iI                                                                        (1.4) 
Выделим в (1.3) те множества ( )iI α , для которых ( )2mod0≡iα . 
Очевидно, что проделав 
2
iα
 операций, можно превратить эти состояния в 
нулевые.  
Удалим из (1.3) все такие множества, а соседние нулевые множества 
объединим. У нас останутся множества, содержащие лишь нечетное число 
единиц ( )K,1,0=jjα . С помощью 2
1−jα
 операций можно добиться, чтобы 
1−jα  замков перешли в состояние 0. Удалим эти состояния из (1.3), а 
оставшиеся множества (обозначим их одной буквой), содержащие только 
одну единицу, перенумеруем. 
                         
( ) ( ) ( ){ } ( )sloIoIoI ll ≤,,,,,,, 2211 γγγ K                            (1.5) 
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где 1I , или U
l
i
jI
1=
, или ( )lo γ  могут быть пустыми. Начиная с единицы 1I  и 
заканчивая единицей 2I  за ( ) 11 +γo  операций переводим все состояния в 0. 
Затем то же самое делаем с множеством состояний, начиная с 3I  и 
заканчивая 4I  и т. д. Если ( )2mod0≡l , то процесс заканчивается на единице 
lI . Если ( )2mod1≡l , то начиная с lI  до вершины N включительно 
переводим все состояния замков в положение 0. Это равносильно тому, что 
существует фиктивный замок ( )1+N , для которого  
11 1 ++ == lN Ib . 
В любом случае общее число операций будет равно 
( ) ( )∑



 +
=
−
+


 + 2
1
1
122
11
l
i
io γ
λ
. 
Однако для решения задачи можно воспользоваться системой (1.1), 
которая имеет вид 
2mod
.
1
443
332
221
11









−≡+
⋅⋅⋅⋅⋅⋅
−≡⋅⋅⋅⋅+
−≡⋅⋅⋅⋅⋅+
−≡⋅⋅⋅⋅⋅⋅+
−≡⋅⋅⋅⋅⋅⋅
− NNN bxx
bxx
bxx
bxx
bx
.                   (1.6) 
Отсюда, вычитая с i-го уравнения предыдущее,  легко получаем 
решение системы:  
∑
−
=
+
−
−+−=−=
1
1
1
11 )1(;
i
j
j
ii jibbxbx  (i≥2) .                                            (1.7) 
Это легко проверить, так как обратная матрица системы () состоит из 
нулей над главной диагональю, единиц по главной диагонали и 
знакопеременного ряда из единиц слева от главной диагонали. 
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Цепи, у которых рёбра ориентированы произвольно, представляют 
собой набор путей, у которых ориентация чередуется. Другими словами, 
каждые два соседних пути имеют общую вершину, в которой они либо 
сходятся, либо начинаются. Вершины, общие для двух путей, поочерёдно 
имеют степени ( ) 2=+ id , или ( ) 2=− id . Начиная операции переключения с 
вершин, у которых ( ) 2=+ id , постепенно переводим вершины всей цепи в 
состояние 0. 
Рассмотрим теперь циклы. Если ориентация рёбер в них не 
односторонняя, то компонента представляет собой композицию нескольких 
путей, и задача решается так же, как для цепей, начиная с вершин i , у 
которых ( ) 2=+ id . Рассмотрим пример на рис. 1.2. 
Пример 1.2.  Здесь две такие вершины – 1 и 8, и две тупиковые  –  4 и 
11. Начнем с вершины 1. Если перевести ее в состояние 0, то вершины 2 и 12 
перейдут в состояние 1. Последовательно переключая вершины 2 и 12, 
получим состояние вершины 11 равное 0, а состояние  вершины 4 равное 1. 
Теперь переключим вершину 8. В результате этих переключений все 
вершины графа, за исключением 4, перейдут в состояние 0. Теперь 
переключим вершину 4 и получим решение задачи.  
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Рис. 1.2. Цикл с неоднозначной ориентацией. 
 
Таким образом, этот случай полностью сводится к нескольким 
предыдущим случаям, то есть к нескольким путям. 
 Особый случай получается, когда цикл является контуром. В 
этом случае решение получается не всегда.  
Пример 1.3. Занумеруем  вершины контура от 1 до N (рис.1.3) 
  
 
 
 
 
 
 
 
 
 
 
 
Рис.1.3. Компонента – контур из N  вершин 
Лемма 1.1. Для того, чтобы задача о сейфе для контура длиною N 
имела решение, необходимо и достаточно, чтобы 
bi=0
0 
1 
1 
1 
N-1 
N 2 
3 
4 
5 
1 
0 1 
0 
  1 
  2 
   3 
 4 
 5 
 6 
 7  8 
 9 
10 
 11 
 12 
1 0 
1 1 
0 0 1 1 
1 
0 
1 0 
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( )∑
−
≡
N
i
ib
1
2mod0 .                                                             (1.8) 
Для доказательства запишем систему (1.1) относительно контура на 
рис.1.3. 
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bxx
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bxx
bxx
bxx
.                   (1.9) 
 
Необходимое условие  получим, если сложим все равенства (1.9). В 
левой части получим ( )2mod0 , а в правой – левую часть (1.8). Представим 
теперь, что выполняется условие (1.8). Покажем теперь,  как перевести все 
вершины контура в состояние 0. Если все ( )Nibi ≤≤= 11 , то из (1.8) 
вытекает ( )2mod0≡N . Тогда за 
2
N
 операций все состояния вершин 
переводятся в состояние 0. Если существует такое ( )Njb j ≤≤= 10 , то 
удалим дугу, выходящую из вершины j . Если теперь перенумеровать 
вершины 22,11 →+→+ jj , и т. д., то получим путь на рис.1.1. В силу 
условия (1.6) количество последовательностей с нечетным числом единиц в 
нём чётное, поэтому после соответствующих операций получим множество 
(1.5), у которого ( )2mod0≡l . Переход →b finb  в этом случае 
осуществляется без изменения состояния вершины N, что и подтверждает 
справедливость леммы. 
Следует заметить, что если 0>l , то существуют два способа решения 
задачи. В отличие от вершины j , указанной выше, найдём другую вершину 
u  такую, что между ними будет находиться нечётное количество вершин в 
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состоянии 1. Такое возможно, так как 2≥l . После всех соответствующих 
операций получим множества типа (1.3) 
 
  
( ) ( ) ( ) ( ){ },,,,,,,, 113221 γγγγ ′′′ oIoIIoIo llK  
где ( ) ( ) ( )111 γγγ ooo =′′+′ . 
 
В первом случае за начальную выбиралась единица 1I , и число 
операций было равно 
 
( ) ( )∑
=
−
+=
2
1
121 2
1
l
i
iop γ
λ
. 
 
Во втором случае за начальную единицу выбирается 2I  и число 
операций равно 
( ) ( )∑
=
+=
2
1
22 2
1
l
i
iop γ
λ
. В качестве оптимального решения 
задачи выбирается ( )21 ,min pp . 
Таким образом, если число единичных состояний в контуре является 
нечетным, то задача не имеет решения. Нетрудно заметить, что это условие 
остается верным даже тогда, когда к контуру присоединить несколько 
входящих или выходящих дуг. Однако вопрос становится неопределенным, 
если добавленные дуги образуют новый контур. Однако этот вопрос будет 
изучаться дальше, так как при этом у графов степени вершин будут 
превышать число 2.  
В этом случае графы принимают более сложную структуру. Самый 
простой из них это транспортная сеть, то есть ориентированный граф, не 
содержащий контуров. Рассмотрим произвольную сеть без ограничений на 
степени вершин. 
Теорема 1.1. Задача о сейфе, заданная на транспортной сети, всегда 
имеет решение для произвольного начального состояния. 
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Для доказательства определим сначала по индукции ранг каждой 
вершины. Припишем ранг ( ) 0=ir  всем вершинам, в которые не заходит ни 
одна дуга. Эти вершины называются источниками сети. 
Если существует множество вершин ранга ( )11 ≥− pp , и ещё 
существуют вершины с неопределённым рангом, то припишем ранг p  всем 
источникам сети, которая получится после удаления вершин ранга 1−p  
вместе с выходящими из них дугами. Вершины, из которых не выходит ни 
одна дуга, называются стоками сети. 
Алгоритм решения задачи состоит из последовательного переключения 
тех замков (вершин), которые находятся в состоянии 1 в порядке возрастания 
их рангов. Очередность переключения вершин одинакового ранга 
произвольная. Алгоритм заканчивает работу после того, как все стоки сети 
перейдут в состояние 0. 
Следующая по сложности структура состоит из нескольких 
непересекающихся (независимых) контуров, погружённых в сеть. 
Подразумевается, что если каждый  контур стянуть в одну вершину, то 
получим обычную сеть без контуров. Следует учесть, что каждый контур не 
должен иметь диагоналей в виде путей, так как в этом случае он представлял 
бы объединение контуров, имеющих общие части. 
В процессе работы описанного выше алгоритма на сети вершины 
нулевого ранга, затем первого и так далее последовательно переходят в 
нулевое состояние. Все такие вершины вместе с выходящими дугами можно 
удалять, не влияя на решение задачи. Рассмотрим некоторый контур C  и 
выделим множество вершин ( )Сµ , не принадлежащих этому контуру, и из 
которых достижима хотя бы одна вершина этого контура. Если в процессе 
некоторых шагов все вершины  ( )Сµ  переходят в нулевое состояние, то 
состояние контура C , полученное вследствие этих операций, назовём 
каноническим. 
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Теорема 1.2. Задача о сейфе, заданная на ориентированном графе с 
независимыми контурами имеет решение для произвольного начального 
состояния, если каноническое состояние каждого контура удовлетворяет 
условию (1.8). 
Доказательство. Стянем каждый контур ( )1≥iCi  в вершину с тем же 
обозначением. В результате получим сеть без контуров. Для решения задачи 
можно применить тот же алгоритм, что и при доказательстве теоремы 1.1. 
При этом вершину jC  (контур) будем считать пройденной, если состояния 
всех вершин контура будут равны 0. Когда в процессе работы алгоритма 
перейдём к контуру (вершине) jC  с наименьшим рангом, то все вершины, из 
которых достижимы вершины jC , будут находиться в состоянии 0. 
Следовательно, контур jC  будет находиться в каноническом состоянии, и 
все достижимые вершины можно удалить вместе с выходящими дугами, не 
влияя на решение задачи. В результате вершины контура будет иметь дуги, 
входящие только от других вершин контура, и произвольные выходящие. 
Система сравнений (1.1), записанная для контура в каноническом состоянии, 
будет иметь вид (1.9), откуда и вытекает необходимость выполнения условий 
(1.8). Постепенно переводя другие контуры в каноническое состояние, 
получим для них аналогичный результат, что и подтверждает справедливость 
теоремы. 
Пример 1.4. Рассмотрим граф, заданный на рис. 1.4. В нем N = 16 и 
существуют три таких независимых цикла: С1 = (6. 7. 12), С2 = (8, 9, 10, 11) и  
С3 = (13, 14, 15).  
( )1Сµ  = (2, 5), ( )2Сµ  = (1, 3, 4, 2, 5, 6, 7, 12), ( )3Сµ  = (1, 3, 4, 2, 5, 6, 7, 
8, 9, 10, 11, 12).  
Переведем вершину 5 в состояние 0. Каноническое состояние первого 
цикла будет таким: b6 = 0, b7  = 1, b12 = 1. Условие (1.8) выполняется. Если 
теперь перевести вершину 7 в состояние 0, то все вершины  первого цикла и 
вершина 8 перейдут в  то же состояние. Переведем вершины 3 и 4 в 
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состояние 0. При этом состояние вершины 9 не изменится, а вершина 8 
перейдет в состояние 1. Каноническое состояние второго цикла будет таким: 
b8 = 1, b9  = 0, b10 = 1 и b11 = 0. 
0 1
3                          0                            10
     1                                            
 
9                                                                     1
   1                                                                                                                    14
                                                                                         0              1                                   1
                                                              1                       11           13                                     16
                                                             8
                                                                                                                          15
                                             0                                                                               1
                       1                   7
                       5                                      1
                                         1                   12
                                          6
4
0
2
   Рис.1.4. Сеть с независимыми контурами 
Если теперь перевести вершину 10 в состояние 0, то вершина 11 
перейдет в состояние 1, а вершина 13 в состояние 0. Далее переводим 
вершину 11(и 8 тоже) в состояние 0, а вершина 13 вернется в состояние 1. 
Каноническое состояние третьего цикла будет таким: b13 =  b14  =  b15 = 1. Это 
состояние не удовлетворяет условию (1.8), поэтому исходная задача 
неразрешима. 
Третий тип структуры представляет совокупность нескольких 
пересекающихся контуров, погружённых в сеть. Назовёт каждую такую 
совокупность двусвязной компонентой. Контур был простейшей двусвязной 
компонентой. Очевидно, что для решения задачи на таком графе можно 
использовать прежний алгоритм, если стянуть двусвязные компоненты в 
вершины. Но если для контуров, отдельно взятых, решение, при выполнении 
условия (1.8), почти очевидно, то для произвольных двусвязных компонент 
это связано с определёнными трудностями. Рассмотрим некоторые частные 
случаи. 
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Для двух пересекающихся контуров решение сводится к выполнению 
некоторых стандартных действий (рис.1.5). 
 
 
 
 
 
 
 
 
 
 
 
Рис. 1.5. Два связных контура 
 
Лемма 1. 2. Задача о сейфе, заданном на двух связных контурах, имеет 
решение для произвольных начальных состояний.  
Будем различать общую часть компоненты 0C  (вершины от 1 до k ), 
левую часть компоненты 
Л
C  (вершины от 1+k  до lk + ) и правую часть - 
П
C  (вершины от 1++ lk  до N). Если количество единичных состояний 
вершин какой-либо части больше 1, то легко можно довести их до 0 или 1 
путём последовательного переключения (перемещения). Обозначим их 
количество по модулю 2 ( ) ( )
Л
CC λλ ,0  или ( )ПCλ , при этом их значения 
принадлежат множеству { }1,0 . Возможны такие сочетания: 
1. ( ) ( ) ( ) .0;1 0 === CCC ПЛ λλλ  
Перемещаем левую единицу в вершину 1, а правую единицу в вершину 
N. Затем переключаем вершину N  и получаем во всём графе нулевые 
состояния. 
2. ( ) ( ) ( ) .1;0 0 === CCC ПЛ λλλ  
k+1 
k+2 
k+l 
k 
2 
1 
k+l+1 
k+l+2 
N 
П Л 
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Перемещает единицу к вершине k  и переключаем её. Получаем случай 1. 
3. ( ) ( ) ( ) .0;10 === ЛП CCC λλλ  
Перемещаем правую единицу через вершину 1 и получаем в 0С  две 
единицы, которые можно уничтожить. 
4. ( ) ( ) ( ) .1;00 === ЛП CCC λλλ  
Перемещаем единицу по левой части через вершину 1 и вершину k и 
приходим к случаю 1. Лемма доказана. 
Рассмотрим более сложный пример (рис.1.6). Граф состоит из одного 
гамильтонова контура, включающего все вершины, и дуг, соединяющих 
пары вершин этого контура. Его можно получить, если исключить все 
входящие в него дуги, идущие от других вершин, которые не принадлежат ни 
одному контуру. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Рис.1.6. Контур с диагоналями 
 
Если в таком графе есть вершины со степенью 2, то такую вершину 
вместе с инцидентными ей дугами можно заменить одной дугой той же 
ориентации, что не повлияет на решение задачи. При этом, если состояние 
1 10 
12 11 
4 
5 6 
7 
8 
9 2 
3 
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вершины равно 1, то переключим её на следующую вершину. В результате 
таких операций получим регулярный граф степени 3 с чётным числом 
вершин. Каждая диагональная дуга ( )ji,  однозначно определяет подконтур 
из некоторого подмножества вершин. Обозначим такие подконтуры ( )jiC , . 
Пусть ( )[ ]jiC ,µ  означает множество дуг, заходящих в подконтур ( )jiC , , то 
есть таких дуг, у которых только конечная вершина принадлежит 
подконтуру. Назовём две дуги ( ) ( ) ( )[ ]jiCwtvu ,,,, µ∈ , сопряжёнными, если 
существует путь, соединяющий вершины u  и t  такой, что его вершины 
имеют полустепень выхода 2, и никакая выходящая дуга не принадлежит 
( )[ ]jiC ,µ , На рисунке 1.6. для множества дуг подконтура C(1,9) ( )[ ]9,1Cµ  
можно указать такие дуги, это (7,11) и (6,10), (7,11 и (8,9), (4,12) и (6,10). 
Теорема 1.3. Система уравнений (1.1), записанная для регулярного 
графа степени 3, состоящего из гамильтонова контура с диагоналями, 
является зависимой тогда и только тогда, когда найдётся такой подконтур, 
куда заходит чётное число дуг, которые можно разбить на сопряжённые 
пары. 
Доказательство. Система (1.1) будет линейно зависимой, если в 
матрице A  найдутся такие строки, сумма которых тождественно равна 
( )2mod0 . Если взять строки, не соответствующие всем вершинам какого-
либо подконтура, то они никогда не будут зависимыми, так как в них число 
переменных всегда больше числа строк. Поэтому обязательно надо выбрать 
строки, соответствующие одному из подконтуров. При этом обязательно 
найдётся дуга, заходящая в этот подконтур. Одна из таких дуг для 
подконтура ( )i,jC  это ( )jj ,1− .Поэтому в j - ю строку матрицы A  входит 
переменная 1−jx . Если есть дуга ( )vu, , сопряжённая с дугой ( )jj ,1− , то 
добавим строки, соответствующие вершинам пути, соединяющего вершины u 
и j, кроме вершины u. Все переменные, соответствующие вершинам 
подконтура, имеют чётное вхождение в систему (1), поэтому сумма строк в 
этих столбцах будет равна ( )2mod0 . Переменные, соответствующие 
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сопряжённым дугам, кроме вершины u, будут также иметь чётное вхождение 
и их сумма равна ( )2mod0 . В силу условия сопряжённости в путь не входят 
дуги от других переменных, что и подтверждает справедливость теоремы. 
Поиск таких  подконтуров  является затруднительным делом и пока 
еще не формализован. В нашем примере существуют такие подконтуры: 
(1,9), (4, 12), (5, 2), (6, 10), (7, 11),  и (8, 3).  После полного перебора 
убеждаемся, что их всех подконтуров подходит только один –  подконтур 
C(1,9) . В него входят четыре дуги: (4,12), (6,10), (7,11) и (8,9). Их можно 
разбить на две пары сопряжённых - (4,12) и (6,10), (7,11) и (8,9). Запишем 
систему уравнений (1) для всего подконтура и для вершин путей, 
соединяющих сопряжённые дуги, кроме вершин 4 и 7. 
2mod
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Сложение всех уравнений даёт результат 
 
( )2mod012111098651 ≡+++++++ bbbbbbbb . 
 
Если начальное состояние сейфа не удовлетворяет этому условию, то 
задача не имеет решения. 
 Если такой подконтур в подобном графе не существует, система 
может быть решена традиционным методом исключения переменных 
Если граф, на котором задаётся задача о сейфе, неориентирован, то 
число зависимых замков увеличивается. Можно свести эту задачу к 
ориентированному графу, если заменить каждое ребро двумя 
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противоположно ориентированными дугами, но это только усложняет 
решение задачи. С другой стороны, матрица смежности таких графов 
симметрична, что в некоторых случаях упрощает решение задачи. Для 
однотипных замков можно переписать систему (1.1) в виде 
( )2modObAX TT ≡+                                                       (1.10) 
Рассмотрим сначала граф в виде цепи. В отличие от системы (1.7) для 
пути, где каждая строка (кроме первой и последней) содержала по две 
переменных, для цепи в системе (1.10) каждая строка содержит на одну 
переменную больше. Запишем такую систему для цепи с N = 8. 
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                      (1.11) 
Лемма 1.3. Система уравнений (1.11), записанная для 
неориентированной цепи, линейно зависима только для ( )3mod1−≡N . 
Если сложить первое и второе уравнения, то получим 
( )( )2mod213 bbx +≡ . Этот результат сложим далее с уравнениями четыре и 
пять. Получим ( )( )2mod54216 bbbbx +++≡ . Последовательно продолжая 
этот процесс, получим окончательное значение для lx3 , где 



=
3
Nl . Если 
13 −= lN , то 03 =lx , так как такой переменной нет. В результате получим 
условие для ( )3mod1−≡N . 
( ) ( )2mod0
1
1323 ≡+∑
=
−−
l
i
ii bb ,                                                    (1.12) 
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где 
3
1+
=
Nl . Это свидетельствует о линейной зависимости системы (1.11). 
Если условие (1.12) не выполняется, то система (1.11) не имеет решения. 
Одним из простейших примеров невыполнения условия (1.12) есть состояние 
( )10000000 ,,,,,,,=b , для которого не существует решения. Этот, казалось бы, 
элементарный результат на самом деле не такой очевидный. Для 7=N  
задача с тем же состоянием ( )10000000 ,,,,,,,=b  имеет решение, хотя его не так 
просто найти. Приведём последовательное решение, где на каждом шаге 
замок переключения подчёркнут. 
  
( ) ( ) ( )
( ) ( ) ( ).0,0,0,0,0,0,01,1,0,0,0,0,01,0,1,1,0,0,0
1,0,0,0,1,0,01,0,0,0,0,1,11,0,0,0,0,0,0
→→→
→→→
 
В результате решение находится с помощью искусственных приемов. 
Лемма1.4. Если N ≠ ( )3mod1− , то решением задачи о сейфе, заданной 
на неориентированной цепи, есть 
( )( ) ( ) ;
3
;3mod0,2mod
1
1323
α
αα =≡+≡ ∑
=
−−
lbbx
l
i
ii  
( )( ) ( )( ) ;
3
2
;3mod2,2mod
0
2313
α
αααα
−−
=−≡+≡ ∑
=
++++
NlNbbx
l
i
ii        (1.13) 
( )( ) ( ).0,2mod 1011 ==++≡ ++− nxxxbxx αααα , ≡α (N – 1)(mod 3).  
 
Первое решение для ( )3mod0≡α  мы получали ещё при 
доказательстве леммы 1.2. Второе получается аналогично, если те же 
операции начинать с последней и предпоследней строки системы (1.11). В 
результате получаем решение ( )( )2mod12 −− +≡ NNN bbx . Уменьшая индексы 
строк на 3, складываем эти строки и значение 2−Nx , получаем решение для 
5−Nx . Продолжая процесс, получим вторую формулу. При этом не может 
( )3mod0≡α , так как тогда ( )3mod02 ≡−N  или ( )3mod1−≡N , что 
противоречит условиям теоремы. Третья формула является следствием двух 
первых, если подставить их значения в уравнение αααα bxxx =++ +− 11 . Для 
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( )3mod0≡N  в третьей формуле противоречий нет, но для ( )3mod1≡N  в 
неё попадают значения 1=α  и N=α , для которых в формуле возникают 
фиктивные переменные Nx  и 1+Nx , которые приравниваются нулю. 
Теорема 1.3 не даёт ответа для значения ( )3mod1−≡N . Мы знаем 
(лемма 1.3), что в этом случае система (1.11) линейно зависима. Чтобы 
получить решение, мы исключаем последнее уравнение и переменную Nx , 
полагаем NNN xbb +=′ −1 , что приводит к выполнимости условий теоремы 1.4. 
Получив решение изменённой системы, находим Nb  из условия (1.12), затем 
находим 1−+= NNN xbx . 
Таким образом, исследования о математических сейфах на графах 
продолжались успешно в работах [3,4]. Исследования о математических 
сейфах на матрицах началось в работе [20] и  продолжились в работе [21], где 
была доказана фундаментальная теорема, послужившая началу исследований 
всех подобных работ о математических сейфах.  
Во всех задачах о сейфе на матрицах все замки сейфа расположены в 
виде прямоугольной таблицы размером nm× . Для нее mnN = , 
( ) jinl +−= 1 (i = 1, 2, . . . , m; j = 1, 2,.., n). Обозначим  
lZ  – множество замков, объединяющее замки i-й строки и j-го столбца. 
Самая простая задача возникает для сейфов с простейшими замками, у 
которых только два состояния – он открыт или закрыт. Любому начальному 
состоянию сейфа b
r
 соответствует матрица 
nmijbB ,)(= , где { }1,0∈ijb . 
Необходимо найти такую последовательность замков и соответствующее 
количество поворотов в них, чтобы «открыть сейф», то есть перейти в 
состояние сейфа 
nmijfin bB ,)0( == . Пусть nmijxX ,)(=  - решение задачи, где ijx  
равно числу поворотов ключа в замке lz . Тогда условием того, что элемент 
ijb  преобразуется матрицей  X  в нуль, представляется соотношением 
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   )2(mod0
11
≡++∑∑
≠
==
ij
m
ik
k
kj
n
k
ik bxx ,                                         (1.13) 
где i = 1, 2, . . . , m;  j = 1, 2, . . . , n. 
 
Обозначим ( )
mnnmnn
xxxxxxxxx ,,.....,,.....,,,,.......,, 1,2222111211 −=
r
 вектор-
столбец, полученный из матрицы  X  последовательной записью ее строк. 
Аналогично из матрицы  В  получим вектор-столбец b
r
. Кроме того, 
пусть  
n
ℑ – матрица размера п×п, состоящая из единиц, Еп – единичная 
матрица того же размера, а  I n – вектор-строка из п единиц. Тогда 
условие преобразования (1.13) для всей матрицы В запишем в виде 
системы уравнений 
( )2modbxA vr≡ ,                                                   (1.14)                          
де матрица А размера  тп×тп  состоит из  т2    клеток: 














ℑ
ℑ
ℑ
ℑ
=
nnnn
nnnn
nnnn
nnnn
EEE
EEE
EEE
EEE
A
....
............
....
....
....
                                                         (1.15) 
Специфика задачи позволяет находить решение системы 
непосредственно, так как матрица А имеет стандартный вид и не 
зависит от значений матрицы В. Ее ранг и определитель зависят 
только от значений  m  и  n .  
Поскольку матрица А симметрическая, то в дальнейшем все 
рассуждения  относительно строк матрицы справедливы и для 
одноименных столбцов и строк и наоборот. 
Если ранг матрицы A равен  mn, то решение системы (1.14) имеет вид 
  
)2(mod1bAx
rr
−
−= .                                                     (1.16) 
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Таким образом, проблема сводится к отысканию обратной матрицы A-1. В 
общем случае для произвольных m, n  она может не существовать. Тогда 
система (1.14) может иметь решение, если начальное состояние 
удовлетворяет определенным ограничениям. Поэтому в таких случаях 
возникает проблема коррекции исходного состояния, после которой решение 
задачи будет существовать. В общем случае решение задачи зависит только 
от конкретных значений m и  n, которые сводятся к трем случаям. 
1. Пусть т = п = 0 (mod 2). Тогда на вопрос о решении задачи 
исчерпывающий ответ дает следующая 
 
Теорема 1.4. Для матрицы  А  с параметрами m = n = 0 (mod 2)  
справедливо 
( )2mod1 AA ≡−                                                     (1.17) 
 
Это равносильно А2 = Emn(mod 2), в чем можно убедиться непо-
средственно. Действительно, каждая строка А, умноженная на себя, 
дает 1(mod2), так как число единиц в ней равно т + п — 1, т. е. 
является нечетным. Две строки матрицы А, которые входят в 
подматрицу (клетку) 
n
ℑ , имеют общие единицы только в этой клетке, 
их число равно п, а произведение этих строк равно п  или 0 (mod 2). Две 
строки, принадлежащие разным клеткам 
n
ℑ , имеют только две общие 
единицы и их произведение тоже равно 0(mod 2), что в общем случае и 
дает единичную матрицу размера тп. 
Из теоремы 1.4 следует, что det A = 1(mod2), система (1.2) 
имеет ранг тп и ее решение единственно. Благодаря этому получаем 
непосредственное  решение системы 
 
( )2modbAx vr ≡                                                    (1.18) 
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Другими словами, значение xij  в матрице решения равно сумме 
элементов по mod 2 матрицы В, находящихся в строке i и столбце j.    
Пример 1.3. 
 










=
100101
011110
001100
101001
B ,                     










=
000100
000000
010010
001000
X  
 
Выполним последовательные преобразования матрицы В, начиная 
с подчеркнутого элемента b1,4 и продолжая выбирать подчеркнутые 
элементы: 
finB
B
⇒










⇒










⇒
⇒












⇒












⇒












=
000000
000000
000000
000000
111111
000100
000100
000100
101111
010100
111011
010100
101101
010110
000100
010110
100101
011110
001100
101001
 
 
Очевидно, что преобразования могут проходить в произвольном 
порядке. Кроме того, по X можно восстановить матрицу В, воспользо-
вавшись  (1.2), или проделав обратные преобразования, начиная с нулевой 
матрицы. 
Чтобы в исходной задаче из матрицы В получить матрицу из единиц, 
надо решить уравнение, аналогичное (1.14): 
( )2mod)( T
mn
IbyA +≡
vr
                                                     (1.19) 
 
( ) ( )2mod)(2mod)( T
mn
T
mn
IAbAIbAy +≡+≡
vvr
                                (1.20)  
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Так как в А каждая строка и столбец содержат 2п — 1 единицу, 
то .
T
mn
T
mn
IAI =  Поэтому решение (1.20) является дополнительным к 
решению (1.18) и удовлетворяет соотношению 
 
)......,,2,1(),2(mod1 miyx ii ==+                                    (1.21) 
 
Это дает возможность для минимизации решения исходной задачи выбирать 
с учетом меньшего числа единиц или матрицу X, или дополнительную  к 
ней матрицу по условию (1.21). 
2. Пусть т≡ 0 (mod 2), п ≡  l(mod 2). Тогда матрица  А  является 
вырожденной, так как сложение по строкам двух соседних клеточных строк 
дает нулевой вектор. Поэтому det А ≡ 0(mod 2) и решение системы (4.2) не 
всегда существует. 
Теорема 1.5. Ранг матрицы А для m = 0(mod2), п ≡  l (mod2) paвен 
 тп– т + 1. 
Действительно, при сложении двух соседних клеточных строк можно 
получить  т– 1 зависимую строку. Покажем, что большего числа зависимых 
строк не существует. Для этого удалим из матрицы  А зависимые строки и 
столбцы под номерами 2п, 3п,..., тп . Тогда получим матрицу такого вида: 
 




























ℑ
ℑ
ℑ
ℑ
ℑ
=
−−−−−
−−−−−
−−−−
−−−−
−−−
−−−−
11111
11111
1111
1111
111
1111
..0
..0
:::::0:
:::::::
:::::::
:::::0:
....0
....0
......0
..00......00..001..111
....1
nnnnn
nnnnn
nnnn
nnnn
nnn
nnnn
EEEE
EEEE
EEEE
EEE
EE
EEE
C                                             (122) 
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Эта матрица отличается от А наличием выделенной п-й строки и п-го 
столбца, у которых п первых элементов равны единице, а остальные равны 
нулю. Кроме того, клетки имеют размеры (п – 1) ×(п – 1). Покажем, что 
существует обратная матрица C-1 , и тем самым докажем, что ранг матрицы 
А не меньше ранга матрицы C-1 ,  т. е. равен тп – т + 1. Очевидно, что 
обратная матрица должна иметь клеточные подматрицы такого же размера, 
то есть размера (п – 1) ×(п – 1), и одну выделенную строку и столбец. 
Поместим их на то же место, что и в матрице C . С учетом этих 
предположений и некоторых дополнительных соображений получим 
матрицу следующего вида 



























 ℑ
=
−−−−
−−−−
−−−−
−−−
−−
−−−−
−
1111
1111
1111
111
11
1111
1
..1
..1
:::::1:
:::::::
:::::::
:::::1:
....1
....1
......1
..11......11..111..000
....0
nnnn
nnnn
nnnn
nnn
nn
nnnn
FFFE
FFFE
FFFE
FFE
FE
EEE
C .                                         (1.23) 
 
Здесь утолщенные нули обозначают квадратные матрицы размером 
(п – 1) ×(п – 1), содержащие только нули, а Fn-1 = 1−ℑn  – En-1. В этой 
матрице, аналогично как и в С, есть выделенные строка и столбец, у 
которых  п– 1 первых элементов равны нулю, остальные равны единице.     
Кроме того, есть диагональные клетки, состоящие только из нулей. 
Произведение выделенных строк матриц С и С-1 равно (п – 1)( т – 1) + 
+ 1 ≡ 1(mod2), так как  п – 1 ≡  0 (mod2). Произведение одноименных строк 
этих матриц, находящихся выше выделенной строки, равно п – 1 + т – 1 ≡  
  ≡ l(mod 2). Произведение одноименных строк, находящихся ниже 
выделенной строки, равно единице.   Таким  образом,   диагональные   
О 
О 
О 
О 
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элементы   произведения   СС-1  равны  l(mod 2). Покажем, что произведение 
остальных строк обеих матриц  равно  0 (mod 2).  Произведение  отмеченной  
строки   С-1  на  неотмеченную строку С   дает п– 1 или 2, т. е. 0 (mod 2).  
Произведение отмеченной строки  С-1  на неотмеченную строку С 
дает  т  или  п – 1 + т – 2, что тоже равно 0 (mod 2). 
Обозначим еiп  для 1 < i ≤ n  п - мерный вектор, у которого i-й 
элемент равен единице, а остальные элементы равны нулю; 0n – п -мерный 
нулевой вектор и 
i
nn
i
n
eIе −= . При умножении этих векторов для i ≠ k 
получаем 
.1;1;1;0 =⋅−=⋅=⋅=⋅ k
n
i
nn
i
nn
i
n
k
n
i
n
eenIeIeee  
 
Строки матрицы С, за исключением выделенной, запишем как 
векторы 
( )i
n
i
n
i
n
i
nni eeeeIc 11111 ....,,,,,1, −−−−−= , 
( )i
nn
i
n
i
n
i
n
j
i eIeeec 11111 ....,,...,,,,1, −−−−−= , 
 
где 0 ≤ j ≤ m – 1 и  In-1  находится на  j-м месте среди  m - 1 компонент    
еiп-1. Аналогичным способом представляются строки матрицы С
-1
. 
 
( )i
n
i
n
i
n
i
nni eeeeIc 11111 ....,,,,,0, −−−−−= , 
( )i
nn
i
n
i
n
i
n
j
i eeeec 11111 ....,,0...,,,,1, −−−−−= , 
 
где на j-м месте среди последних т– 1 компонент находится нулевой 
вектор  0n -1 . Остается  рассмотреть для   i ≠ k,  1 ≤ i, k ≤ n – 1,  
1 ≤ j, l ≤  т — 1, семь видов произведений, составленных для разных пар 
представленных векторов 
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).2(mod023
),2(mod020
),2(mod01......01
),2(mod0101
),2(mod0211
),2(mod011
),2(mod01
≡−+−=⋅
≡−+=⋅
≡+++=⋅
≡−++=⋅
≡−++=⋅
≡+=⋅
≡−=⋅
nmcc
mcc
cc
mcc
mcc
cc
ncc
l
k
j
i
j
k
j
i
k
j
i
i
j
i
j
ki
j
ii
ki
 
 
Тем самым окончательно доказывается, что указанная матрица С-1 
является обратной к С. 
Решение системы (1.15) существует, если ранг матрицы А будет 
равен рангу матрицы, полученной из нее после присоединения вектора b 
Это возможно при выполнении условий 
 
 
( )
( )
( ).2mod
.......................
,2mod
,2mod
1
1
1
,,1
1
1
1
323
1
1
1
212





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




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




 +=
∑ ∑
∑ ∑
∑ ∑
=
−
=
−
=
−
=
=
−
=
n
j
n
j
jmjmmn
n
j
n
j
jjn
n
j
n
j
jjn
bbb
bbb
bbb
                                         (1.24) 
 
Пусть  )( 00 xb
rr
 –  вектор ( )xb rr , у которого удалены компоненты 
( )knkn xb  для 2 ≤  к ≤  т. Тогда решение системы (2) при выполнении 
условий (1.24) составляет 
 
( )2mod010 bCx
rr
−
=                                                     (1.15) 
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Если условия (1.24) не выполняются, исходная задача не имеет 
решения.  
 Пример 1.4. 
                             










=
00101
10100
10110
01110
B  
 
Здесь элементы левой части (1.24) заключены в рамку. Эта задача 
не имеет решения, так как элемент b35 не удовлетворяет условиям (1.24). 
Пример 1.5. 
                              










=
10101
00100
10110
01110
B  
 
Здесь (в отличие от примера 1.4) значения b35 и b45 изменены так, 
чтобы выполнялись условия (1.24). Формируем вектор 0b
r
, матрицу С-1  и из 
(1.25) находим 0x
r
. Заменяя недостающие значения нулями, определяем 
матрицу X. Сделаем следующие преобразования матрицы В, выбирая 
подчеркнутые элементы: 
.
00000
00000
00000
00000
11111
00010
00010
00010
00000
00011
00011
00011
01000
11100
01011
01011
01100
00011
01111
01111
01101
11100
01110
01110
11101
01100
11110
10001
10101
00100
10110
01110
;
00011
01101
00000
11000










⇒










⇒










⇒
⇒










⇒










⇒










⇒
⇒










⇒










=










= BX
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В отличие от случая 1, где матрица X находилась сравнительно 
легко, здесь возникают определенные неудобства. Первая строка 
матрицы X находится по тем же правилам, а элемент x1n равен сумме 
всех элементов матрицы В, кроме первой строки и n-го столбца. Для 
упрощения матрицы С-1  прибавим в ней n -ю строку ко всем остальным 
строкам. Получим матрицу типа (1.22), однако клетки в ней имеют 
размерность (п – 1) ×(п – 1). Поскольку n-я строка соответствует значению 
x1n, то отсюда определяем xij (i > 2) как сумму всех элементов строки i и 
столбца j матрицы В и элемента x1n. 
( ) ( )2mod;2mod)( 1
1
1
11
1
1
1
1
1
1
1 




 ++== ∑∑∑∑∑∑
−
=
−
==
−
=
−
=
−
=
n
j
n
i
ij
n
k
kj
n
k
ikij
n
j
n
i
ijn bbbxbx  
Случай т ≡ l(mod 2), п ≡ 0 (mod 2) сводится к случаю 2, если т 
и  п  поменять местами. 
3. Пусть т≡ п ≡ l(mod 2). Тогда, как и в случае 2, все строки 
матрицы А с номерами kп (2 ≤ k ≤ т) являются зависимыми. 
Поэтому detA ≡ 0(mod 2) и решение системы (1.15) не всегда 
существует. 
Теорема 1.6. Ранг матрицы А с параметрами m=n ≡ l(mod2) 
равен тп – m – п  + 2. 
Для этого докажем, что последняя клеточная строка матрицы А 
также является зависимой. Это видно из следующих соотношений для 1 
≤ i  ≤ т:  
( )2mod1
1
)1( 


 +≡ ∑
−
=
++−
m
k
mnikninm Iaa                                     (1.26) 
 
Однако 1тп равен сумме строк любой клеточной строки, что и 
подтверждает сказанное. 
 49 
Таким образом, ранг матрицы А не меньше тп–п–т+2. После 
удаления строк и столбцов с номерами кп (2 ≤ к≤ т– 1), а также всех 
строк и столбцов с номерами больше (т– 1)п  получим матрицу типа 
(1.22). Как было показано там же , эта матрица имеет обратную, 
поэтому ранг исходной матрицы А равен точно тп– т– п+2, а матрица 
С-1  дает решение этой задачи. Все удаленные элементы матрицы В 
соответствуют последней строке и последнему столбцу, за 
исключением элемента b1n. 
Для того чтобы исходная задача имела решение, необходимо, 
чтобы ранг матрицы А после присоединения к ней вектора-столбца b  
был равен также тп– т– п+2. Для этого кроме условий (1.24) должны 
также выполняться условия, вытекающие из полученных последних 
соотношений (1.26): 
( )
( )
( ).2mod
................
,2mod
,2mod
1
2
11
2
1
2
112
2
1
2
111





 +=





 +=





 +=
∑ ∑
∑ ∑
∑ ∑
≠
−
=
≠
−
=
=
−
=
n
nj
m
i
ijmn
n
j
m
i
ijm
n
j
m
i
ijm
bbb
bbb
bbb
                                                          (1.27) 
 Пример 1.6. 
                               














=
11111
01000
01011
01110
00111
B  
 
Здесь зависимые элементы выделены в рамку. Нетрудно убедиться, 
чтс условия (1.24) для них выполняются. Однако условия (1.27) не 
выполняются так как bll + bl3 + bl4 + bl5 + b22 + b32 + b42  ≡ 0 (mod 2) и не 
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равно b52, т.е единице. Поэтому задача не имеет решения. Изменим 
последнюю строку так, чтобы задача имела решение. 
Пример 1.7. 
                               














=
10101
01000
01011
01110
00111
B  
Правила построения матрицы решения  X   остаются прежними, как и в 
случае 2 при условии неиспользования выделенных элементов матрицы В. 
Элементы  х1i  (1 ≤ i <n) находятся по общему правилу,  как в случае  1. 
              Элемент  хiп  равен сумме всех элементов матрицы В, кроме первой 
строки Остальные элементы хij  находятся так же, как и в случае 2.                
           Проверим полученное решение путем преобразований, выбирая 
подчеркнутые элементы матрицы В для очередного хода: 
.
00000
00000
00000
00000
00000
00010
11111
00010
00010
00010
00011
11110
11101
00011
00011
00111
11010
11001
11100
00111
10111
01010
01001
01100
11000
10101
01000
01011
01110
00111
;
00000
00010
00001
00100
10010














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
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⇒
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
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
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
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⇒
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
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
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

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
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









=
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










= BX
 
При решении приведенных задач в случае, если оно существовало, 
коррекция осуществлялась по последнему столбцу, или по последним столбцу 
и строке. В общем это не обязательно, так как все строки и столбцы 
равноправны. Поэтому для коррекции можно брать произвольные строки и 
 51 
столбцы. В связи с этим может возникнуть оптимизационная задача: 
скорректировать исходную матрицу так, чтобы задача о сейфе имела решение, 
при этом число изменений в ней должно быть минимальным. В 
диссертационной работе этот вопрос не ставился, он является для нее 
посторонним. Однако предполагается, что, зная, как решать исходную 
главную задачу, легко найти решение и второстепенной. 
Следует заметить, что постановка задачи в таком виде представляется 
впервые. Впервые подобная задача, когда каждый замок открывается за 
четыре оборота, то есть имеет четыре состояния,  изложена в работе [2], 
где множество из 9 замков было разбито на некоторые подмножества. Она 
явилась как заказ на некоторую электрическую схему, которая бы 
предохраняла сейф от взлома преступниками.  Отсюда и произошло  
название задачи. В данной диссертационной работе предлагается  
обобщенная  постановка задачи о сейфе.  
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                                 ГЛАВА  2 
РЕШЕНИЕ ЗАДАЧИ О МАТЕМАТИЧЕСКОМ СЕЙФЕ  НА 
МАТРИЦАХ С ПРОСТЫМ ЧИСЛОМ СОСТОЯНИЙ 
2.1. Постановка задачи. 
Рассмотрим в общем случае сейф, определенный выше, у которого все 
замки расположены в виде прямоугольной таблицы размером nm× . Для нее 
mnN = , ( ) jinl +−= 1 (i = 1, 2, . . . , m; j = 1, 2,.., n). Обозначим  
lZ  – множество замков, объединяющее замки i-й строки и j-го столбца, и 
пусть все замки имеют произвольное число состояний и принадлежат одному 
типу, то есть Kkl = . В данной главе рассматривается случай, когда K – 
простое число. Любому начальному состоянию сейфа b
r
 соответствует 
матрица 
nmijbB ,)(= , где { }1,...,1,0 −∈ Kbij . Необходимо найти такую 
последовательность замков и соответствующее количество поворотов в них, 
чтобы «открыть сейф», то есть перейти в состояние сейфа 
nmijfin bB ,)0( == . 
Пусть 
nmijxX ,)(=  - решение задачи, где ijx  равно числу поворотов ключа в 
замке lz . Тогда условием того, что элемент ijb  преобразуется матрицей  X  в 
нуль, представляется соотношением 
   )(mod0
11
Kbxx ij
m
ik
k
kj
n
k
ik ≡++∑∑
≠
==
,                                         (2.1) 
где i = 1, 2, . . . , m;  j = 1, 2, . . . , n. 
Обозначим ( )
mnnmnn
xxxxxxxxx ,,.....,,.....,,,,.......,, 1,2222111211 −=
r
 вектор-
столбец, полученный из матрицы  X  последовательной записью ее строк. 
Аналогично из матрицы  В  получим вектор-столбец b
r
. Кроме того, 
пусть  nℑ – матрица размера п×п, состоящая из единиц, Еп – единичная 
матрица того же размера, а  I n – вектор-строка из п единиц. Тогда 
условие преобразования (2.1) для всей матрицы В запишем в виде 
системы уравнений 
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( )KbxA mod0≡+ vr ,                                                  (2.2)                          
где матрица А размера  тп×тп  состоит из  т2    клеток: 














ℑ
ℑ
ℑ
ℑ
=
nnnn
nnnn
nnnn
nnnn
EEE
EEE
EEE
EEE
A
....
............
....
....
....
                                                           (2.3) 
Эту задачу легко можно свести к решению системы линейных 
диофантовых  уравнений,   если добавить  в  правые  части   (2.2)   
слагаемые  Kуi, (i = 1, 2,..., тп), используя известные методы, 
изложенные в [6]. Однако  специфика задачи позволяет находить ее 
решение непосредственно, так как матрица А имеет стандартный вид и 
не зависит от значений матрицы В. Ее ранг и определитель зависят 
только от значений  m  и  n . В [20] изучались матрицы из нулей и 
единиц. 
Поскольку матрица А симметрическая, то в дальнейшем все 
рассуждения  относительно строк матрицы справедливы и для 
одноименных столбцов и строк и наоборот. 
Если ранг матрицы A равен  mn, то решение системы (2.2) имеет вид 
                               )(mod1 KbAx
rr
−
−= .                                                (2.4) 
Таким образом, проблема сводится к отысканию обратной матрицы A-1. 
В общем случае для произвольных m, n и K она может не существовать. 
Тогда система (2.2) может иметь решение, если начальное состояние 
удовлетворяет определенным ограничениям. Поэтому в таких случаях 
возникает проблема коррекции исходного состояния, после которой решение 
задачи будет существовать.  
2.2. Свойства Т-матриц. 
В дальнейшем нам понадобятся специальные матрицы, которые носят 
название Т-матриц. 
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Рассмотрим симметричную квадратную матрицу порядка n, зависящую 
от двух параметров ( ) ( ) nnn EH ℑ+−= ββαβα , . 
                        
















=
αβββ
βαββ
ββαβ
βββα
βα
...
...............
...
...
...
),(nH                                    (2.5) 
Используем ее для построения квадратной матрицы порядка mn, 
зависящей от четырех параметров и состоящей из m2 подматриц 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )











=
βαδγδγ
δγβαδγ
δγδγβα
δγβα
,...,,
...........................
,...,,
,...,,
),,,(
,
nnn
nnn
nnn
nm
HHH
HHH
HHH
T .                         (2.6) 
Матрицы такого типа будем называть T-матрицами. В этих 
обозначениях единичная матрица и матрица A также являются T-матрицами, 
а именно ( )0,0,0,1
,nmmn TE = , а ( )0,1,1,1mnTA= . Если можно вместо элементов 
подставлять подматрицы, то T-матрицы можно представлять в виде 
( )),(),,(
,
δγβα nnmnm HHHT = .  
Лемма 2.1. Результатом умножения двух T-матриц будет также  
T-матрица. 
Для доказательства рассмотрим две T-матрицы ),,,( 4321, ααααnmT  и 
),,,( 4321, ββββnmT  и перемножим их. Ввиду симметричности матриц 
элементами cij матрицы C, полученной в результате их умножения, будут 
равны скалярному произведению i-й строки первой и j-й строки второй 
матриц. В зависимости от значений i и j эти произведения можно разбить на 
4 группы. 
а) i = j. Тогда получаются диагональные элементы матрицы C 
       ( ) ( ) ( )( ) 44332211 1111 βαβαβαβα −−+−+−+= nmmncii                           (2.7) 
             Очевидно, что таких элементов ровно mn. 
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б) ji ≠ ; 0,)1(,1 ≥+≤≤+ knkjikn . В результате получаются недиагональные 
элементы типа β  диагональных подматриц ( )βα ,nH .   
( ) ( )( )
( )( ) 44
3443221221
11
12
βα
βαβαβαβαβα
−−+
++−+−++=
nm
mncij
                               (2.8) 
Для фиксированного k таких элементов будет n(n–1), а всего mn(n–1). 
в) jinji ≠≡− ),(mod0 . В результате получаются диагональные элементы 
типа γ  подматриц ( )δγ ,nH  
         
( )( ) ( )
( )( ) 44
3324421331
12
21
βα
βαβαβαβαβα
−−+
+−++−++=
nm
mncij
             (2.9) 
Каждой строке первой матрицы соответствует (m–1) строка второй 
матрицы, поэтому таких элементов будет mn(m-1). 
г) 0,0,,)1(1,)1(1),(mod ≥≥≠+≤≤++≤≤+≠ lklknljnlnkiknnji . 
В результате получаются недиагональные элементы типа δ  подматриц   
( )δγ ,nH  ( )( ) ++−++++= 244223321441 2 βαβαβαβαβαβα ncij  
  ( )( ) ( )( ) 443443 222 βαβαβα −−++−+ nmm .             (2.10) 
Если зафиксировать одну строку первой матрицы, то ей будут 
соответствовать 1−n  строк в 1−m  подматрицах второй матрицы, то есть 
будет ( )( )11 −− nmmn  элементов. Если просуммировать число элементов этих 
четырех групп, то получим число m2n2. Это означает, что в результате 
умножения других элементов не образуется, что и доказывает 
справедливость леммы. 
2.3. Решение задачи. 
 Будем искать обратную матрицу A-1 системы (2.2) в виде T-матрицы 
( )4321,1 ,,, ααααnmTA =− .. Так как mnEAA =−1 , то подставляя соответствующие 
значения в (7-10), получим систему уравнений 
 
( )
)(mod
03
0)1()1(
0)1()1(
1)1()1(
432
431
421
321
K
nm
nm
mn
mn







≡−++++
≡−+−++
≡−++−+
≡−+−+
ααα
ααα
ααα
ααα
.             (2.11) 
Матрица этой системы имеет вид 
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











−+
−−
−−
−−
=
3110
1101
1011
0111
nm
nm
mn
mn
S .  
Нетрудно подсчитать, что ))(mod1)(1)(1(det KnmnmS −+−−−≡ . 
Отсюда получаем необходимое условие разрешимости системы (2.2): 
)(mod1);(mod1);(mod1 KnmknKm ≠+≠≠ .                     (2.12) 
В дальнейшем будем часто использовать дробные выражения типа p/q, под 
которыми подразумеваются целое число t, являющееся корнем (если он 
существует) уравнения  
 )(mod Kpqt ≡ . (2.13) 
В результате решения системы (2.11) получаются следующие значения 
корней 
( )
[ ]
[ ]
( )
)(mod
det2
,det)3(32
,det32)3(
,det21
4
3
2
2
1
K
Snm
Snmnm
Snnmm
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






−+≡
−+−−≡
−+−+−≡
−+−−≡
α
α
α
α
. 
В результате упрощений получим окончательно 
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−
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.                    (2.14) 
Рассмотрим обратную матрицу A-1, представленную параметрами (2.14), и 
найдём явное выражение решения системы (2.2) в виде (2.4) для простого К. 
Как раньше упоминалось, вектор b
r
(а также и xr ) можно выразить как 
элемент матрицы B′ ( соответственно X) в виде  
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      ,bb nl ηλ+=  где .n,,2,1;1m,,1,0 KK =−= ηλ                  (2.15) 
Умножение обратной матрицы А-1 на вектор b
r
можно представить как 
умножение параметров ( )4,3,2,1ii =α  на элементы матрицы B в 
соответствии 
 ;i=λ  j=η  ~ ;1α  
 ;i=λ  j≠η  ~ ;2α                                       (2.16) 
 ;i≠λ  j=η  ~ ;3α  
 ;i≠λ  j≠η  ~ .4α  
Это можно отразить в виде матрицы 
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44344
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.                                  (2.17) 
Тогда решение системы (2.2) запишется 
     
( )∑ ∑∑
∑
≠
=
≠
=
≠
=
≠
=
−+





−
−−+






−
−−+





−
−
−
−−≡
m
i
n
j
n
j
i
m
i
jijij
b
n
b
m
b
nm
bx
λ
λ
η
η
λη
η
η
η
λ
λ
λ
αα
αα
1 1
4
1
4
1
44
1
1
1
1
1
1
1
11
                 (2.18) 
Это легко преобразовать к виду  
  ( ).
1
1
1
1
1 1
4
11
∑ ∑∑∑
= ===
−+⋅
−
−⋅
−
−=
m nn
i
m
jijij bb
n
b
m
bx
λ η
λη
η
η
λ
λ α  
Обозначим ( ) .;;
111 1
i
n
i
m
jj
m n
bbbb σλ
η
η
λ
λ
λ η
λη === ∑∑ ∑∑ ∑
=== =
 
Тогда 
 58 
( ) ( )K
nm
b
nnm
b
m
bx ijijij mod1
)(
1
1
11
1












−
−+−
+





−
−+−
+≡ ∑∑ σλ .    (2.19) 
 
2.4. Условия существования решения задачи. 
Если ни одно из условий (2.7) не выполняется, то ( )Kmod0Sdet ≡  и 
система (2.2) может не иметь решений. В зависимости от значений 
параметров возникают 4 принципиальных случая. 
(V1)   ( ) ( ) ( ).Kmod1n,Kmod1m,Kmod1nm ≠≠≡+  
В этом случае все дробные выражения, в знаменателе которых стоит 
1nm −+ , превращаются в неопределённость. Для того, чтобы эта 
неопределённость могла представлять целое число, необходимо выполнение 
условия 
  ( )Kmod0
1 1
≡∑∑
= =
m
i
n
j
ijb .                                                     (2.20) 
Остальные дроби, как и раньше, соответствуют некоторым целым 
числам. При условии (2.20) неопределённость можно выразить как  
                                
( )
.
1
ρ=
−+
∑
nm
b
                                                          (2.21) 
Подставим это значение в (2.19), затем (2.19) подставим в (2.1). 
  
( )[ ] ( )
( ) ( )[ ]∑
∑∑∑
+−−
−
+−+










++−
−
+−
−
+
≠
==
ij
m
ik
k
ijkji
n
k
ik
bm
n
bb
n
nbn
m
b
σρλρ
σρρ
1
1
1
11
1
11
 
После упрощения получим 
 ( ) ( ) ( )∑ ≡−−+ ,Kmod01 bnmρ  
так как это равносильно (2.21). Это соотношение справедливо при любых ρ, 
поэтому система (2.2) имеет К решений 
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( ) ( ) ( ),Kmod
1
1
1
1




−
−
+−
−
+≡ ijijij
nm
bx σρλρ
            (2.22) 
где { }1К...,,1,0 −∈ρ . 
Пример 2.1. Пусть K = 7, n = 4, m = 3, а матрица (вектор) начального состояния 
сейфа 
 
( ).1,5,3,3,1,0,6,5,0,1,3,0;
1533
2065
0130
=










=
TbB
r
 
Матрица A имеет вид 






































=
111110001000
111101000100
111100100010
111100010001
100011111000
010011110100
001011110010
000111110001
100010001111
010001001111
001000101111
000100011111
A . 
Вычислим дробные значения 
).7(mod6),7(mod
6
1
1
1
);7(mod5),7(mod
3
1
1
1
);7(mod4),7(mod
2
1
1
1
33
22
11
≡≡=
−+
≡≡=
−
≡≡=
−
tt
nm
tt
n
tt
m
 
Вычислим по (2.14) элементы обратной матрицы: 
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( )
).7(mod624);7(mod025
);7(mod32154);7(mod2654
32
14
≡+=≡+=
≡+−+=≡⋅+−=
αα
αα
 
Отсюда обратная матрица 






































=
−
300062226222
030026222622
003022622262
000322262226
622230006222
262203002622
226200302262
222600032226
622262223000
262226220300
226222620030
222622260003
1A . 
( ) ( )
⋅










=
≡−=
−
4350
0034
1432
;4,3,5,0,0,0,3,4,1,4,3,21
X
bAx TT
rr
 
Матрица X определяет количество поворотов ключа для каждого замка 
сейфа, которые приведут к открытию сейфа. Рассмотрим эту 
последовательность преобразований матрицы B, в которой очередной 
элемент (замок) преобразования, а также соответствующие строка и столбец 
выделены параллельными линиями. 
→










→










→










=
+++ 432
1565
2020
5615
1535
2060
2352
1533
2065
0130
B    
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→










→










→










+++ 341
2262
0164
3460
2265
3420
3463
1265
2420
2352
  
finB=










→










→










→










→
−++
0000
0000
0000
3333
3000
3000
0000
3400
3400
2222
3420
3420
335
     
  Пример 2.2. Пусть К = 7, m = n = 4 и задана матрица В. Поскольку в 
матрице В условие (2.20) не выполняется, то элемент в рамке необходимо 
заменить, в результате чего получим матрицу В′, которая допускает решения 
задачи. 
.
6506
2343
5034
3453
,
4506
2343
5034
3453
'












=Β












=Β  
Вычислим значения λ1 = 2, λ2 = λ3 =5, λ4 =2; σ1 = 1, σ2 = σ3 = 5;  
  
( ) { }.6,,1,0;7mod2
1n
1
1m
1
K∈−≡
−
=
−
ρ  
Тогда  ( )( ).7mod322 ρσλ +++≡ ijijij bx  Если положить значения ρ ≡ 0 и  
ρ ≡ 4, то получим два решения 
  
( ) ( )
.
0500
0011
3402
0010
X,
2022
2233
5624
2232
X 21












=












=  
Очевидно, что решение Х(2) предпочтительнее, так как в нём, чтобы 
открыть сейф, необходимо сделать 17 поворотов ключа (используя только 7 
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замков) в отличие от первого решения, где необходимо сделать 42 поворота 
ключа, используя 15 (почти все) замков. Проверим второе решение. 
.b
2222
0200
0200
0200
2212
6166
0260
0260
2211
5055
0266
0266
6211
2055
4633
4266
6511
2355
0266
4566
6516
2353
5044
4564
6506
2343
5034
3453
B
fin
511
3421
'
→














→












→












→
→












→












→












→














=
+++
++++
 
Выбор оптимального решения не представляет трудностей. Если в 
формуле для хij  3ρ заменить на ρ (для простых К это равносильно), то второе 
решение можно получить из первого, если положить ρ = –2, то есть из каждого 
элемента Х(1) вычесть 2. 
С учетом этих соображений представим (2.22) в виде 
( ) { }.1K,,1.0 где,Kmod
1n1m
bx ijijij −∈





+
−
−
−
−≡ Kρρσ
λ
             (2.23) 
Теперь поиск оптимального решения сводится к следующим шагам: 
полагаем ρ=0 и по (2.23) находим решение Х(1); находим элемент 
( )1
ij Xx ∈
∗
,который чаще всего встречается; оптимальное решение 
( )
⋅−=
∗∗
ij
1 xXX τ, где τ-матрица размера nm × , все элементы которой есть 1. 
(V2) ( ) ( ) ( ).Kmod1,Kmod1,Kmod1 ≠+≠≡ nmmn  
В (2.19) при этих условиях третье слагаемое может не всегда 
преобразовываться в целое число. Эта неопределённость разрешима только 
при условии 
                
( ) ( ) .,,2,1,Kmod
1
mi
nm
b
i K=≡
−+
∑ σ                                      (2.24) 
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Поскольку левая часть этого выражения есть величина постоянная, то 
все σi должны быть равны друг другу, что можно выразить соотношениями 
             ( ) ( ).,,3,2,Kmod
1
1
1
1 mibbb
n
j
n
j
inijj K=≡−∑ ∑
=
−
−
                               (2.25) 
Обозначим 
         
( ) ( ) .,,2,1;Kmod
11
1
mip
nm
b
n
ii K==





−
−+−
∑ σ                           (2.26) 
Суммируя все значения pi, получим 
 
( ) ( ).Kmod
11
1
1
∑∑
∑
=
≡





−
−+−
m
i
ipb
nm
bm
n
 
Если pi, принимают произвольные значения, то отсюда вытекает для 
них единственное ограничение 
                            
( ).mod0
11
K
nm
b
p
m
i
i ≡
−+
+∑
∑
=
                                    (2.27) 
Это даёт возможность получать Кm-1 решений вида 
  
( ) ( )
( )
{ } .,,2,1,1,,1,0где
,mod0
1
,mod
11
1
1
miKp
K
nm
b
p
Kp
nm
b
m
bx
i
m
i
i
iiijij
KK =−∈
≡
−+
+






+





−
−+−
+≡
∑
∑
∑
−
λ
               (2.28) 
Пример 2.3. Пусть К = 3, m = 5, n = 4 и задана матрица В, где 
элементы в рамке не удовлетворяют условию (2.25). Поэтому 
трансформируем её в матрицу В′. 
.
1011
0101
1011
1111
1110
B,
1011
1101
1011
0111
1110
B
















−
−−
−
−−−
−
=′
















−−−
−
−−
−
=  
Вычислим параметры: ( );5,,2,1i,1;1;1;0 i4321 K===−=== σλλλλ  
( ) ( ) ( ) ( );3mod2b;3mod2
8
1
1nm
1
;3mod1
4
1
1m
1
∑ ≡≡=
−+
≡=
−
 
 64 
( ) ( ) ( ).3mod2p;3mod1
1nm
b 5
1i
i∑
∑
=
=≡
−+
 При этих параметрах решение 
задачи (2.28) обретёт конкретный вид. 
                             
( )[ ]( )
( )
.4,3,2,1j;5,4,3,2,1i
;3mod2p
,3modp1bx
5
1i
i
ijijij
==
≡
+−+≡
∑
=
λ
                                 (2.29) 
Рассмотрим первое решение при ( ),3mod0pppp 4321 ≡===  
( ) 2bp5 == ∑ . В результате получим матрицу Х(1). 
.
0010
0110
0010
0111
0010
X,
1111
0110
1101
1010
1101
X )1(
















−
−
−
=
















−
−
−−−
−
=
∗
 
Как известно, число всех решений здесь равно 34=81. Как и в примере 
2, будем считать оптимальным решением то, в котором матрица Х содержит 
наибольшее количество нулевых элементов. Обозначим её Х*, а Н(y) – 
матрицу размера nm × , у которой i–я строка состоит из элементов yi. 
Чтобы найти Х*, необходимо решить следующую задачу: 
 Найти такие значения yi(i=1,2, …,m), чтобы 
 1) ( )∑
=
≡
m
1i
i Kmod0y ; 
 2) Х(1)+H(
→
y ) содержала минимальное число нулей. 
В данном примере ( )1,0,1,1,1y −−=→ , что приводит к матрице Х*, 
указанной выше. Проверим это решение. 
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.b
1111
0010
0010
0010
0010
1111
1111
0110
0110
0110
1101
0010
0100
0100
0100
1111
0010
1111
0110
0110
1011
0110
1011
1111
0110
1001
0110
1001
0110
0100
1001
0111
1001
1111
0101
1011
0101
1011
1111
1110
B
fin
11
111
111
→
















−−−−
−
−
−
−
→
















−−−
−−−
−−
−−
−−
→
















−
−
−
−
−
→
















−−−
−−−
−−
−−
→
















−−−
−
−−−
−−
−
→
















−−
−−
−−
−−
→
















−
−−−
−
−−
−
→
















−
−−
−
−−−
−
=′
++
−++
−+−
 
К этому случаю сводится и случай ( ) ( )Kmod1n,Kmod1m ≠≡  и 
( )Kmod1nm ≠+ , если m и n поменять местами. 
(V3) ( ) ( ).mod1,mod1 KnKnm ≡≡+  
Отсюда следует, что ( )Km mod0≡ . 
При этих условиях решение задачи (2.19) возможно, если исходное 
состояние сейфа отвечает ограничениям: 
                             
( ) ( )
( ) ( ).mod
1
,mod0
K
nm
b
Kb
iσ≡
−+
≡
∑
∑
                                              (2.30) 
Этот случай объединяет случаи (V1) и (V2).Обозначим как в (V1) 
  .,,2,1,
1
)(
1
1
;
1
)(
mip
nm
b
nnm
b
ii K==





−
−+−
=
−+
∑∑ σρ  
Тогда для матрицы В должны выполняться условия (2.25), и решение 
задачи будет иметь вид, аналогичный (2.28) 
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( ) ( )
( )
{ }.1,,1,0 где
,mod0
,mod
1
1
1
−∈
≡+




+−
−
+≡
∑
=
Kp
Kp
Kp
m
bx
i
m
i
i
iiijij
K
ρ
λρ
                                 (2.31) 
Так как ρ задано, то и в этом случае задача имеет Кm-1 решений. 
Пример 2.4. Пусть К = 3, m =3, n = 4 и задана матрица В, которая не 
удовлетворяет условиям (23). После изменения элементов в рамке получим 
необходимую матрицу В′. 
  .
1101
1101
0111
B,
1101
1101
0111
B










−
−
−
=′










−
−
=  
Вычислим параметры: λ1 = 0, λ2 = –1, λ3 = 1, λ4 = 0; σ1 = σ2 = σ3 = 1; 
( ) ( ) ( )∑∑
=
−≡=≡=
−
=
3
1i
i .3mod1p;1;3mod22
1
1m
1
;0b ρ  При этих параметрах 
решение (2.31) приобретает конкретный вид 
  
[ ]( )3mod1−++≡ iiijij pbx λ . 
Рассмотрим сначала решение при рi ≡ 0(mod3). В результате получим 
матрицу Х(1). Теперь очевидно, что оптимальное решение получится при  
р1 = 0, р2 = -1 и р3 = 0, что даёт матрицу Х(2). 
  
( ) ( )
.
0110
0001
1100
X1
0110
1110
1100
X 21










−
−
−
=→−










−
−
=  
Проверим решение Х(2). 
.
1111
0100
0100
0000
0110
0110
0001
1101
0111
1001
1101
1101
1101
1101
0111
11
111
finb
B
→










→










−
−
→
→










−
−
→










−−
−−
→










−
−
−
=
−+
−
−+
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Так же решается задача и для случая, когда m ≡ 1(mod3) и  
m + n ≡ 1(mod3), который сводится к (V3), если m и n поменять местами. 
(V4)   m ≡ n ≡ 1(mod К). Тогда m + n – 1 ≡ 1(mod К). 
Рассуждая по аналогии, приходим к выводу, что задача имеет решение 
при следующих ограничениях на матрицу В 
                                
( ) ( )
( ) ( )∑
∑
=≡
=≡
.,,2,1,mod
;,,2,1,mod
njKb
miKb
j
i
K
K
λ
σ
                            (2.32) 
Это даёт конкретную зависимость её элементов 
                         
( )
( )∑
∑
−
=
−
=
=≡−
=≡−
1
1
1
1
1
1
.,,2,1,mod
;,,2,1,mod
m
i
mjij
n
j
inij
njKbb
miKbb
K
K
λ
λ
                           (2.33) 
Обозначим 
( ) ( )
.
11
1
;
11
1
iijj p
nm
b
n
q
nm
b
m
=





−
−+
=
−
=





−
−+−
∑∑ σλ   
Для этих параметров справедливо      
                                   ( )( ).mod
1 1
Kbqp
m
i
n
j
ji∑ ∑ ∑
= =
−≡≡                             (2.34) 
Тогда задача имеет Кm + n – 2 решений вида: 
                             
[ ]( )
( )( )
{ }.1,,1,0, где
,mod
,mod
1 1
−∈
−≡≡
++≡
∑ ∑ ∑
= =
Kqp
Kbqp
Kqpbx
ji
m
i
n
j
ji
jiijij
K
                                 (2.35) 
Пример 2.5. Пусть К = 3, m = n = 4, а матрица В представлена ниже. 
Элементы в рамке необходимо откорректировать, чтобы выполнялись 
условия (2.33). Находим ( ).3mod11 ≡λ  Тогда элементы в рамке находятся 
однозначно, что отражено в матрице В′ 
.
1111
1111
1101
0111
B
1001
1111
0101
0111
B












−−
−−−
−
−
=′→












−
−−−
−
=  
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Так как ( ) ( ),3mod1≡∑ b  то ( ).3mod1
11
−≡≡ ∑∑
==
n
j
j
m
i
i qp  Полагаем сначала в 
(2.35) ( ).3mod0≡≡ ji qp  Получаем матрицу В. Если затем подставим 
( )3mod14341 ≡=== qqpp , а остальные pi и qj равны 0, то получим решение 
Х(1). 
( ) ( )
.
1010
0110
0101
0001
X,
1100
0011
0101
1010
X 21












−
−
−
−
=












−−
−
−
−−
=  
Однако оптимальное решение получится, если положить  
q1 = q3 ≡ 1(mod 3), p1 ≡ -1(mod 3), а остальные равны 0. Тогда получим 
матрицу Х(2). Проверим это решение. 
.b
1111
1000
1000
1000
0000
1010
1010
1010
0100
0111
1110
1110
0110
1010
1100
1100
0010
1110
1011
1000
0011
1111
1100
1001
0011
1111
1101
0111
B
fin
1
111
111
→














−−−−
−
−
−
→
→














−
−
−
→












−
−
−
→












−
−−
−
−
→
→












−
−−
−−
−
→












−
−−
−
−
→














−−
−−−
−
−
=′
+
−
−+
+−−
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ВЫВОДЫ  К  ГЛАВЕ  2. 
В этой главе исследовалась задача о математическом сейфе на 
матрицах. Рассматривались однотипные замки с произвольным числом 
состояний, равным простому числу К. Найдены явные решения задачи в виде 
Т-матрицы. Рассмотрены 4 случая, которые возникают в зависимости от 
разных значений m и  n . Изучены случаи, когда решения не существует. В 
этих случаях предлагается корректировка начальных положений сейфа, в 
результате которого  появляется возможность решения задачи. Все случаи 
проиллюстрированы примерами.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 70 
ГЛАВА 3 
РЕШЕНИЕ ЗАДАЧИ О МАТЕМАТИЧЕСКОМ СЕЙФЕ ДЛЯ 
СОСТАВНОГО МОДУЛЯ K 
§3.1. Постановка задачи. 
Пусть nℑ  - квадратная матрица порядка n , состоящая из единиц, а nE  – 
единичная матрица того же порядка. Тогда условие решение задачи о 
математическом сейфе на матрицах [2.3] запишется в виде системы 
уравнений 
)(mod0 KbxA ≡+
rr
,                                                     (3.1) 
где A  – квадратная матрица порядка nm × , состоящая из 2m  подматриц 
















ℑ
ℑ
ℑ
ℑ
=
nnnn
nnnn
nnnn
nnnn
EEE
EEE
EEE
EEE
A
...
...............
...
...
...
.                                          (3.2) 
Если K  –  не простое число, то, несмотря на выполнение необходимых 
условий для чисел m и n, могут возникать ситуации, когда задача не имеет 
решения. В этом случае надо найти необходимую коррекцию начального 
состояния сейфа, чтобы задача имела решение.  
§3.2. Решение задачи. 
Рассмотрим последовательно все возможные варианты (обозначим их - 
А, Б, В,Г, Д) при общих ограничениях и приведем для каждого из них 
примеры. 
А) ( ),mod1 Knm ≠+ ( ) ( )KmKn mod1,mod1 ≠≠  
Пример 3.1. Пусть .4,4,8 === nmK  Начальное состояние сейфа 
задано матрицей B . 
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B = 












−
−
−
0125
5213
2302
4711
 
Вычислим дробные значения 
).8(mod7),8(mod
7
1
1
1
);8(mod3),8(mod
3
1
1
1
);8(mod3),8(mod
3
1
1
1
33
22
11
≡≡=
−+
≡≡=
−
≡≡=
−
tt
nm
tt
n
tt
m
 
Вычислим по (2.14) элементы обратной матрицы: 
 
( )
).8(mod163);8(mod163
);8(mod36133);8(mod6733
32
14
≡+=≡+=
≡+−+=≡⋅+−=
αα
αα
 
Отсюда обратная матрица 
А-1  = 


















































3111166616661666
1311616661666166
1131661666166616
1113666166616661
1666311116661666
6166131161666166
6616113166166616
6661111366616661
1666166631111666
6166616613116166
6616661611316616
6661666111136661
1666166616663111
6166616661661311
6616661666161131
6661666166611113
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Отсюда находим решение задачи )1,0,0,2,3,6,2,5,6,1,5,6,4,5,4,5(=xv  
Проверим это на матрице В, указывая переменную, которая используется на 
данном шаге, над матрицей. 
       511 =x                         412 =x                                513 =x     
B = 












−
−
−
0125
5213
2302
4711
→












−
−
0122
5210
2307
1446
→












−
0162
5230
2347
5002
→ 
                      414 =x    621 =x                       522 =x                       123 =x  
→












−
0662
5730
2047
2557
→












4662
1730
2047
6113
→












4660
1736
0625
6111
→












4630
1706
5372
6161
→ 
                    624 =x   531 =x                       232 =x                        633 =x  
→












4730
1006
6403
6261
→












2730
7006
4261
4261
→












2735
4553
4266
4266
→












2755
6775
4206
4206
→ 
 
                    334 =x   241 =x                               144 =x  
→












2555
4553
4006
4006
→












5555
7006
7006
7006
→












7777
7000
7000
7000
→












0000
0000
0000
0000
= .finb  
 
Б) ( ) ;1,1 >=−+ dKnmНОД ( ) ( ) .1,1,1 =−=− KnНОДKmНОД  
Чтобы слагаемое в (2.28), имеющее в знаменателе число 1−+ nm  
можно было можно было превратить в целое число, необходимо решить 
уравнение 
( ) ( ) ( ).mod1 Kbnmt ∑≡−+                              (3.3) 
Однако при условиях (а) и для произвольных ijb  это не всегда возможно. 
Решение может существовать только при ограничении 
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( ) ( ).mod0∑ ≡ db                                       (3.4) 
Тогда (3.3) будет иметь d решений вида 
( ) ( ),mod11 Ksd
K
tt 



−+=                                 (3.5)    
где ,,...,2,1 ds = а 1t  – решение уравнения 
( )
;mod11 





≡




 −+ ∑
d
K
d
b
d
nm
t                              (3.6) 
Задача имеет d  решений и (2.28) запишется в виде 
( ) ( ),mod1
1
1
1
1
11 1
Ks
d
K
t
nmmn
bx jiijij 





−+





−
+
−
+
−
−
−
−≡
λσ
         (3.7) 
где .,...,2,1 ds =  
       Пример 3.1. Пусть .5,2,9 === nmK  Начальное состояние сейфа задано 
матрицей B . Параметры удовлетворяют условиям ( )1W , а 
( ) ( ) 139,6,1 >==−+ НОДKnmНОД . Сумма всех элементов матрицы B  равна 
)3(mod041≠ . Введем коррекцию и получим матрицу B′  (элемент коррекции 
в рамке). 






=′





=
52422
55557
,
42422
55557
BB . 
Вычислим необходимые параметры: 
;1;7;0;6;0 5423121 ======= λλλλλσσ
( )
( ) ( )
( )[ ] .3,2,1;1312
.3mod13mod
3
6
3
42
);9(mod2
4
1
1
1
;9mod1
1
1
1
=−+−−+=
≡












≡
−≡≡
−
−−≡
−
−
ssbx
t
nm
jiijij λσ
 
После подстановки всех параметров получим 3 решения задачи. 
.
33331
03133
,
00007
60700
,
66664
36466 )3()2()1(






=





=





= XXX  
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Проверим решение ( )2X  и ( )3X . 
.
00000
00000
22222
00002
52222
33335
52422
55557
:
767
)2(






=







→







→







+++
X
→







→






 −
→







→
→







→







−−−−
→







+++
+++
313
133
)3(
66666
66660
55555
66661
52555
33335
52455
22224
52425
11111
52422
55557
:X
 
.
00000
00000
66666
60000
33333
66000
00000
66600
333






→







→







→







→
+++
 
В) ( ) ( ) ( ) 1,1,1;1,1 =−+=−>=− KnmНОДKmНОДdKnНОД .   
Из второго соотношения вытекает, что ( ).mod01 Km ≠−  
Чтобы слагаемое, имеющее в знаменателе число 1−n , можно было 
превратить в целое число, необходимо решить уравнение 
( ) ( ) ( ) .,,2,1,mod
1
1 miK
nm
b
pn ii K=





−
−+
≡−
∑ σ                    (3.8)                      
Это решение может существовать только при ограничениях на матрицу B  
( ) ( ) .,,2,1,mod
1
mid
nm
b
i K=≡
−+
∑ σ                            (3.9)     
Это даёт 1−m  зависимых значений для B . Будем считать, что это 1−m  
элементов в последнем столбце, то есть 
( ) .,,3,2,mod1
1
1 midbb
n
j
ijin K=





−≡ ∑
−
=
σ                        (3.10)  
Кроме того ip , как всегда, удовлетворяют ограничениям (2.35). Тогда для 
каждого i  уравнение (3.8) имеет d решений вида. 
( ) ( ) ( ),mod10 Ks
d
kpp iii 



−+≡                                (3.11) 
где ,,...,2,1 ds i =  а 
( )0
ip  –  решение уравнения  
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( ) ( )
.mod
1
110












−
−+
≡




 − ∑
d
K
nm
b
dd
np ii σ                                 (3.12) 
В общем случае задача (3.1) имеет 1−md  решений и (8) запишется в виде: 
( )
,
11
1
ijijij p
nm
b
m
bx +





−
−+−
+≡
∑ λ                          (3.13) 
где ,,...,2,1 mi = а ip находится из (3.11) и (3.12) с учетом (29). 
Пример 3.2. Пусть 4,5,9 === nmK , а матрица B  представлена ниже. 
Здесь ( )KnНОДd ,13 −== . Находим ( ).3mod11 −≡σ  Проверяем условие (3.10). 
Оно выполняется для всех строк, кроме последней. Необходимо исправить 
элемент nmb (он в рамке). В результате получаем необходимую матрицу .B′  
.
0233
6281
5054
5486
0140
,
1233
6281
5054
5486
0140
















=′
















= BB  
Проведём расчёты: ( ) ( ) ( ) ( );9mod5
1
,81,9mod4 ≡
−+
=−+≡ ∑∑
nm
b
nmb  
( ) ( ).9mod8,9mod5 54321 ≡=≡== σσσσσ  Из (3.12) находим 
( ) ( ) .5,4,3,2,1,3mod
3
50
=




 −
≡ ip ii
σ
                                         (3.14) 
Отсюда ( ) ( ) ( ) ( ) ( ) ( ) ( )3mod1;3mod0 0403030201 −≡=≡== ppppp . Решение, если 
положить все ,1=is  запишется в виде: 
 
( )
,12 0ijijij pbx +−+≡ λ  или 
 .
0608
0080
0864
0306
4050
X
33032
0080
0864
0306
4050
X
















=′→
−
















=  
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       В матрице X  не удовлетворялось условие (3.14), так как сумма 
( ) ( ),9mod25
1
5
1
0
−==∑ ∑
= =i i
ii pp  а должна равняться ( ).9mod5−  Поэтому из 
последней строки вычитается 3, что и даёт матрицу X ′ . Здесь, как и в случае 
для простого K , возникает проблема оптимизации X , чтобы она содержала 
максимальное количество нулевых элементов. Поэтому при согласовании 
равенства (3.8) необходимо выбирать строки, в которых наибольшее 
количество элементов, кратных .d  Проверим решение .X ′  
→
















+
→
















+
→
















+
→
















+
=′
4280
1247
0021
6113
0146
3
4283
1241
0014
0446
0140
6
0283
6241
5014
5446
5605
4
0233
6282
5054
5486
0140
5
B  
→
















+
→
















+
→
















+
→
















+
→
4554
1412
0311
0311
0311
8
4554
1512
1422
0411
0411
8
4584
1542
4755
0441
0441
6
4580
1547
0311
0446
0446
4
 
.
3333
0300
0300
0300
0300
6
4444
0301
0301
0301
0301
8
finb→
















+
→
















+
→  
Аналогично решается задача при 
( ) ( ) =−+>=− KnmНОДdKmНОД ,1,1,1 ( ) ,1,1 =− KnНОД если параметры 
mи n  поменять местами. 
          Г) ( ) ( ) ( ) .1,1,,1,1,1 21 =−=−>=−+ KmНОДdKnНОДdKnmНОД  
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      В этом случае должны одновременно выполняться условия для матрицы 
B  как в случаях Б) и В) 
( ) ( )
( ) ( ) .,,2,1,mod
1
,mod0
2
1
mid
nm
b
db
i K=≡
−+
≡
∑
∑
σ
                      (3.15) 
Первое уравнение должно давать решение следующего вида 
( ) ( )( ),mod1 Kbnmt ∑≡−+  
где ( ),1,1,0, 1
1
0 −=⋅





+= drr
d
K
tt K  а 0t  есть решение уравнения 
( )
.mod1
111
0 





≡




 −+ ∑
d
K
d
b
d
nm
t                                (3.16)   
Остальные уравнения (3.15) должны давать решения уравнениям такого 
вида 
( ) ( )( ),mod1 Ktnp ii σ−≡−                             (3.17)  
где ( ) { } ( )02
2
0
 а ,1,,1,0, iiiii pdssd
Kpp −∈⋅





+= K  есть решение уравнения 
( )
.mod1
222
0











 −
≡




 −
d
K
d
t
d
np ii
σ
                               (3.18) 
Кроме того, уравнение (3.8) превратится в следующее 
( ).mod0
1
Ktp
m
i
i ≡+∑
=
                                       (3.19) 
Тогда 
( ),mod
1 11
Kr
d
Kp
m
t
bx i
j
ijij 





⋅++
−
−
+≡
σ
                   (3.20)  
где .,,2,1;,,2,1 njmi KK ==  
Будем традиционно представлять все элементы последнего столбца, кроме 
ijb зависимыми, то есть 
,
1
11
1 ∑∑
−
==
−≡
n
j
ij
n
j
jin bbb                                          (3.21)  
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А значение t  выбираем из условия 
( ).mod 21 dt σ≡                                             (3.22) 
Пример 3.3. Пусть 4,6 == nm  и ,6=K  а матрица B  представлена ниже. 
Поскольку 21 =σ , то элемент 54b  не удовлетворяет условию (3.21). После 
исправления получаем матрицу B′ . 
 .
2033
2420
2411
2051
2411
2411
2033
1420
2411
2051
2411
2411




















=′→




















= BB  
Проведём   необходимые   расчёты:   ( ) ( );6mod048∑ ≡=b    ≡=−+ 91nm   
( );6mod3≡ ( ) ( ) .3,1,1 =−+=− KnmНОДKnНОД  
Из соотношения 
( ).2mod
3
48
3
9
0 





≡




t  
Находим ( ) ( )0,1,2r2r tа ,2mod00 =≡≡t . Так как 21 =σ , то и ( )6mod2≡t ; 
( )6mod1
5
1
1
1
−≡=
−m
. Полагаем ( )6mod0≡≡ ii rp , тогда 
( )( )6mod2−+≡ jijij bx λ . 
В результате получим матрицу .X ′  
 .
4000
0015
0000
0240
0000
0000
20222
0015
0000
0240
0000
0000




















=→
−




















=′ XX  
Но условие (3.19) в X ′  для 6p  не выполняется. Оно будет выполнено, 
если вычесть из последний строки 2, что приводит к искомой матрице .X  
Проверим это решение 
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→




















+
→




















+
→




















+
=′
2213
2000
2051
2051
2051
2051
5
2013
2400
2451
0435
2451
2451
2
2033
2420
2411
2051
2411
2411
4
B  
.
2222
2000
2000
2000
2000
2000
4
2212
1555
2050
2050
2050
2050
1
finb→




















+
→




















+
→  
Аналогично решается задача при условиях: 
( ) ( ) ( ) .1,1;1,1;1,1 21 =−>=−>=−+ KnНОДdKmНОДdKnmНОД  
Это достигается путём транспонирования матрицы B , то есть перестановкой 
параметров mи n . 
Д) ( ) ( ) ( ) .1,1;1,1;1,1 21 =−+>=−>=− KnmНОДdKnНОДdKmНОД  
Последнее соотношение является следствием двух первых. Решение задачи 
будет существовать, если для матрицы B  выполняются следующие 
ограничения: 
                                    
( ) ( )
( ) ( ) .,,2,1,mod
1
;,,2,1,mod
1
1
2
njd
nm
b
mid
nm
b
j
i
K
K
=≡
−+
=≡
−+
∑
∑
λ
σ
                 (3.23) 
Отсюда вытекают ещё два равенства 
( ) ( )
( ) ( )
.,2,1;,,2,1
,modmod
,modmod
21
12
njmi
dmdn
dd
ij
ji
KK ==
≡
≡
σλ
λσ
                                     (3.24) 
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При этих условиях будем считать заданным первый столбец матрицы B , а 
все элементы последней строки, кроме первого, и все элементы последнего 
столбца как зависимые, которые подвержены корректировке. Отсюда 
( )
( ).mod
,mod
2
1
1
1
1
1
1
1
dbb
dbb
n
j
ijni
m
i
ijjm






−≡






−≡
∑
∑
−
=
−
=
λ
λ
                              (3.25)   
Если все эти условия выполняются, то решение задачи необходимо начинать 
с решения двух уравнений 
( ) ( ) ( )
( ) ( ) ( ) .,,2,1,mod
1
1
;,,2,1,mod
1
1
njK
nm
b
mq
miK
nm
b
np
jj
ii
K
K
=





−
−+
≡−
=





−
−+
≡−
∑
∑
λ
σ
                  (3.26) 
Первое уравнение имеет решение 
( )
iii sd
Kpp
2
0 += , где ( )0ip  есть решение уравнения 
( ) ( )
,mod
1
11
222
0












−
−+
≡




 − ∑
d
K
nm
b
dd
np ii σ                          (3.27)                         
а { } .,,2,1,1,,1,0 2 midsi KK =−∈  
Второе уравнение имеет решение 
( )
jjj rd
Kqq
1
0 += , где ( )0jq  есть решение уравнения 
( ) ( )
,mod
1
1
1
1
11
0












−
−+
≡




 − ∑
d
K
nm
b
dd
mq jj λ                      (3.28) 
а { } .,,2,1,1,,1,0 1 njdrj KK =−∈  
Задача имеет 12
1
1
−−
⋅
nm dd  решений вида 
( )( )
( ) ( ).mod
1
 где
,mod
1 1
K
nm
b
qp
Kqpbx
m
i
n
j
ji
jiijij
∑ ∑
∑
= = −+
−≡≡
++≡
                             (3.29) 
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Пример 3.4. Пусть ,21,8,4 === Knm  а матрица начального состояния 
сейфа задана ниже. 
.
00180131400
007061100
3314316033
006071100
00190131300
107061100
2314316033
006071100












=′→












= BB  
 
В матрице B  не выполняются условия (3.25). Элементы в кружках заменены 
другими, в результате чего получается нужная матрица .B′  Проведём 
необходимые расчеты: 
( ) ( ) ,7,1,3,1 21 =−==−= KnНОДdKmНОДd
( ) ( ) ( ) ( ).21mod3
1
,21mod12 ≡
−+
≡∑
∑
nm
bb  
В соответствии в (3.23) имеем 
 ( ) ( ) ( ).3mod03mod,7mod3 ≡≡≡ iji σλσ  Поэтому ( ) ( ),3mod00 ≡ip  а все 
( ) ( )7mod00 ≡jq , кроме ( ) ( ) .1,4 0403 =−= qq  Отсюда ( ) jjjii rqqsp 7,3 0 +== . 
Полагая в (29) 0== ji rs , получим первое решение .X ′  
.
001800300
000701400
001100700
006015000
3
00180141000
00707700
33143171733
00608700
77












=→
−












=′
+−
XX
 
Вторая матрица получится из первой, если путём подбора is  и jr  попытаемся 
удовлетворить второе условие (3.29). Поскольку, то есть здесь это условие 
удовлетворяется. Но чтобы побольше образовать нулей в X , положим 
,13 −=r а .14 =r  Чтобы ( )2mod3
1
−≡∑
=
m
i
ip , положим .12 −=s  Это и даёт 
матрицу X . Теперь решение достигается за 8 шагов. 
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B′=












00180131400
007061100
3314316033
006071100
 x14 =15⇒  
⇒












0018071400
007001100
3314310033
1515015151515
 x16 =6 ⇒  
⇒












003071400
0013001100
3320310033
006071100
 x23 = 7⇒  
⇒












00307000
0013001800
10106101771010
006071800
 x26 = 11⇒  
⇒












001407000
003001800
0017071800
0017071800
 x34 = 14⇒  
⇒












001400000
1414171414111414
0017001800
0017001800
 x36 = 7⇒  
⇒












00000000
003001800
003001800
003001800
 x42 = 3⇒  
⇒












33333333
00300000
00300000
00300000
 x46 = 18⇒  bfin/  
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ВЫВОДЫ  К  ГЛАВЕ  3. 
          Исследовался вариант математического сейфа на матрицах, когда число 
состояний однотипных замков есть число составное. Доказано, что общее 
решение в основном, такое же, как и для простого модуля, но есть и 
некоторые различия. Рассматривались четыре частных случая, 
соответствующие различным условиям, налагаемым на параметры задачи. 
Для каждого такого случая приводились соответствующие примеры. 
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ГЛАВА 4 
РЕШЕНИЕ ЗАДАЧИ О МАТЕМАТИЧЕСКОМ СЕЙФЕ ДЛЯ 
ПРОИЗВОЛЬНОГО КОЛИЧЕСТВА ЗАМКОВ 
§4.1. Постановка задачи. 
Рассмотрим общий математическим сейф как систему S(Z, b, Z ), 
состоящая из множества замков Z = {z1, z2, . . . , zN}, вектора состояний сейфа 
b ( )Nbbb ,...,, 21= ,где { }1,,1,0 −∈ ii kb K  – состояние  i - го  замка, и 
множества Z { } ,,,...,, 21 llN ZzZZZ ∉= , ( )NliZ Zl ≤≤∈ ,12 . В результате 
одного поворота ключом по часовой стрелке в замке zl все замки lj Zz ∈  
переходят из состояния jb  в состояние ( )jj kb mod)1( + . Сейф считается 
открытым, если он находится в состоянии ( ) finbb == 0,,0,0 K . Необходимо 
найти для каждого замка jz такое количество поворотов ix  ключем, чтобы 
открыть сейф.  
Вектор ( )Nxxx ,,,X 21 K=  будем называть решением задачи о сейфе. 
Множество Z  называется множеством инцидентности. Его можно записать 
в виде матрицы инцидентности 
0
0A ija=  размером NN × , где на главной 
диагонали стоят нули, а 10 =ija , если jz  принадлежит множеству 
( )NjiZ i ≤≤ ,1 , и нулю в противном случае. Очевидно, что x поворотов 
ключом в замке zl по часовой стрелке равносильно kl – x  поворотам против 
часовой стрелки. Матрице 0A  можно поставить в соответствие 
ориентированный граф ( )ZG , в котором из вершины iz  в вершину jz  входит 
дуга, если 10 =ija . В зависимости от сложности этой матрицы возникают 
различные задачи о математическом сейфе. Обозначим NEAA 0 += , где NE  
единичная матрица. В столбце этой матрицы, соответствующему j-у замку, 
стоят единицы напротив тех замков, которые влияют на состояние j-го замка. 
Учитывая количество всех поворотов в этих замках и число поворотов xj в 
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данном замке, получим суммарное число поворотов, которое произошло  в 
 j-ом замке. В сумме с начальным состоянием j-го замка это должно привести 
к  0(mod kj).  Тогда общая задача о сейфе сводится к решению системы 
линейных сравнений: 
( ) ( ),1,mod0aX i Nikb ii ≤≤≡+v                                   (4.1) 
где ia
v
- i - й столбец матрицы А. 
где i = 1, 2, . . . , m;  j = 1, 2, . . . , n. 
§4.2. Решение задачи для двух замков.  
Обозначим ( )
mnnmnn
xxxxxxxxx ,,.....,,.....,,,,.......,, 1,2222111211 −=
r
 вектор-
столбец, полученный из матрицы  X  последовательной записью ее строк. 
Аналогично из матрицы  В  получим вектор-столбец b
r
. Кроме того, 
пусть  
n
ℑ – матрица размера п×п, состоящая из единиц, Еп – единичная 
матрица того же размера, а  I n – вектор-строка из п единиц. Тогда 
условие преобразования (1) для всей матрицы В запишем в виде 
системы уравнений 
( ) )1(mod0 NikbxA i ≤≤≡+ vr ,                                     (4.2) 
где матрица А размера  тп×тп  состоит из  т2    клеток: 
















ℑ
ℑ
ℑ
ℑ
=
nnnn
nnnn
nnnn
nnnn
EEE
EEE
EEE
EEE
A
....
............
....
....
....
                                         (4.3) 
Эту задачу легко можно свести к решению системы линейных 
диофантовых  уравнений,   если добавить  в  правые  части   (4.2)   
слагаемые  Kуi, (i = 1, 2,..., тп), используя известные методы, 
изложенные в [6]. Однако  специфика задачи позволяет находить ее 
решение непосредственно, так как матрица А имеет стандартный вид и 
не зависит от значений матрицы В. Ее ранг и определитель зависят 
только от значений  m  и  n .  
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Поскольку матрица А симметрическая, то в дальнейшем все 
рассуждения  относительно строк матрицы справедливы и для 
одноименных столбцов и строк и наоборот. 
Если ранг матрицы A равен  mn, то решение системы (4.2) имеет вид 
)(mod1 ikbAx
rr
−
−= . 
Таким образом, проблема сводится к отысканию обратной матрицы A-1. 
В общем случае для произвольных m, n и ki она может не существовать. 
Тогда система (4.2) может иметь решение, если начальное состояние 
удовлетворяет определенным ограничениям. Поэтому в таких случаях 
возникает проблема коррекции исходного состояния, после которой решение 
задачи будет существовать. 
Сейфы с замками с двумя состояниями изучены в [1], сейфы с однотипными 
замками с произвольным числом состояний описаны в [2] и [22]. В данной 
главе  изучаются сейфы с произвольными замками. 
 Если в сейфе есть замки разных типов, то решение задачи может как 
усложниться, так и упроститься, в зависимости от различных соотношений 
между числом замков и числами, которыми описываются состояния этих 
замков. Вопрос состоит не в преодолении этих сложностей, а в полном 
перечислении всех возникающих неповторимых вариантов, число которых 
растет лавинообразно. Здесь простое или составное число, которым  
описывается состояние каждого замка, влияет на количество решений задачи 
значительно больше, чем то же для однотипных замков. Поэтому здесь 
решаются только самые простые ситуации.  
Для начала  решается задача для сейфов, у которых первые p  строк 
матрицы  B  представляют замки первого типа с числом состояний k1, а 
остальные строки – замки второго типа c числом состояний k2. По аналогии с 
вектором  b
r
 введем соответствующий вектор-столбец  x ( )mnxxx ,...,, 21= , 
полученный из матрицы  X  путем последовательной записи строк. 
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Пусть nℑ  - квадратная матрица порядка n , состоящая из единиц, а nE  
– единичная матрица этого же порядка. Тогда условием того, что элемент ijb  
преобразуется матрицей X  в нуль, представляется соотношениями (4.2), 
которые конкретно запишутся в виде 
 )(mod0 1
11
kbxx ij
m
ik
k
kj
n
k
ik ≡++∑∑
≠
==
, ( i = 1, 2, …, p );                              (4.4) 
 )(mod0 2
11
kbxx ij
m
ik
k
kj
n
k
ik ≡++∑∑
≠
==
, ( i = p +1, p +2, . . . , m ). 
Если умножить первую часть (4.4) на 2k , а вторую часть  - на 1k , то 
соотношения не изменятся, но теперь их можно записать в виде 
A′ xr   + b′ )(mod0 21kk≡ ,                                               (4.5) 
где A′  – квадратная матрица порядка mnmn × , состоящая из 2m  подматриц 
 A′
















ℑ
ℑ
ℑ
=
nnnn
nnnn
nnnn
nnnn
kEkEkEk
EkEkEkEk
EkEkkEk
EkEkEkk
1111
1111
2222
2222
....
....................
....
...................
....
....
,                                         
а  b′  ( )mnpnpnpn bkbkbkbkbkbk 1211122212 ,...,,..,, ++= . 
Теорема 4.1. Решение системы (4.5) удовлетворяет системе сравнений 
                   A x  + b )(mod0 21kk≡ ,                                           
где      A – матрица (3).                                                  
Доказательство. Для решения системы (5) необходимо найти ее 
обратную матрицу. Нетрудно удостовериться, что det A′ = pnk2
)(
1
pmnk −  det A. 
При  подсчете миноров для обратных матриц можно заметить, что для  j ≤ p  
имеем  1−ija  =  ( ) 21' / kaij − , а для  j ≥ p  имеет место 1−ija  =  ( ) 1/' / kaij − . Это 
приводит к равенству A′ 1−  b′ =  1−A  b . Отсюда и вытекает справедливость 
теоремы, так как из двух систем получаем   x
r
 = -
1−A b =  - A′ 1−  b′ .  
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Таким образом, проблема сводится к отысканию обратной матрицы. 
1−A . В общем случае для произвольных m , n , 1k  и 2k  она может не 
существовать. Тогда система (4.1)  может иметь решение, если начальное 
состояние удовлетворяет определенным ограничениям. Рассмотрим 
симметричную квадратную матрицу порядка n , зависящую от двух 
параметров  H(α,β) ( ) nnE ℑ+−= ββα . 
Используем ее для построения квадратной матрицы порядка mn , 
зависящей от четырех параметров и состоящей из 2m подматриц: 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )











=
βαδγδγ
δγβαδγ
δγδγβα
δγβα
,H...,H,H
...........................
,H...,H,H
,H...,H,H
),,,(T
nnn
nnn
nnn
n,m .                   (4.6) 
Из  (2.14) следует, что 1−A . ( )4321, ,,, ααααnmT= , где 
)(mod
1
1
1
1
1
1
,
1
1
,
1
1
,1
1
1
1
1
21
4
43
42
41
kk
nmmn
m
n
nm











−+






−
+
−
−≡
+
−
≡
+
−
≡
+−
−
+
−
≡
α
αα
αα
αα
                                (4.7) 
Отсюда вытекает  условие разрешимости системы (2.1): 
)(mod1);(mod1);(mod1 iii knmknkm ≠+≠≠ ., где i = 1,2.              
Пример 4.1. Пусть m = 5, n = 3, 1k = 3,  2k  = 5,  p = 2, а матрица B имеет вид  
     B =














020
124
014
111
021
; 
Вычислим дробные значения: 
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








⋅≡=
−+
⋅≡=
−
⋅≡=
−
)53(mod13
7
1
1
1
),53(mod8
2
1
1
1
),53(mod4
4
1
1
1
nm
n
m
. 
Подставляя эти значения в  (4.7), получаем: 4α = -6, 1α = 5, 2α = 2,  
3α = 13. Отсюда получаем обратную матрицу  (6) 1−A ( )43213,5 ,,, ααααT= . 
Подсчитаем   x
r
 = -
1−A b = (12, 6, 13, 12, 5, 14, 14, 4, 12, 13, 4, 12, 4, 14, 6), 
или                                        
















=
6144
12413
12414
14512
13612
X
(mod 15) 
 














































=
−
5221399139913991399
2529139913991399139
2259913991399139913
1399522139913991399
9139252913991399139
9913225991399139913
1399139952213991399
9139913925291399139
9913991322599139913
1399139913995221399
9139913991392529139
9913991399132259913
1399139913991399522
9139913991399139252
9913991399139913225
1A
 
Можно непосредственно убедиться, что это есть решение (4.1) 
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















⇒
















+⇒
+
















⇒
















⇒
++
















+
⇒
















⇒
















⇒
















=
+++
12138
131312
111112
0813
0813
12139
131313
121213
0814
0814
14
14
13139
141313
131213
190
1814
1389
14813
13713
12410
1314
45
13812
1481
1371
14713
132
12
0812
181
071
1713
354
0212
121
011
1113
121413
020
124
014
111
021
B
13612
 
 
( )
614
15mod
000
000
000
000
000
999
900
900
900
900
101010
910
910
910
910
666
9111
9111
9111
9111
4
4
12
966
12414
12111
12111
12111
926
8010
121211
121211
121211
928
10212
121213
121213
121213
13
12
1228
13212
001
01213
01213
++
























⇒
















⇒
















⇒
















+
⇒
+
+
















⇒
















⇒
















+
⇒+
















⇒
Теорема 4.2. Решение системы (4.1) для произвольного количества q  типов 
замков со взаимно простыми qkkk ,,, 21 ⋅⋅⋅  удовлетворяет   системе  сравнений  
A x  + b )(mod0 21 qkkk ⋅⋅⋅≡ , 
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где  A  – матрица  (6),  
Доказательство проводится по той же схеме, что и теорема 1. 
§4.3. Решение задачи для трех замков.  
Пример 4.2. Пусть m = 9, n = 5, 1k = 3,  2k  = 5, 3k  = 7, 1p = 2p = 3p =3, а 
матрица B имеет вид 
B =




























−
−
−
−
−
−
120110
21100
01021
10210
01102
10013
21101
01120
10101
 
Вычислим дробные значения: 









⋅⋅≡=
−+
⋅⋅≡=
−
⋅⋅≡=
−
)753(mod8
13
1
1
1
),753(mod26
4
1
1
1
),753(mod13
8
1
1
1
nm
n
m
 
Подставляя эти значения в  (4.7), получаем: 4α = 3, 1α = -37, 2α =-23,  
3α =-10. Отсюда получаем обратную матрицу  (6) 1−A ( )43213,5 ,,, ααααT= . 
1−A = 
















)(),(....),(),(
),()(....),(),(
....................
),(),(....)(),(
),(),(....),()(
2,1434343
432,14343
43432,143
4343432,1
αααααααα
αααααααα
αααααααα
αααααααα
HHHH
HHHH
HHHH
HHHH
 из 81 подматриц, 
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где  ),( 21 ααH = 
















−−−−−
−−−−−
−−−−−
−−−−−
−−−−−
3723232323
2337232323
2323372323
2323233723
2323232337
,  
),( 43 ααH =  
















−
−
−
−
−
103333
310333
331033
333103
333310
 
Подсчитаем   x
r
 = -
1−A b = (-45,33,-20,-19,21,32,8,-45,-45,-7,7,-20,32,34,-31,9, 
-21,33,33,-32,-19,-43,7,5,45,-20,-45,9,7,45,-19,-44,7,6,46,6,-21,34,-31,33,6,-46, 
-44,-6). Проверить это решение очень сложно. Необходимо проделать 765 
сложений чисел.  
Проделаем эти операции, указывая над матрицей количество поворотов 
соответствующего ключа.  
         x11=-45                                            x12=33   
B =




























−
−
−
−
−
−
−
12001
21110
01021
10210
01142
10013
21101
01120
10101
→ 




























−
−−
−−
−−
−−
−−
−−
−
−−−−−
120044
211145
010244
102145
011443
100142
211044
011245
4445464544
 → 
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     x13=-20                                                        x14=-19                             
→ 




























−
−
−−
−−
−−
−
−−
−
−−−−−
1203344
2113245
0103544
1023445
0113743
1003242
2113344
0113545
1112131211
→ 




























−−
−−
−−−
−−−
−−−
−−
−−
−−
−−−−−
12203344
21193245
01203544
10183445
01193743
10203242
21213344
01193545
3132333231
→ 
 
 
 
 
                                               x15=21       x21=32                                                  
→




























−−−
−−−
−−−
−−−−
−−−
−−−
−−−
−−−
−−−−−
117203344
218193245
020203544
119183445
020193743
119203242
218213344
018193545
5051525150
→




























−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−−−−
2217203344
2318193245
2120203544
2019183445
2120193743
2219203242
2318213344
2118193545
2930313029
→ 
              x22=8                                                       x23=-45                                                              
→




























−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−
−−−−
2217203312
2318193213
02120203512
2019183413
2120193711
2219203210
2318213312
5314133813
293031303
→




























−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−−−
2217204112
2318194013
02120204312
2019184213
2120194511
2219204010
2318214112
442221305
293031223
→ 
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  x24=-45                                                     x25=-7                                                                            
→




























−−
−−
−−
−−
−−
−−
−−
−−−
−−−
2217404112
2318414013
2120404312
2019424213
2120414511
2219404010
2318394112
1623243050
293029223
→




























−
−
−
−
−
−
−
−−
−−
2243404112
2342414013
2140404312
2041424213
2140414511
2241404010
2342394112
2937361510
293029223
→ 
 
 
 
 
 
             x31=7                                                      x32=-20                                                                                                         
→




























−
−
−
−
−
−
−
−−
−−
1543404112
1642414013
1440404312
1341424213
1440414511
1541404010
1642394112
363029223
363029223
→




























−
−
−
−
−
−
−
−−
−−
154340415
164241406
144040435
134142426
144041454
154140403
234946485
3630292210
3630292210
→ 
                       x33=32                                                     x34=34                                                                                  
→




























−
−
−
−
−
−
−
−−
−−
154340215
164241206
144040235
134142226
144041254
154140203
329262825
3630294210
3630294210
→




























−−
−−
−−
−−
−−
−−
−−−
−−−
−−−
154333215
164232206
144033235
134131226
144032254
154133203
354447457
3630444210
3630444210
→ 
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                                               x35=-31    x41=9                                                                                                                             
→




























−−−
−−−
−−−
−−−
−−−
−−−
−−−−
−−−−
−−−−
152833215
162932206
143133235
133031226
143132254
153033203
3610131141
3641444210
3641444210
→




























−−−−
−−−−
−−−−
−−−−
−−−−
−−−−
−−−
−−−
−−−
162833215
152932206
173133235
183031226
173132254
163033203
3841444210
3841444210
3841444210
→ 
 
 
 
 
 
       
          x42=-21                                                      x43=33                                                                                                    
→




























−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−−
162833214
152932203
173133234
183031223
173132255
72124296
3841444219
3841444219
3841444219
→




























−−−
−−−−
−−−
−−−
−−−
−−−−
−−
−−
−−
16283304
15293213
17313324
18303113
17313245
284245815
3841444219
3841444219
3841444219
→ 
                                x44=33            `                                     x45=-32                                                                                                               
→




























−−
−−−
−−
−−
−−
−−
−−
−−
−−
1628004
1529113
1731024
1830213
1731145
59124118
3841114219
3841114219
3841114219
→




























−
−−
−
−
−
−
−−
−−
−−
165004
154113
172024
183213
172145
3824213151
388114219
388114219
388114219
→ 
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`    x51=-19                                                  x52=-43                                                                                                                             
→




























−
−−
−
−
−
−−
−−
−−
−−
485004
474113
492024
503213
492145
68114219
68114219
68114219
68114219
→




























−−
−−−
−−
−−
−−−−
−−
−−
−−
−−
4850015
4741116
4920215
5032116
3717181514
6811420
6811420
6811420
6811420
→ 
                                                                                                                                                                                       
 
 
                           x53=7                                                           x54=5                                                      
→




























−−−
−−−
−−−
−−−
−
−−−
−−−
−−−
−−−
48504315
47414416
49204115
50324216
645444748
681110
681110
681110
681110
→




























−−−
−−−
−−−
−−−
−
−−−
−−−
−−−
−−−
48574315
47484416
49274115
50394216
152515450
68410
68410
68410
68410
→ 
                                                   x55=45     x61=-20                                                                                                                             
→




























−−−
−−−
−−−
−−−
−−−−
−−−
−−−
−−−
−−−
481074315
47984416
49774115
50894216
648494645
63410
63410
63410
63410
→




























−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−−
−−−
31074315
2984416
4774115
5894216
513410
513410
513410
513410
513410
→ 
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  x62=-45                                                           x63=9                                                                                                                    
→




























−−−
−−−
−−−
−−−−
−−−−
−−−−
−−−−
−−−−
−−−−
31074335
2984436
4774135
2512114336
5134120
5134120
5134120
5134120
5134120
→




























−−
−−
−−
−
−−−−
−−−−
−−−−
−−−−
−−−−
31071735
2981636
4771935
354849224
51344620
51344620
51344620
51344620
51344620
→ 
 
 
                                     
 
                                        x64=7                                                             x65=45                                                      
→




























−−
−−
−−
−−
−−−
−−−
−−−
−−−
−−−
310161735
29171636
47161935
444847733
51354620
51354620
51354620
51354620
51354620
→




























−−
−−
−−
−−
−−
−−
−−
−−
−−
317161735
216171636
414161935
5141401440
51454620
51454620
51454620
51454620
51454620
→ 
 
      x71=-19                                                      x72=-44                                                                                                                             
→




























−
−
−
−−−
−−−
−−−
−−−
−−−
−−−
4217161735
4316171636
4114161935
9454620
9454620
9454620
9454620
9454620
9454620
→




























−−
−−−
−−−
−−−
−−−
−−−
−−−
117161751
216171650
2253051
9454639
9454639
9454639
9454639
9454639
9454639
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                            x73=7                                                           x74=6                                                                                                                             
→




























−
−
−−−−
−−
−−
−−
−−
−−
−−
117162751
216172850
224947447
9451539
9451539
9451539
9451539
9451539
9451539
→




























−
−
−−−−
−−
−−
−−
−−
−−
−−
117232751
216242850
1542403714
94121539
94121539
94121539
94121539
94121539
94121539
 
 
                                                 4675 =x     681 =x  
→




























−
−
−−−−
−−
−−
−−
−−
−−
−−
123232751
222242850
936343120
910121539
910121539
910121539
910121539
910121539
910121539
→




























−
−
−
−
−
−
−
−
−
4723232751
4822242850
3710121539
3710121539
3710121539
3710121539
3710121539
3710121539
3710121539
→ 
               2182 −=x                                              3483 =x  
→




























−
−
−
−
−
−
−
−
−
4723232757
5428302256
3710121533
3710121533
3710121533
3710121533
3710121533
3710121533
3710121533
→




























−
−
−−
−−
−−
−−
−−
−−
−−
123234857
33794335
371012633
371012633
371012633
371012633
371012633
371012633
371012633
→ 
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   3484 =x                                                       3185 −=x  
→




























−
−−−
−−
−−
−−
−−
−−
−−
−−
123574857
384143936
371046633
371046633
371046633
371046633
371046633
371046633
371046633
→




























−
−−−−
−−
−−
−−
−−
−−
−−
−−
157574857
43028252
374446633
374446633
374446633
374446633
374446633
374446633
374446633
→ 
 
 
 
       3391 =x                                               692 =x  
→




























−
−−
−−
−−
−−
−−
−−
−−
−−
157574857
64446633
64446633
64446633
64446633
64446633
64446633
64446633
64446633
→




























−−−−−
−
−
−
−
−
−
−
−
1515151515
6444660
6444660
6444660
6444660
6444660
6444660
6444660
6444660
→ 
 
                        4693 −=x                                      4494 −=x  
→




























−−−−− 99999
6444600
6444600
6444600
6444600
6444600
6444600
6444600
6444600
→




























5050505050
644000
644000
644000
644000
644000
644000
644000
644000
→ 
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    695 −=x                                
→




























66666
60000
60000
60000
60000
60000
60000
60000
60000
→




























00000
00000
00000
00000
00000
00000
00000
00000
00000
→ bfin  
§4.4.  Расширение задачи на матрицах. 
В отличие от общей постановки задачи о сейфах на матрицах могут 
возникнуть задачи с усеченными правилами, такими, например, как :                                                                        
А) каждый замок влияет только на замки в строке; 
Б) каждый замок влияет только на замки в столбце; 
В) каждый замок влияет на другие замки с строке и на один замок 
нижестоящий. 
Возможны и другие расширения правил влияния замков. Рассмотрим 
последовательно  перечисленные случаи. 
Случай А: 
Тогда основная матрица (4.3) запишется в виде 
















ℑ
ℑ
ℑ
=
0....000
............
0....00
0....00
0....00
n
n
n
A                                   
Для первых n значений искомого решения Х запишутся из основного 
уравнения (4.2) 
11131211 ......... bxxxx n =++++  
21131211 .......... bxxxx n =++++  
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   31131211 ........... bxxxx n =++++  
    . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
   nnnnnn bxxxx =++++ ...........321  
Очевидно, что решение системы существует только при условии  
nbbbbb ===== ........41321 . 
      Для следующих значений n повторится та же картина. Следовательно, 
задача сводится к одинаковым замкам в строке и только в другой строке 
могут быть иные замки, то есть имеем m серий одинаковых замков и сейф 
открывается за  m независимых поворотов. 
Случай Б: 
Основная матрица (4.3) запишется в виде 
















=
nnnn
nnnn
nnnn
nnnn
EEEE
EEEE
EEEE
EEEE
A
....
............
....
....
....
 
Для следующих n значений искомого решения Х запишутся из 
основного уравнения (4.2) 
111)1(,113,112,11,111 bxxxxx nmnnn =+++++++ +−+++  
1,11)1(,113,112,11,111 ++−+++ =+++++++ nnmnnn bxxxxx  
12,11)1(,113,112,11,111 ++−+++ =+++++++ nnmnnn bxxxxx  
.  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 
1)1(,11)1(,113,112,11,111 +−+−+++ =+++++++ nmnmnnn bxxxxx  
Здесь в правой части стоят элементы первого столбца матрицы В, а в 
левой части одни и те же слагаемые. Решение возможно только при 
равенстве всех правых частей, то есть при одинаковых замках в первом 
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столбце матрицы В. Опять имеем дело с n сериями одинаковых замков и 
сейф открывается за n независимых поворотов замков. 
Случай В: 
Будем считать для последней строки нижеследующей первую. Тогда   
основная матрица (4.3) запишется в виде 
















ℑ
ℑ
ℑ
ℑ
=
nn
n
nn
nn
E
E
E
A
....00
............
0....00
0....0
0....0
1
 
Будем искать обратную матрицу в виде Т-матрицы вида  (2.6) 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )











=
214343
432143
434321
4321,
,...,,
...........................
,...,,
,...,,
),,,(
αααααα
αααααα
αααααα
αγααα
nnn
nnn
nnn
nm
HHH
HHH
HHH
T , 
где Н-матрицы типа (2.5) имеют вид 
















=
αβββ
βαββ
ββαβ
βββα
βα
...
...............
...
...
...
),(nH . 
Умножая матрицу ),,,( 4321, αγαααnmT  на А, должны получить Еn. Это 
должно дать следующие соотношения: 
1)1( 321 =+−+ ααα n  
0)1( 421 =+−+ ααα n  
0)1(2 43 =−+ αα n  
043 =+ αα n  
Матрица  этой системы равна 
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А =  












−
−
−
n
n
n
n
100
1200
1011
0111
 , а детерминант A  = 0. это означает, что 
решение в виде Т-матриц не существует. 
Будем искать обратную к А матрицу непосредственно. Обозначим ее 
С=(сij)mn,mn. Тогда СА1 = Еmn. Рассмотрим  
Пример 4.3. Пусть К = 7 и задана матрица В 
В = 












−
−
−
033
211
220
101
 
 А1 = 






































111000000100
111000000010
111000000001
100111000000
010111000000
001111000000
000100111000
000010111000
000001111000
000000100111
000000010111
000000001111
 
      Умножим первую строку матрицы С на первые три столбца матрицы А1. 
с11 + с12 + с13 + с1,10 = 1, 
           с11 + с12 + с13           + с1,11 = 0, 
                       с11 + с12 + с13                      + с1,12 = 0. 
Из этого вытекает, что  с1,11 = с1,12  = с1,10 – 1. 
Теперь умножим первую строку матрицы С на последние три столбца 
матрицы А1. 
с1,10 + с1,11 + с 1,12 + с17 = 0, 
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        с1,10 + с1,11 + с 1,12        + с18 = 0, 
              с1,10 + с1,11 + с 1,12              + с19 = 0. 
Подставляя полученные ранее значения, получим  
с17  = с18 = с19 = –3 с1,10 + 2. 
Теперь умножим первую строку матрицы С на 7-ой, 8-ой и 9-й столбцы 
матрицы А1. 
           с7 + с8 + с9 + с14 = 0, 
                      с7 + с8 + с9             + с15 = 0, 
                               с7 + с8 + с9                     + с16 = 0, 
Подставляя полученные ранее значения, получим  
с14  = с15 = с16 = –3(–3 с1,10 + 2) = 9с1,10  –6 = 2с1,10 + 1(mod 7)  . 
Проделав те же операции с 3-м,4-м и 5-м столбцами, получим   
с11  = с12 = с13 = –3(2 с1,10 +1) = с1,10 –3(mod 7)   . 
Подставляя эти значения в самое первое уравнение, получим  
3с1,10 –9 + с1,10  = 1, откуда с1,10  = 6(mod 7) .Окончательно получаем 
первую строку матрицы С
   
с1 = (3,3,3,6,6,6,5,5,5,6,5,5). Аналогично рассуждая 
относительно других строчек матрицы С и проделывая соответствующие 
операции, получим в конце концов матрицу С. 
С = 






































333655555666
333565555666
333556555666
666333655555
666333565555
666333556555
555666333655
555666333565
555666333556
655555666333
565555666333
556555666333
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Теперь, чтобы получить решение задачи, надо найти x
r
= –Cb
r
. В 
результате получаем x
r
= (-2,-3,1,3,-3,-2, 2,-3,0,0,0,-1). Проверим решение, при 
этом ключ действует не только на замки в строе, но и на вышестоящий замок. 
      211 −=x                          312 −=x                        113 =x  
В = 












−
−
−
033
211
220
101
→












−
−
−−−
031
211
220
321
→












−
−
011
211
220
124
→ 
 
      314 =x                        315 −=x                 216 −=x      217 =x  
→












−
−
111
211
220
233
→












−
111
211
213
230
→












−
111
211
220
200
→












−
111
211
032
000
→ 
             418 =x          112,1 −=x                   
→












−
111
433
030
000
→












111
100
000
000
→












000
000
000
000
 =  bfin 
 
§4.5.  Проблемы применения теории математических сейфов. 
Самым доступным применением теории математических сейфов 
является проблема создания криптографических систем. Как известно, 
проблемой обеспечения  секретности передаваемой информации занимается 
криптология. Криптология разделяется на два направления  – криптографию 
и криптоанализ. Цели этих направлений противоположны. Криптография 
занимается поиском  и исследованием математических методов 
преобразования информации с целью ее засекречивания. А сфера интересов 
криптоанализа – исследовать возможности расшифровки зашифрованной 
информации. Напомним несколько определений, необходимых для 
дальнейшего изложения материала. 
 106 
Шифрование – преобразовательный процесс, при котором исходный 
текст, который носит также название открытого текста, заменяется 
шифрованным текстом. 
Дешифрование – обратный шифрованию процесс, при котором на 
основе ключа дешифрованный текст преобразуется в исходный. 
Ключ – информация, необходимая для беспрепятственного 
шифрования или дешифрования текстов. Обычно ключ представляет собой 
последовательный ряд символов того же алфавита, в котором набрано 
информационное сообщение. 
Пространство ключей – набор возможных значений ключа. 
Криптостойкость – характеристика шифра, определяющая его 
стойкость к дешифрованию без знания ключа, т. е. криптоанализу. 
Эффективность криптоалгоритма – отношение временных затрат 
криптоаналитика на вскрытие шифровки к временным затратам криптографа 
на создание шифровки.   
Существует много криптографических систем, рассчитанных на 
пользователей широкого круга. Среди них есть много доступных и удобных 
для широкого пользователя. Среди них можно указать на систему шифровки 
Вижинера. В отличие от многоалфавитной подстановки, в алгоритме 
шифрования Вижинера ключ имеет конечную длину. Таким образом, тут 
отсутствует требование шифровать каждую букву исходного текста 
отдельным значением ключа.  
Подстановка Вижинера   определяется как VIG : (x0, x1, . . . , xn-1) →  
(y0, y1, . . , yn-1) = [(x0 + k0)mod N, (x1 + k1)mod N, . . . , (xn-1 + kn-1)mod N], где N 
– количество символов в алфавите, а  n – длина ключа Вижинера с 
компонентами ki, (i= 0, 1, . . , n). Таким образом, на исходный текст Х  
накладывается периодическая ключевая последовательность равной длины, и 
в результате сложения по модулю  N соответствующих элементов 
последовательностей, получается на выходе шифрованный текст Y.  
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 Рассмотрим математический сейф с однотипными замками с числом 
состояний К. Для нее можно построить криптографическую систему, где для 
шифрования текстов предлагается  
Подстановка М, которая определяется как М : (s1, s2, . . . , sN) →  
(y1, y2, . . , yN) =[(s1+x1)mod K, . ., (s2+x2)modK, . ., (sN+xN)mod K ], где сложение 
набора исходного текста  S = [s1, s2, …., sN] ведется по всей длине решения    
Х = (x1, x2, . . . , xN) задачи о математическом сейфе с исходным вектором 
состояний b = (b1.,b2,…….,bN).     
Открытый текст составляется в порядке нумерации элементов 
матрицы, или вектора состояний сейфа. 
Рассмотрим сначала пример  для K = 2. Пусть  n = 6, m = 4, а матрица 
(вектор) начального состояния сейфа равна 










=
100101
011110
001100
101001
B ( ).1,0,0,1,0,1,0,1,1,1,1,0,0,0,1,1,0,0,1,0,1,0,0,1; =Tbr  
Решением этой задачи будет матрица(вектор) 










=
000100
000000
010010
001000
X  ( )2modbAX v≡ , где 














ℑ
ℑ
ℑ
ℑ
=
nnnn
nnnn
nnnn
nnnn
EEE
EEE
EEE
EEE
A
....
............
....
....
....
, 
 тогда )0,0,0,1,0,0,0,0,0,0,0,0,0,1,0,0,1,0,0,0,1,0,0,0(≡X . 
 Необходимо зашифровать следующий текст 
S = (0,1,0,1,1,1,0,1,1,0,1,1,0,1,1,1,0.1,1,0,0,1,0,1). 
Отсюда получим соответствие   S = (s1, s2, . . . , sN) +  Х→ Y = (y1, y2, . . , yN),  
а именно S = (0,1,0,1,1,1,0,1,1,0,1,1,0,1,1,1,0.1,1,0,0,1,0,1).  →  
→ Y = (0,1,0,0,1,1,0,0,1,0,0,1,0,1,1,1,0.1,1,0,1,1,0,1) . 
Чтобы криптоаналитику расшифровать этот текст, зная механизм 
шифрования, необходимо восстанавливать матрицу В, для чего придется 
перебрать 2mn вариантов. Для K ≥  3 проблема выглядит сложнее. 
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Рассмотрим пример из главы 2, а именно 
Пример 2.1. Пусть K = 7, n = 4, m = 3, а матрица (вектор) начального состояния 
сейфа равна 
( ).1,5,3,3,1,0,6,5,0,1,3,0;
1533
2065
0130
=










=
TbB
r
 
 Необходимо зашифровать следующий текст 
S = (5,4,0,2,1,6,3,2,6,5,4,1). Вычислим дробные значения 
).7(mod6),7(mod
6
1
1
1
);7(mod5),7(mod
3
1
1
1
);7(mod4),7(mod
2
1
1
1
33
22
11
≡≡=
−+
≡≡=
−
≡≡=
−
tt
nm
tt
n
tt
m
 
Вычислим по (2.14) элементы обратной матрицы: 
 
( )
).7(mod624);7(mod025
);7(mod32154);7(mod2654
32
14
≡+=≡+=
≡+−+=≡⋅+−=
αα
αα
 
Отсюда обратная 
матрица






































=
−
300062226222
030026222622
003022622262
000322262226
622230006222
262203002622
226200302262
222600032226
622262223000
262226220300
226222620030
222622260003
1A . 
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( ) ( )
⋅










=
≡−=
−
4350
0034
1432
;4,3,5,0,0,0,3,4,1,4,3,21
X
bAx TT
rr
 
Отсюда получим соответствие   S = (s1, s2, . . . , sN) → Y = (y1, y2, . . , yN), а 
именно S = (5,4,0,2,1,6,3,2,6,5,4,1) → Y = (0,0,4,3,5,2,3,2,6,3,0,5). 
Чтобы криптоаналитику расшифровать этот текст, зная механизм 
шифрования, необходимо восстанавливать матрицу В, для чего придется 
перебрать Кmn вариантов. Здесь можно достичь определенной гарантии даже 
если пользоваться сравнительно небольшимы значениями К.  
Следует заметить, что предложенный метод шифрования рассчитан на 
информацию, которая теряет свою ценность за короткое время после 
передачи. Сюда можно отнести, например,  такую информацию, которая 
передается по мобильным телефонам, Имея небольшое программирующее 
устройство для дешифрования и шифровки, которое компактно может 
подключаться к телефону, можно  надежно защитить необходимую 
информацию от несанкционированного ее изъятия. 
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ВЫВОДЫ  К  ГЛАВЕ  4. 
В настоящей главе впервые предложена теория решения матричной 
задачи о математическом сейфе с различными типами замков. 
Предполагается, что количества состояний замков есть  взаимно простые 
числа. Вначале задача решается для двух различных замков. Находятся 
необходимые и достаточные условия существования решения такой задачи. 
Затем осуществляется переход к множеству замков, числа состояний котрых 
есть взаимно-простые числа. Приводятся соответствующие  примеры для 
двух и трех замков. Здесь не нашли решения  случаи, когда не выполняется  
условие разрешимости системы (1) и когда числа состояний замков являются 
составными. Для решения всех этих вопросов не требуется новых 
принципиальных подходов, необходима лишь техническая работа, связанная 
с перечислением многих вариантов.   
 Рассмотрены вопросы применения теории математических сейфов к 
проблеме построения криптографических систем. Приводится оценка 
трудоемкости создания таких систем. 
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ВЫВОДЫ 
В диссертации исследована задача о сейфах на матрицах, которая 
задается матрицей состояния замков сейфа, а также вектором чисел 
состояний каждого замка. Задача решается непосредственно путем 
привлечения специальной матрицы уравнений для каждого замка, которая 
состоит из m2 подматриц размера n2, где m – число строк, а  n – число 
столбцов исходной матрицы состояний замков. В ходе исследования 
решались следующие проблемы: 
 – задача о сейфе с однотипными замками для простого числа  
состояния замков К. Рассмотрены 4 частных случая в зависимости от 
значений  m и  n; 
 – задача о сейфе с однотипными замками для составного числа 
состояний замков К. Рассмотрены 5 частных случаев в зависимости от 
значений  m и  n; 
 – задача о математическом сейфе с различными типами замков, при 
этом предполагалося, что количества состояний замков есть  взаимно 
простые числа. Сначала задача решалася для двух типов замков. Затем 
приводится аналогичное решение для трех различных типов замков.  
Во всех случаях  находились необходимые и достаточные условия 
существования решения исходной задачи. Во всех случаях, если 
существовало решение, то оно  достигалося за счет нахождения обратной 
матрицы основной системы уравнений, которая представлялася в виде так 
называемой Т-матрицы. Если решения не существовало, то указывались 
элементы матрицы состояний, которые необходимо откорректировать  
соответствующим образом, чтобы получить решение исходной задачи. 
 Рассмотрено расширение задачи на матрицах, когда поворот ключа в 
замке не влияет на некоторые замки в строке или столбце. Показано, что в 
этом случае общего решения задачи в виде Т-матриц не существует. Тогда 
обратную матрицу приходится находить непосредственно. 
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