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h-PRINCIPLE FOR CURVES WITH PRESCRIBED
CURVATURE
MICHA WASEM
Abstract. We prove that every immersed C2-curve γ in Rn, n > 3 with cur-
vature kγ can be C
1-approximated by immersed C2-curves having prescribed
curvature k > kγ . The approximating curves satisfy a C
1-dense h-principle.
As an application we obtain the existence of C2-knots of arbitrary positive
curvature in each isotopy class, which generalizes a similar result by McAtee
for C2-knots of constant curvature.
1. Introduction
The purpose of this note is to prove that if n > 3, any given immersed C2-curve γ
in Rn with curvature kγ can be C
1-approximated by an immersed C2-curve with
prescribed curvature k, provided k > kγ . It is shown that the sufficient condition
k > kγ is almost optimal in the sense that k > kγ is necessary. Moreover, if the
initial curve is embedded, we show that the initial and the approximating curve
can be chosen to be isotopic.
Let I = [0, b] ⊂ R be a compact interval. A curve γ ∈ Cℓ(I,Rn), n > 3 is called
closed if it agrees in 0 and b to ℓ orders. The curvature of an immersed curve
γ ∈ C2(I,Rn) is defined as kγ := |T˙|/|γ˙|, where T := γ˙/|γ˙|. For n = 3, this
formula reduces to the usual expression kγ = |γ˙× γ¨|/|γ˙|3. We will tacitly use the
identification S1 ∼= R/2πZ and make repeated use of the standard Cℓ-norms
‖γ‖Cℓ(I) := sup
t∈I
∑
m6ℓ
∣∣∣∣dmγ(t)dtm
∣∣∣∣ .
A homotopy γs ∈ Cℓ(I,Rn), s ∈ [0, 1] is called regular respectively an isotopy,
if γs is an immersion respectively an embedding for all s. We are now ready to
state our main result.
Theorem 1.1
Let γ0 ∈ C2(I,Rn), n > 3 be an immersed (embedded) curve. Then for every
k ∈ C∞(I) satisfying k > kγ0 and every ε > 0, there exists a regular homotopy
(an isotopy) γs ∈ C2(I,Rn), s ∈ [0, 1] such that ‖γ0 − γs‖C1(I) < ε for all s and
such that kγ1 = k.
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We will start by observing that the sufficient condition k > kγ0 is almost optimal
in the sense that k > kγ0 is necessary for the statement to hold:
Proposition 1.2
Let γi ∈ C2(I,Rn) be a sequence of immersed curves such that kγi = k and let
γ ∈ C2(I,Rn) be an immersion. If lim
i→∞
‖γ − γi‖C1(I) = 0, then kγ 6 k.
Proof. Let t0 ∈ I and let U be a relatively open interval containing t0. From the
lower semicontinuity of the integral curvature functional (see [AR89, Theorem
5.1.1, p. 120-121]) with respect to uniform convergence we obtain∫
U
kγ(t) dt 6 lim inf
i→∞
∫
U
kγi(t) dt =
∫
U
k(t) dt.
By arbitrariness of U and continuity of kγ and k, it follows that kγ(t0) 6 k(t0). 
The variant of Theorem 1.1 for closed curves (see Corollary 3.3) generalizes a
result due to McAtee [MG07], who proved that there exists a C2 knot of constant
curvature in each isotopy class building upon the work of Koch and Engelhardt
[KE98], who gave the first explicit construction a non-planar closed C2-curve of
constant curvature. Ghomi proved that curves with constant curvature satisfy a
relative C1-dense h-principle (see [Gho07]) and proved the existence of smooth
knots with constant curvature in each isotopy class that are C1-close to a given
initial knot. Observe that we do not achieve smooth curves with prescribed cur-
vature, however, in our Theorem, the curvature need not be constant. Both,
Ghomi’s result and Theorem 1.1 are – in the language of Gromov [Gro86] and
Eliashberg, Mishachev [EM02] – manifestations of a C1-dense h-principle.
We will prove Theorem 1.1 directly using a variant of convex integration à la Nash
and Kuiper. The strategy of the proof consists in reducing the curvature defect
k − kγ > 0 successively in steps while keeping careful control on the C2-norm of
the resulting maps during the process.
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2. Step
The main building block for a step is given by a function whose second derivatives
satisfy a circle equation and a suitable estimate:
Lemma 2.1
There exists Ч ∈ C∞(R× S1,R2), (s, t) 7→ Ч(s, t) satisfying
|∂ttЧ(s, t)| 6 C|s|(2.1)
(1 + ∂ttЧ1(s, t))
2 + (∂ttЧ2(s, t))
2 = 1 + s2(2.2)
for some constant C > 0.
Proof. We will first prove that there exists a function f ∈ C∞(R) such that
J0(f(s)) =
1√
1 + s2
=: w(s),
where J0 denotes the zeroth Bessel function of the first kind: For the local exis-
tence around zero (see also [CDS12, Lemma 2]), consider the function
F (s, r) := J0(r
1
2 )− w(s)
Direct computations involving the series expansion of J0 yield F (0, 0) = 0 and
∂rF (0, 0) = −14 . The implicit function Theorem applies and we obtain δ > 0 and a
function h ∈ C∞((−δ, δ)) with h(0) = 0 such that F (s, h(s)) = 0. Moreover, since
∂sF (0, 0) = 0 and ∂
2
sF (0, 0) = 1, we find h
′(0) = 0 and h′′(0) = 4. Hence we get
a smooth f(s) satisfying f2(s) = h(s). Direct computations yield f(0) = 0 and
f ′(0) =
√
2. In order to prove global existence, observe that w(s) := (1 + s2)−1/2
is smooth and takes values in (0, 1]. Since J0 : [0, µ] → [0, 1] is a bijection (µ
being the smallest positive zero of J0) and J
′
0 doesn’t admit any zero on (0, µ],
its inverse J−10 is in C
∞([0, 1)). Now set
f(s) := sgn s · J−10
(
1√
1 + s2
)
.
This function is clearly smooth on R \ {0}. Since f corresponds around zero to
the function constructed by means of the implicit function Theorem, f ∈ C∞(R).
With this choice of f , let Γ : R2 → R2,
Γ(s, t) :=
∫ t
0
(√
1 + s2
(
cos(f(s) sinu)
sin(f(s) sinu)
)
−
(
1
0
))
du.
Γ is 2π-periodic in the second argument, hence Γ : R × S1 → R2, and it holds
that
(2.3) |∂tΓ(s, t)| 6 C|s|,
3
for some constant C > 0. For the periodicity, we compute
Γ(s, t+ 2π)− Γ(s, t) =
∫ t+2π
t
(√
1 + s2
(
cos(f(s) sinu)
sin(f(s) sinu)
)
−
(
1
0
))
du
=
∫ 2π
0
(√
1 + s2
(
cos(f(s) sinu)
sin(f(s) sinu)
)
−
(
1
0
))
du
= 2π
(√
1 + s2J0(f(s))− 1
0
)
=
(
0
0
)
.
In order to prove (2.3), observe that since ∂tΓ(0, t) = 0, integrating in s yields
∂tΓ(s, t) =
∫ s
0
∂s∂tΓ(r, t)dr,
and we need to show that |∂s∂tΓ| is bounded by some constant C. We compute
∂s∂tΓ(s, t) =
s√
1 + s2
(
cos(f(s) sin t)
sin(f(s) sin t)
)
+
√
1 + s2f ′(s) sin t
(− sin(f(s) sin t)
cos(f(s) sin t)
)
,
hence
|∂s∂tΓ(s, t)|2 6 s
2
1 + s2
+ (1 + s2)[f ′(s)]2
6 1 +
(
f ′(s)
w(s)
)2
.
We claim that the second term vanishes as s→ ±∞. Recall that
|f ′(s)| = |(J−10 )′(w(s))w′(s)|
for s 6= 0. We get ∣∣∣∣f ′(s)w(s)
∣∣∣∣ = ∣∣∣∣(J−10 )′ (w(s))w′(s)w(s)
∣∣∣∣ .
Now µ (the smallest positive zero of J0) is a simple zero (see for example [AS92]
p. 370), thus lim
s→±∞
∣∣∣(J−10 )′ (w(s))∣∣∣ = ∣∣∣ 1J ′
0
(µ)
∣∣∣ <∞ and the claim follows from
lim
s→±∞
w′(s)
w(s)
= 0.
This implies that |∂s∂tΓ| is bounded by a constant and we obtain (2.3). Let now
Ч(s, t) :=
∫ t
0
Γ(s, u) du− t
2π
∫ 2π
0
Γ(s, u) du,
By construction, Ч ∈ C∞(R × S1,R2) has all the desired properties. 
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Proposition 2.2 (i-th Step)
Let γi−1 ∈ C∞(I,Rn), n > 3 be an immersed curve and let k ∈ C∞(I) such that
0 < kγi−1 < k. Then there exists an immersed curve γi ∈ C∞(I,Rn) satisfying
‖γi − γi−1‖C1(I) < ε,(2.4)
‖γ¨i − γ¨i−1‖C0(I) < C‖γ˙i−1‖2C0(I)‖k2 − k2γi−1‖
1/2
C0(I)
,(2.5)
‖k2 − k2γi‖C0(I) < ε,(2.6)
0 < kγi < k,(2.7)
where C is the constant from estimate (2.1).
Proof. First consider the map ϕ : I→ J given by
t 7→
∫ t
0
|γ˙i−1(u)|du
and consider γ¯i−1 := γi−1 ◦ ϕ−1 ∈ C∞(J,Rn) and k¯ := k ◦ ϕ−1 ∈ C∞(J), where
J = [0, ϕ(b)]. Let λ > 0, 0 < δ < 1, ξ = ¨¯γi−1 and ζ ∈ (span{ ˙¯γi−1, ξ})⊥ such that
|ζ| = |ξ|. The vector field ζ can be chosen to be closed if γi−1 is closed. Indeed,
the restriction of the (trivial) tangent bundle of Rn onto the closed curve is trivial
and γ˙ and ξ are two orthogonal sections in this bundle. Hence there exist n − 2
additional linearly independent sections that are orthogonal to span{ ˙¯γi−1, ξ}. If
n = 3, one can take ζ = ˙¯γi−1 × ξ. For
a(t) :=
√
(1− δ)
(
k¯2(t)
|ξ(t)|2 − 1
)
,
let
(2.8) γ¯i(t) = γ¯i−1(t) +
1
λ2
[
Ч1(a(t), λt)ξ(t) +Ч2(a(t), λt)ζ(t)
]
.
The first and the second derivative of γ¯i are given by
˙¯γi = ˙¯γi−1 +
1
λ
[
∂tЧ1(a, λ·)ξ + ∂tЧ2(a, λ·)ζ
]
+O(λ−2)
¨¯γi = ¨¯γi−1 + ∂ttЧ1(a, λ·)ξ + ∂ttЧ2(a, λ·)ζ +O(λ−1).
This implies ‖γ¯i − γ¯i−1‖C0(J) = O(λ−2) and ‖γ¯i − γ¯i−1‖C1(J) = O(λ−1). Setting
γi = γ¯i ◦ ϕ we obtain (2.4) from choosing λ≫ 1 and from
‖γi − γi−1‖C1(I) 6
(
O(λ−1) + ‖ϕ˙‖C0(I)
)
O(λ−1).
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Figure 1. Illustration of the “top view” of γ¯i if γ¯i−1 is a unit
circle, a(t) =
√
8 and λ = 1, 2, . . . , 6.
Since |ξ| = kγ¯i−1 , using (2.1) and a suitable choice of λ yields
|¨¯γi − ¨¯γi−1|2 = |ξ|2|∂ttЧ(a, λ·)|2 +O(λ−1)
6 C2|ξ|2a2 +O(λ−1)
6 C2(1− δ)(k¯2 − |ξ|2) +O(λ−1)
6 C2(1− δ2)(k¯2 − |ξ|2)
and – since curvature is parameter-invariant – this implies the estimate (2.5)
‖γ¨i − γ¨i−1‖C0(I) 6 C
√
1− δ2‖ϕ˙‖2C0(I)‖k2 − k2γi−1‖
1/2
C0(I)
+ ‖ϕ¨‖C0(I)O(λ−1)
6 C‖γ˙i−1‖2C0(I)‖k2 − k2γi−1‖
1/2
C0(I)
.
Using (2.2) we obtain (2.6) and (2.7) from
k¯2 − k2γ¯i = k¯2 − |¨¯γi − ˙¯γi〈 ˙¯γi, ¨¯γi〉|2 +O(λ−1)
= k¯2 − [(1 + ∂ttЧ1(a, λ·))2 + (∂ttЧ2(a, λ·))2] |ξ|2 +O(λ−1)
= k¯2 − (1 + a2)|ξ|2 +O(λ−1)
= δ(k¯2 − k2γ¯i−1) +O(λ−1)
provided λ≫ 1 and δ ≪ 1. We can ensure that γi is an immersion, since γi and
γi−1 can be made arbitrarily C
1-close and the immersions form an open set in
C1(I,Rn). In the same way we can ensure that γi is an embedding if γi−1 is an
embedding. If γi−1 is closed, γi is closed if λ ∈ (2π/ϕ(b))N (Fig. 1). 
Remark 2.3
The foregoing proof might be simplified if n > 4. In this case, there exist
two mutually orthogonal vector fields ζ1 and ζ2 of length |ξ| such that ζ1, ζ2 ∈
(span{ ˙¯γi−1, ξ})⊥. If γi−1 is closed, ζ1 and ζ2 can also be chosen to be closed. Then
the formula (2.8) involving the rather complicated function Ч can be replaced by
a modified Nash Twist (used by Nash in the proof of his celebrated C1-isometric
embedding theorem [Nas54]):
γ¯i(t) = γ¯i−1(t) +
a(t)
λ2
[
cos(λt)ζ1(t) + sin(λt)ζ2(t)
]
.
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In this respect, formula (2.8) is an analogue to the Strain, Kuiper used in [Kui55]
in order to lower the codimension requirement in the Nash-Kuiper theorem.
3. Iteration and Application to Knot Theory
Using a C2-perturbation we may assume that the curvature kγ0 of the initial curve
γ0 in Theorem 1.1 is never zero. This is the content of the following Lemma which
is due to Ghomi [Gho07, Lemma 5.3], but we will give the proof in our slightly
different setting:
Lemma 3.1 (Ghomi)
Let γ ∈ C2(I,Rn), n > 3 and let k ∈ C0(I) satisfy k > kγ. Then for every ε > 0
there exists γˆ ∈ C2(I,Rn) satisfying k > kγˆ > 0 and ‖γ − γˆ‖C2(I) < ε.
Proof. Observe that the curvature of γ vanishes if and only if γ˙ and γ¨ are linearly
dependent. Consider therefore the set
Л ⊂ J2(I,Rn) ∼= I× Rn × Rn × Rn
containing all the elements of J2(I,Rn) having linearly dependent last two com-
ponents. Observe that dimЛ = 2n+ 2 and dim(J2(I,Rn)) = 3n+1. By Thom’s
transversality Theorem, there exists a dense set of curves γˆ ∈ C2(I,Rn) such that
j2γˆ is transversal to Л. Since n > 3, we obtain
dim I + dimЛ = 2n+ 3 < 3n+ 1 = dim(J2(I,Rn))
and we conclude that j2γˆ and Л do not intersect. By density we can choose γˆ in
such a way that ‖γ− γˆ‖C2(I) < ε. This inequality implies that we can also obtain
‖kγ − kγˆ‖C0(I) < ε and hence we can choose γˆ satisfying k > kγˆ > 0. 
Proof of Theorem 1.1. In view of Lemma 3.1 we can assume that γ0 has non-
vanishing curvature. Using standard regularization we can assume in addition
that γ0 ∈ C∞(I,Rn), since the second derivative of the mollification of γ0 can be
made arbitrarily close to γ¨0. After these modifications, γ0 is still an immersion
(embedding), since immersions and embeddings form an open set in C1(I,Rn)
and we can use Proposition 2.2 iteratively starting with γ0 and a sequence εi → 0
such that
(3.1)
∞∑
i=1
εi = ε and
∞∑
i=1
√
εi <∞.
This implies the uniform estimate
‖γ˙j‖C0(I) 6 ‖γ˙0‖C0(I) +
j∑
i=1
‖γ˙i − γ˙i−1‖C0(I) 6 ‖γ˙0‖C0(I) + ε
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and hence we find for j > i using (2.4), (2.5) and (3.1):
‖γj − γi‖C2(I) 6
j∑
ℓ=i+1
‖γℓ − γℓ−1‖C2(I)
6
∞∑
ℓ=i+1
εℓ + C(‖γ˙0‖C0(I) + ε)2
∞∑
ℓ=i+1
√
εℓ−1
j,i→∞−→ 0.
The sequence (γi)i∈N is thus Cauchy in C
2(I,Rn) and the estimate (2.6) implies
that the limit map γ˜ has curvature k. Using (2.4) and (3.1) we find that the
homotopy γs = (1− s)γ + sγ˜ satisfies
‖γs − γ‖C1(I) 6 s‖γ˜ − γ‖C1(I) 6 ε.
This concludes the proof since embeddings and immersions form an open set in
C1(I,Rn). 
Remark 3.2
The statement about the isotopy in Theorem 1.1 becomes relevant only if γ0 is a
knot in R3. In this case – and since Proposition 2.2 may produce closed curves
out of closed curves – we obtain as an application of Theorem 1.1
Corollary 3.3
Let γ0 ∈ C2(S1,R3) be a knot. Then for any positive k ∈ C∞(S1), there exists a
knot γ1 ∈ C2(S1,R3) in the same isotopy class with curvature k.
Proof. Observe that for c > 0 it holds that kc·γ0 = kγ0/c and γ0 and c · γ0 are
isotopic. Hence we can choose c in such a way that
‖k(c · γ0)‖C0(S1) < min
t∈S1
k(t)
and apply Theorem 1.1. 
Remark 3.4
By choosing k in Corollary 3.3 to be constant, we recover the main result of
[MG07] and a C2-version of the main result of [Gho07].
References
[AR89] A. D. Alexandrov and Yu. G. Reshetnyak. General theory of irregular curves, vol-
ume 29 of Mathematics and its Applications (Soviet Series). Kluwer Academic Pub-
lishers Group, Dordrecht, 1989. Translated from the Russian by L. Ya. Yuzina.
[AS92] Milton Abramowitz and Irene A. Stegun, editors. Handbook of Mathematical Functions
with Formulas, Graphs, and Mathematical Tables. Dover Publications Inc., New York,
1992. Reprint of the 1972 edition.
8
[CDS12] Sergio Conti, Camillo De Lellis, and László Székelyhidi. h-principle and Rigidity for
C1,α Isometric Embeddings. In Nonlinear partial differential equations. The Abel sym-
posium 2010. Proceedings of the Abel symposium, Oslo, Norway, September 28–October
2, 2010, pages 83–116. Berlin: Springer, 2012.
[EM02] Y. Eliashberg and N. Mishachev. Introduction to the h-principle, volume 48 ofGraduate
Studies in Mathematics. American Mathematical Society, Providence, RI, 2002.
[Gho07] Mohammad Ghomi. h-principles for Curves and Knots of Constant Curvature. Geom.
Dedicata, 127:19–35, 2007.
[Gro86] Mikhael Gromov. Partial Differential Relations, volume 9 of Ergebnisse der Mathe-
matik und ihrer Grenzgebiete (3). Springer-Verlag, Berlin, 1986.
[KE98] Richard Koch and Christoph Engelhardt. Closed Space Curves of Constant Curvature
Consisting of Arcs of Circular Helices. J. Geom. Graph., 2(1):17–31, 1998.
[MG07] Jenelle Marie McAtee Ganatra. Knots of Constant Curvature. J. Knot Theory Rami-
fications, 16(4):461–470, 2007.
[Nas54] John Nash. C1 Isometric Imbeddings. Ann. of Math. (2), 60:383–396, 1954.
[Kui55] Nicolaas H. Kuiper. On C1-Isometric Imbeddings. I, II. Nederl. Akad. Wetensch. Proc.
Ser. A. 58 = Indag. Math., 17:545–556, 683–689, 1955.
Department of Mathematics, ETH Zürich, Rämistrasse 101, 8092 Zürich, Switzer-
land
E-mail address: micha.wasem@math.ethz.ch
9
