Given n jobs of equal processing time p, we wish to find a schedule on m parallel machines, where each job j is scheduled in a given interval [r j , D j ). This problem can be solved in time O(n 3 log n) by a complicated algorithm by Simons from 1978. Recently Brucker and Kravchenko (2005) , gave a different algorithm for it. Based in their approach we provide an O(n 4 ) algorithm for the problem, which is very simple to implement.
We consider the scheduling problem, which consists of n jobs of equal processing time p. Each job 1 ≤ j ≤ n comes with an interval [r j , D j ) consisting of a release time and a strict deadline. The goal is to find a schedule on m given parallel machines, such that each job is assigned to a particular machine, and to some execution slot [s j , s j + p) ⊆ [r j , D j ). In addition, all execution slots assigned to a particular machine must be disjoint. In the standard Graham notation, this problem is called P |r j ; p j = p; D j |−. One possible application could be the frequency allocation problem. A network operator has a link with m optical fiber strings. Users come and ask for allocations of a frequency band, inside the large frequency band that the particular user devices can handle. The goal is to find an assignment which satisfies all users. This problem was solved by Simons [5] in time O(n 3 log n) by a complicated greedybacktrack algorithm. Recently Brucker and Kravchenko [1] gave another algorithm for it, using a completely different approach. It first solves some linear program, and then runs a post-processing on the solution to build the actual schedule. The algorithm outputs among all solutions the feasible schedule minimizing the sum of completion times, C j . In this paper we start from Brucker and Kravchenko's linear program, and show how to reduce the number of variables. Then we show that for the C j minimization problem, the resulting linear program is totally uni-modular, which means that the vertices of the described polytope are integer. Finally we give a combinatorial algorithm for this problem.
Related work
Variants of this problem have been studied extensively. If we allow arbitrary jobs lengths p i , then the problem becomes NP-complete: already for two machines, equal release times r j = 0 and equal deadline D j = i p i /2, the feasibility problem is exactly the partition problem.
For equal processing time, but a single machine, the problem can be solved in time O(n log n) by a tricky algorithm of Garey, Simons, and Tarjan [2] . If there are no deadlines, the greedy algorithm solves the problem.
A generalization of the feasibility problem is to find a maximal set of jobs, which can all be scheduled between their release times and deadlines. This problem is still open. Even when jobs come with a weight, and the goal is to find a maximal weight feasible job set, the problem is not known to be NP-hard. Another open problem is to find a feasible schedule, when jobs have deadlines and weights which minimizes the weighted total completion time. The special case, where jobs have no deadlines is solved by Brucker and Kravchenko [1] .
Previous work
We can restrict ourself to schedules where each execution slot starts at some release time plus a multiple of p, simply by shifting each slot as much to the beginning as possible. Let T = {r i + (a − 1)p : 1 ≤ i, a ≤ n} be this set of time points. Furthermore we will assume that jobs are indexed in order of release times r 1 ≤ . . . ≤ r n . The linear program of [1] has a variable x jt for each job j and time t ∈ T , with the meaning that x jt = 1 if job j is executed in the slot [t, t + p). Then the program is
s≤t<s+p j∈ [1,n] x jt ≤ m.
The first equality ensures that every job executes eventually. The second equality enforces that a job executes in the allowed interval. Finally the last inequality verifies that any time at most m jobs are scheduled.
The authors of [1] , then show the following. Given some solution (x jt ) they compute the actual time slots for the jobs, and this computation depends only on sums j s≤t x jt for times t. So we propose a new linear program using only those values.
3 Improved linear program for the C j minimization problem
In this new linear program we group the variables and represent the total number of slots y t until some time t ∈ T . The interpretation is that y t = j s≤t x js , the number of slots until time t. To simplify notations we introduce an additional time point t 0 < min T , and set T ′ = T ∪ {t 0 }. For any time t > t 0 , we define the functions round(t) := max{s ∈ T ′ : s ≤ t} and prec(t) := max{s ∈ T ′ : s < t}.
minimize t∈T (t + p)(y t − y prec(t) ) subject to
}| is the number of jobs which have to be executed in the interval [r i , D j ).
The first three inequalities make sure that (y t ) is an increasing sequence from 0 to n. The load inequalities verify that there are never more than m slots overlapping, and the inclusion inequalities will ensure that there is a feasible mapping from jobs to slots, as we show now. Later we will show that there is always an integer solution to this linear program.
Lemma 1 If this linear program has an integer solution, then there is a feasible schedule with the same objective value.
Proof Let (y t ) be an integer solution to the linear program above. A slot is a pair (a, t) where a is a machine number and t an execution starting time. We construct a set of slots like this: Initially V = {}, and a = 0. Then for every time t ∈ T in increasing order, repeat y t − y prec(t) times: V := V ∪ {(a, t)} and a := (a + 1) mod m.
The result is a set of slots, which don't overlap for a fixed machine, by the load inequality. Now we show that there is an assignment of jobs to the slots, which respects release times and deadlines. This schedule will then have the same objective value as the solution to the linear program.
Let G(U, V, E) be a bipartite graph where U are the n jobs, and V the n slots defined above. There is an edge between a job j and a slot (a, t) if t ∈ [r j , D j − p]. We have to show that this graph has a perfect matching, and will use Hall's theorem for this.
For a set of jobs S, we denote the neighboring slots ∂S, as the set of all slots s such that there is a job j ∈ S with (j, s) ∈ E. We need to show that for every set S, |S| ≤ |∂S|, which by Hall's theorem, characterizes the existence of a perfect matching. Suppose S can be partitioned into S 1 ∪ S 2 such that for any jobs i ∈ S 1 and j ∈ S 2 the intervals [r i , D i − p] and [r j , D j − p] are disjoint. Then clearly ∂S is the disjoint union of ∂S 1 and ∂S 2 . Therefore we can without loss of generality assume that j∈S [r j , D j − p] is a unique interval [r i , D j − p], for i = argmin i∈S r i and j = argmax j∈S D j . Then |S| ≤ c ij . Also the number of slots in the interval [r i , D j ) is exactly y t − y s for s = prec(r i ), t = round(D j − p). From the inclusion inequality we get the required inequality, which completes the proof.
Such an assignment can easily be found. The following is a well known property of scheduling problems with equal processing times and deadlines. Let be two jobs i, j with D i < D j , and i is scheduled at some time t, while j is scheduled at some time s with r i ≤ s < t. Then it is possible to exchange the jobs i, j in their execution slots [s, s + p) and [t, t + p). By the use of a potential function, decreasing at each exchange, it is possible to transform every schedule in a so called earliest due date schedule. Such a schedule can be obtained by greedily assigning from left to right to every slot the job with the smallest deadline among the available jobs. Now we show integrality of the linear program.
Lemma 2 The linear program has always an optimal solution which is integer.
Proof The constraints are of the form AX ≤ b, where b is an integer vector and A a matrix. We will show that A is totally unimodular. Those are necessary and sufficient condition for the vertex of the simplex to have integer coordinates and implies that there is an optimal integer solution, see [4] . In fact we will show that A transposed is totally unimodular which is equivalent. Some constraints involve a single variable with coefficient 1 or −1. All other constraints involve exactly two variables with coefficients +1 and −1 respectively. Every constraint corresponds to a column of A T . Therefore in A T ,
• every entry is −1, 0 or +1,
• every column has at most two non-zero entries,
• if there are two non-zero entries in a column, then they have opposite signs.
It is well know that any matrix with these properties is totally unimodular, see for example [3] . This in turn is a necessary and sufficient condition for integrality of all vertices of the polytope defined by the linear program.
This means that an optimal integer solution can be found with a standard linear program solver. We provide a direct combinatorial algorithm for this task. First note that in the objective function all variables have non-negative coefficients, as
using y t 0 = 0 and y max T = n. Now we show how to find the optimal solution with a standard method, described in [6, p.558].
Lemma 3 Let be a linear program on variables u 0 , u 1 , . . . , u N −1 ≥ 0 where the coefficient in the objective function is 0 for u 0 and positive for the other variables. Also we have the constraint u 0 = 0 and every other constraint is of the form u i − u j ≤ a for some variables u i , u j and integer a. Then the optimal solution can be found in time O(N M ), where N is the number of variables and M the number of constraints.
Proof We define a directed graph G(V, E) where the vertices are the variables, and every inequality u i − u j ≤ a introduces an arc from u j to u i with weight a (if there are several inequalities with the same left hand part, we keep only the strongest one). Now a directed path from u i to u j of total weight b, corresponds to the inequality u i − u j ≤ b, which is the result of summing all the inequalities associated to the edges along the path.
Therefore if the graph G has a negative cycle, the linear program is not feasible, since it implies the inequality u i − u i ≤ a for some variable u i and some negative integer a.
If there is a vertex u i which is not reachable from u 0 , then the linear program is unbounded. Let C be the strongly connected component containing u i , that is the set of vertices u j such that u j is reachable from u i and vice-versa. Indeed for any integer d we can set u i = d for all variables in C and x i = 0 for all variables outside of C, which results in a solution to the linear program of arbitrary high objective value. Now suppose that G has no negative cycle, and that every vertex u i is reachable from u 0 . Let d i be the distance from u 0 to u i in G. Setting u i = d i will be a solution to the linear program, since if some constraint u i − u j ≤ a would be violated, it would mean that there is a path from u 0 to u i of length d j + a < d i , contradicting the distance to u i . Also the solution is optimal since the shortest path from u 0 to u i implies the inequality u i ≤ d i and in the objective function all coefficients are non-negative.
The distances can be computed with the standard Bellman-Ford shortest path algorithm in time O(|V | · |E|), where |V | is the number of vertices and |E| the number of arcs. This algorithm also detects negative cycles and vertices which are not reachable from the source x 0 . The graph G associated to the instance of the previous figure, and below the shortest path tree with the distance from the source. Now we summarize the previous lemmata.
Theorem 1
The problem P |r j ; p j = p; D j | C j can be solved in time O(n 4 ).
Proof Given the instance m, p, r 1 , . . . , r n , D 1 , . . . , D n , we construct the set T of O(n 2 ) time points. Then we compute for every pair of jobs i, j the number of jobs c ij which need to be scheduled in [r i , D j ). A naive algorithm does it in time O(n 3 ), which would be enough for us. However it can be solved in time O(n 2 ) using the following recursive formula. We assume jobs are indexed in order of release times. For convenience we set c n+1,j = 0. Then This permits to construct the graph G and find in time O(n 4 ) the optimal solution to the linear program, if there is one. Finally we do an earliest due date assignment of the jobs to the slots defined by the solution to the linear program.
Final comments
We wish to thank Arthur Chargueraud, Philippe Baptiste and Miki Hermann for helpful comments. The bottleneck of the algorithm is the computation of the shortest paths of the graph G, and we hope that the special structure of the graph permits an algorithm in time O(|V | + |E|) = O(n 2 ).
