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В даній статті розглянуто сутність методу групового урахування аргументів 
(МГУА),і зроблено порівняльний аналіз прогнозуючих властивостей регресійних моделей 
та моделей методу групового врахування аргументів на прикладі задачі моделювання 
процесу інфляції. 
Однією з найважливіших задач, які стоять 
перед кібернетикою, являється моделювання 
складних систем на основі спостереження їх вза-
ємодії з навколишнім світом. Моделювання не-
обхідне для того, щоб дізнатися структуру і фун-
кції складного об’єкту (задача ідентифікації) і 
визначити відповідні засоби активного впливу на 
нього (задача управління) або, якщо ми не маємо 
таких засобів в повній мірі, щоб дізнатися, чого 
можна чекати від даного об’єкту в майбутньому 
(задача прогнозування або екстраполяції).  
Проблеми моделювання складних економіч-
них систем можуть бути вирішені за допомогою 
різних дедуктивних логіко-математичних, індук-
тивних переборних чи регресійних методів. Де-
дуктивні та імітаційні методи мають переваги у 
випадку простих задач моделювання, якщо відо-
ма теорія об'єкта, який моделюється, і тому мож-
лива побудова моделі, виходячи з фізично об-
грунтованих принципів, застосовуючи знання 
людини щодо процесів в об'єкті. Але ці методи 
не в змозі дати задовільний результат для склад-
них систем.  
Індуктивний переборний МГУА має переваги 
при дослідженні складних об'єктів, які не мають 
певної теорії, зокрема для об'єктів з розмитими 
характеристиками. Алгоритми МГУА знаходять 
єдину оптимальну для кожної вибірки модель за 
допомогою повного перебору всіх можливих мо-
делей-кандидатів і оцінюють її за зовнішнім кри-
терієм на незалежній вибірці даних. Дослідження 
показують, що МГУА є найкращим для вирі-
шення задач ідентифікації та прогнозування [1]. 
Ці алгоритми давно і ефективно використо-
вуються для моделей однократного і багатократ-
ного прогнозування економічних процесів. 
МГУА вирішує проблему обробки вибірок спо-
стережень. Метою є отримання математичної 
моделі об’єкту (задача ідентифікації та розпізна-
вання образів) чи опису процесів, що відбудуться 
для об’єкта у майбутньому (задача прогнозуван-
ня). МГВА вирішує за допомогою процедури пе-
ребору, багатовимірну проблему оптимізації мо-
делі: 
arg min ( )g CR g
g G
  , 
2( ) ( , , , , ),CR g f P S T V   (1) 
де: G – множина моделей, що розглядаються, CR 
– зовнішній критерій якості моделі g з цієї мно-
жини; P – кількість множин змінних; S – склад-
ність моделі; 2 – дисперсія завад; T – число тра-
нсформацій вибірки даних; V – кількість видів 
референтної функції. Для базової референтної 
функції кожна множина змінних відповідає пев-
ній структурі моделі P = S. Задача трансформу-
ється до більш простої одновимірної: 
( ) ( )CR g f S , 
коли 2= const, T = const та V = const. 
В основі лежить переборна процедура, тобто 
послідовна перевірка моделей, що вибираються з 
множини моделей-кандидатів у відповідності до 
вибраного критерію. Більшість алгоритмів МГВА 
використовують поліноміальну базисну функцію. 
Загальний зв’язок між вхідними та вихідними 
змінними може бути виражений у вигляді функці-
онального ряду Вольтерра, дискретним аналогом 
якого є поліном Колмогорова-Габора: 
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де  1 2( , ,..., )MX x x x  – вхідний вектор змінних; 
 1 2( , ,..., )MA a a a  – вектор коефіцієнтів чи ваг. 
Компонентами вхідного вектора X можуть 
бути незалежні змінні, функціональні форми чи 
кінцеві різницеві члени. Інші нелінійні базисні 
функції, наприклад диференційні, логістичні, 
ймовірностні або гармонійні також можуть
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бути застосовані для побудови моделі. Метод до-
зволяє одночасно отримати оптимальну структу-
ру моделі та залежність вихідних параметрів від 
вибраних найбільш значимих вхідних параметрів 
системи. Традиційно в алгоритмах МГУА для 
формування зовнішніх критеріїв виконуються 
послідовні (в порядку слідування даних) розби-
вання вибірки або розбивання «по дисперсії» – 
на подібні або неподібні частини вибірки. 
Теорія МГВА вирішує проблеми: довгостроко-
вого прогнозування; короткострокового передба-
чення процесів та подій; ідентифікації фізичних за-
лежностей при точних даних; апроксимації бага-
тофакторних процесів; екстраполяції фізичних по-
лів; кластеризації вибірок даних; розпізнавання об-
разів у випадках неперервних та дискретних змін-
них; діагностики та розпізнавання ймовірностними 
переборними алгоритмами; нормативного прогно-
зування векторних процесів; безмодельного про-
гнозування за допомогою комплексування анало-
гів; самоорганізації подвійно-багаторядних нейро-
мереж з активними нейронами. 
Для того щоб переконатися, який з методів 
моделювання краще описує економічні процеси, 
розглянемо приклад моделювання інфляції за 
допомогою МНК та МГУА. В поданому прикладі 
використовується багаторядний алгоритм 
МГУА, який використовує на кожному рівні пе-
реборної процедури однаковий частковий опис 
(правило ітерації). Даний  алгоритм має викорис-
товуватися для обробки великої кількості змін-
них (до 1000). Тобто сутність даного методу по-
лягає в тому, що вихідна змінна повинна бути 
визначена наперед експертом, що відповідає ви-
користанню так званих явних шаблонів (рис.1). 
На кожному ряді, вибірка даних розширюється 
на F змінних, які вирахувані за F кращими моде-
лями (рис. 1).  
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Рис. 1. Отримання умовних рівнянь у вибірці даних. 
У Багаторядному Ітеративному алгоритмі 
правило ітерації залишається незмінним з одного 
ряду до наступного. Як показано на рис. 1, на 
першому ряді перебираються моделі, які можна 
отримати по інформації, яка міститься у будь-
яких двох колонках змінних. На другому ряді – у 
чотирьох колонках, на третьому – у будь-яких 
восьми колонках і т.д. Правило зупинки таке: оп-
тимальні моделі кожного ряду вибираються по 
мінімуму зовнішнього критерію. 
Приклад. Для побудови моделі по даним, які 
взяті з [2] по описаному вище способу аналізу 
структур моделей, побудованих по багаторядно-
му алгоритму МГУА, були вибрані найбільш ва-
гомі аргументи, тобто: 
x1 – приватні накопичення (млн. грн.); 
x2 – число безробітних всього (відповідно до 
Муді); 
x3 – відсоткові ставки (відповідно до Муді); 
x4 – приватне споживання (млн. грн.) 
x5 – приватні доходи (млн. грн.) 
x6 – валовий національний продукт. 
Вихідною величиною являється величина ін-
фляції Y2. 
По вибірці даних, яка приведена в [3] будува-
лися моделі залежності інфляції від поточних 
значень аргументів, причому три останні точки 
вибірки являли собою екзаменаційну послідов-
ність , тобто для отримання моделі використову-
валися лише перші 15 точок. Вибір такого варіа-
нту розрахунків пов’язаний з різкими змінами 
характеру розвитку процесу. Ставилася така за-
дача: чи можна, використовуючи дані, які відно-
сяться до періоду монотонного розвитку інфля-
ції, передбачити таку різку зміну? Іншими сло-
вами, слід було перевірити, чи закладено дані 
зміни в передісторію і чи можна їх виявити при 
моделюванні. 
Модель, отримана методом найменших квад-
ратів (МНК) включає в собі 6 вихідних аргумен-
тів і має такий вигляд: 
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де V2 – модельна оцінка вихідної змінної V2, xit – 
значення і-го аргументу в t-ій точці (і = 1,...,6; 
t = 1,…,18). 
Модель має такі характеристики якості: 
СКВ = 0,0297; R = 0,0854; S = 157,9 % і такі ста-
тистичні характеристики:  
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На рис. 2 приведені оцінки М3 інфляції 
(МНК), отримані по моделі (2), на рис. 3 пред-
ставлено графік їх зміни. Видно, що модель не 
зовсім відповідає реальній ситуації, причому 
найбільші помилки відносяться до трьох екзаме-
наційних точок, коли тенденція розвитку інфля-
ції різко змінилася. Таким чином, МНК не до-
зволяє побудувати модель, яка б відображала си-
стемні закономірності і могла б застосовуватися 
для отримання надійного прогнозу, не дивлячись 
на те, що по статистичних оцінках вона значима,  
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Модель інфляції, отримана при цих же умовах 
методом МГУА (М2) має такий вигляд: 
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Характеризується такими показниками якості: 
СКВ = 0,00873; R=0,0194; S=35,9 % і має такі 
статистичні характеристики: 
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Значення t-статистик ti (і = 1,...,6):  
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Рис. 2. Оцінка процесу інфляції 
 
 
 Рис. 3. Порівняння моделей інфляції, отриманих за МНК (М3) і за МГУА (М4)  
(стрілками позначені точки екзаменаційної послідовності). 
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На рис. 2 приведено оцінки М4 інфляції 
(МГУА), отримані по моделі 3, якість цієї моделі 
наглядно проілюстрована на рисунку 2, з якого 
видно, що вона чітко відображає зміни тенденцій 
процесу, що не досить очевидно з рис. 1, тобто з 
передісторії (до 16 точки) процесу. 
Слід відмітити, що покращення прогнозу від-
булося за рахунок спрощення прогнозованої мо-
делі (в даному випадку за рахунок виключення з 
неї аргументу x2), що характерно для викорис-
тання в МГУА (ефект виключення «зайвих», не 
інформованих факторів). 
Отже, регресійні моделі, навіть якщо вони по 
статистичних характеристиках являються значи-
мими, недостатньо точно відображають прогно-
зовані тенденції. Натомість моделі, побудовані за 
алгоритмом МГУА, за своїми прогнозуючими 
властивостями значно ефективніші, ніж регре-
сійні моделі в силу того, що за цими алгоритма-
ми автоматично (за рахунок використання зов-
нішнього доповнення) відбираються аргументи 
(фактори), які є найбільш інформативними та 
значущими для моделювання даного об’єкту.  
Саме тому доцільно звернути увагу на від-
мінності алгоритмів МГВА від інших алгоритмів 
структурної ідентифікації та селекції кращої ре-
гресії полягає у властивостях:  
використання зовнішнього критерію, що ба-
зується на поділі вибірки даних та є адекватним 
до задачі побудови прогнозуючих моделей, за 
зменшенням потреб до об’єму первісної інфор-
мації; значно більшою різноманітністю генера-
торів структур: використання як у регресійних 
алгоритмах шляхів повного чи зменшеного пере-
бору варіантів структур та застосування оригіна-
льних багаторядних ітераційних процедур; 
 більшим ступенем автоматизації – достат-
ньо лише ввести первісні дані та вказати 
зовнішній критерій; 
 автоматичною адаптацією складності 
оптимальної моделі та зовнішніх критеріїв до 
рівня завад у системі чи порушень – ефект 
завадостійкості обумовлює робастність підходу; 
 запровадження принципу некінцевих рішень 
у процес поступового ускладнення моделей. 
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