Abstract. We study aisles in the derived category of a hereditary abelian category. Given an aisle, we associate a sequence of subcategories of the abelian category by considering the different homologies of the aisle. We then obtain a sequence, called a narrow sequence.
Introduction
Let R be a commutative noetherian ring. In [28] , an invariant of an aisle U ⊆ D b mod R was given as a function ϕ U : Z −→ {Subsets of Spec R closed under specialization}.
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For any n ∈ Z one obtains ϕ U (n) as follows. First truncate U above n with the standard truncation to obtain τ ≥−n U and then define ϕ U (n) to be the thick closure of τ ≥−n U. By results of Hopkins and Neeman, these thick subcategories are classified exactly by the subsets of Spec R which are closed under specialization. If the ring R is nice enough (for example, if D b mod R admits a dualizing complex), then one can use the above function to classify all t-structures in mod R (see [1] ).
In this paper, we want to change the setting of affine algebraic geometry to a more noncommutative geometric setting, replacing mod R by an abelian category A. This category A can be thought of as the category of (quasi-)coherent sheaves on some noncommutative variety. For the rest of this introduction, we will restrict ourselves to the case where A is hereditary (i.e. has global dimension at most one). This then includes the cases where A is the category of (quasi-)coherent sheaves on a smooth projective curve, or when A is the category of (finite dimensional) modules over a (finite dimensional) hereditary algebra.
In general however, it is not clear whether there is a geometric object, such as Spec R, to classify against. Moreover, knowing the thick closures of τ ≥−n U is in most cases not enough to recover U (see for example [14] or Section 11); the reason for this is that torsion classes and thick subcategories will not coincide in our setting as they do in the case of a noetherian commutative ring (see [29] ).
Thus let U be a preaisle in D b A, and instead of considering the thick closures of τ ≥−n U, we will consider the n th homology H n U as a subcategory of A. In order for this transition between subcategories of the derived category and subcategories of the abelian category to work smoothly, we will restrict ourselves to homology-determined preaisles. A preaisle U is said to be homology-determined if X ∈ U is equivalent to H n (X) ∈ H n (U), for all n ∈ Z. For a hereditary category A, an aisle in D b A is always homology-determined (Proposition 4.7) but preaisles are not necessarily homology-determined (Example 4.12). When A is not hereditary, then aisles need not be homology-determined (Example 4.13).
For a homology-determined preaisle in D b A, one can describe each subcategory H n (U) ⊆ A as a narrow subcategory of A ( [29] ), these are by definition full subcategories closed under cokernels and extensions. When A is hereditary, another characterization of a narrow subcategory is given in Corollary 3.5 where it is shown that narrow subcategories are exactly given by tilting nullity classes in wide subcategories of A (see Proposition 3.4) . Recall that a subcategory of A is called wide if it is closed under kernels, cokernels, and extension.
A narrow sequence is a nondecreasing sequence of narrow subcategories, satisfying an additional condition (see Definition 4.1). Thus the concept of a narrow sequence is one in abelian categories. The following theorem (Theorem 4.11 in the text) relates this concept to homology-determined aisles, which are defined in the setting of derived categories. With some basic knowledge of the category Coh P 1 of coherent sheaves on a projective line, one can use this theorem to classify all t-structures on Coh P 1 (see Corollary 5.6). We thus recover the classification given in [14] .
One can now wonder which narrow sequences (N (n)) n∈Z correspond to aisles under the bijection in Theorem 1.1. One quickly observes that each narrow subcategory must be coreflective, i.e. the embedding N (n) → A has a right adjoint. This, however, is not sufficient. One has to be able to "glue" these right adjoints together to form a right adjoint of the embedding of the corresponding preaisle U into D b A. We will show that this can be done when, for example, A has enough injectives. The following theorem is Theorem 7.4. Theorem 1.2, together with Proposition 7.1 which leads up to this theorem, is sufficient to describe the t-structures on Coh X where X is a smooth projective curve of genus at least one (see Theorem 11.5) , and on mod R where R is a Dedekind domain (see Theorem 10.3) . The first case has already been covered in [14] and the second case follows from [1] .
There is some redundant information in the definition of a narrow sequence (N (k)) k∈Z . For example, it follows from Corollary 4.4 that N (n + 1) must contain the wide closure of N (n). Assume now that the abelian category satisfies the following property: for each aisle U, the thick subcategory of D b A generated by τ ≥−n U is both reflective and coreflective, i.e. the embedding of the thick closure of τ ≥−n U into D b A has both a left and a right adjoint. The right adjoint is automatic if A has enough injectives; the left adjoint is present, for example, when A ∼ = rep Q where rep Q is the category of finite dimensional representations of a finite acyclic quiver Q.
When A satisfies the additional condition above, one can further simplify the data required to classify aisles in D b A. Instead of a narrow sequence, where the narrow subcategories are linked together by exact sequences as in Definition 4.1, it suffices to give the wide closure W(k) of each N (k), together with a tilting torsion class in W(k) ∩ ⊥ W(k − 1), this tilting torsion class is N (k) ∩ ⊥ W(k − 1). There are two main advantages of this approach. The first is that wide subcategories and tilting torsion theories are more studied, and hence better understood, than narrow subcategories. The second advantage is that any nondecreasing sequence of wide subcategories will suffice for (W(k)) n∈Z , and that there are no restrictions on the chosen tilting torsion class induced by the choice of the other tilting torsion classes. Thus where the sequence (N (k)) k∈Z satisfies some extra conditions, the new sequence is essentially decoupled.
For the category A, we define ∆(A) to consist of the pairs (f, t f ) where (f (n) ⊆ A) n∈Z is a nondecreasing sequence of coreflective wide subcategory, and where 
As stated before, the main application of this theorem is the case where A is the category of finite dimensional representations of a finite dimensional hereditary algebra over a field. The in-depth discussion will be given in a follow-up paper.
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Background and notation
In this section, we introduce some notation and recall some known properties. Some result will be used in a slightly different setting than usually, and we provide proofs for those results. In particular, we would like to point out that Section 2.6 contains mainly results from [19] , but we will use Proposition 2.13 (originally from [25] ) to obtain these results in a slightly more general setting.
Almost all the result in this section are likely known The results in this section are mostly well-known, or easily proved using 2.1. Adjoint functors. Let F : C → D be (covariant) functor. We will say the functor R : D → C is right adjoint to F if there are bijections
natural in both components. If R is right adjoint to F , then we will say that F is left adjoint to R. We have the following equivalent formulations. 
Proof. We refer to [23] for the proof.
The map ϕ D : F D ′ → D from the previous proposition satisfies a universal property. We will refer to it as the universal map.
Let C be a full replete (= closed under isomorphisms) subcategory of D. We will say that D is reflective or coreflective if and only if the embedding C → D has a left or a right adjoint, respectively. When C is a coreflective subcategory of D, the right adjoint to C → D will be denoted by (−) C , thus mapping a function f : X → Y to f C : X C → Y C . Similarly, for a left adjoint we will write (−)
C . In general, the intersection of two coreflective subcategories is not a coreflective subcategory. We have the following proposition.
Lemma 2.3. Let C be a full coreflective subcategory of D. Then C is closed under retracts.
Proof. Denote the embedding C → D by F and let (−) C be its right adjoint. Let C ∈ C and let D ∈ D be a retract of F C. We want to show that D lies in the essential image of F . By [6, Proposition 6.5.4], we know that D → F C is the equalizer of
where e ∈ End(F C) is an idempotent. Since (F C) C ∼ = C (F is fully faithful) and (−) C commutes with limits ((−) C has a left adjoint), we know that D C is an equalizer of
where now (e) C ∈ End(C) is an idempotent. Hence D C ∈ C is a retract of C, and thus also the coequalizer of the second diagram. Since F commutes with colimits, we know that F (D C ) is the equalizer of the first diagram and hence F (D C ) ∼ = D so that D lies in the essential image of F as required.
Split injectives and Ext injectives.
Let A be an abelian category and let C be any full subcategory. An object I ∈ C is called C-split injective if and only if every monomorphism I → M in A splits (M ∈ C). We will say that I ∈ C is C-Ext injective if and only if Ext A (X, I) = 0, for all X ∈ C.
Proposition 2.4. Let I ∈ Ob C be C-Ext injective and
′ ) is a subfunctor of Ext A (−, I) and Ext A (−, I) | C ∼ = 0, we have that
We have the following proposition.
Proposition 2.5. Let C be a full subcategory of A which is closed under extensions and cokernels. Then an object I ∈ Ob C is C-split injective if and only if it is C-Ext injective.
Proof. Let I ∈ Ob C be a C-split injective, we will show that I is also a C-Ext injective object. Let X ∈ C be any object and consider a short exact sequence 0 → I → M → X → 0 in A. Since I, X ∈ Ob C and C is closed under extensions, we know that M ∈ Ob C. Thus I → M splits, and we see that Ext A (X, I) = 0. For the other direction, let I → M be a monomorphism. Since C is closed under cokernels, the exact sequence 0 → I → M → X → 0 in A has entries in C. This is split because I is C-Ext injective. We find that the original monomorphism I → M splits. Definition 2.6. In the setting of Proposition 2.5, the object I will be called a C-injective object.
There is a dual notion of C-Ext projectives and C-split projectives. If C is closed under subobjects and extensions, then these two notions coincide.
2.3. Derived categories. We will follow standard notations and conventions about derived categories (see for example [13, 16, 20] ).
Let A be an abelian category and denote by DA, D + A, D − A, and D b A the total, the left bounded, the right bounded, and the bounded derived category. We will denote the n-fold suspension (or translation) by [n] , for all n ∈ Z.
There is a fully faithful function A → D * (A) mapping A to a complex which is the stalk complex of A concentrated in degree 0 is; we will denote this complex by A[0]. Also, we will write
Taking homologies of objects in A defines a homological functor H :
To avoid cumbersome notation, we will often write H k X = X k for an object X ∈ D * A. Likewise, for a full subcategory C ⊆ D * A, we will write C k for H k (C).
For a hereditary category A it is well-known (see for example [10] ) that every object A ∈ D * A can be written as
We will often use the following lemma.
Lemma 2.7. Let A be a hereditary abelian category, and let
Proof. To ease notation, we write
Since C is a coreflective subcategory, it is closed under retracts (see Lemma 2.3) and hence (H l C)[l] ∈ C for each l ∈ Z. We have
Note that the left hand side is zero if and only in (
is a direct summand of C). Since A is hereditary, the right hand side can only be nonzero for l = k, k − 1. This shows that the left hand side is zero when l = k, k − 1 and thus that (
Proof. We will only show this statement for coreflective subcategories; the other statement is dual. Note that by Lemma 2.3, the category C is closed under retracts so that for every
Let A ∈ A, and consider the object B = (A[k]) C . By Lemma 2.7, the homologies of B can only be nonzero in degrees k, k − 1 (see Lemma 2.7). In particular, for every X ∈ H k C we have
natural in the first component. This shows that Hom(−, A) | H k C ∼ = Hom(−, B k ) and thus H k C is a coreflective subcategory of A.
Remark 2.9. The converse statement does not holds, i.e. if C is a full subcategory of D * A such that H k C → A has a right adjoint for all k ∈ Z, then C → D * A does not necessarily have a right adjoint. We refer to Example 10.7.
2.4.
Wide and thick subcategories. Let A be an abelian subcategory. A wide subcategory W ⊆ A is a full subcategory closed under kernels, cokernels, and extensions. For a full subcategory B ⊆ A, we will write wide A (B) for the wide closure of B, that is for the intersection of all wide subcategories of A containing B. When the ambient category is understood, we will also write wide B instead of wide A (B). Likewise, for E ∈ A we will write wide A (E) or wide E for the wide closure of E.
Let T be a triangulated subcategory. A full triangulated subcategory is called thick if it is closed under direct summands. Given a full subcategory S ⊆ T , we will write thick T (S) for the thick closure of S in T , thus thick T (S) is the intersection of all thick subcategories of T containing S. Again, when the ambient category T is understood, we will also write thick S instead of thick T (S). Similarly, for T ∈ T we denote by thick T (T ) or thick T the thick closure of T . Remark 2.10. In some of our references, the notation B ⊥ has been used to describe a different subcategory.
We will use the following proposition (see [ 
where the maps D B → D and D → D C are the universal maps.
We have similar definitions for an abelian category A. Let B ⊆ A be a full subcategory. We will write B ⊥ or ⊥ B for the full subcategory given by all A ∈ A such that Ext n (B, A) = 0 or Ext n (A, B) = 0 for all B ∈ B, n ∈ N, respectively. If A is a hereditary category, then both B ⊥ and ⊥ B are closed under extensions, kernels and cokernels and are hence also hereditary categories ([12, Proposition 1.1]).
The following proposition is well-known, and gives a connection between the perpendicular categories in the hereditary setting and in the derived (triangulated) setting. 
Proof.
The other statement is proved similarly. 
Furthermore, we will say the t-structure is bounded if
and we will say the t-structure is nondegenerate if
A preaisle is a full subcategory U ⊆ T which is closed under suspensions and extensions. If the embedding U → T has a right adjoint, then U is called an aisle. Dually, a reflective subcategory U ′ ⊆ T which is closed under desuspensions and extensions is called a coaisle.
Aisles were introduced in [19] . The connection with t-structures is given by the assignment U → (U, U [1] ⊥0 ) which gives a bijection between the aisles and the t-structures on D, where we recall that Ob U [1] ⊥0 is the full subcategory of D given by
as defined in Section 2.5. In particular, a coaisle is uniquely determined by the corresponding aisle, and vice versa. We will say a subcategory U of D is contravariantly finite if for every D ∈ D there is a U ∈ U and a map U → D such that
Note that a full coreflective subcategory is always contravariantly finite; we can choose U = D U .
The following proposition shows that contravariantly finiteness is what distinguishes aisles and preaisles in our setting. Definition 2.15. Let T be a triangulated category and let U and V be two subcategories of T . We will denote by U * V the full subcategory of T consisting of the objects X ∈ T occurring in a triangle U → X → V → U [1] with U ∈ U and V ∈ V.
It follows from [3, 1.3.10] that the operation * is associative. We will use the following lemma.
Lemma 2.16. Let U and V be preaisles in any triangulated category
Proof. It is clear that U * V is closed under suspension. To show it is closed under extensions, let X, Y ∈ U * V and let X → M → Y → X[1] be a triangle. We want to show that M ∈ U * V.
There are triangles
Using the octahedral axiom, we may extend this commutative square to a commutative diagram
where the rows and columns are triangles. Since U and V are preaisles, we have U M ∈ U and V M ∈ V, and hence M ∈ U * V as required.
Proposition 2.17. Let U and V be a aisles in
Proof. Since U and V are aisles in D b A, they are contravariantly finite. It follows from [9, Theorem 1.3] that U * V is also contravariantly finite. By assumption U * V is a preailse.
If U * V were closed under direct summands (= retracts) then, since all idempotents split in D b A, we can apply Proposition 2.13 to see that U * V is an aisle. To check that it is indeed closed under direct summands, we will first show that U * V = U * (V ∩ U ⊥0 ). It is easy to see that U * V ⊇ U * (V ∩ U ⊥0 ). To check the other direction, let X ∈ U * V. The cone C on the universal map X U → X lies in U * V since we have assumed the latter is a preaisle, hence there is a triangle
where U ∈ U and V ∈ V. Since (U, U[1] ⊥0 ) is a t-structure, we know that C ∈ U ⊥0 so that U → C is the zero map, and hence C is a direct summand of V . We conclude that C ∈ V ∩ U ⊥0 and hence X ∈ U * (V ∩ U ⊥0 ). This proves the other inequality. We will now show that U * V is closed under direct summands. Let
where U ∈ U and V ′ ∈ V ′ , and where all the rows are triangles. The maps Y → X and X → Y are a split monomorphism and a split epimorphism, respectively, such that
, and the map U → Y U is induced by the universal property of the map Y U → Y . By construction, the dashed arrows make the diagram commute, so there exist maps C → V ′ and V ′ → C giving maps between the triangles in the last diagram.
Again using the universal property of Y U → Y we see that Y U → U → Y U is the identity, and thus the composition C → V ′ → C is an isomorphism. We see that C is a direct summand of V ′ ∈ V and hence C ∈ V. We may conclude that Y ∈ U * V which finishes the proof.
2.7. Torsion classes and nullity classes. Let A be any abelian category. A torsion theory on A is a pair (T , F ) of full subcategories of A so that Hom A (T , F ) = 0 and for every object A ∈ A there is a short exact sequence
where T ∈ T and F ∈ F . This short exact sequence is necessarily unique up to isomorphism. The objects in T are called torsion objects and the objects in F are called torsionfree objects. The subcategory T is called a torsion subcategory of A. Any full subcategory of A satisfying the following properties is a torsion subcategory:
(1) T is closed under quotient objects, (2) T is closed under extensions, and (3) the embedding T → A has a right adjoint. The associated torsionfree subcategory is then given by
Following [29] we will say that a full subcategory T of A is a nullity class if it is closed under quotient objects and under extensions, but without the condition that the embedding T → A has a right adjoint (thus a torsion class is a coreflective nullity class). A nullity class gives a preaisle in the same way as a torsion class gives an aisle.
A nullity class T of A will be called tilting if for every A ∈ A there is a monomorphism A → T for some T ∈ T .
Narrow subcategories and their wide closure
In this section, let A be a hereditary category. In this section, we give the definition of a narrow subcategory of A (Definition 3.1) as in [29] . Our main result is Corollary 3.5 where it is shown that every narrow subcategory N in A is a nullity class in its wide closure wide N . Proof. Let f : A → B be a nonzero map in N . Since A is hereditary, the exact sequence 0 → ker f → A → B → coker f → 0 splits, thus there is an object J ∈ Ob A and a short exact sequence 0 → A → im f ⊕ J → B → 0. We know that C is closed under direct summands (it is closed under quotient objects) and under extensions, hence im f ∈ Ob N .
We wish to show that N is a tilting nullity class in W. We start with the following lemma. 
Proof. First, we recall from Proposition 3.2 that N is closed under images of maps. So without loss of generality, we may thus assume that the map X → Y is an epimorphism.
Consider the following commutative diagram with exact rows and columns, where the upper left square is a pushout. 0
Since N is closed under extensions, the second row implies that P ∈ N . The second column then shows that Y ′ ∈ N , as required. Proof. Let K be the full subcategory of A given by
We shall show that K = W by showing that K is a wide subcategory of A. Since N is closed under images (Proposition 3.2), we may assume that the aforementioned map X → Y is an epimorphism. Thus assume that there are short exact sequences 0
First we will show that K is closed under extensions. Thus any C ∈ A occurring in a short exact sequence 0 → A → C → B → 0 is a kernel of a map in N .
We will show that there is a commutative diagram with exact rows
where the upper left square and the lower right square are both pushouts and pullbacks, and where the vertical maps are monomorphisms. The middle exact sequence is constructed by taking the pushout of the span X ← A → C. For bottom lower exact sequence, one uses heredity to see that Ext(X ′ , X) → Ext(B, X) is surjective; the bottom exact sequence is then an element from Ext(X ′ , X) which gets mapped to the middle exact sequence. Thus the lower right square is a pullback. The diagram shows that C is a subobject of Z ∈ N . Using the Snake Lemma we may complete to the commutative diagram
where the rows and the columns are exact. This shows that C is the kernel of the map Z → Z ′ in N .
Next, assume that C is a kernel of a map A → B, where A, B ∈ K as above. Note that since K is closed under direct summands (this follows from Lemma 3.3 where the map K → X ′ is given by K e → K → X where e ∈ End(K) is an idempotent) and under extensions, it follows that K is closed under images (as in the proof of Proposition 3.2). We wish to show that C ∈ K. Since K is closed under images, we may assume that A → B is an epimorphism. There is a commutative diagram 0
0 0 0 0 with exact rows and columns. Here the map A → X ⊕ X ′ is given by the monomorphism A → X in the first component and the map A → B → X ′ in the second. By Lemma 3.3 we know that Q ∈ N . Note that C is the kernel of the map X → Z → Q as required.
Finally, Let C be a cokernel of a map A → B. As before, we may assume that this map is a monomorphism. We now find a commutative diagram
with exact rows and columns. By Lemma 3.3 we know that Z ∈ N . The Snake Lemma now implies that C is the kernel of the map Z → Y ′ in N . This concludes the proof. Proof. It follows from Propositions 3.2 and 3.4 that a narrow subcategory is indeed a tilting nullity class in its wide closure. The other direction is straightforward.
Corollary 3.6. Let N be a coreflective narrow subcategory of A, then N is a tilting torsion subcategory of wide N .
Example 3.7. When A is the category of finitely generated modules over a commutative Noetherian ring, then the narrow subcategories have been classified in [29, Theorem 4] . In this case, a narrow subcategory is equal to its wide closure.
Remark 3.8. We refer the reader to Proposition 5.2 below for a classification of narrow subcategories on the category Coh P 1 of coherent sheaves on a smooth projective line.
Narrow sequences and preaisles
Recall from Definition 3.1 that a narrow subcategory of A is a subcategory which is closed under extensions and cokernels. In this section, we shall consider narrow sequences (Definition 4.1) and consider the connection with preaisles (Theorem 4.11).
k∈Z is a sequence of full subcategories (each containing 0) satisfying the conditions (1) and (2) of Definition 4.1, then each C(k) is automatically a narrow subcategory.
Proof. That C(k) is closed under extensions follows from taking A ∼ = 0 ∼ = E in the second condition.
To show that is it closed under cokernels, let f : X → Y be a morphism in C(k). Since X ∈ C(k) ⊆ C(k + 1), the second condition implies coker f ∈ C(k) as required.
Proof. This follows from the short exact sequence 0
Corollary 4.4. If A is a hereditary category and (N (k)) k is a narrow sequence in
Proof. This follows from Propositions 3.4 and 4.3.
Definition 4.5. Let U be a preaisle. We define a sequence
Not all preaisles are homology-determined (we refer to Example 4.12 and 4.13). The following proposition shows that, in case A is hereditary, homology-determined preaisles lie between preaisles and aisles.
Proposition 4.7. Let A be a hereditary category. Every aisle
Proof. By Lemma 4.2 we only need to show that (C(k)) k∈Z satisfies the conditions (1) and (2) from Definition 4.1. Since U is closed under suspension, we see that C(k) ⊆ C(k + 1).
For the second condition, let A f → B → C → D g → E be exact with A ∈ C(k+1) and B, D ∈ C(k) and E ∈ C(k −1). Since U is homology-determined, we know that
Since preaisles are closed under extensions, we know that U contains both cone(
It is clear that C(k) is closed under extensions (since U is homology-determined and closed under extensions), hence C ∈ C(k). 
. From this triangle, we get the long exact sequence
Furthermore, it follows directly from the definitions that θ((N (k)) k ) is homology-determined.
The following theorem is the main result of this section. It relates narrow sequences, a structure in the abelian category, to homology-determined preaisles, a structure in the derived category. 
by definition of µ and θ. Likewise, for a homology-determined preaisle U, we have U = θ(µ(U)). This shows that µ and θ are inverse bijections.
Example 4.12. The full subcategory U of D b mod k generated by all objects X with H k X = 0 when k < 0 and k dim H k X even is a preaisle. We have however
is the standard aisle. Note that U is not homology-determined. Example 4.13. Consider the quiver Q : 1 α → 2 β → 3 with relation βα = 0. Let P 1 , P 2 be indecomposable projective representations associated with the vertices 1 and 2 respectively, and let f : P 2 → P 1 be a nonzero map. It is straightforward to check that
is an aisle in D b rep Q (this can either be checked directly, or one can use that U ∼ = D b mod k such that the right adjoint to U → D b rep Q follows from [5] ). We have constructed an aisle U in D b rep Q which is not homology-determined (since H 0 (U) contains the simple modules S 1 and S 3 associated to the vertices 1 and 3).
t-Structures for a weighted projective line
In this section, we will determine the set of t-structures on Coh P 1 , the category of coherent sheaves on P 1 , using techniques from this paper. Let O be the structure sheaf and O(n) be the n th Serre twist of O (where n ∈ Z). For a closed point P ∈ P 1 , let k(P ) be a simple sheaf supported on P . We will also use the short exact sequence
which exists for all n ∈ Z and all closed P ∈ P 1 . As a starting point, we will consider the wide subcategories of Coh P 1 ; these are well-known. There are four types. For the first three types of the wide subcategories, there is only one choice of a tilting nullity class, which is then given by the wide subcategory itself. Thus to understand the narrow subcategories in Coh P 1 , we need only to consider the tilting nullity classes T in Coh P 1 . It is clear that T needs to contain all the torsion sheaves. Furthermore, since there is no monomorphism O → T for any torsion sheaf T , we know that T has to contain at least one line bundle O(n). For any closed p ∈ P 1 , let k(p) ∈ Coh P 1 be the simple sheaf supported on p. Since there is a short exact sequence 0 → O(n) → O(n + 1) → k(p) → 0, we know that O(m) ∈ T , for all m ≥ n. This means that either there is a minimal n ∈ Z such that O(n) ∈ T , or all vector bundles lie in T . Note that in the former case, every object X ∈ T is a quotient of O(n) ⊕l , where l ∈ N depends on X. We will denote this subcategory by Gen(O(n)). Thus we have the following five types of narrow subcategories of Coh P 1 .
Proposition 5.2. The following subcategories of Coh P 1 are the only narrow subcategories:
(1) the zero subcategory, (2) for each nonempty subset P ⊆ P 1 k , the set of torsion sheaves supported on P , (3) for each n ∈ Z, the full additive subcategory generated by O(n), (4) for each n ∈ Z, the full subcategory Gen(O(n)), (5) the category Coh P 1 is a narrow subcategory of itself.
Next we will discuss all narrow sequences in Coh P 1 and hence (see Theorem 4.11) all homologydetermined preaisles in D b Coh P 1 . We start our discussion with a lemma. Thus, the narrow sequences fall into three types (here, the types of narrow subcategories refer to the numbering given in Proposition 5.2).
I. Firstly, assume that (N (k)) k does contain a narrow subcategory of type (2) . In this case, Lemma 5.3 shows that the only possibilities for each (N (k)) k are of the form (1) - (2) - (5) . Note that N (k) does not need to contain all of these types, but as k increases the type cannot go down (this is because (N (k)) k is an increasing sequence). Furthermore, the supports of the narrow subcategories in N (k) of type (2) have to be nondecreasing.
Thus such a narrow sequence is given by −∞ ≤ l 1 < l 2 ≤ +∞ where l 1 , l 2 ∈ Z, and a nondecreasing set {P k ⊆ P 1 } l1≤k<l2 so that
It is straightforward to check that all of these sequences (N (k)) k are indeed narrow sequences. II. Secondly, we will now assume that the narrow sequence (N (k)) k does contain a narrow subcategory of type (3) . In this case, the only possibilities for the narrow subcategories are the types (1) - (3) - (4) - (5). Similarly as before, (N (k)) k does not need to contain all of these types, but as k increases the type cannot go down. We have the following extra conditions:
• all narrow subcategories of type (3) are the same (and there is at least one),
• it follows from Proposition 3.4 that there is at most one subcategory of type (4),
• and if there is a subcategory of type (5) then there is exactly one of type (4) which is given by all quotient objects of the narrow subcategory of type (3) . To see this, assume that N (k − 1) consists of direct sums of O(n) and N (k + 1) = Coh P 1 . Since N (k − 1) ⊆ N (k), we know that O(n) ∈ N (k). In Coh P 1 , there is s a short exact sequence 0 → O(n − 1) → O(n) → S → 0 where S is any simple sheaf in Coh P 1 . Since O(n − 1) ∈ N (k + 1), the exact sequence in Definition 4.1 shows that S ∈ N (k). Thus N (k) is either of type (4) or of type (5) . If N (k) were of type (5), then the same reasoning would show that N (k − 1) would be of type (4) or type (5). Since we have assumed that N (k − 1) is of type (3), we may conclude that N (k) is of type (4). We then see that O(n) ∈ N (k) and O(n − 1) ∈ N (k) so that N (k) = Gen(O(n)). Here, one can list the narrow sequences by −∞ ≤ l 1 < l 2 ≤ +∞ where l 1 , l 2 ∈ Z, and line bundle O(n) ∈ Coh P 1 . The corresponding narrow sequence is then given by
Again, it is straightforward to check that all of these sequences (N (k)) k are indeed narrow sequences. III. Thirdly, there are those which contain a narrow subcategory of type (4), but none of type (2) or (3); these sequences are thus of type (1) - (4) - (5). We can describe them explicitly by
l < k for some n ∈ Z and l ∈ Z. IV. Lastly, there are the narrow sequences of type (1) -(5). These are given by
where l ∈ Z ∪ {±∞}. If l = 0, then this is the standard aisle; if l = −∞ or l = ∞, then the associated preaisle is given by 0 and D b Coh P 1 , respectively.
We have shown the following proposition.
Proposition 5.4. All narrow sequences are of the four forms described above.
Having described the homology-determined preaisles, we will now check which ones of these are aisles. (1) - (2) - (5) where we need the extra condition that there is only one narrow sequence of type (2) .
Proposition 5.5. All narrow sequences in Proposition 5.4 come from aisles, except those of type
Proof. We start with the list of narrow sequences in Proposition 5.4. Let (N (k)) k be a narrow sequence such that θ((N (k)) k ) is an aisle. We have the following observation: if N (k) is of type (2) , then N (k + 1) is of type (5) .
Indeed, the list from Proposition 5.4, we know that N (k + 1) is of the form (2) or (5). If it is of the form (5), then we are done. We may thus assume that N (k) is of the form (2), and in particular it is an abelian subcategory. Also, Hom(N (k + 1), O) = 0 but Ext(N (k), O) = 0.
Let U = θ((N (k)) k ) be the associated preaisle. Assume that U is an aisle, thus U ⊆ Coh P 1 is coreflective. This means that the functor Hom(−, O(m)[k + 1])| U is representable and thus that the functor Ext(−, O(m))| N (k) is representable (note that N (k) is abelian). However, this last functor is nonzero and right exact and thus needs to be represented by a nonzero injective object in N (k). But N (k) has no such objects (since Ext(X, X) = 0 for all objects X ∈ N (k)), which is a contradiction.
To prove the proposition, we need to show that the given possibilities do correspond to aisles. For all types, except type II, this is clear as they are either trivial or induced by a torsion theory. Thus let (N (k)) k be a nontrivial narrow sequence of type II and let U = θ((N (k)) k ) be the associated preaisle. Using notation as before, define narrow sequences
Here, U is a preaisle (since it corresponds to a narrow sequence) and U 2 is an aisle (it is an aisle induced by a torsion theory on Coh P 1 ), so we need only to show that U 1 is an aisle in D b Coh P 1 to apply Proposition 2.17 and conclude that U is an aisle. We can factor the embedding
(alternatively one can use that thick U 1 ∼ = mod k is saturated in the sense of [5] ) and hence the composition U 1 → thick U 1 → D b Coh P 1 has a right adjoint. This finishes the proof. Remark 5.7. It is well-known that Coh P 1 is derived equivalent to the category rep Q of finite dimensional representations of the Kronecker quiver Q. Hence the set of t-structures coincides. In a subsequent paper, we will use Theorem 8.13 below to give another description of the set of t-structures on Coh P 1 .
Some operations on aisles
In this section, we have gathered the more technical results which will be used in the rest of this paper. We will show how, in our setting, one can break up aisles and recover the original aisle. Section 7 below will only use Corollary 6.7. The rest of the section will be used in Section 8.
In this section, let A be any hereditary abelian category. All aisles and preaisles will be in D b A. 
The following proposition shows that a preaisle which is "patched together" from an increasing sequence of subaisles, is an aisle itself.
In what follows, we will write
Proposition 6.2. Let A be an abelian category of finite global dimension. Let (U(n)) n∈Z be a sequence of aisles with the following property: for each
is an aisle, and (2) if the sequence (U(n)) n∈Z is increasing (thus U(n) ⊆ U(n + 1) for all n ∈ Z), then n∈Z U(n) is an aisle. Proof. We will show that U = n∈Z U(n) is an aisle when the sequence U(n) is increasing. The other statement is similar. It is clear that n U(n) is a preaisle (here we use that the sequence is increasing). To show it is an aisle, we need to show that the embedding U → D b A has a right adjoint. Let X ∈ D b A. We wish to show that Hom(−, X)| U is representable. Let d be the global dimension of A, and let l ∈ N be such that
We are interested in the specific case where A is hereditary (thus the global dimension is one). 
is an aisle, and (2) if the sequence (U(n)) n∈Z is increasing (thus U(n) ⊆ U(n + 1) for all n ∈ Z), then n∈Z U(n) is an aisle. Proof. This follows from Proposition 6.2 together with Proposition 4.7.
The following lemma shows there is a nice connection between narrow sequences and the restrictions in Definition 6.1.
Lemma 6.4. Let (N (n)) n∈Z be a narrow sequence, and write U = θ((N (n)) n∈Z ). For all −∞ ≤ k ≤ l ≤ +∞, we have that 
Proof. Recall from Corollary 3.6 that N (k) is a tilting torsion class in wide N (k), so that U| b A, we know by heredity that (X U ) D ≤−k is a direct summand of X U . Since U is an aisle, and thus closed under direct summands by Lemma 2.3, we see that (X U ) D ≤k ∈ U as required.
We now turn to the second statement. Thus we will show that the preaisle U| l −∞ is an aisle. To ease notation, let T = thick H l U.
Let X ∈ D b A; we will show that (X T ) U ∈ T so that the required property follows from Proposition 2.2.
Since (−) U is a right adjoint and hence commutes with products, it suffices to check that (H k (X T )[k]) U ∈ T , for all k ∈ Z. We will consider two cases. The first case is where k > l so that
The required property follows easily.
The second case is where k ≤ l. By Lemma 2.7, we know that (
Again, the required property holds.
The last statement follows from the other two, since U|
Lemma 6.9. Let U be an aisle, and write
A has a right adjoint, and for any X ∈ U we have that X T ∈ U and X⊥ T ∈ U.
Proof. That ⊥ T → D b A has a right adjoint follows from Proposition 2.11. For the second statement, let X ∈ U. Without loss of generality, we may assume that X is a stalk complex concentrated in degree n ∈ Z.
We will first proof that X T ∈ U. If n ≤ k, then X ∈ T so that X T ∼ = X and thus X T ∈ U. For the case where n > k, note that (X T ) i is only nonzero for i ≥ n > k (see for example the dual of Lemma 2.7), so that X T ∈ U since T i ⊆ U i by Corollary 4.4.
To prove that X⊥ T ∈ U we will start from the triangle
given by Proposition 2.11. Since U n ⊆ T n for n ≤ k, the case where the homology of X is concentrated in degree n ≤ k yields X⊥ T = 0 so that X⊥ T ∈ U as required. The second case we will consider is when the homology of X is concentrated in degree n > k +1. In this case the dual of Lemma 2.7 shows that the homologies of X T can only be nonzero in degrees at least k + 2. Since U l ⊇ T l for l > k (see Corollary 4.4), we see that X T [−1] ∈ U and thus also X⊥ T ∈ U (by the above triangle).
The third and last case we consider is where the homology of X is concentrated in degree k + 1. We take homologies of the above triangle to obtain
We start by showing that (X⊥ T ) k = 0. Since U k is a tilting nullity class in T k (see Corollary 3.5) we know that there is a monomorphism (X T ) k+1 → Z where Z ∈ U k (note that X T ∈ T and since T is a thick subcategory, we have (X T ) k+1 ∈ T k+1 = T k ). We get the following commutative diagram
where the rows are exact and the downward arrow is a monomorphism. It then follows from the Four Lemma that the induced arrow (X⊥ T ) k −→ Z ′ is also a monomorphism. However, the exactness of the last row shows that Z ′ ∈ U k ⊆ T k . Indeed, this follows from Definition 4.1 where A = X k+1 , B = Z, and C = Z ′ . This then implies that the morphism (X⊥ T ) k −→ Z ′ is zero and hence that (X⊥ T ) k = 0 as required.
We are left with showing that (X⊥ T ) k+1 ∈ U k+1 . Therefore, note that (X T ) k+2 ∈ T k+2 = T k ⊆ U k+1 (by Corollary 4.4) and (X T ) k+1 ∈ T k+1 = T k and hence by Corollary 3.5 there is a monomorphism (X T ) k+1 → Z where Z ∈ U k . We then have an exact sequence
and it follows from the definition of a narrow sequence (Definition 4.1) that (X⊥ T ) k+1 ∈ U k+1 as required.
Proposition 6.10. Let U be an aisle and assume that thick H k U → D b A has both a left and a right adjoint. Then
Proof. The first statement follows from Proposition 6.8; the second statement follows from Proposition 6.8 together with Lemma 6.9. For the last statement, the inclusion
given by Proposition 2.11, where it follows from Lemma 6.9 that X⊥ T ∈ U ∩ ⊥ T and that X T ∈ U ∩ T . This proves the required property. 
Proof. It follows from Proposition 6.10 that U = (U ∩ ⊥ T ) * (U ∩ T ) so that U ⊆ V. In particular, we have U n ⊆ V n for all n ∈ Z. To show the other inclusion for n ≥ k, note that V is an aisle by Proposition 2.17. In particular it is closed under retracts, so that it suffices to show that X ∈ V implies X ∈ U whenever X is a stalk complex supported in degree n > k.
So let X be as above. Due to the definition of V there is a triangle U → X → T → U [1] where U ∈ U ∩ ⊥ T ⊆ U and T ∈ T . Taking homologies, we get
so we can assume that T i = 0 only for i = n, n + 1. Since i ≥ n > k, we have T i ∈ T i = T k ⊆ U i by Corollary 4.4 so that T ∈ U. Since U is closed under extensions, we know that X ∈ U. This finishes the proof.
Coreflective narrow sequences and aisles
In this section, we will look at the relation between aisles and narrow sequences. It has been shown in Proposition 2.8 that, if U is an aisle, then every subcategory U n ⊆ A is coreflective, i.e. the embedding U n −→ A has a right adjoint. A narrow sequence where all subcategories are coreflective, will be called a coreflective narrow sequence.
Conversely, a coreflective narrow sequence does not always yield an aisle. We will show in Theorem 7.4 that this is the case, however, when A has enough injectives.
The following Proposition is an extension of Theorem 4.11 to the case of coreflective narrow sequences and aisles. 
The function µ from Definition 4.5 induces an injection
Proof. It has been shown in Theorem 4.11 that θ((N (k)) k ) is a preaisle. It follows from Corollary 6.7 that it is an aisle. The last statement follows from Theorem 4.11 combined with Proposition 2.8.
Remark 7.2. The restricted functions θ, µ do not yields bijections in general. This is the case, for example, when A is mod Z, the category of finitely generated abelian groups. We refer to Example 10.7.
An important special case will be when A has enough injectives, or dually when A has enough projectives. We start with the following observation. To show that N has enough injectives, let N ∈ N . In A, there is a monomorphism N → I where I is injective. Since right adjoint functors preserve monomorphisms, there is a monomorphism N N → I N . Because i is fully faithful we know that N ∼ = N N , and we have already established that I N is injective in N . We conclude that N has enough injectives.
Let I be an injective in N ; we wish to show that I is injective in W. Consider a monomorphism I → W where W ∈ W. By Proposition 3.4 there is a monomorphism W → N where N ∈ N . The composition I → W → N is a split monomorphism, and hence so is I → W . We conclude that injectives in N are injectives in W. It then follows from Proposition 3.4 that W has enough injectives.
Furthermore, since A has enough injectives, we may derive the right adjoint of N → A to a right adjoint of
We can now use Proposition 7.3 to describe a case where the maps in Proposition 7.1 are bijections, obtaining a straightforward relation between a structure in the abelian category and a structure in the derived category. Proof. By combining Propositions 7.1 and 7.3, we see that the function θ induces the required bijection. Theorem 4.11 shows that µ is inverse to θ.
In some cases -as in the category of finitely generated modules over a Dedekind domain which we will discuss in §10 below-one does not have enough injectives, but enough projectives. In these cases, one can apply the dual of Theorem 7.4. The dual concept of a narrow sequence in a hereditary category A will be called a co-narrow sequence, i.e. (C(k)) k∈Z is a co-narrow sequence in A if and only if (C(−k)
• ) k∈Z is a narrow sequence in A • . A reflective co-narrow sequence is a co-narrow sequence where each embedding C(k) → A has a left adjoint. We then have the following. 
A further reduction
In §7, we showed that in some cases one can classify aisles by classifying coreflective narrow sequences. In general however, the latter might not be easier to classify than the former. In this section, we will discuss a special case where one can reduce the coreflective narrow sequence to better understood concepts.
In this section, let A be an abelian hereditary category satisfying the following two properties. By Proposition 7.3, the first property holds when A has enough injectives. It is well-known (see for example [21] ) that the second property holds, for example, when A ∼ = mod A where A is a finite dimensional hereditary K-algebra (where K is a field). By the first property, we know that the maps θ and µ give bijections between the class of t-structures in D b A and the class of coreflective narrow sequences in A (see 7.1). In order to describe the t-structures on D b A, we will use the following definition. A refined t-sequence consists of the following data: a t-sequence f : Z → PW(A), and a function t f mapping n ∈ Z to a tilting torsion class in f (n) ∩ ⊥ f (n − 1). We denote the set of refined t-sequences by ∆(A).
Remark 8.2. When A is the category of finitely generated modules over a commutative noetherian ring A, then it has been shown in [28] that the aisles are determined by a poset morphism, called a perversity function in [2] , from Z to the poset of (not necessarily coreflective) wide subcategories in A. In this situation, the only tilting torsion theory is the wide subcategory itself ( [29] ). 8.1. The map Ξ from aisles to refined t-sequences. We start by defing a function Ξ, mapping an aisle in D b A to a refined t-structure in ∆(A).ing a function Ξ, mapping an aisle in D b A to a refined t-structure in ∆(A). Definition 8.3. Let A be a hereditary category as described in the beginning of this section. We define a function Ξ : Aisles in
We need to show that this map is well-defined, i.e. that Ξ(U) ∈ ∆(A) for an aisle U ⊆ D b A. This follows from the following proposition.
Proposition 8.4. For each n ∈ Z, we have that f (n) is a coreflective wide subcategory of A and t f (n) is a tilting torsion class in f (n) ∩ ⊥ f (n − 1).
Proof. That f (n) is a coreflective wide subcategory follows directly from the first requirement on A in this section, together with Proposition 2.8. Define V = U ∩ ⊥ thick n−1 U. Recall that it follows from Proposition 2.8 that H n−1 U is a coreflective subcategory of A, so that the conditions on A imposed in this section yield that thick H n−1 U → D b A has both a left and a right adjoint. It then follows from Proposition 6.10 that V is an aisle in D b A, thus also in ⊥ thick H n−1 U. It now follows from Corollary 3.6 that V n is a tilting torsion class in (
8.2. The map Ψ from refined t-sequences to aisles. We will now define a map Ψ from refined t-sequences to aisles which we will later prove to be inverse to the above map Ξ. Since the map Ξ "cuts up" an aisle into a refined t-sequence, the map Ψ must "glue" the pieces back together. This gluing is easiest to understand in the derived category.
Since we may have infinitely many categories to glue (the result must contain the categories
, we will describe Ψ(f, t f ) using the "approximating aisles" V(n, m), each of which is obtained by finitely many operations. The aisles V(n, m) approximate Ψ(f, t f ) in the following sense: it is shown in Corollary 8.9 below that Ψ(f,
For the actual description, fix a refined t-sequence (f, t f ); we will start the construction of V(n, m). First, recall that f (n) is a wide coreflective subcategory of A and that the embedding lifts to a fully faithful functor
We will denote the essential image by T (n); thus T (n) is the thick subcategory of D b A such that all the homologies lie in f (n). By our assumptions T (n) is also a (co)reflective thick subcategory of D b A. For each n ∈ Z, define the preaisle V (n) ⊆ D b A by the narrow sequence
where θ is as defined in Definition 4.9. We then define V(n, m), where n ≤ m, inductively by
Our goal is to show that V is an aisle so that the following definition makes sense. This will follow from Proposition 8.10 below.
where V is as constructed above. 
has a right adjoint, so does the composition and hence V (m+1) is also an aisle in D b A. Because the T (i) are also aisles, it follows from Proposition 2.17 that V(n, m + 1) is an aisle in D b A. Note that V(n, m) ⊆ V(n, m + 1) so that V(n, ∞) is a preaisle, and consequently so is V.
Remark 8.7. Since T (n − 1), V (n) ⊆ T (n), we have V(n, m) ⊆ V(n + 1, m) where n < m. Thus when there are n, m ∈ N such that f (k) = f (n) for k < n and f (k) = f (m) for nm ≤ k, then we have that V = V(n, m). In particular, V is an aisle. Proposition 8.8. Let n ≤ k ≤ m. With notations as above we have that
Proof. We start by showing that
we only need to show the other inclusion. Let X ∈ V(n, m) k , thus there is a triangle
where
It is easy to show that A l ∼ = 0 when l ≤ k, so that by taking homologies, we see that X ∼ = B k , and thus X ∈ V(n, k) k . This shows the other inclusion.
We will now show that V(n, m) k is a tilting torsion class in f (k) where n ≤ k ≤ m. By the first part of the proof, we may reduce to showing that V(n, m) m is a torsion class in f (m).
We start with the case m = n. Recall that that V(n, n) = V (n) * T (n − 1) and that V (n) , T (n − 1) ⊆ T (n) so that V(n, n) ⊆ T (n). In particular, V(n, n) n ⊆ f (n) and hence wide V(n, n) n ⊆ f (n). We want to show that wide V(n, n) n = f (n).
We see that wide V(n, n) n contains both f (n − 1) = T (n − 1) n and wide
In the derived category D b A we have a triangle given by Proposition 2.11
where B ∈ T (n − 1) and A ∈ ⊥ T (n − 1). Taking homologies, gives the exact sequence
This shows that X lies in the wide subcategory containing both f (n) and f (n) ∩ ⊥ f (n − 1). We conclude that indeed wide V(n, n) n = f (n).
We have already established in Lemma 8.6 that V(n, n) is an aisle so that by Proposition 7.1 we know that µ(V(n, n)) is a coreflective narrow sequence and thus Corollary 3.6 yields that V(n, n) n = N (n) is a tilting torsion theory in f (n).
To show that that V(n, m) m is a torsion class in f (m) for n ≤ m − 1, we recall that we have already shown in the first part of the proof that V(n, m) m−1 = V(n, m − 1) m−1 , so that one can easily use induction on m − n to prove the general case. This proves the second statement of the proposition.
For the first statement, we have that V(n, m) k = V(n, k) k as in the first part of the proof. Note that we have V(n, k) k−1 is a tilting torsion class in f (k − 1) so that thick H k−1 V(n, k) coincides with T (k − 1). It now follows from Lemma 6.11 that V(n, k) k = V(k, k) k as required.
Proof. It follows from Corollary 8.9 that we can apply Corollary 6.3 to see that V(n, ∞) and subsequently V are aisles in D b A.
8.3.
Aisles are classified by refined t-sequences. In this subsection, we will show that aisles in D b A are classified by refined t-sequences (see Theorem 8.13).
Proof. We write Ξ(U) = (f, t f ) and V = Ψ(f, t f ). We want to show that V k = U k for each k ∈ Z. Using the notations of Section 8.2, this is equivalent to showing that V(k, ∞) k = U k by Proposition 8.8. This then follows from Lemma 6.11.
Proof. Write V = Ψ(f, t f ). It follows from Corollary 8.9 that wide V n = wide V(n, n) n and then by Proposition 8.8 that wide
. Here again, we use Proposition 8.8 to see that
which finishes the proof. 
Remark 8.14. The main application of Theorem 8.13 above is when A is the category of finite dimensional representations of a finite dimensional hereditary algebra. We then obtain a complete description of the t-structures when A is either representation finite of tame. For the representation finite case, we refer the reader also to [19, 22, 26] . Proof. Both bijections are given by relating U ⊆ D b A and V ⊆ D * A when U n = V n ⊆ A for all n ∈ Z. It is clear that this is a bijection between homology-determined preaisles; this proves the first statement.
For the second statement, we need to show that the above correspondence maps aisles in D b A to aisles in D * A and vice versa. Thus let U be an aisle in D b A, and let V be the corresponding homology-determined preaisle in D * A. For V ∈ V we have natural isomorphisms We will end this section with an example concerning homology-determined preaisles in the unbounded derived category, which illustrates that homology-determined preaisles in D b A is typically not a homology-determined preaisle in D * A (although it will still be a preaisle).
The preaisle U is not homology-determined. When considering U as a preaisle in D b mod k ⊂ D mod k, it is indeed a homology-determined preailse (as U is even an aisle in D b mod k).
Application: finitely presented modules of a Dedekind domain
Let R be a commutative Dedekind domain, thus R is an integrally closed noetherian (commutative) domain of Krull dimension at most one. In Theorem 10.3 below we will describe the t-structures on the category D b mod R, recovering a special case of [1, Theorem 6.9] . We start with a description of the category of finitely presented modules mod R (see for example [18 
Remark 10.2. Note that Ext(X, X) = 0 implies that X is a projective object. Indeed, if X were not projective then X has a direct summand of the form R/p 
where C ⊆ mod R is a nonzero torsionfree class, and where n ∈ Z ∪ {±∞}. Moreover, there is an order inversing bijection {Torsionfree classes in mod R} −→ {Specialization closed subsets of Spec R} C → Supp(C ⊥0 ).
Proof. There is a bijection between the torsion classes of mod R and the torsionfree classes, given by mapping a torsion class T ⊆ mod R to T ⊥0 . The given order preserving bijection between torsionfree classes in mod R and the specialization closed subsets of Spec R, is given in [29, Theorem 4] .
Let C be a torsionfree class in mod R. Since Hom(R, −)| C is an exact functor, the object R C is C-projective (as in Section 2.2) and thus Ext(R C , R C ) = 0. As in Remark 10.2, we see that R C is a projective object in mod R. Note that R is a generator of mod R so that R C = 0 implies that C = 0. In the case where R C is nonzero, we know that R C is a nonzero projective object in mod R and since C is closed under direct sums and summands, it follows from the classification in Theorem 10.1 that R ∈ C. The required result then follows from the dual of Proposition 4.3. The following example shows that not every coreflective narrow sequence yields an aisle (see Remark 7.2). 11. Application: coherent sheaves on a smooth projective curve Let X be a smooth projective curve over a field K. We will discuss the t-structures on D b Coh X. Our main result is the same as [14] but our methods are different.
Recall (see for example [17] ) that Coh X is an Ext-finite noetherian hereditary category. We will recall some properties of Coh X that we will use.
• Every object in Coh X is the direct sum of a locally free sheaf and a torsion sheaf. Furthermore, one has Hom(G, F ) = 0 when F is a locally free sheaf and G has finite length. Using Serre duality, one has Hom(−, G ⊗ ω X ) ∼ = Ext(G, −) * and Hom(G, −) ∼ = Ext(−, G ⊗ ω X ) * where (−) * denotes the vector space dual and ω X is the dualizing sheaf.
• For every coherent sheaf X ∈ Coh X, one defines the rank rk X and the degree deg X. A sheaf is a torsion sheaf if and only if rk X = 0; in this case deg X > 0.
• The Riemann-Roch formula can be written as
where χ(X, Y ) = dim Hom(X, Y ) − dim Ext(X, Y ). We will restrict ourselves to the case where the genus g ≥ 1; the case g = 0 has been handled in Proposition 5.5. It then follows from the Riemann-Roch formula that dim k Ext(X, X) ≥ 1, thus every object has self-extensions.
Our main result is Theorem 11.5 below which states that t-structures are classified by torsion classes. Proof. Let X ∈ N be a locally free sheaf. Let T be a simple (and hence torsion) sheaf (thus T is supported on a single point P ∈ X), and suppose that T ∈ N . It follows from the Riemann-Roch formula that Hom(X, T ) = 0 so that T N = 0.
We know that Ext(−, T )| N = 0, so that Hom(−, T N ) is right exact and thus T N is an Ninjective. In particular, Ext(T N , T N ) = 0. A contradiction since every object of N has selfextensions.
Remark 11.2. When X = P 1 , then the last line of the proof of Lemma 11.1 does not hold since Ext(O P 1 (n), O P 1 (n)) = 0 for all n ∈ Z. This will give rise to an additional set of t-structures on D Proof. If N does not contain a nonzero locally free sheaf (thus N is a subcategory of the torsion sheaves), then the wide closure is contained in the torsion sheaves and wide N = Coh X. In this case, it is easily seen that N is a torsion class in Coh X.
For the other case, assume that N contains a locally free sheaf X. By the previous lemma, N contains all sheaves of finite length. Let T be a simple sheaf, supported on P ∈ X.
Since the wide closure W of N contains then the ample sequence (X(nP )) n∈Z (in the sense of [27] ) we see that W = Coh X. By Corollary 3.6 we see that N is closed under quotient objects and extensions in Coh X. Since N is coreflective in Coh X, we know that N is a torsion class (see Corollary 3.6). Proof. Without loss of generality, we may assume that N (0) = 0. By Lemma 11.1, we know that the torsion sheaves of Coh X lie in N (0). To show that N (1) = Coh X, it suffices to show that N (1) contains every locally free sheaf. Therefore, seeking a contradiction, assume that N (1) = Coh X and let X ∈ Coh X be a nonzero locally free sheaf in N (1) ⊥0 (thus X lies in the torsionfree part of the torsion theory (N (1), N (1) ⊥0 )). For any nonzero torsion sheaf T ∈ N (0), the Riemann-Roch formula implies that Ext(T, X) = 0.
Let Y = X[1] ∈ D b Coh X. Note that since N (0) contains all torsion sheaves, we have that Ext(N (0), X) ∼ = Hom(N (0)[0], Y ) = 0 so that Y U = 0. Lemma 2.7 yields that H n (Y U ) = 0 for all n = 0, 1. Since X ∈ N (1) ⊥0 we know that H n (Y U ) = 0 for n = 1 as well. We infer that H 0 (Y U ) = 0. This yields a nonzero right exact functor Hom(−, H 0 (Y U )) : N (0) → mod k so that H 0 (Y U ) must be N (0)-injective. But every object has self-extensions. This shows that there cannot be an object X as specified before and hence N (1) = Coh X.
As a consequence, we obtain the following result (see originally [14, Proposition 7 .1]). A case where these torsion theories are explicitly known is the case of genus one curves (see [14] , and also [8, 31] ). One then obtains an explicit classification of the t-structures of Coh X where X is an elliptic curve.
