A multi-cube method is developed for solving systems of elliptic and hyperbolic partial differential equations numerically on manifolds with arbitrary spatial topologies. It is shown that any three-dimensional manifold can be represented as a set of non-overlapping cubic regions, plus a set of maps to identify the faces of adjoining regions. The differential structure on these manifolds is fixed by specifying a smooth reference metric tensor. Matching conditions that ensure the appropriate levels of continuity and differentiability across region boundaries are developed for arbitrary tensor fields. Standard numerical methods are then used to solve the equations with the appropriate boundary conditions, which are determined from these inter-region matching conditions. Numerical examples are presented which use pseudo-spectral methods to solve simple elliptic equations on multi-cube representations of manifolds with the topologies T 3 , S 2 × S 1 and S 3 . Examples are also presented of numerical solutions of simple hyperbolic equations on multi-cube manifolds with the topologies R × T 3 , R × S 2 × S 1 and R × S 3 .
Introduction
The need to solve partial differential equations on manifolds having non-trivial spatial topologies arises in many areas of physical science: from models of wormholes or the global structure of the universe in general relativity theory to global circulation models of the earth's atmosphere in meteorology and climatology. This paper develops practical methods for solving a variety of partial differential equations on manifolds having arbitrary spatial topologies. Every n-dimensional manifold (by definition) can be mapped locally into a portion of n-dimensional Euclidean space, R n . A number of different numerical methods are capable of solving partial differential equations locally on open subsets of R n . The topological structure of a manifold, however, affects the global solutions to partial differential equations in profound ways. This paper develops methods for fitting together local solutions, obtained from standard numerical methods, to form the desired global solutions on manifolds with arbitrary topologies. The discussion here focuses on solving elliptic systems of equations on three-dimensional manifolds Σ with arbitrary topologies, and also hyperbolic systems of equations on four-dimensional manifolds with topologies R × Σ.
Solving partial differential equations numerically on manifolds with arbitrary topologies requires the creation of computational infrastructures (beyond those needed to solve the equations numerically on open subsets of R n ) that meet two basic requirements. The first requirement is that the manifold must be represented in a way that allows the points in the manifold, and the values of scalar and tensor fields defined at those points, to be referenced efficiently in a way that respects the underlying topological structure of the manifold. The second requirement is to create a way to specify the global differential structure of the manifold, i.e. the computational method must provide a way of representing globally continuous and differentiable scalar and tensor fields on these manifolds. The goal here is to develop practical methods that can be used on arbitrary manifolds by a wide range of different numerical methods. The first requirement is to find a systematic way of representing manifolds with arbitrary topologies. Every n-dimensional manifold can be mapped locally into a portion of n-dimensional Euclidean space R n . For computational efficiency (and to avoid certain types of numerical instabilities) each manifold is represented here by a collection of non-overlapping n-dimensional cubes which cover the manifold, plus a set of maps that identify the faces of adjoining n-cubes. This decomposition is analogous to representing a manifold as a collection of non-intersecting n-simplexes (i.e., triangles for n = 2 and tetrahedrons for n = 3) that cover the manifold, plus maps that identify neighboring faces. Many numerical methods (including the pseudo-spectral methods used to produce illustrative examples for this paper) are easier to use in computational domains based on n-cubes rather than n-simplexes. Points in each of the n-cube regions are identified by local Cartesian coordinates, and these coordinates are used to represent the solutions to the differential equations in each n-cube. This type of representation has been used for some time in numerical methods for solving partial differential equations on a two-sphere [1, 2, 3] , and also in three-dimensional manifolds that are subsets of R 3 [4, 5, 6, 7, 8, 9, 10] . Those ideas are generalized in Sec. 2, and it is shown that these generalizations can be applied to two-dimensional or three-dimensional manifolds having arbitrary topologies. Examples of these multi-cube representations are given in Appendix A for the three-dimensional manifolds with the topologies T 3 , S 2 × S 1 , and S 3 . The second requirement is to develop a method of representing (at least in the continuum limit) continuous and differentiable tensor fields on the multi-cube representations of manifolds developed in Sec. 2. Representing tensor fields within each of the n-cube regions is straightforward: their components can be expressed in the tensor bases associated with the local Cartesian coordinates. These tensor components are functions of those coordinates, and their continuity (or differentiability) determines the continuity (or differentiability) of the tensor field itself. In general, however, the coordinate tensor bases associated with different n-cube regions are not even continuous (and can not be made continuous globally) across the interfaces that join them. The problem of defining the continuity and differentiability of tensor fields across n-cube interfaces is therefore non-trivial. The method introduced here makes use of a smooth reference metric tensor. This reference metric must be supplied (along with the collection of n-cube regions and the associated interface maps) as part of the specification of a particular manifold. This metric is used to construct geometrical normal vectors at each interface, and these normals are used to construct the Jacobian matrices that map vectors (and tensors) across interfaces. The differentiability of tensors across the n-cube interfaces is defined in terms of the continuity of the covariant derivatives of those tensors, using the covariant derivative associated with the reference metric. The details of these continuity and differentiability conditions are given in Sec. 3. Examples of reference metrics which can be used to implement these continuity and differentiability conditions are given in Appendix A for the three-dimensional manifolds with the topologies T 3 , S 2 × S 1 , and S 3 . Systems of differential equations can be solved numerically on multi-cube representations of manifolds by fitting together local solutions from each n-cube region. The appropriate local solutions are determined in each region by applying the correct boundary conditions on the ncube faces. The appropriate boundary conditions are the ones that enforce the needed level of continuity and differentiability of the global solution at the region boundaries. These boundary conditions are developed in Sec. 4 for second-order strongly elliptic systems, and also for firstorder symmetric hyperbolic systems of equations. These boundary conditions select the unique local solution in a particular n-cube that equals the desired global solution in that region. The collection of local solutions to the equations constructed in this way provides the desired global solution.
The multi-cube method of solving systems of partial differential equations numerically on manifolds with non-trivial topologies is illustrated here by solving a series of test problems in Secs. 5 and 6. Simple second-order elliptic equations, and first-order symmetric hyperbolic equations, are solved numerically on manifolds with spatial topologies T 3 , S 2 × S 1 , and S 3 . These tests use pseudo-spectral methods to produce local solutions on each cubic region. The results are shown to converge exponentially (in an L 2 norm) to the exact global solutions (which are known analytically for these test problems) as the number of grid points used for the solution is increased.
Building Multi-Cube Manifolds
This section describes how n-dimensional manifolds can be represented using the multi-cube method. The idea is quite simple: n-dimensional multi-cube representations of manifolds consist of a set of non-overlapping n-cubes that cover the manifold, plus a set of maps that identify the boundary faces of neighboring cubes. An argument is presented in Sec. 2.1 that all twodimensional and all three-dimensional manifolds (with arbitrary topologies) can be represented in this way. A large class (but not all) higher-dimensional manifolds can also be represented using this multi-cube method. The multi-cube method provides a way of representing manifolds that facilitates the design of computational tools for solving partial differential equations on them. A simple infrastructure is introduced in Sec. 2.2 for systematically building, referencing and identifying the faces of the needed sets of n-cubes in these manifolds. These n-cube regions are joined together to form the desired topological manifold using maps that identify points on the faces of neighboring n-cubes. A simple framework for building and referencing these maps is presented. Only a small number of topologically distinct maps are needed for the case of threedimensional manifolds (the main focus of this paper), and all of those maps are given explicitly.
Existence of Multi-Cube Representations
This subsection considers the question of whether two-and three-dimensional manifolds with arbitrary topologies admit multi-cube representations. The first step is to show that every twomanifold is homeomorphic to a set of squares (i.e. 2-cubes) glued together along their edges. The proof is based on the result of Radó [11, 12] that all two-dimensional manifolds admit triangulations, i.e. that any two-manifold is homeomorphic to a set of triangles glued together along their edges. It is easy to show that a simple refinement of any triangulation on a twodimensional manifold produces a multi-cube representation of that manifold. As illustrated in Fig. 1 , let points "A", "B", and "C" denote the vertexes of one of the triangles in the triangulation. Add the midpoints of each edge of this triangle as additional vertexes, labeled "ab", "bc", and "ac" in Fig. 1 . Next, add the centroid of the triangle, the point labeled "d", and finally add as additional edges the line segments that connect "d" with the midpoints "ab", "bc" and "ac".
The resulting complex consists of three quadrilaterals. When all of the triangles in a given triangulation are refined in this way, the result is a multi-cube representation of the two-manifold. The refinement consists of a set of quadrilaterals that are glued together edge to edge. Since the additional edge vertexes, "ab", etc. are always added at the geometrical midpoints, the edges of neighboring quadrilaterals constructed in this way will always coincide. These quadrilaterals are homeomorphic to squares (2-cubes). So the topological structure of a two-manifold can be thought of as a collection of non-overlapping 2-cubes that cover the manifold, plus a set of maps that identify the edges of adjoining 2-cubes. : Each triangle in a triangulation of a two-dimensional manifold is refined by the addition of extra vertexes and edges to produce three quadrilaterals. This is done by first adding as new vertexes the midpoints of each edge, i.e. the points "ab", "bc" and "ac" in the figure on the left. Next the centroid of the triangle, i.e. the point "d" in the figure on the right, is also added as a new vertex. Finally the line segments that join "d" to the midpoints "ab", "bc", and "ac", the dashed lines in the figure on the right, are added as new edges.
A similar argument shows that every three-dimensional manifold has a multi-cube representation, i.e. that every three-dimensional manifold is homeomorphic to a set of non-overlapping "distorted" cubes glued together at their faces. The proof is based on a result of Moise [12, 13] that all three-dimensional manifolds admit triangulations by tetrahedrons, i.e. that any threedimensional manifold is homeomorphic to a set of non-overlapping tetrahedrons glued together at their faces. It is easy to show that any tetrahedron can be decomposed into four "distorted" cubes glued together at their faces. (The term distorted cube is used here to describe a solid having six faces, each of which is a plane quadrilateral.) Distorted cubes are homeomorphic to geometrical cubes. It follows that every triangulation of a three-manifold can be refined (by adding appropriate vertexes, edges and faces) to obtain a multi-cube representation, i.e. a set of non-overlapping distorted cubes glued together at their faces. This argument demonstrates the existence of multi-cube representations for any three-dimensional manifold.
The key to this argument is the representation of a single tetrahedron as four distorted cubes glued together. This can be done by refining the tetrahedron through the addition of vertexes, edges and faces as summarized in Fig. 2 . Begin with a tetrahedron with vertexes labeled "A", "B", "C" and "D". First add vertexes to the midpoints of each edge, plus vertexes to the centroids of each face, the points "a", "b", "c" and "d" shown in the top left of Fig. 2 . Adding the extra edges connecting "a", "b", "c" and "d" to the midpoints of each edge of the original tetrahedron completes the decomposition of each face into a set of distorted squares. Add one last vertex at the centroid of the tetrahedron, labeled "O" in the top right of Fig. 2 . Connect "O" to the facial centroids, "a", "b", "c" and "d", by adding the edges shown as dash-dot line segments in the top right of Fig. 2 . Finally add the six internal quadrilateral faces that include the point "O" as an edge vertex. These additional vertexes, edges, and faces divide the tetrahedron into four volume regions (one adjacent to each tetrahedron vertex). The bottom of Fig. 2 shows these four regions more clearly. The regions adjacent to the vertexes "A" and "C" are shown with opaque faces, while those adjacent to "B" and "D" are shown with transparent faces. 111111111 111111111 111111111 111111111   111111111   000000000000 000000000000  000000000000 000000000000  000000000000 000000000000 000000000000   000000000000 000000000000  000000000000 000000000000 000000000000   000000000000 000000000000  000000000000   111111111111 111111111111  111111111111 111111111111  111111111111 111111111111 111111111111   111111111111 111111111111  111111111111 111111111111 111111111111   111111111111 111111111111  111111111111 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 00000000000000000 Add additional edges (shown as dash-dot line segments) that connect "O" to the centroids of each face, and six additional faces that include "O" as a vertex. Bottom: Four "distorted" cubes that make up the tetrahedron are illustrated. The two cubes adjacent to vertexes "A" and "C" are shown with opaque shaded faces, while the faces of the cubes adjacent to "B" and "D" are transparent.
Each of the four volume regions constructed above has six faces, and each of these faces has four edges and four vertexes. These faces are therefore quadrilaterals. It only remains to show that these quadrilaterals are planar. Call two edges of the original tetrahedron "complimentary" if they do not intersect at a vertex, e.g. the edges "AC" and "BD" are complimentary. Now consider the six bisecting planes of the tetrahedron, each one formed by an edge and the midpoint of the complementary edge of the tetrahedron. Each bisecting plane passes through the midpoint of the complementary edge, the centroid "O", as well as the facial centroids of the two faces adjacent to the complementary edge. For example, the bisecting plane formed by the edge "AC" and midpoint "bd" intersects "O" as well as the facial centroids "a" and "c". The quadrilateral formed by the vertexes "bd", "a", "O", and "c" is therefore a planar quadrilateral. It follows that each of the faces of the four volume regions is a planar quadrilateral, and therefore each volume region is a distorted cube.
The vertexes added in this construction were placed at the geometric centroids of the trian-gular faces, and at the centroid of the original tetrahedron. The edges added in this construction were also placed in geometrically determined ways: all of them along one of the bisecting planes of each edge of the original tetrahedron. These geometrically constructed features will therefore match on the triangular boundaries between neighboring tetrahedrons in any triangulation of a three-dimensional manifold. It follows that the distorted cubes constructed in this way will match face-to-face across all the tetrahedron boundaries as required for a multi-cube representation of the manifold.
Infrastructure for Multi-Cube Manifolds
Now turn to the problem of finding a systematic way of constructing multi-cube manifolds. The goal is to develop methods that can be used as part of the computational infrastructure for solving systems of partial differential equations on such manifolds. The discussion here is focused on three-dimensional manifolds Σ, but generalizations to other dimensions should be fairly straightforward. Let B A denote a collection of geometrical cubic regions in R 3 . The subscript A = {1, ..., N} is used to label the individual regions. 1 These cubes are used here as the domains of coordinate charts for the multi-cube representation of Σ. Let Ψ A denote the invertible coordinate map that takes the region B A into a subset of Σ: Ψ A (B A ) ⊂ Σ. It will be useful to denote the boundary faces of these regions in R 3 as ∂ α B A , where α = ±x denotes the faces intersecting the ±x axes, α = ±y the faces intersecting the ±y axes, etc.
The discussion above shows that every three-manifold can be covered by a collection of non-overlapping cubes: It is also convenient to arrange the regions B A in R 3 so they intersect (if at all) in R 3 only at points on faces whose images also intersect in Σ. In the multicube representations of manifolds satisfying these conditions, each point in the interior of the regions represents a unique point in Σ, and each point in Σ is the image of at least one point in the closure of ∪ A B A . The Cartesian coordinates of R 3 therefore provide a global way of identifying points in Σ. Tensor fields are represented on these multi-cube manifolds by giving the values of their components (expressed in the coordinate basis of R 3 ) as functions of these global Cartesian coordinates.
A multi-cube manifold consists of a set of cubic regions, B A for A = {1, ..., N} that can be specified simply by giving the locations of their centers c A , along with a set of rules that determine how the faces of these cubes are to be identified with one another. When points on the images of two boundary faces Ψ A (∂ α B A ) and Ψ B (∂ β B B ) intersect in Σ, then the associated coordinate charts provide an invertible map from one boundary face to the other: 
The vector c A + f α is the location of the center of the ∂ α B A face, and C
Aα
Bβ is the combined rotation and reflection matrix needed to achieve the desired orientation. Examples of the use of these methods is given in Appendix A where explicit multi-cube representations are constructed for manifolds with the topologies T 3 , S 2 × S 1 and S 3 . Multi-cube manifolds are specified by giving the list of cubic regions B A needed to cover the manifold, the vectors c A that determine the locations of their centers in R 3 , and the maps Ψ
Aα Bβ
that determine how the regions are glued together. These maps, defined in Eq. (1), depend on the vectors c A and f α , and the matrix C Aα Bβ , so these quantities must all be specified to determine each map. The vector f α is the position of the center of the α face relative to the center of the region. Since the cubic regions are chosen to have uniform sizes and orientations, f α has the same form in each cubic region:
where L is the size of the cubes. Since all of the cubic regions are aligned, the class of possible rotations and reflections needed for C Aα Bβ is quite small. These can all be constructed by combining 90-degree rotations about the normal to one of the faces, R α , with mirror reflections about some (possibly different) direction, M β . Table 1 gives explicit expressions for the matrices that describe these elementary rotations and reflections in three dimensions. The most 
general transformation of one face onto another can be constructed by taking products of these elementary transformations. The group of possible C Aα Bβ in three dimensions generated in this way is therefore the octahedral symmetry group, O h , which has 48 distinct elements [14] . The orientation preserving subgroup generated by the rotations alone has 24 elements. Note that
where I is the identity matrix. Since the number of possible maps Ψ Aα Bβ constructed in this way is so small, it is easy to write a flexible code that is capable of setting up the multi-cube structures and all the needed gluing maps for three-manifolds with arbitrary topologies.
Specifying Differential Structures on Multi-Cube Manifolds
This section describes a practical and efficient way to define C k differential structures on multi-cube manifolds. It is useful to begin with a brief discussion of the traditional way such structures are defined. The differential structure on a manifold provides the framework needed to represent differentiable scalar and tensor fields on that manifold. The usual method of specifying a differential structure is to cover the manifold with a set of overlapping domains D A , and set of maps Υ A that assign coordinates to the points in each domain:
n . These coordinate maps provide a differential structure for the manifold if they have the property that the composition maps Υ Bβ j = 0, could be used to transform tensor fields at the boundary interfaces. Unfortunately it is easy to see that the coordinate maps Ψ A used in Sec. 2 to construct the multi-cubes are not suitable for constructing a global C k differential structure on most manifolds. If they were, the basis vectors ∂ Ai associated with these coordinates would be smooth global non-vanishing vector fields. These vector fields could be used in this case to construct a global smooth flat metric on the manifold. Since most manifolds do not admit global flat metrics, the existence of a complete set of smooth non-vanishing coordinate vector fields can not exist on most manifolds. Figure 3 , drawn from the perspective of a smooth coordinate patch that covers both sides of an interface boundary, illustrates how the multi-cube coordinates in neighboring regions can be continuous while failing to be differ-entiable across region boundaries. The coordinate region B 1 on the left, matches to coordinate region B 2 on the right across the X 1 = X 2 interface in Fig. 3 . The coordinate vectors tangent to this interface, e.g. ∂ Y 1 and ∂ Y 2 , are continuous across this interface, while those not tangent to the boundary, i.e. ∂ X 1 and ∂ X 2 , are discontinuous there. Both approaches described above for specifying differential structures on a multi-cube manifolds require that a great deal of extra structure be provided. This paper proposes a third, more elegant and more efficient, approach that can be incorporated more easily into the computational infrastructure for solving partial differential equations numerically. Every manifold with a C k+1 differential structure admits a symmetric positive definite C k differentiable metric tensor g i j . The method proposed here for specifying the global differential structure on a multi-cube manifold requires that the components of (any) one of these C k differentiable reference metrics, g i j , be provided in the global Cartesian coordinate basis used to define the multi-cube manifold. The components of this reference metric g i j will be C k functions of the multi-cube Cartesian coordinates within each region B A , but will (in general) be discontinuous across the interfaces between regions. The only requirement on this reference metric is that it must be sufficiently smooth, C k , when represented in a global C k+1 coordinate atlas. The C k+1 coordinate charts Υ A themselves need not be given as part of the specification of the multi-cube manifold. Their only use in this method is to ensure a priori that the reference metric meets the needed smoothness requirements.
Once a suitable reference metric g i j is provided, it is straightforward to construct the Jacobian matrices J 
where J Aαi Bβ j is in effect the Jacobian matrix of the transformation. The analogous transformation law for covectors w Bi is,
where J * Bβ j Aαi is in effect the dual Jacobian matrix.
Let g Ai j denote the coordinate components of the reference metric in the multi-cube coordinate basis of region B A , and let n Aαi denote the outward directed normal covector to the surface ∂ α B A . This interface is a surface of constant coordinate x α A , so the geometrical normal covector is proportional to ∂ Ai x α A . The normal covector is therefore given by 
The Jacobian matrices defined in Eqs. (6) and (7) are the unique ones with the properties: a) They map the geometrical normals n j Bβ into −n i Aα and n Bβ j into −n Aαi ,
(i.e. the outward directed normal of one region is identified with the inward directed normal of its neighbor).
b) The Jacobian matrix J Aαi Bβ j transforms any vector t i tangent to the boundary (i.e. any vector satisfying t i n i = 0) using the continuity of the Ψ Aα Bβ maps:
c) The Jacobian matrix J Aαi Bβ j and its dual J * Bβ j Aαi are inverses
This last property ensures that tensor contractions and traces transform properly under these boundary interface mappings. The Jacobian matrices constructed in Eqs. (6) and (7) using the identification maps Ψ
Aα
Bβ and the reference metric g i j define the transformations needed to connect arbitrary tensor fields across the interface boundaries of multi-cube manifolds. These transformations make it possible therefore to define what it means for a global tensor field to be continuous on multi-cube manifolds: A tensor field is continuous on a multi-cube manifold if its multi-cube coordinate components are continuous within each region B A , and if its multi-cube coordinate components at each interface boundary point are equal to the transform of its components from the neighboring region.
The reference metric can also be used to define a smooth connection
that can be used to define a covariant derivative operator ∇ i . This covariant derivative is related to the coordinate partial derivatives (within each region B A ) by the usual expressions for the case of vectors and covectors:
The covariant gradients of tensors, e.g. ∇ i v j and ∇ i w j , are themselves tensor fields. Therefore they are transformed at interface boundaries using the Jacobian matrices defined in Eqs. (6) and (7) as well. Thus, for example, the gradients of vectors and covectors transform as,
Using these transformation laws it is straightforward to define what it means for a global tensor field to be differentiable on a multi-cube manifold: A tensor field is differentiable if the tensor and its covariant gradient are continuous everywhere including across all multi-cube interfaces.
The concept of C k tensors can be built up in a straightforward way simply by taking k th order covariant gradients of tensors and demanding that the tensor and all gradients up through k th order be continuous global tensor fields.
The addition of a smooth (i.e. C k differentiable) positive definite reference metric g i j therefore provides all the additional information needed to define a global C k differential structure on any multi-cube manifold.
Interface Boundary Conditions for Multi-Cube Manifolds
The multi-cube representations of manifolds provide a practical framework in which to solve systems of partial differential equations numerically on manifolds with non-trivial spatial topologies. The idea is to solve those equations on each of the cubic regions B A separately, using boundary conditions on the faces ∂ α B A that ensure the combination of local solutions from each region satisfies the system of equations globally-including at the boundaries. Solving differential equations using multi-patch methods is a common practice in computational physics on manifolds that are subsets of R 3 [4, 5, 6, 7, 8, 9, 10] . Such methods are used for example in the pseudo-spectral code SpEC (developed by the Caltech/Cornell numerical relativity collaboration [15, 16, 17, 18, 19] ) to solve Einstein's equations. The multi-cube framework developed here extends the class of problems accessible to such codes by allowing them to solve problems on computational domains that can not be covered by a single global coordinate chart. This generalization provides a method of solving differential equations on two-dimensional and three-dimensional manifolds with arbitrary topologies, in addition to a very large class of higher dimensional manifolds. The code changes needed to implement these more general multi-cube methods require fairly minor generalizations of the way boundary conditions are imposed at the interfaces between cubic regions in standard multi-patch codes. The needed generalizations are described here in some detail for second-order quasi-linear strongly-elliptic and first-order symmetric-hyperbolic systems of equations.
Interface Boundary Conditions for Elliptic Systems
A second-order quasi-linear strongly-elliptic system of equations for a collection of tensor fields u A can be written in the form
where ∇ i is some covariant derivative operator, M jkA B (u) may depend on the fields but not their derivatives, and F B (u, ∇u) may depend on the fields and their first derivatives. The script indexes A, B, C, ... in these expressions label the components of the collection of tensor fields that make up u A . Such a system is strongly elliptic if there is a positive definite metric on the space of fields, S AB , a positive definite spatial metric, g i j , on the manifold (e.g. the reference metric used to define the multi-cube structure) and a positive constant, C > 0, such that
for every v A and every w j [20] . All differentiable soltuions to second-order elliptic systems of this type are smooth, assuming the quantities M jkA B and F B are smooth [20] . Boundary conditions for these equations at internal inter-region boundaries are therefore quite simple: the solutions u A and their normal derivatives n i ∇ i u A (where n i is the normal to the boundary) must be continuous when transformed appropriately across inter-region boundaries.
These continuity conditions can only be imposed at the interface boundaries by transforming the fields u A computed in one region, B B , into the tensor basis used by its neighboring region, B A . The fields u A are (by assumption) a collection of tensor fields whose components are transformed across region boundaries using the Jacobian as defined in Eqs. 
where J A B is the multi-component Jacobian appropriate for each tensor part of u B . For example, a system whose fields consist of a scalar, a vector, and a covector u B = {ψ, v i , w i }, would transform as follows,
The boundary conditions for second-order elliptic systems also place conditions on the normal derivatives of the fields, n i ∇ i u A . The covariant gradient of a tensor field is itself a tensor field, so these gradients are transformed across region boundaries by an equation analogous to Eq. (19):
It may be more convenient in some cases to impose the needed continuity conditions on the partial derivatives, n i ∂ i u A , rather than the covariant derivatives of the fields, n i ∇ i u A . The interface boundary transformations needed in this case are easy to obtain from Eq. 
The needed interface boundary conditions for second-order elliptic systems can now be stated precisely: Let 
to be imposed on the boundary face ∂ β B B , and the equation,
to be imposed on the boundary face ∂ α B A . The required continuity conditions can be imposed numerically by replacing the elliptic system, Eq. (17), with the equation for the continuity of the fields on the grid points of one of the boundary faces, ∂ β B B , and the equation for the continuity of the normal derivatives on the grid points of the other face ∂ α B A . Together these boundary conditions ensure that the global solution to Eq. (17) will have the required continuity and differentiability at interface boundaries. Secondorder strongly-elliptic systems can be solved using either Dirichlet or Neumann type boundary conditions. Thus the continuity conditions imposed here are exactly those needed to ensure the well-posedness of the boundary value problem within each cubic region.
Boundary conditions of this type are already used successfully and routinely in elliptic-solver codes that implement traditional multi-patch methods (see e.g. Ref. [16] ). The only difference between the boundary conditions used in those traditional multi-patch codes and the ones introduced here is the form of the Jacobian matrices used to transform the components of tensors and their derivatives at the interfaces between regions. In traditional multi-patch methods these Jacobians are just identity matrices, because in those cases there was always a smooth global coordinate basis that could be used to represent tensor fields in all computational subdomains. In the multi-cube method introduced here, these Jacobians contain critical information about the differential topology of the manifold.
Interface Boundary Conditions for Hyperbolic Systems
A first-order symmetric-hyperbolic system of equations for the dynamical fields u A (assumed here to be a collection of tensor fields) can be written in the form
where the characteristic matrix, A kA B (u), and source term, F A (u), may depend on the fields u A but not their derivatives. The script indexes A, B, C, ... in these expressions label the components of the collection of tensor fields that make up u A . These systems are called symmetric because, by assumption, there exists a positive definite metric on the space of fields, S AB , that can be used to transform the characteristic matrix into a symmetric form:
Boundary conditions for symmetric-hyperbolic systems must be imposed on the incoming characteristic fields of the system. The characteristic fieldsû K (whose index K labels the collection of characteristic fields) are projections of the dynamical fields u A onto the left eigenvectors of the characteristic matrix (cf. Refs. [21, 22] ),
defined by the equation,
The co-vector n k that appears in this definition is the outward pointing unit normal to the surface on which the characteristic fields are evaluated. The eigenvalues v (K) are often referred to as the characteristic speeds of the system. The characteristic fieldsû K represent the independent dynamical degrees of freedom at the boundaries. These characteristic fields propagate at the speeds v (K) (in the short wavelength limit), so boundary conditions must be given for each incoming characteristic field, i.e., for each field with speed v (K) < 0. No boundary condition is required (or allowed) for outgoing characteristic fields, i.e., for any field with v K) ≥ 0.
The boundary conditions on the dynamical fields u A that ensure the equations are satisfied across the faces of adjoining cubic regions are quite simple: data for the incoming characteristic fields at the boundary of one region are supplied by the outgoing characteristic fields from the neighboring region. The boundary conditions at an interface between cubic regions require that the dynamical fields u A A in region B A be transformed into the tensor basis used in the neighboring region B B . When the dynamical fields u A are a collection of tensor fields (as assumed here) their components are transformed from one coordinate representation to another using the Jacobian of the transformation as described in Eq. (19) . In this case the needed boundary conditions can be stated precisely for hyperbolic evolution problems: Consider two cubic regions B A and B B whose boundaries ∂ α B A and ∂ β B B are identified by the map Ψ 
The matrix of eigenvectors, e K A (n), that appears in this expression is to be evaluated using the fields from region B B that have been transformed into region B A where the boundary condition is to be imposed. This boundary condition must be applied to each incoming characteristic field on each internal cube face, i.e., on each face that is identified with the face of a neighboring region.
This type of boundary condition is used routinely and successfully by hyperbolic evolution codes, such as the Caltech/Cornell SpEC code, that implement traditional multi-patch methods. Those traditional applications differ from the multi-cube methods discussed here only in the fact that tensors in those traditional cases could always be expressed in terms of the global coordinate basis. The generalized Jacobians J A B needed to transform tensors across interface boundaries in those traditional applications of multi-patch methods are therefore just the identity map. In the more general multi-cube construction introduced in Secs. 2 and 3, the Jacobians contain critical information about the differential topology of the manifold, so the transformations used here must be slightly more complicated than those used in the traditional multi-patch case. Other than that simple difference, however, the boundary conditions introduced here are the same as those used in the traditional multi-patch methods.
In some cases, like systems representing second-order tensor wave equations, the dynamical fields will include a collection of primary tensor fields plus a collection of secondary fields representing the first derivatives of the primary fields. In most cases the secondary fields can be defined using a covariant derivative, thus making them tensor fields as well. The Einstein equations are somewhat problematic, because the most natural covariant derivative of the metric tensor (the primary tensor field in this case) vanishes identically. Thus first-order symmetrichyperbolic representations of the Einstein equations are not generally co-variant [22] . They can be made fully covariant however by defining the secondary dynamical fields using the covariant derivative associated with the non-dynamical reference metric that defines the differential topology of the manifold. This type of fully covariant first-order representation of the Einstein system will be discussed in detail in a future publication.
Numerical Tests of a Multi-Cube Elliptic Equation Solver
This section discusses a series of tests of the numerical solution of elliptic equations on compact three-manifolds using the multi-cube methods described in Secs. 2, 3, and 4. These tests find numerical solutions to the equation
where ψ is a scalar field, ∇ i represents the covariant derivative associated with a fixed smooth positive-definite metric g i j on a particular three-manifold, c is a constant, and f is a fixed source function. The constant term, with c 2 > 0, ensures the solution to this equation is unique on any compact three-manifold. This equation is solved here on the three-manifolds whose multicube representations are described in Appendix A: T 3 with a flat metric, S 2 × S 1 with a round constant-curvature metric, and S 3 with the standard round constant-curvature metric. The source functions f for these tests are chosen to ensure that the solutions ψ are non-trivial functions which are known analytically.
The accuracy and effectiveness of the numerical solutions of Eq. (30) are evaluated in two ways. The first accuracy indicator used here is the residual, R, which measures how well the numerical solutions satisfy the discrete form of the differential equations. This numerical residual is defined as
where ψ N is the numerical solution of the discrete form of Eq. (30) . The size of this residual is monitored for each numerical solution by evaluating its L 2 norm and computing the normalized residual error quantity, E R , defined as
The second accuracy indicator used here measures the error in the numerical solution itself: ∆ψ = ψ E −ψ N , where ψ E and ψ N represent the exact analytical solution and the discrete numerical solutions respectively. The magnitude of ∆ψ is evaluated using the scale invariant L 2 measure of the solution error:
The numerical tests described here were performed using the elliptic equation solver that is part of the SpEC code [16] . This code, developed originally by the Caltech/Cornell numerical relativity collaboration, uses pseudo-spectral methods to represent functions and evaluate their spatial derivatives. It solves elliptic equations using the PETSc toolkit of linear and non-linear equation solvers. Each cubic region in the tests described here is subdivided into one or more computational subregions, on which field components are represented using Chebyshev basis functions at the Gauss-Lobatto collocation points. The structure of these subregions was chosen to achieve fairly uniform spatial resolution. The particular choice of subregions is described in the discussion of each test.
These numerical tests verify that several new ideas introduced in Secs. 2, 3, 4 and Appendix A are correct, and that these ideas have been implemented correctly in the SpEC code. The most fundamental new ideas tested here are the inter-region boundary conditions, Eqs. (24) and (25), for elliptic equations. These internal boundary conditions depend on the Jacobians and their derivatives, which depend in turn on the inter-region boundary maps in a critical way for manifolds with non-trivial topologies. These Jacobian terms contribute to the boundary conditions in a non-trivial way even for the simple scalar elliptic equation (30) used in these tests. These tests also depend in a non-trivial way on the multi-cube representations of the reference metrics Eqs. (A.9) and (A.20) and their associated covariant derivatives on the manifolds S 2 × S 1 and S 3 . If any of these new elements of the multi-cube method were incorrect (or were implemented incorrectly in the code) the numerical tests described here would not achieve the exponential convergence in the solution error measure E ψ that is seen in these tests.
Tests of a Multi-Cube Elliptic Equation Solver on T
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The numerical tests described here use the multi-cube representation of the three-manifold with topology T 3 given in Appendix A.1. The reference metric in this case is the flat Euclidean metric, Eq. (A.1), so the covariant derivatives which appear in the elliptic Eq. (30) are just the Cartesian coordinate partial derivatives. When written in terms of the multi-cube Cartesian coordinates on T 3 , therefore, this equation takes the simple form,
This equation is solved numerically in these tests using the source function f given by,
where k, ℓ, and m are integers, c is a constant c = 1/L, and ω is given by
The exact analytical solution to this equation is given by
The numerical tests of the solutions to Eqs. (34)-(36) were performed using a source function with k = ℓ = m = 2. These tests were performed on a set of eight computational subregions using a range of numerical resolutions having N = 8, 10, 12, 14, 16, 18 and 20 collocation points respectively in each spatial direction in each subregion. These subregions divide the one cubic region B 1 needed to represent T 3 into eight cubes: each half the size of the region in each spatial direction. The internal boundary maps between these subregions are just the trivial identity maps. The graphs of the solution errors E ψ and the residual errors E R , as defined in Eqs. (32) and (33), for these tests are shown in Fig. 4 . The elliptic sover for these tests were run until the residual errors E R were reduced to the level of numerical roundoff. These results demonstrate that the boundary conditions introduced here on region boundaries were implemented correctly and efficiently: successfully achieving the exponential convergence expected of spectral numerical methods. 
Tests of a Multi-Cube Elliptic Equation Solver on S
The numerical tests described here use the multi-cube representation of the three-manifold with topology S 2 × S 1 given in Appendix A.2. The reference metric used in this case is the constant-curvature round metric given in terms of angular coordinates {χ, θ, ϕ} in Eq. (A.8), and in the multi-cube Cartesian coordinates used in these tests in Eq. (A.9). This choice of reference metric makes the elliptic Eq. (30) somewhat more complicated in this case. In terms of the standard angular coordinates this equation has the form
This equation is solved numerically in these tests with a source function f given by,
where Y ℓm (θ, ϕ) is the standard S 2 spherical harmonic function, k, ℓ, and m are integers, c is a constant c = 1/R 2 , ω is given by
and ℜ[Q] denotes the real part of a quantity Q. The exact analytical solution to this equation is given by
The numerical solution to this equation is carried out using the Cartesian coordinates of the multi-cube description of S 2 × S 1 described in Appendix A.2. The covariant derivatives used by the SpEC code for this test are evaluated using the Cartesian coordinate representation of the round metric given in Eq. (A.9). The source function f that appears on the right side of Eq. (38), is evaluated in the multi-cube Cartesian coordinates used for these tests with the transformations between the angular and Cartesian coordinates given in Tables A.4 and A.5.
The tests performed here used the source function given in Eqs. (39)- (40) with k = ℓ = m = 2. These tests used a set of twelve computational subregions to represent the six cubic regions of S 2 × S 1 , cf. Fig. A.10 . These subregions divide each region in the periodically identified z direction into two subregions. These tests were performed using N = 8, 10, 12, 14, 16, 18, 20 and 22 collocation points respectively in each spatial direction in each of the computational subregions. The boundary conditions at the inter-region boundaries are based on the maps specified in Table A.3. The graphs of the solution errors E ψ and the residual errors E R , as defined in Eqs. (32) and (33), for these tests are shown in Fig. 5 . The elliptic sover for these tests were run until the residual errors E R were reduced to the level of numerical roundoff. This graph demonstrates, for the non-trivial S 2 × S 1 case, that the computational region boundary conditions developed here have been implemented correctly and efficiently, achieving the exponential convergence expected of spectral numerical methods. 
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The numerical tests described here use the multi-cube representation of the three-manifold with topology S 3 given in Appendix A.3. The reference metric used in this case is the standard constant-curvature round metric for S 3 given in terms of angular coordinates {χ, θ, ϕ} in Eq. (A. 19) , and in the multi-cube Cartesian coordinates used in these tests in Eq. (A.20) . This choice of reference metric fixes the elliptic Eq. (30) to have the form,
when expressed in terms of the standard angular coordinates {χ, θ, ϕ} used on S 3 . The source function f used in these numerical tests is given by,
where the Y kℓm (χ, θ, ϕ) are the S 3 spherical harmonics described in Appendix B, k, ℓ, and m are integers, c is a constant c = 1/R 3 , and ω is given by
The numerical solutions of Eq. (42) are carried out for these tests using the multi-cube representation of S 3 described in Appendix A. The numerical tests described here solved the elliptic Eqs. (42)- (44) with the parameter values k = ℓ = m = 2 in the source function f . These tests were done using a set of eight computational subregions, corresponding to the eight cubic regions needed to represent S 3 , cf. Fig. A.11 . These tests used N = 8, 10, 12, 14, 16, 18, 20 and 22 collocation points respectively in each spatial direction in each of the computational subregions. The boundary conditions at the region boundaries for these tests are based on the interface identification maps specified in Table A .8. The graphs of the solution errors E ψ and the residual errors E R , defined in Eqs. (32) and (33), for these tests are shown in Fig. 6 . The elliptic sover for these tests were run until the residual errors E R were reduced to the level of numerical roundoff. This graph demonstrates for another non-trivial example that the inter-region boundary conditions developed here have been implemented correctly and efficiently. Figure 6 also demonstrates that these numerical tests have achieved the exponential convergence expected of spectral numerical methods.
Numerical Tests of a Multi-Cube Hyperbolic Equation Solver
This section discusses numerical tests of the multi-cube methods for solving hyperbolic evolution equations on compact three-manifolds as described in Secs. 2, 3, and 4. These tests find numerical solutions to the scalar wave equation
where ∇ i represents the spatial covariant derivative on the fixed geometry of the spatial threemanifold. This equation is solved here on the three-manifolds described in Appendix A: T 3 with a flat metric, S 2 × S 1 with the constant curvature round metric, and S 3 with the standard constant-curvature round metric.
These wave equations are converted to first-order symmetric-hyperbolic form before solving them numerically. The list of dynamical fields u α = {ψ, Π, Φ i } is therefore expanded to include the first derivatives of ψ: Π = −∂ t ψ, and Φ i = ∂ i ψ. Constraint damping is used to enforce the constraint,
using the methods developed in Ref. [23] with constraint damping parameter γ 2 = 1. Exact analytical solutions exist to these wave equations on the three-manifolds used in these tests. Therefore the effectiveness and efficiency of the evolution code can be tested in these cases by comparing numerical solutions ψ N to this equation with the known analytical solutions ψ E . The accuracy, and convergence properties, of the code can be measured therefore by monitoring the L 2 norms of ∆ψ = ψ E − ψ N using the solution error measure defined in Eq. (33). It is also useful to monitor the constraint violation errors C i . This is done by constructing the constraint error measure:
This constraint error measure is invariant under changes in the overall scale of the solution, and to changes in the coordinates used to represent the solution.
The tests performed here use the scalar wave evolution system that is implemented as part of the SpEC code [23, 24] . This code, developed originally by the Caltech/Cornell numerical relativity collaboration, uses pseudo-spectral methods to evaluate spatial derivatives, and the method of lines to approximate the hyperbolic system of partial differential equations as sets of coupled ordinary differential equations on each collocation point. These tests use an eighth order Dormand-Prince [25] algorithm to integrate the method of lines ordinary differential equations in time. Each cubic region in these tests is subdivided into one or more computational subregions, on which field components are represented using Chebyshev basis functions at the Gauss-Labatto collocation points. The structure of these subregions was chosen to achieve fairly uniform spatial resolution. The particular choice of subregions is described in the discussion of each particular test.
Tests of a Multi-Cube Hyperbolic Equation Solver on T 3
The numerical tests described here use the multi-cube representation of the three-manifold with topology T 3 given in Appendix A.1. The reference metric in this case is the flat Euclidean metric, Eq. (A.1), so the spatial covariant derivatives which appear in the wave Eq. (46) are just the Cartesian coordinate partial derivatives. When written in terms of the multi-cube Cartesian coordinates on T 3 , therefore, the wave equation takes the simple form,
The idea is to solve this equation numerically with initial data:
where k, ℓ, and m are integers, and ω is given by
The exact solution to this initial value problem is given analytically by
The numerical solution of the wave Eq. (49) for these tests was performed on a set of eight computational subregions. These subregions divide the one cubic region needed to represent T 3 into eight cubes, each half the size of the region in each spatial direction. The internal boundary maps between these subregions are just the trivial identity maps. These hyperbolic evolution tests were performed using the initial data given in Eqs. (50) and (51) with k = ℓ = m = 2. These tests used computational subregions having N = 16, 18, 20 and 22 collocation points respectively in each spatial direction. The graphs of the solution errors E ψ and the constraint violation errors E C for these tests are shown in Fig. 7 . These graphs demonstrate that the numerical methods described here successfully achieve the exponential convergence expected of spectral numerical methods. The slow growth in time of the solution error E ψ , seen in the left side of Fig. 7 is linear in time. This type of error is a common feature of the ordinary differential equation integrator used for these tests.
Tests of a Multi-Cube Hyperbolic Equation Solver on S
The numerical tests described here use the multi-cube representation of the three-manifold with topology S 2 × S 1 given in Appendix A.2. The reference metric used in this case is the constant-curvature round metric given in terms of angular coordinates {χ, θ, ϕ} in Eq. (A.8), and in the multi-cube Cartesian coordinates used in these tests in Eq. (A.9). This choice of reference metric fixes the wave Eq. (30) to have the form
when expressed in terms of the angular coordinates {χ, θ, ϕ} used on S 2 × S 1 . The idea is to solve this equation numerically with initial data:
where Y ℓm (θ, ϕ) are the standard S 2 spherical harmonics, k, ℓ, and m are integers, ω is given by
and ℜ[Q] denotes the real part of the quantity Q. The exact solution to this initial value problem is given analytically by
The numerical solution of Eq. (54) is carried out using the Cartesian coordinates of the multicube description of S 2 × S 1 described in Appendix A.2. The spatial covariant derivatives used by the SpEC code for this test are evaluated using the Cartesian coordinate representation of the round metric given in Eq. (A.9). The initial data, Eqs. (55) and (56), used for these tests are evaluated in the multi-cube Cartesian coordinates with the transformations between the angular and Cartesian coordinates given in Tables A.4 and A.5.
The numerical solution of the scalar wave Eq. (54) for these tests was performed on a set of twelve computational subregions. These subregions divide the six cubic regions needed to represent S 2 × S 1 , cf. Fig. A.10 , into cubes that are half the size of the region in the z direction. The internal boundary maps between these subregions are just the trivial identity maps, while the maps between regions are those given in Table A. 3. These hyperbolic evolution tests were performed using the initial data given in Eqs. (55) and (56) with k = ℓ = m = 2. These tests were performed on computational subregions having N = 16, 18, 20 and 22 collocation points respectively in each spatial direction. The graphs of the solution errors E ψ and the constraint violation errors E C for these tests are shown in Fig. 8 . These graphs demonstrate that the numerical methods described here successfully achieve the exponential convergence expected of spectral numerical methods. The slow growth in time of the solution error E ψ , seen in left side of Fig. 8 is (mostly) linear in time. This growth in the error is a common feature of the ordinary differential equation integrator used for these tests. 
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The numerical tests described here use the multi-cube representation of the three-manifold with topology S 3 given in Appendix A.3. The reference metric used in this case is the standard constant-curvature round metric for S 3 given in terms of angular coordinates {χ, θ, ϕ} in Eq. (A. 19) , and in the multi-cube Cartesian coordinates used in these tests in Eq. (A.20) . This choice of reference metric fixes the wave Eq. (46) to have the form,
when expressed in terms of the standard angular coordinates {χ, θ, ϕ} used on S 3 . This equation is solved numerically with initial data:
where Y kℓm is the S 3 spherical harmonic function defined in Appendix B, k, ℓ, and m are integers, and ω is given by
The solution to this initial value problem is given analytically by
The numerical solution of Eq. (59) is carried out using the Cartesian coordinates of the multicube description of S 3 described in Appendix A.3. The spatial covariant derivatives used by the SpEC code for this test are evaluated using the Cartesian coordinate representation of the round metric given in Eq. (A.20) . The initial data, Eqs. (60) and (61), used for these tests are evaluated in the multi-cube Cartesian coordinates with the transformations between the angular and Cartesian coordinates given in Table A .8 and A.9.
The numerical solution of the scalar wave Eq. (59) for these tests was performed on a set of eight computational subregions. These subregions are identical to the eight cubic regions needed to represent S 3 , cf. Fig. A.11 . The maps between regions are those given in Table A .7. The hyperbolic evolution test was performed using the initial data given in Eqs. (60) and (61) with k = ℓ = m = 2. These tests were performed on computational subregions having N = 16, 18, 20 and 22 collocation points respectively in each spatial direction. The graphs of the solution errors E ψ and the constraint violation errors E C for these tests are shown in Fig. 9 . These graphs demonstrate that the numerical methods described here successfully achieve the exponential convergence expected of spectral numerical methods. The slow growth in time of the solution error E ψ , seen in the left side of Fig. 9 is (mostly) linear in time. This growth in the error is a common feature of the ordinary differential equation integrator used for these tests. The three-manifold S 2 × S 1 is represented using the six cubic regions illustrated here. The faces of these cubes are identified using the maps described in Table A. 3. This representation of S 2 × S 1 is based on the commonly used "cubed-sphere" representation of S 2 . 
denote a two-sphere S 2 of radius r. It is useful for some purposes to identify points on this S 2 using standard angular coordinates θ and ϕ:
Now consider a cubeB centered at the origin, of size L = 2r/ √ 3 (which just fits inside the sphere), whose orientation is aligned with the {x,ȳ,z} axes. Let ∂ᾱB represent the six faces of this cube, withᾱ = ±x, etc., labeling the various faces. The images of these six faces can be arranged in a plane, like the α = +z faces of the cubes shown in Fig. A.10 . The goal here is to construct a representation of S 2 × S 1 , so it will also be useful to make a correspondence between these cube faces ∂ᾱB with the cubes shown in Fig. A.10 . Table A .4 gives the relationship between the cube-face identifiersᾱ = ±x, etc. and the cubic region labels A=1,2,...,6 shown in Fig. A.10 .
Points on each of the cube-faces, ∂ᾱB, can be identified by their local Cartesian coordinates. For example, points on theᾱ = +z face, i.e. the A = 2 face in Fig. A.10 , can be identified by the coordinates {x,ȳ}. It is also useful to introduce scaled local Cartesian coordinates, {X A , Y A } to represent the points on these faces. For theᾱ = +z face for example, it is useful to set {X 2 , Y 2 } = {x/z,ȳ/z}. Each coordinate has been divided byz, which is constant on this face, to ensure that the scaled coordinates {X 2 , Y 2 } are confined to the ranges, −1 ≤ X 2 ≤ 1 and −1 ≤ Y 2 ≤ 1. Similar definitions are made on the other faces, cf. Table A 
The {X A , Y A } defined in this way are local Cartesian coordinates. These could be converted to global coordinates by adding in the appropriate offset for each face: Y A could be used as local "Cartesian" coordinates on these cube faces. These angle-based Cartesian coordinates have the advantage of giving a more uniform mapping of the Euclidean plane onto the image of the cube face on the sphere, so they are the preferred choice for numerical work. Global Cartesian coordinates constructed from these angle-based coordinates are defined by
where X A and Y A are functions of the standard angular coordinates θ and ϕ by the expressions given in Table A .4. For representations of S 2 × S 1 , an appropriate coordinate is also needed for the periodically identified z direction in Fig. A.10 . Introduce an angle χ, whose range is −π ≤ χ ≤ π, that labels the points in the S 1 subspace. Then define the global Cartesian coordinate associated with this direction as 
The standard constant-curvature "round" metric on S 2 × S 1 is smooth, and it is therefore an acceptable choice for the reference metric to define the differential structure on this manifold. The simplest representation of this round metric uses the angular coordinates θ, ϕ, and χ:
where R 2 and R 1 are constants that specify the radii of the S 2 and S 1 parts of the geometry respectively. Using the transformations given in Eqs. (A.5)-(A.7) and Table A.4, a straightforward (but lengthy) calculation gives the global multi-cube Cartesian-coordinate representation of this metric on S 2 × S 1 :
The X A and Y A that appear in this expression are thought of as the functions of the Cartesian coordinates obtained by inverting the expressions given in Eqs. (A.5) and (A.6): The locations of the eight cubic regions used to construct this representation of S 3 are illustrated in Fig. A.11 . The values of the cube-center location vectors c A for this configuration is summarized in Table A.6. The inner faces of the touching cubes in Fig. A.11 are assumed to be connected by identity maps. The outer faces of these eight cubic regions are identified using the maps described in Table A. 7. This "cubed-sphere" representation of S 3 is a natural threedimensional generalization of the two-dimensional cubed-sphere representation of S 2 described in Appendix A.2. It is constructed by inserting a four-dimensional cube into a three-dimensional sphere S 3 in R 4 , and then identifying points on the faces of the four-cube with the points on the three-sphere that are connected by rays extending outward from the origin. The three-manifold S 3 can be represented using the eight cubic regions illustrated here. Cubic region B 2 , centered at the origin c 2 = (0, 0, 0) is hidden between B 7 and B 8 in this figure. The outer faces of these cubes are identified using the maps described in Table A .7. It is appropriate to discuss this "cubed-sphere" representation of S 3 in some detail, since it does not appear to have been used or described in the literature before. Let {x,ȳ,z,w} denote Cartesian coordinates in R 4 , and letx 2 +ȳ 2 +z 2 +w 2 = r 2 denote a three-sphere, S 3 , of radius r. It is often useful to identify points in S 3 using the angular coordinates χ, θ and ϕ:
x = r sin χ sin θ cos ϕ, (A.12) y = r sin χ sin θ sin ϕ, (A.13) z = r sin χ cos θ, (A.14) w = r cos χ. (A.15)
Now consider a four-cube centered at the origin, of size L = r (which just fits inside the threesphere), whose orientation is aligned with the {x,ȳ,z,w} axes. Let ∂ᾱB denote the eight faces of this four-cube (each of which is a three-cube) labeled by the indexᾱ = ±x, etc. Arrange the images of these eight three-cubes in R 3 at the locations given in Table A .6, as shown in Fig. A.11 . Table A.8 gives the relationship between the four-cube face identifiersᾱ = ±x, etc. and the three-cube region identifiers A=1,2,...,8 shown in Fig. A.11 .
Points on each of the four-cube faces, ∂ᾱB, can be identified by their local Cartesian coordinates. For example, points on theᾱ = +w face, i.e. the A = 2 region in Fig. A.11 , can be identified by the coordinates {x,ȳ,z}. It is convenient to introduce scaled local Cartesian coordinates, {X A , Y A , Z A } to represent the points on these faces. For theᾱ = +w face for example, set {X 2 , Y 2 , Z 2 } = {x/w,ȳ/w,z/w}. Each coordinate has been divided byw, which is constant on this face, to ensure that the scaled coordinates {X 2 , Y 2 , Z 2 } are confined to the ranges, −1 ≤ X 2 ≤ 1, −1 ≤ Y 2 ≤ 1, and −1 ≤ Z 2 ≤ 1. Similar definitions are made on the other faces, cf. Table A Alternatively, the angles tan −1 X A , tan −1 Y A , and tan −1 Z A also provide local Cartesian-like coordinates for these cubes. These angle-based Cartesian coordinates give a more uniform mapping of Euclidean space onto the image of the four-cube face on the three-sphere. So as in the twodimensional cubed-sphere case, these angle-based Cartesian coordinates are the preferred choice for numerical work on the multi-cube representation of S 3 . Global multi-cube Cartesian coordinates constructed from these angle-based coordinates are defined by Tables A.8 and A.9. The standard constant-curvature "round" metric on S 3 is smooth, and it is therefore an acceptable choice for the reference metric to define the differential structure on this manifold. The simplest representation of this round metric uses the angular coordinates χ, θ, and ϕ: Tables A.8 and A.9, a straightforward (but lengthy) calculation gives the global multi-cube Cartesian-coordinate representation of this metric on S 3 :
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