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Abstract
The Numerov method for linear second-order di&erential equations is generalized to include equations
containing a (rst derivative term. The method presented has the same degree of accuracy as the conventional
Numerov method. The accuracy of the method is analysed in a limiting case and in the framework of
the numerical experiment in comparison with the Runge–Kutta method and with another modi(cations of
the Numerov method. A general scheme of the application to the numerical solution of the Hartree–Fock
equations is considered.
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1. Introduction
The linear second-order di&erential equations of the type
y′′(x) + g(x)y′(x) + f(x)y(x) = 0 (1)
occur in various (elds of physics. Here we shall mean the problem of the numerical self-consistent
solution of the Hartree–Fock (HF) equations of motion deduced from the Skyrme energy functional
[15] describing ground-state properties of atomic nuclei. For spherical nuclei these equations can
be reduced to the form (1), the (rst derivative term arising due to the radial dependence of the
nucleon e&ective mass. Usually the task is solved by the Runge–Kutta method. But this method
is not the best one for the HF self-consistency procedure because it requires the interpolation of
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functions g(x) and f(x) in Eq. (1) between the grid points where function y(x) is not calculated.
Another well-known method (see, for example, Refs. [6,2]), which was proposed by B. V. Numerov
in 1923, is free of the pointed shortcoming but the (rst derivative term in Eq. (1) precludes from
its immediate application. One of the ways to overcome this diHculty is the elimination of the
(rst derivative using a simple transformation: y(x) = w(x)exp
(− 12 ∫ g(x) dx). The other way is a
generalization of the Numerov method (NM) that is of interest in itself. Several modi(cations of the
NM were developed (see Refs. [8,14]) in order to include equations of the type (1) and more general
nonlinear equations. Here another generalization of the NM is presented which is most suitable for
the HF calculations and yields the same degree of accuracy as the initial Numerov method.
2. Generalized linear Numerov method
Let us introduce notations: y0 = y(x0), y± = y(x0 ± h) and analogously for the other functions,
where x0 is the (xed grid point, h is the step length. Developing quantities y±, y′±, y′′± in powers
of h, we obtain
y+ + y− = 2y0 + h2y′′0 +
h4
12
y(4)0 +
h6
360
y(6)0 + O(h
8); (2)
y+ − y− = 2hy′0 +
h3
3
y′′′0 +
h5
60
y(5)0 + O(h
7); (3)
y′+ + y
′
− = 2y
′
0 + h
2y′′′0 +
h4
12
y(5)0 + O(h
6); (4)
y′+ − y′− = 2hy′′0 +
h3
3
y(4)0 +
h5
60
y(6)0 + O(h
7); (5)
y′′+ + y
′′
− = 2y
′′
0 + h
2y(4)0 +
h4
12
y(6)0 + O(h
6); (6)
y′′+ − y′′− = 2hy′′′0 +
h3
3
y(5)0 + O(h
5): (7)
In addition, Eq. (1) yields:
y′′0 =−g0y′0 − f0y0; (8)
y′′+ =−g+y′+ − f+y+; (9)
y′′− =−g−y′− − f−y−: (10)
Let us consider Eqs. (3)–(10) as a system of eight linear equations for eight unknown quantities:
y′0, y′′0 , y′′′0 , y
(4)
0 , y
′±, y′′±. Solving these equations and substituting the found quantities y′′0 and y
(4)
0
in Eq. (2) we get
T0y0 = T+y+ + T−y− + R(6); (11)
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where
T0 = 2a− 5h
2
6
b0f0; (12)
T± = a± h24 (10cg0 + g+ + g−) +
h2
12
b±f±; (13)
a=
(
1 +
h
3
g+
)(
1− h
3
g−
)
+
h2
18
g0(g+ + g−); (14)
b0 =
(
1 +
4h
15
g+
)(
1− 4h
15
g−
)
+
(
h
15
)2
g+g−; (15)
b± =
(
1± 5h
6
g0
)(
1∓ h
3
g∓
)
+
(
h
3
)2
g0g∓; (16)
c =
(
1 +
7h
20
g+
)(
1− 7h
20
g−
)
+
(
3h
20
)2
g+g−; (17)
R(6) =
h6
240
(y(6)0 + 3g0y
(5)
0 ) + O(h
8): (18)
In more detail this result can be obtained by the following way. Making use of Eqs. (8)–(10),
we get from Eqs. (7) and (6)
y′′′0 =
g−y′− + f−y− − g+y′+ − f+y+
2h
− h
2
6
y(5)0 + O(h
4); (19)
y(4)0 =
2(g0y′0 + f0y0)− g+y′+ − f+y+ − g−y′− − f−y−
h2
− h
2
12
y(6)0 + O(h
4): (20)
Substituting these equalities into Eqs. (3)–(5) we obtain
y+ − y− = 2hy′0 +
h2
6
(g−y′− + f−y− − g+y′+ − f+y+)−
7h5
180
y(5)0 + O(h
7); (21)
y′+ + y
′
− = 2y
′
0 +
h
2
(g−y′− + f−y− − g+y′+ − f+y+)−
h4
12
y(5)0 + O(h
6); (22)
y′+ − y′− =−
h
3
(4g0y′0 + 4f0y0 + g+y
′
+ + f+y+ + g−y
′
− + f−y−)−
h5
90
y(6)0 + O(h
7): (23)
It is useful to rewrite Eq. (21) in the form:
y′0 =
y+ − y−
2h
+
h
12
(g+y′+ + f+y+ − g−y′− − f−y−) +
7h4
360
y(5)0 + O(h
6): (24)
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Substitution for this formula into Eqs. (22) and (23) leads to the following system of two equations
for quantities y′±:
+y′+ + −y
′
− = ; (25)
+y′+ − −y′− = ; (26)
where
± = 1± h3 g±; ± = ± +
h2
9
g0g±; (27)
=
1
h
(y+ − y−) + h3 (f−y− − f+y+)−
2h4
45
y(5)0 + O(h
6); (28)
=
2
3
g0(y− − y+)− h3 (4f0y0 + f+y+ + f−y−)
+
h2
9
g0(f−y− − f+y+)− 7h
5
270
g0y
(5)
0 −
h5
90
y(6)0 + O(h
7): (29)
The solution of the system (25), (26) is as follows:
y′± =
∓± ∓
2a
; (30)
where a= 12 (+− + −+), that coincides with the de(nition (14).
Substituting formulas (30) into right-hand side of Eq. (24) we obtain after some algebra with
account of Eqs. (27)–(29)
y′0 =
S+y+ − S−y− − S0y0
2ah
+ R(4); (31)
where
S0 =
h3
9
(g+ + g−)f0; (32)
S± =
(
1 +
5h
12
g+
)(
1− 5h
12
g−
)
+
(
h
12
)2
g+g− +
h2
6
(
1∓ h
3
g∓
)
f±; (33)
R(4) =
7h4
360
y(5)0 + O(h
6): (34)
Finally, substitution for the found solutions y′±, y′0 (Eqs. (30), (31)) into Eqs. (8) and (20) yields
the explicit formulas for the quantities y′′0 and y
(4)
0 in terms of y0, y±. After substitution for these
formulas into Eq. (2) and a series of lengthy but straightforward algebraic transformations we arrive
at the result (11)–(18). Omitting the term R(6) in Eq. (11) we obtain the recurrence three-point
formula of the generalized Numerov method for linear second-order di&erential equations or, for
brevity, of the generalized linear NM (GLNM). Clearly this method reduces to the conventional
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NM if g(x)= 0 in Eq. (1). The local truncation error of the GLNM, which is contained in the term
R(6), is one of the same order h6 as the error of the conventional NM.
Formula (31) enables one to calculate the (rst derivative if the function y(x) is known at the
grid points. The local truncation error of order h4 is determined by the term R(4). The more precise
formula follows immediately from Eq. (23)
y′± =
(3∓ hg∓)y′∓ ∓ h(4g0y′0 + 4f0y0 + f+y+ + f−y−)∓ 3R(5)
3± hg± ; (35)
where
R(5) =
h5
90
y(6)0 + O(h
7): (36)
The presence of the derivatives in the right-hand side is a shortcoming of this formula, nevertheless
Eq. (35) is practical for the evaluation of y′(x) at the endpoints of the grid.
It should be noted that the formulas of the GLNM can be easily extended to the case of unho-
mogeneous equations of the type
y′′(x) + g(x)y′(x) + v(x)y(x) = u(x): (37)
This equation is formally reduced to Eq. (1) if we set
f(x) = v(x)− u(x)=y(x): (38)
Substitution for Eq. (38) into Eqs. (11)–(13) leads to linear unhomogeneous equation connecting
y0, y±. The same substitution modi(es Eqs. (31), (35) for the derivatives. These transformations do
not change the local truncation errors of the method because they do not depend explicitly on f(x)
(see the next section).
3. Accuracy of the method in the limiting case
For the following analysis it is useful to rewrite Eqs. (18), (34), and (36) for the local truncation
errors in the explicit form. Using the formal expansions of the residual terms in the right-hand sides
of Eqs. (2)–(7) in powers of h we get
R(6) =
∞∑
n=1
[A(6)n y
(2n+4)
0 + B
(6)
n y
(2n+3)
0 ]h
2n+4; (39)
R(5) =
∞∑
n=1
4ny(2n+4)0
3(2n+ 3)!
h2n+3; (40)
R(4) =
∞∑
n=1
[A(4)n y
(2n+3)
0 + B
(4)
n y
(2n+4)
0 ]h
2n+2; (41)
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where
A(6)n =
n
3(2n+ 4)!
[5(n+ 2)b0 − 3(n+ 1)a]; (42)
B(6)n =
n
18(2n+ 3)!
[15(2n+ 3)g0b0 − 2(n+ 1)(10cg0 + g+ + g−)]; (43)
A(4)n =
n
9a(2n+ 3)!
[15(2n+ 1)b0 − 4n(5c + 1)]; (44)
B(4)n =−
nh2
18a(2n+ 3)!
(g+ + g−): (45)
The values of a, b0, and c are de(ned by Eqs. (14), (15), and (17). In particular, it follows from
Eq. (39) that the GLNM is the exact method if y(x) is a fourth-degree polynomial for which
R(6) = 0. In case of g(x) = 0 (conventional NM), the truncation error R(6) is equal to zero for the
(fth-degree polynomials.
Consider the problem of the numerical integration of Eq. (1) on the semibounded interval
06 x¡∞. We shall assume that the behavior of the functions g(x) and f(x) near x = 0 is deter-
mined by the formulas
g(x) = g(0) + O(x); f(x) =
1
x2
[− l(l+ 1) + O(x)]; (46)
where g(0) is (nite, l=0; 1; 2; : : : . In particular, these conditions are satis(ed for the single-particle HF
equations describing the systems with spherical symmetry which will be considered in the following.
Note that in the simplest case, when g(x)=0, f(x)=1− l(l+1)=x2, Eq. (1) reduces to the equation
for spherical Bessel functions after substitution y(x) = xw(x).
If equalities (46) are ful(lled the regular solution of Eq. (1) is expressible in the form
y(x) =
∞∑
k=0
Ckxk+l+1; (47)
where C0 = 0. Consider the limiting case when in Eq. (11) x0 → 0, h → 0,  = h=x0 is (nite:
0¡6 1. Substitution for expansion (47) into Eq. (39) leads to the following result:
lim
x0→0
R(6)
y0
=


0; 06 l6 4;
[(l−3)=2]∑
n=1
(l+ 1)!n(2n+ 7)2n+4
3(2n+ 4)!(l− 2n− 3)! ; l¿ 5:
(48)
In addition we have
lim
x0→0
T0 = 2 +
5
6
l(l+ 1)2; (49)
lim
x0→0
T± = 1− 112 l(l+ 1)
(

1± 
)2
; (50)
lim
x0→0
y±
y0
= (1± )l+1: (51)
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Note that Eq. (11) together with Eqs. (48)–(51) must lead to the identity. We really get it because
it is not diHcult to verify the ful(llment of the equality:
[(l−3)=2]∑
n=1
(l+ 1)!n(2n+ 7)2n+4
3(2n+ 4)!(l− 2n− 3)! = 2− (1 + )
l+1 − (1− )l+1
+
l(l+ 1)
12
2[10 + (1 + )l−1 + (1− )l−1] (52)
(for l6 4 both sides of the equality are equal to zero).
Let us introduce notation y˜+ for the approximated value of y(x0 + h) calculated by using Eq.
(11) without the term R(6), i.e.
y˜+ = (T0y0 − T−y−)=T+; (53)
where y0 and y− are the exact values of the regular solution (47). The relative error of the GLNM
in the limiting case under consideration can be de(ned as
NGLNM5 = 1− lim
x0→0
y+
y˜+
= lim
x0→0
R(6)=y0
T0 − T−(y−=y0) : (54)
Because Eq. (53) is the (fth-order formula, hereinafter the notation GLNM5 is used for it. The
values of NGLNM5 calculated by using Eqs. (54), (48)–(51) for di&erent values of l and h=x0 are
represented in Table 1. For comparison the relative errors of the fourth-order Runge–Kutta method
(RKM4) are shown. They are de(ned in accordance with Eq. (54) by the following way. Using
the known formulas of the RKM4 (here the formulas of Ref. [1] are taken which represent one
of the versions of the general method described in Ref. [5]) we get for the solutions of Eq. (1):
y+ = y˜+ + O(h5), y′+ = y˜′+ + O(h5), where
y˜+ = y0 + hy′0 +
h
6
(k1 + k2 + k3); (55)
y˜′+ = y
′
0 +
1
6
(k1 + 2k2 + 2k3 + k4); (56)
k1 =−h[g(x0)y′0 + f(x0)y0]; (57)
k2 =−h
[
g
(
x0 +
h
2
)(
y′0 +
k1
2
)
+ f
(
x0 +
h
2
)(
y0 +
h
2
y′0 +
h
8
k1
)]
; (58)
k3 =−h
[
g
(
x0 +
h
2
)(
y′0 +
k2
2
)
+ f
(
x0 +
h
2
)(
y0 +
h
2
y′0 +
h
8
k1
)]
; (59)
k4 =−h
[
g(x0 + h)(y′0 + k3) + f(x0 + h)
(
y0 + hy′0 +
h
2
k3
)]
: (60)
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Table 1
Relative errors N for the GLNM5 and the RKM4 in the limiting case x0 → 0. See text for details
l Method hx0
1 12
1
4
1
8
1
16
1
32
4 GLNM5 0 0 0 0 0 0
RKM4 −1.8E− 01 −2.6E− 02 −2.3E− 03 −1.3E− 04 −5.7E− 06 −2.1E− 07
5 GLNM5 1.1E− 01 5.7E− 03 2.1E− 04 5.8E− 06 1.3E− 07 2.3E− 09
RKM4 −3.8E− 01 −6.0E− 02 −5.9E− 03 −3.7E− 04 −1.7E− 05 −6.3E− 07
6 GLNM5 5.7E− 01 3.0E− 02 1.2E− 03 3.7E− 05 8.3E− 07 1.6E− 08
RKM4 −6.9E− 01 −1.1E− 01 −1.2E− 02 −8.3E− 04 −3.9E− 05 −1.5E− 06
7 GLNM5 1.9E+ 00 9.8E− 02 4.2E− 03 1.3E− 04 3.1E− 06 6.1E− 08
RKM4 −1.2E+ 00 −1.9E− 01 −2.2E− 02 −1.6E− 03 −8.1E− 05 −3.2E− 06
8 GLNM5 5.1E+ 00 2.5E− 01 1.1E− 02 3.6E− 04 8.9E− 06 1.8E− 07
RKM4 −1.9E+ 00 −3.0E− 01 −3.7E− 02 −2.9E− 03 −1.5E− 04 −6.1E− 06
10 GLNM5 2.9E+ 01 1.1E+ 00 4.6E− 02 1.7E− 03 4.4E− 05 9.3E− 07
RKM4 −4.7E+ 00 −6.2E− 01 −8.3E− 02 −7.3E− 03 −4.1E− 04 −1.8E− 05
20 GLNM5 4.6E+ 04 1.6E+ 02 2.8E+ 00 9.6E− 02 3.2E− 03 8.3E− 05
RKM4 −5.1E+ 02 −9.8E+ 00 −8.6E− 01 −1.0E− 01 −8.1E− 03 −4.4E− 04
50 GLNM5 5.5E+ 13 4.1E+ 07 4.9E+ 03 2.0E+ 01 4.3E− 01 1.4E− 02
RKM4 −1.7E+ 10 −7.4E+ 04 −7.3E+ 01 −2.3E+ 00 −2.3E− 01 −2.1E− 02
If conditions (46) are satis(ed we have
lim
x0→0
y˜+
y0
=
Q
6(2 + )2
; (61)
where
Q=24 + 24(l+ 2)+ 6(2l2 + 6l+ 5)2
+ 2(l+ 1)(2l2 + 4l+ 3)3 + l(l+ 1)(l2 + l+ 1)4: (62)
Thus, from Eqs. (51), (61), and (62) we obtain for the RKM4
NRKM4 = 1− lim
x0→0
y+
y˜+
=−l(l
2 − 1)5
Q
×
[
l− 1 + (l− 2) 
4
+ 6(2 + )2
l+1∑
n=5
(l− 2)!n−5
n!(l+ 1− n)!
]
; (63)
where the term representing the sum over n is equal to zero for l6 3.
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First of all, it follows from Eqs. (54), (48)–(51), and (63) that NGLNM5 =O(6), NRKM4 =O(5).
This is in agreement with the fact that the local truncation error is of order h6 for the GLNM5 and
h5 for the RKM4. Further, NGLNM5 = 0 if l6 4, whereas NRKM4 = 0 only if l6 1. Actually, this
property is determined by the polynomial order of the methods.
The results listed in Table 1 allow to analyse the dependence of the relative errors on l and =h=x0.
For all , the errors grow monotonically with l. For & 12 , both methods give unacceptable errors
practically for all l (excepting l for which N=0 identically). SuHciently good accuracy is achieved
at . 116 for the GLNM5 if l6 8. Note that only these values of l occur in the HF calculations of
the real atomic nuclei properties. For  = 116 , the relative error of the GLNM5 is smaller than that
of the RKM4 by a factor changing from about 130 for l= 5 to about 17 for l= 8. To improve the
accuracy of calculations at larger l it is necessary to decrease the value of .
The same analysis of the accuracy can be carried out for the derivatives. Let us rewrite Eq. (31) in
the form: y′0= y˜′0+R(4), where y˜′0 is the approximated value of y′(x0) determined by the third-order
formula (GLNM3). Analogously, Eq. (35) can be written in the form: y′+ = y˜′+ − 3R(5)=(3 + hg+),
where y˜′+ is the approximated value of y′(x0+h) determined by the fourth-order formula (GLNM4).
De(ning the relative errors for y˜′0 and y˜′+ as
N′GLNM3 = 1− limx0→0
y′0
y˜′0
=− lim
x0→0
R(4)
y˜′0
; (64)
N′GLNM4 = 1− limx0→0
y′+
y˜′+
= lim
x0→0
3R(5)
(3 + hg+)y˜′+
; (65)
we get using Eqs. (40) and (41)
N′GLNM3 =−
P(4)
l+ 1− P(4) ; (66)
N′GLNM4 =
P(5)
(l+ 1)(1 + )l + P(5)
; (67)
where
P(4) =
[(l−2)=2]∑
n=1
(l+ 1)!n(2n+ 5)2n+2
3(2n+ 3)!(l− 2n− 2)! ; (68)
P(5) =
[(l−3)=2]∑
n=1
4(l+ 1)!n2n+3
3(2n+ 3)!(l− 2n− 3)! : (69)
The formula for the relative error of the RKM4 follows from Eq. (56)
N′RKM4 = 1− limx0→0
y′+
y˜′+
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=−l(l− 1)
5
Q′
[
(l+ 2)2 − l3 + (l+ 1)(l+ 2)
+24(2 + )2
l+2∑
n=5
(l− 2)!(l+ 1)(l+ 2)n−5
n!(l+ 2− n)!
]
; (70)
where
Q′=96 + 96(l+ 3)+ 24(2l2 + 10l+ 13)2
+ 8(2l3 + 12l2 + 25l+ 18)3 + 4(l4 + 6l3 + 14l2 + 15l+ 6)4
+ l(l4 + 2l3 + 9l2 + 8l+ 4)5: (71)
The values of N′GLNM3, N
′
GLNM4, and N
′
RKM4, calculated for di&erent values of l and h=x0 are
listed in Table 2. As could be expected, the formula (56) (RKM4) gives more accurate results
as compared with formula (31) (GLNM3). In turn, formula (35) (GLNM4) gives smaller rel-
ative errors as compared with RKM4 for 1326 6 1, l6 6. An advantage of formula (31) is
that it is not recurrence one, and consequently it does not lead to the accumulation of errors.
The relative errors of the RKM4 decrease more rapidly than errors of the GLNM3 and GLNM4
with decreasing , and grow slower with increasing l (for not too large values of l). How-
ever, if the condition  . 116 , l6 8 is satis(ed the accuracy is good or moderate for all the
methods.
In conclusion of this section a few remarks should be made. First, the di&erence between the
GLNM and the conventional NM disappears in the limiting case under consideration. So the results
of the above analysis are equally true for the conventional NM. Second, the value xin=0 is frequently
taken as the left endpoint of a grid in the calculations using the conventional Numerov or the
Runge–Kutta methods for the numerical integration of Eq. (1) on the interval 06 x¡∞ with
the conditions (46) (e.g., in the solution of the SchrOodinger equation with a spherically symmetric
potential). In this case the next point is x0 = xin + h = h, and in the limit h → 0 we come to
the considered case  = 1. As was shown, the relative errors of the methods are very large at
this value of , even if h → 0. In practice the situation is not so dramatic because the relative
values of the calculated functions y(x) are very small near the point x = 0 at l & 5, so the errors
of the (rst integration steps only slightly a&ect the results of the following steps. Nevertheless,
the use of a grid with restriction on the maximum value of h=x allows to control the accuracy of
calculations with more con(dence. That kind of a grid was used, for example, in the computer code
[3] developed by Fayans et al. for the calculation of the single-particle wave functions and of the
particle–hole propagator in coordinate representation on the base of the conventional NM. This code
and its subsequent modi(cations have successfully been applied to the numerous nuclear-structure
and nuclear-reaction calculations (see, e.g., Ref. [4] where the results of one of its (rst applications
are presented).
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Table 2
The same as in Table 1 but for the derivatives. See text for details
l Method hx0
1 12
1
4
1
8
1
16
1
32
4 GLNM3 −8.8E− 01 −3.0E− 02 −1.8E− 03 −1.1E− 04 −7.1E− 06 −4.5E− 07
GLNM4 0 0 0 0 0 0
RKM4 −1.3E− 01 −1.5E− 02 −1.1E− 03 −5.2E− 05 −2.0E− 06 −6.8E− 08
5 GLNM3 1.7E+ 00 −1.7E− 01 −9.2E− 03 −5.7E− 04 −3.6E− 05 −2.2E− 06
GLNM4 4.0E− 02 5.5E− 03 4.3E− 04 2.3E− 05 9.4E− 07 3.4E− 08
RKM4 −2.5E− 01 −3.3E− 02 −2.5E− 03 −1.2E− 04 −4.4E− 06 −1.5E− 07
6 GLNM3 1.1E+ 00 −8.2E− 01 −2.8E− 02 −1.7E− 03 −1.1E− 04 −6.7E− 06
GLNM4 1.1E− 01 2.1E− 02 2.0E− 03 1.2E− 04 5.3E− 06 2.0E− 07
RKM4 −4.5E− 01 −6.1E− 02 −4.8E− 03 −2.3E− 04 −8.3E− 06 −2.6E− 07
7 GLNM3 1.0E+ 00 9.7E+ 00 −7.0E− 02 −4.0E− 03 −2.5E− 04 −1.6E− 05
GLNM4 1.9E− 01 5.0E− 02 5.7E− 03 3.8E− 04 1.7E− 05 6.7E− 07
RKM4 −7.5E− 01 −1.0E− 01 −8.6E− 03 −4.1E− 04 −1.4E− 05 −4.2E− 07
8 GLNM3 1.0E+ 00 1.7E+ 00 −1.5E− 01 −8.1E− 03 −5.0E− 04 −3.1E− 05
GLNM4 2.7E− 01 8.9E− 02 1.2E− 02 8.9E− 04 4.4E− 05 1.7E− 06
RKM4 −1.2E+ 00 −1.6E− 01 −1.4E− 02 −6.9E− 04 −2.2E− 05 −6.0E− 07
10 GLNM3 1.0E+ 00 1.1E+ 00 −7.5E− 01 −2.5E− 02 −1.5E− 03 −9.4E− 05
GLNM4 4.0E− 01 1.8E− 01 3.6E− 02 3.2E− 03 1.8E− 04 7.4E− 06
RKM4 −2.7E+ 00 −3.4E− 01 −3.3E− 02 −1.7E− 03 −4.9E− 05 −9.8E− 07
20 GLNM3 1.0E+ 00 1.0E+ 00 1.1E+ 00 −2.2E+ 00 −3.8E− 02 −2.2E− 03
GLNM4 7.0E− 01 5.5E− 01 2.9E− 01 6.5E− 02 6.1E− 03 3.4E− 04
RKM4 −1.9E+ 02 −4.8E+ 00 −4.1E− 01 −3.0E− 02 −9.8E− 04 −8.4E− 07
50 GLNM3 1.0E+ 00 1.0E+ 00 1.0E+ 00 1.0E+ 00 1.6E+ 00 −1.3E− 01
GLNM4 8.8E− 01 8.2E− 01 7.0E− 01 4.7E− 01 1.6E− 01 1.9E− 02
RKM4 −2.7E+ 09 −1.8E+ 04 −2.7E+ 01 −1.1E+ 00 −7.6E− 02 −2.2E− 03
4. Numerical example
Let us proceed to the analysis of the accuracy in the framework of the numerical experiment. As
an example consider the equation
y′′(x)− 2x y′(x) + 2n y(x) = 0 (72)
with n = 0; 1; 2; : : : . The exact solutions to this equation associated with standard initial conditions
are the Hermite polynomials Hn:
Hn+1(x) = 2xHn(x)− 2nHn−1(x); H0(x) = 1; H1(x) = 2x; (73)
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which are frequently used in the quantum-mechanical tasks. The approximated solutions have been
calculated using the GLNM5, the RKM4, and the implicit scheme of the seventh-order modi(ed
Numerov integration method (MNIM7) developed in Ref. [14]. Note that the implicit scheme of the
MNIM7 de(ned by Eq. (15) of Ref. [14] becomes the explicit one in case of the linear di&erential
equations of the type Eq. (1). Thereby the recurrence relations of the MNIM7 and of the GLNM5
take the same form (53), but with the di&erent de(nitions of the coeHcients T0, T±, which do not
depend on y+ for both methods. For the MNIM7, Eqs. (12)–(15) of Ref. [14] lead to the following
formulas (in the notations of the present paper):
T0 = 2a− t0f0; T± = a± G + t±f±; (74)
where
t0 = (1− 2#0)h2; t± = #0h2 ± h20 t0g0; (75)
a= 1 + #0h(g+ − g−) + t020 g0(g+ + g−); (76)
G = #0
h
2
(g+ + g−) + t0g0
(
1
2h
+
g+ − g−
40
)
; (77)
#0 =
1
12
− h
2
240
r0
s0
; (78)
r0 = y
(6)
0 + 3g0y
(5)
0 +
5
3
(g20 + 2g
′
0)y
(4)
0 +
20
3
(g′0g0 + g
′′
0 )y
(3)
0 ; (79)
s0 = y
(4)
0 +
4
5
g0y
(3)
0 : (80)
The higher order derivatives of y in Eqs. (79) and (80) are expressed in terms of y0, y′0, g0, f0, and
of the derivatives g(n)0 , f
(n)
0 with n= 1; 2; 3; 4, by means of the successive di&erentiation of Eq. (1).
In the calculations represented below the version of the MNIM7 with the exact value of #0 was used
in which this quantity was calculated by substituting into Eqs. (78)–(80) the exact solutions of Eq.
(72). In addition, the simpli(ed version of the method developed in Ref. [14] was considered. This
version is obtained if the parameter #0 in Eqs. (75)–(77) is taken to be equal to 112 . The resulting
method is the (fth-order one, so we shall refer to it as a MNIM5.
The calculations were performed using the recurrence formula (53) for the GLNM5, MNIM5, and
the MNIM7, and formulas (55), (56) for the RKM4. The initial value of x0 (xin0 in what follows)
was taken to be equal to 14 − h for di&erent values of the step length h6 18 . The initial values of y
and y′, i.e. y( 14 − 2h), y( 14 − h), y′( 14 − h), were calculated as the exact solutions using the known
formulas for the Hermite polynomials Hn. So the calculated value of the approximated solution in
the (rst integration step is y( 14) for all the methods and for all values of h. The second calculated
value is y(4) which was obtained as a result of iterative application of the recurrence formulas (53),
(55), (56). The relative errors of the methods are de(ned as
Nmeth: = 1− Hn(x)y˜(x) ; (81)
where y˜(x) is the approximated solution.
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Table 3
Relative errors N for the RKM4, GLNM5, MNIM5, and the MNIM7 produced by the methods in the calculation of the
Hermite polynomials Hn(x) in the (rst integration step at x = 14 . See Eq. (81) in the text
h Method n
5 6 7 8 9 10
1
8 RKM4 −7.5E− 05 6.3E− 05 −1.6E− 04 2.0E− 04 −2.9E− 04 5.2E− 04
GLNM5 −1.7E− 06 −8.7E− 06 −8.5E− 06 −4.0E− 05 −2.4E− 05 −1.2E− 04
MNIM5 −5.3E− 06 −2.3E− 05 −1.7E− 05 −7.3E− 05 −4.0E− 05 −1.9E− 04
MNIM7 −1.1E− 08 −1.9E− 07 −8.6E− 08 −8.0E− 07 −3.1E− 07 −2.5E− 06
1
16 RKM4 −2.2E− 06 2.6E− 06 −4.6E− 06 8.3E− 06 −7.7E− 06 2.1E− 05
GLNM5 −3.9E− 08 −1.2E− 07 −2.0E− 07 −5.2E− 07 −5.6E− 07 −1.5E− 06
MNIM5 −1.2E− 07 −3.1E− 07 −3.8E− 07 −9.4E− 07 −8.9E− 07 −2.3E− 06
MNIM7 −6.2E− 11 −6.9E− 10 −5.0E− 10 −2.8E− 09 −1.8E− 09 −8.7E− 09
1
32 RKM4 −6.7E− 08 9.0E− 08 −1.4E− 07 2.9E− 07 −2.2E− 07 7.2E− 07
GLNM5 −7.1E− 10 −1.7E− 09 −3.5E− 09 −7.1E− 09 −9.9E− 09 −1.9E− 08
MNIM5 −2.2E− 09 −4.3E− 09 −6.8E− 09 −1.3E− 08 −1.6E− 08 −2.9E− 08
MNIM7 −2.8E− 13 −2.5E− 12 −2.3E− 12 −1.0E− 11 −8.1E− 12 −3.0E− 11
Table 4
The same as in Table 3 but in case of the iterative application of the methods. Calculation of Hn(x) at x = 4
h Method n
5 6 7 8 9 10
1
8 RKM4 −1.5E− 03 −7.6E− 04 −2.2E− 03 −2.9E− 03 −5.3E− 03 −8.4E− 03
GLNM5 2.4E− 05 1.2E− 04 1.4E− 04 3.0E− 04 3.0E− 04 2.8E− 04
MNIM5 2.5E− 04 6.6E− 04 9.7E− 04 1.8E− 03 2.8E− 03 4.8E− 03
MNIM7 5.1E− 05 −1.4E− 03 1.1E− 02 −1.1E− 04 2.0E− 03 −1.4E− 04
1
16 RKM4 −1.2E− 04 −5.6E− 05 −1.5E− 04 −2.1E− 04 −3.7E− 04 −6.1E− 04
GLNM5 2.4E− 06 1.0E− 05 1.0E− 05 2.0E− 05 2.1E− 05 1.7E− 05
MNIM5 1.9E− 05 4.9E− 05 6.2E− 05 1.1E− 04 1.8E− 04 2.9E− 04
MNIM7 −1.6E− 06 −1.0E− 05 1.5E− 03 −2.1E− 06 2.1E− 05 −1.3E− 05
1
32 RKM4 −8.2E− 06 −3.8E− 06 −1.0E− 05 −1.4E− 05 −2.4E− 05 −4.1E− 05
GLNM5 2.2E− 07 7.0E− 07 7.0E− 07 1.2E− 06 1.4E− 06 1.0E− 06
MNIM5 1.4E− 06 3.2E− 06 4.0E− 06 7.1E− 06 1.1E− 05 1.8E− 05
MNIM7 −3.6E− 09 −7.8E− 08 1.9E− 04 −1.6E− 08 1.6E− 07 −1.3E− 07
The values of the relative errors Nmeth: are presented in Tables 3 and 4. We can see that the
following inequalities are ful(lled:
|NGLNM5|¡ |NMNIM5|¡ |NRKM4| (82)
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for all cases under consideration. For x= 14 ((rst integration step) and for all values of n and h, we
have |NMNIM7||NGLNM5|. However, for x = 4, n = 7, and for all values of h the accuracy of the
MNIM7 becomes considerably worse: |NMNIM7|¿ |NRKM4|. This is a consequence of the fact that
s0 = 0 in Eq. (78) at the grid point x = 1. Proximity of the grid points to zeros of the denominator
s0 in Eq. (78) takes place also at the other values of n, so in half the cases we have after iterative
application of the recurrence formulas: |NGLNM5| . |NMNIM7| in spite of the MNIM7 is a higher
order method.
These examples show that though the MNIM7 is formally most accurate among considered meth-
ods, it may lose the accuracy to a great extent if at least one of the grid points coincides with (or is
too close to) zero of the denominator s0 in Eq. (78). Comparing the MNIM5 and the GLNM5 we
see that though both methods have the same degree of accuracy, the GLNM5 gives systematically
more precise results. Furthermore, comparative accuracy of the GLNM5 with respect to the MNIM5
grows in case of the iterative application of the methods.
To estimate comparative eHciency of the methods one should determine computational cost re-
quired by each of them. To this aim it is advisable to rewrite the basic formulas of the GLNM
(12)–(17) in the optimized form (74) which was used for the MNIM7. In case of the GLNM5 we
have instead of (75)–(77):
t0 =
5h2
6
+
2h3
9
(
g+ − g− − h4 g+g−
)
; (83)
t± =
h2
12
± 5h
3
72
[
g0 −
(
2
5
± h
5
g0
)
g∓
]
; (84)
a=
2
h2
[t0 − 2(t+ + t−)]; (85)
G =
3
h2
(t+ − t−) + 32h (g+t+ + g−t−): (86)
Let us introduce notation Nmeth: for a number of the arithmetical and the assignment (=) oper-
ations which are required for the calculation of the solution y(x) in a single integration step. It is
assumed, (rst, that the combinations of the type 5h2=6 are calculated beforehand as the (xed con-
stants introducing no contribution into the values Nmeth:. Second, the number of operations required
for the calculation of functions f(x) and g(x) entering Eq. (1) is not taken into account. It also
applies to the derivatives f(n), g(n), n = 1; 2; 3; 4, used in the MNIM7. However, NMNIM7 includes
the number of operations required for the calculation of higher order derivatives of y(x), but it
does not include expenses required for the calculation of y′(x) entering formulas for y(n)(x) with
n¿ 1. Third, the direct substitutions are used when decrease of the number of assignments leads to
the decrease of the total number of operations. Then using Eqs. (55)–(60) in case of the RKM4,
Eqs. (53), (74), (83)–(86) in case of the GLNM5, and Eqs. (53), (74)–(80) in cases of the MNIM7
and the MNIM5, one can (nd:
NRKM4 = 47; NGLNM5 = 48; NMNIM5 = 34; NMNIM7 = 123: (87)
Let us stress that with account of these remarks one has to consider the listed values of Nmeth: only
as estimations obtained under the abovementioned assumptions, but not as certain exact absolute
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Table 5
EHciency Emeth:GLNM5 of the GLNM5 with respect to the RKM4, MNIM5, and the MNIM7. Calculation for the Hermite
polynomials Hn(x) at x = 4 and at the di&erent values of n making use of the iteration procedure with the step length
h = 116 starting from the point x
in
0 =
1
4 − h. Values of the parameter p for the GLNM5 computed by using formula (91)
are listed in the last row
Method n
5 6 7 8 9 10
Emeth:GLNM5 RKM4 3.08 1.55 2.00 1.77 2.05 2.36
MNIM5 1.29 1.08 1.14 1.10 1.22 1.43
MNIM7 2.27 2.57 9.45 1.45 2.56 2.37
p 3.39 3.70 3.82 3.94 3.86 4.05
values. One can adopt another estimations, for example, eliminating the number of the assignment
operations from Nmeth:. However, it does not lead to the qualitative changes of the results for the
eHciency presented below in Table 5 (nevertheless note that this elimination plays in favour of the
GLNM5).
One of the ways to determine eHciency of the GLNM5 with respect to other methods (Emeth:GLNM5)
is to de(ne it as a ratio
Emeth:GLNM5(x
in
0 ; x; h) = N
tot
meth:(x
in
0 ; x; h)=N
tot
GLNM5(x
in
0 ; x; h
′); (88)
where N totmeth:(x
in
0 ; x; h) is the total number of operations for given method in case of its iterative
application on the interval [xin0 ; x] with the given step length h; N
tot
GLNM5(x
in
0 ; x; h
′) is the same quantity
for the GLNM5, but obtained with the step length h′ which is determined by the condition
|Nmeth:(xin0 ; x; h)|= |NGLNM5(xin0 ; x; h′)|; (89)
where Nmeth:(xin0 ; x; h) is a cumulative relative error de(ned by Eq. (81) at the grid point x. It is
obvious that N totmeth:(x
in
0 ; x; h)=Nmeth:(x−xin0 )=h. Assuming that the dependence of the cumulative error
N on h is determined in rough approximation by the power law: NGLNM5(xin0 ; x; h)˙ h
p, we get
Emeth:GLNM5(x
in
0 ; x; h) =
Nmeth:
NGLNM5
∣∣∣∣ Nmeth:(xin0 ; x; h)NGLNM5(xin0 ; x; h)
∣∣∣∣
1=p
: (90)
In the calculations presented below parameter p in Eq. (90) was determined by the formula
p=
ln(NGLNM5(xin0 ; x; 2h)=NGLNM5(x
in
0 ; x; h=2))
ln 4
: (91)
The values of other parameters in Eq. (90) were taken to be the same as in the calculations presented
in Table 4 with h= 116 , i.e. x
in
0 =
3
16 , x = 4.
The results obtained are shown in Table 5. The GLNM5 turns out to be most eHcient among
considered methods in the considered case, although the di&erence between the GLNM5 and the
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MNIM5 is small taking into account estimative character of the results. Despite the abovesaid remarks
the case considered seems to be fairly realistic in view of possible applications of the methods in
the physical problems, one of which will be discussed in the next section.
5. Application to the Hartree–Fock calculations
Consider a general scheme of the application of the method proposed to the numerical solution
of the HF equations. The HF approximation is a basis of numerous microscopic physical theories
describing the quantum many-body systems. In general formulation, the HF method leads to a system
of nonlinear integrodi&erential equations. We shall consider a special case of the HF equations of
motion deduced from the energy functional constructed on the base of the zero-range Skyrme forces
[15] which are widely used for the description of atomic nuclei properties (see, for example, Ref.
[9]). The variational principle, applied to the Skyrme energy functional, leads in case of spherical
nuclei to the following system of equations (in units where Planck’s constant ˝= 1):
z′′# (x)−
m′q(x)
mq(x)
z′#(x) + 2mq(x)[e# − V#(x)]z#(x) = 0; (92)
where q denotes a sort of nucleon (proton or neutron), the index # stands for the set of orbital
quantum numbers (including q), x denotes the radial coordinate (x¿ 0), z#(x) is the radial wave
function, e# is the eigenvalue playing the role of a single-particle energy, V#(x) is the state-dependent
mean-(eld potential, mq(x) is the nucleon e&ective mass.
Comparing Eqs. (1) and (92), we see that they have the same form and would be identical if we
put
y(x) = z#(x); g(x) =−
m′q(x)
mq(x)
; f(x) = 2mq(x)[e# − V#(x)]: (93)
The essential di&erence consists in the following: actually formula (92) stands for the system of N
coupled nonlinear integrodi&erential equations because the quantities mq(x) and V#(x) are functions
(or functionals) of the nucleon, the kinetic energy, and the spin densities which depend in turn
on the set {z#; z′#} of all the wave functions and their derivatives with #∈{#1; : : : ; #N} (see [15]).
In practice, the system of Eqs. (92) is solved by making use of some iteration procedure. The
convergence can be achieved for example by averaging of the densities calculated on two successive
iterations. The description and the analysis of the procedure in more detail are beyond the scope
of the present paper (see, e.g., Ref. [11], and references therein where some relevant methods are
discussed). Here it is important only that on each separate HF iteration one has to solve the set of
N uncoupled linear di8erential equations which have the same form (92) but with already known
functions mq(x) and V#(x) determined by the results of previous HF iterations. Note, however, that
the values of functions mq(x), V#(x) are known in this case only at the grid points where the values
of the wave functions are calculated. Therefore the use of the Runge–Kutta method for the numerical
integration of Eq. (92) requires additional computational e&ort for the interpolation.
For this reason it seems to be preferable to use an algorithm based on the GLNM. Consider the
main points of the scheme being proposed. For the sake of simplicity it is convenient to come back
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to the notations of the preceding sections taking into account Eqs. (93). Setting
Y out0 =
y0
y+
; Y out− =
y−
y0
; Y in0 =
y0
y−
; Y in+ =
y+
y0
; (94)
we obtain the following recurrence relations from Eq. (11) (omitting the term R(6)):
Y out0 = T+=(T0 − T−Y out− ); (95)
Y in0 = T−=(T0 − T+Y in+ ): (96)
These transformations of Eq. (11) are similar but not identical to ones of the renormalized Numerov
method developed in Ref. [7].
Eqs. (95) and (96) are used for the outward and the inward integrations, respectively, on the
semibounded interval 06 x¡∞. The outward integration starts from a point xin near x = 0. The
initial value of Y out− in Eq. (95) is calculated using the analytic expansions of the regular solutions
z#(x) about x = 0, which have the form (47). In the (rst approximation we have:
(Y out− )init: = [x
in=(xin + h)]l+1; (97)
where l = 0; 1; 2; : : : is the orbital angular momentum of the state #. To improve the accuracy of
calculations in the region near x = 0, especially for the large l, one has to keep the ratio h=x to be
small for all x. In particular, the ratio h=xin also has to be small. In Section 3 it was demonstrated
that the condition h=x6 120 leads to fairly good results. To satisfy this condition it is reasonable to
use the grid with a step-doubling scheme decreasing h near x = 0.
The inward integration starts from an outside endpoint of the grid xout where the irregular solutions
of Eq. (92) are known analytically. It is assumed that in the region x¿ xout − h the e&ective mass
mq(x) is equal to the free nucleon mass mq(∞), the potential V#(x) in Eq. (92) contains only the
centrifugal term and the Coulomb (1=x) potential for protons. This leads to the asymptotic boundary
conditions which determine the initial value of Y in+ in Eq. (96) as the ratio of the Whittaker functions
W1;l+(1=2)(22#x) where 2#=
√
2mq(∞)|e#|, 1 is the real Coulomb parameter (1¡ 0 for protons, 1=0
for neutrons). Note that in the HF calculations of nuclear properties, another so-called box boundary
conditions are frequently used which imply that the initial value of Y in+ is equal to zero. Actually,
both the asymptotic, and the box boundary conditions give practically the same results for the bound
states with e# ¡ 0 if the value of xout is taken to be suHciently large and if e# is not too close to
zero.
The eigenvalue e# is found from the condition Y out0 = 1=Y
in
+ at some matching point x0 = xm. The
reasonable choice for this point is (see, e.g., Ref. [15]) the approximate position of the last extremum
of the wave function z#(x).
In the end of this procedure, which is performed for each z#(x) separately, the function z#(x) is
calculated at the grid points using the ratios Y out0 , Y
in
0 , and the normalization condition:∫ xout
0
z2#(x) dx = 1: (98)
Finally, the derivatives z′#(x) are calculated employing Eq. (31) at the interior points of the grid and
Eq. (35) at the endpoints. After this, new approximations to the functions mq(x), V#(x), which are
used in the next HF iteration, are calculated.
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The algorithm, that was brieRy outlined above, has been realized in the computer code [12]
developed for the Skyrme–Hartree–Fock calculations. The results of its (rst application are presented
in Ref. [13] where, in particular, the known reference results for the Skyrme SIII interaction have
been reproduced. The convergence and stability of the procedure described were also tested in
subsequent calculations of ground-state properties of all doubly magic atomic nuclei using most of
the present Skyrme-force parametrizations. The same algorithm was used in the modi(cation of the
code [12] applied in Ref. [10] to the solution of single-particle equations of the type (92) arising in
the quasilocal density functional theory.
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