In this paper, we have suggested a new randomized response model and its properties have been studied. The proposed model is found to be more efficient than the randomized response models studied by Bar Lev et al. (2004) and Eichhorn and Hayre (1983) . The relative efficiency of the proposed model has been studied with respect to the Bar Lev et al.s (2004) and Eichhorn and Hayres (1983) models. Numerical illustrations are also given to support the present study.
Introduction
Warner (1965) introduced a randomized response (RR) model to estimate a population proportion for sensitive attribute such as homosexuality, drug addiction or induced abortion. Greenberg et al. (1971) further made an extension of RR technique for quantitative variables. The RR technique has spawned a vast literature which has been reviewed by Fox and Tracy (1986) , Chaudhuri and Mukerjee (1988) and scheers (1992) . Some more developments are: Kerkvliet (1994) Singh and Tarray (2013 , 2014 , Mashail et al (2015) , and etc. Eichhorn and Hayre (1983) suggested a multiplicative model to collect information on sensitive quantitative variables like income, tax evasion, amount of drug used etc. For more examples, the reader is referred to Ahsanullah and Eichhorn (1988) . According to Eichhorn and Hayre (1983) , each respondent in the sample is requested to report the scrambled response Z i = SY i , where Y i is the real value of the sensitive quantitative variable, and S is the scrambling variable whose distribution is assumed to be known. In other words E(S) = θ andV (S) = γ 2 are assumed to be known and positive, where E and V denote the expected value and variance over the randomization device. Then an estimator of the population mean µ y under the simple random sampling with replacement (SRSWR) due to Eichhorn and Hayre (1983) is given by:
with variance
where
We shall now discuss a randomized response model studied by Bar Lev et al. (2004) , say the BBB model. The distribution of the responses is given by:
In other words, each respondent is requested to rotate a spinner unobserved by the interviewer, and if the spinner stops in the shaded area, then he/she is requested to report the real response on the sensitive variable, say Y i ; and if the spinner stops in the non shaded area, then the respondent is required to report the scrambled response, say Y i S, where S is the scrambled variable. Let P be the radial non shaded area of the spinner as shown in Figure 1 . An unbiased estimator of the population mean Y is given by:
with variance under SRSWR sampling given by
When the coefficient of variation C y of the study variable is known, Searls (1964) was the first to consider the problem of estimating the population mean µ y in the absence of scrambled responses. Later on, with known coefficient of variation C Y of the study variable Y various authors including Khan (1967) , Govindarajulu and Sahai (1972), Gleser and Healy (1976) , Sen (1979) , In this paper we have suggested a new randomized response model and its properties are studied. It has been shown that the resulting (optimum) randomized response model depends on the moments ratios such as C γ (coefficient of variation), β 1(S) (coefficient of skewness) and β 2(S) (coefficient of kurtosis) of the scrambling variable S. We have proved the superiority of the proposed randomized response model over Eichhorn and Hayre (1983) and Bar Lev et al. (2004) randomized response models both theoretically and empirically.
Suggested Randomized Response model
In the proposed randomized response model, we request an individual to rotate a spinner as shown in Figure 2 .
In the proposed randomized response model, the distribution of the response is given by
] with probability (1 − P )
Y i with probability P .
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] with probability (1 − P ) Y i with probability P . In other words, each respondent is requested to rotate a spinner unobserved by the interviewer, and if the spinner stops in the shaded area, then the respondent is requested to report the real response on the sensitive variable, say Y i ; and if the spinner stops in the non shaded area, then the respondent is required to report the scrambled response, say
. Let P be the proportion of the shaded area of the spinner and (1 − P ) be the non shaded area of the spinner as shown in Figure 2 . For estimating the population mean µ Y of the real response on the sensitive quantitative variable Y , a simple random and with replacement sample (SRSWR) of n respondents is selected from the population. Then , we have the following theorem. Theorem 2.1 An unbiased estimator of the population mean µ Y is given bŷ
Proof-We have from (7),
Hence, the proposed estimator for µ Y , based on a random sample of the randomized response; 
The variance of Z i is obtained as follows:
Thus, the variance ofμ Y (HT ) is given by
which proves the theorem. Theorem 2.3 The optimum value of k and the minimum variance ofμ Y (HT ) are respectively given by
and
where V (μ Y (BBB) ) is given by (5). proof -Differentiating (9) with respect to k and equating to zero, we get the optimum value of k as
Substitution of k opt in (9) yields the minimum variance ofμ Y (HT ) as given in (12) (or (13)).
This completes the proof of the theorem. Now substituting the value of k opt in place of k in (7) we get the distribution of the responses as
Taking expectation of (14), we have
Thus the unbiased estimator of the population mean µ y based on Z oi is given bŷ
it can be easily shown that the variance ofμ Y (HT O) is:
where min.V (μ Y (HT ) ) is given by (12) (or (13) From (5) and (13), we have 
If the distribution of scrambling variables S satisfies
whereμ
Thus, under the condition (19) and (17) we have the following inequality:
It follows from (20) (11) .
From (5) and (9), we have
which is negative if
i.e. if either0 < k < 2k opt or2k opt < k < 0 (23) or equivalently,
where k opt = B A Thus, the proposed estimator proposed estimator (μ Y (HT ) ) is more efficient than Bar Lev et al.s (2004) estimator (μ Y (BBB) ) as long as the condition (24) is satisfied. Now, in the following sections we shall discuss our general results in the context of normal and waiting time distributions.
Let the scrambling variable S have a normal distribution with mean θ and variance γ 2 i.e.S ∼ N (θ, γ 2 ) . For this distribution β 1 (S) = 0 and β 2 (S) = 3 ⇒ ∆(S) = 2.Thus the optimum value of k opt in (11) and the minimum variance (or the variance of the optimum estimatorμ Y (HT O) in (12)(or(13)) respectively reduce to:
where Z * oi is defined by
It is interesting to note that the optimumμ Y (HT O) in (27) can be used in practice as the coefficient of variation C γ is known without error.
Numerical Illustration using Normal Distribution
To judge the merit of the suggested optimum estimator over Eichhorn and Hayre (1983) and µ Y (EH) by using the formulae: for different values of C y , C γ , P, θ, where
× 100.
Findings are displayed in Tables 1 and 2 ; and the graphical representation is also given in Figure  3 . Tables 1 and 2 with considerable gain in efficiency. These facts can be also seen from Figure 3 . Thus, based on our numerical results, the use of the proposed estimatorμ Y (HT O) is recommended for its use in practice.
Waiting Time Distribution
We consider the population, where scrambling variable S follows the waiting time distribution (or distribution of intervals between events in a Poisson process) for which
and E(S) = θ, V (S) = θ 2 , µ 3 (S) = 2θ 3 and µ 4 (S) = 9θ 4 where C γ = 1, β 1 (S) = 2, β 2 (S) = 9, ∆(S) = 4. Hence, substituting the values of C γ , β 1 (S), β 2 (S)and∆(S)in (11)and (12), we have
Here the optimum estimatorμ Y (HT O) is defined bŷ
where Z * * oi is defined by
with S * = (S − θ) θ .
Thus in this case we note that the optimum estimatorμ Y (HT O) in (36) depends on the known quantity θ only. µ Y (HT O) with respect to the estimatorsμ Y (BBB) andμ Y (EH) by using the formulae:
for different values of C y , C γ , P, θ, where
Findings are displayed in Tables 3 and 4 ; and the graphical representation is also given in Figure  4 . Tables 3 and 4 Figure 4 also depicts the similar inference. Thus, based on our numerical illustrations, our recommendation is to prefer the proposed estimatorμ Y (HT O) in practice.
Discussion
In this article, we have suggested a new randomized response model and its properties are studied. It has been shown that the resulting (optimum) randomized response model depends on the moments ratios of the scrambling variable S. We have proved the superiority of the proposed randomized response model over Eichhorn and Hayre (1983) and Bar Lev et al.s (2004) randomized response models both theoretically and empirically. θ P C γ C y P RE Table 2 : The P RE(μ Y (HT O) ,μ Y (BBB) ) θ P C γ C y P RE Table 3 : The P RE(μ Y (HT O) ,μ Y (EH) ) θ P C γ C y P RE 
