Consider a generic triangle in the upper half of the complex plane with one side on the real line. We construct a random walk whose scaling limit is a Brownian motion in the triangle, reflected on the left and right boundaries with constant reflection angles. The construction is such that the exit point of the reflected Brownian motion from the triangle is uniformly distributed on the base. This generalizes earlier work of Julien Dubédat [3] on reflected Brownian motion in isosceles triangles. We also compute several distribution functions associated with the reflected Brownian motions.
Introduction
Reflected Brownian motions in a wedge with constant reflection angles on the two sides were characterized by Varadhan and Williams in [10] . Recent work by Lawler, Schramm and Werner [7] on SLE establishes a connection between one of these reflected Brownian motions, chordal SLE 6 and the exploration process of critical percolation. They show that these three processes generate the same hull, using an argument that we shall outline in the following paragraph. The connection was carried even further by Julien Dubédat, who showed that in an equilateral triangle, the last side visited by the SLE 6 trace and the aforementioned reflected Brownian motion, given that they cross the triangle from one corner to the point X on the opposite side, is the same. He also showed that this result is closely related to Watts' formula for critical percolation [3, 4] .
The argument used in [7] to establish the connection between the three models is as follows. Let Z t be a stochastic process in an equilateral triangle, started from a corner and stopped when it first hits the opposite side. Define the hull K t as the compact set obtained by filling in the area explored by Z t up to time t. Call the hitting point of the opposite side X, and the hitting time τ . We shall refer to the probability distribution of the point X as the "exit distribution". For all three processes mentioned above, the exit distribution is uniform on the side of the triangle. Together with conformal invariance and the locality property (see section 5 and reference [6] ), shared by all three processes, this exit distribution completely determines the law of the hull K τ . The three processes therefore generate the same hull.
This argument can be generalized to stochastic processes in arbitrary triangles that are conformally invariant and have the locality property: if the exit distributions of two such processes are both uniform, the processes generate the same hull. The papers of Lawler, Schramm, Werner [7] and Dubédat [3] show that on equilateral and isosceles triangles one can define reflected Brownian motions that have uniform exit distributions. The purpose of this paper is to generalize this result to arbitrary triangles, and to compute several distribution functions associated with these reflected Brownian motions and the hulls they generate.
Throughout the paper we will be working in a fixed wedge geometry. This geometry is fixed by choosing real numbers α and β in the range (0, 1) such that α + β < 1. We then consider the wedge W = W α,β = {z ∈ : (α−1)π < arg z < −βπ}. One of the main goals of this paper is to show how one can cover the wedge W with a distorted triangular lattice, and define a random walk on this lattice whose scaling limit is a reflected Brownian motion (RBM). This RBM will have the special property that, started from the origin, the point where the process first hits any horizontal line l in the lower half-plane is uniformly distributed on l ∩ W .
Specifically, let T = T α,β be the open triangle in the upper half of the complex plane such that one side coincides with the interval (0, 1), and the inner angles near 0 and 1 are equal to απ and βπ, respectively. Let us denote the third corner of the triangle, which lies in the upper halfplane, by w = w α,β . Then the constructed RBM, started from the top w of the triangle, will arrive on the base (0, 1) of the triangle with uniform distribution. Several other distributions associated with the RBM can also be computed, as we shall see.
The outline of the paper is as follows. In the next section we introduce the distorted triangular lattice. We also derive the weights for the steps of a random walk on this lattice such that the random walk will converge to Brownian motion in the scaling limit. In the third section we take the restriction to the wedge W , and define a reflected random walk inside this wedge with the desired property that it arrives with uniform distribution on each horizontal row of vertices of the lattice. This will complete the construction of the random walk model.
The fourth section discusses the scaling limit of the random walk model in the wedge. Here we identify the reflection angles on the boundaries of the wedge for the reflected Brownian motion that arises as the scaling limit of the random walk. In the fifth section we then compute some distribution functions for the RBM and its hull in the triangle T . The final section discusses the time reversal of the RBM in T , and presents yet another associated distribution function.
Random walk on a distorted triangular lattice
To define the lattice, let ϕ and ψ be two angles in the range [π/4, π/2] (not both π/2), assumed fixed for the duration of this section (the range for ϕ and ψ is chosen to make the weights for the random walk positive, as we shall see later on). Let Γ ϕ,ψ be the set of vertices {i sin(ϕ + ψ) − j exp(iϕ) sin ψ : i, j ∈ } building the triangular lattice depicted in figure 1. A random walk (X n : n ≥ 0) on the lattice is then defined by setting X 0 := 0 and, for each n > 0, by choosing X n among the nearest-neighbours of X n−1 according to the weights a, b and c as depicted in figure 1.
We may write the position X n of the random walk as a sum of steps S 1 + S 2 + · · · + S n where each step S n = U n + iV n is a complex-valued random variable taking on the possible values
To obtain a two-dimensional Brownian motion as the scaling limit of the random walk X n , we require that the real and imaginary parts U n and V n of each step are independent and have the same variance. In other words, the covariance matrix of U n and V n should be a multiple of the identity, or in formula, E[U 2 n ] = E[V 2 n ] and E[U n V n ] = 0. This gives two equations for the weights a, b and c. After substituting sin(ϕ + ψ) = sin ϕ cos ψ + cos ϕ sin ψ and dividing by sin 2 ϕ sin 2 ψ these equations can be written as
The weights a, b and c can be determined from these equations. Introducing the normalization constant λ = 1 2 [cot ϕ(cot ϕ + cot ψ) + csc 2 ψ] −1 , this yields a = λ cot ψ(cot ϕ + cot ψ);
Observe that ϕ and ψ must satisfy ϕ + ψ ≥ π/2 to make all three weights positive. We take ϕ and ψ in the range [π/4, π/2], which is sufficient for our purposes.
We conclude this section with a short discussion of how one obtains two-dimensional standard Brownian motion as the scaling limit of the random walk X n . To proceed, fix the natural number N > 0, and define the continuous-time, complex-valued stochastic process (Z (N ) t : t ≥ 0) as the linear interpolation of the process
making jumps at the times {k/N 2 : k = 1, 2, . . .}. Here, σ 2 is the variance of the real and imaginary parts of the steps S n , that is,
. It is then standard to prove that Z (N ) t converges to two-dimensional Brownian motion when N → ∞, see also Dubédat [3] for a discussion. Figure 2 : A wedge on the lattice is obtained by stepping n α vertices to the left and n β vertices to the right upon going to the next row (as explained in the text). In this figure, n α = 1 and n β = 0. Also shown are the weights at the boundaries that define the reflected random walk in the wedge. The weight p may be chosen arbitrarily in (0, 1). The inset shows the lattice dimensions.
Reflected random walk in the wedge W
We now return to the wedge W = W α,β = {z ∈ : (α−1)π < arg z < −βπ}. This wedge is covered in a nice way with vertices of the lattice Γ ϕ,ψ when we choose the angles ϕ and ψ as in the following lemma:
There is a choice of (possibly negative) integers n α and n β , where n β ≥ −n α , and angles ϕ, ψ ∈ [π/4, π/2] (not both π/2) such that cot απ = n α (cot ϕ + cot ψ) + cot ϕ;
cot βπ = n β (cot ϕ + cot ψ) + cot ψ.
From now on, we consider the values of ϕ and ψ to be fixed as in the lemma, so that the lattice Γ = Γ ϕ,ψ is fixed. The lemma implies that Γ ∩ W covers the wedge W in the following way. Suppose that we draw a line through the origin and the vertex that is n α steps to the left of the vertex directly below and to the left of the origin. Likewise, we draw a line through the origin and the vertex that is n β steps to the right of the vertex directly below and to the right of the origin. Then the area between the two lines in the lower half-plane is exactly the wedge W α,β with α and β satisfying the equations (8) and (9) . For an illustration explaining the construction, see figure 2 .
Proof of lemma 3.1. Assume first that both α and β are smaller than 1 2 . Then we can take
and solve equations (8) and (9) for ϕ and ψ to obtain
Observe that since n α < cot απ ≤ n α + 1 and n β < cot βπ ≤ n β + 1, ϕ and ψ are in the range [π/4, π/2], as required. It remains to consider the case when either α or β is at least 1/2, and by symmetry it suffices to assume α ≥ 1/2. Then, we can for instance set k = ⌈cot απ + cot βπ⌉, and let l be the smallest positive integer such that l/(k + l) > − cot απ/ cot βπ. We then set
and ϕ and ψ are given by the equations (11) and (12) as before. From the inequalities
plus the fact that k ≥ cot απ + cot βπ it follows that ϕ and ψ are in the range [π/4, π/2]. This completes the proof. Let us denote by G = G α,β the set of vertices obtained by taking the intersection of Γ with W . We shall call the vertices of G having six nearest neighbours along the lattice directions internal vertices. The origin will be called the apex of G, and the remaining vertices will be referred to as the boundary vertices.
We define the reflected random walk (X n : n ≥ 0) on G as follows. We set X 0 := 0 and for each n > 0, if X n−1 is an internal vertex, X n is chosen among the six nearest-neighbours of X n−1 according to the relative weights in figure 1 , as before. This guarantees that the scaling limit of the random walk is Brownian motion in the interior of the wedge. We further want the walk to arrive on each horizontal row of the lattice with uniform distribution among the vertices on that row. This determines how the weights for the steps of the walk are to be chosen when X n−1 is a boundary vertex or the apex. The idea is that in a picture where we represent the steps of the walk by arrows, each vertex in a given row should have two incoming arrows of weight b from vertices in the same row, and two incoming arrows of weights a and c from vertices in the rows above and below. Figures 2 and 3 show how this can be achieved for values of n α and n β between 0 and 2, and it should be clear from these figures how one generalizes to arbitrary values of n α and n β .
It is now convenient to decompose the position X n at each step of the walk as I n sin(ϕ+ψ)+J n ω, where ω is the location of the left-most vertex on the first row of the lattice as in figure 2. Then J n is a nonnegative integer denoting a row of vertices on the lattice, and I n is a nonnegative integer denoting the position on the J n th row. Observe that there are a total of N (j) = (n α + n β + 1)j + 1 vertices on the jth row, so that I n ranges from 0 to (n α + n β + 1)J n . The reflected random walk (X n ) has the following property, by construction:
integers such that j 0 = 0 and |j m − j m−1 | ≤ 1 for m = 1, 2, . . . , n, then for each i = 0, 1, . . . , N (j n ) − 1,
Proof. When n = 0, 1 the result is trivial. For n > 1 we have
Assuming that the lemma holds for n−1, it is easy to compute the numerator and denominator of this expression in the three cases j n = j n−1 and j n = j n−1 ± 1. In the first case, the numerator and denominator are 2b/N (j n−1 ) and 2bN (j n )/N (j n−1 ), respectively. In the other two cases the numerator and denominator are (a + c)/N (j n−1 ) and (a + c)N (j n )/N (j n−1 ). The result follows. 2 4 Scaling limit of the reflected random walk in a wedge
The scaling limit of the reflected random walk (X n ) defined in the previous section is obtained as in section 2. That is, we fix the natural number N > 0, and define the complex-valued stochastic process (Z
making jumps at the times {k/N 2 : k = 1, 2, . . .}. Here, σ 2 is again the variance of the real and imaginary parts of the steps S n = X n − X n−1 of the random walk in the interior of the wedge. Clearly then, the random walk converges to two-dimensional Brownian motion in the interior, but the behaviour on the boundaries is non-trivial. It is explained in Dubédat [3] how one proves that the scaling limit of the random walk (X n ) is in fact reflected Brownian motion with constant reflection angles on the two boundaries. The core of the argument identifies reflected Brownian motion as the only possible weak limit of (Z (N ) t ). We repeat this part of the argument here, since it has to be modified slightly in the present context.
We use the submartingale characterization of reflected Brownian motion in W (see [10] , Theorem 2.1). This works as follows. Let C 2 b (W ) be the set of bounded continuous real-valued functions on W that are twice continuously differentiable with bounded derivatives. We have to show that there are two angles ϑ L and ϑ R such that if f is a function in C 2 b (W ) that has nonnegative derivatives in the directions exp(iϑ L ) and exp(iϑ R ) on the left and right boundaries of W , respectively, then for all 0 ≤ s < t,
Here, E (N ) denotes the expectation operator for the N th approximate process, and we have dropped the (N ) superscript on (Z t ) to simplify the no-tation. In fact it is sufficient to verify the submartingale property up to the stopping time τ = inf{t ≥ 0 : Im Z t ≤ −M } for some large number M . So let f be a function in C 2 b (W ), and write u k = k/N 2 for the jump times of (Z t ). Then we can make the Taylor expansion
where U k and V k are the real and imaginary parts of the kth step of the underlying random walk, as before, and the error term is uniform in the possible range for Z u k . When we now apply the expectation operator, we distinguish between the behaviour on the boundary and in the interior (the behaviour at the apex may be ignored because of the negligible time spent there). If B denotes the set of boundary vertices, we may write
In the last line, L z denotes the local time at z (the number of jumps of the random walk to z) between times s ∧ τ and t ∧ τ , and E z is expectation with respect to the underlying random walk started from z. The sum of the first two terms in braces will henceforth be denoted by ε(z). Now observe that the expected local time at all boundary vertices on a given horizontal row j of vertices of the lattice is the same; we write L(j) for this expected local time. Then, if B L (j) (respectively B R (j)) denotes the set of the n α + 1 (resp. n β + 1) boundary vertices on row j near the left (resp. right) boundary, we may write
To order O(N −2 ) the first two terms in braces are just the derivatives of f on the left and right boundaries of the wedge (at the jth row) along the directions given by the angles
respectively. Thus, if the function f has nonnegative derivatives along these directions on the boundary, then the whole term in braces in equation (21) is nonnegative, and the submartingale property (17) is satisfied. This proves that the scaling limit of the reflected random walk is reflected Brownian motion, and that the directions of reflection on the left and right boundaries are given by the angles ϑ L and ϑ R . To find the reflection angles, by symmetry considerations it is sufficient to compute only ϑ R under the assumption that n β ≥ 0. By studying figures 2 and 3 one can verify that 
Substituting sin(ϕ+ψ) = sin ϕ cos ψ +cos ϕ sin ψ, and dividing by sin ϕ sin ψ this gives us the following expression for the reflection angle ϑ R :
Filling in equations (4) Thus, the direction of reflection of the Brownian motion on the right boundary is given simply by the vector exp(−2βπi). We conclude that the scaling limit of the reflected random walk defined in the previous section is a reflected Brownian motion with fixed reflection angles on the two boundaries of the wedge. The angles of reflection are απ and βπ with respect to the left and right boundaries (in the direction away from the starting point of the Brownian motion), respectively, as illustrated in figure 4 (let us remark that we use a convention for the reflection angle that is different from the one used in [10] , but that our choice will be more convenient later on). We have thus constructed a two-parameter family of reflected Brownian motions, with parameters α and β, and we shall denote a member of this family by RBM α,β . Each member RBM α,β of the family has the special property that in the wedge W α,β , the RBM first hits any horizontal line in the lower half-plane with uniform distribution.
Distribution functions of the RBM in a generic triangle
In this section we shall consider various basic properties shared by the family of reflected Brownian motions defined above, and compute some associated distribution functions. It will be convenient to work with triangles instead of wedges. Recall that T = T α,β was defined as the triangle in the upper half of the complex plane which has one side equal to the interval (0, 1), and inner corners απ and βπ near 0 and 1, respectively. The third corner of the triangle is denoted by w = w α,β .
We consider the reflected Brownian motion in T obtained by translating the RBM defined in the previous sections over w, and stopping the process as soon as it hits the interval (0, 1). We shall denote the exit point of the RBM on (0, 1) by X. We know from the random walk construction that this exit point is uniformly distributed, that is,
The purpose of this section is to compute several other (joint) distribution functions for the stopped Brownian process. For this, we need to introduce some notations. We shall call the set of points disconnected from 0 and 1 in the triangle T by the trace of the RBM up to the time when it hits (0, 1) the hull K of the process. This hull has exactly one point in common with the real line, namely the point X. We shall denote by |w|Y the distance of the lowest point of the hull on the left boundary to the top w, and by |w − 1|Z the distance of the lowest point of the hull on the right boundary to the top w. Thus, all three random variables X, Y and Z take on values in the range (0, 1). See figure 5 for an illustration of the definitions.
In order to compute distributions of the random variables X, Y and Z, we will make use of two elementary properties of the RBM. The first property is conformal invariance, which holds in smooth domains by a standard application of Itô's formula. Conformal invariance means that the image of reflected Brownian motion under a conformal map is again a reflected Brownian motion with the same reflection angles (modulo a time reparameterization). This allows us to define RBM α,β in an arbitrary domain as the image of RBM α,β in the wedge under a conformal transformation. Note that the angles of reflection on the boundary are conserved by virtue of the fact that the map is conformal.
In order to utilize conformal invariance, it is useful to review some properties of conformal mappings onto triangles. By the Schwarz-Christoffel formula of complex analysis (see [1] and [5] ), the unique conformal transformation of the upper half-plane À onto T α,β that fixes 0 and 1 and maps ∞ to w α,β is given by
where B(α, β) = Γ(α)Γ(β)/Γ(α + β) is the beta-function, and B z (α, β) the incomplete beta-function (see e.g. [2] for background on these special functions). Symmetry considerations show that the transformations satisfy
See figure 6 for an illustration. The second property of the RBM that we shall use is the locality property. In words, this property states that reflected Brownian motion does not feel the boundary of the domain it lives in, until it actually hits it. More precisely, suppose that A is a compact subset of the half-plane À that is bounded away from the origin, and such that À \ A is simply connected. Let Φ : À \ A → À be the conformal map such that Φ(0) = 0 and Φ(z) ∼ z when z → ∞. Consider two RBM α,β processes in À started from the origin.
Let K be the hull generated by the first RBM up to the first time it hits A, and let K * be the hull generated by the second RBM up to the first time it hits Φ(∂A ∩ À). We say that RBM α,β has the locality property because the distribution of K * is the same as that of Φ(K). For more background and consequences of the locality property we refer to the SLE literature [6, 11] .
We shall now compute the joint probability P[X ≤ x, Y ≤ y, Z ≤ z]. The idea of the computation is illustrated in figure 7 . Let a and b be the points on the left and right boundaries of T at distances |w|y and |w − 1|z from w, respectively. Consider an RBM α,β in the triangle T started from the top w, and stopped as soon as it hits the counter-clockwise arc from a to b on the boundary, drawn thick in the figure. Then, as a consequence 
of the locality property, the probability P[X ≤ x, Y ≤ y, Z ≤ z] is just the probability that this process is stopped in the interval (0, x).
We now use conformal invariance. Let g be the self-map of T that sends a to 0, b to 1 and w to w, as illustrated in the figure. Then the probability that we are trying to compute is exactly the probability that an RBM α,β in T started from w and stopped when it hits (0, 1), is stopped in the interval (g(0), g(x)). But since the exit distribution of the RBM is uniform, this probability is simply g(x) − g(0). Thus
Our next task is to find an explicit expression for this joint probability by deriving the explicit form of the map g.
The explicit form of g is obtained by suitably combining conformal selfmaps of the upper half-plane, and conformal maps of the half-plane onto triangles. For convenience, we set γ := 1 − α − β. Then figure 8 shows how one arrives at the explicit form of g. It is clear from the figure that
where the images of a and b under the map F −1 α,β can be expressed in terms of y and z as 
where in the last step we used the symmetry property (30) of the triangle mappings. Thus we have found an explicit expression for the joint distribution function of the variables X, Y and Z.
The individual distribution functions for the variables X, Y and Z are obtained by sending two of the three variables x, y and z to 1. These distribution functions take on particularly simple forms:
where we again made use of the symmetry property (30) of the triangle mappings. Observe that P[Y ≤ y] is just the image of y under the transformation that maps the triangle T γ,α onto T α,β , fixes 0 and 1 and takes w γ,α onto w α,β (and similarly for P[Z ≤ z]). In particular, for an equilateral triangle all three distributions are uniform. Finally, sending one of the three variables x, y and z to 1, one derives the following distribution functions:
Remark. So far we have restricted ourselves to the case α + β < 1, but our results extend to any choice of α and β in the range (0, 1), as we now discuss. When α + β ≥ 1, we define T α,β as the polygon in the upper halfplane having one side equal to (0, 1) and inner angles απ and βπ near 0 and 1, respectively. This domain is conformally equivalent to a triangle, but the third corner w α,β is now at ∞, so that we should consider RBM α,β in this domain started "with uniform distribution at infinity". That is, we now consider an RBM α,β in T α,β started with uniform distribution from {z : Im z = y} ∩ T α,β , and take the limit y → ∞. On the discrete level, the underlying reflected random walk model is obtained as follows. We consider the wedge W 1−α,1−β , and define the random walk in this wedge as before. The walk is started with uniform distribution from the jth row of vertices, and the limit j → ∞ is taken. The reflection of the model in the real axis is the desired discrete model whose scaling limit is RBM α,β . By conformal invariance, we can then transform the RBM α,β to a triangle T µ,ν with µ + ν < 1. The distribution functions in this and the following section can be transformed to T µ,ν as well, and are then still valid for an RBM α,β with α + β ≥ 1.
Time-reversal of the RBM in a generic triangle
In the previous section we discussed several distribution functions of the RBM α,β in the triangle T α,β , started from the top and stopped when it hits (0, 1). In the present section we shall study the time-reversal of this process, and compute an associated distribution function. The following result is a straightforward generalization of the same result for isosceles triangles in Dubédat [3] :
The time-reversal of the RBM α,β in the triangle T α,β , started from the top and stopped when it hits (0, 1), is the RBM 1−β,1−α started with the uniform distribution from (0, 1), conditioned not to return to (0, 1), and killed when it hits the top of the triangle T α,β .
In particular, the time-reversed process considered up to the first time when it hits the left or right boundary of the triangle, is a complex Brownian motion started with uniform distribution from (0, 1) and conditioned not to return to the real line. In other words, up to its first contact with the left or right boundary, this process is a Brownian excursion of the upper half-plane, started with uniform distribution from (0, 1) (for background on Brownian excursion, see [6] and [8] ). This fact allows us to derive the following result.
Suppose that (Z t : t ≥ 0) is an RBM α,β in the triangle T = T α,β , started from w = w α,β . Let τ be the first time when (Z t ) hits (0, 1), and let σ be the last time before τ when the walk visited the boundary of T . Let E denote the event that Z σ is on the right boundary of the triangle. Then
It is shown in Dubédat [3] how one derives this result in the special case α = β = 1/3. Below we repeat the computation for the general case. Let (Y t : t ≥ 0) be a Brownian excursion of the upper half-plane, and let (B t : t ≥ 0) be a complex Brownian motion. We define S and U as the first time when (Y t ), respectively (B t ), hits either the left or the right boundary of the triangle T . We further define U M as the first time when (B t ) exits the strip {z : 0 < Im z < M }. Then, if P z denotes the probability measure of the relevant processes started from z, we have 
where we used the strong Markov property of Brownian motion. See figure 9 for a sketch. Observe that we want to compute
so that we are now interested in the limit of P x+iε [B U = z] Im z dz/ε as ε tends to 0. We compute this limit using conformal invariance of Brownian motion.
Remember that the probability that a complex Brownian motion started from a + ib leaves the upper half-plane through (−∞, x), is given by the Figure 9 : A complex Brownian motion B t started from x + iε in the triangle T . This process conditioned to exit the strip {z : 0 < Im z < M } through the top boundary and stopped when it hits the boundary of the triangle T corresponds in the limit ε ↓ 0 to the time-reversal of the RBM α,β in the triangle , as explained in the text.
harmonic measure ω(x) of (−∞, x) at the point a + ib. It is straightforward to verify that where in the last step we made the substitution t = 1/u. Using equations 15.3.1 and 15.2.5 for the hypergeometric function in [9] and the formulas Figure 10 : Transformations between the upper half-plane and the domains T α,β and T 1−α,1−β .
6.1.15 and 6.1.17 for the gamma function from [2] , we finally derive
In words: the conditional probability that the last side visited by an RBM α,β in T α,β started from w α,β is the right side, given that the exit point X equals x ∈ (0, 1), is exactly the image of x under the transformation that maps T α,β onto T 1−α,1−β , fixing 0 and 1 and sending w α,β onto w 1−α,1−β .
