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Resumo A utilizac¸a˜o de tecnologia nas habitac¸o˜es dome´sticas e´ uma realidade cres-
cente. Os sistemas domo´ticos apoiam-nos na realizac¸a˜o de um sem nu´mero
de tarefas quotidianas. Ale´m do conforto que proporcionam, estes sistemas
permitem que as pessoas com limitac¸o˜es funcionais tenham maior autono-
mia e mobilidade dentro das suas habitac¸o˜es. Existem, contudo, alguns ca-
sos em que as interfaces entre os sistemas domo´ticos e as pessoas com
limitac¸o˜es funcionais na˜o sa˜o as mais adequadas. O objectivo deste trabalho
e´ desenvolver uma interface de fa´cil utilizac¸a˜o entre pessoas com limitac¸o˜es
funcionais e o sistema domo´tico B-LIVE. Tendo em conta as limitac¸o˜es fı´sicas
destas pessoas, a fala, como interface humano-ma´quina, foi o ponto de par-
tida para o trabalho desenvolvido. Esta dissertac¸a˜o apresenta uma inter-
face humano-ma´quina com reconhecimento de fala, tendo em vista a sua
utilizac¸a˜o por pessoas com limitac¸o˜es funcionais para que estas possam in-
teragir com o B-LIVE. Foram desenvolvidas duas verso˜es da interface, uma
com um reconhecedor dependente do orador e outra com um reconhecedor
independente do orador. Em ambos os casos os resultados obtidos (quer em
ambiente laboratorial, quer em utilizac¸a˜o real), permitem concluir que a fala
e´ uma interface via´vel para a utilizac¸a˜o em questa˜o.
Keywords Human-machine interfaces (HMI), home automation, disabled people, speech
recognition.
Abstract The utilization of technology in our homes is a growing reality. Home auto-
mation can support us in many of our daily tasks. Apart from the comfort that
these systems provide, they allow disabled people to achieve more autonomy
and mobility within their homes. There are, however, some cases where the
interfaces between home automation systems and disabled people are not
the most appropriate. The purpose of this work is to develop a user friendly
interface between disabled people and the home automation system B-LIVE.
Given the physical limitations of these people, speech as human-machine
interface was the starting point for this work. This dissertation presents a
human-machine interface with speech recognition, that can be used by disa-
bled people so that they can interact with the B-LIVE system. We have de-
veloped two versions of the interface: one with a speaker dependent speech
recogniser and another with a speaker independent speech recogniser. In
both cases the results (both in laboratory environment and in real utilization),
suggest that speech is a viable interface to be used in these applications.
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O desenvolvimento tecnolo´gico das u´ltimas de´cadas na˜o tem precedentes na histo´ria da humani-
dade. Como consequeˆncia, o nı´vel de vida da maioria das pessoas dos paı´ses mais desenvolvidos
tem aumentado consideravelmente. Este aumento do nı´vel de vida faz com que as pessoas pro-
curem produtos que aumentem o grau de conforto dos locais onde passam a maior parte do seu
tempo. Os sistemas automa´ticos para controlo de habitac¸o˜es sa˜o disso um bom exemplo.
O conceito de Smart Houses [1] [2], surgiu da investigac¸a˜o em Home Automation e Home
Networking Areas [3]. Este conceito aliado a` automac¸a˜o dome´stica e´ bastante u´til em aplicac¸o˜es
de Assistive Technologies. A utilizac¸a˜o de Assistive Technologies, em conjunto com Smart Hou-
ses, deu origem ao conceito de Health Smart Homes (HSH) [4] [5]. Estas tecnologias na˜o repre-
sentam apenas uma melhoria de conforto e qualidade de vida, mas tambe´m uma nova oportunidade
para as pessoas com graves limitac¸o˜es funcionais.
No caso particular de pessoas com limitac¸o˜es funcionais, estas tecnologias podem ser utiliza-
das de diversas formas, por exemplo: na monitorizac¸a˜o da evoluc¸a˜o dos tratamentos de pessoas em
recuperac¸a˜o de acidentes graves, proporcionando mais independeˆncia e integrac¸a˜o a`s pessoas
tetra ou paraple´gicas e tambe´m no auxı´lio a pessoas idosas na realizac¸a˜o de tarefas quotidianas.
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1.1 Necessidades Especiais
Segundo os dados obtidos atrave´s do Instituto Nacional de Estatı´stica (INE), tendo em conta os
Censos de 2001, existem em Portugal continental cerca de 1.693.493 habitantes com idade igual
ou superior a 65 anos e 634.408 com algum tipo de deficieˆncia [6] [7]. A partir destes dados
facilmente se verifica que sa˜o muitos os potenciais utilizadores de sistemas de HSH.
Figura 1.1: Populac¸a˜o sem e com deficieˆncia em Portugal, Censos 2001 [7].
Os dados do INE na figura 1.1, mostram que uma grande fatia das pessoas com deficieˆncia
teˆm deficieˆncia motora, mais exactamente 1, 5% o que corresponde a 155.476 pessoas. Estes
nu´meros evidenciam a necessidade de criar sistemas de HSH para apoiar estas pessoas, nas mais
diversas tarefas quotidianas e de integrac¸a˜o social e laboral.
1.2 Enquadramento
Com o objectivo de facilitar o dia a dia destas pessoas idosas, ou com graves limitac¸o˜es funci-
onais, mais concretamente tetra e paraple´gicas, a Universidade de Aveiro, o Centro de Medicina
de Reabilitac¸a˜o da Regia˜o Centro - Rovisco Pais (CMRRC - Rovisco Pais) e a Micro I/O, criaram
uma parceria para desenvolver um sistema domo´tico para apoio a` reabilitac¸a˜o de pessoas com
limitac¸o˜es funcionais graves, o B-LIVE [8]. O sistema domo´tico B-LIVE permite que uma pessoa
com limitac¸o˜es funcionais graves possa interagir, de uma forma fa´cil e co´moda, com diversos dispo-
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sitivos de uso dome´stico, presentes na casa onde habita. Existem diferentes interfaces possı´veis
entre estas pessoas e o B-LIVE. Contudo, em alguns casos, o grau de limitac¸a˜o destas pessoas e´
tal que torna impossı´vel a sua interacc¸a˜o com o sistema.
O B-LIVE, venceu a edic¸a˜o de 2007 do Pre´mio Eng. Jaime Filipe, um galarda˜o atribuı´do pelo
Instituto da Seguranc¸a Social para a melhor concepc¸a˜o inovadora e promotora de autonomia. Este
pre´mio e´ uma homenagem ao Eng. Jaime Filipe, figura de grande dedicac¸a˜o e actuac¸a˜o na defesa
do exercı´cio de cidadania e integrac¸a˜o social das pessoas em situac¸a˜o de dependeˆncia.
1.3 A fala como interface humano-ma´quina
A fala e´ vista como um meio de comunicac¸a˜o natural, eficiente e flexı´vel entre pessoas [9].
Permite-nos trocar ideias, expressar opinio˜es, revelar o nosso pensamento. Por outro lado, de-
vido ao desenvolvimento tecnolo´gico dos u´ltimos anos em sistemas de reconhecimento de fala, e´
agora possı´vel controlar dispositivos electro´nicos a partir de um computador atrave´s de comandos
de fala [10] [11].
A fala como Human-Machine Interface (HMI) e´ uma alternativa bastante atraente a`s interfaces
actuais (teclado e rato), em particular para pessoas com limitac¸o˜es funcionais [10]. A utilizac¸a˜o
da fala como HMI apresenta va´rias vantagens, na˜o necessita de aprendizagem, permite ma˜os
livres, operac¸a˜o a` distaˆncia e sem contacto visual. No entanto, e´ bastante improva´vel que nos
pro´ximos anos a fala possa substituir definitivamente estes dispositivos. Estudos ergono´micos mos-
tram que interfaces baseados unicamente em reconhecimento de fala na˜o sa˜o eficientes devido aos
erros cometidos pelo reconhecedor [9]. Assim sendo, as interfaces de fala devem complementar
as existentes e permitir que o utilizador possa definir qual a interface que melhor se adequa a cada
uma das tarefas que pretende realizar. O uso apropriado de fala nos computadores de uso pessoal
ira´ provavelmente requerer o desenvolvimento de um novo conceito de interacc¸a˜o humano-ma´quina
e na˜o apenas modificar as interfaces existentes.
Para as pessoas com limitac¸o˜es funcionais a fala, e´ nos casos mais problema´ticos, a u´nica
forma de interacc¸a˜o com as ma´quinas ao seu redor. A fala esta´ a ser utilizada como HMI nas
mais diversas aplicac¸o˜es, por exemplo: para controlar cadeiras de rodas ele´ctricas [12] [13], para
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interacc¸a˜o com computadores pessoais [11] e em HSH [14]. Estes projectos sa˜o apenas alguns
exemplos de como a tecnologia de reconhecimento de fala pode introduzir benefı´cios reais na
qualidade de vida e independeˆncia das pessoas com limitac¸o˜es funcionais. Existem ainda
outros benefı´cios em utilizar a fala como HMI. Um deles e´ a possı´vel integrac¸a˜o no mundo do
trabalho de pessoas com limitac¸o˜es funcionais graves. Pessoas que na˜o teˆm acesso aos compu-
tadores, devido a`s suas limitac¸o˜es, veˆem agora uma oportunidade de poderem realizar as suas
tarefas dia´rias, ou mesmo profissionais, recorrendo a esta tecnologia. Contudo, tendo em conta
os destinata´rios deste trabalho, existem dificuldades acrescidas em utilizar a fala como HMI. As
pessoas com limitac¸o˜es funcionais, devido a leso˜es ao nı´vel das ve´rtebras C1, C2 ou C3, teˆm difi-
culdades ou mesmo incapacidade em respirar sem auxilio externo. Esta inibic¸a˜o na capacidade
de ventilar pode afectar de forma significativa o seu desempenho ao nı´vel da expressa˜o oral, o que
pode inviabilizar o uso desta tecnologia.
1.4 Objectivos
O objectivo deste trabalho, e´ dotar o sistema domo´tico B-LIVE com uma interface simples, de
fa´cil utilizac¸a˜o e manipulac¸a˜o para pessoas com limitac¸o˜es funcionais, mais propriamente
tetra e paraple´gicos. A fala apresenta-se como uma alternativa bastante interessante a`s HMI
tradicionais, uma vez que, na maior parte dos casos, as limitac¸o˜es destas pessoas na˜o as impedem
de se exprimir oralmente. Tendo em conta estes factores, e tambe´m com base na experieˆncia dos
profissionais de sau´de envolvidos, pretendemos dotar o B-LIVE com uma interface baseada em
reconhecimento de fala.
1.5 Organizac¸a˜o da presente dissertac¸a˜o
Esta dissertac¸a˜o encontra-se organizada por capı´tulos de acordo com a seguinte descric¸a˜o:
Nesta introduc¸a˜o sa˜o apresentados os motivos que levaram a` realizac¸a˜o deste trabalho, o
contexto em que se insere, assim como os objectivos a atingir aquando da sua conclusa˜o. O tema
da fala como interface humano-ma´quina e´ abordado de uma forma introduto´ria e muito superficial,
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apenas com o objectivo de sensibilizar o leitor para as potencialidades desta nova realidade. No
final e´ apresentada uma breve descric¸a˜o da organizac¸a˜o da presente dissertac¸a˜o.
No segundo capı´tulo, (”A fala como meio de comunicac¸a˜o entre Humanos”), e´ feita uma
breve introduc¸a˜o aos aparelhos produtor e auditivo dos humanos. Em relac¸a˜o ao aparelho pro-
dutor, pretende-se: identificar os orga˜os envolvidos na produc¸a˜o dos sinais acu´sticos de fala
e perceber como e´ que estes sinais sa˜o formados; identificar a origem das suas especificidades
e classifica´-los em func¸a˜o destas. Quanto ao aparelho auditivo, pretende-se: identificar quais os
orga˜os envolvidos na recepc¸a˜o do sinal de fala; perceber o processo de recepc¸a˜o dos sinais
acu´sticos e posterior percepc¸a˜o pelo ce´rebro. Por u´ltimo, tendo em conta que o pu´blico alvo
deste trabalho sa˜o pessoas com limitac¸o˜es funcionais, e´ necessa´rio perceber se estas leso˜es afec-
tam a capacidade destas pessoas se exprimirem oralmente e, em caso afirmativo, de que forma.
No terceiro capı´tulo, (”Reconhecimento de fala”), faz-se uma breve introduc¸a˜o aos fun-
damentos teo´ricos que esta˜o na base dos sistemas de reconhecimento de fala. Abordamos os
conceitos de dependeˆncia e independeˆncia dos reconhecedores em relac¸a˜o ao orador. Os fac-
tores que influenciam o desenvolvimento de projectos com reconhecimento de fala sa˜o analisados
com algum cuidado. Por fim, apresenta-se a arquitectura tı´pica de um reconhecedor de fala, ex-
plicando o funcionamento de cada um dos blocos que o constituem. Uma vez que os sistemas de
reconhecimento em estudo sa˜o baseados em modelos de Markov na˜o observa´veis, sera´ feita
uma breve introduc¸a˜o ao tema.
No quarto capı´tulo, (”Desenvolvimento de uma interface Speech Enabled para pessoas
com limitac¸o˜es funcionais”), apresentamos a interface desenvolvida. Descrevemos em porme-
nor o seu princı´pio de funcionamento, arquitectura, a base de dados e o reconhecedor de fala
que utiliza. Para percebermos a forma como a interface desenvolvida comunica com o sistema
domo´tico B-LIVE, faz-se uma breve introduc¸a˜o ao B-LIVE na qual se apresentam as suas principais
caracterı´sticas e tambe´m a forma como comunica com o exterior. Ainda neste capı´tulo, expomos as
razo˜es que levaram a` escolha da ferramenta Hidden Markov Model Toolkit (HTK) para construc¸a˜o do
reconhecedor dependente do orador. O reconhecedor independente do orador sera´ construı´do
com as ferramentas disponibilizadas pelo Microsoft Language Development Center (MLDC) [15].
Por fim, apresentamos os passos que foi necessa´rio percorrer para construir os reconhecedores
utilizados pela interface.
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No quinto capı´tulo, (”Resultados”), sera˜o apresentados os resultados da avaliac¸a˜o feita
a` interface desenvolvida, quer em ambiente laboratorial, quer em utilizac¸a˜o real no CMRRC -
Rovisco Pais.
Finalmente, no sexto capı´tulo, (”Concluso˜es”), faz-se um resumo do trabalho desenvol-
vido, abordando as principais tarefas realizadas, apresenta-se uma avaliac¸a˜o dos resultados
obtidos e algumas sugesto˜es para futuros desenvolvimentos do trabalho efectuado.
1.6 Resultados ja´ publicados
Depois de concluı´da, a interface foi testada em ambiente laboratorial. Os resultados obtidos foram
submetidos a` confereˆncia internacional DSAI 2007 (Software Development for Enhancing Accessi-
bility and Fighting Info-exclusion), sob a forma de artigo (com o nome Speech Enabled Interface to
Home Automation for Disabled or Elderly People) e aceites para publicac¸a˜o nos proceedings da con-
fereˆncia. A DSAI 2007 foi organizada pela Universidade Tra´s-os-Montes e Alto Douro (UTAD), e
realizou-se nos dias 8-9 de Novembro de 2007.
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Capı´tulo 2
A fala como meio de comunicac¸a˜o entre
Humanos
A comunicac¸a˜o e´ essencial no dia-a-dia dos seres Humanos, em especial a comunicac¸a˜o atrave´s
da fala. Mais do que qualquer outra caracterı´stica, e´ a fala que nos distingue dos animais. Permite-
nos trocar ideias, expressar opinio˜es, revelar o nosso pensamento [16] [17].
Para que possa haver comunicac¸a˜o teˆm que existir pelo menos treˆs entidades, o emissor, o
receptor e a mensagem. A comunicac¸a˜o tem inı´cio quando o emissor desenvolve uma mensagem
(ideia, conceito ou pensamento) que pretende transmitir e termina quando o receptor a descodifica;
e´ no ce´rebro que a comunicac¸a˜o tem inı´cio e termina. A` sequeˆncia de eventos que ocorrem numa
comunicac¸a˜o entre duas pessoas, utilizando a fala, da´-se o nome de cadeia da fala, figura 2.1 [16]
[18].
A comunicac¸a˜o tem inı´cio quando o emissor desenvolve uma mensagem que pretende trans-
mitir. De seguida, a mensagem e´ codificada e enviada atrave´s do sistema nervoso para os mu´sculos
que controlam os orga˜os do aparelho produtor, os quais produzem os sons que sa˜o transmitidos
sob a forma de ondas sonoras para o receptor da mensagem. Do lado do receptor, as ondas so-
noras sa˜o captadas pelo aparelho auditivo e transformadas em sinais electroquı´micos que sa˜o
transmitidos para o ce´rebro. No ce´rebro, estes sinais sa˜o descodificados e analisados no sentido
de reconhecer a mensagem enviada pelo emissor [16] [18].
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Figura 2.1: Cadeia da fala: produc¸a˜o, transmissa˜o e recepc¸a˜o de sinais de fala (adaptado de va´rias fontes).
Ao estudarmos a cadeia da fala pretendemos compreender os mecanismos de produc¸a˜o e
recepc¸a˜o dos sinais acu´sticos de fala. O objectivo final e´ perceber de que forma e´ que as leso˜es
que as pessoas tetra ou paraple´gicas apresentam afectam a sua capacidade de produzir e\ou
receber estes sinais. Com base no conhecimento obtido sobre o funcionamento dos aparelhos
produtor e auditivo e a forma como estes sa˜o afectados pela tetra ou paraplegia, sera´ possı´vel
compreender melhor os possı´veis desvios no desempenho dos reconhecedores de fala quando
utilizados por pessoas com estas limitac¸o˜es funcionais.
2.1 Produc¸a˜o de sinais acu´sticos de fala
A disciplina responsa´vel por estudar a produc¸a˜o dos sons da fala e´ a Fone´tica. O processo
de produc¸a˜o da fala, figura 2.2, tem inı´cio quando o emissor formula uma mensagem que pre-
tende transmitir. E´ no ce´rebro que tudo tem inı´cio, mais propriamente na a´rea de Broca [19]. O
pro´ximo passo e´ codificar a mensagem de acordo com as regras linguı´sticas da lı´ngua utilizada
na comunicac¸a˜o. Esta codificac¸a˜o corresponde em transformar o pensamento numa sequeˆncia de
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sinais electroquı´micos que sa˜o transmitidos pelo sistema nervoso ao aparelho produtor. No apa-
relho produtor, os sinais nervosos sa˜o utilizados para estimular os diferentes orga˜os e mu´sculos,
como a lı´ngua, e os quais ao movimentarem-se, produzem diferentes configurac¸o˜es dos orga˜os
e, em consequeˆncia, diferenc¸as nas ondas sonoras produzidas, de forma a produzir os sons que
traduzem a mensagem inicialmente formulada. Por fim, os sons sa˜o transmitidos sob a forma de
ondas sonoras para o receptor da mensagem [16] [17] [18] [19].
Figura 2.2: Produc¸a˜o da fala. Depois de formular uma mensagem o ce´rebro envia os sinais nervosos
adequados para que os orga˜os da fala produzam os respectivos sons (adaptado de va´rias fontes).
Os orga˜os responsa´veis pela produc¸a˜o dos sons da fala denominam-se, no seu conjunto, apa-
relho produtor. O aparelho produtor e´ o responsa´vel pela produc¸a˜o da sequeˆncia de segmentos
fone´ticos que constituem os sons da fala [20].
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2.1.1 Constituic¸a˜o do aparelho produtor humano
A figura 2.3 representa de uma forma simplificada o aparelho produtor humano 1. Os seus compo-
nentes sa˜o: diafragma, pulmo˜es, laringe, faringe, cavidade bucal, lı´ngua, dentes, ve´u palatino ou
palato mole, la´bios, narinas e cavidade nasal. Normalmente ao conjunto: ve´u palatino, cavidade
oral, lı´ngua, la´bios e dentes da´-se o nome de tracto vocal. A` cavidade nasal e parte superior da
faringe da´-se o nome de tracto nasal. Na ana´lise que se segue sera˜o mencionados apenas os
orga˜os do aparelho produtor presentes na figura 2.3.
Figura 2.3: Aparelho produtor humano (adaptado de MIT OCW).
Os orga˜os que constituem o aparelho produtor podem ser classificados de acordo com a
func¸a˜o que desempenham no processo de produc¸a˜o dos sons da fala. Esta classificac¸a˜o permite-
1Apenas foram representados na figura os orga˜os considerados relevantes para a ana´lise em questa˜o a qual preten-
demos que seja simples e objectiva.
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nos dividi-lo em partes. A tabela 2.1 apresenta de uma forma sucinta estas partes, os o´rga˜os que
as constituem e as suas func¸o˜es [19] [21].
Tabela 2.1: Partes do aparelho produtor Humano: Produtores, Vibrador, Ressoadores, Articuladores e Sen-
sor/Coordenador.
Os pulmo˜es, juntamente com os mu´sculos respirato´rios (diafragma, mu´sculos intercostais e
escalenos e pequeno peitoral), proporcionam a fonte de energia necessa´ria a` produc¸a˜o de fala,
isto e´, a corrente de ar ascendente produzida durante a expirac¸a˜o [19] [21]. A intensidade e durac¸a˜o
dos sons produzidos dependem da intensidade e volume desta corrente de ar. Quanto maior for a
intensidade da corrente de ar ascendente, maior e´ a intensidade do sinal de fala produzido. Por sua
vez, o volume de ar limita a produc¸a˜o de som a um determinado perı´odo de tempo. Quanto menor
for o volume de ar, menor e´ o tempo de produc¸a˜o de sons.
A laringe e´ composta por treˆs ane´is de cartilagem dentro dos quais esta˜o situadas duas
pregas musculares, conhecidas pelo nome de cordas vocais. As cordas vocais sa˜o pequenos
ligamentos com grande poder de contracc¸a˜o e extensa˜o. Sa˜o as cordas vocais que, ao vibrarem,
produzem os sons da fala. Se as cordas vocais estiverem juntas (fechadas), a pressa˜o de ar vindo
dos pulmo˜es faz com que estas vibrem e da´-se a produc¸a˜o de som ou seja a fonac¸a˜o [19].
Os sons produzidos pelas cordas vocais sa˜o modulados nas cavidades oral e nasal. A ca-
vidade oral, ale´m de amplificar os sons vindos da faringe, possui estruturas anato´micas utilizadas
na produc¸a˜o dos sons designadas por articuladores (la´bios, dentes, alve´olos denta´rios superiores,
maxilar inferior, lı´ngua, palato duro, palato mole e ve´u palatino). Os articuladores podem-se classi-
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ficar em activos e passivos. Os activos sa˜o aqueles que, regra geral, apresentam mobilidade:
os la´bios, a lı´ngua, o palato mole, o ve´u palatino e o maxilar inferior. Os passivos na˜o apresen-
tam mobilidade. sa˜o os dentes, os alve´olos denta´rios superiores e o palato duro. A classificac¸a˜o
dos sons, do ponto de vista articulato´rio, e´ feita tendo em conta os articuladores envolvidos na sua
produc¸a˜o [19].
2.1.2 Princı´pios de funcionamento do aparelho produtor humano
De uma forma simples o mecanismo de produc¸a˜o dos sons da fala pode-se descrever do seguinte
modo:
O ar vindo dos pulmo˜es (a produc¸a˜o de sons durante a fase de inalac¸a˜o e´ extremamente rara),
atrave´s dos broˆnquios, percorre a traqueia e o eso´fago ate´ chegar a` laringe. Uma vez na laringe,
a corrente de ar encontra o seu primeiro obsta´culo — a glote, que e´ uma abertura entre as cor-
das vocais. O fluxo de ar pode encontra´-la fechada ou aberta, dependendo da posic¸a˜o das cordas
vocais. Tendo em conta o estado da glote (aberta ou fechada), os sons gerados pelo aparelho pro-
dutor podem ser classificados em duas classes distintas: vozeados ou na˜o vozeados. Os que sa˜o
produzidos sem vibrac¸a˜o das cordas vocais, com a glote aberta, sa˜o designados de na˜o vozeados.
Quando a glote se encontra fechada, existe vibrac¸a˜o das cordas vocais e os sons assim produzidos
sa˜o vozeados [19] [20]. A produc¸a˜o de sons resulta da actividade vibrato´ria das cordas vocais. Ao
vibrarem, as cordas vocais, aproximam-se e afastam-se alternadamente, gerando uma sucessa˜o
ra´pida de pequenos sopros de ar que, ao passarem por elas produzem os diversos sons, ou seja,
da´-se a fonac¸a˜o. Para que as cordas vocais vibrem e´ necessa´rio que estas estejam suficientemente
juntas (fechadas) e que exista uma diferenc¸a significativa entre as presso˜es subglotal e supra-
glotal. A pressa˜o subglotal deve ser suficientemente mais elevada do que a pressa˜o supraglotal,
para que se estabelec¸a uma forc¸a capaz de vencer a resisteˆncia das cordas vocais, fazendo-as
afastarem-se uma da outra. Com a abertura das cordas vocais, o ar escapa-se atrave´s da glote,
o que causa uma diminuic¸a˜o tempora´ria da pressa˜o atrave´s deste orga˜o (efeito de Bernouilli), o
que faz com que as cordas vocais se voltem a aproximar. A glote volta a` posic¸a˜o inicial (fechada) e
o processo repete-se [22].
Ao sair da laringe, a corrente de ar vinda dos pulmo˜es entra na cavidade farı´ngea, uma
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encruzilhada que lhe oferece duas vias de acesso ao exterior atrave´s dos canais oral e nasal. Entre
estes dois canais esta´ o ve´u palatino, orga˜o dotado de mobilidade capaz de obstruir ou na˜o a
passagem do ar pela cavidade nasal e, consequentemente, de determinar a natureza oral ou nasal
de um som. Quando levantado, o ve´u palatino adere a` parede posterior da faringe, deixando livre
apenas o canal oral. Os sons assim obtidos denominam-se orais. Quando baixado, o ve´u palatino
deixa ambos os canais livres e a corrente de ar divide-se, escoando-se uma parte pelas fossas
nasais. Os sons assim produzidos adquirem o nome de nasais. Por fim, e´ a posic¸a˜o dos orga˜os
articuladores presentes na cavidade oral que determina o tipo de sons que sa˜o gerados [19] [20].
2.1.3 Classificac¸a˜o dos sons da fala
Para que se possa estudar de uma forma sistema´tica os sons da fala, e´ necessa´rio representa´-los.
A escrita na˜o consegue representar de uma forma biunı´voca os sons da fala, pelo que e´ necessa´rio
utilizar um conjunto de sı´mbolos adequado para o efeito. Os sı´mbolos utilizados para representar
graficamente os sons da fala esta˜o definidos nos alfabetos fone´ticos. Os mais utilizados sa˜o o IPA
e o SAMPA, este u´ltimo esta´ adaptado ao uso em computador [22]. Pelo que, foi o escolhido para a
realizac¸a˜o deste trabalho. No anexo A apresentamos mais informac¸a˜o acerca destes alfabetos.
A classificac¸a˜o dos sons da fala consiste na sua categorizac¸a˜o tendo em conta a observac¸a˜o
dos articuladores. Os sons linguı´sticos classificam-se em consoantes, vogais e semi-vogais [19]
[20].
Consoantes
As consoantes sa˜o produzidas com constric¸a˜o ou obstruc¸a˜o significativa a` passagem do fluxo
de ar no tracto vocal. Tradicionalmente, estas sa˜o classificadas segundo dois paraˆmetros: o modo
de passagem do ar pelo tracto vocal — o modo de articulac¸a˜o e a regia˜o do tracto vocal onde
se situa a maior constric¸a˜o imposta pelos articuladores presentes na cavidade oral — o ponto de
articulac¸a˜o [19] [20] [22].
O modo de articulac¸a˜o descreve a configurac¸a˜o do tracto vocal devido a´ posic¸a˜o relativa dos
articuladores. Tendo em conta este paraˆmetro as consoantes podem ser: oclusivas, fricativas,
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laterais, vibrantes e africadas. As oclusivas sa˜o produzidas com uma obstruc¸a˜o total a` passa-
gem do fluxo de ar pela cavidade oral. As fricativas sa˜o produzidas com uma obstruc¸a˜o parcial a`
passagem do fluxo de ar, o que origina turbuleˆncia e ruı´do. Nas laterais, a obstruc¸a˜o ao fluxo de
ar e´ provocada pela lı´ngua em contacto com o palato ou com os alve´olos, o ar passa pelos lados
da lı´ngua. Durante a produc¸a˜o das vibrantes, existe vibrac¸a˜o do o´rga˜o articulador - a lı´ngua. As
africadas sa˜o produzidas com uma pronuncia mista. No inı´cio a obstruc¸a˜o a` passagem do fluxo de
ar e´ completa e no final e´ ideˆntica a` das fricativas. Aplicando estas regras ao Portugueˆs Europeu,
obtemos a classificac¸a˜o apresentada na tabela 2.2 [20] [22] [19].
Tabela 2.2: Consoantes da lı´ngua portuguesa e sua classificac¸a˜o, quanto ao modo de articulac¸a˜o. Repre-
sentadas segundo a nomenclatura SAMPA [23].
O ponto de articulac¸a˜o refere-se a` localizac¸a˜o do ponto de maior constric¸a˜o a` passagem
do ar, imposta pelos articuladores presentes na cavidade oral. Quanto ao ponto de articulac¸a˜o,
as consoantes podem ser: bilabiais (onde os articuladores sa˜o os la´bios), labiodentais (cujos
articuladores sa˜o o la´bio inferior e os incisivos), dentais (os articuladores sa˜o a ponta da lı´ngua e
os incisivos), alveolares (onde os articuladores sa˜o a ponta da lı´ngua e os incisivos superiores),
a´pico-alveolares (cujos articuladores sa˜o a ponta ou a´pice da lı´ngua e os alve´olos), pre´-palatais
(os articuladores sa˜o a laˆmina da lı´ngua e o pre´-palato), palatais (onde os articuladores sa˜o a
laˆmina da lı´ngua e o palato) e velares (cujos articuladores sa˜o a parte de tra´s da lı´ngua e o ve´u
palatino) [19] [20] [22].
As consoantes podem ainda ser classificadas de acordo com a posic¸a˜o do ve´u palatino e
das cordas vocais. Se o ve´u palatino estiver afastado da parede da faringe as consoantes sa˜o
nasais, caso contra´rio sa˜o orais. Quanto a`s cordas vocais, estas podem estar abertas (afastadas)




As vogais e as semi-vogais sa˜o sons produzidos sem constric¸a˜o a` passagem do ar e com vibrac¸a˜o
das cordas vocais, pelo que sa˜o consideradas sons vozeados [19].
As vogais e as semi-vogais sa˜o produzidas sem constric¸o˜es no tracto vocal, pelo que o fluxo de
ar na˜o encontra obsta´culos a` sua passagem. Desta forma, a classificac¸a˜o das vogais na˜o pode ser
feita a partir de pontos de articulac¸a˜o, uma vez que estes na˜o existem. A classificac¸a˜o das vogais e´
feita segundo os seguintes paraˆmetros: posic¸a˜o da lı´ngua (segundo o eixo antero-posterior), grau
de abertura e posic¸a˜o dos la´bios [19] [22].
No que diz respeito a` posic¸a˜o dos la´bios as vogais podem ser arredondadas ou na˜o arre-
dondadas. As arredondadas sa˜o produzidas com arredondamento dos la´bios, o qual na˜o existe
nas na˜o arredondadas [19] [20] [22].
O grau de abertura depende da altura do dorso da lı´ngua e da abertura do maxilar inferior no
momento de realizac¸a˜o da vogal. Tendo em conta o grau de abertura as vogais podem-se classificar
da seguinte forma: abertas, semi-abertas, semi-fechadas e fechadas [19] [20] [22].
Embora as vogais sejam produzidas com os articuladores abertos, as suas posic¸o˜es sa˜o im-
portantes na classificac¸a˜o das mesmas tendo em conta a regia˜o de articulac¸a˜o. Quanto a` posic¸a˜o
da lı´ngua, esta pode mover-se no sentido antero-posterior (avanc¸o-recuo). As vogais podem ser
classificadas como: anteriores ou palatais, me´dias ou centrais e posteriores ou velares. Em
relac¸a˜o a` altura da lı´ngua as vogais podem ser altas, me´dias ou baixas [19] [20].
Tendo em conta o papel das cavidades oral e nasal, as vogais podem ser orais ou nasais,
respectivamente [20].
Aplicando este processo de classificac¸a˜o a`s vogais do Portugueˆs Europeu, obtemos a classificac¸a˜o
apresentada nas tabelas 2.3 e 2.4.
Entre as vogais e as consoantes situam-se as semi-vogais ou glides, tendo estas as carac-
terı´sticas articulato´rias das vogais, mas de durac¸a˜o muito menor. As semi-vogais nunca ocorrem
sozinhas. Aparecem sempre junto de uma vogal e juntas constituem uma sı´laba. Na lı´ngua portu-
guesa apenas existem duas semi-vogais, o [j] e o [w] [19] [20] [22].
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Tabela 2.3: Vogais orais da lı´ngua portuguesa e sua classificac¸a˜o [20]. Representadas segundo a nomen-
clatura SAMPA [23].
Tabela 2.4: Vogais nasais da lı´ngua portuguesa e sua classificac¸a˜o [20]. Representadas segundo a nomen-
clatura SAMPA [23].
2.2 Percepc¸a˜o de fala
O aparelho auditivo e´ responsa´vel pela transformac¸a˜o do som em impulsos nervosos que o
ce´rebro descodifica, tornando possı´vel a compreensa˜o da mensagem ouvida. A a´rea do ce´rebro
responsa´vel pela recepc¸a˜o de sinais de fala e compreensa˜o da linguagem e´ conhecida como a´rea
de Wernicke [19]. A capacidade de identificar e interpretar a sequeˆncia de sons da fala que chega
ao ouvido designa-se por percepc¸a˜o de fala [19] [21].
O aparelho auditivo desempenha um papel fundamental tanto na fase de produc¸a˜o como na
de percepc¸a˜o dos sons da fala. De uma forma bastante simplificada a figura 2.1 ilustra a cadeia
de produc¸a˜o e percepc¸a˜o da fala quando existe uma conversac¸a˜o entre dois humanos. A partir
desta representac¸a˜o pode-se verificar que os sons da fala captados pelo aparelho auditivo podem
ser utilizados para desempenhar func¸o˜es diferentes, dependendo de quem os recebe [16].
Antes de abordar o funcionamento do aparelho auditivo conve´m fazer uma pequena aborda-
gem a` sua constituic¸a˜o. O ouvido humano pode ser separado em treˆs grandes partes, de acordo
com a func¸a˜o desempenhada e a sua localizac¸a˜o. Sa˜o elas: o ouvido externo (E), o ouvido me´dio
(M) e o ouvido interno (I), como ilustra a figura 2.5 [18] [21].
Segue-se enta˜o uma pequena descric¸a˜o do aparelho auditivo humano na qual as suas treˆs
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Figura 2.4: Percepc¸a˜o da fala. Os sons sa˜o captados e transformados em impulsos nervosos pelo ouvido.
De seguida, os impulsos nervosos sa˜o analisados e interpretados pelo ce´rebro com o objectivo de descodifi-
car a mensagem recebida (adaptado de va´rias fontes).
Figura 2.5: Constituic¸a˜o do ouvido humano: ouvido externo (pavilha˜o auricular, canal auditivo e tı´mpano);
ouvido me´dio (bigorna, estribo, martelo e a trompa de Eusta´quio); ouvido interno (co´clea, vestı´bulo, canais
semicirculares e nervo auditivo) [21].
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zonas constituintes sa˜o discriminadas.
2.2.1 Constituic¸a˜o do aparelho auditivo humano
Na˜o e´ objectivo deste trabalho fazer uma ana´lise exaustiva e muito pormenorizada a`cerca do apa-
relho auditivo e sua constituic¸a˜o. O objectivo e´ fornecer os elementos necessa´rios a` compreensa˜o
dos feno´menos associados a` recepc¸a˜o e percepc¸a˜o dos sons da fala.
Ouvido Externo
O ouvido externo e´ constituı´do pelo pavilha˜o auricular (orelha), pelo canal auditivo e pelo tı´mpano.
As suas func¸o˜es sa˜o: captar, localizar e encaminhar as ondas sonoras ate´ ao tı´mpano. O tı´mpano
serve tambe´m de caˆmara de ressonaˆncia, amplificando algumas frequeˆncias. A importaˆncia do
pavilha˜o auricular e´ bem evidente em muitas espe´cies de mamı´feros terrestres. E´ fundamental na
localizac¸a˜o de presas e predadores, pelo que e´ dotado de movimento. Nos humanos esta capaci-
dade foi-se perdendo ao longo da evoluc¸a˜o [18] [21].
Ouvido Me´dio
Fazem parte do ouvido me´dio os ossı´culos e a trompa de Eusta´quio. E´ atrave´s dele que a
energia das ondas sonoras e´ transmitida do ouvido externo para o ouvido interno. A energia e´
recolhida pelo tı´mpano e transmitida para o ouvido interno atrave´s de treˆs ossos minu´sculos, os mais
pequenos existentes no corpo humano — o martelo, a bigorna e o estribo. Estes ossı´culos vibram
solida´rios com o tı´mpano e transmitem a vibrac¸a˜o a uma membrana situada no ouvido interno, a
janela oval. A trompa de Eusta´quio e´ um canal em parte o´sseo, em parte fibrocartilagı´neo, existente
no ouvido me´dio. Esta´ em contacto com a rinofaringe e tem a func¸a˜o de manter uma pressa˜o
constante no ouvido me´dio [18] [21].
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Ouvido Interno
E´ no ouvido interno que se encontra a parte mais importante do aparelho auditivo, sendo cons-
tituı´do pela co´clea, pelo vestı´bulo, pelos canais semicirculares e pelo nervo auditivo. A co´clea,
em forma de espiral, e´ em grande parte responsa´vel pela nossa capacidade de diferenciar e inter-
pretar os sons. E´ na co´clea que se desenrola a conversa˜o das ondas sonoras em impulsos
ele´ctricos. De seguida, estes sinais ele´ctricos sa˜o encaminhados para o ce´rebro pelo nervo audi-
tivo, onde sa˜o descodificados e interpretados [18] [21].
2.2.2 Princı´pio de funcionamento do aparelho auditivo humano
O som pode ser entendido como sendo uma perturbac¸a˜o criada por uma fonte sonora no ambiente
que a rodeia. Esta perturbac¸a˜o propaga-se desde a fonte sonora ate´ ao ouvinte, onde e´ captada
pelo seu aparelho auditivo. O pavilha˜o auricular capta as ondas sonoras e encaminha-as atrave´s do
canal auditivo para o ouvido me´dio. O tı´mpano vai enta˜o vibrar solida´rio com as mole´culas de ar
presentes no canal auditivo. As vibrac¸o˜es captadas pelo tı´mpano sa˜o transmitidas para o interior
da co´clea (situada no ouvido interno) atrave´s dos ossı´culos ligados em cadeia entre o tı´mpano e
a janela oval (tambe´m situada no ouvido interno). Os ossı´culos podem ser vistos como um
amplificador. Actuam como uma alavanca, aumentando a pressa˜o das ondas sonoras. E´ assim
que os sinais sonoros sa˜o transmitidos para o interior da co´clea. No seu interior, as vibrac¸o˜es
sa˜o captadas pelas ce´lulas ciliadas que identificam as frequeˆncias presentes nos sinais sonoros
e transmitem a informac¸a˜o correspondente para o ce´rebro. A transmissa˜o e´ feita atrave´s do nervo
auditivo sob a forma de sinais ele´ctricos. Depois de chegar ao ce´rebro a informac¸a˜o e´ descodificada
e interpretada, podendo ser utilizada de duas formas diferentes [16] [18] [21]:
Emissor — No emissor o ce´rebro utiliza os sinais que recebe do aparelho auditivo para controlar
o aparelho produtor. Funciona como um mecanismo de feedback para que o emissor tenha
percepc¸a˜o da mensagem que esta´ a produzir [16] [19].
Receptor — Do lado do receptor, os sinais relativos aos sons da fala, captados e transformados
em sinais nervosos pelo aparelho auditivo, sa˜o descodificados e utilizados pelo ce´rebro para
construir uma ”imagem” alusiva a` mensagem que foi recebida [16] [19].
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2.3 Coordenac¸a˜o e controlo dos aparelhos produtor e auditivo
Os organismos vivos sa˜o sensı´veis a alterac¸o˜es ambientais e a estı´mulos provenientes de diversas
fontes internas e externas. O sistema nervoso e´ responsa´vel por receber, transmitir, armazenar
informac¸o˜es e elaborar respostas adequadas a estes estı´mulos [18].
A comunicac¸a˜o entre o sistema nervoso e os demais o´rga˜os e´ feita atrave´s de ce´lulas nervosas
chamadas neuro´nios, figura 2.6. Os neuro´nios sa˜o ce´lulas altamente especializadas, que teˆm
como func¸a˜o transmitir impulsos nervosos. As ce´lulas nervosas estabelecem conexo˜es entre si.
Assim, um neuro´nio pode transmitir a outros os estı´mulos recebidos, gerando uma reacc¸a˜o em
cadeia. Desta forma e´ assegurada a integrac¸a˜o, controlo e coordenac¸a˜o dos diversos sistemas
do organismo humano [18].
Figura 2.6: Neuro´nio: ce´lula principal, dendrites, axo´nio e sinapses
O sistema nervoso tem duas diviso˜es anato´micas: o sistema nervoso central (SNC) e o
sistema nervoso perife´rico (SNP). Fazem parte do SNC o ence´falo e a medula espinal. Por
sua vez o SNP e´ constituı´do pelos nervos e gaˆnglios. Estas diviso˜es anato´micas desempenham
diferentes func¸o˜es. O SNC processa, integra, armazena e responde ao SNP. O SNP e´ responsa´vel
por captar estı´mulos, transmitir e receber informac¸a˜o para e do SNC [18].
Embora o SNC receba informac¸a˜o sensorial, avalie essa informac¸a˜o e inicie acc¸o˜es sem o
contributo do SNP, sozinho ele permaneceria isolado do resto do corpo e do mundo em redor.
O SNP recolhe informac¸a˜o de numerosas fontes dentro e fora do corpo e transmite-as ao SNC
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atrave´s das fibras aferentes. As fibras eferentes do SNP transmitem a informac¸a˜o do SNC para
as va´rias partes do corpo, primariamente para os mu´sculos e glaˆndulas, regulando a actividade
destas estruturas. Sem o SNP, o SNC na˜o receberia informac¸a˜o e seria incapaz de produzir
respostas observa´veis. Nem mesmo os pensamentos e emoc¸o˜es poderiam ser expressos por
causa do isolamento do SNC [18].
O SNP pode ser dividido em duas partes: uma parte craniana, que consiste em doze pares
de nervos, e uma parte espinal, constituı´da por trinta e um pares de nervos. No caso particular
deste trabalho interessa estudar a parte craniana pois e´ ela que vai enervar os aparelhos produtor
e auditivo [18].
Por convenc¸a˜o os nervos cranianos sa˜o numerados em numerac¸a˜o romana, de I a XII, do
mais anterior para o mais posterior. A figura 2.7 e´ uma representac¸a˜o dos nervos cranianos, parte
aferente e eferente.
Os nervos cranianos podem ser de treˆs tipos sensoriais, motores e mistos. A tabela 2.5,
apresenta a sua classificac¸a˜o e apresenta uma breve descric¸a˜o das func¸o˜es de cada um deles [21].
Tabela 2.5: Classificac¸a˜o dos nervos cranianos e respectivas func¸o˜es [21].
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Figura 2.7: Nervos cranianos. I-Nervo Olfactivo, II-Nervo O´ptico, III-Nervo Oculomotor, IV-Nervo Troclear, V-
Nervo Trige´mio, VI-Nervo Abducente, VII-Nervo Facial, VIII-Nervo Auditivo, IX-Nervo Glossofarı´ngeo, X-Nervo
Vago, XI-Nervo Acesso´rio, XII-Nervo Hipoglosso [18] [21] [24].
22
2.3.1 Enervac¸a˜o do aparelho produtor humano
Na˜o se pode dizer que existe um nervo responsa´vel pela enervac¸a˜o dos va´rios orga˜os e mu´sculos
envolvidos no processo de gerac¸a˜o dos sons da fala. Praticamente todos os nervos cranianos teˆm
um papel mais ou menos importante neste processo. Sa˜o importantes os nervos responsa´veis
pela enervac¸a˜o dos mu´sculos faciais (nervo facial), pelo movimento da lı´ngua (nervo hipoglosso) e
dos maxilares (nervo trige´mio). Os orga˜os mais directamente envolvidos na produc¸a˜o de sons
(palato mole, faringe, mu´sculos intrı´nsecos da laringe) sa˜o enervados pelo nervo vago [21].
Os sinais nervosos transportados pelos nervos cranianos na˜o passam pela medula es-
pinal, pelo que uma lesa˜o a este nı´vel na˜o afecta a capacidade das pessoas tetraple´gicas produzi-
rem sons.
2.3.2 Enervac¸a˜o do aparelho auditivo humano
A func¸a˜o sensorial relativa a` audic¸a˜o e´ assegurada pelo nervo auditivo. O nervo auditivo divide-
se em duas partes, uma vestibular e outra coclear. O termo vestibular refere-se ao vestı´bulo do
ouvido interno, envolvido no equilı´brio. O termo coclear refere-se a` co´clea, a porc¸a˜o do ouvido
interno envolvida na audic¸a˜o [21].
A informac¸a˜o sensorial relativa ao sentido da audic¸a˜o e´ transportada ate´ ao co´rtex auditivo
sem percorrer a espinal medula. Uma lesa˜o no SNC ao nı´vel da medula espinal na˜o tem, ou tem
pouco impacto na audic¸a˜o.
2.4 Comenta´rios finais
A qualidade de muitos sons da fala pode ser bastante modificada por alterac¸o˜es na configurac¸a˜o
e, consequentemente, nas propriedades acu´sticas do trato vocal. Essas mudanc¸as sa˜o provocadas
principalmente por alterac¸o˜es na forma da cavidade oral, por exemplo devido a` falta de dentes ou a`
colocac¸a˜o de aparelhos denta´rios.
As leso˜es na medula espinal que provocam a tetra e paraplegia na˜o teˆm influeˆncia di-
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recta no funcionamento dos aparelhos produtor e auditivo. Isto acontece porque estes apare-
lhos sa˜o enervados pelos nervos cranianos que na˜o sa˜o afectados por leso˜es ao nı´vel da medula
espinal. No entanto pode acontecer que a capacidade de produzir sons seja afectada por leso˜es do
aparelho respirato´rio ou por intervenc¸o˜es me´dicas, por exemplo uma toracotomia2.
Assim, uma pessoa com tetra ou paraplegia pode apresentar alguma dificuldade em produzir
sons, sendo as mais noto´rias: o cansac¸o, a rouquida˜o, a baixa amplitude dos sons produzidos
e a dificuldade em colocar a voz.




O processamento de fala tem vindo a ganhar grande importaˆncia nos u´ltimos anos, em parte de-
vido aos resultados da investigac¸a˜o que tem vindo a ser realizada na a´rea, mas tambe´m devido
aos avanc¸os tecnolo´gicos que permitem uma cada vez maior capacidade de processamento e
armazenamento de dados. O reconhecimento de fala, um dos ramos do processamento, na˜o e´
excepc¸a˜o e apresenta tambe´m um enorme crescimento na˜o so´ ao nı´vel de conhecimento adquirido,
mas tambe´m da quantidade e qualidade dos sistemas de reconhecimento disponı´veis.
Os sistemas de reconhecimento de fala sofreram um enorme desenvolvimento nas u´ltimas
de´cadas. A reduc¸a˜o da taxa de erro de palavra e diminuic¸a˜o do tempo de processamento
necessa´rio para fazer o reconhecimento, resultaram em sistemas mais fia´veis e possibilitaram que
estes saı´ssem dos laborato´rios onde foram desenvolvidos para serem utilizados em aplicac¸o˜es re-
ais.
O nı´vel de desenvolvimento existente na˜o teria sido possı´vel sem a introduc¸a˜o de modelos
matema´ticos e estatı´sticos nos sistemas de reconhecimento de fala, nomeadamente, a utilizac¸a˜o
de Hidden Markov Models (HMM’s) para modelar o sinal de fala. Os HMM’s sa˜o a base teo´rica
que esta´ por tra´s dos mais avanc¸ados sistemas de reconhecimento de fala existentes na ac-
tualidade. Estes permitem modelar as variac¸o˜es temporais e espectrais em simultaˆneo [25]. Os
paraˆmetros para construc¸a˜o destes modelos podem ser obtidos automaticamente a partir de proce-
dimentos e dados de treino. O processo de treino e´ fundamental para obter modelos que permitam
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realizar reconhecimento com uma taxa de sucesso elevada. A qualidade dos dados disponı´veis
para treino dos sistemas e´ tambe´m um factor bastante importante, pelo que foi feito um esforc¸o no
sentido de desenvolver grandes bases de dados de fala para investigac¸a˜o, desenvolvimento,
treino e avaliac¸a˜o dos sistemas de reconhecimento de fala.
Um outro factor importante foi o estabelecimento de normas para a avaliac¸a˜o do desempe-
nho. Quando os investigadores comec¸aram a desenvolver os seus reconhecedores, utilizavam da-
dos de fala recolhidos nos seus pro´prios laborato´rios, na˜o obedecendo a crite´rios de selecc¸a˜o bem
definidos. Em consequeˆncia, na˜o era possı´vel comparar o desempenho dos reconhecedores dos
diferentes laborato´rios. A recente disponibilidade de grandes bases de dados de domı´nio pu´blico,
associada a` especificac¸a˜o de rigorosos crite´rios de avaliac¸a˜o, resultou num rigor e aceitac¸a˜o dos
resultados obtidos em diferentes laborato´rios.
3.1 Definic¸a˜o do problema
Um sistema de reconhecimento automa´tico de fala e´ um sistema capaz de, pelo menos, iden-
tificar va´rias palavras ou frases quando proferidas oralmente por um determinado indivı´duo
na auseˆncia de qualquer outro sinal acu´stico. Idealmente, seria tambe´m capaz de transcrever
qualquer discurso oral, pelo menos nas circunstaˆncias de audic¸a˜o considera´veis aceita´veis por um
ouvinte humano. Neste contexto, considera-se como dados para o reconhecimento, apenas o sinal
acu´stico resultante do processo da fala [26].
Na avaliac¸a˜o dos projectos de sistemas de reconhecimento de fala e´ necessa´rio, antes de
mais, determinar o fim a que se destinam. Um sistema que pretende transformar comandos vocais
em instruc¸o˜es a que uma ma´quina deve obedecer, e´ menos exigente do que um sistema que pre-
tende transformar em texto sequeˆncias reais de fala. Por exemplo, um sistema de comandos vocais
e´ bastante limitado em termos de vocabula´rio, exigindo apenas, em me´dia, algumas dezenas de pa-
lavras, correspondentes aos comandos a executar. Pelo contra´rio, num sistema em que o objectivo
e´ o reconhecimento de sequeˆncias reais de fala, sa˜o exigidas em me´dia, dezenas ou centenas de
milhar de palavras [27].
Um outro factor que condiciona desde o inı´cio o projecto de sistemas de reconhecimento de
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fala, e´ a forma como va˜o ser utilizados. Isto e´, o reconhecedor vai ser utilizado apenas por uma
u´nica pessoa, ou por va´rias? Se um sistema de reconhecimento de fala se destina ao uso exclusivo
de um u´nico orador, podera´ ser dependente do orador. Se pelo contra´rio, se destinar ao uso de
um grupo mais ou menos vasto de oradores, em que na˜o e´ possı´vel identificar cada um de modo
a atribuir-lhe um reconhecedor especı´fico, enta˜o este devera´ ser independente do orador. Numa
situac¸a˜o interme´dia consideram-se reconhecedores multi-orador, destinados a um grupo especi-
fico de oradores. Em geral, obteˆm-se melhores resultados no reconhecimento quando se treina
um reconhecedor para ser utilizado apenas por um u´nico orador, contudo o esforc¸o requerido ao
orador para o treino do ”seu reconhecedor” e´, em muitos casos, excessivo, sobretudo se este na˜o
estiver devidamente motivado para o efeito. Ale´m disso, um reconhecedor dependente do ora-
dor apresenta um desempenho medı´ocre, quando confrontado com qualquer outro orador
diferente daquele para o qual foi treinado. A soluc¸a˜o utilizada nos reconhecedores independen-
tes do orador consiste no treino dos modelos com um corpus de fala com um nu´mero elevado de
oradores, considerados representativos de uma determinada populac¸a˜o. Desta forma, obteˆm-se
resultados de reconhecimento aceita´veis com oradores na˜o utilizados no treino do reconhecedor.
Ainda assim, apresentam obviamente um desempenho inferior ao dos reconhecedores concebidos
exclusivamente para um grupo ou orador especı´fico.
O desenvolvimento de sistemas para reconhecimento de fala e´ extremamente dificul-
tado pela variabilidade do respectivo sinal acu´stico. Esta variabilidade e´ devida a factores muito
diversos, tais como: entoac¸a˜o, tom de voz, o estilo do discurso e sotaque, entre outros. Em
adic¸a˜o a estes factores devidos a quem produz o sinal de fala, existem outros que variam com o
ambiente em redor do orador, ruı´do ambiente inerente ao espac¸o onde o orador se encontra, mas
tambe´m, de conversas paralelas que possam existir entre outros oradores presentes no mesmo
espac¸o. Perante esta panoraˆmica pode-se esperar a existeˆncia de uma infinidade de sinais de fala,
pelo que, e´ fa´cil compreender a necessidade de restringir, tanto quanto possı´vel, a influeˆncia de
alguns destes factores no sinal, por forma a obterem-se modelos de complexidade e dimenso˜es
aceita´veis.
No reconhecimento, os aspectos da variabilidade do sinal de fala exclusivamente devidos a`s
caracterı´sticas do orador sa˜o considerados separadamente em duas classes: a variabilidade intra-
orador e a variabilidade inter-orador. Nos reconhecedores dependentes do orador, interessa,
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essencialmente, atenuar os efeitos da primeira, enquanto que nos reconhecedores independentes
do orador interessa atenuar a segunda.
A variabilidade intra-orador refere-se a variac¸o˜es temporais das caracterı´sticas de um
dado orador. Estas sa˜o devidas a alterac¸o˜es de dois tipos [28]:
Fı´sicas — esta˜o relacionadas, essencialmente, com a condic¸a˜o fı´sica do orador. Uma simples
constipac¸a˜o, ou outra patologia que possa afectar o trato vocal, pode alterar as caracterı´sticas
do sinal de fala.
Emocionais — as alterac¸o˜es do estado emocional do orador podem ser de diversos tipos: alegria,
tristeza, admirac¸a˜o, entre outras. Estas ocorrem com mais frequeˆncia e mais rapidamente do
que as do tipo fı´sico.
A variabilidade inter-orador pode ser relacionada com as inu´meras formas de classificar
ou diferenciar os seres humanos, em termos fı´sicos, psicolo´gicos, comportamentais, soci-
ais, econo´micos, religiosos, geogra´ficos, etc. Todas estas diferenc¸as impo˜em caracterı´sticas
especificas ao processo de produc¸a˜o de fala que sa˜o identifica´veis no respectivo sinal. Os facto-
res de variabilidade inter-operador mais relevantes para o reconhecimento de fala sa˜o: a idade, o
sexo, o peso, o ha´bito de fumar, o nı´vel cultural, o sotaque, etc.. Pode-se enta˜o concluir que
as diferenc¸as no sinal de fala produzido por diferentes oradores esta˜o relacionadas na˜o so´ com
a configurac¸a˜o do seu trato vocal, mas tambe´m com ha´bitos linguı´sticos adquiridos por motivos
diversos [28].
A variabilidade relativa a`s condic¸o˜es ambientais esta´ intimamente ligada ao processo
de captac¸a˜o do sinal de fala. O ruı´do devido ao meio em que se encontra o orador e´ caracterizado
em func¸a˜o de determinados ambientes tı´picos. Nos espac¸os pu´blicos exteriores coexistem va´rios
ruı´dos sobrepostos, tais como, o de veı´culos na via pu´blica e o burburinho citadino. Nas salas de
grandes dimenso˜es, onde e´ grande a aflueˆncia de pessoas, surgem efeitos de reverberac¸a˜o. Num
ambiente de escrito´rio ou dome´stico, geralmente os espac¸os sa˜o mais pequenos e os ruı´dos sa˜o
em geral do tipo impulsivo, gerados por fontes muito pro´ximas: ma´quinas registadoras, impressoras,
teclados, telefones, campainhas, electrodome´sticos, ou mesmo fala de outros oradores [28]. Para
reduzir o efeito deste tipo de ruı´do existem va´rias te´cnicas, entre as quais se destacam:
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Subtracc¸a˜o espectral — esta te´cnica e´ particularmente eficaz na atenuac¸a˜o de ruı´do quase esta-
ciona´rio [26].
Cancelamento adaptativo de ruı´do — utiliza dois ou mais microfones, um para captar o sinal de
fala corrompido por ruı´do e os restantes para captarem o pro´prio ruı´do [26].
Este tipo de soluc¸o˜es sa˜o, contudo, pouco eficazes quando o ruı´do e´ do tipo impulsivo. Numa
perspectiva mais vasta e integrada com o pro´prio reconhecedor, surgem alternativas como a da
generalizac¸a˜o dos modelos de Markov na˜o observa´veis convencionais, para uma decomposic¸a˜o
o´ptima de processos simultaˆneos. Com o uso de modelos perceptuais, que resultam da modelac¸a˜o
dos feno´menos acu´sticos, fisiolo´gicos e psicolo´gicos que ocorrem no ouvinte humano, teˆm-se con-
seguido melhorias no desempenho dos sistemas de reconhecimento de fala [26].
De tudo o que foi dito, facilmente se verifica o cara´cter interdisciplinar presente no projecto
de sistemas de reconhecimento de fala. O reconhecimento de fala tem por base o conhecimento
cientı´fico das a´reas do processamento de sinais, do reconhecimento de padro˜es e linguı´stica. Con-
tudo, este tema na˜o se esgota nestas duas a´reas do conhecimento, abrangendo muitas outras.
3.2 Componentes de um reconhecedor tı´pico
O reconhecimento automa´tico de fala pode ser encarado como um problema de descodificac¸a˜o,
ou seja, como encontrar a sequeˆncia de palavras que corresponde a` sequeˆncia de elocuc¸o˜es
observada. Os sistemas de reconhecimento existentes assumem que o sinal acu´stico correspon-
dente ao sinal de fala de entrada, correspondera´ a` sequeˆncia de palavras mais prova´vel, avaliada
pelo sistema, segundo os modelos acu´sticos e de linguagem adoptados.
O sinal acu´stico correspondente a` elocuc¸a˜o e´ representado por uma sequeˆncia de vectores
de paraˆmetros extraı´dos do sinal de fala [29], conforme ilustra a figura 3.3. A sequeˆncia de vectores
de paraˆmetros extraı´dos do sinal acu´stico e´ representada por O = {O1,O2, ...,OT }.
Para encontrar a sequeˆncia de palavras Wˆ = wˆ1, wˆ2, ..., wˆN , correspondente ao sinal acu´stico
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de entrada, aplica-se o crite´rio de ma´xima probabilidade a` posteriori:
Wˆ = arg max
W
P(W |O) (3.1)
Aplicando a regra de Bayes podemos reescrever a equac¸a˜o 3.1 da seguinte forma:





O termo P(O) e´ constante para qualquer sequeˆncia de palavras avaliada, pelo que pode ser
removido. Assim sendo, a sequeˆncia de palavras Wˆ correspondera´ a` sequeˆncia W que maximiza o
produto P(O|W)P(W), isto e´:
Wˆ = arg max
W
{P(O|W)P(W)} (3.3)
O termo P(O|W) e´ avaliado pelo modelo acu´stico e representa a probabilidade dos modelos
que representam a sequeˆncia de palavras W gerarem a sequeˆncia de observac¸o˜es O. Neste traba-
lho vamos abordar apenas os modelos acu´sticos com base em modelos de Markov na˜o observa´veis.
O termo P(W) e´ avaliado pelo modelo da linguagem. Este consiste na probabilidade a` priori de
observar a sequeˆncia de palavras W e e´ independente da sequeˆncia de vectores observados.
Agora que ja´ conhecemos quais os factores que influenciam a busca pela sequeˆncia de pala-
vras que representa o sinal acu´stico observado, estamos em condic¸o˜es de apresentar o diagrama
geral de um reconhecedor de fala, o qual e´ representado pela figura 3.1. Neste capı´tulo vamos
apresentar, de uma forma muito sucinta, cada um dos blocos nela representados.
Figura 3.1: Diagrama tı´pico de um sistema de reconhecimento de fala [30]
30
3.3 Extracc¸a˜o de paraˆmetros
O objectivo deste ponto e´ descrever como transformar o sinal acu´stico de fala numa sequeˆncia
de vectores de paraˆmetros, cada um deles representativo de um pequeno fragmento do sinal. Em
reconhecimento de fala, os paraˆmetros mais utilizados sa˜o os Mel Frequency Cepstral Coeffici-
ents (MFCC). A figura 3.2 apresenta os passos necessa´rios a` extracc¸a˜o destes coeficientes [30].
Nesta descric¸a˜o e´ assumido que o sinal acu´stico de fala ja´ se encontra devidamente amostrado e
quantificado.
Figura 3.2: Processamento do sinal de a´udio.
3.3.1 Pre´-eˆnfase
Devido a` natureza do aparelho produtor humano o sinal acu´stico da fala tem mais energia a`s
baixas do que a`s altas frequeˆncias, o que pode levar a` criac¸a˜o de modelos acu´sticos que na˜o
teˆm (ou teˆm pouco) em conta a informac¸a˜o presente nos formantes de mais altas frequeˆncias [30].
Para evitar que isto acontec¸a, e´ comum proceder a` suavizac¸a˜o do espectro do sinal acu´stico. A
esta operac¸a˜o da´-se o nome de pre´-eˆnfase. Em reconhecimento de fala a pre´-eˆnfase e´ feita atrave´s
de um filtro digital de primeira ordem:
y[n] = x[n] − αx[n − 1] (3.4)
onde x[n] representa a amostra no instante n do sinal de entrada e 0.9 < α < 1.0 [30].
3.3.2 Aplicac¸a˜o da janela de ana´lise
Como ja´ foi dito anteriormente, o sinal acu´stico de fala e´ representado por um conjunto de vec-
tores de paraˆmetros. Cada um destes vectores representa uma pequena porc¸a˜o do sinal, a` qual
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se da´ o nome de frame. O sinal acu´stico de fala caracteriza-se como sendo na˜o estaciona´rio,
isto significa que as suas caracterı´sticas variam ao longo do tempo. Contudo, se considerar-
mos pequenas frames, tipicamente com durac¸a˜o de aproximadamente 25 ms, podemos assumir
que dentro de cada frame ele e´ estaciona´rio [29].
Figura 3.3: Extracc¸a˜o dos vectores de paraˆmetros do sinal de fala.
A obtenc¸a˜o das frames e´ feita atrave´s da deslocac¸a˜o de uma janela de Hamming ao longo
do sinal, a qual e´ feita com um incremento de 10 ms, ver a figura 3.3. A equac¸a˜o 3.5 define uma
janela de Hamming tı´pica [29].
h[n] =
 0.54 − 0.46 cos(
2pin
N−1 ) para 0 ≤ n ≤ N − 1
0 para outros
(3.5)
Onde N e´ o nu´mero de amostras correspondente ao comprimento da janela, neste caso e´ o nu´mero
de amostras contidas em cada frame de 25 ms.
O sinal z, a` saı´da deste bloco, obte´m-se multiplicando o valor do sinal y no instante n pelo valor
da janela no mesmo instante, isto e´:
z[n] = h[n]y[n] (3.6)
3.3.3 Coeficientes Mel Frequency Cepstral Coefficients
A figura 3.4 ilustra as etapas que sa˜o necessa´rias percorrer para extrair os coeficientes MFCC
de uma frame de sinal acu´stico de fala. O primeiro passo e´ a ana´lise espectral. Normalmente,
aplica-se o algoritmo da Fast Fourier Transform (FFT) para obter o espectro do sinal z. O algoritmo
da FFT e´ bastante eficiente do ponto de vista computacional, contudo, apenas se pode aplicar se o
comprimento do sinal z for uma poteˆncia de dois, isto e´ N = 2p com p inteiro [30].
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Figura 3.4: Extracc¸a˜o dos coeficientes MFCC.
O espectro obtido a partir da aplicac¸a˜o da FFT, pode ser entendido como sendo informac¸a˜o
sobre a quantidade de energia em cada uma das frequeˆncias presentes no sinal acu´stico de fala em
ana´lise. Sabe-se que o ouvido humano na˜o tem a mesma sensibilidade a todas as frequeˆncias.
E´ menos sensı´vel a`s altas frequeˆncias, tipicamente acima dos 1000 Hz. Uma forma de modelar
esta caracterı´stica e´ submeter o espectro a um banco de filtros triangulares separados entre si
segundo a escala mel . A escala mel proposta por Stevens, Volkmann e Newmann em 1937,
mede a sensac¸a˜o subjectiva de tom (”pitch”) em func¸a˜o da frequeˆncia, equac¸a˜o 3.7. Esta
escala e´ linear abaixo dos 1000 Hz e logarı´tmica acima deles [30].




De uma forma geral, a resposta do ouvido humano a` intensidade dos sinais acu´sticos e´
logarı´tmica. Para modelar este comportamento, aplica-se o logaritmo a cada um dos coeficientes
mel extraı´dos pelo banco de filtros. Esta operac¸a˜o tem ainda a vantagem de minimizar variac¸o˜es
bruscas do sinal acu´stico.
Por u´ltimo, para obter os coeficientes cepstrais, aplica-se a Inverse Discrete Fourier Trans-
form (IDFT) aos 12 primeiros coeficientes mel.
3.3.4 Energia e coeficientes delta
Aos 12 coeficientes mel-cepstrais ja´ existentes junta-se ainda informac¸a˜o sobre a energia presente
no sinal. A energia presente no sinal e´ um dado importante para detecc¸a˜o de sinal acu´stico re-
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levante, pois, os sinais correspondentes a`s vogais e silabas sa˜o mais energe´ticos que as





A estes 13 coeficientes juntam-se ainda os coeficientes delta de primeira e segunda ordem.
Estes coeficientes revelam como e´ que os coeficientes mel-cepstrais variam e a que ritmo. Por
outras palavras, sa˜o uma medida sobre a velocidade e acelerac¸a˜o dos coeficientes mel-cepstrais. O
resultado e´ um vector com 39 elementos contendo 12 coeficientes mel-cepstrais, a energia presente
na frame, 13 coeficientes delta de primeira ordem e 13 coeficientes delta de segunda ordem.
3.4 Modelo da linguagem
O modelo da linguagem 1 pode ser encarado como um conjunto de restric¸o˜es a` combinac¸a˜o das
palavras presentes nas frases reconhecidas. Estes podem ser estatı´sticos ou determinı´sticos.
O modelo estatı´stico da linguagem permite calcular a probabilidade a` priori da ocorreˆncia
de uma determinada sequeˆncia de palavras w1,w2, ...,wK . Se representarmos a probabilidade
conjunta de ocorreˆncia de uma sequeˆncia de K palavras por P(WK1 ) esta pode ser calculada da
seguinte forma [30]:





Para simplificar o ca´lculo da probabilidade P(WK1 ) e tambe´m para diminuir a carga computacio-
nal, pode-se assumir que a escolha da palavra wk na˜o depende de toda a sequeˆncia passada
w1,w2, ...,wK−1 mas sim das n − 1 palavras anteriores a ela. Os modelos N-grams baseiam-se
neste pressuposto. Exemplificando para n = 2 e n = 3 temos os modelos bigram e trigram repre-
1A palavra Language pode ser traduzida de duas formas: Linguagem ou Lı´ngua. No contexto dos sistemas de reco-
nhecimento de fala e´ usual utilizar Linguagem.
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sentados pelas equac¸o˜es 3.10 e 3.11, respectivamente.








3.4.2 Modelos Finite State Model
Neste trabalho, o modelo da linguagem utilizado e´ do tipo Finite State Model (FSM). A utilizac¸a˜o
destes modelos apenas e´ possı´vel quando o vocabula´rio e´ pequeno. Neste caso, a grama´tica
na˜o e´ mais do que uma rede de palavras que correspondem a`s frases que se pretendem reconhe-
cer, como mostra a figura 3.5. Neste caso, a procura de sequeˆncias de frases va´lidas resume-se a`
sua validac¸a˜o numa ma´quina de estados.
Figura 3.5: Grama´tica do tipo FSM.
Podem tambe´m ser utilizadas grama´ticas livres de contexto (Context-Free Grammars) (CFG’s),
para gerar modelos FSM. Uma CFG consiste num conjunto de regras que determinam como e´ que
as palavras de uma determinada linguagem se podem agrupar e ordenar [30].
3.4.3 Perplexidade
A comparac¸a˜o entre diferentes modelos da linguagem e´ bastante importante. Desta forma, pode-
se ter uma medida da eficieˆncia que estes impo˜em aos sistemas de reconhecimento. A forma
mais correcta de avaliar os modelos da linguagem e´ introduzi-los em sistemas de reconhecimento
e avaliar a taxa de erro global. Contudo, este me´todo e´ bastante dispendioso [30].
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Tabela 3.1: Perplexidades tı´picas para diferentes domı´nios.
A medida mais utilizada na avaliac¸a˜o de modelos da linguagem e´ a perplexidade. A
perplexidade pode ser vista como uma medida aproximada do factor de ramificac¸a˜o de um
modelo. O factor de ramificac¸a˜o de um modelo e´ o nu´mero de palavras que se podem seguir a
qualquer palavra. Formalmente a perplexidade e´ definida da seguinte forma [30] [28]:
PP = P[w1,w2, ...,wN]−
1
N (3.12)
onde P[w1,w2, ...,wN] e´ a probabilidade de ocorreˆncia da sequeˆncia de palavras w1,w2, ...,wN . A
tı´tulo de exemplo vamos considerar um sistema de reconhecimento de dı´gitos, (zero, um, dois, ..., nove)
em que cada um dos 10 dı´gitos pode ocorrer com igual probabilidade P = 110 . Segundo a equac¸a˜o
3.12 a perplexidade deste sistema e´ 10.









A tabela 3.1 apresenta alguns valores tı´picos para a perplexidade dos modelos da linguagem,
segundo o domı´nio de aplicac¸a˜o dos respectivos sistemas de reconhecimento.
3.5 Modelos Acu´sticos
Como ja´ vimos anteriormente, uma realizac¸a˜o acu´stica e´ representada por uma sequeˆncia de vec-
tores extraı´dos do sinal de fala. Os modelos acu´sticos permitem calcular a verosimilhanc¸a da
sequeˆncia de observac¸o˜es dado o modelo de cada uma das realizac¸o˜es acu´sticas possı´veis.
No caso de reconhecimento baseado em palavras, isto corresponde em calcular o valor de P[O|wk]
para cada palavra pertencente ao vocabula´rio V : {w1, ...,wK}, onde V e´ o conjunto de palavras
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passiveis de serem reconhecidas. A palavra reconhecida, wˆ, e´ aquela cujo modelo maximiza a




Em aplicac¸o˜es reais os modelos acu´sticos na˜o correspondem a palavras, mas sim a fonemas.
Os tipos de modelos mais utilizados sa˜o os monofones e os trifones.
Os monofones na˜o reflectem as diferenc¸as relativas aos efeitos de coarticulac¸a˜o com
os fonemas envolventes, pelo que sa˜o designados de modelos independentes do contexto.
Por sua vez, os trifones incorporam informac¸a˜o sobre o contexto. Cada trifone classifica de
forma diferenciada a ocorreˆncia de um fonema, de acordo com o fonema imediatamente anterior e
do fonema seguinte, tambe´m designados por contexto a` esquerda e a` direita, respectivamente.
3.5.1 Modelos de Markov na˜o observa´veis
A teoria relativa aos HMM’s e´ bem conhecida e documentada. Assim sendo, neste capı´tulo, apenas
sera˜o apresentados os conceitos ba´sicos e notac¸o˜es importantes para a compreensa˜o dos capı´tulos
posteriores. A teoria relativa aos HMM’s pode ser consultada em [29].
Um HMM representa um processo estoca´stico duplo, com estados internos (na˜o ob-
serva´veis) e sı´mbolos externos (observa´veis). Em reconhecimento de fala pode-se relacionar os
estados internos com a variabilidade temporal do sinal acu´stico de fala, enquanto que os sı´mbolos
externos representam o conjunto de possı´veis observac¸o˜es (fonemas) em cada estado [31].
Estrutura dos HMM’s
A sequeˆncia de estados de um HMM e´ definida como sendo uma cadeia de Markov discreta,
a emissa˜o de sı´mbolos da´-se nas transic¸o˜es de estado. Os elementos que caracterizam um
HMM sa˜o [29]:
N - Nu´mero de estados do modelo.
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M - Nu´mero de sı´mbolos que podem ser observados em cada estado. Isto e´, o comprimento da
sequeˆncia de observac¸o˜es.
S : {s1, ..., sN} - Conjunto de estados, incluindo os estados inicial e final.
A : {ai j} - Matriz f dp de transic¸o˜es entre estados, onde os ai j representam a probabilidade de
ocorrer uma transic¸a˜o do estado i para o estado j.
B : {b jk} - Matriz f dp de emissa˜o de sı´mbolos onde b jk e´ a probabilidade de ocorrer um sı´mbolo k,
quando se atingir o estado j.
Π : {pi j} - Matriz de f dp dos estados iniciais, onde pi j e´ a probabilidade do processo iniciar no
estado j.
O : {o1, ..., oM} - Sequeˆncia de sı´mbolos observada.
Um modelo λ esta´ completamente definido se as matrizes A, B e Π forem conhecidas.
Como estas sa˜o matrizes de f dp, teˆm as seguintes propriedades:
ai j ≥ 0 ∀ i, j
b jk ≥ 0 ∀ j, k
pi j ≥ 0 ∀ j∑
ai j = 1 ∀ i, j∑
b jk = 1 ∀ j, k∑
pi j = 1 ∀ j
Em reconhecimento de fala e´ comum utilizar HMM’s de primeira ordem. Num HMM de
primeira ordem a transic¸a˜o entre estados apenas depende do estado imediatamente anterior ao
estado actual, isto e´:
ai j = P[S t+1 = s j|S t = si] (3.15)
Quanto a` emissa˜o de sı´mbolos, esta apenas depende do estado actual:
b jk = P[Ot = ok|S t = s j] (3.16)
A matriz Π e´ definida da seguinte forma:
pi j = P[S 1 = s j] (3.17)
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Classificac¸a˜o dos HMM’s
Os HMM’s podem ser classificados de duas formas distintas, tendo em conta a natureza dos ele-
mentos da matriz B, e a forma como as transic¸o˜es entre estados podem ocorrer.
Quanto a` natureza dos elementos da matriz B, estes podem ser contı´nuos ou discretos. Em
reconhecimento de fala utilizam-se HMM’s discretos. Nestes, as densidades de probabilidades
sa˜o definidas em espac¸os finitos. Neste caso, as observac¸o˜es sa˜o vectores de sı´mbolos de um
alfabeto finito de M elementos diferentes.
Em relac¸a˜o a` forma como as transic¸o˜es entre estados podem ocorrer, o modelo mais geral
permite transic¸o˜es entre quaisquer estados (figura 3.6), no entanto existem modelos mais restritivos
em que as transic¸o˜es entre estados esta˜o bem definidas. Em reconhecimento de fala e´ usual a
utilizac¸a˜o de modelos do tipo left-to-rigt , figura 3.7. Nestes modelos, o processo parte do estado
inicial e dirige-se para o estado final sem poder transitar para estados anteriores.
Figura 3.6: HMM ergo´dico.
Figura 3.7: HMM do tipo left-to-rigt.
A forma como as transic¸o˜es entre estados podem ocorrer depende da aplicac¸a˜o em causa e
esta´ intimamente relacionada com a natureza do feno´meno que se pretende modelar.
39
Treino dos HMM’s
A estimac¸a˜o dos paraˆmetros dos HMM’s e´ feita com recurso a dados de treino e geralmente
utilizando o algoritmo forward-backward tambe´m conhecido como algoritmo de Baum-Welch.
O crite´rio utilizado para a reestimac¸a˜o dos paraˆmetros e´ o de ma´xima Maximum Likelihood (ML),
que consiste em aumentar, em cada iterac¸a˜o de treino, a probabilidade a posteriori, ou seja, a
probabilidade do modelo gerar a sequeˆncia de observac¸o˜es [29].
3.5.2 Sistemas de reconhecimento da fala baseados em modelos de Markov na˜o
observa´veis
Nos sistemas de reconhecimento de fala baseados em modelos de Markov na˜o observa´veis, cada
fonema e´ representado por um HMM de primeira ordem contendo, tipicamente, treˆs estados e
uma topologia do tipo left-right como representado na figura 3.8. Os estados de entrada e saı´da
na˜o emissores, sa˜o acrescentados ao modelo para facilitar a ligac¸a˜o entre modelos. Em muitos
casos, o estado de saı´da de um modelo e´ ligado ao estado de entrada de outro, de forma a criar um
modelo composto. Isto permite ligar modelos de fonemas, de forma a criar modelos de palavras e
com estes criar frases.
Figura 3.8: HMM de um fonema.
O reconhecimento de fala utilizando HMM’s foi introduzido na de´cada de 70 por investigadores
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da Carnegie Mellon University (CMU) e da International Business Machines Corporation (IBM).
3.5.3 Treino de reconhecedores de fala
O treino dos sistemas de reconhecimento de fala e´ feito a partir de bases de dados com ma-
terial acu´stico previamente gravado. Existem diversas bases de dados pu´blicas (para a lı´ngua
Inglesa) que podem ser utilizadas tanto para treino como para avaliac¸a˜o dos sistemas de reconhe-
cimento. As treˆs mais conhecidas sa˜o: TI Digits, TIMIT e ATIS [28].
As caracterı´sticas mais importantes destas bases de dados sa˜o o tipo de discurso e
de locutores utilizados na sua criac¸a˜o. Estas caracterı´sticas variam tendo em conta o tipo de
aplicac¸a˜o a que se destina o sistema de reconhecimento. Quanto ao tipo de discurso, este pode ser:
leitura de fonemas isolados, leitura de palavras isoladas, leitura de frases isoladas, leitura de
fragmentos de texto e discurso espontaˆneo. A escolha dos locutores envolve va´rios aspectos.
Por exemplo, se o sistema de reconhecimento que se esta´ a desenvolver e´ para ser utilizado pelo
pu´blico em geral, enta˜o os locutores devem ser uma amostra representativa dessa populac¸a˜o.
Se, pelo contra´rio, a aplicac¸a˜o e´ para ser utilizada por uma u´nica pessoa ou por um grupo especı´fico,
a escolha dos locutores deve ter em conta estas especificidades [28].
Algumas bases de dados pu´blicas (por exemplo a TIMIT) ja´ teˆm os dados anotados, isto e´,
fornecem tambe´m a transcric¸a˜o fone´tica dos ficheiros de a´udio. A transcric¸a˜o fone´tica na˜o e´
mais que uma correspondeˆncia entre os dados acu´sticos e linguı´sticos, ou seja, a transcric¸a˜o
fone´tica pretende mapear no sinal acu´stico a informac¸a˜o linguı´stica que este representa.
A` data da realizac¸a˜o deste trabalho na˜o existiam bases de dados pu´blicas (com dados acu´sticos)
para o portugueˆs europeu. Assim, foi necessa´rio criar uma com os dados acu´sticos necessa´rios a`
realizac¸a˜o do reconhecedor. Uma vez que o processo de anotac¸a˜o manual e´ bastante moroso,
optou-se por efectua´-la automaticamente. Ao processo de treino com anotac¸a˜o automa´tica da´-se o
nome de embedded training, que e´ realizado recorrendo ao algoritmo de Baum-Welch [30].
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3.6 Descodificador
Nas secc¸o˜es anteriores foram apresentados os principais componentes de um reconhecedor de
fala tı´pico: extracc¸a˜o de paraˆmetros, modelo da linguagem e modelo acu´stico. Se recordarmos a
figura 3.1 verificamos que falta falar do descodificador. O descodificador e´ responsa´vel por de-
terminar qual a sequeˆncia de estados de um HMM que tem maior probabilidade de ter gerado
a sequeˆncia de observac¸o˜es em ana´lise. Os vectores de observac¸o˜es que e´ necessa´rio ana-
lisar na˜o fornecem indicac¸a˜o clara das fronteiras entre as palavras de uma locuc¸a˜o, nem mesmo
do nu´mero total de palavras que esta conte´m. A tarefa de determinar o nu´mero de palavras pre-
sentes numa locuc¸a˜o, bem como das fronteiras entre elas, e´ tambe´m uma tarefa a realizar pelo
descodificador [30].
Durante o processo de descodificac¸a˜o todos os modelos acu´sticos sa˜o avaliados para calcular
a probabilidade de terem gerado um determinado vector de observac¸o˜es. Como o nu´mero de
modelos aumenta com o vocabula´rio, podem existir espac¸os de busca muito alargados, o que torna
esta tarefa muito mais lenta que as restantes. Nos sistemas mais desenvolvidos, o processo de
descodificac¸a˜o e´ responsa´vel por praticamente toda a carga computacional requerida pelo sistema.
Desta forma, pode-se concluir que e´ responsa´vel pela velocidade de reconhecimento do sistema
[30]. Para descrever o processo de descodificac¸a˜o vamos partir da equac¸a˜o 3.3:
Wˆ = arg maxW {P(O|W)P(W)}
O termo P(O|W) da equac¸a˜o 3.3 tem que ser expandido de acordo com a natureza dos mo-
delos em utilizac¸a˜o, neste caso HMM’s. Neste contexto, W na˜o deve ser entendido como um
conjunto de palavras, mas sim como um conjunto de modelos acu´sticos. Assim sendo, cada
um dos modelos acu´sticos wk conte´m uma sequeˆncia de estados internos S = {s1, ..., sN}. Se fizer-
mos corresponder a sequeˆncia de observac¸o˜es O = {o1, ..., oM} a`s emisso˜es dos estados internos




P(O, S |W) (3.18)
O termo P(O, S |W) representa a probabilidade da sequeˆncia de observac¸o˜es O ser produzida
pela sequeˆncia de estados S (tendo em conta todas as transic¸o˜es possı´veis) do modelo em ana´lise.
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A escolha da sequeˆncia de palavras reconhecida e´ enta˜o [30]:
Wˆ = arg maxW {P(W) ∑S P(O, S |W)}
O ca´lculo do somato´rio
∑
S P(O, S |W), e´ bastante dispendioso do ponto de vista computa-
cional. Nos casos em que o nu´mero de palavras (que se pretende reconhecer) e´ bastante elevado,
torna-se impossı´vel fazer os ca´lculos em tempo u´til. Para resolver esta limitac¸a˜o e´ usual substituir o
somato´rio pela aproximac¸a˜o de Viterbi , equac¸a˜o 3.19 [30] [32].
P(O|W) ≈ max
S
P(O, S |W) (3.19)
Ao inve´s de considerar todas as transic¸o˜es possı´veis entre os estados do modelo em
ana´lise, a aproximac¸a˜o de Viterbi tem em conta apenas o percurso que leva ao estado mais
prova´vel. Ou seja, a transic¸a˜o de estado e´ feita sempre para aquele cuja probabilidade P(O, S |W)
e´ mais elevada. Ao processo de eliminac¸a˜o dos caminhos com menor probabilidade da´-se o
nome de pruning [30].
Neste processo de maximizac¸a˜o, o processo de busca pode ser descrito como uma rede onde
se procura o melhor alinhamento temporal entre a sequeˆncia de entrada e os estados dos modelos.
Esta procura pode ser feita recorrendo a algoritmos de programac¸a˜o dinaˆmica.
3.7 Avaliac¸a˜o
A me´trica normalmente utilizada para avaliar sistemas de reconhecimento de fala e´ a taxa de erro
de palavra (word error rate) (WER) [30]. A WER e´ definida da seguinte forma:
WER = 100
I + S + E
T
(3.20)
onde I, S, E e T representam Inserc¸o˜es, Substituic¸o˜es, Eliminac¸o˜es e Total de palavras da
transcric¸a˜o correcta, respectivamente. O nu´mero de inserc¸o˜es, substituic¸o˜es e eliminac¸o˜es e´
calculado pelo algoritmo de minimum edit distance [30]. A figura 3.9 apresenta um exemplo da
aplicac¸a˜o deste algoritmo, neste caso temos I = 0, S = 1 e E = 2. Supondo que a frase de
refereˆncia e´ ”Desligar a Luz da Cozinha” temos T = 5. Neste caso a WER e´ de 60%.
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Figura 3.9: Ca´lculo da minimum edit distance entre duas frases.
3.8 Comenta´rios finais
O problema de reconhecimento de fala e´ bastante complexo. Neste capı´tulo abordamos os
conceitos mais importantes, os quais, sa˜o estritamente necessa´rios a` compreensa˜o do trabalho
realizado.
Apresentamos os factores que condicionam e dificultam o projecto de reconhecedores de fala:
tamanho do vocabula´rio, tipo de reconhecedor (dependente ou independente do orador) e
a variabilidade do sinal de fala. Definimos quais os componentes de um reconhecedor tı´pico
(extracc¸a˜o de paraˆmetros, modelo da linguagem, modelos acu´sticos e descodificador), fazendo uma
pequena descric¸a˜o de cada um deles. Por fim, apresentamos a me´trica mais utilizada para avaliar
sistemas de reconhecimento de fala, a WER.
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Capı´tulo 4
Desenvolvimento de uma interface
Speech Enabled para pessoas com
limitac¸o˜es funcionais
Com este trabalho pretendemos desenvolver uma interface baseada em reconhecimento de
fala, cuja utilizac¸a˜o seja transparente para os seus utilizadores. Esta aplicac¸a˜o sera´ integrada
com o sistema domo´tico B-LIVE. Desta forma esperamos que pessoas com limitac¸o˜es funcionais
graves, (tetra e paraple´gicos) possam actuar sobre o B-LIVE, de forma a aumentarem a sua auto-
nomia e mobilidade dentro de uma habitac¸a˜o.
Na apresentac¸a˜o desta interface, sera˜o explicados em pormenor todas as etapas de seu de-
senvolvimento. Comec¸aremos por apresentar o princı´pio de funcionamento da interface desen-
volvida. De seguida explicamos a sua arquitectura, onde iremos discutir em pormenor os aspectos
mais importantes da implementac¸a˜o. O B-LIVE sera´ apresentado de uma forma muito sucinta.
Apenas sera˜o abordados os assuntos considerados fundamentais para perceber de que forma e´
que a interface vai comunicar com o B-LIVE. De seguida, apresentamos as caracterı´sticas con-
sideradas na escolha da ferramenta de reconhecimento de fala a utilizar na construc¸a˜o do
reconhecedor de fala independente do orador. Por fim, sera´ descrito o processo de construc¸a˜o
dos reconhecedores de fala que iremos utilizar (dependente e independente do orador).
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4.1 Princı´pio de funcionamento
Figura 4.1: Princı´pio de funcionamento da interface com reconhecimento de fala.
A figura 4.1 apresenta o funcionamento da interface desenvolvida para interagir com o sis-
tema domo´tico B-LIVE. Nela podemos distinguir treˆs etapas:
• Reconhecimento de fala
• Ana´lise e validac¸a˜o
• Actuac¸a˜o
4.1.1 Reconhecimento de fala
Esta etapa e´ responsa´vel por transformar os sinais acu´sticos de fala em frases que corres-
pondem a`s instruc¸o˜es que podem ser executadas pelo sistema domo´tico B-LIVE. Sempre
que o reconhecedor produz uma frase esta e´ enviada para o mo´dulo responsa´vel pela ana´lise e
validac¸a˜o. O reconhecedor de fala sera´ apresentado mais a` frente, neste capı´tulo.
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4.1.2 Ana´lise e validac¸a˜o
A ana´lise e validac¸a˜o e´ responsa´vel por validar as frases vindas do reconhecedor. O processo
de ana´lise verifica se a frase respeita a estrutura previamente definida (figura 4.2). A validac¸a˜o
verifica se a frase corresponde a uma instruc¸a˜o va´lida.
Figura 4.2: Estrutura das frases.
A correspondeˆncia entre o conjunto de frases reconhecidas e o conjunto de instruc¸o˜es pode
na˜o ser de um para um (1 : 1), como no exemplo da figura 4.3. Se analisarmos cuidadosamente esta
figura, verificamos que a informac¸a˜o relativa aos paraˆmetros: Acc¸a˜o, Dispositivo e Localizac¸a˜o,
esta´ presente em todas as frases. Neste exemplo, quatro frases diferentes (produzidas pelo reco-
nhecedor de fala) correspondem a` mesma instruc¸a˜o ”Abrir a Porta da Frente” .
Figura 4.3: Correspondeˆncia entre os conjuntos de frases reconhecidas e de instruc¸o˜es.
O que foi dito anteriormente sugere que o processo de ana´lise das frases vindas do reconhece-
dor passa por uma identificac¸a˜o dos paraˆmetros: Acc¸a˜o, Dispositivo e Localizac¸a˜o. O objectivo
e´ identificar na frase as palavras que os caracterizam, por exemplo:
Acc¸a˜o — Indica o que se pretende fazer: abrir, fechar, ligar, desligar, subir, descer.
Dispositivo — O dispositivo sobre o qual se vai produzir a acc¸a˜o: porta, estore, laˆmpadas, tomada,
etc.
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Local — Onde se encontra o dispositivo: no quarto, na sala, na frente, na cozinha, etc.
Na˜o e´ obrigato´rio que as frases tenham informac¸a˜o relativa a todos os paraˆmetros, por exem-
plo, a instruc¸a˜o ”Autoclismo” apenas conte´m informac¸a˜o a`cerca do dispositivo, a acc¸a˜o e local
esta´ implı´cita. Na caso do exemplo que temos vindo a seguir, a figura 4.4 exemplifica o processo de
ana´lise da frase Abrir a Porta da Frente.
Figura 4.4: Ana´lise da informac¸a˜o contida nas frases.
Agora que ja´ temos a informac¸a˜o relevante contida na frase, para verificar se esta corresponde
a uma instruc¸a˜o va´lida, basta pesquisar a base de dados. Esta pesquisa pretende verificar se
existe na base de dados algum comando com a mesma informac¸a˜o (equac¸a˜o 4.1). Caso exista,
o comando e´ enviado para o sistema B-LIVE, caso contra´rio a frase e´ ignorada.
~VFraseReconhecida(A,D, L) = ~VBaseDados(A,D, L) (4.1)
Onde: A representa a acc¸a˜o, D o dispositivo e L o local.
4.1.3 Actuac¸a˜o
Sempre que uma frase e´ classificada como sendo va´lida, e´ necessa´rio executar a tarefa referente a`
instruc¸a˜o que esta representa. Para isso, apenas e´ necessa´rio enviar o comando respectivo para o
sistema domo´tico B-LIVE. A actuac¸a˜o sobre os dispositivos e´ responsabilidade do B-LIVE.
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4.2 Arquitectura da aplicac¸a˜o de interface
A aplicac¸a˜o de interface, cujo funcionamento foi descrito no ponto anterior, foi desenvolvida segundo
uma arquitectura de camadas (Layers) (figura 4.5). Como se pode ver a partir da figura, esta
arquitectura permite ter va´rios graus de abstracc¸a˜o, sendo o mais elevado ao nı´vel da Interface
Layer.
Figura 4.5: Arquitectura da interface Speech Enabled.
Cada um dos blocos presentes na figura 4.5 pode ser visto como um bloco de co´digo que
disponibiliza me´todos para executar determinadas tarefas.
4.2.1 Interface Layer
A Interface Layer implementa a interface com o utilizador (figura 4.6). As funcionalidades que
esta interface apresenta sa˜o as seguintes: ligar ou desligar (boto˜es Live e Stop, respectivamente),
o modo de reconhecimento em tempo real e desligar a aplicac¸a˜o (bota˜o Exit). Durante o funcio-
namento apresenta as frases que sa˜o reconhecidas e o comando correspondente. Esta camada
de software apenas conhece a existeˆncia da Business Layer, e e´ com esta que comunica, de
forma a desencadear as acc¸o˜es requeridas pelos utilizadores.
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Figura 4.6: Interface com o utilizador. Disponibiliza boto˜es para ligar e desligar o reconhecedor e para
sair da aplicac¸a˜o. Apresenta a informac¸a˜o sobre o reconhecimento, vinda do reconhecedor, e o comando
correspondente.
4.2.2 Business Layer
A Business Layer conte´m toda a lo´gica da aplicac¸a˜o e e´ responsa´vel pela comunicac¸a˜o entre
os seguintes blocos: Interface Layer, Hardware Layer, Database Layer e Recognizer Layer .
A figura 4.7 apresenta o diagrama de classes da Business Layer. Neste diagrama sa˜o visı´veis as
ligac¸o˜es a`s classes que sa˜o utilizadas.
Ligar/Desligar o reconhecedor de fala
Sempre que solicitado pelo utilizador, a Business Layer pode actuar no sentido de ligar ou
desligar o reconhecedor de fala. Para tal apenas tem que evocar os me´todos correspondentes
da classe mioJHVite pertencente a` Recognizer Layer. O funcionamento desta e doutras classes
pertencentes a` Recognizer Layer, sera´ apresentado mais a` frente neste capı´tulo.
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Figura 4.7: Diagrama de classes da Business Layer. A Business Layer utiliza a classe mioBLiveComm para
aceder a`s comunicac¸o˜es, a classe mioJHVite para aceder ao reconhecedor de fala, as classes mioRecog-
nitionAnalyser e mioCommandInfo para analisar as sequeˆncias de palavras vindas do reconhecedor e as
classes Log e Comandos para aceder a`s respectivas tabelas na base de dados.
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Ana´lise das frases reconhecidas
E´ ao nı´vel da Business Layer que e´ feita a ana´lise das frases reconhecidas. Esta tarefa e´
executada pelo mioRecognitionAnalyser . Este analisador necessita de informac¸a˜o a`cerca das
instruc¸o˜es que podem ser executadas pelo B-LIVE. Esta informac¸a˜o e´-lhe fornecida de uma forma
estruturada sob a forma de objectos (instaˆncias da classe mioCommandInfo). Estes objectos sa˜o
construı´dos com informac¸a˜o retirada da base de dados recorrendo aos me´todos disponibilizados
pela classe Comandos da Database Layer . Sempre que uma frase e´ reconhecida, e´ feito um
pedido de ana´lise da mesma ao analisador. Caso a frase corresponda a uma instruc¸a˜o va´lida o
analisador devolve a informac¸a˜o necessa´ria para a executar, caso contra´rio a frase e´ ignorada.
Envio de comandos para o B-LIVE
As comunicac¸o˜es com o B-LIVE sa˜o implementadas pela classe mioBLiveComm pertencente
a` Hardware Layer . Os comandos sa˜o enviados para o B-LIVE pela linha se´rie (RS232) atrave´s de
mensagens, encapsuladas em tramas. O formato destas tramas sera´ descrito em pormenor mais
a` frente neste capı´tulo (na secc¸a˜o: Sistema domo´tico para pessoas com limitac¸o˜es funcionais: B-
LIVE).
Registo das actividades da interface
A aplicac¸a˜o de interface mante´m um registo actualizado de todas as acc¸o˜es realizadas. Sem-
pre que uma frase e´ reconhecida e´ feito um registo na base de dados do sistema. Este registo e´
feito atrave´s da classe Log da Database Layer .
4.2.3 Hardware Layer
O acesso ao hardware e´ disponibilizado pela Hardware Layer cujo diagrama de classes esta´
representado na figura 4.8. No caso particular deste trabalho, apenas foi implementado o acesso
a` porta se´rie (RS232). Para aceder ao driver utilizou-se a livraria RXTX [33] [34], em cima da qual
se desenvolveu o software necessa´rio para comunicar com o B-LIVE.
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Figura 4.8: Diagrama de classes da Hardware Layer. O acesso a` porta se´rie e´ feito pela classe mioSeri-
alPort, a classe mioSerialFrame e´ utilizada para detectar e enviar tramas pela porta se´rie, por fim, a classe
mioBLiveComm e´ utilizada para enviar comandos.
O protocolo utilizado para comunicar com o B-LIVE sera´ apresentado mais a` frente, neste
capı´tulo. Por agora, apenas e´ necessa´rio saber que as comunicac¸o˜es com o B-LIVE baseiam-se
em mensagens. Estas mensagem sa˜o enviadas pela linha se´rie sob a forma de tramas (frames).
Acesso a` porta se´rie
A classe mioSerialPort e´ responsa´vel pela gesta˜o da porta se´rie (abrir, fechar, ler e escre-
ver na porta), foi desenvolvida para criar alguma abstracc¸a˜o em relac¸a˜o a` livraria RXTX . Os
dados (bytes) recebidos pela porta se´rie chegam a` classe mioSerialPort sob a forma de eventos
(serialEvent despoletado pela livraria RXTX ) e sa˜o disponibilizados da mesma forma.
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Os eventos despoletados pela classe mioSerialPort sa˜o instaˆncias da classe mioSerialPortE-
vent e sa˜o enviados para todas as classes que implementem a interface mioSerialPortEventLis-
tener e estejam registadas como receptores. Os me´todos necessa´rios a` gesta˜o destes eventos sa˜o
disponibilizados pela classe mioSerialPort.
Implementac¸a˜o das frames
As frames utilizadas nas comunicac¸o˜es com o B-LIVE sa˜o implementadas pela classe mio-
SerialFrame. Esta classe utiliza a mioSerialPort para aceder a` porta se´rie, e implementa a inter-
face mioSerialPortEventListener para poder receber os dados que chegam a` porta sob a forma de
eventos. As frames sa˜o delimitadas por um header e um footer que sa˜o utilizados na sua
detecc¸a˜o. Sempre que uma frame e´ detectada e´ despoletado um evento. Estes eventos sa˜o
instaˆncias da classe mioSerialFrameEvent .
Os eventos mioSerialFrameEvent sa˜o enviados para todas as classes que implementem a
interface mioSerialFrameEventListner e estejam registadas como receptores. Os me´todos ne-
cessa´rios a` gesta˜o destes eventos sa˜o disponibilizados pela classe mioSerialFrame.
Comunicac¸o˜es com o B-LIVE
As comunicac¸o˜es com o B-LIVE sa˜o implementadas pela classe mioBLiveComm. Esta classe
disponibiliza os me´todos necessa´rios para enviar comandos aos dispositivos controlados pelo B-
LIVE, tais como:
• sendTurnON — Ligar.
• sendTurnOff — Desligar.
• sendOpen — Abrir.
• sendClose — Fechar.
• sendTogle — Alterar estado, por exemplo Ligar para Desligar.
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Estes comandos sa˜o enviados sob a forma de frames, para tal e´ utilizada a mioSerial-
Frame. Para poder receber frames (sob a forma de eventos) vindas do B-LIVE a classe mioBLi-
veComm implementa a interface mioSerialFrameEventListner e regista-se como receptor utilizando
os me´todos disponibilizados pela classe mioSerialFrame.
4.2.4 Database Layer
A Database Layer e´ responsa´vel pela ligac¸a˜o a` base de dados e fornece as classes ne-
cessa´rias para manipulac¸a˜o dos dados nela existentes. A figura 4.9 apresenta o diagrama
de classes da Database Layer.
Ligac¸a˜o a` base de dados
A ligac¸a˜o a` base de dados e´ feita recorrendo a` livraria Java Database Connectivity (JDBC),
fornecida pela Sun Microsystems, Inc.. Os dados necessa´rios para efectuar a ligac¸a˜o sa˜o fornecidos
pelo ficheiro conf.props.
A mioEngineBase e´ uma classe abstracta que define quais os me´todos que sa˜o indis-
pensa´veis para gerir a ligac¸a˜o e aceder aos dados. Esta classe e´ a base sobre a qual sa˜o
desenvolvidas as classes dependentes do motor de base de dados. No caso concreto deste tra-
balho apenas foi desenvolvida uma classe, a mioAccess, para ligar a bases de dados Microsoft
Access.
A classe mioDataBaseServer e´ utilizada para criar alguma abstracc¸a˜o em relac¸a˜o ao
motor de base de dados que se vai utilizar. Esta classe leˆ o conteu´do do ficheiro conf.props e
disponibiliza uma ligac¸a˜o tendo em conta as configurac¸o˜es nele existentes.
Acesso aos dados
O acesso aos dados e´ feito recorrendo a Stored Queries, guardadas na pro´pria base de da-
dos. Do lado da Database Layer, o acesso a`s Stored Queries esta´ organizado por classes,
tendo em conta as tabelas a que se destinam. Assim sendo, existem as seguintes classes: Casa,
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Figura 4.9: Diagrama de classes da Database Layer. A classe mioAccess herda a classe mioEngineBase.
As restantes classes utilizam a mioEngineBase para acederem a` base de dados.
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Divisoes, Dispositivos, Comandos e Log. Estas classes disponibilizam me´todos para consultar,
inserir e apagar informac¸a˜o existente na base de dados.
4.2.5 External Connection Layer
A External Connection Layer faz a ligac¸a˜o entre a aplicac¸a˜o de interface (escrita em Java) e
blocos de co´digo externos, neste caso com o reconhecedor de fala (escrito em C).
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Figura 4.10: Diagrama de classes da External Connection Layer.
No caso concreto deste trabalho, o que se pretende e´ lanc¸ar o reconhecedor e recolher os
conjuntos de palavras que va˜o sendo reconhecidos. Uma vez que o reconhecedor corre em modo
consola e envia as sequeˆncias de palavras que reconhece para o Standard Output (monitor),
podemos utilizar as classes apresentadas no diagrama da figura 4.10 para realizar esta tarefa.
A classe SysCommandExecutor utiliza classes nativas da linguagem Java para executar
comandos externos (neste caso corre um ficheiro *.bat) e redirecciona o seu output para a classe
AsyncStreamReader . Por sua vez, a classe AsyncStreamReader lanc¸a um evento sempre que
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recebe um caracter. Para receber estes eventos noutra classe apenas e´ necessa´rio implementar a
interface SysCommandLogDevice. Estas classes foram retiradas de [35].
4.2.6 Recognizer Layer
A Recognizer Layer representa uma camada de abstracc¸a˜o em relac¸a˜o a` External Connection
Layer e ao reconhecedor. O seu diagrama de classes e´ apresentado na figura 4.11.
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Figura 4.11: Diagrama de classes da Recognizer Layer.
O que se pretende e´ desenvolver classes que disponibilizem um mecanismo, de fa´cil
utilizac¸a˜o, para ligar e desligar o reconhecedor e tambe´m para receber as sequeˆncias de
palavras reconhecidas. A classe responsa´vel por executar estas tarefas e´ a mioJHVite, a qual
disponibiliza me´todos para realizar as seguintes operac¸o˜es sobre o reconhecedor: ligar, desligar e
verificar se esta´ ligado. Estas tarefas sa˜o realizadas recorrendo a`s classes disponibilizadas pela
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External Connection Layer . Como vimos anteriormente, a External Connection Layer disponibiliza
o resultado dos comandos que executa sob a forma de eventos. Para receber estes eventos a classe
mioJHVite implementa a interface SysCommandLogDevice.
O resultado do reconhecimento chega a` classe mioJHVite caracter a caracter, pelo que
e´ necessa´rio desenvolver uma estrate´gia para agrupar os caracteres pertencentes a` mesma frase.
Para resolver este problema foi introduzido o conceito de frame.
Do lado do reconhecedor foi alterada a forma como as frases reconhecidas sa˜o envia-
das para o Standard Output. O objectivo e´ que as frases reconhecidas sejam delimitadas por
um header e um footer de forma a criar uma frame. Desta forma, a classe mioJHVite apenas
tem que fazer a detecc¸a˜o de frames para agrupar os caracteres pertencentes a` mesma frase.
Sempre que uma frase e´ detectada pela classe mioJHVite, e´ lanc¸ado um evento mi-
oJHViteEvent que conte´m a frase reconhecida. Para poder receber as frases (sob a forma de
eventos) detectadas pela classe mioJHVite, e´ necessa´rio implementar a interface mioJHViteEven-
tListner e registar-se como receptor utilizando os me´todos disponibilizados pela classe mioJHVite.
4.3 Base de Dados
Nas secc¸o˜es anteriores descreveu-se o princı´pio de funcionamento e a arquitectura da aplicac¸a˜o
de interface, desenvolvida para interagir com o sistema domo´tico B-LIVE. Contudo, a interface de
nada serve se na˜o tiver informac¸a˜o sobre o sistema. Esta informac¸a˜o esta´ estruturada numa
base de dados relacional, desenvolvida com a ferramenta MS Access.
Existem va´rias ferramentas para desenvolver bases de dados relacionais em sistemas ba-
seados em PC, tais como: SQL Server, MySQL, PostgreSQL ou MS Access. No processo de
selecc¸a˜o da ferramenta a utilizar tiveram-se em conta os seguintes aspectos: quais as necessi-
dades do sistema, o licenciamento e a facilidade de instalac¸a˜o. A escolha recaiu sobre o MS
Access essencialmente pelo facto de na˜o requerer instalac¸a˜o, basta copiar o ficheiro que conte´m a
base de dados.
A informac¸a˜o existente na base de dados esta´ estruturada num conjunto de tabelas, da
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seguinte forma:
tblCasa — Esta tabela conte´m a informac¸a˜o considerada relevante sobre a casa onde o B-
LIVE esta´ instalado: Nome (nome da casa), Morada (local onde se encontra a casa), Tele-
fone (nu´mero de telefone, caso exista).
tblDivisoes — Conte´m informac¸a˜o sobre as diviso˜es existentes na casa: Nome (nome da di-
visa˜o), RefCasaID (refereˆncia para a casa que conte´m a divisa˜o), RefDispositivoID (refereˆncia
para um dispositivo que pertencente a esta divisa˜o).
tblDispositivos — Define quais os dispositivos sobre os quais o sistema B-LIVE pode operar:
Nome (nome do dispositivo).
tblComandos — Conte´m os comandos relativos a`s acc¸o˜es que se podem efectuar sobre
os diversos dispositivos, bem como informac¸a˜o sobre a qual dispositivo corresponde
um comando: Comando (nome do comando), RefDispositivoID (refereˆncia para o dispositivo
sobre o qual se vai executar o comando), Accao (acc¸a˜o que se pretende executar: A - Alterar
o estado, O - Abrir, Ligar ou Subir e F - Fechar, Desligar ou Descer).
tblLogo — Mante´m um registo de tudo o que se passa no sistema: RefDispositivoID (refereˆncia
para o dispositivo), RefComandoID (refereˆncia para o comando), RefCasaID (refereˆncia para
a casa), Reconhecimento (frase reconhecida), AudioPath (caminho para o ficheiro de a´udio
que conte´m a ordem pretendida), Data (data da ocorreˆncia da acc¸a˜o), Hora (hora em que
ocorreu a acc¸a˜o).
Os campos ”CasaID”, ”DivisaoID”, ”DispositivoID”, ”ComandoID” e ”LogID” sa˜o as cha-
ves prima´rias das respectivas tabelas. A chave prima´ria de uma tabela nunca se repete, pelo
que pode ser utilizada como refereˆncia para indexar os registos da tabela. As relac¸o˜es entre as
tabelas existentes na base de dados esta˜o ilustradas na figura 4.12.
Os campos Inibido e Apagado presentes em todas as tabelas, classificam os registos
(linhas da tabela) quanto a` sua validade. Se o campo ”Inibido” for falso significa que o registo
esta´ activo (pode ser utilizado), caso contra´rio deve ser ignorado. Quanto ao campo ”Apagado”,
este indica que o registo nunca mais sera´ utilizado. Em alternativa poderia-se eliminar o registo.
Na˜o o fazemos porque perderı´amos informac¸a˜o sobre os acontecimentos passados.
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Figura 4.12: Relac¸o˜es entre as tabelas da base de dados.
As pesquisas a` base de dados sa˜o feitas com recurso a Stored Queries. Desta forma
agiliza-se o processo de pesquisa uma vez que estas esta˜o pre´ compiladas no ficheiro da base
de dados. Outra vantagem e´ a independeˆncia entre a aplicac¸a˜o e a base de dados, ou seja,
podem ser adicionadas ou alteradas Stored Queries sem que seja necessa´rio proceder a grandes
alterac¸o˜es do lado da aplicac¸a˜o.
4.4 Sistema domo´tico para pessoas com limitac¸o˜es funcionais: B-
LIVE
Este capı´tulo foi escrito tendo por base a documentac¸a˜o te´cnica do sistema B-LIVE, da qual o
autor desta dissertac¸a˜o foi um dos responsa´veis.
Neste capı´tulo sera´ apresentado o sistema de domo´tica para pessoas com limitac¸o˜es funci-
onais, B-LIVE. Este sistema tem como objectivos melhorar as condic¸o˜es funcionais de ha-
bitabilidade de casas convencionais para doentes com mobilidade extremamente reduzida,
nomeadamente, tornando-os suficientemente auto´nomos para que seja dispensada a presenc¸a em
permaneˆncia de um acompanhante. O sistema tem em considerac¸a˜o que a tecnologia a introduzir
tem de ser de custo controlado para que a sua aplicac¸a˜o seja via´vel.
Sera´ efectuada uma descric¸a˜o da arquitectura do sistema, do protocolo de comunicac¸a˜o,
da arquitectura do software e das va´rias Human-Machine Interfaces (HMIs).
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4.4.1 Arquitectura do sistema B-LIVE
Uma das principais caracterı´sticas do B-LIVE e´ a modularidade, figura 4.13. Cada um dos
mo´dulos que o constitui pode funcionar per si, ou em conjunto com os restantes. Para o
efeito existe uma rede de comunicac¸a˜o entre todos os mo´dulos do sistema. A introduc¸a˜o de
novas funcionalidades no sistema e´, assim, reduzida a` simples operac¸a˜o de introduzir um ou mais
mo´dulos.
Figura 4.13: Arquitectura do sistema B-LIVE.
Como se pode ver na figura 4.14, o sistema dispo˜e de va´rias interfaces para comunicar com o
exterior, as quais podem funcionar em simultaˆneo. Do ponto de vista das funcionalidades, o sistema
pode receber comandos provenientes de va´rias interfaces distintas, HMI’s ou na˜o (por exemplo, um
alarme lanc¸ado por um sensor).
Figura 4.14: Interacc¸a˜o do sistema B-LIVE com o exterior.
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Arquitectura dos mo´dulos
Como foi referido anteriormente, o sistema B-LIVE e´ composto por mo´dulos. As figuras 4.15 e 4.16
representam a arquitectura de cada um dos mo´dulos.
Figura 4.15: Arquitectura dos mo´dulos B-LIVE.
Cada mo´dulo tem duas entradas convencionais, para actuadores manuais como interrupto-
res, e quatro saı´das, para actuar sobre os diferentes dispositivos que esta˜o a ser controlados pelo
mo´dulo. Os mo´dulos podem tambe´m receber e/ou enviar comandos atrave´s de um barramento.
A customizac¸a˜o dos mo´dulos depende apenas da placa de poteˆncia ou adaptac¸a˜o especiali-
zada.
Figura 4.16: Arquitectura interna dos mo´dulos B-LIVE.
4.4.2 Protocolo de comunicac¸o˜es utilizado pelo B-LIVE
Como foi referido na arquitectura do sistema B-LIVE, existe uma rede de comunicac¸a˜o que in-
terliga todos os mo´dulos. Presentemente, essa rede e´ constituı´da pelo fieldbus Controller Area
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Network (CAN). Este protocolo foi desenvolvido pela Bosch na de´cada de 80 e e´ largamente uti-
lizado na indu´stria automo´vel. Para comunicar com o exterior o B-LIVE utiliza a linha se´rie
(RS232).
As comunicac¸o˜es internas (entre os mo´dulos) na˜o sa˜o relevantes no aˆmbito deste trabalho,
pelo que apenas vamos descrever o protocolo utilizado nas comunicac¸o˜es feitas atrave´s da linha
se´rie.
Linha se´rie (RS232)
A Figura 4.17 representa a estrutura das frames trocadas pela linha se´rie.
Figura 4.17: Estrutura das frames trocadas pela linha se´rie.
Cada um dos campos da frame tem 8 bits. O significado dos campos e´ o seguinte:
• % - Inicializador da frame.
• IDSrcH - Identificac¸a˜o do mo´dulo (3 bits menos significativos).
• IDSrcL - Identificac¸a˜o do mo´dulo.
• L - Tamanho do campo de dados.
• D0-D7 - Dados contidos na frame.
• CRC - Checksum.
• # - Terminador da frame.
4.4.3 Firmware B-LIVE
O firmware B-LIVE e´ comum a todos os mo´dulos. As funcionalidades que cada mo´dulo adquire
sa˜o definidas posteriormente atrave´s do processo de configurac¸a˜o. De seguida sera´ efectuada uma
breve descric¸a˜o da arquitectura do firmware B-LIVE.
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4.4.4 Arquitectura do Firmware B-LIVE
A arquitectura do software dos mo´dulos B-LIVE encontra-se dividida em treˆs componen-
tes, figura 4.18): Application, Drivers e Hardware Interfaces. Dependendo das funcionalidades
dos mo´dulos, podem existir diferentes drivers que estabelecem a ligac¸a˜o entre as componentes
Application e Hardware Interfaces. A Application executa diferentes gestores de modo a execu-
tar diversas tarefas: armazenar a configurac¸a˜o (Config Manager ) e estados (Status Manager )
dos mo´dulos, definir as func¸o˜es especı´ficas dos mo´dulos (Specific Function Manager ), gerir as
comunicac¸o˜es locais (Local Communication Manager ) e remotas (Remote Communication Mana-
ger ) e as saı´das/entradas digitais (Digital I/O Manager ).
Figura 4.18: Arquitectura do firmware B-LIVE [8].
O motivo que levou a` escolha desta arquitectura deve-se ao facto de os mo´dulos pode-
rem utilizar va´rios protocolos de comunicac¸a˜o locais (SPI, I2C, etc.) e remotos (CAN, ZigBee,
Ethernet, etc.) em simultaˆneo. Deste modo, um driver (LCOMDRV) e´ responsa´vel pela gesta˜o de
todas as comunicac¸o˜es locais, enquanto o outro driver (RCOMDRV) faz a gesta˜o das comunicac¸o˜es
remotas. Esta opc¸a˜o, comparando com a utilizac¸a˜o um driver para cada um dos protocolos de
comunicac¸a˜o, permite reduzir a complexidade da camada de drivers e simplifica a coordenac¸a˜o en-
tre as comunicac¸o˜es locais ou remotas. Deste modo e´ possı´vel escalonar comunicac¸o˜es locais e
remotas de acordo com os paraˆmetros especificados pelo utilizador/aplicac¸a˜o (por exemplo, priori-
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dade).
4.4.5 Operac¸a˜o do sistema B-LIVE
Um dos aspectos mais importantes no desenvolvimento de sistemas de domo´tica para pes-
soas com limitac¸o˜es funcionais sa˜o as HMI’s [36]. De facto, na˜o basta desenvolver sistemas de
baixo custo, robustos, fia´veis e com diversas funcionalidades. E´ necessa´rio que o utilizador final
disponha de interfaces intuitivas e de fa´cil utilizac¸a˜o para operar sobre os sistemas [37] e [38].
Uma das principais caracterı´sticas do B-LIVE e´ a modularidade e facilidade de adaptac¸a˜o
a`s necessidades dos utilizadores. Tendo em conta as necessidades especı´ficas de cada utiliza-
dor podem ser utilizadas va´rias interfaces para interagir com o B-LIVE. Actualmente, as interfa-
ces disponı´veis para o sistema B-LIVE sa˜o as seguintes:
• Computador.
• Telemo´vel.
• Interface feita por medida.
• Interruptores de boca (IntegraMouse e IntegraSwitch [39]).
• Interruptores convencionais.
IntegraMouse e IntegraSwitch
O IntegraMouse e o IntegraSwitch apresentados na figura 4.19, sa˜o interfaces Homem-ma´quina
para pessoas com graves limitac¸o˜es funcionais.
O IntegraMouse apresenta as mesmas funcionalidades que um rato para computador
convencional. A principal diferenc¸a e´ que este e´ operado atrave´s da boca e dos la´bios para efectuar
movimento e o sopro ou succ¸a˜o sa˜o utilizados para simular os boto˜es. O utilizador com limitac¸o˜es
pode recorrer ao IntegraMouse para operar o menu do computador referido anteriormente.
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Figura 4.19: Interface interruptor e rato de boca.
Quando as limitac¸o˜es dos utilizadores na˜o permitem o recurso interruptores adaptados, o
IntegraSwitch pode ser utilizado em substituic¸a˜o. O sentido do ar (sopro ou succ¸a˜o) no IntegraSwitch
simula os boto˜es de um interruptor.
4.4.6 Conclusa˜o
Nesta secc¸a˜o foi apresentado (de uma forma muito simplificada) o B-LIVE, um sistema de domo´tica
para pessoas com limitac¸o˜es funcionais, de baixo custo, descentralizado e que utiliza te´cnicas de
retrofitting. Foram descritos a arquitectura do sistema, o protocolo de comunicac¸a˜o, a arquitectura
do software e as mu´ltiplas HMI’s.
4.5 Selecc¸a˜o da ferramenta de reconhecimento de fala, para construir
o reconhecedor dependente do orador
O objectivo deste trabalho na˜o e´ construir uma ferramenta de reconhecimento de fala de raiz,
mas sim escolher uma existente e utiliza´-la para construir um reconhecedor. O processo de
escolha vai-se limitar a ferramentas que na˜o acarretem custos na sua aquisic¸a˜o, isto e´, apenas
va˜o ser estudadas ferramentas de domı´nio publico que possam ser utilizadas juntamente com
aplicac¸o˜es comerciais.
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Este estudo vai-se restringir apenas a`s duas ferramentas mais utilizadas em reconhecimento
de fala. A primeira foi desenvolvida pela Cambridge University e designa-se Hidden Markov Model
Toolkit (HTK). A segunda e´ financiada pela Defense Advanced Research Projects Agency (DARPA)
e foi desenvolvida pela Carnegie Mellon University (CMU). Esta e´ conhecida como projecto Sphinx .
Como em qualquer outro processo de escolha, e´ necessa´rio definir quais os crite´rios de
avaliac¸a˜o que va˜o ser utilizados. No caso particular deste trabalho, o que se pretende e´ uma ferra-
menta de reconhecimento que cumpra, de forma satisfato´ria, a maior parte dos seguintes itens:
Acesso ao co´digo fonte — O acesso ao co´digo fonte permite maior flexibilidade na construc¸a˜o
de aplicac¸o˜es, particularmente quando se pretende fazer integrac¸a˜o. Do ponto de vista
acade´mico, este acesso e´ importante para perceber o que se esta´ a passar em cada etapa
do processo de reconhecimento.
Portabilidade — E´ conveniente que o reconhecedor possa ser utilizado em diferentes sistemas
operativos, desta forma, facilita-se a sua disseminac¸a˜o. No caso especifico deste trabalho,
este na˜o e´ um ponto muito crı´tico, uma vez que na˜o e´ significativa a diversidade de sistemas
operativos com os quais se vai trabalhar.
Independeˆncia do orador — E´ importante que o reconhecedor possa ser utilizado, com sucesso,
por mais que um utilizador.
Flexibilidade na escolha do modelo de linguagem — O modelo de linguagem utilizado num re-
conhecedor pode afectar de forma significativa o seu desempenho. E´ fundamental testar
va´rios para depois escolher aquele que apresenta melhores resultados.
Possibilidade de introduzir regras linguı´sticas — A introduc¸a˜o de regras linguı´sticas e´ bastante
importante. Quando utilizadas correctamente, podem aumentar de forma considera´vel o de-
sempenho do reconhecedor.
Existeˆncia de modelos acu´sticos para o Portugueˆs ou forma de os criar — A existeˆncia de mo-
delos acu´sticos, neste caso, para o Portugueˆs, obtidos a partir de um corpus de grande di-
mensa˜o, facilita o processo de treino. Quando os modelos acu´sticos sa˜o obtidos a partir de
um corpus adequado ao vocabula´rio que se pretende reconhecer, o desempenho do reco-
nhecedor pode melhorar significativamente.
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Possibilidade de treinar o reconhecedor ao longo do tempo — Os modelos utilizados pelo re-
conhecedor devem poder ser treinados pelo utilizador final. Desta forma, espera-se au-
mentar a taxa de sucesso no reconhecimento, mas tambe´m, adaptar o reconhecedor a
novos utilizadores sempre que seja necessa´rio.
Tipo de Licenc¸a — A licenc¸a deve ser o mais permissiva possı´vel; deve permitir a utilizac¸a˜o e
distribuic¸a˜o do software, mesmo em aplicac¸o˜es comerciais.
Informac¸a˜o disponı´vel — A quantidade e qualidade de tutoriais ou demos, e´ tambe´m um factor a
ter em conta.
De seguida, va˜o ser analisadas as ferramentas HTK e Sphinx . O estudo sera´ orientado
de forma a perceber qual delas e´ a mais adequada a` realizac¸a˜o deste trabalho. Questo˜es relaci-
onadas com o funcionamento dos mo´dulos que as constituem na˜o sera˜o abordadas. Aquando da
construc¸a˜o do reconhecedor sera´ feito um estudo mais exaustivo sobre o funcionamento e carac-
terı´sticas da ferramenta previamente escolhida.
4.5.1 Hidden Markov Model Toolkit
A primeira versa˜o desta ferramenta, o HTK, foi desenvolvida no Speech Vision and Robotics Group
of the Cambridge University Engineering Department (CUED) em 1989 por Steve Young. O HTK e´
um conjunto de livrarias e ferramentas utilizadas para fazer reconhecimento automa´tico de
fala usando modelos de Markov na˜o observa´veis. A figura 4.20 ilustra a sua arquitectura.
Este software foi comercializado durante alguns anos pela Cambridge University (CU). Em
1999, a Microsoft comprou a empresa que detinha os direitos sobre o HTK, e em 2000 passou a ser
disponibilizado sem custos para o utilizador. Com esta medida, a Microsoft pretende promover o
desenvolvimento e massificar a utilizac¸a˜o de reconhecimento de fala em sistemas computacionais.
De seguida analisar-se-a´ cada uma das caracterı´sticas enumeradas no ponto anterior. Na˜o
sera´ um estudo exaustivo nem muito pormenorizado. O que se pretende e´ perceber se o soft-
ware se adequa a`s necessidades deste trabalho. Esta primeira ana´lise a` ferramenta e´ tambe´m
bastante importante para perceber quais as etapas a percorrer e quais as dificuldades que podem


































Figura 4.20: Arquitectura da Hidden Markov Model Toolkit [40].
Acesso ao co´digo fonte
Os investigadores envolvidos no desenvolvimento do HTK disponibilizam o seu co´digo fonte,
o que permite fazer alterac¸o˜es no co´digo de acordo com as necessidades do reconhecedor que se
pretende construir.
Portabilidade
A ferramenta HTK e´ inteiramente desenvolvida em ANSI C. Geralmente e´ utilizada em siste-
mas UNIX, contudo, apo´s ser compilada de forma conveniente, pode correr em qualquer sistema
operativo.
Independeˆncia do orador
Com o HTK e´ possı´vel construir reconhecedores do tipo dependente ou independente do
orador. No caso de se pretender construir um reconhecedor do tipo independente do orador, basta
obter o material de treino adequado.
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Flexibilidade na escolha do modelo de linguagem
E´ possı´vel utilizar modelos de linguagem do tipo statistical N-Gram, o que permite construir
modelos em que o reconhecimento pode ser dependente do contexto. Embora na˜o exista muita
flexibilidade a este nı´vel, as ferramentas e documentac¸a˜o disponibilizadas para criar estes modelos
sa˜o de boa qualidade.
Possibilidade de introduzir regras linguı´sticas
Existe a possibilidade de introduzir regras linguı´sticas, por exemplo, anotac¸o˜es. (Na˜o foi
possı´vel obter muita informac¸a˜o a`cerca deste assunto.)
Possibilidade de treinar o reconhecedor ao longo do tempo
O HTK permite que os modelos de um reconhecedor sejam treinados ao longo do tempo.
Este e´ um ponto importante. Assim, o reconhecedor pode crescer de acordo com as necessidades
que va˜o surgindo ao longo da sua utilizac¸a˜o.
Existeˆncia de modelos acu´sticos para o Portugueˆs ou forma de os criar
Com o HTK na˜o sa˜o distribuı´dos modelos acu´sticos para o Portugueˆs. No entanto, estes
podem ser obtidos e treinados com o HTK, desde que exista material de treino apropriado.
Tipo de licenc¸a
Esta ferramenta esta´ disponı´vel gratuitamente mediante o cumprimento das seguintes disposic¸o˜es:
• Pode ser usado para ensino e investigac¸a˜o acade´mica sem restric¸o˜es.
• Pode ser utilizado por empresas para desenvolvimento de novos produtos.
• Na˜o pode ser incluı´do, no seu todo ou em parte, em software comercial.
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Contudo, e´ possı´vel desenvolver aplicac¸o˜es comerciais com base no HTK. O que na˜o se pode
e´, juntar as aplicac¸o˜es no mesmo pacote de instalac¸a˜o.
Informac¸a˜o disponı´vel
Quanto a` documentac¸a˜o existente, esta e´ de boa qualidade e bem estruturada sob a forma de livro,
o HTK Book . Existem ainda va´rios tutoriais disponı´veis na Internet que explicam como construir
reconhecedores utilizando esta ferramenta.
Resumo
A ferramenta HTK e´ bastante utilizada em laborato´rios de todo o Mundo, pelo que esta´ sufici-
entemente testada e os resultados obtidos sa˜o ao nı´vel dos melhores. Esta ferramenta tem a
vantagem de fornecer todas as aplicac¸o˜es necessa´rias a` construc¸a˜o de um reconhecedor. A
documentac¸a˜o e´ de boa qualidade e bem estruturada. O u´nico sena˜o e´ a portabilidade, contudo,
tendo em conta os possı´veis utilizadores do reconhecedor a realizar com este trabalho, este factor
na˜o e´ limitativo, uma vez que a diversidade de sistemas operativos que se podem encontrar na˜o e´
significativa.
4.5.2 Projecto Sphinx
O projecto Sphinx comec¸ou a ser desenvolvido pela CMU, com o financiamento da DARPA.
Ao longo dos u´ltimos anos, foram desenvolvidas va´rias verso˜es deste software tendo em vista
aplicac¸o˜es diferentes. O Sphinx-2 e´ apropriado para reconhecimento em tempo real, ou para
ma´quinas com pouca capacidade de processamento, contudo, a sua taxa de sucesso no reconhe-
cimento e´ inferior a` da Sphinx-3 e da Sphinx-4. Os Sphinx-3 e Sphinx-4 teˆm capacidade de
efectuar reconhecimento em grandes vocabula´rios com taxas de sucesso compara´veis. O
Sphinx-3 e´ escrito em C, enquanto que o Sphinx-4 e´ escrito em Java e devido a` sua arquitectura
modular (figura 4.21), e´ bastante versa´til e flexı´vel.
O Sphinx-4 e´ uma das mais avanc¸adas ferramentas para reconhecimento de fala. Foi
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Figura 4.21: Arquitectura do Sphinx-4 [41].
desenvolvida numa parceria entre a CMU, os Sun Microsystems Laboratories (SML), os Mitsubishi
Electric Research Laboratories (MERL) e a Hewlett Packard (HP) com contribuic¸o˜es da University
of California at Santa Cruz (UCSC) e do Massachusetts Institute of Technology (MIT) [42].
Tal como no caso do HTK, e´ necessa´rio analisar esta ferramenta. As caracterı´sticas sujeitas
a ana´lise sa˜o as mesmas, assim como os propo´sitos a que esta se destina.
Acesso ao co´digo fonte
O co´digo fonte do Sphinx-4 esta´ disponı´vel, pelo que pode ser alterado conforme as necessida-
des especı´ficas de cada projecto.
Portabilidade
Esta ferramenta e´ inteiramente desenvolvida na plataforma JavaT M, e´ altamente porta´vel e
flexı´vel. Depois de compilado, o co´digo pode ser executado em qualquer sistema que suporte a
plataforma JavaT M [43].
Independeˆncia do orador
Com o Sphinx-4 e´ possı´vel realizar reconhecimento independente do orador, de palavras
isoladas ou discurso contı´nuo. O reconhecimento pode ser feito sobre pequenos, me´dios ou
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grandes vocabula´rios em tempo real ou diferido, com taxas de sucesso que podem chegar aos
95%.
Flexibilidade na escolha do modelo de linguagem
Esta ferramenta permite a utilizac¸a˜o de va´rios tipos de modelos de linguagem, tais como,
statistical N-grams, context free grammar e finite state grammar . Isto e´ possı´vel porque a
Sphinx-4 tem um mo´dulo, o Graph construction, que traduz os va´rios modelos num modelo interno
ao descodificador [43].
Possibilidade de introduzir regras linguı´sticas
Na˜o foi possı´vel obter informac¸a˜o a`cerca deste assunto. Contudo, tal como no HTK, deve ser
possı´vel introduzir algum tipo de regras linguı´sticas nos modelos.
Possibilidade de treinar o reconhecedor ao longo do tempo
Neste ponto e´ necessa´rio considerar duas situac¸o˜es distintas. Na primeira, supo˜e-se que o reco-
nhecedor esta´ a correr numa ma´quina Unix (Linux). Neste caso e´ possı´vel treinar o reconhecedor
sempre que seja necessa´rio. O mesmo na˜o acontece, pelo menos com a mesma facilidade, quando
o reconhecedor esta´ instalado numa ma´quina Windows. Isto acontece porque o Sphinx-4 tem que
utilizar a ferramenta SphinxTrain para treinar o reconhecedor. Esta foi construı´da para correr
em sistemas Unix (Linux).
Existeˆncia de modelos acu´sticos para o Portugueˆs ou forma de os criar
A` data da realizac¸a˜o deste trabalho, na˜o existem modelos acu´sticos para o Portugueˆs. Con-
tudo, e tendo em conta que a ferramenta Sphinx-4 pode utilizar va´rios tipos de modelos, estes
podem ser criados e treinados com outra ferramenta e posteriormente introduzidos na Sphinx-4.
Uma ferramenta que se pode utilizar, em ma´quinas Unix, e´ a SphinxTrain.
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Tipo de licenc¸a
O software Sphinx e´ distribuı´do gratuitamente e sem restric¸o˜es na sua utilizac¸a˜o e distribuic¸a˜o
tanto para uso particular como comercial. Tera˜o apenas que ser cumpridas as exigeˆncias que
constam no ficheiro LICENSE, (distribuı´do com o software).
Informac¸a˜o disponı´vel
Existe bastante informac¸a˜o disponı´vel no site de apoio ao projecto, assim como tambe´m
nas pa´ginas pessoais das pessoas envolvidas no desenvolvimento. Contudo, a informac¸a˜o
existente e´ do tipo Javadoc, isto e´, gerada automaticamente pela plataforma JavaT M; o que difi-
culta a sua compreensa˜o. Outro factor que tambe´m dificulta de forma significativa a consulta da
documentac¸a˜o e´ o facto desta estar dispersa e pouco estruturada.
Resumo
A ferramenta Sphinx-4 apresenta boas caracterı´sticas. Os seus pontos fortes sa˜o a modulari-
dade, portabilidade e flexibilidade ao nı´vel dos modelos que podem ser utilizados. Contudo, a
sua utilizac¸a˜o e´ mais ao nı´vel da investigac¸a˜o acade´mica e principalmente em sistemas Unix. Tendo
em conta que a maior parte dos computadores existentes no mercado sa˜o ma´quinas Windows, a
utilizac¸a˜o da Sphinx-4 em software comercial na˜o e´ imediata. Esta utiliza aplicac¸o˜es construı´das
para serem usadas em ma´quinas Unix (Linux), por exemplo, a aplicac¸a˜o utilizada para criar e
treinar os modelos acu´sticos, o SphinxTrain. Um outro ponto fraco e´ a documentac¸a˜o. Esta´ es-
crita de forma pouco amiga´vel, isto e´, dificulta a leitura a utilizadores na˜o especializados no assunto,
o que tambe´m e´ um entrave a` utilizac¸a˜o da Sphinx-4.
4.5.3 Conclusa˜o
Apo´s analisar as ferramentas HTK e Sphinx-4, e´ necessa´rio decidir qual das duas se vai utilizar para
construir o reconhecedor.
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Tendo em conta tudo o que foi dito nos pontos anteriores, o mais sensato e´ utilizar
o HTK. Esta escolha na˜o elimina a possibilidade de no futuro se optar por outra ferramenta. Os
factores que levam a esta escolha sa˜o va´rios:
E´ uma soluc¸a˜o u´nica — O HTK fornece todas as aplicac¸o˜es necessa´rias para construir o reco-
nhecedor, sem ser necessa´rio recorrer a software externo.
Taxa de sucesso no reconhecimento — O HTK apresenta taxas de sucesso bastante boas, em
muitos casos acima de 95%.
Boa documentac¸a˜o — O livro HTK Book e´ um excelente elemento de estudo, aborda praticamente
todos os aspectos da construc¸a˜o de um reconhecedor.
A licenc¸a e´ mais restritiva do que a do Sphinx-4. Contudo, como ja´ foi dito anteriormente,
na˜o proı´be o desenvolvimento de software comercial com base no HTK, proibindo apenas a
distribuic¸a˜o.
4.6 Reconhecedor de fala dependente do orador, baseado em HTK
Esta secc¸a˜o apresenta as principais fases da construc¸a˜o de um reconhecedor de fala dependente
do orador, utilizando o HTK Toolkit. No anexo B, encontra-se uma versa˜o mais detalhada desta
secc¸a˜o.
A metodologia que seguimos na construc¸a˜o do reconhecedor de fala e´ a apresentada no
capı´tulo terceiro do livro The HTK Book [44], a qual conte´m as seguintes fases, figura 4.22:
1. Configurac¸o˜es e preparac¸a˜o dos dados
2. Criac¸a˜o dos modelos monofones
3. Criac¸a˜o dos modelos trifones
4. Avaliac¸a˜o
5. Reconhecimento em tempo real
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Figura 4.22: Construc¸a˜o do reconhecedor.
4.6.1 Configurac¸o˜es e preparac¸a˜o dos dados
Para construir um reconhecedor de fala sa˜o necessa´rios dados acu´sticos, tanto para treinar como
para testar o reconhecedor [44]. A recolha dos dados acu´sticos e´ a primeira tarefa a realizar na
construc¸a˜o de um reconhecedor de fala. Para tal e´ necessa´rio percorrer os seguintes passos:
1. Definir uma grama´tica
2. Gerar e gravar os conjuntos de frases de treino e teste
3. Construir o diciona´rio
4. Criar os ficheiros com a transcric¸a˜o fone´tica
5. Extrair os feature vectors
Grama´tica
Antes de mais e´ necessa´rio definir o cena´rio onde o reconhecedor vai ser utilizado. Neste caso em
concreto, o cena´rio e´ uma casa de habitac¸a˜o, onde o que se pretende e´ executar acc¸o˜es sobre os
diversos dispositivos, isto e´, controlar o ambiente envolvente. A figura 4.23, apresenta o cena´rio
tı´pico.
No cena´rio apresentado pela figura 4.23 sa˜o va´rios os dispositivos que pretendemos controlar.
Em concreto, podemos enumerar os seguintes: portas, laˆmpadas, tomadas, estores e o auto-
clismo. A acc¸o˜es que se podem executar sobre estes dispositivos sa˜o: abrir/fechar, ligar/desligar
e subir/descer. Assim sendo, o conjunto de frases que se pretende reconhecer e´ o seguinte:
• Luz da Sala
• Luz da Sala dois
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Figura 4.23: Cena´rio de utilizac¸a˜o do reconhecedor.
• Luz da Cozinha
• Luz da Casa de Banho
• Luz do Corredor
• Luz do Quarto
• Abrir a Porta da Frente
• Abrir a Porta do Quarto
• Abrir o Estore do Quarto
• Fechar a Porta da Frente
• Fechar a Porta do Quarto
• Fechar o Estore do Quarto
• Subir o Estore
• Descer o Estore
• Ligar todas as laˆmpadas
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• Ligar a Tomada do Quarto
• Desligar todas as laˆmpadas
• Desligar a Tomada do Quarto
• Tomada do Quarto
• Autoclismo
No conjunto de frases sugerido existem algumas que na˜o indicam qual a acc¸a˜o a executar.
Isto acontece porque nestes casos o que se pretende e´ executar a acc¸a˜o que inverta o estado
actual (laˆmpadas), ou enta˜o porque so´ e´ possı´vel executar uma u´nica acc¸a˜o e neste caso esta´
implı´cita (autoclismo).
A forma de definir estas frases e´ atrave´s de uma grama´tica. O HTK disponibiliza uma lingua-
gem para definir formalmente uma grama´tica. A grama´tica da figura 4.24, define formalmente as
frases enumeradas. Os pareˆntesis rectos delimitam palavras opcionais e as barras verticais
separam as diversas possibilidades.
De forma a melhorar a compreensa˜o da grama´tica, esta pode ser representada grafica-
mente. A figura 4.25 apresenta todas as possibilidades permitidas pela grama´tica, para construir
frases iniciadas pelas palavras ”Ligar” e ”Desligar”.
A forma como a grama´tica e´ apresentada na figura 4.24 e´ utilizada apenas por convenieˆncia, e
e´ uma representac¸a˜o de alto nı´vel, fa´cil de utilizar. O HTK utiliza a informac¸a˜o contida na grama´tica
recorrendo a uma representac¸a˜o de baixo nı´vel. De facto, e´ usada uma rede onde esta˜o representa-
das todas as palavras bem como a forma como estas se ligam entre si. Esta notac¸a˜o de baixo nı´vel
chama-se HTK Standard Lattice Format (SLF). O HTK disponibiliza uma ferramenta, o HParse,
que constro´i a rede de palavras a partir da representac¸a˜o de alto nı´vel da grama´tica [44].
Criac¸a˜o dos conjuntos de frases para treino e teste
Os conjuntos de frases para treino e teste do reconhecedor podem ser obtidos a partir da grama´tica.









$numero = UM | DOIS | TRES | QUATRO;
$ligar_desligar = LIGAR | DESLIGAR;
$luz = LUZ;
$locais_com_luz = CASA DE BANHO | COZINHA | QUARTO | CORREDOR;
$abrir_fechar = ABRIR | FECHAR;
$objectos_abrem_fecham = PORTA | ESTORE;





($tomada [DO] $locais_com_tomada) |
($subir_descer [O] $objectos_sobem_descem) |
($dispensar [O] $produtos_dispensar $numero) |
($ligar_desligar TODAS [AS] LAMPADAS) |
($ligar_desligar [A] TOMADA [DO] QUARTO) |
($luz [DA] SALA $numero) |
($luz [DA | DO] $locais_com_luz) |
($abrir_fechar DISPENSADOR) |





Figura 4.25: Frases iniciadas por “Ligar”e “Desligar”.
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gene´rico para o Portugueˆs. O HSGen gera um conjunto de N frases, aleatoriamente, usando a
informac¸a˜o presente na grama´tica e no diciona´rio
Diciona´rio
O primeiro passo na construc¸a˜o de um diciona´rio e´ a identificac¸a˜o de todas as palavras presentes
nas frases que se pretende reconhecer. O diciona´rio tem que conter a representac¸a˜o fone´tica de
todas as palavras que constituem estas frases. A melhor forma de obter esta lista de palavras e´
extraı´-la automaticamente do conjunto de frases de treino.
Gravac¸a˜o das frases para treino e teste
Neste ponto da construc¸a˜o do reconhecedor e´ necessa´rio gravar o material de a´udio correspondente
a`s frases de treino e de teste. A gravac¸a˜o destas frases e´ feita recorrendo a` ferramenta HSLab,
fornecida pelo HTK.
Criac¸a˜o dos ficheiros com a transcric¸a˜o fone´tica
Para que os dados que acabamos de obter sejam u´teis e´ necessa´rio gerar as respectivas transcric¸o˜es
fone´ticas. Para o efeito, vamos utilizar as ferramentas disponibilizadas pelo HTK. O primeiro passo
e´ criar um Master Label File (MLF) com as transcric¸o˜es ao nı´vel da palavra para cada um dos
ficheiros de a´udio. Para criar este ficheiro de uma forma automa´tica podemos utilizar o script
TrainPrompts2mlf.pl disponibilizado juntamente com o HTK.
Agora que ja´ possuı´mos as transcric¸o˜es ao nı´vel da palavra podemos avanc¸ar para a transcric¸a˜o
fone´tica. O ficheiro MLF contendo as transcric¸o˜es fone´ticas pode ser gerado de uma forma au-
toma´tica pela ferramenta HLEd . O HLEd utiliza a informac¸a˜o existente no diciona´rio, em conjunto
com as transcric¸o˜es ao nı´vel da palavra, para gerar as transcric¸o˜es fone´tica.
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Extracc¸a˜o dos feature vectors
Esta e´ a u´ltima tarefa a realizar no que diz respeito a` preparac¸a˜o dos dados. Consiste na extracc¸a˜o
de vectores com as caracterı´sticas mais relevantes do sinal, tendo em conta a tarefa que se pretende
realizar. Neste caso concreto pretende-se extrair as caracterı´sticas mais relevantes para reconheci-
mento de fala. Na literatura de lı´ngua Inglesa estes vectores teˆm o nome de feature vectors.
A extracc¸a˜o destes vectores pode ser feita de uma forma automa´tica utilizando a ferramenta
HCopy , fornecida pelo HTK.
4.6.2 Criac¸a˜o dos modelos monofones
Nesta fase da criac¸a˜o do nosso reconhecedor o que se pretende e´ obter um conjunto de modelos
monofones bem treinados. Para tal, e´ necessa´rio executar as seguintes tarefas: inicializac¸a˜o
dos modelos, ajuste dos modelo de sileˆncio, introduc¸a˜o do modelo para pausas curtas e
realinhamento dos dados. Em cada uma destas tarefas e´ necessa´rio refinar os modelos. Isto
e´ feito atrave´s da re-estimac¸a˜o dos paraˆmetros dos mesmos atrave´s do me´todo de Baum-Welch,
utilizando a ferramenta HERest.
Inicializac¸a˜o dos modelos monofones
O primeiro passo no sentido de treinar um conjunto de HMM, e´ criar o proto´tipo dos modelos. Neste
primeiro passo o mais importante e´ definir o modelo e na˜o os seus paraˆmetros. Nos sistemas
que teˆm por unidade base o fonema e´ usual utilizar uma topologia left-right com 3 estados [44].
A figura 4.26 ilustra a topologia referida, onde os vectores de me´dias e variaˆncias teˆm compri-
mento igual a 39, isto e´ 13 coeficientes MFCC mais 13 coeficientes delta mais 13 coeficientes de
acelerac¸a˜o.
Depois de definir o proto´tipo para os HMM e´ necessa´rio inicializa´-lo. A inicializac¸a˜o do
proto´tipo consiste em substituir o valor zero presente nos vectores de me´dias e o valor um dos
vectores de variaˆncias pelos valores globais me´dia e variaˆncia, respectivamente. Isto pode ser feito
pela ferramenta HCompV .
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0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ...
<Variance> 39
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 ...
<State> 3
<Mean> 39
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ...
<Variance> 39
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 ...
<State> 4
<Mean> 39
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ...
<Variance> 39
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 ...
<TransP> 5
0.0 1.0 0.0 0.0 0.0
0.0 0.6 0.4 0.0 0.0
0.0 0.0 0.6 0.4 0.0
0.0 0.0 0.0 0.7 0.3
0.0 0.0 0.0 0.0 0.0
<EndHMM>
Figura 4.26: Proto´tipo para os HMMs.
Agora que ja´ temos um ponto de partida para a criac¸a˜o dos modelos, e´ necessa´rio proceder a`
re-estimac¸a˜o dos mesmos ate´ que sejam suficientemente robustos. A ferramenta HERest permite
efectuar esta tarefa.
Ajuste do modelo de sileˆncio e introduc¸a˜o de pausas curtas
Nos passos anteriores foram gerados modelos com treˆs estados para cada um dos fonemas em
uso, bem como para o modelo de sileˆncio sil . O modelo de sileˆncio existente na˜o permite a
ocorreˆncia de estados de sileˆncio consecutivos, pelo que e´ pouco robusto. Para solucionar este
problema vamos alterar o modelo de sileˆncio de forma que seja possı´vel existir transic¸o˜es entre os
estados dois e quatro em ambos os sentidos.
Vamos introduzir tambe´m o modelo para pequenas pausas sp. O modelo sp tem apenas
um estado, que corresponde ao estado central do modelo de sileˆncio.
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Realinhamento dos dados
Os modelos existentes foram estimados prevendo a existeˆncia de pequenas pausas entre as pa-
lavras que constituem as frases que se pretende reconhecer, o que e´ uma boa aproximac¸a˜o a`
realidade. Contudo, as transcric¸o˜es existentes foram geradas partindo do principio que as palavras
estavam encostadas umas a`s outras, ou seja, na˜o foi prevista a existeˆncia de pequenas pausas
entre as palavras que constituem as frases. Para solucionar este problema temos que introduzir as
pequenas pausas existentes nos modelos acu´sticos na transcric¸a˜o fone´tica.
4.6.3 Criac¸a˜o dos modelos trifones
Neste passo o que se pretende e´ construir modelos dependentes do contexto, neste caso
trifones. Os modelos dependentes do contexto conteˆm informac¸a˜o a`cerca dos sons vizinhos,
pelo que apresentam melhores resultados no reconhecimento. Os modelos trifones sa˜o criados
a partir dos modelos monofones existentes.
Criac¸a˜o dos modelos trifones a partir dos monofones
Antes de mais e´ necessa´rio criar novas transcric¸o˜es fone´ticas, substituindo os monofones pelos
trifones correspondentes. Isto pode ser feito com a ferramenta HLEd . E´ tambe´m necessa´rio criar
novos modelos tendo em conta as transcric¸o˜es com trifones. Estes podem ser gerados automatica-
mente a partir dos que ja´ existem.
4.6.4 Avaliac¸a˜o do reconhecedor
A avaliac¸a˜o dos modelos e´ fundamental para verificar se podemos parar o processo de treino
ou, pelo contra´rio, se devemos continuar. A avaliac¸a˜o ira´ ser feita tanto aos modelos monofo-
nes como aos trifones. A ferramenta disponibilizada pelo HTK para avaliar os modelos criados e´ o
HResults. O HResults compara as transcric¸o˜es obtidas no processo de reconhecimento, com as
correctas (manuais) dando informac¸a˜o acerca da percentagem de frases correctamente reconheci-
das, WER, eliminac¸o˜es, substituic¸o˜es e inserc¸o˜es.
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4.6.5 Reconhecimento em tempo real
O reconhecimento em tempo real faz-se recorrendo a` ferramenta HVite, disponibilizada com o HTK.
O HVite utiliza o algoritmo de Viterbi para determinar qual o conjunto de HMMs, que tem maior
probabilidade de ter gerado os dados acu´sticos em ana´lise.
4.7 Reconhecedor de fala independente do orador
O reconhecedor de fala independente do orador foi desenvolvido a partir dos exemplos forneci-
dos com o Microsoft Speech Recognition Sample Engine for Portuguese (Portugal), disponi-
bilizado pelo Microsoft Language Development Center (MLDC) [15]. A tecnologia utilizada e´ a
Microsoft Speech API 5.3 (SAPI). O Microsoft Speech Recognition Sample Engine for Portu-
guese (Portugal) ja´ conte´m os modelos acu´sticos para o Portugueˆs, pelo que a construc¸a˜o do
reconhecedor fica bastante simplificada.
Ao mais alto nı´vel, a SAPI dispo˜e de classes e interfaces para interagir com os diferentes
speech engines que disponibiliza. A baixo nı´vel e´ responsa´vel pelo controlo e gesta˜o dos speech
engines, sejam eles para reconhecimento ou sı´ntese de fala. Como se pode ver a partir da figura
4.27, as aplicac¸o˜es na˜o teˆm acesso directo aos speech engines, fazem-no atrave´s de um run-
time componet o SAPI Runtime [45].
Figura 4.27: Arquitectura da Microsoft Speech API 5.3. Mu´ltiplas aplicac¸o˜es podem partilhar os speech
engines disponı´veis atrave´s da SAPI Runtime.
Para desenvolver aplicac¸o˜es com reconhecimento de fala utilizando esta tecnologia, e´ ne-
cessa´rio definir treˆs componentes base: o recognition context, o reconhecedor e a grama´tica.
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Contextos de reconhecimento
As principais vias de comunicac¸a˜o entre uma aplicac¸a˜o com reconhecimento de fala e a
SAPI, sa˜o os contextos de reconhecimento (recognition contexts). E´ atrave´s deles que as
aplicac¸o˜es controlam os reconhecedores de fala e recebem os eventos por eles gerados. Neste
trabalho apresentamos apenas os aspectos relacionados com reconhecimento de fala. As questo˜es
relacionadas com a sı´ntese na˜o sera˜o abordadas. Em aplicac¸o˜es de reconhecimento de fala os
recognition contexts podem ser de dois tipos, shared contexts ou in process (InProc) contexts
[45].
A utilizac¸a˜o de um shared context permite que os recursos disponı´veis, placa de som,
reconhecedor e grama´ticas, sejam partilhados por va´rias aplicac¸o˜es ou recognition contexts.
Neste caso, sempre que o reconhecedor produz um resultado, a SAPI envia-o para o recognition
context cuja grama´tica melhor resultado oferece na taxa de reconhecimento. A declarac¸a˜o de sha-
red contexts e´ feita recorrendo a` classe SpSharedRecoContext [45].
O InProc context restringe a utilizac¸a˜o dos recursos existentes a um u´nico recognition
context ou aplicac¸a˜o. Isto e´, a placa de som, o reconhecedor e a grama´tica em uso por um InProc
context na˜o podem ser utilizados por mais nenhuma aplicac¸a˜o ou recognition context. Aplicac¸o˜es
com requisitos elevados ao nı´vel do tempo de resposta do reconhecedor e exactida˜o no re-
conhecimento devem utilizar InProc contexts. Para declarar InProc contexts recorre-se a` classe
SpInProcRecoContext [45].
Tendo em conta os requisitos da interface que pretendemos desenvolver, nomeadamente,
elevada taxa de sucesso no reconhecimento e rapidez na resposta, o InProc context apresenta-
se como sendo o mais adequado.
Reconhecedores de fala
A SAPI permite criar dois tipos de reconhecedores de fala, SpInprocRecognizer e SpSharedRe-
cognizer . A utilizac¸a˜o de um ou outro depende do recognition context que se pretende utilizar.
Neste trabalho vai-se utilizar um reconhecedor do tipo SpInprocRecognizer, isto porque, como ja´
vimos no ponto anterior, pretendemos fazer reconhecimento num InProc context. Os recognition
contexts podem ser criados pelos reconhecedores, para tal basta executar o seguinte co´digo [46]:
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(1) SpInprocRecognizer Recognizer = new SpInprocRecognizer();
...
(2) ISpeechRecoContext recoContext = Recognizer.CreateRecoContext();
(3) RC = (SpInProcRecoContext)recoContext;
O co´digo anterior exemplifica a declarac¸a˜o e criac¸a˜o de um SpInprocRecognizer (linha 1).
De seguida exemplifica-se a declarac¸a˜o e criac¸a˜o de um SpInProcRecoContext (RC) utilizando o
reconhecedor previamente criado (linhas 2 e 3).
Neste momento ja´ vimos como se criam reconhecedores e recognition contexts. Falta apenas
um componente para podermos fazer reconhecimento de fala, a grama´tica. A grama´tica e´ criada
a partir do recognition context . Para tal, pode-se utilizar o excerto de co´digo que se segue [46]:
(1) internal ISpeechRecoGrammar grammar;
...
(2) grammar = RC.CreateGrammar(1);
(3) grammar.DictationLoad("", SpeechLib.SpeechLoadOption.SLOStatic);
(4) grammar.DictationSetState(SpeechLib.SpeechRuleState.SGDSInactive);
Este co´digo exemplifica a declarac¸a˜o e criac¸a˜o de uma grama´tica (linhas 1 e 2). De seguida,
define-se se o vocabula´rio existente na grama´tica pode ser alterado ou na˜o, neste caso na˜o se
permitindo alterac¸o˜es (linha 3). Por fim, define-se se a grama´tica acabada de criar pode ser utilizada,
de imediato, no reconhecimento ou na˜o (linha 4).
Grama´ticas
As palavras ou conjuntos de palavras que pretendemos reconhecer teˆm que estar defini-
dos numa grama´tica. Na SAPI 5 as grama´ticas sa˜o implementadas como context-free grammars
(CFGs). De uma forma muito simples, podemos dizer que uma CFG define quais as palavras ou
conjuntos de palavras que um determinado reconhecedor de fala pode reconhecer.
Na SAPI 5 as CFGs sa˜o definidas utilizando Extensible Markup Language (XML). A figura
4.28, apresenta a estrutura base de uma CFG. A figura 4.29, apresenta um excerto da grama´tica



























<P>LUZ DA CASA DE BANHO</P>
...
Figura 4.29: Grama´tica utilizada pelo reconhecedor independente do orador.
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A SAPI dispo˜e de ferramentas para carregar as grama´ticas a partir dos seus ficheiros, e
tambe´m de compiladores. O compilador de CFGs transforma o ficheiro XML em formato bina´rio.
Depois de compiladas as grama´ticas podem ser utilizadas pelos reconhecedores.
4.8 Comenta´rios finais
Como vimos ao longo deste capı´tulo, na implementac¸a˜o desta interface foi necessa´rio desenvolver
va´rias aplicac¸o˜es (o reconhecedor, a base de dados e a aplicac¸a˜o de interface), cada uma delas
com uma tarefa especı´fica.
A aplicac¸a˜o de interface e´ responsa´vel por interagir com o reconhecedor, com a base de
dados e com o sistema domo´tico B-LIVE. Para que esta interacc¸a˜o seja possı´vel foi necessa´rio
desenvolver va´rio software. Durante o desenvolvimento deste software foi necessa´rio ultrapassar
algumas dificuldades, tais como: como lanc¸ar, terminar e receber dados de uma aplicac¸a˜o a par-
tir do Java. Foi necessa´rio desenvolver software para aceder ao hardware (porta se´rie) e a`
base de dados. As comunicac¸o˜es com o B-LIVE foram implementadas de acordo com as suas
especificac¸o˜es, as quais foram apresentadas apenas naquilo que e´ essencial para perceber o fun-
cionamento da interface.
No desenvolvimento da base de dados foi necessa´rio definir com algum cuidado as relac¸o˜es
entre as tabelas, assim como os campos que constituem cada uma delas. A utilizac¸a˜o de Stored
Queries cria alguma independeˆncia em relac¸a˜o ao motor de base de dados que se esta´ a utilizar.
O reconhecedor dependente do orador foi desenvolvido com a ferramenta HTK. As razo˜es que
levaram a` escolha desta ferramenta foram apresentadas e discutidas com algum pormenor. Esta
ferramenta e´ responsa´vel pela transformac¸a˜o dos sinais acu´sticos de fala em texto. As principais
dificuldades encontradas durante o seu desenvolvimento foram a criac¸a˜o do diciona´rio e a
recolha de dados para teste e treino. Por fim, apresentamos os passos necessa´rios para cons-
truir um reconhecedor independente do orador, utilizando o Microsoft Speech Recognition Sample





Os resultados da avaliac¸a˜o feita a` interface desenvolvida podem ser divididos em dois nı´veis: resul-
tados te´cnicos e resultados de usabilidade.
Os resultados te´cnicos esta˜o relacionados com o desempenho da interface, mais con-
cretamente dos reconhecedores de fala. Estes resultados sa˜o apresentados e analisados em por-
menor nas secc¸o˜es 5.1 e 5.2.
A usabilidade foi avaliada por utilizadores com limitac¸o˜es funcionais em tratamento no
CMRRC-Rovisco Pais. Esta avaliac¸a˜o fez-se atrave´s do preenchimento de um questiona´rio, depois
de terem utilizado a interface. Os resultados obtidos sa˜o apresentados e discutidos na secc¸a˜o 5.3.
5.1 Avaliac¸a˜o dos resultados obtidos com o reconhecedor depen-
dente do orador
A interface pode ser integrada com dois tipos de reconhecedores, dependentes ou independentes
do orador. Nesta secc¸a˜o apresentamos os resultados obtidos com a interface integrada com o
reconhecedor dependente do orador1 desenvolvido com o HTK. Os testes foram efectuados em
ambiente controlado (laborato´rio), utilizando 100 frases geradas automaticamente pelo HSGen.
1Por convenieˆncia o utilizador desta versa˜o e´ o autor deste trabalho.
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Estas frases na˜o usadas no treino do reconhecedor.
5.1.1 Reconhecimento com modelos monofones
A figura 5.1, apresenta o relato´rio da avaliac¸a˜o feita aos modelos monofones. Analisando-o
podemos verificar que os resultados sa˜o bastante bons. A percentagem de frases correctamente
reconhecidas (S ENT : %Correct) e´ de 97.00%, e quanto a` percentagem de palavras correctamente
reconhecidas (WORD : %Corr) obtivemos um resultado de 100.00%. Estes resultados teˆm uma
precisa˜o na taxa de reconhecimento de palavras de 99.00%. A diferenc¸a entre S ENT : %Correct
e WORD : %Corr deve-se a 3 inserc¸o˜es (I = 3). Estes resultados foram obtidos com o comando
apresentado em B.4.1.
====================== HTK Results Analysis =======================
Date: Mon Oct 22 11:36:27 2007
Ref : TestWords.mlf
Rec : recout_mono.mlf
------------------------ Overall Results --------------------------
SENT: %Correct=97.00 [H=97, S=3, N=100]
WORD: %Corr=100.00, Acc=99.00 [H=301, D=0, S=0, I=3, N=301]
===================================================================
Figura 5.1: Relato´rio da avaliac¸a˜o feita aos modelos monofones.
5.1.2 Reconhecimento com modelos trifones
Os resultados da avaliac¸a˜o feita aos modelos trifones sa˜o apresentados na figura 5.2. Tambe´m
estes sa˜o resultados bastante positivos, ja´ que obtivemos 97.00% na percentagem de frases cor-
rectamente reconhecidas (valor igual ao obtido para os modelos monofones). A percentagem de
palavras correctamente reconhecidas e´ de 99.67% e a precisa˜o com que foram reconhecidas e´
de 99.00%. A diferenc¸a entre os valores de S ENT : %Correct e WORD : %Corr deve-se a 1
eliminac¸a˜o e 2 inserc¸o˜es (D = 1, I = 2). Estes resultados foram obtidos com o comando apresen-
tado em B.4.2.
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====================== HTK Results Analysis =======================
Date: Mon Oct 22 11:38:53 2007
Ref : TestWords.mlf
Rec : recout_tri.mlf
------------------------ Overall Results --------------------------
SENT: %Correct=97.00 [H=97, S=3, N=100]
WORD: %Corr=99.67, Acc=99.00 [H=300, D=1, S=0, I=2, N=301]
===================================================================
Figura 5.2: Relato´rio da avaliac¸a˜o feita aos modelos trifones.
5.1.3 Reconhecimento em tempo real
O procedimento utilizado para testar o reconhecimento em tempo real foi o seguinte: repetiram-se
aleatoriamente as 28 frases que o reconhecedor deve reconhecer (tabela C.1 do anexo C) 15
vezes cada uma, registando-se se o reconhecimento foi efectuado com sucesso ou na˜o. O
sucesso significa que toda a frase foi reconhecida correctamente.
O gra´fico da figura 5.3 apresenta os resultados obtidos. As colunas a verde indicam o nu´mero
de vezes que cada uma das frases foi reconhecida correctamente, a laranja representa-se o nu´mero
de vezes em que o reconhecimento foi incorrecto.
Como se pode ver a partir do gra´fico da figura 5.3, o desempenho global do reconhecedor e´
bastante bom. A taxa de sucesso de frases correctamente reconhecidas e´ de 92.80%2. Anali-
sando os resultados em mais pormenor verifica-se que ocorreram erros apenas no reconhecimento
de treˆs frases: ”Luz da Sala um”, ”Dispensar o produto um” e ”Dispensar o produto treˆs” .
A taxa de sucesso no reconhecimento destas frases e´ bastante baixa, 60.00%, 46.67% e 6.67%,
respectivamente.
Apo´s uma ana´lise mais atenta a`s frases com erros no reconhecimento, verifica-se que estas
conteˆm palavras que na˜o se repetem em mais nenhuma frase. E´ o caso da palavra ”um” (nas
frases: ”Luz da Sala um” e ”Dispensar o produto um” ) e da palavra ”treˆs” (na frase ”Dispensar
o produto treˆs” ). Isto evidencia um possı´vel problema com os dados utilizados para treinar os
2Total de frases e´ 390, total de frases correctamente reconhecidas e´ 362. Logo: ( 362390 ∗ 100 = 92.80%).
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Figura 5.3: Resultados obtidos com o reconhecedor dependente do orador no reconhecimento em tempo
real.
modelos, ou seja, podem existir poucos dados acu´sticos representativos das palavras ”um”
e ”treˆs” . A possı´vel escassez de dados e consequentemente modelos pouco robustos podem
explicar o fraco desempenho no reconhecimento destas frases.
5.2 Avaliac¸a˜o dos resultados obtidos com o reconhecedor indepen-
dente do orador
A avaliac¸a˜o do desempenho do reconhecedor independente do orador fez-se recorrendo a
um grupo de 10 pessoas3. Os dados relativos a` naturalidade, sexo e idade destas pessoas esta˜o
representados na figura 5.4. Quanto a` naturalidade, os utilizadores sa˜o provenientes de quatro dis-
tritos (Aveiro, Coimbra, Guarda e Porto). Relativamente ao sexo os utilizadores sa˜o maioritariamente
homens, havendo apenas duas mulheres. As idades variam entre os 22 e os 38 anos.
O procedimento de teste utilizado foi o seguinte, cada uma das pessoas do grupo de teste
repetiu uma u´nica vez, de forma aleato´ria as frases da tabela C.1 do anexo C. Para cada uma
das frases registou-se se o resultado do reconhecimento foi correcto ou na˜o. O gra´fico da figura 5.5,








Figura 5.4: Dados sobre a naturalidade, sexo e idade dos utilizadores que avaliaram o desempenho do
reconhecedor independente do orador.
apresenta os resultados obtidos. Os testes realizaram-se em ambiente laboratorial, onde estavam
7 pessoas a trabalhar (sem alterarem as suas rotinas dia´rias).
Analisando os resultados verifica-se que a taxa de sucesso de frases correctamente
reconhecidas e´ de 91.54%. Este valor e´ bastante pro´ximo do que tı´nhamos obtido com o reconhe-
cedor dependente do orador. Analisando o gra´fico da figura 5.5, verifica-se que a frase ”Dispensar
o produto treˆs” continua com uma taxa de erro muito elevada, 70%. Os restantes erros aparecem
de uma forma distribuı´da pelas restantes frases.
5.3 Avaliac¸a˜o dos resultados obtidos em utilizac¸a˜o real no CMRRC-
Rovisco Pais
A avaliac¸a˜o da interface em utilizac¸a˜o real fez-se nas instalac¸o˜es do Centro de Medicina de
Reabilitac¸a˜o da Regia˜o Centro - Rovisco Pais (CMRRC - Rovisco Pais), local onde esta´ instalado
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Figura 5.5: Resultados obtidos no reconhecimento em tempo real, com o reconhecedor independente do
orador.
um demonstrador real do sistema domo´tico B-LIVE. O acesso a`s instalac¸o˜es realizou-se no aˆmbito
de uma parceria entre o CMRRC - Rovisco Pais, a Universidade de Aveiro e a Micro I/O.
Os ensaios a` interface realizaram-se com dois utilizadores 4, um do sexo masculino com
29 anos de idade e com lesa˜o medular ao nı´vel das ve´rtebras C5/C6 (utilizador M) e outro do sexo
feminino com 40 anos de idade e cuja lesa˜o medular e´ ao nı´vel das ve´rtebras C4/C5 (utilizador
F). O utilizador F apresenta algumas especificidades ao nı´vel da voz, nomeadamente: sotaque
Brasileiro, baixa intensidade (dificuldade em falar alto) e tom grave (tendo em conta o seu sexo). O
acompanhamento me´dico destas pessoas foi assegurado pela DrªArminda Lopes, me´dica fisiatra
do CMRRC-Rovisco Pais.
Os ensaios foram realizados tendo em conta os cena´rios de utilizac¸a˜o descritos em C.1 e C.2.
Ambos os cena´rios pretendem retratar situac¸o˜es que ocorrem, com bastante frequeˆncia, no dia-a-
dia das pessoas. O cena´rio C.1, retrata uma situac¸a˜o em que o utilizador necessita de se deslocar
no interior da habitac¸a˜o entre as diversas diviso˜es. No cena´rio C.2, pretende-se simular uma ida
ao exterior: o utilizador esta´ no interior da habitac¸a˜o e sente necessidade de sair. A descric¸a˜o
4A avaliac¸a˜o da interface em larga escala e´ invia´vel devido a` logı´stica necessa´ria para deslocar e acompanhar as
pessoas envolvidas. Neste caso em concreto, foi necessa´rio providenciar ambulaˆncias de transporte, acompanhamento
me´dico e familiar, refeic¸o˜es, etc.
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pormenorizada dos cena´rios e do procedimento utilizado nos ensaios pode ser consultada no anexo
C.
A atribuic¸a˜o dos cena´rios aos utilizadores na˜o seguiu nenhum crite´rio, foi aleato´ria. Ao utiliza-
dor M foi atribuı´do o cena´rio C.1 e ao utilizador F o cena´rio C.2.
O utilizador M realizou a maioria das tarefas propostas no cena´rio C.1 sem problemas. A`
excepc¸a˜o de ”Autoclismo”, todos os comandos foram reconhecidos com sucesso, sem necessidade
de repetic¸a˜o. O utilizador F teve alguns problemas em realizar as tarefas propostas no cena´rio C.2.
Os comandos ”Desligar a tomada do quarto” e ”Desligar a luz do quarto” na˜o foram reconhecidos
mesmo apo´s va´rias repetic¸o˜es. Ao contra´rio, os comandos ”Abrir a porta da frente” e ”Fechar a porta
da frente” foram reconhecidos sem problemas. As dificuldades encontradas com o utilizador F
podem ser explicadas, em parte, pelo facto deste ter sotaque brasileiro.
No final dos ensaios foi realizado um pequeno questiona´rio, apresentado no anexo C. Tendo
em conta as respostas dadas pelos utilizadores M e F, pode-se concluir que a interface com reco-
nhecimento de fala correspondeu a`s expectativas dos mesmos. Nas suas respostas salientaram a
simplicidade e facilidade de utilizac¸a˜o da interface, caracterı´sticas que constam dos objectivos do
trabalho. Abordaram tambe´m aspectos relacionados com a maior autonomia e mobilidade que a
interface oferece, principalmente por permitir que as ma˜o fiquem livres para efectuar outras tare-
fas, por exemplo, manipular a cadeira ele´ctrica. Fizeram tambe´m algumas sugesto˜es, tais como,
adicionar funcionalidades que permitam controlar electrodome´sticos, o vı´deo porteiro e o elevador.
Na˜o podemos deixar de referir que caracterı´sticas como simplicidade, facilidade de utilizac¸a˜o,
maior autonomia e mobilidade, sa˜o diferenciadoras das interfaces de fala. Pelo que, e´ bastante
gratificante que tenham sido reconhecidas e referidas pelos utilizadores. As respostas ao ques-
tiona´rio, apresentadas em C.4, foram transcritas por uma terceira pessoa, na˜o tendo o autor
deste trabalho qualquer influeˆncia no processo, para ale´m do desenvolvimento do pro´prio inque´rito.
Tendo em conta os ensaios realizados e as especificidades do utilizador F, pode-se dizer que
o funcionamento do reconhecedor de fala em ambiente real e´ bastante aceita´vel. As dificuldades




Neste capı´tulo apresentamos e discutimos os resultados obtidos nas avaliac¸o˜es feitas a` interface
desenvolvida.
Na avaliac¸a˜o feita ao reconhecedor de fala dependente do orador verificou-se que o seu
funcionamento e´ bastante bom. Contudo, pode ser melhorado, para tal, basta ter o cuidado de
recolher dados para treino dos modelos que representem igualmente todos os sons.
O reconhecedor de fala independente do orador foi avaliado em dois ambientes dis-
tintos, em laborato´rio e em utilizac¸a˜o real. Os resultados obtidos em laborato´rio foram bastante
bons, muito semelhantes aos do reconhecedor dependente do orador. Em utilizac¸a˜o real o reconhe-
cedor correspondeu a`s expectativas. No entanto, em alguns casos especı´ficos pode ser necessa´rio




O desenvolvimento da interface com reconhecimento de fala que propomos neste trabalho passou
por diversas fases, em cada uma delas foi necessa´rio tomar deciso˜es e resolver os problemas que
iam surgindo. Neste capı´tulo fazemos um resumo do trabalho efectuado, no qual pretendemos
evidenciar as principais tarefas realizadas e quais as deciso˜es que foram tomadas.
No capı´tulo anterior foram analisadas as avaliac¸o˜es te´cnicas e de usabilidade da interface
desenvolvida. Neste capı´tulo iremos analisar os resultados obtidos de um ponto de vista mais
abrangente, avaliando o impacto que a interface pode ter na vida dos seus utilizadores.
Por fim, sa˜o feitas algumas sugesto˜es no sentido de melhorar a interface, quer para a tornar
mais robusta quer para introduzir novas capacidades e funcionalidades.
6.1 Resumo do Trabalho
No resumo aqui apresentado pretendemos abordar as principais tarefas da realizac¸a˜o deste traba-
lho. As tarefas sera˜o apresentadas pela ordem que foram realizadas.
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6.1.1 Tecnologias disponı´veis no mercado
O caminho a percorrer durante o desenvolvimento de um projecto, depende das tecnologias dis-
ponı´veis para a sua realizac¸a˜o. E´ necessa´rio conheceˆ-las para se poder optar por um caminho que
permita obter resultados. No caso concreto deste trabalho o estudo das tecnologias existentes foi
feito a dois nı´veis: tecnologias baseadas em PC e tecnologias baseadas em microprocessador.
Apo´s estudar algumas soluc¸o˜es baseadas em microprocessador tais como: o VR Stamp da
Sensory [47] e o Kit CK5000 da Parrot [48], verificamos que estas soluc¸o˜es na˜o sa˜o adequadas
para o projecto que pretendemos desenvolver. As principais limitac¸o˜es sa˜o o limitado nu´mero
de frases que conseguem reconhecer e a dificuldade em construir os modelos acu´sticos para o
Portugueˆs.
Quanto a`s tecnologias baseadas em PC, estas podem ser separadas em dois grupos: co-
merciais e de utilizac¸a˜o livre. Para limitar os custos do projecto optamos por descartar a` partida
as tecnologias comerciais, pelo que apenas foram estudadas soluc¸o˜es de utilizac¸a˜o livre. Para a
construc¸a˜o do reconhecedor de fala dependente do orador, seleccionamos duas para estudar em
mais pormenor, o HTK [40] e o Sphinx 4 [42]. Quanto ao reconhecedor independente do orador, a
ferramenta escolhida foi a fornecida pela Microsoft.
6.1.2 Escolha da ferramenta de reconhecimento a utilizar
O estudo sobre a tecnologia disponı´vel para construir o reconhecedor de fala dependente do orador,
resultou na selecc¸a˜o de duas ferramentas, o HTK e o Sphinx 4. O passo seguinte foi verificar
qual destas ferramentas era a mais indicada para construir o reconhecedor, tendo em conta as
necessidades do projecto.
Estas ferramentas foram avaliadas tendo em conta os seguintes pontos: acesso ao co´digo
fonte, portabilidade, independeˆncia do orador, flexibilidade na escolha do modelo da lingua-
gem, possibilidade de introduzir regras linguı´sticas, existeˆncia de modelos acu´sticos para o
Portugueˆs ou forma de os criar, possibilidade de treinar o reconhecedor ao longo do tempo,
tipo de licenc¸a e informac¸a˜o disponı´vel. Apo´s analisar estes pontos em ambas as ferramentas,
optamos por escolher o HTK .
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Para construir o reconhecedor independente do orador utilizou-se a ferramenta disponibili-
zada pelo Microsoft Language Development Center (MLDC), o Microsoft Speech Recognition Sam-
ple Engine for Portuguese (Portugal). Esta ferramenta ficou disponı´vel para utilizac¸a˜o experimental
ja´ no decorrer deste trabalho.
6.1.3 Bases teo´ricas sobre reconhecimento de fala
O processo de escolha da ferramenta de reconhecimento a utilizar para construir o reconhecedor
esta´ concluı´do. Antes de avanc¸ar para a criac¸a˜o do reconhecedor foi feito um estudo teo´rico
sobre reconhecimento de fala. Neste estudo abordaram-se os seguintes assuntos: definic¸a˜o do
problema de reconhecimento, componentes de um reconhecedor tı´pico, processamento do
sinal acu´stico de fala, modelos da linguagem, modelos acu´sticos, descodificador e avaliac¸a˜o.
Uma vez que a maioria dos sistemas de reconhecimento actuais sa˜o baseados em modelos
de Markov na˜o observa´veis (o HTK e´ um deles), foi feita uma pequena introduc¸a˜o a este assunto
a quando do estudo dos modelos acu´sticos.
6.1.4 Limitac¸o˜es das pessoas com tetra e paraplegia em produzir sons de fala
Os utilizadores alvo da interface aqui desenvolvida sa˜o pessoas com limitac¸o˜es funcionais,
tetra e paraple´gicos. Assim sendo, foi necessa´rio compreender se estas leso˜es afectam a capaci-
dade destas pessoas produzirem sons de fala. Foram analisados os processos de produc¸a˜o e
percepc¸a˜o dos sons de fala, bem como a coordenac¸a˜o e controlo dos sistemas produtor e audi-
tivo. Do estudo efectuado concluiu-se que as pessoas com limitac¸o˜es funcionais podem presentar
algumas dificuldades em produzir sons de fala, as mais comuns sa˜o: cansac¸o, rouquida˜o, baixa
amplitude dos sons produzidos e dificuldade em colocar a voz.
6.1.5 Desenvolvimento da aplicac¸a˜o de interface
A aplicac¸a˜o de interface e´ ponto chave de todo o sistema, sendo a responsa´vel por interagir
com o reconhecedor de fala e com o sistema domo´tico B-LIVE. O primeiro passo no desen-
101
volvimento desta interface foi definir a sua arquitectura. De seguida, foi necessa´rio desenvolver
cada um dos mo´dulos que a constituem. A informac¸a˜o necessa´ria ao funcionamento da interface
foi estruturada e armazenada numa base de dados relacional.
A arquitectura utilizada permitiu dividir o co´digo em camadas: Interface Layer, Business
Layer, Hardware Layer, Data Base Layer, External Connection Layer e Recognizer Layer .
Cada uma destas camadas e´ responsa´vel pela realizac¸a˜o de uma tarefa bem definida.
6.1.6 Desenvolvimento dos reconhecedores de fala
Foram construı´das duas verso˜es do reconhecedor de fala, uma dependente e outra inde-
pendente do orador. A versa˜o dependente do orador foi desenvolvida utilizando o HTK, seguindo
o tutorial existente em [44]. O reconhecedor independente do orador foi desenvolvido a partir dos
exemplos fornecidos com o Microsoft Speech Recognition Sample Engine for Portuguese (Portugal),
disponibilizado pelo Microsoft Language Development Center (MLDC).
A tarefa mais morosa e critica no desenvolvimento do reconhecedor dependente do
orador foi a recolha de dados. De forma a minimizar os custos desta tarefa, a recolha dos dados
necessa´rios para treinar o reconhecedor foi efectuada pelo autor deste trabalho.
Inicialmente estava previsto desenvolver o reconhecedor de fala independente do ora-
dor com o HTK. No entanto, durante o desenvolvimento deste trabalho a Microsoft disponibili-
zou o Microsoft Speech Recognition Sample Engine for Portuguese (Portugal), o que levou a uma
alterac¸a˜o dos planos iniciais. Ao utilizar esta ferramenta evitamos a tarefa de recolha de dados para
treino do reconhecedor, uma vez que os modelos acu´sticos sa˜o fornecidos. Contudo, nos casos
em o reconhecedor tem mau desempenho, a auseˆncia de ferramentas para treinar ou adaptar
os modelos acu´sticos fornecidos pode inviabilizar a utilizac¸a˜o desta ferramenta.
6.1.7 Avaliac¸a˜o da interface
A avaliac¸a˜o da interface foi feita a dois nı´veis: avaliac¸a˜o do reconhecedor e avaliac¸a˜o da usabi-
lidade da interface.
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A avaliac¸a˜o ao reconhecedor foi feita, numa primeira fase, com dados pre´ gravados, recor-
rendo a`s ferramentas disponibilizadas pelo HTK e, posteriormente, com reconhecimento em tempo
real, tanto em laborato´rio como em utilizac¸a˜o num cena´rio real. A versa˜o do reconhecedor tes-
tada em cena´rio real foi a independente do orador. Desta forma avaliamos o comportamento do
reconhecedor quando utilizado por pessoas que na˜o participaram no processo de recolha de dados
para treino.
A avaliac¸a˜o de usabilidade foi feita com a colaborac¸a˜o de pessoas com limitac¸o˜es fun-
cionais, em utilizac¸a˜o real no Medicina de Reabilitac¸a˜o da Regia˜o Centro - Rovisco Pais. A
avaliac¸a˜o foi feita atrave´s do preenchimento de um relato´rio apo´s utilizac¸a˜o da interface.
6.2 Principais Resultados
O objectivo deste trabalho foi desenvolver uma interface com reconhecimento de fala para pessoas
com limitac¸o˜es funcionais (tetra e paraple´gicos), objectivo este que foi alcanc¸ado. A interface aqui
desenvolvida serve um objectivo especı´fico, interagir com um sistema domo´tico, mais propriamente
com o B-LIVE.
No desenvolvimento dos reconhecedores de fala foram alcanc¸ados dois objectivos distintos.
O primeiro foi adquirir conhecimentos que permitiram construir um reconhecedor de fala de raiz
(utilizando o HTK). O segundo foi demonstrar capacidade para integrar tecnologia de diferentes
instituic¸o˜es, no sentido de desenvolver uma soluc¸a˜o via´vel.
Tambe´m a realizac¸a˜o de ensaios reais era um objectivo importante. A partir das experieˆncias
realizadas, podemos dizer que as interfaces com reconhecimento de fala comec¸am a ser
uma realidade via´vel para diversas aplicac¸o˜es. No caso especı´fico das pessoas com limitac¸o˜es
funcionais, estas interfaces representam uma nova janela de oportunidades.
Estas interfaces permitem maior autonomia e liberdade de movimentac¸a˜o. No caso con-
creto deste trabalho, a interface desenvolvida permitiu que pessoas que anteriormente estavam
dependentes de um prestador de cuidados, por exemplo, para se movimentarem dentro de casa o
pudessem fazer sem necessitarem de ajuda.
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6.3 Sugesto˜es para Continuac¸a˜o
As interface com reconhecimento de fala podem ser utilizadas para inu´meras aplicac¸o˜es, contudo
nestas sugesto˜es apenas vamos propor melhoramentos a este trabalho.
A versa˜o actual da interface funciona em contı´nuo, isto e´, quando ligada esta´ sempre a fazer
reconhecimento. Numa aplicac¸a˜o real isto na˜o e´ via´vel, os erros no reconhecimento devido a con-
versas e ruı´do de fundo sa˜o uma constante. Uma forma de eliminar estes erros seria a introduc¸a˜o
da te´cnica Keyword Spotting [49], para activar e desactivar a interface atrave´s da detecc¸a˜o de uma
palavra chave.
A interacc¸a˜o bidireccional com o utilizador e´ tambe´m uma funcionalidade interessante. A
interface passaria a ter capacidade para interrogar o utilizador sobre as opc¸o˜es que este toma,
ou ate´ de sugerir a execuc¸a˜o de tarefas complementares a` que foi ordenada pelo utilizador. Por
exemplo, se o utilizador der ordem para abrir o estore do quarto, caso a luz esteja ligada a interface
poderia sugerir ao utilizador para a desligar.
A integrac¸a˜o da interface com um sistema de localizac¸a˜o, podera´ permitir maior controlo
sobre as ordens dadas pelo utilizador. Por exemplo, poderı´amos definir que as acc¸o˜es potencial-
mente perigosas (abertura de portas ou ligac¸a˜o de tomadas, por exemplo) apenas pudessem ser
executadas se o utilizador estiver no local.
Para que o utilizador possa utilizar a interface mais comodamente seria interessante utilizar
arrays de microfones para captar o sinal de a´udio. A ideia seria colocar os microfones em pontos
chave da casa de forma que a sua utilizac¸a˜o pelo utilizador seja feita de uma forma transparente
[12].
Tendo em conta as sugesto˜es apresentadas pelos utilizadores que testaram a interface, de
futuro deve ser estudada a possibilidade de integrar no sistema B-LIVE os electrodome´sticos que e´
comum encontrar numa casa. Por exemplo, frigorı´fico, micro-ondas, maquinas de lavar/secar louc¸a e
roupa, vı´deo porteiro, telefone, televisa˜o e leitor de DVD. Depois de integrar estes electrodome´sticos




Um alfabeto fone´tico e´ um conjunto de sı´mbolos criados para representar graficamente os
sons da fala. A utilizac¸a˜o de alfabetos fone´ticos permite ter uma relac¸a˜o biunı´voca entre um som
e o seu sı´mbolo. Pode-se dizer que cada som e´ representado apenas por um u´nico sı´mbolo.
Um dos alfabetos mais utilizados e´ o Alfabeto Fone´tico Internacional (Internatoinal Pho-
netic Alphabet) (IPA), proposto pela Associac¸a˜o Internacional de Fone´tica [22] [50]. A figura A.1
apresenta os sı´mbolos utilizados por este alfabeto para representar os diferentes sons da fala.
O alfabeto fone´tico SAMPA (Speech Assessment Methods Phonetic Alphabet), faz o mape-
amento dos sı´mbolos do IPA em ASCII, em particular, os de sete bits. Este alfabeto e´ muito u´til
quando se pretende fazer processamento em computador. A figura A.2, apresenta os sı´mbolos
utilizados pelo alfabeto fone´tico SAMPA.
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Figura A.1: Alfabeto fone´tico internacional [50].
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Reconhecedor de fala dependente do
orador, baseado em HTK
Pelas razo˜es enunciadas na secc¸a˜o 4.5, vamos utilizar o HTK Toolkit para construir um reco-
nhecedor de fala dependente do orador. A metodologia que seguimos na sua construc¸a˜o e´ a
apresentada no capı´tulo terceiro do livro The HTK Book [44], a qual conte´m as seguintes fases:
1. Preparac¸a˜o dos dados
2. Criac¸a˜o dos modelos monofones
3. Criac¸a˜o dos modelos trifones
4. Avaliac¸a˜o
5. Reconhecimento em tempo real
Figura B.1: Construc¸a˜o do reconhecedor.
Estas fases sera˜o apresentadas detalhadamente ao longo desta secc¸a˜o.
B.1 Configurac¸o˜es e preparac¸a˜o dos dados
Para construir um reconhecedor de fala sa˜o necessa´rios dados acu´sticos, tanto para treinar como
para testar o reconhecedor [44]. A recolha dos dados acu´sticos e´ a primeira tarefa a realizar na
construc¸a˜o de um reconhecedor de fala. Para tal e´ necessa´rio percorrer os seguintes passos:
1. Definir uma grama´tica
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2. Gerar e gravar os conjuntos de frases de treino e teste
3. Construir o diciona´rio
4. Criar os ficheiros com a transcric¸a˜o fone´tica
5. Extrair os feature vectors
B.1.1 Grama´tica
Antes de mais e´ necessa´rio definir o cena´rio onde o reconhecedor vai ser utilizado. Neste caso em
concreto, o cena´rio e´ uma casa de habitac¸a˜o, onde o que se pretende e´ executar acc¸o˜es sobre os
diversos dispositivos, isto e´, controlar o ambiente envolvente. A figura B.2, apresenta o cena´rio
tı´pico.
Figura B.2: Cena´rio de utilizac¸a˜o do reconhecedor.
No cena´rio apresentado pela figura B.2 sa˜o va´rios os dispositivos que pretendemos controlar.
Em concreto, podemos enumerar os seguintes: portas, laˆmpadas, tomadas, estores e o auto-
clismo. A acc¸o˜es que se podem executar sobre estes dispositivos sa˜o: abrir/fechar, ligar/desligar
e subir/descer. Assim sendo, o conjunto de frases que se pretende reconhecer e´ o seguinte:
• Luz da Sala
• Luz da Sala dois
• Luz da Cozinha
• Luz da Casa de Banho
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• Luz do Corredor
• Luz do Quarto
• Abrir a Porta da Frente
• Abrir a Porta do Quarto
• Abrir o Estore do Quarto
• Fechar a Porta da Frente
• Fechar a Porta do Quarto
• Fechar o Estore do Quarto
• Subir o Estore
• Descer o Estore
• Ligar todas as laˆmpadas
• Ligar a Tomada do Quarto
• Desligar todas as laˆmpadas
• Desligar a Tomada do Quarto
• Tomada do Quarto
• Autoclismo
No conjunto de frases sugerido existem algumas que na˜o indicam qual a acc¸a˜o a executar.
Isto acontece porque nestes casos o que se pretende e´ executar a acc¸a˜o que inverta o estado
actual (laˆmpadas), ou enta˜o porque so´ e´ possı´vel executar uma u´nica acc¸a˜o e neste caso esta´
implı´cita (autoclismo).
A forma de definir estas frases e´ atrave´s de uma grama´tica. O HTK disponibiliza uma lin-
guagem para definir formalmente uma grama´tica. A grama´tica da figura B.3, define formalmente as
frases enumeradas. Os pareˆntesis rectos delimitam palavras opcionais e as barras verticais
separam as diversas possibilidades.
De forma a melhorar a compreensa˜o da grama´tica, esta pode ser representada grafica-
mente. A figura B.4 apresenta todas as possibilidades permitidas pela grama´tica, para construir
frases iniciadas pelas palavras ”Ligar” e ”Desligar”.
A forma como a grama´tica e´ apresentada na figura B.3 e´ utilizada apenas por convenieˆncia, e e´
uma representac¸a˜o de alto nı´vel, fa´cil de utilizar. O HTK utiliza a informac¸a˜o contida na grama´tica re-
correndo a uma representac¸a˜o de baixo nı´vel. Actualmente, e´ usada uma rede onde esta˜o repre-
sentadas todas as palavras bem como a forma como estas se ligam entre si. Esta notac¸a˜o de
baixo nı´vel chama-se HTK Standard Lattice Format (SLF). O HTK disponibiliza uma ferramenta,









$numero = UM | DOIS | TRES | QUATRO;
$ligar_desligar = LIGAR | DESLIGAR;
$luz = LUZ;
$locais_com_luz = CASA DE BANHO | COZINHA | QUARTO | CORREDOR;
$abrir_fechar = ABRIR | FECHAR;
$objectos_abrem_fecham = PORTA | ESTORE;





($tomada [DO] $locais_com_tomada) |
($subir_descer [O] $objectos_sobem_descem) |
($dispensar [O] $produtos_dispensar $numero) |
($ligar_desligar TODAS [AS] LAMPADAS) |
($ligar_desligar [A] TOMADA [DO] QUARTO) |
($luz [DA] SALA $numero) |
($luz [DA | DO] $locais_com_luz) |
($abrir_fechar DISPENSADOR) |





Figura B.4: Frases iniciadas por “Ligar”e “Desligar”.
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Partindo do principio que a grama´tica esta´ num ficheiro de nome gram, a rede de palavras e´ criada
executando o seguinte comando:
HParse gram wdnet,
onde wdnet e´ o nome do ficheiro que conte´m a rede de palavras.
B.1.2 Criac¸a˜o dos conjuntos de frases para treino e teste
Os conjuntos de frases para treino e teste do reconhecedor podem ser obtidos a partir da
grama´tica presente no ficheiro gram. Utilizando a ferramenta HSGen disponibilizada pelo HTK,
juntamente com um diciona´rio gene´rico para o Portugueˆs, presente no ficheiro dicionario. Basta
executar os seguintes comandos para obter os conjuntos de treino e de teste:
HSGen -l -n 500 wdnet dicionario >TrainPrompts.txt
HSGen -l -n 100 wdnet dicionario >TestPrompts.txt
onde os ficheiros TrainPrompts.txt e TestPrompts.txt conteˆm os conjuntos de treino e de teste,
respectivamente. Neste caso foram geradas 500 frases de treino e 100 de teste. A figura B.5
apresenta as primeiras frases do conjunto de treino.
1. FECHAR ESTORE DA QUARTO
2. FECHAR O ESTORE FRENTE
3. FECHAR DISPENSADOR
4. AUTOCLISMO
5. DESCER O ESTORE
6. DESLIGAR A TOMADA QUARTO
7. DESLIGAR A TOMADA DO QUARTO
8. SUBIR ESTORE
9. ABRIR DISPENSADOR
10. ABRIR O PORTA FRENTE
11. DISPENSAR PRODUTO UM
12. ABRIR DISPENSADOR
13. SUBIR O ESTORE
14. SUBIR ESTORE
...
Figura B.5: Conjunto de treino.
B.1.3 Diciona´rio
O primeiro passo na construc¸a˜o de um diciona´rio e´ identificar todas as palavras presentes
nas frases que se pretende reconhecer. O diciona´rio tem que conter a representac¸a˜o fone´tica
de todas as palavras que constituem estas frases. A melhor forma de obter esta lista de palavras
e´ extraı´-la automaticamente do conjunto de frases de treino. O script Prompts2Wlist.pl fornecido
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pela ferramenta HTK, permite efectuar esta tarefa de uma forma automa´tica. Os paraˆmetros de
entrada sa˜o o ficheiro que conte´m o conjunto de frases para treino e o ficheiro de saı´da que ira´
conter todas as palavras utilizadas nas frases de treino.
perl Prompts2Wlist.pl TrainPrompts.txt wlist,
onde wlist e´ o ficheiro de saı´da.
O diciona´rio contendo a pronu´ncia das palavras utilizadas pelo reconhecedor, pode ser obtido
a partir da lista de palavras wlist e de um diciona´rio gene´rico. O HTK fornece uma aplicac¸a˜o, o
HDMan, para executar automaticamente esta tarefa. A utilizac¸a˜o desta aplicac¸a˜o e´ feita da seguinte
forma:
HDMan -m -w wlist -n monophones1 -l dlog dict dicionario,
onde dict e´ o diciona´rio a utilizar pelo reconhecedor. A opc¸a˜o -l permite criar um ficheiro de log
com informac¸a˜o estatı´stica sobre o diciona´rio, a opc¸a˜o -n permite criar uma lista com todos os fo-
nemas utilizados pelo diciona´rio dict. Esta lista e´ guardada no ficheiro monophones1, ficheiro este
que inclui tambe´m o modelo de sileˆncio sil como se pode ver na figura B.7. A figura B.6 apresenta
o diciona´rio dict.
O diciona´rio tem a seguinte estrutura:
WORD [outsyn] p1 p2 p3 ...,
o que significa que a palavra WORD e´ pronunciada recorrendo a` sequeˆncia de fonemas p1 p2
p3 .... O conteu´do dos pareˆntesis rectos especifica o output do reconhecedor sempre que a palavra
e´ reconhecida. Quando na˜o e´ especificado nenhum output o reconhecedor retorna a pro´pria pala-
vra. Nos casos em que os pareˆntesis rectos na˜o teˆm conteu´do, o reconhecedor na˜o retorna nenhum
resultado. E´ o que acontece no diciona´rio da figura B.6 para as entradas SENT-START e SENT-
STOP que correspondem ao inı´cio e fim das frases, respectivamente, e cuja pronu´ncia corresponde
ao modelo de sileˆncio.
B.1.4 Gravac¸a˜o das frases para treino e teste
Neste ponto da construc¸a˜o do reconhecedor e´ necessa´rio gravar o material de a´udio correspon-
dente a`s frases de treino e de teste. A gravac¸a˜o das frases de treino e teste e´ feita recorrendo a`
ferramenta HSLab (figura B.8) fornecida pelo HTK.
Para que todo o processo seja feito de uma forma automa´tica e´ necessa´rio construir um script
que execute os seguintes comandos para cada uma das frases do conjunto de treino e de teste:
HSLab train
copy train 0 S$num.wav,
onde train 0 e´ o ficheiro gerado pelo comando HSLab train e $num e´ o nu´mero da frase no respec-
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A ax sp
ABRIR ax b r ih r sp
AS ax S sp
AUTOCLISMO aw t O k l ih Z m u sp
BANHO b ax J u sp
CASA k a Z ax sp
CORREDOR k u R d o r sp
COZINHA k u Z i J ax sp
DA d ax sp
DE d sp
DESCER d S s e r sp
DESLIGAR d s l ih g a r sp
DISPENSADOR d ih S p en s ax d o r sp
DISPENSAR d ih S p en s a r sp
DO d u sp
DOIS d oj S sp
ESTORE S t O r sp
FECHAR f S a r sp
FRENTE f r en t sp
LAMPADAS l an p ax d ax S sp
LIGAR l ih g a r sp
LUZ l u S sp
O u sp
PORTA p O r t ax sp
PRODUTO p r u du tu sp
QUARTO ku a r t u sp
QUATRO ku a t r u sp
SALA s a l ax sp
SENT-START [] sil
SENT-STOP [] sil
SUBIR s u b ih r sp
TODAS t O d ax S sp
TOMADA t u m a d ax sp
TRES t r e S sp
UM un sp
Figura B.6: Diciona´rio.
ax, sp, b, r, ih, S, aw, t, O, k, l, Z, m, u, J, a, R, d,
o, i, s, e, g, p, en, oj, f, an, du, tu, ku, un, sil
Figura B.7: Lista de fonemas utilizados.
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Figura B.8: Aplicac¸a˜o para gravac¸a˜o das frases de treino e teste.
tivo conjunto, neste caso no conjunto de treino. Desta forma, o material de a´udio que corresponde a`
primeira e u´ltima frases do conjunto de treino sera´ guardado nos ficheiros com os nomes S001.wav
e S500.wav respectivamente.
Este procedimento tem que ser repetido para o conjunto de teste, tendo em conta as seguintes
alterac¸o˜es:
HSLab test
copy test 0 T$num.wav,
assim os ficheiros com o material de a´udio correspondente as frases de teste esta˜o compreendidos
entre T001.wav e T100.wav .
B.1.5 Criac¸a˜o dos ficheiros com a transcric¸a˜o fone´tica
Para que os dados que acabamos de obter sejam u´teis e´ necessa´rio gerar as respectivas
transcric¸o˜es fone´ticas. Para o efeito, vamos utilizar as ferramentas disponibilizadas pelo HTK. O
primeiro passo e´ criar um Master Label File (MLF) com as transcric¸o˜es ao nı´vel da palavra para
cada um dos ficheiros de a´udio. Para criar este ficheiro de uma forma automa´tica podemos utilizar o
script TrainPrompts2mlf.pl disponibilizado juntamente com o HTK. A sua utilizac¸a˜o e´ a seguinte:
perl TrainPrompts2mlf.pl TrainWords.mlf TrainPrompts.txt
onde o paraˆmetro de entrada e´ o ficheiro com as frases de treino (TrainPrompts.txt) e o paraˆmetro
de saı´da e´ o ficheiro MLF (TrainWords.mlf) contendo as transcric¸o˜es ao nı´vel da palavra. A figura
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Figura B.9: Transcric¸o˜es ao nı´vel da palavra.
Agora que ja´ possuı´mos as transcric¸o˜es ao nı´vel da palavra podemos avanc¸ar para a transcric¸a˜o
fone´tica. O ficheiro MLF contendo as transcric¸o˜es fone´ticas pode ser gerado de uma forma au-
toma´tica pela ferramenta HLEd , por exemplo:
HLEd -d dict -i phones0.mlf mkphones0.led TrainWords.mlf
os paraˆmetros de entrada sa˜o dict, mkphones0.led e TrainWords.mlf, contendo o diciona´rio as
opc¸o˜es que definem a forma como as transcric¸o˜es ira˜o ser geradas e as transcric¸o˜es ao nı´vel da
palavra, respectivamente. O paraˆmetro de saı´da e´ o ficheiro MLF phones0.mlf, que conte´m as




Figura B.10: Configurac¸o˜es para gerar a transcric¸a˜o fone´tica.
B.1.6 Extracc¸a˜o dos feature vectors
Esta e´ a u´ltima tarefa a realizar no que diz respeito a` preparac¸a˜o dos dados. Consiste na extracc¸a˜o
de vectores com as caracterı´sticas mais relevantes do sinal, tendo em conta a tarefa que se
pretende realizar. Neste caso concreto pretende-se extrair as caracterı´sticas mais relevantes para
reconhecimento de fala. Na literatura de lı´ngua Inglesa estes vectores teˆm o nome de feature
vectors.
A extracc¸a˜o destes vectores pode ser feita de uma forma automa´tica utilizando a ferramenta
HCopy , fornecida pelo HTK. O comando utilizado foi o seguinte:



























Figura B.11: Transcric¸o˜es com monofones.
as opc¸o˜es utilizadas foram as seguintes: -C config esta opc¸a˜o indica que os paraˆmetros necessa´rios
para a criac¸a˜o dos feature vectors esta˜o no ficheiro de configurac¸a˜o config e -S codetr.scp indica
que o ficheiro codetr.scp conte´m uma lista com todos os ficheiros de dados e os corresponden-
tes ficheiros de saı´da. Os ficheiros config e codetr.scp esta˜o ilustrados nas figuras B.12 e B.13,
respectivamente.
As configurac¸o˜es presentes no ficheiro config sa˜o as seguintes: TARGETKIND = MFCC 0 D A,
TARGETRATE = 100000.0 significa que o sinal acu´stico ira´ ser analisado tendo em conta frames de
10 ms, SAVECOMPRESSED = T indica que os dados resultantes desta operac¸a˜o devem ser guar-
dados em formato comprimido, SAVEWITHCRC = T esta opc¸a˜o e´ necessa´ria para que o checksum
seja guardado juntamente com os dados de saı´da, WINDOWSIZE = 250000.0 define a largura da
janela temporal a utilizar nos ca´lculos da FFT neste caso 25 ms, USEHAMMING = T indica que
vai ser utilizada uma janela de Hamming, PREEMCOEF = 0.97 e´ co coeficiente de pre´-enfasis ,
NUMCHANS = 26 sera´ utilizado um banco de filtros com 26 canais, CEPLIFTER = 22 (Cepstral

























Figura B.13: Correspondeˆncia entre os ficheiros de dados e de feature vectors.
B.2 Criac¸a˜o dos modelos monofones
Nesta fase da criac¸a˜o do nosso reconhecedor o que se pretende e´ obter um conjunto de modelos
monofones bem treinados. Para tal, e´ necessa´rio executar as seguintes tarefas: inicializac¸a˜o
dos modelos, ajuste dos modelo de sileˆncio, introduc¸a˜o do modelo para pausas curtas e
realinhamento dos dados. Em cada uma destas tarefas e´ necessa´rio refinar os modelos. Isto e´
feito atrave´s da re-estimac¸a˜o dos mesmos.
B.2.1 Inicializac¸a˜o dos modelos monofones
O primeiro passo no sentido de treinar um conjunto de HMM, e´ criar o proto´tipo dos modelos.
Neste primeiro passo o mais importante e´ definir o modelo e na˜o os seus paraˆmetros. Nos siste-
mas que teˆm por unidade base o fonema e´ usual utilizar uma topologia left-right com 3 estados
[44]. A figura B.14 ilustra a topologia referida, onde os vectores de me´dias e variaˆncias teˆm com-
primento igual a 39, isto e´ 13 coeficientes MFCC mais 13 coeficientes delta mais 13 coeficientes de
acelerac¸a˜o.
Depois de definir o proto´tipo para os HMM e´ necessa´rio inicializa´-lo. A inicializac¸a˜o do
proto´tipo consiste em substituir o valor zero presente nos vectores de me´dias e o valor um dos
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0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ...
<Variance> 39
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 ...
<State> 3
<Mean> 39
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ...
<Variance> 39
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 ...
<State> 4
<Mean> 39
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 ...
<Variance> 39
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 ...
<TransP> 5
0.0 1.0 0.0 0.0 0.0
0.0 0.6 0.4 0.0 0.0
0.0 0.0 0.6 0.4 0.0
0.0 0.0 0.0 0.7 0.3
0.0 0.0 0.0 0.0 0.0
<EndHMM>
Figura B.14: Proto´tipo para os HMMs.
vectores de variaˆncias pelos valores globais me´dia e variaˆncia, respectivamente. Isto pode ser feito
pela ferramenta HCompV , bastando executar o seguinte comando:
HCompV -C config -f 0.01 -m -S Train.scp -M hmm0 proto
onde config e´ o ficheiro de configurac¸a˜o apresentado anteriormente, o ficheiro Train.scp conte´m
uma lista com a localizac¸a˜o dos ficheiros que conteˆm os feature vectors, por fim, o ficheiro proto
conte´m o proto´tipo descrito anteriormente e apresentado na figura B.14.
Quanto a`s opc¸o˜es utilizadas, a opc¸a˜o -f faz com que seja criado um ficheiro macro de nome
vFloors que conte´m o vector igual a 0.01 vezes a variaˆncia global. Este vector ira´ ser utilizado
nos passos que se seguem indicando o limite mı´nimo para as variaˆncias que ira˜o ser estimadas. A
opc¸a˜o -m indica que as me´dias tambe´m devem ser calculadas.
Antes de iniciar o processo de criac¸a˜o dos HMM e´ necessa´rio criar o ficheiro onde estes ira˜o
ser guardados. Em analogia ao que foi feito para as transcric¸o˜es, tambe´m aqui se vai utilizar um
Master File em concreto um Master Macro File (MMF) de nome hmmdefs. O ficheiro hmmdefs
deve conter uma co´pia do proto´tipo para cada um dos fonemas presentes no ficheiro monopho-
nes0.
Agora que ja´ temos um ponto de partida para a criac¸a˜o dos modelos, e´ necessa´rio proceder
a` re-estimac¸a˜o dos mesmos ate´ que sejam suficientemente robustos. A ferramenta HERest
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permite efectuar esta tarefa. A sua utilizac¸a˜o e´ a seguinte:
HERest -C config -I phones0.mlf -t 250.0 150.0 1000.0 -S Train.scp -H hmm0/macros -H
hmm0/hmmdefs -M hmm1 monophones0
A ferramenta HERest carrega os modelos presentes em hmm0 e procede a` sua re-estimac¸a˜o uti-
lizando os dados indicados no ficheiro Train.scp, os novos modelos sa˜o guardados em hmm1. A
opc¸a˜o -t define o limite de pruning. De forma a refinar os modelos e´ necessa´rio executar o passo
anterior mais duas vezes. O conjunto final de modelos sera´ guardado em hmm3.
HERest -C config -I phones0.mlf -t 250.0 150.0 1000.0 -S Train.scp -H hmm1/macros -H
hmm1/hmmdefs -M hmm2 monophones0
HERest -C config -I phones0.mlf -t 250.0 150.0 1000.0 -S Train.scp -H hmm2/macros -H
hmm2/hmmdefs -M hmm3 monophones0
B.2.2 Ajuste do modelo de sileˆncio e introduc¸a˜o de pausas curtas
Nos passos anteriores foram gerados modelos com treˆs estados para cada um dos fonemas em
uso, bem como para o modelo de sileˆncio sil . O modelo de sileˆncio existente na˜o permite a
ocorreˆncia de estados de sileˆncio consecutivos, pelo que e´ pouco robusto. Para solucionar
este problema vamos alterar o modelo de sileˆncio de forma que seja possı´vel existir transic¸o˜es entre
os estados dois e quatro em ambos os sentidos. As alterac¸o˜es ao modelo de sileˆncio esta˜o definidas
no ficheiro sil.hed , apresentado na figura B.15. Os comandos AT presentes no ficheiro sil.hed teˆm
a seguinte sintaxe:
AT i j prob itemList(t)
e o seu significado e´ o seguinte: Adicionar uma transic¸a˜o entre o estado i e j com probabilidade prob
na matriz t. Neste caso concreto estamos a adicionar duas transic¸o˜es a` matriz de transic¸a˜o de esta-
dos do modelo sil, uma entre o estado 2 e 4 e outra entre o estado 4 e 2 ambas com probabilidade
0.2.
AT 2 4 0.2 {sil.transP}
AT 4 2 0.2 {sil.transP}
AT 1 3 0.3 {sp.transP}
TI silst {sil.state[3], sp.state[2]}
Figura B.15: Comandos para ajustar o modelo de sileˆncio.
Vamos introduzir tambe´m o modelo para pequenas pausas sp. O modelo sp tem apenas
um estado, que corresponde ao estado central do modelo de sileˆncio. A figura B.16 apresenta o
modelo sp. O ficheiro sil.hed conte´m comandos para o modelo sp, em concreto adic¸a˜o de uma
transic¸a˜o entre o estado 1 e 3 e tambe´m uma ligac¸a˜o entre o estado 3 do modelo sil com o estado
2 do modelo sp.







-1.266509e+001 1.676456e+000 5.713369e+000 2.722551e+000 ...
<VARIANCE> 39







Figura B.16: Modelo para as pausas curtas.
hmm4. As alterac¸o˜es presentes no ficheiro sil.led sa˜o aplicadas pelo editor HHEd, bastando exe-
cutar o seguinte comando:
HHEd -H hmm4/macros -H hmm4/hmmdefs -M hmm5 sil.hed monophones1
Como anteriormente, vamos refinar os modelos. Para isso e´ necessa´rio gerar mais dois con-
juntos de modelos hmm6 e hmm7. Entre estes dois passos e´ necessa´rio adicionar o modelo
de sileˆncio ao diciona´rio dict .
HERest -C config -I phones0.mlf -t 250.0 150.0 1000.0 -S Train.scp -H hmm5/macros -H
hmm5/hmmdefs -M hmm6 monophones1
HERest -C config -I phones0.mlf -t 250.0 150.0 1000.0 -S Train.scp -H hmm6/macros -H
hmm6/hmmdefs -M hmm7 monophones1
B.2.3 Realinhamento dos dados
Os modelos existentes em hmm7 foram estimados prevendo a existeˆncia de pequenas pausas entre
as palavras que constituem as frases que se pretende reconhecer, o que e´ uma boa aproximac¸a˜o
a` realidade. Contudo, as transcric¸o˜es existentes foram geradas partindo do principio que as
palavras estavas encostadas umas a`s outras, ou seja, na˜o foi prevista a existeˆncia de pequenas
pausas entre as palavras que constituem as frases. Para solucionar este problema temos que
introduzir as pequenas pausas existentes nos modelos acu´sticos na transcric¸a˜o fone´tica.
Isto e´ feito com o seguinte comando:
HVite -o SWT -b silence -C config -a -H hmm7/macros -H hmm7/hmmdefs -i aligned.mlf -m -t
250.0 -y lab -I TrainWords.mlf -S Train.scp dict monophones1
Este comando gera novas transcric¸o˜es fone´ticas, tendo em conta as pausas entre as palavras.


























Figura B.17: Introduc¸a˜o das pausas curtas.
Como anteriormente, e´ necessa´rio estimar mais dois conjuntos de modelos, hmm8 e hmm9.
HERest -C config -I aligned.mlf -t 250.0 150.0 1000.0 -S Train.scp -H hmm7/macros -H hmm7/hmmdefs
-M hmm8 monophones1
HERest -C config -I aligned.mlf -t 250.0 150.0 1000.0 -S Train.scp -H hmm8/macros -H hmm8/hmmdefs
-M hmm9 monophones1
B.3 Criac¸a˜o dos modelos trifones
Neste passo o que se pretende e´ construir modelos dependentes do contexto, neste caso
trifones. Os modelos dependentes do contexto conteˆm informac¸a˜o a`cerca dos fonemas vizinhos,
pelo que apresentam melhores resultados no reconhecimento. Os modelos trifones sa˜o criados
a partir dos modelos monofones existentes.
B.3.1 Criac¸a˜o dos modelos trifones a partir dos monofones
Antes de mais e´ necessa´rio criar novas transcric¸o˜es fone´ticas, substituindo os monofones pe-
los trifones correspondentes. Isto pode ser feito com a ferramenta HLEd , executando o seguinte
comando:
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HLEd -n triphones1 -i wintri.mlf mktri.led aligned.mlf
A nova transcric¸a˜o fone´tica e´ criada e guardada no ficheiro wintri.mlf apresentado em parte na
figura B.18. Ao mesmo tempo e´ criada uma lista com os trifones em utilizac¸a˜o. Esta lista e´
guardada no ficheiro triphones1 e apresentada na figura B.19. O ficheiro mktri.led (figura B.20)
conte´m os comandos utilizados pelo editor HLEd para gerar os trifones. O comando WB indica que
na˜o devem ser gerados trifones para os fonemas das extremidades e o comando TC indica que

























Figura B.18: Transcric¸o˜es com trifones.
Agora e´ necessa´rio criar novos modelos tendo em conta as transcric¸o˜es com trifones.
Estes podem ser gerados automaticamente a partir dos que ja´ existem em hmm9, bastando execu-
tar o seguinte comando:
HHEd -B -H hmm9/macros -H hmm9/hmmdefs -M hmm10 mktri.hed monophones1
Como anteriormente, e´ necessa´rio estimar mais dois conjuntos de modelos, hmm11 e hmm12.
HERest -B -C config -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S Train.scp -H hmm10/macros
-H hmm10/hmmdefs -M hmm11 triphones1
HERest -B -C config -I wintri.mlf -t 250.0 150.0 1000.0 -s stats -S Train.scp -H hmm11/macros




















Figura B.20: Configurac¸a˜o utilizada para gerar os modelos trifones.
B.4 Avaliac¸a˜o do reconhecedor
A avaliac¸a˜o dos modelos e´ fundamental para verificar se podemos parar o processo de treino
ou, pelo contra´rio, se devemos continuar. A avaliac¸a˜o ira´ ser feita tanto aos modelos monofones
como aos trifones. A ferramenta disponibilizada pelo HTK para avaliar os modelos criados e´ o
HResults. Contudo, esta ferramenta utiliza me´tricas ligeiramente diferentes das apresentadas no
capı´tulo sobre Reconhecimento de fala.
As me´tricas utilizadas pelo HResults sa˜o as seguintes: percentagem de frases reconheci-
das correctamente (FRASES CORR), percentagem de palavras reconhecidas correctamente
(PALAVRAS CORR) e a precisa˜o com que as palavras foram reconhecidas (PALAVRAS ACC).




%PALAVRAS CORR = 100
#TOT AL − E − S
#TOT AL
(B.2)
%PALAVRAS ACC = 100
#TOT AL − E − S − I
#TOT AL
(B.3)
onde E, S, I e # TOTAL representam Eliminac¸o˜es, Substituic¸o˜es, Inserc¸o˜es e Total de frases
(na equac¸a˜o B.1) ou palavras. A avaliac¸a˜o e´ feita recorrendo aos dados acu´sticos previamente
gravados para efeitos de teste do reconhecedor de fala.
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B.4.1 Avaliac¸a˜o dos monofones
Para avaliar os modelos monofones utilizou-se o seguinte comando:
HResults -I TestWords.mlf monophones1 recout mono.mlf
B.4.2 Avaliac¸a˜o dos trifones
O comando utilizado para avaliar os modelos trifones foi o seguinte:
HResults -I TestWords.mlf triphones1 recout tri.mlf
B.5 Reconhecimento em tempo real
A aplicac¸a˜o disponibilizada pelo HTK para fazer reconhecimento em tempo real e´ o HVite. O
comando utilizado foi o seguinte:




Para avaliar a interface de reconhecimento de fala, vamos confrontar os utilizadores de teste com
dois cena´rios diferentes. No final os utilizadores va˜o responder ao questiona´rio proposto em C.3.
Avaliac¸a˜o
Antes da avaliac¸a˜o propriamente dita, vamos fazer uma pequena demonstrac¸a˜o onde se va˜o
pronunciar a generalidade dos comandos que a interface consegue reconhecer. Assim, os utiliza-
dores de teste ficam a conhecer as funcionalidades disponı´veis.
Para executar as tarefas propostas em cada um dos cena´rios, apresentados nas secc¸o˜es C.1 e
C.2, os utilizadores va˜o pronunciar algumas das frases da tabela C.1. Para cada um dos comandos
regista-se se o resultado do reconhecimento foi correcto ou na˜o.
C.1 Cena´rio 1: O utilizador encontra-se na sala e pretende ir a` casa
de banho.
Uma situac¸a˜o possı´vel para este cena´rio e´ a seguinte, o utilizador da interface esta´ na sala a ver
televisa˜o e sente necessidade de ir a` casa de banho. Inicialmente o utilizador esta´ a`s escuras na
sala, a porta da casa de banho esta´ fechada e a luz desligada.
Tarefas a realizar pelo utilizador:
1. Ligar a luz da sala.
2. Abrir a porta da casa de banho.
3. Ligar a luz da casa de banho.




Luz da Sala dois
Luz da Cozinha
Luz da Casa de Banho
Luz do Corredor
Luz do Quarto
Abrir a Porta da Frente
Abrir a Porta do Quarto
Abrir a Porta da Casa de Banho
Abrir o Estore do Quarto
Abrir o dispensador
Fechar a Porta da Frente
Fechar a Porta do Quarto
Fechar a Porta da Casa de Banho
Fechar o Estore do Quarto
Fechar o dispensador
Dispensar o produto um
Dispensar o produto dois
Dispensar o produto treˆs
Dispensar o produto quatro
Subir o Estore do Quarto
Descer o Estore do Quarto
Ligar todas as laˆmpadas
Ligar a Tomada do Quarto
Desligar todas as laˆmpadas
Desligar a Tomada do Quarto
Tomada do Quarto
Autoclismo
Tabela C.1: Conjunto de frases para avaliac¸a˜o da interface de reconhecimento de fala.
5. ...
6. Autoclismo.
7. Abrir a porta da casa de banho.
8. Desligar a luz da casa de banho.
9. Desligar a luz da sala.
C.2 Cena´rio 2: O utilizador esta´ no quarto e quer sair para a rua.
Neste cena´rio vamos considerar a situac¸a˜o seguinte, o utilizador esta´ no quarto a descansar e sente
vontade de ir dar um passeio. As condic¸o˜es iniciais sa˜o as seguintes: a luz do quarto e o aquecedor
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esta˜o ligados, a porta da frente esta´ fechada.
Tarefas a realizar pelo utilizador:
1. Desligar a tomada do quarto.
2. Desligar a luz do quarto ou desligar todas as laˆmpadas.
3. Abrir a porta da frente.
4. ...
5. Fechar a porta da frente.
C.3 Questiona´rio
Questiona´rio
As questo˜es que se seguem referem-se a` interface com reconhecimento de fala desenvolvida
no decorrer deste trabalho.
Como classifica esta interface quanto a` sua utilidade?
 Na˜o tem nenhuma utilidade.
 E´ pouco u´til.
 Tem alguma utilidade.
 E´ bastante u´til.
 E´ muitı´ssimo u´til.
Como classifica esta interface quanto a` facilidade de utilizac¸a˜o?
 Na˜o consegui utilizar.
 Tive algumas dificuldades em utilizar.
 E´ muito fa´cil de utilizar.
Porqueˆ?




 Todas as que sa˜o essenciais.
 Tem funcionalidades a mais, torna-se confusa a sua utilizac¸a˜o.
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Quais as funcionalidades que gostaria de adicionar a` interface?









Na sua opinia˜o, quais sa˜o os aspectos negativos desta interface?
Na sua opinia˜o, quais sa˜o os aspectos positivos desta interface?
Sugesto˜es?
Dados do utilizador:
Idade? Sexo? Nı´vel da lesa˜o?
Tem problemas respirato´rios?
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C.4 Respostas ao questiona´rio
C.4.1 Utilizador M
Como classifica esta interface quanto a` sua utilidade?
 E´ muitı´ssimo u´til.
Como classifica esta interface quanto a` facilidade de utilizac¸a˜o?
 E´ muito fa´cil de utilizar.
Qual e´ a sua opinia˜o a`cerca das funcionalidades disponibilizadas pela interface?
 Todas as que sa˜o essenciais.
Quais as funcionalidades que gostaria de adicionar a` interface?
Frigorı´fico e micro-ondas.








Na sua opinia˜o, quais sa˜o os aspectos negativos desta interface?
Nenhum.
Na sua opinia˜o, quais sa˜o os aspectos positivos desta interface?





Como classifica esta interface quanto a` sua utilidade?
 E´ bastante u´til.
Como classifica esta interface quanto a` facilidade de utilizac¸a˜o?
 E´ muito fa´cil de utilizar.
Porqueˆ?
Facilidade de utilizac¸a˜o.
Qual e´ a sua opinia˜o a`cerca das funcionalidades disponibilizadas pela interface?
 Todas as que sa˜o essenciais.
Quais as funcionalidades que gostaria de adicionar a` interface?
Electrodome´sticos e acesso aos pre´dios (porteiro).




Liberta as ma˜os para outras acc¸o˜es (cadeira ele´ctrica),
Na posic¸a˜o deitada e´ difı´cil utilizar as outras interfaces.
Se pudesse utilizar esta interface no seu dia a dia, a sua vida ficaria:
 Mais simplificada.
Porqueˆ?
Maior autonomia e mobilidade,
Poder operar a partir de qualquer lugar.
Na sua opinia˜o, quais sa˜o os aspectos negativos desta interface?
Nenhum.








Termo de consentimento informado
PARA PARTICIPAC¸A˜O NOS ENSAIOS A` INTERFACE COM RECONHECIMENTO DE
FALA PARA APOIO A PESSOAS COM LIMITAC¸O˜ES FUNCIONAIS
A realizac¸a˜o destes testes tem como finalidade avaliar uma interface com reconhecimento de
fala, desenvolvida para interagir com o sistema domo´tico B-LIVE. O objectivo e´ avaliar o desem-
penho da interface em cena´rios de utilizac¸a˜o real. Para o efeito, os pacientes tera˜o que controlar
diversos dispositivos presentes na habitac¸a˜o atrave´s de comandos verbais.
Eu abaixo assinado, declaro que tomei conhecimento dos objectivos do trabalho de investigac¸a˜o
intitulado ”INTERFACE COM RECONHECIMENTO DE FALA PARA APOIO A PESSOAS COM
LIMITAC¸O˜ES FUNCIONAIS”, realizado por Carlos Jorge Enes Capita˜o de Abreu, no aˆmbito do
Mestrado em Engenharia Biome´dica - Ramo Instrumentac¸a˜o, Sinal e Imagem Me´dica ministrado
pela Universidade de Aveiro.
Acrescento que estou informado de que todos os dados recolhidos sera˜o tratados de modo
estritamente confidencial, aceitando, por isso, fazer parte deste grupo de teste. Apo´s ter sido devi-
damente informado declaro que tomei conhecimento dos objectivos dos testes e que aceito de livre
vontade participar nos mesmos.
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