Running time analysis is a fundamental problem of critical importance in evolutionary computation. However, the analysis results have rarely been applied to advanced evolutionary algorithms (EAs) in practice, let alone their variants for continuous optimization. In this paper, an experimental method is proposed for analyzing the running time of EAs that are widely used for solving continuous optimization problems. Based on Glivenko-Cantelli theorem, the proposed method simulates the distribution of gain, which is introduced by average gain model to characterize progress during the optimization process. Data fitting techniques are subsequently adopted to obtain a desired function for further analyses. To verify the validity of the proposed method, experiments were conducted to estimate the upper bounds on expected first hitting time of various evolutionary strategies, such as (1, λ) evolution strategy, standard evolution strategy, covariance matrix adaptation evolution strategy, and its improved variants. The results suggest that all estimated upper bounds are correct. Backed up by the proposed method, stateof-the-art EAs for continuous optimization will have identical results about the running time as simplified schemes, which will bridge the gap between theoretical foundation and applications of evolutionary computation.
As a widely used concept to measure the running time of EAs, the first hitting time (FHT) is the number of generations when EAs obtain the global optimum for the first time [1] . Moreover, the expected FHT (EFHT) is the average number of generations required to find the global optimum, which implies the average time complexity of EAs [2] . Therefore, the EFHT is an important concept in running time analysis.
In the last decade, running time analysis has made great advances in the field of evolutionary computation. Although EAs for discrete optimization are intensively studied [3] [4] [5] [6] , the running time of EAs that have been successfully applied to the real-world optimization problems in the continuous domain, like evolution strategies (ESs), is rarely analyzed. Since many real-world application tasks are continuous, studying EAs for continuous optimization is of great importance. Thus, the EFHT of EAs for continuous optimization is considered in this paper.
Running time analysis of EAs for continuous optimization through case studies has yielded significant findings continuously in the last decade. For example, Jägersküpper [7] , [8] analyzed the runtime of (1 + 1) ES with Gaussian mutation when solving the Sphere function and further obtained the asymptotical running time of (1 + 1) ES solving unimodal optimization problems. Beyer and Finck [9] studied the multirecombinative ES with σ -self-adaptation (σ SA) on a subset of positive definite quadratic forms (PDQFs). Moreover, the scope of investigated functions was extended to the general PDQF case in [10] . Recently, Jiang et al. [11] obtained a tighter lower bound on running time of (1 + 1) ES on the Sphere function. As the authors of aforementioned studies mainly discussed simplified EAs for continuous optimization, there still lack results about running time of EAs that are widely used in practice.
As general analysis tools, a number of theoretical approaches have been proposed to investigate the running time of EAs, including fitness level method [4] , [12] [13] [14] , drift analysis [1] , [15] [16] [17] [18] [19] , switch analysis [20] , [21] , etc.
In fitness level method, the computation time of an EA is calculated as the sum of a set of waiting times, each of which represents the number of iterations to be consumed in a specific level. It was initially proposed by Wegener [12] . The original method requires that none of levels can be skipped, while Sudholt [4] had successfully relaxed this condition and extended the scope of studied functions to all unimodal functions. Zhou et al. [13] incorporated tail-bound into the fitness level method. Furthermore, Witt [14] removed the constraint condition of the method and estimated the computation time complexity of the random local search on the Onemax problem. In these works, abstract schemes or simplified algorithms were analyzed, such as randomized local search (RSL), (1 + 1) EA, (μ + 1) EA, binary particle swarm optimization algorithm, etc. Besides, some conclusions are quite general but impose some limitations such as only using bit-flip mutation [4] . Fitness level method has been utilized to analyze a number of concrete cases, but few results about EAs on the continuous decision-making space have been produced.
Another widely used analysis approach, drift analysis, is a general theory for the analysis of average time complexity of EAs. It was introduced by He and Yao [15] and was subsequently developed and improved by many researchers, obtaining plentiful research results. Jägersküpper [16] incorporated drift analysis and Markov chain analysis. Chen et al. [17] introduced the concept of takeover time into drift analysis and discussed the running time of (N + N) EA on the Onemax and Leadingones functions. Nevertheless, unlike real EAs, the (N+N) EA does not adopt any recombination operator. To simplify the time consuming and sophisticated calculation, Oliveto and Witt [19] demonstrated how to perform the derivation in a simpler and clearer way. Apart from obtaining the boundary of average FHT, Lehre and Witt [18] used the variable drift analysis method to derive the distribution of FHT. He and Yao [1] rigorously analyzed the effect of population size on the computation time of EAs using mutation and elitist selection. From the theoretical perspective, drift analysis is suitable for both discrete and continuous optimization. Nevertheless, since the target space is continuous or consists of a large number of continuous subspaces, the research on EAs in a continuous domain is scarce [23] . Unlike the two methods described above, when the switch analysis method is applied, an EA is not examined de novo. Instead, another EA serves as reference to obtain better results. Yu et al. [20] proposed the method and proved that both the fitness level method and the drift analysis method can be reduced to the switch analysis method. Furthermore, Yu and Qian [21] showed that the convergence-based analysis method can also be reducible to the switch analysis method and illustrated that the switch analysis method can yield a tighter lower bound in the case of (1 + 1) EA on the trap problem. However, switch analysis mainly discusses single-objective or multiobjective EAs for discrete optimization [20] [21] [22] , and few results about continuous target space have been produced by switch analysis yet.
To analyze the running time of EAs for continuous optimization, average gain model was developed. Inspired by the idea of drift analysis, Huang et al. [24] developed average gain model to estimate the average runtime of (1 + 1) EA on the sphere function. To generalize the average gain model, Zhang et al. [25] introduced supermartingale and stopping time into the model. The concepts and theorems of average gain model in [24] and [25] lay the theoretical basis for the proposed method.
The runtime analysis of EAs for continuous optimization mainly focuses on simplified algorithms rather than advanced variants. The reason for this simplification lies in the difficulty caused by the comparison-based and population-based characteristics, as well as the sophisticated self-adaptive strategy of advanced algorithms [26] . One of the most difficult problems is how to derive the distribution function of stochastic variables related to the evolutionary optimization process. Statistical methods can overcome the issue by using samplings to simulate the distribution function. Statistical methods, such as the Wilcoxons rank-sum test, are commonly applied in comparing the performance of EAs [27] [28] [29] . Recently, Liu et al. [30] extended the performance profile and data profile techniques and benchmarked EAs by analyzing both the mean and confidence intervals. Experiments have been used to refine theories in algorithm engineering [31] . Jägersküpper and Preuss [32] proposed four simplified CSA variants and verified empirically whether they are similar to the original algorithm in performance. Furthermore, the theoretical analysis of one CSA-derivative was outlined in [33] . Although adopting statistical methods will soften the mathematical rigor, introducing statistical methods into theoretical approaches can skip the difficult analysis of the distribution function. With the support of statistical methods, existing theoretical works including analysis approaches mentioned above can be adopted to investigate the state-of-the-art EAs in practice so that the gap between theory and application in evolutionary computation can be bridged.
This paper proposes an experimental method based on the average gain model to estimate the running time of advanced EAs for continuous optimization without special conditions or simplification. The proposed method combines the average gain model with statistical methods with the support of surface fitting techniques. Experiments are carried out to establish whether the proposed method is correct and effective. Since EAs in the continuous domain are commonly subsumed under the term evolutionary strategies [34] , ES are taken as examples in the experiments. Furthermore, the comparison of the proposed method and benchmarking methods is briefly discussed.
The theoretical research of EAs in a continuous domain is to a certain degree behind the practical applications [11] , [35] . Most works study simplified algorithms that are designed to be easily analyzed. In addition, to enable running time analysis, some analysis results need specific conditions that EAs cannot satisfy in practice. Thus, further research is needed on the running time of continuous EAs that are actually used in real-world applications. The proposed method can estimate the running time of these variants of EAs, because the sampling algorithm of the proposed method is applicable for them.
The remainder of this paper is organized as follows. Section II briefly states the average gain theory. Section III describes the experimental method in detail, including the theoretical basis, surface fitting methods, and experimental procedures. The purpose, setting, and results of experiments are reported in Section IV. Section V concludes this paper.
Algorithm 1 Basic Framework of EAs for Continuous Optimization
1: initialize a population P 0 at random; 2: evaluate each individual of P 0 ; 3: while termination criteria is not fulfilled do 4: generate new individuals as offspring population P through reproduction, recombination, and mutation operations; 5: evaluate each individual of offspring P ; 6: choose several individuals of the offspring and/or the parent population as a new parent population; 7: end while 8: output the best solution ever found;
II. AVERAGE GAIN MODEL
Average gain model is a theoretical tool for runtime analysis of EAs in the continuous solution space [24] , [25] . Nevertheless, the average gain model proposed in [24] is special for (1 + 1) EA in a continuous domain so that it is ad hoc to some extent and is not applicable for EAs widely used in practice. Zhang et al. [25] separated the average gain model from specific algorithms and objective functions to make the model more rigorous and general. However, Zhang et al. [25] analyzed the running time of EAs from a relatively abstract point of view, average gain model will be revisited below in order to adapt it to the discussion on running time of EAs in the continuous solution space. The basic framework of EAs for continuous optimization is presented in the form of pseudocode in Algorithm 1 [36] .
In this paper, the following global optimization problem is considered [35] :
where the objective function f (x) maps from search space M to R and n is the number of dimensions. Let p opt denote an global optimum, and P t = {p 1 (t) , p 2 (t) , . . . , p λ (t) } denote the offspring population at the t-th generation where λ is the population size.
Definition 1: Assume that p is a specific solution in the solution space and f is a value of fitness desired to be obtained, then d(p) = max{0, f (p) − f } denotes the fitness difference.
Let δ(P t ) be the smallest fitness difference obtained at the t-th generation, that is, δ(P t ) = min(d(p k (t) )), where k = 1, 2, . . . , λ. Furthermore, let ϕ t be the smallest fitness difference obtained in the previous t generations, i.e., ϕ t = min(δ(P i )), where i = 0, 1, 2, . . . , t.
The optimization on the objective functions by EAs can be seen as a gambling behavior, because the process of generating offspring is random to some extent, and the same population is likely to produce many different offspring, whereby the corresponding fitness values may either increase or decrease. Due to its randomness, the process can be modeled by stochastic processes. Let ( , F, P) denote a probability space. Let {s t } ∞ 0 be a stochastic process on ( , F, P), and let F t = σ (s 0 , s 1 , . . . , s t ) be the natural filtration of F. Definition 2: Given a generation t, the gain at t is given by
Let H t = σ (ϕ 0 , ϕ 1 , . . . , ϕ t ), whereby the average gain at t is
The gain is equal to the difference between the best fitness of the parent population and that of the offspring population. Similar to quality gain, it can also be seen as progress of the evolution algorithms in a single iteration [26] . The greater the gain, the faster the distance to the optimal solution decreases and the more efficient a single iteration of the optimization process will be. Moreover, it is worth noting that ϕ t represents the smallest fitness difference obtained by the considered EA among the first t generations instead of the counterpart at the t-th generation. The purpose of this approach is to make the proposed method applicable to both nonelitist EAs and elitist EAs.
Definition 3: Suppose that {ϕ t } ∞ 0 is a stochastic process, where for any t ≥ 0, ϕ t ≥ 0 holds. Provided the target precision ε > 0, the FHT of EAs is defined by
Especially,
Furthermore, the EFHT of EAs is denoted by E(T ε ).
The EFHT represents the expectation of minimum number of iterations required for the EAs to obtain the optimal solution. One lemma that has been proved in [25] is presented below and it will be used to support the proof of Theorem 1.
Lemma 1: Let {η t } ∞ 0 be a stochastic process, where for any
In order to utilize the mathematical expression designed for surface fitting of the proposed method, the conditions of [25, Th. 2] are slightly modified here. The domain of function h(x), which was previously a closed interval, is altered to a left-open interval. As a consequence, the theorem below is revisited and the reason behind the modification is discussed in detail in Section III-B. 2
Theorem 1 will support the utilization of average gain to analyze the upper bound on EFHT of EAs. {ϕ t } ∞ 0 can be regarded as a series of historical minimum fitness differences that gradually decrease in the optimization process. Statistical experiments are used to obtain the estimated value of E(ϕ t − ϕ t+1 |H t ). Afterward, h(ϕ t ) is obtained through surface fitting techniques. If h(ϕ t ) meets the condition of Theorem 1, it can be utilized to derive the upper bound on EFHT E(T ε |ϕ 0 ). After transformation and scaling, the upper bound of running time is obtained. The theoretical basis and the implementation steps of the proposed method will be described in detail in the next section.
III. EXPERIMENTAL METHOD FOR ESTIMATING THE UPPER BOUND ON EFHT
The overall procedure of estimating the running time of EAs for continuous optimization is provided in Fig. 1 . The steps of the mathematical analysis approach based on average gain model are presented in Fig. 1 with solid lines. The proposed method replaces the first two steps performed by mathematical analysis with two new steps assisted by experiments. The related steps are presented with dotted lines.
Before outlining the proposed method, the research objective that includes the considered EAs and fitness functions needs to be identified. First, numerical data pertaining to average gain and corresponding fitness difference are obtained through statistical experiments. In the statistical experiment, the empirical distribution function derived from numerical data is utilized to simulate the probability distribution function of gain and the average gain is further calculated. This step is based on Glivenko-Cantelli theorem [37] , which will be described in Section III-A. Supported by surface fitting techniques, the data yielded by the statistical experiment is transformed into a function h(ϕ t ) that meets the condition of Theorem 1. More details on surface fitting will be given in Section III-B.
Based on surface fitting results, Theorem 1 is used to calculate the upper bound on EFHT of the considered EAs. Furthermore, the running time is analyzed based on the upper bound of EFHT and the related corollary can be found in Section III-C. It is noteworthy that these two steps are not different from the commonly used mathematical analysis methods. The difference between the proposed method and previous analysis techniques is that the proposed method replaces tedious and difficult calculation with statistical experiments and surface fitting, which significantly reduces the difficulty of analysis.
A. Simulation of the Probability Distribution of Gain
The precise estimation of E(ϕ t − ϕ t+1 |H t ) of Theorem 1 is the vital part of the proposed method, where {ϕ t } ∞ 0 represents a discrete non-negative stochastic process. Thus, based on Glivenko-Cantelli theorem, an statistical method is developed in this paper to estimate E(ϕ t −ϕ t+1 |H t ). According to Glivenko-Cantelli theorem, as the number of samples increases, the empirical distribution function will converge to its real distribution function [37] . Glivenko-Cantelli theorem is introduced below.
Let K be the number of samples and let X 1 , X 2 , . . . , X K be the generated samples where
, and that the empirical distribution function F K (x) is simulated by the statistical experiment on the basis of H t , F(x) can be estimated by F K (x) when K is sufficiently large. The formula of F K (x) is presented as follows:
In other words, the expectation of ϕ t −ϕ t+1 is approximately equal to the mean of samples X 1 , X 2 , . . . , X K . Therefore, an appropriate selection of sample size for gain in the statistical experiments will allow the mean of gains to be used to estimate the average gain.
B. Fitting Average Gain Surface
The purpose, restriction, mathematical expression, and methods of surface fitting will be stated in this section. There are a wide range of mathematical methods for curve and surface fitting that have been applied in many aspects of scientific research and engineering applications, including surface chemistry [38] , genome analysis [39] , nuclear force field [40] , etc. When aiming at introducing experimental methods into analysis models, we need to deal with the question of how to transform the experimental data into the mathematical expression for further derivation. Surface fitting methods are exactly suited for this task, because they are designed to reconstruct the continuum from scattered data points by applying mathematical tools [41] .
After collecting experimental data, finding a suitable function h(ϕ t ) is an important step in applying Theorem 1 to analyze the running time of EAs. Surface fitting techniques can be used to find h(ϕ t ) that meets the condition of Theorem 1 by fitting the surface of average gain with respect to the fitness difference and the problem size n.
It is worth noting that, surface fitting techniques, rather than curve fitting techniques, are adopted in this paper, because the function obtained by curve fitting can only reflect the relationship between the average gain and the fitness difference. If curve fitting techniques are adopted, the running time analyzed by Theorem 1 will be only related to the termination condition and the minimum fitness difference of the initial population. However, most researchers are interested in the relationship among running time and other parameters. For example, how the running time of the considered algorithm depends on problem size n is one of the most important issues. Therefore, it is necessary to obtain the function f (ϕ t , n) of the average gain with respect to the fitness difference and the problem size. If the problem size takes any specific value n i , f (ϕ t , n i ) can be regarded as h(x) that satisfies the requirements of Theorem 1. That is, when Theorem 1 is applied, the problem size n can be viewed as a fixed parameter. As a consequence, the derived results can reveal the relationship between running time and problem size n.
Unlike common unconstrained conditions encountered in surface fitting, the proposed method must address surface fitting problems with constraints. In unconstrained situations, the data points are usually evenly distributed on both sides of the surface. However, since the condition of Theorem 1 requires E(ϕ t − ϕ t+1 |H t ) ≥ h(ϕ t ), the value of h(ϕ t ) must be smaller than the corresponding average gain pertaining to the same fitness difference and problem size. In other words, the entire fitting surface must lie below the sample points.
This paper mainly focuses on the method for estimating running time of continuous EAs. Hence, the least squares method [41] was adopted as a preliminary attempt rather than more complex methods, like moving least squares methods [42] , [43] . To utilize Theorem 1 to analyze running time, it is necessary to obtain a function that can reveal the relationship among average gain, fitness difference, and problem dimension. Although polynomial functions are widely used in the field of surface fitting [44] , [45] , as the exponents of all items in a polynomial are positive integers, polynomial functions cannot reflect negative correlation among the dependent variable and the independent variables directly. Considering the property of the average gain observed in the experiments, in this paper, a special mathematical expression was designed for the proposed method.
The function f (ϕ t , n i ) demonstrates the mapping relationship between the average gain and the fitness difference. An intuitive idea is that the average gain is positively related to the fitness difference and negatively related to the problem size in most cases. Observing the average gain of (1, λ) ES on the Sphere problem, it can be demonstrated that there indeed exist some situations that confirm this assumption. Fig. 2 shows the trend of the average gain versus the fitness difference for different problem sizes. Obviously, the average gain of (1, λ) ES on the Sphere problem decreases as the fitness difference decreases. Apart from unified initial populations, the probability of obtaining equivalent smallest fitness differences in the continuous target space during the optimization for different problem sizes is extremely low. Therefore, it is impossible to attain a set of average gains with equivalent corresponding minimum fitness differences for different problem sizes. Nevertheless, by comparing the scales of the y-axis in Fig. 2 , it can be seen that the average gain reduces as the problem size increases.
Based on the above conjectures and observations, the mathematical expression designed for surface fitting is as follows:
where v is the smallest fitness difference and n is the problem size. Although the mathematical expression presented above is rather simple, as a preliminary attempt, it will be used for the estimation experiments presented below. Noting that for any n i > 0, if v = 0, then h(0) = f (0, n i ) = 0. This does not satisfy the precondition of [25, Th. 2], which requires h(ϕ t ) > 0 in [0, ϕ 0 ]. That is the reason for modifying the original theorem in [25] . Since the mathematical expression for surface fitting is fixed, the parameter values in the expression need to be determined, namely a, b, c, and d in f (v, n). The problem of determining the parameters values is modeled as follows: given data points (n i , v i , z i ), i = 1, 2, . . . , m, let D( f ) denote the error function, we solve the following problem:
where n is the problem size, v is the fitness difference, and z is the average gain. The error function D( f ) is used to measure the deviation of the fitting results from the actual values. To reduce the distance between fitting surface and the data points, it is necessary to minimize the error function
In the following experiments, the commonly used leastsquares method is slightly modified, whereby the modified error function is presented by (2) and is defined as the sum of squared differences between the logarithmic value of average gain of each data point and that of the fitting point with the same fitness difference. The reason for this change is that the average gains of the sample points span from 10 30 to 10 −10 in some scenarios. If the differences among average gains are directly adopted in the original least-squares method, the effect of different points on the fitting results will not be balanced. After taking the logarithm of the average gain, the error function may take into account more equally the sample points whose fitness differences vary considerably in the magnitude.
C. Analysis of Running Time
Based on the results of surface fitting, Theorem 1 can be applied to analyze the upper bound on the running time of EAs. Suppose that the continuous function h(x) in Theorem 1 conforms to expression (1), Corollary 1 is derived to calculate the running time directly. The proof is given in the Appendix.
Corollary 1: Given data points (n i , v i , z i ), where i = 1, 2, . . . , m, the fitness difference of the initial population X 0 , and ε > 0. Assuming that all data points are above the surface
Corollary 1 is special for the mathematical expression (1) designed in Section III-B. In all experiments discussed in this paper, expression (1) was applied in surface fitting. Hence, all experimental results can be utilized to derive the upper bound on the running time directly according to Corollary 1.
D. Experiment Steps
In this section, the experimental part of the proposed method will be described in detail. Fig. 3 shows the main steps of the statistical experiment.
First, a set of values for the parameter under consideration is selected. For example, {5, 10, 15, 20, 25, 30} can be chosen as the set of values for the problem size n. After the initial parameter setting, other parameters remain constant throughout the experiment.
Next, samples of gain are taken independently during the optimization process. The data representing the state of current population are recorded, including both the minimum fitness difference ever found before generating the offspring and the counterpart after the offspring are generated. The difference between the two values is calculated to obtain the gain. Different from only generating one offspring population during one generation in Algorithm 1, a number of offspring populations are generated independently. Thus, a certain amount of gains are collected. The mean of these gains is calculated to represent average gains. Without loss of randomness, one of the offspring populations repeatedly generated in the iteration is selected randomly as the parent population for the next iteration. This procedure loops until the algorithm obtains the global optimal solution or the maximum number of function evaluations (FEs) is reached.
Notably, the samples of gain are obtained at intervals rather than during every generation. The reason is that sampling at intervals can reduce the computational cost. Moreover, taking samples during every generation would yield a large amount of sampling points. Since one sampling point corresponds to one constraint in the fitting problem presented in this paper, too many sampling points would render surface fitting very difficult.
In order to reduce the computational cost, it is necessary to select an appropriate sampling interval. Since the number of iterations required to reach the optimum varies in different scenarios, it is impossible for a common sampling interval to exist. Therefore, a pool of sampling intervals are adopted in the proposed method, for example, {50, 100, 200, 400, 800}. For each sampling interval, there will be a corresponding result and fitting error, respectively. The fitting error is divided by the number of selected data points to calculate the average fitting error. Finally, the sampling interval with the smallest average fitting error is chosen as the optimal sampling interval.
There are two cases in which some average gains of the collected sample points would be equal to 0. First, if the sample point is not the one with the smallest fitness difference, it will be the outlier that needs to be removed, because an average gain of 0 means that the algorithm cannot obtain a smaller fitness. In the second case, if the sample point is the one with the smallest fitness difference, it indicates that the algorithm under consideration falls into the local optimum. Under such a situation, there would be no need for surface fitting and further derivation. The reason lies in that if the algorithm get trapped into the local optimum, it cannot obtain the global optimum. Hence, the average FHT will be positive infinity and there is no corresponding upper bound.
Algorithm 2 Modified Framework of EAs in a Continuous Domain for Sampling
Require: a fixed sample size K, a set of problem sizes Ns = n 1 , n 2 , ..., n j 1: initialize a population P 0 at random; 2: for n takes each value of Ns do 3: while termination criteria is not fulfilled do 4: for i = 1 to K do 5: generate individuals of offspring population P through crossover, mutation, and or other operations; 6: evaluate each individual of parent population P and offspring P ; 7: collect minimum fitness difference and average gain; 8: end for 9: calculate mean of gains; 10: choose several individuals of the offspring or the parent population as a new parent population; 11: end while 12: output the optimal solution ever found; 13: record fitness difference and mean of gains; 14: end for Based on the pseudocode of EAs given in Section II, the pseudocode of the sampling algorithm adopted in the proposed method is shown in Algorithm 2. The original steps pertaining to these EAs are not modified, while several new steps for sampling, which are indicated in italic, are added to the algorithm. If these new steps are removed, the algorithm will still work as the original EAs.
IV. EXPERIMENTS AND RESULTS
In this section, the proposed method is applied to estimate the running time of both simplified ES and advanced ES in practice. Numerical experiments are also conducted for comparisons when there are no existing theoretical results about the considered algorithms. The considered algorithms in the following three experiments include (1, λ) ES, which is a typical abstract algorithm for theoretical analysis, ES, and CMA-ES.
The purpose of conducting the following three experiments is mainly to verify that the estimated running time is correct. According to Theorem 1, the upper bound on EFHT obtained by the proposed method is guaranteed to be greater than the EFHT. The correctness of the estimated running time has been theoretically guaranteed, and will be verified by the following experiments. In addition, the following experiments involve 57 cases in total, each of which considers a specific EA on a specific optimization problem. Commonly, the analysis of each case requires a special mathematical expression for surface fitting to obtain a satisfactory estimation. However, as case analysis is not the principal purpose of the experiments, a uniform mathematical expression (1) is adopted. The experimental results still show that the estimated running times are in good agreement with the numerical data. It demonstrates that the mathematical expression can capture the properties of average gain to some extent, and the proposed method successfully manifests the captured properties in the estimated running time. Although the upper bounds obtained in the following experiments are not very tight, researchers with deeper understanding of specific cases can design mathematical expressions that reveal the properties of average gain more accurately, and then obtain tighter upper bounds.
A. Running Time of (1, λ) ES
In this experiment, [25, Th. 3 ] is used to verify the estimated running time of (1, λ) ES obtained by the proposed method. According to the contextual information, [25, Th. 3] is revisited and presented as Theorem 2.
Theorem 2: Suppose that the solution at t generation is
where λ is the population size of the offspring, ε is the target precision, X 0 is the fitness difference of the initial solution, and l t is the step length at t generation.
The implementation and parameter settings of (1, λ) ES are based on [25] . As the mutation operator and adaptation rule adopted in [25] are different from those in [46] , theoretical results obtained in [46] cannot be used for verification. {2, 4, 6, 8, 10, 12, 14, 16, 18, 20} is selected as the set of values for problem size n, and the statistical experiment is performed for each value of n. Nonlinear programming solver provided in MATLAB is utilized to solve the problem of surface fitting. Since it will affect the exponent of problem size n in the estimated running time if the coefficient is too large or small, the range of the coefficients of estimated results is limited in [ √ (1/n * ), √ n * ], where n * is the largest problem size adopted in the statistical experiments. Furthermore, if there is no feasible solution under such limitations, solutions indicating that the coefficient of estimated result is within the range [(1/n * ), n * ] are accepted. All experiments discussed in this paper will follow above procedures to fit the surface. Fig. 4(a) shows the relationship among the problem size, the fitness difference and the average gain. In Fig. 4(a) , each red hollow dot represents a sample point.
Next, the collected data is fitted by applying (1), and the result is given by
where v is the fitness difference and n is the problem size. The fitting graph is shown in Fig. 4(b) . According to Corollary 1, the upper bound on EFHT of (1, λ) ES is presented as follows:
Theorem 2 indicates that the running time of (1, λ) ES on the Sphere function is E(T ε |X 0 ) ∈ O(ln(X 0 /ε)). It agrees with the estimated result, which proves the validity of the proposed method. 
B. Running Time of ES and CMA-ES
Since (1, λ) ES is still an abstract EA, in order to prove that the proposed method can be applied to real ES, this experiment studies standard ES and CMA-ES [47] . This section conducts an experiments to estimate the running time of ES and CMA-ES on ten fitness functions, whereby a numerical experiment is performed to obtain the average FHT of these two algorithms. Eight of the ten functions used in the experiment are adopted from [48] , and the remaining are discussed in [47] , which include the Arbitrarily Orientated Hyper-Ellipsoid and Rosenbrock functions. The implementation of the algorithms is in line with [47] and [48] . Since there is no fixed setting for the maximum number of FEs in [47] and [48] , for uniformity, the FE limit is set to 10 5 . Table I shows the estimated running time of ES and CMA-ES, and Table II provides the numerical results, where n is the problem size, X 0 is the fitness difference of the initial population, and ε is the target precision. The comparison results of the estimated running time in Table I are determined according to the comparison of the upper bounds on EFHT of ES and CMA-ES when n = 20 and ε = 10 −10 , which are also the parameter settings in the numerical experiment. Moreover, the numerical results under comparison are determined by comparing the average number of FEs of ES and CMA-ES or the best fitness obtained by ES and CMA-ES. Since the global minimum fitness of the Parabolic Ridge and Sharp Ridge functions is negative infinity, the fitness difference of any solution in the target space is positive infinity due to which the gain cannot be calculated. As a result, for uniformity, 0 is chosen as the target fitness value for these two functions. When the variables of an estimated result are substituted by the parameters of numerical experiments, if the calculated upper bound on EFHT is not less than the average FHT obtained by numerical experiments, we say that the estimated result is correct. In addition, when at least one algorithm under consideration can reach the optimum in finite time, the estimated results are deemed consistent with the numerical results if the winner obtained by the former one is the same as that obtained by the latter one. When neither of the algorithms under consideration is able to obtain the optimal solution according to the estimated result, the consistency means that the numerical result also shows the failure of both algorithms to find the optimum in limited time. Otherwise, the estimated results of considered algorithms are deemed inconsistent with the corresponding numerical results. From the tables, we can find that the upper bounds on EFHT on nine functions agree with the corresponding numerical results. In the case of solving the Schwefel and Parabolic Ridge functions, the upper bound of EFHT of CMA-ES is smaller than that of ES, and that the number of FEs of CMA-ES is less than that of ES. Moreover, in the case of solving the other seven functions, such as Cigar, Different Powers, and Ellipsoid, the optimal solution obtained by ES within the maximum number of FEs is inferior to that of CMA-ES, and the upper bound on EFHT of ES is also greater than that of CMA-ES. In order to explain the complete application procedure of the proposed method, a concrete case of Schwefel function will be discussed below.
The global optimum of the Schwefel function is (0, 0, . . . , 0) . The initial population is initialized as (1, 1, . . . , 1) , the initial step size is taken as 0.1, and {5, 10, 15, 20, 25, 30} is chosen as the set of problem sizes. Fig. 5(a) shows the average gains of ES with respect to the problem size and the fitness difference. To better illustrate the data characteristics, in Fig. 5(b) data points are plotted after taking the logarithm of the average gains to a base of 10. The same operation was also applied later in this paper to ensure that the fitting results can be displayed more intuitively. Following the experiment steps, the fitting result is given by: f (v, n) = 9.68 × v n 2.28 . Fig. 5(c) provides a plot of the data points and the surface to present the fitting results visually. According to Corollary 1, the upper bound on EFHT is derived as E(T ε |X 0 ) ≤ 0.10 × n 2.28 ln X 0 ε + 1. Fig. 6(a) shows the average gains of CMA-ES with respect to the problem size and the fitness difference. After completing all experiment steps, the fitting result is given by Fig. 6(c) illustrates the fitting result while the logarithmic counterpart is shown in Fig. 6(d) . According to Corollary 1, the upper bound on EFHT is derived as
Consistent with the results in Table II , the experimental results in [48] show that the actual average FHT of CMA-ES on the Schwefel function is smaller than that of ES. In addition, when the problem size is sufficiently high, and the values of ε and x 0 are fixed, the upper bound on EFHT of CMA-ES is also smaller than that of ES, which is consistent with the numerical results. The consistent results show that, to a certain extent, the estimated upper bounds on EFHT can be used to compare the performance of considered algorithms.
C. Running Time of Two Variants of CMA-ES
To further demonstrate that the proposed method can be applied to the state-of-the-art ES, the standard CMA-ES [49] and one improved version [50] are discussed in this section, which are denoted as CMA-ES-1 and CMA-ES-2, respectively. This section conducts an experiment on 18 real benchmark functions to estimate the running time of these variants of CMA-ES, along with a numerical experiment for obtaining the average FHT of these two algorithms. The 18 functions used in the experiment are adopted from [51] . The global optimal fitness of some benchmark functions in [51] is not stable and may change with the problem size. This characteristic makes the parameter setting quite inconvenient. Thus, benchmark functions whose mathematical expressions are fixed and the global optima are (0, 0, . . . , 0) are selected. The parameters of these two algorithms are set as follows: the target precision ε = 10 −10 , the problem size is set to 50, the parent population size is set to 12, the offspring population size is set to 6, the sample size is 100, and the maximum number of iterations is set to 5 × 10 4 . The numerical experiment is repeated 50 times for each fitness function. Moreover, the initial population of CMA-ES-1 is always the same as that of CMA-ES-2. Table III shows the estimated running time of these two variants of CMA-ES and the numerical results are presented in Table IV . The comparison between estimated results about the running time shown in Table III are determined according to the upper bound on EFHT of the variants of CMA-ES when n = 50 and ε = 10 −10 . The comparison criteria of numerical experiment are aligned with those adopted in the experiment discussed in the previous section.
Tables III and IV illustrate that the estimated results pertaining to 16 fitness functions concur with the corresponding experimental results, while the remaining two sets of estimated results do not. Moreover, when the considered algorithms are solving six of the 18 fitness functions, the average gains with the minimal fitness difference in one or more problem dimensions are equal to 0. As described in Section III-D, such cases indicate that the algorithms under consideration are trapped in a local optimum, that is, the global optimal solution cannot be obtained in limited computational time. Therefore, in Table III , the corresponding upper bounds on EFHT are positive infinity.
In the following discussion, the Hyper-Ellipsoid function is used as a case to illustrate the application and performance of the proposed method. Moreover, the Schwefel 2.22 function is taken as example to analyze the reasons behind the inconsistency between the estimated results and the experimental data. optimum of the Hyper-Ellipsoid function is (0, 0, . . . , 0). Different from the last experiment, the initial population is randomly initialized. The step size σ is set to 0.1. Moreover, {5, 10, 15, 20, 25, 30} is selected as the set of problem sizes. Fig. 7(a) shows the average gains of CMA-ES-1 with respect to the problem size and the fitness difference. After completing all experiment steps, the fitting result is given by Fig. 7 (c) provides a plot of the data points and the surface to display the fitting result. According to Corollary 1, the upper bound on EFHT of CMA-ES-1 is derived as E(T ε |X 0 ) ≤ 0.99 × n 1.72 ln X 0 ε + 1. Fig. 8(a) shows the average gains of CMA-ES-2 with respect to the problem size and the fitness difference. Following the experiment steps, the fitting result is given by:
1.97 × v n 2.04 . Fig. 8(c) plots the data points and the fitting surface of CMA-ES-2 while the logarithmic counterpart is shown in Fig. 8(d) . According to Corollary 1, the upper bound on EFHT of CMA-ES-2 is derived as
As shown in Table IV , the average FHT for CMA-ES-1 on the Hyper-Ellipsoid function is slightly smaller than that of CMA-ES-2, which indicates that the performance of CMA-ES-1 is superior to that of CMA-ES-2. Furthermore, if the parameters n, ε, and x 0 are set to the same values as those used in the numerical experiment, the estimated upper bound on EFHT of CMA-ES-1 is smaller than that of CMA-ES-2. The comparison result of estimated running time is consistent with that of the experimental data and it verifies the effectiveness of the proposed method.
2) Inconsistency Between the Estimation Result and the Experimental Data: According to the judgement criterion for consistency mentioned in Section IV-B, there are two possible cases where the estimated results do not agree with the numerical results. The first kind is that if the estimated results indicate that at least one algorithm can reach the global optimum in finite time, the winner of estimated time complexities is different from that of numerical data. In the second case, if the estimated results indicate that neither algorithm can obtain the global optimal fitness, the numerical data show that at least one of the considered algorithms is capable of reaching the global optimum within the limited number of generations.
In the experiments discussed in this section, all inconsistent cases belong to the first category, including the Absolute Value and Schwefel 2.22 function. The reason is that the accuracy of surface fitting is not high enough. When the performances of two algorithms are similar, the estimated results may not reflect the comparison of performance accurately. For example, when n = 50 and ε = 10 −10 , the smallest fitness obtained by CMA-ES-1 on the Schwefel 2.22 function is 4.12E-06, while that of CMA-ES-2 is 2.84E-04. On the other hand, the upper bound on EFHT of CMA-ES-1 is 1.38E+05, and that of CMA-ES-2 is 6.16E+04. The performance in numerical experiments of CMA-ES-1 is better than that of CMA-ES-2, but the estimated time complexities indicate the opposite result. This finding demonstrates that the upper bound on EFHT of CMA-ES-2 is tighter than that of CMA-ES-1. Fig. 9(a) and (b) shows the fitting results of these two algorithms, respectively. It can be seen that the surface is relatively far from the data points, which implies that there is a rather large fitting error. Consequently, low fitting accuracy is the main reason for the inconsistency between estimated results and experimental data. In the future work, such inconsistencies will be eliminated by improving the accuracy of surface fitting.
3) Selection of Sampling Intervals: In the two experiments discussed above, the selection method for sampling intervals described in Section III-D was adopted. Nevertheless, in the application of the proposed method, it was found that the optimal solution can be obtained within a small number of generations in some situations so that a large sampling interval will result in incorrect estimation results. For example, when CMA-ES-1 solves the Hyper-Ellipsoid problem, if the sampling interval is 800, the fitting result will be f (v, n) = [v/(1.17 × n 0.60 )]. In the experiment, the corresponding upper bound on the EFHT is 4.03E+02 when n = 50. However, the results of numerical experiments show that the average FHT for CMA-ES-1 to solve the Hyper-Ellipsoid problem under the same parameter settings is 9.83E+02, which is greater than 4.03E+02. Therefore, the estimated running time at a sampling interval of 800 is incorrect. The incorrect estimation is obtained because when the number of generations is relatively small and the sampling interval is large, few sample points are collected, which is insufficient to characterize the property of average gain. Thus, a threshold of 30 was set for the minimum number of sample points, that is, if the number of sample points is less than 30, the estimated running time is not accepted. The experimental results show that all estimates are correct after adopting 30 as the minimum number of sample points.
D. Difference Between the Proposed Method and Benchmarking Methods
Benchmarking methods are the main approaches for comparing performance of algorithms. Although statistical experiments are both conducted in the proposed method and benchmarking methods, the obtained results are to some extent different. The running time estimated using the proposed method is parameterized results, in which the input parameters, such as the problem size and the target precision, can take various values. The benchmarking method obtains numerical results, including the mean and the standard deviation of the optimal fitness value yielded by the considered algorithm in limited computational cost. Such numerical results are dependent on specific parameter settings. Therefore, the proposed method is slightly more general.
The method proposed in this paper is available in practical applications because it does not require expensive computational cost. In the third experiment, the proposed method needs about 1.5 × 10 5 FEs, and benchmarking methods usually require about 2.5 × 10 6 FEs in the same parameter settings. Accordingly, the computational cost of the proposed method is within an acceptable range. Nevertheless, this paper does not aim to improve or replace benchmarking methods, but supplement them in direction of theoretical findings.
V. CONCLUSION
In this paper, we proposed a method applying theoretical analysis results to analyze the running time of EAs for continuous optimization, including their advanced variants in practice. First, statistical methods were introduced into the average gain model and sample gains to simulate the distribution function. Next, surface fitting techniques were utilized to transform samples obtained by statistical methods into mathematical expression and the EFHT was further estimated by mathematical analysis. The proposed method does not rely on any conditions or simplifications of the considered EAs or optimization problems.
The experimental results confirm that the upper bound on EFHT of ES can be estimated correctly and effectively by the proposed method. The existing theoretical results were used to verify the estimated upper bound on EFHT of (1, λ) ES on the Sphere problem. Moreover, the running times of ES and CMA-ES on real test functions were estimated, revealing that the obtained results are highly consistent with the numerical data. Furthermore, experiments are conducted to estimate the running time of the standard CMA-ES and an improved variant on benchmark functions.
Average gain model was taken as an example of theoretical approaches to demonstrate the utilization of statistical methods to estimate the running time of EAs for continuous optimization. Apart from average gain model, other existing analysis tools can also be adopted to discuss various kinds of advanced EAs. For example, in the future, it would be beneficial to analyze the running time of advanced EAs for discrete optimization by introducing statistical methods into state-ofthe-art analysis approaches, such as fitness level method, drift analysis, and switch analysis. Moreover, although we only discuss ES in this paper, the proposed method can be applicable for other EAs, such as DE and PSO, if the designed mathematical expressions for surface fitting capture the properties of average gain accurately. This will also be further investigated in our future work. Based on the upper bound on running time discussed in this paper, another direction for further research is to analyze the lower bound on running time of EAs for continuous optimization.
