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a b s t r a c t
We consider online scheduling on m parallel-batch machines where the batch capacity
is unbounded and the jobs belong to m incompatible job families. By incompatible job
families, we mean that jobs from different families cannot be processed together in the
samebatch. Theprocessing timeof a job becomes knownonly upon its arrival. The objective
is to minimize the makespan. The problem is difficult to solve so we consider the case
where the number of families is equal to the number of machines. We give a lower bound√
5+1
2 ≈ 1.618 on the competitive ratio of any online algorithm for this restricted problem.
We also provide an online algorithm Hm(θ), where θ ∈ (0, 1) is a parameter, and show
that its competitive ratio is no less than 1 +
√
10
5 ≈ 1.632. When m = 2 or under the
condition that jobs belonging to the same family have identical processing times, we show
that Hm(α), where α =
√
5−1
2 , is a best possible online algorithm. When m ≥ 3, we prove
that Hm(β), where β =
√
2− 1, has a competitive ratio no greater than 1+ 1
β+1 ≈ 1.707.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Online scheduling has been a fast-growing area of scheduling research in recent years. The term ‘‘online’’ carries different
meanings in the literature. In this paper online means that jobs arrive online over time, i.e., the information about a job
including its processing time becomes known only at the instant of its arrival. We often use competitive ratio to measure the
quality of an online algorithm. The competitive ratio of an online algorithm A, say RA, is defined as follows:
RA = sup
∀I
Con(I)
Copt(I)
,
where Con(I) and Copt(I) denote the objective value of the schedule produced by algorithm A and the optimal objective
value produced by an off-line algorithm for a given instance I, respectively.
Parallel-batch scheduling is motivated by operations scheduling in industries, e.g., scheduling of ‘‘burn-in’’ operations
in semiconductor manufacturing, scheduling of heat-treatment operations in the metal processing industry etc. A parallel-
batch machine can process several jobs simultaneously as a batch as long as the number of jobs does not exceed the batch
capacity. The processing time of a batch is given by the largest processing time of all the jobs in it and all the jobs in a batch
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have the same starting time and the same completion time. Researchers have considered two versions of this scheduling
model in the literature: one is the unbounded model, i.e., b = ∞, and the other is the bounded model, i.e., b < n, where b
is the capacity of each batch.
We study online scheduling on m unbounded parallel-batch machines with m incompatible job families to minimize
the makespan. By incompatible job families, we mean that jobs from distinct families cannot be processed in the same
batch. Each job has an arrival time and a processing time, which are known only upon its arrival. The problem is difficult
to solve so we consider, for theoretical interest, the case where the number of families is equal to the number of machines.
Using the standard scheduling classification scheme of Lawler et al. [6], we denote our problem as Pm|p-batch, b = ∞, f =
m, online|Cmax, where ‘‘f = m’’ signifies that the number of incompatible job families is equal to the number of machines.
Parallel-batch scheduling with incompatible job families has been studied extensively in the literature. In the off-line
setting, a great deal of research on this topic can be found in the literature, e.g., Dobson and Nambimadom [3], Mehta and
Uzsoy [9], Uzsoy [15], Brucker et al. [1], Yuan et al. [16], Li and Yuan [7] etc. The former three studies consider the situation
where all the jobs from the same family have identical processing times.
There is also much literature on parallel-batch scheduling in the online setting. When all the jobs are from the same
family, i.e., problem 1|p-batch, b, online|Cmax, Deng et al. [2], Zhang et al. [17] and Poon and Yu [12] provide some of the best
online algorithms with the same competitive ratio
√
5+1
2 for the case b = ∞; Zhang et al. [17] and Poon and Yu [13] also
present several online algorithmswith the same competitive ratio 2 for the case b < n. In the latter paper, the authors further
present an online algorithm with a competitive ratio 7/4 when b = 2. For problem Pm|p-batch, b = ∞, online|Cmax, Zhang
et al. [17] give a lower bound m+1
√
2 on the competitive ratio and present an online algorithm PH(βm)with a competitive ratio
1+βm, where 0 < βm < 1 satisfies the equation βm = (1−βm)m−1. They also consider dense-algorithms for this problem.
Specifically, they gave a lower bound
√
2 on the competitive ratio and present a dense-algorithm with a competitive ratio√
5+1
2 . Whenm = 2, Nong et al. [11] provide an online algorithm with a competitive ratio
√
2. For generalm, Liu and Lu [8]
and Tian et al. [14] independently give two distinct best online algorithms, respectively, with a competitive ratio 1 + αm,
where 0 < αm < 1 satisfies the equation α2m + mαm − 1 = 0. Tian et al. [14] also present a best dense-algorithm with a
competitive ratio 3/2.
For problem 1|p-batch, b = ∞, online|Cmax with an arbitrary number of incompatible job families, Nong et al. [11]
propose an online algorithm with a competitive ratio 2 and show that when the number of incompatible job families tends
to infinity, any online algorithm has a competitive ratio no less than 2. Fu et al. [4] give a best online algorithm with a
competitive ratio
√
17+3
4 when the number of families is equal to 2. For problem P2|p-batch, f = 2, b = ∞, online|Cmax, Fu
et al. [5] provide a best online algorithm with a competitive ratio
√
5+1
2 .
In this paper we give a lower bound
√
5+1
2 ≈ 1.618 on the competitive ratio of any online algorithm for the
Pm|p-batch, b = ∞, f = m, online|Cmax problem. We also provide an online algorithm Hm(θ), where θ ∈ (0, 1) is a
parameter, and show that its competitive ratio is no less than 1 +
√
10
5 ≈ 1.632. When m = 2 or for the case where jobs
belonging to the same family have identical processing times,we show thatHm(α) , whereα =
√
5−1
2 , is a best possible online
algorithm.Whenm ≥ 3, we prove thatHm(β) , where β =
√
2−1, has a competitive ratio no greater than 1+ 1
β+1 ≈ 1.707.
2. Lower bound
For a job Jj, we use rj and pj to denote its arrival time and processing time, respectively.
Theorem 2.1. For problem Pm|p-batch, b = ∞, f = m, online|Cmax (even if the jobs from the same family have identical
processing times), there exists no online algorithm with a competitive ratio less than 1+ α, where α = (√5− 1)/2.
Proof. Let A be an online algorithm and ϵ be a small positive number. We consider the following instance I: The first m
jobs J1, J2, . . . , Jm fromm different families with the same processing times 1 arrive at time 0. For each job j ∈ {1, 2, . . . ,m},
assume that algorithm A starts processing job Jj at time Sj. We consider two cases as follows:
Case 1 There exists a job Jk ∈ {J1, J2, . . . , Jm} such that Sk ≥ α. Then no job comes. In this case, we have Cmax(σ ) ≥
Sk + pk ≥ 1+ α and Cmax(π) = 1. Hence we obtain Cmax(σ )/Cmax(π) ≥ 1+ α.
Case 2 For each job Jj ∈ {J1, J2, . . . , Jm}, Sj < α. Denote by Jz a job with the latest starting time among the first m jobs,
i.e., Sz = max1≤j≤m Sj. At time Sz + ϵ, for each job Jj ∈ {J1, J2, . . . , Jm}, a copy of Jj, say J ′j , arrives. In this case, we have
Cmax(σ ) ≥ Sz + pz + p′z = Sz + 2 and Cmax(π) = max1≤j≤m{r ′j + p′j} = Sz + ϵ + 1. Then we get Cmax(σ )− Cmax(π) ≥ 1− ϵ.
Since Sz < α, we obtain
Cmax(σ )− Cmax(π)
Cmax(π)
≥ 1− ϵ
Sz + ϵ + 1 >
1− ϵ
1+ α + ϵ −→
1
1+ α = α, as ϵ −→ 0.
This completes the proof of Theorem 2.1. 
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3. Online algorithms
At time t , we say a job Jj is available for online scheduling if it has arrived but has not yet been scheduled at time t . Let
U(t) be the set of all the available jobs at time t . We introduce some notation and their definitions in the following:
• p(S) the largest processing time of all the jobs in the job set S;
• pmax(t) the maximum processing time of the jobs with arrival times at most t;
• m(t) the number of idle machines at time t;
• f (t) the number of different job families existing in U(t) at time t;
• F i(t) the set of jobs from the ith family of U(t) at time t , where 1 ≤ i ≤ f (t);
• J i(t) the job with the largest processing time in F i(t) at time t , where 1 ≤ i ≤ f (t);
• pi(t) the processing time of job J i(t), where 1 ≤ i ≤ f (t). Without loss of generality, we assume that p1(t) ≥ p2(t) ≥
· · · pf (t)(t).
The following online algorithm was provided in [5] for the casem = 2:
Algorithm H2 (Fu et al. [5]) At time t , if both machines are idle and U(t) = F 1(t), then start F 1(t) on any machine if
and only if t ≥ αp1(t), where α = (√5− 1)/2. If both machines are idle and U(t) = F 1(t) ∪ F 2(t), then start F 1(t) and
F 2(t) on different machines if and only if t ≥ αp1(t). If only one machine is idle and U(t) ≠ ∅, then start F 1(t) on any
machine if and only if t ≥ αp1(t)+ p2(t). Otherwise, do nothing but wait.
Let 0 < θ < 1 be a parameter. We present the following online algorithm:
Algorithm Hm(θ)
Step 0: Set t = 0, U(0) = {Jj : rj = 0}.
Step 1: If U(t) = ∅, then go to Step 4. Otherwise, go to Step 2.
Step 2: Ifm(t) = m, then do the following:
If t ≥ θpmax(t), then start processing the jobs in F i(t) as a single batch on an idle machine, ∀ i ∈ {1, . . . , f (t)}. Reset
t = t + pf (t)(t).
If t < θpmax(t), then reset t to be the first time instant t∗ ∈ (t, θpmax(t)] such that either a new job arrives at t∗ or
t∗ = θpmax(t). Repeat Step 2.
Step 3: Ifm(t) < m, then do the following:
If t ≥ θpmax(t) + p1(t), then start processing the jobs in F i(t) as a single batch on an idle machine, ∀ i ∈
{1, . . . ,min{m(t), f (t)}}. Reset t = t + pmin{m(t),f (t)}(t).
If t < θpmax(t) + p1(t), then reset t to be the first time instant t∗ ∈ (t, θpmax(t) + p1(t)] such that either a new job
arrives at t∗,m(t∗) > m(t), or t∗ = θpmax(t)+ p1(t). Go to Step 2.
Step 4: If there are new jobs arriving after time t , then reset t as the first arrival time of the new jobs and go to Step 2.
Otherwise, terminate the algorithm.
Comparing the two online algorithmsH2 andHm(θ), we see that the former uses the information on p1(t) and p2(t)while
the latter uses the information on pmax(t) and p1(t) at each decision instant.
For a given instance I, we use σ and π to denote the schedule created by Hm(θ) and an optimal off-line schedule,
respectively. Suppose that σ contains n batches B1, B2, . . . , Bn. For each batch Bj in σ , denote by Jj a job with the largest
processing time in Bj. Then p(Bi) = pi, ∀i ∈ {1, . . . , n}. Let Jl ∈ Bl be the first job that assumes the makespan in σ , where
l ∈ {1, . . . , n}. Let Sj be the starting time of batch Bj in σ for any j ∈ {1, . . . , n}. We suppose that S1 ≤ S2 ≤ · · · ≤ Sn. When
two batches Bi and Bj satisfy Si = Sj and i < j, we assume that pi ≥ pj. For each job Jj ∈ I, we use Sπj to denote the starting
time of job Jj in π .
According to the above notation and their definitions, and the description of algorithm Hm(θ), we obtain the following
observations.
Observation 1. pl = p1(Sl).
Proof. Otherwise, pl < p1(Sl). Since J1(Sl) ∈ U(Sl), we have Cmax(σ ) ≥ Sl+p1(Sl) > Sl+pl. This contradicts the assumption
that Jl is the first job that assumes the makespan in σ . The result follows. 
Observation 2. Suppose that Bi and Bj are two batches in σ such that i < j, Si ≤ Sj, and rj ≤ Si. Then pi ≥ pj.
Proof. The result follows from the rule that the batchwith a larger processing time has a higher priority in σ at any decision
instant. 
Observation 3. For each batch Bk in σ , if m(Sk) < m, then Sk ≥ θpmax(Sk) + p1(Sk); if m(Sk) = m, then either Sk =
max{θpmax(Sk), rk} ormax{θpmax(Sk), rk} < Sk = t ′, where t ′ is the completion time of some batch in σ .
Proof. The result follows from the execution of Steps 2 and 3 of algorithm Hm(θ). 
For any batch Bk in σ , if Sk = max{rk, θpmax(Sk)} or max{rk, θpmax(Sk)} < Sk ≤ θpmax(Sk) + p1(Sk), we say that Bk is a
regular batch.
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4. Analysis of algorithms
Set α = (√5−1)/2 and β = √2−1. In this section, under the assumption that either the jobs from the same job family
have equal processing times or whenm = 2, we prove that algorithm Hm(α) is (1+α)-competitive; whenm ≥ 3, we show
that algorithm Hm(β) is (1+ 11+β )-competitive. Since the batch capacity is unbounded, the following assumption in [10] is
still valid in this paper.
Assumption (Nong et al. [10]). Without decreasing the ratio Cmax(σ )/Cmax(π), we can assume that there is only one job in
each batch of σ . 
Therefore, for each batch Bj in σ created by Hm(θ), we may suppose that Bj = {Jj}.
In the following we show the results by contradiction. We consider algorithm Hm(θ), where θ ∈ {α, β}. Note that
α = 11+α and β < 11+β . Then θ ≤ 11+θ . If possible, let I be a counter-example such that
Cmax(σ )/Cmax(π) > 1+ 11+ θ . (1)
First, for the counter-example I, we establish some claims about schedule σ .
Claim 4.1. Bl is not a regular batch.
Proof. Otherwise, Bl is a regular batch. Then either Sl = max{rl, θpmax(Sl)} ormax{rl, θpmax(Sl)} < Sl ≤ θpmax(Sl)+p1(Sl). If
Sl = max{rl, θpmax(Sl)}, then Cmax(σ ) = Sl+pl = max{rl, θpmax(Sl)}+pl ≤ max{rl+pl, (1+θ)pmax(Sl)} ≤ (1+θ)Cmax(π) ≤
(1+ 11+θ )Cmax(π). This contradicts (1). So max{rl, θpmax(Sl)} < Sl ≤ θpmax(Sl)+ p1(Sl).
By the execution of Steps 2 and 3 of algorithm Hm(θ), there must exist some batches starting before time Sl, and
completing at or after time Sl in σ . Let Ba be one of such batches with the latest starting time. Then Sa < Sl ≤ Sa + pa
so Cmax(σ ) = Sl + pl ≤ Sa + pa + pl.
We assert that rl > Sa. Otherwise, rl ≤ Sa. Since Sl > Sa, we have pl ≤ pa ≤ p1(Sa), m(Sa) < f (Sa) ≤ m and
Sa ≥ θpmax(Sa)+p1(Sa) byObservations 2 and 3. By the definition of batch Ba andObservation 1,we have pmax(Sa) = pmax(Sl)
so Sa ≥ θpmax(Sl)+ p1(Sl) ≥ Sl. This contradicts Sa < Sl. The assertion holds. Hence, Cmax(π) ≥ rl + pl > Sa + pl. There are
two cases to consider.
Case 1 pl ≥ pa. FromObservation 3, Cmax(π) > Sa+pl ≥ θpmax(Sa)+pl ≥ (1+θ)pa. Since Cmax(σ ) = Sl+pl ≤ Sa+pa+pl,
we have Cmax(σ )− Cmax(π) < pa < 11+θ Cmax(π).
Case 2 pl < pa. From the definition of batch Ba and Observation 1, pmax(Sl) = pmax(Sa). Given Sl ≤ θpmax(Sl)+ p1(Sl) =
θpmax(Sa) + pl, we have Cmax(σ ) = Sl + pl ≤ θpmax(Sa) + 2pl. By Observation 3, Cmax(π) > Sa + pl ≥ θpmax(Sa) + pl ≥
θpa + pl > (1+ θ)pl. Hence we obtain Cmax(σ )− Cmax(π) < pl < 11+θ Cmax(π).
From the above discussion, we deduce that Cmax(σ )− Cmax(π) < 11+θ Cmax(π). This contradicts (1). Therefore Bl is not a
regular batch. This completes the proof of Claim 4.1. 
From Claim 4.1 and Observation 3, we have Sl > max{θpmax(Sl) + pl, rl}. This implies that there does not exist any
idle time immediately before time Sl on any machine in σ . We re-label the m last batches starting before time Sl on the m
machines as B1, B2, . . . , Bm such that S1 ≤ S2 ≤ · · · ≤ Sm < Sl. Then
Cmax(σ ) = Sl + pl ≤ min
1≤i≤m{Si + pi} + pl. (2)
Let k be the index such that S1 = S2 = · · · = Sk < Sk+1 ≤ · · · Sm < Sl. Recall that pi ≥ pj if two batches Bi and Bj satisfy
Si = Sj and i < j. Then we have pk ≤ pk−1 ≤ · · · ≤ p1 and J1 = J1(S1). We further observe that every two jobs from
{J1, . . . , Jk} belong to distinct job families if k ≥ 2. Write
Q = {J1, . . . , Jk} and R = {Jk+1, . . . , Jm} ∪ Jl.
Claim 4.2. For each job Jj ∈ R, Sj ≥ θpmax(Sj)+ pj.
Proof. Since S1 = · · · = Sk < Sk+1 ≤ · · · ≤ Sm < Sl and there is no idle time immediately before time Sl on any
machine in σ , m(t) < m for any time instant t ∈ (Sk+1, Sm]. Recall that Sl > θpmax(Sl) + pl. By Observation 3, we have
Sj ≥ θpmax(Sj)+ p1(Sj) ≥ θpmax(Sj)+ pj. The result follows. 
Claim 4.3. For any job Jj ∈ R, Sk < rj ≤ Sk+1.
Proof. First, we show that the right inequality rj ≤ Sk+1 holds.
The inequality rk+1 ≤ Sk+1 clearly holds.We assert that rl ≤ Sk+1. Otherwise, rl > Sk+1. Then Cmax(π) ≥ Sl+pl > Sk+1+pl
so Cmax(σ ) − Cmax(π) < pk+1 by (2). From Claim 4.2, Cmax(π) ≥ rl > Sk+1 ≥ θpmax(Sk+1) + pk+1 ≥ (1 + θ)pk+1 so
Cmax(σ )−Cmax(π) < 11+θ Cmax(π). This contradicts (1). Hence rl ≤ Sk+1. Then pl = min{pj : Jj ∈ R}byObservation 2. Suppose
to the contrary that there exists a job Jh ∈ R \ {Jk+1 ∪ Jl}with arrival time rh > Sk+1. Then Cmax(π) > Sk+1 + ph ≥ Sk+1 + pl
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so Cmax(σ ) − Cmax(π) < pk+1 by (2). From Claim 4.2 again, Cmax(π) ≥ rh > Sk+1 ≥ θpmax(Sk+1) + pk+1 ≥ (1 + θ)pk+1 so
Cmax(σ )− Cmax(π) < 11+θ Cmax(π). This again contradicts (1). Hence the right inequality rj ≤ Sk+1 follows.
From the right inequality rj ≤ Sk+1, for each Jj ∈ R, we have pl ≤ pm ≤ · · · ≤ pk+1 by Observation 2. Then we consider
the left inequality Sk < rj, for each Jj ∈ R.
We assert that there exists at least one job from R arriving after time Sk. Otherwise, all the jobs from R arrive at or before
time Sk. Then all the jobs from Q ∪ R are available at time Sk. Since each job from R ∪ Q independently forms a batch in
σ , we deduce that every two jobs from R ∪ Q belong to different job families. Since R ∪ Q = {J1, . . . , Jm} ∪ Jl, we have
f (Sk) ≥ |R ∪ Q | = m+ 1 > m. This contradicts the fact that f (Sk) ≤ m. The assertion follows.
Suppose that there exists some job Jh ∈ R such that rh ≤ Sk. Since Sh > Sk, we have m(Sk) < f (Sk) ≤ m and
Sk ≥ θpmax(Sk) + p1(Sk) ≥ (1 + θ)pk by Observation 3. From the above assertion, i.e., there exists at least one job from R
arriving after time Sk, we have Cmax(π) > Sk + min{pj : Jj ∈ R} = Sk + pl. From (2), given Cmax(π) > Sk ≥ (1 + θ)pk,
Cmax(σ )− Cmax(π) < pk. This contradicts (1).
This completes the proof of Claim 4.3. 
From the above Claim 4.3 that rj ≤ Sk+1, ∀Jj ∈ R, we observe that every two jobs from R belong to different job families.
Furthermore, we immediately have the following Corollary 4.1.
Corollary 4.1. For each job Ji ∈ Q , we have
(a) Cmax(σ )− Cmax(π) < pi and Si < Cmax(π) < (1+ θ)pi.
(b) ri ≤ Sπi < θpi ≤ Si.
Proof. Note that S1 = · · · = Sk. From Claim 4.3, we have Cmax(π) > Si + min{pj : Jj ∈ R} = Si + pl. By (2), we obtain
Cmax(σ )− Cmax(π) < pi so Si < Cmax(π) < (1+ θ)pi from (1). Hence (a) holds.
Thenwe consider (b). The inequality θpi ≤ Si follows fromObservation 3. Suppose that there exists some job Ja ∈ Q such
that Sπa ≥ θpa. Then Cmax(π) ≥ Sπa + pa ≥ (1+ θ)pa. This contradicts (a). Hence (b) holds. 
Nowwe consider the condition that all the jobs from the same family have equal processing times. Set θ = α. Recall that
every two jobs from Q or R belong to different job families. Since |Q | + |R| = m+ 1 and f = m, we deduce that there must
exist at least a pair of jobs Ja ∈ Q and Jb ∈ R from the same job family. Then pa = pb. From Claim 4.3 and Observation 3,
Cmax(π) ≥ rb + pb > Sa + pb ≥ αpmax(Sa)+ pb ≥ (1+ α)pa. This contradicts Corollary 4.1(a).
The above discussion implies that I is not a counter-example. Combining this result with Theorem 2.1, we obtain
Theorem 4.1. For problem Pm|p-batch, b = ∞, f = m, online|Cmax, algorithm Hm(α) is a best possible online algorithm with
a competitive ratio 1+ α ≈ 1.618 under the assumption that the jobs from the same family have equal processing times. 
In the following we continue the examination of the general case.
Claim 4.4. For every job Jj ∈ I, pj ≤ p1.
Proof. Otherwise, there exists some job Jh ∈ I such that ph > p1. Since J1 = J1(S1), we have Sh ≠ S1. If Sh > S1, by
Observation 2, rh > S1. So Cmax(π) ≥ rh + ph > S1 + p1 ≥ (1+ θ)p1 by Observation 3.
Suppose that Sh < S1. We consider two cases as follows:
First, r1 ≥ Sh. From Observation 3, Cmax(π) ≥ r1 + p1 ≥ Sh + p1 ≥ θpmax(Sh) + p1 ≥ θph + p1 > (1 + θ)p1. Second,
r1 < Sh. Since S1 > Sh, we havem(Sh) < f (Sh) ≤ m and Sh ≥ θpmax(Sh)+p1(Sh) ≥ (1+ θ)ph > (1+ θ)p1 by Observation 3.
From Claim 4.3, Cmax(π) ≥ rl > S1 > Sh > (1+ θ)p1.
From the above discussion, we obtain Cmax(π) > (1+ θ)p1. This contradicts Corollary 4.1(a) that Cmax(π) < (1+ θ)p1.
The result follows. 
Claim 4.5. In schedule π , (i) each job from Q is individually processed on one machine and (ii) no job from R is processed on the
machine that has processed any job from Q .
Proof. Recall that every two jobs from Q or R belong to distinct job families. First, suppose that there exist two distinct
jobs Ja ∈ Q and Jb ∈ Q that are processed on the same machine in π . Then Cmax(π) ≥ pa + pb ≥ 2min{pa, pb}. From
Corollary 4.1(a) that Cmax(σ ) − Cmax(π) < min{pa, pb}, we obtain (Cmax(σ ) − Cmax(π))/Cmax(π) ≤ 12 < 11+θ (note that
θ < 1). This contradicts (1). Hence (i) holds.
Furthermore, suppose that there exists some job Jx ∈ R that is processed on the machine scheduled with a job Jy ∈ Q in
π . From Corollary 4.1(b) and Claim 4.3, we get Sπy < Sy < rx. Recall that pl = min{pj : Jj ∈ R}. Then
Cmax(π) ≥ ry + py + px ≥ ry + py + pl. (3)
From Corollary 4.1, we obtain r1 < θp1 ≤ Sy = S1 < (1 + θ)p1. If Sy = θp1, from (2) and (3), we have Cmax(σ ) −
Cmax(π) ≤ (Sy + py + pl) − (ry + py + pl) = Sy − ry ≤ θp1 ≤ 11+θ Cmax(π). This contradicts (1). So we assume that
r1 < θp1 < Sy = S1 < (1+ θ)p1. By the implementation of algorithm Hm(θ), we observe that S1 is the common completion
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time of some batches in σ . Let Bq be one of such batches with the latest starting time. Then S1 = · · · = Sk = Sq + pq. From
(2), we obtain
Cmax(σ ) ≤ min
1≤i≤k{Si + pi} + pl = Sq + pq + min1≤i≤k pi + pl. (4)
If there exists a certain job Jb ∈ Q such that rb ≤ Sq, given Sb > Sq, we havem(Sq) < f (Sq) ≤ m and Sq ≥ θpmax(Sq)+p1(Sq) ≥
(1+θ)pq ≥ (1+θ)pb byObservations 3 and 2. FromClaim4.3,we have Cmax(π) ≥ rl > S1 > Sq ≥ (1+θ)pb. This contradicts
Corollary 4.1(a) that Cmax(π) < (1 + θ)pb. Hence we assume that ri > Sq for any job Ji ∈ Q . Then ry > Sq. Using (3) and
(4), we get Cmax(σ ) − Cmax(π) ≤ (Sq + pq + py + pl) − (ry + py + pl) < pq. By Claim 4.3 and Observation 3, we have
Cmax(π) ≥ rl > S1 = Sq + pq ≥ θpmax(Sq) + pq ≥ (1 + θ)pq so Cmax(σ ) − Cmax(π) < 11+θ Cmax(π). This contradicts (1).
Claim 4.5 follows. 
Claim 4.6. k < m (i.e., |R| > 2) and Cmax(π) > S1 + 2pl.
Proof. Suppose that k = m. Then R = {Jl}. From Claim 4.3 that rl > S1 = · · · = Sk, Corollary 4.1(b) that Sπi < Si for
any job Ji ∈ Q , and Claim 4.5(i), we deduce that Jl must be processed on the machine scheduled with some job from Q
in π . This contradicts Claim 4.5(ii). Hence k < m. Since |R| = m − k + 1 > 2, there must exist two distinct jobs from R
that are processed on the same machine in π . Recall that every two distinct jobs from R belong to distinct job families and
pl = min{pj : Jj ∈ R}. Using Claim 4.3, we have Cmax(π) > S1 + 2pl. The result follows. 
Claim 4.7. r1 < S1 = θp1.
Proof. r1 < S1 follows from Corollary 4.1(b). Suppose that S1 ≠ θp1. From Corollary 4.1(a) that S1 < (1 + θ)p1 and
Observation 3, we have θp1 < S1 < (1+θ)p1 andm(S1) = m. This implies that there exist some batches completing at time
S1 in σ . Let Ba be one of such batches with the latest starting time. By (2), we have Cmax(σ ) ≤ S1+p1+pl = Sa+pa+p1+pl.
We assert that r1 > Sa. Otherwise, r1 ≤ Sa. Since S1 > Sa, we have pa = p1 and S1 > Sa ≥ θpmax(Sa)+p1(Sa) ≥ (1+θ)p1
by Observation 2, Claim 4.4, and Observation 3. This contradicts the fact that S1 < (1+ θ)p1. Hence r1 > Sa.
Now, Cmax(π) ≥ r1+p1 > Sa+p1 so Cmax(σ )−Cmax(π) < pa+pl. By Claim 4.6 and Observation 3, Cmax(π) > S1+2pl =
Sa + pa + 2pl > (1+ θ)(pa + pl) so Cmax(σ )− Cmax(π) < 11+θ Cmax(π). This contradicts (1). The result follows. 
Now we consider the case f = m = 2. Set θ = α. By Claim 4.6, we obtain Q = {J1} and R = {J2, Jl}. Using Claims 4.3
and 4.5(ii), we have Cmax(π) > S1 + p2 + pl. From Claims 4.2 and 4.4, S2 ≥ αpmax(S2) + p2 = αp1 + p2. Note Claim 4.7
that S1 = αp1. If S2 = αp1 + p2, given Cmax(σ ) ≤ S2 + p2 + pl, we have Cmax(σ ) − Cmax(π) ≤ S2 − S1 = p2. Since
Cmax(π) > S1 + p2 + pl > αp1 + p2 ≥ (1+ α)p2. Then Cmax(σ )− Cmax(π) < αCmax(π). This contradicts (1).
Suppose in the following that S2 > αp1 + p2. If S2 = r2, then Cmax(π) ≥ S2 + p2 > αp1 + 2p2 > (1 + α)pl.
Since Cmax(σ ) ≤ S2 + p2 + pl, we have Cmax(σ ) − Cmax(π) ≤ pl < αCmax(π). This also contradicts (1). So we further
assume that S2 > max{αp1 + p2, r2}. This implies that S2 is the completion time of some batch, say Bx, in σ . Then
S2 = Sx + px and Cmax(σ ) ≤ Sx + px + p2 + pl. From Claim 4.7, we can verify that Sx ≥ S1. (Otherwise, Sx < S1. Then
S1 ≥ αpmax(S1)+ p1(S1) = (1+ α)p1. This contradicts S1 = αp1.) We distinguish two cases:
Case 1 Sx = S1. Then Jx and J1 belong to two different job families. Since Cmax(π) > S1 + p2 + pl, we have
Cmax(σ )− Cmax(π) < px.
We assert that Jx is processed on the machine scheduled with jobs J2 and Jl in π . Otherwise, Jx must be scheduled on the
other machine that has processed J1 in π by Claim 4.5 so Cmax(π) ≥ p1+ px ≥ 2px by Claim 4.4. Then Cmax(σ )− Cmax(π) <
1
2Cmax(π). This contradicts (1). Hence the assertion holds.
If Sπx ≥ S1, from Claim 4.4, Cmax(π) ≥ Sπx + px ≥ αp1+ px ≥ (1+α)px so (Cmax(σ )− Cmax(π))/Cmax(π) < α. If Sπx < S1,
by Claim 4.3 that r2 > S1 and rl > S1, we have Cmax(π) ≥ px + p2 + pl so Cmax(σ )− Cmax(π) < Sx = αp1 ≤ αCmax(π).
Case 2 Sx > S1. Then rx > S1 and Sx > αp1+ px = S1+ px by Observation 3 and Claim 4.7. Given S2 = Sx+ px < S1+ p1,
we have px ≤ 12p1. If min{r2, rl} ≥ Sx, we have Cmax(π) ≥ Sx + p2 + pl so Cmax(σ )− Cmax(π) ≤ px ≤ 12p1 ≤ αCmax(π).
Suppose that min{r2, rl} < Sx. Let {Ja, Jb} = {J2, Jl} be such that ra ≤ rb. Then ra < Sx, and Jx and Ja belong to different job
families. By Observation 2, px ≥ pa ≥ pl. Since f = m = 2, we observe that Jx and Jb belong to the same family so rb > Sx.
Then Cmax(π) ≥ rb + pb > Sx + pb. Since Cmax(σ ) ≤ Sx + px + pa + pb, we have Cmax(σ )− Cmax(π) < pa + px.
If Jx is processed on themachine scheduledwith jobs Ja and Jb in π , thenwe have Cmax(π) ≥ S1+px+pa = αp1+px+pa.
Recall that pa ≤ px ≤ 12p1. Then (Cmax(σ )− Cmax(π))/Cmax(π) ≤ (pa+ px)/(αp1+ px+ pa) ≤ 1/(1+α) = α. Otherwise, Jx
is processed on the other machine scheduled with job J1 in π by Claim 4.5. Given Corollary 4.1(b) that Sπ1 < S1 and rx > S1,
we have Cmax(π) ≥ p1 + px ≥ p1 + pl so Cmax(σ )− Cmax(π) ≤ S1 = αp1 ≤ αCmax(π) by (2).
From the above discussion, we deduce that (Cmax(σ )− Cmax(π))/Cmax(π) < α. This contradicts (1). This implies that I
is not a counter-example. Combining this result with Theorem 2.1, we obtain
Theorem 4.2. For problem P2|p-batch, b = ∞, f = 2, online|Cmax, algorithm Hm(α) is a best possible online algorithm with a
competitive ratio 1+ α ≈ 1.618. 
In the following we consider the case m ≥ 3. Set θ = β = √2 − 1. From Claim 4.7, we have S1 = βp1. Note that
1+β
2 = 11+β . If pl < 1−β2 p1, by (2),wehaveCmax(σ ) ≤ S1+p1+pl ≤ (β+1+ 1−β2 )p1 = 3+β2 p1 ≤ (1+ 11+β )Cmax(π). Otherwise,
pl ≥ 1−β2 p1. From (2) and Claim 4.6 that Cmax(π) > S1+2pl, we obtain Cmax(σ )−Cmax(π) ≤ p1−pl ≤ 1+β2 p1 ≤ 11+β Cmax(π).
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From either of the above cases, we deduce that Cmax(σ )− Cmax(π) ≤ 11+β Cmax(π). This contradicts (1). Hence I is not a
counter-example. Therefore we obtain the following Theorem 4.3.
Theorem 4.3. For problem Pm|p-batch, b = ∞, f = m, online|Cmax with m ≥ 3, the competitive ratio of algorithm Hm(β) is at
most 1+ 11+β ≈ 1.707 and the bound is tight.
Proof. In order to show that the bound is tight, we consider the following instance: At time 0, the firstm jobs J1, J2, . . . , Jm
fromm distinct families with the same processing time 1 arrive. Then each copy of Ji, ∀i ∈ {1, . . . ,m}, arrives at time β + ϵ.
Algorithm Hm(β) produces a schedule σ with makespan Cmax(σ ) = β + 1+ 1 = β + 2, whereas an optimal schedule has
makespan Cmax(π) = β + ϵ + 1. When ϵ tends to 0, the competitive ratio Cmax(σ )/Cmax(π) tends to 1 + 11+β . The result
follows. 
Next we establish a lower bound on the competitive ratio of algorithm Hm(θ).
Theorem 4.4. For problem Pm|p-batch, b = ∞, f = m, online|Cmax with m ≥ 3, regardless of the value of θ , the competitive
ratio of algorithm Hm(θ) cannot be less than 1+
√
10
5 ≈ 1.632.
Proof. We consider the following scenario: The first m jobs J1 ∈ F1, J2 ∈ F2, . . . , Jm ∈ Fm arrive at time 0, and for each
i ∈ {1, . . . ,m}, a job J ′i ∈ Fi arrives at time θ + ϵ.
The first instance I1: ∀i ∈ {1, . . . ,m}, pi = p′i = 1. Then we obtain Cmax(σ ) = θ + 2 and Cmax(π) = θ + ϵ + 1. Hence
Cmax(σ )/Cmax(π) = (θ + 2)/(θ + ϵ + 1).
If θ ≤ 12 , we have Cmax(σ )/Cmax(π) ≥ 53 > 1 +
√
10
5 as ϵ tends to 0. Otherwise, θ >
1
2 . We need to consider another
instance.
The second instance I2: p1 = 1, p2 = θ + 1−θ3 , p3 = · · · = pm = θ , and p′1 = p′2 = 2(1−θ)3 and p′3 = · · · = p′m = 1− θ .
Then we have Cmax(σ ) = θ + 1+ 2(1−θ)3 and Cmax(π) = θ + ϵ+ 2(1−θ)3 + 2(1−θ)3 = 1+ ϵ+ 1−θ3 . Hence Cmax(σ )/Cmax(π) =
(θ + 1+ 2(1−θ)3 )/(1+ ϵ + 1−θ3 ).
From the two instances above, to get a better competitive ratio of algorithm Hm(θ), let θ+2θ+ϵ+1 =
θ+1+ 2(1−θ)3
1+ϵ+ 1−θ3
. When ϵ
trends to 0, we obtain θ =
√
10−2
2 and Cmax(σ )/Cmax(π) = 1+ 1θ+1 = 1+
√
10
5 ≈ 1.632. 
From Theorem 4.4, we guess that algorithm Hm(θ) is unable to solve the general problem studied in this paper when
m ≥ 3. Researchers should look for new ideas and methods of solution to tackle this difficult problem in the future.
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