It is common, even with new SPECT/CT systems, that the transmission data are truncated. This paper develops a method that obtains exact attenuation correction with truncated transmission data. The emission object (e.g., the heart) is assumed to have a finite, convex support, whose emission projections are not truncated. The transmission measurements over the support are available, but may be truncated outside the support (within the torso). A novel emission data reconstruction technique combines emission projections from conjugate views; a modified version of the ML-EM algorithm is used to reconstruct emission data. The attenuation map outside the support is not needed during reconstruction. The transmission measurements through the support are used to pre-scale the emission data and to reconstruct the attenuation map within the support. The attenuation map reconstruction within the support is an interior problem in which only a biased solution can be obtained using an iterative algorithm. The bias is then corrected by identifying a soft tissue region within the support and the known attenuation coefficient values of these pixels for the soft tissue. Proof of convergence of the new algorithm is provided. Computer simulations verify the accuracy of the new method. Conclusions: an exact attenuation map within the support can be obtained provided the attenuation coefficient is known at 1 pixel within the support. The method, which requires emission data over 360
Introduction
It is a common practice to use transmission measurements to obtain an attenuation map, and use this attenuation map for attenuation correction during SPECT image reconstruction. Many transmission/emission SPECT systems have been developed over the past 20 years (Maeda et al 1981 , Malko et al 1986 , Bailey et al 1987 , Frey et al 1992 , Tan et al 1993 , Jaszczak et al 1993 , Ficaro et al 1994 , Kemp et al 1995 . Recently the combined SPECT/CT systems have received much attention (Lang et al 1992 , Blankespoor et al 1996 , Hong et al 2006 . The most worrisome problem of using the x-ray CT to measure the transmission data is the cone-beam imaging geometry, which is likely to have truncated measurements.
It is de facto to believe that a complete attenuation map must be available in order to have exact attenuation correction for the emission SPECT. This is supported by simulations that showed that truncation has an effect on image quality (Celler et al 2005) . Therefore, when the transmission data are truncated, remedies such as data extrapolation (e.g., water equivalent assumption) are suggested to estimate the unmeasured data and reconstruct a complete attenuation map (Maltz et al 2007) . Others have found (Gregoriou et al 1998) that truncation of the attenuation map may have little impact on accurate diagnosis for the heart. In this study the impact of truncation only became noticeable when the lateral dimension of the detector was smaller than 60% of the lateral width of the patient's thorax.
We believe that these different findings are due to the methods used to process truncated projection data. We also hypothesize that for attenuation correction in SPECT, a complete attenuation map is not needed, only the line-integrals of the attenuation map through the support of the emission distribution are needed. One pixel value of the attenuation map within the support is also needed.
Theory

Setting up the imaging equation with truncated transmission data
Let the attenuated Radon transform of f (x, y) be p (θ, s) . That is, p(θ, s) is the non-uniformly attenuated SPECT data. Let the non-uniform attenuation map be μ(x, y) then the attenuated Radon transform of f (x, y) can be expressed as
Now we consider the product of p(θ , s) and p(θ +π , −s)
Detector ROI, Ω Figure 1 . The detector is used for both transmission data and emission data acquisition. The detector is large enough to measure the entire emission data in the region-of-interest (ROI), , which is the support of the emission image. However, the detector is not large enough for the transmission measurement. The transmission data are truncated due to the large attenuation map.
or
In this paper, we assume that the emission image f (x, y) has a finite support , which is convex. That is, f (x, y) = 0 if (x, y) / ∈ . The non-uniform attenuation map is larger than . The support is within the field-of-view (FOV) of the emission and transmission detector. However, the transmission detector is not large enough for the attenuation map. This common situation is illustrated in figure 1 .
The transmission measurements provide the line-integrals (x, y) . Since the object has a finite support and the projections are zero outside the support, the left-hand-side of equation (3) is measured and known. Hereafter we denote the left-hand-side of equation (3) as q (θ , s) , that is,
and
In the special case that the attenuation map μ(x, y) is a constant μ within the support , equation (4) reduces to
In cardiac SPECT imaging, if the radioactivity is dominantly concentrated in the heart, the imaging problem can be described by equation (6) and the constant μ is the linear attenuation coefficient of the soft tissue and is known for a given gamma-ray photon energy. The only unknown to be solved in equation (6) is the emission distribution f (x, y) .
If the attenuation map is non-uniform, according to equation (5), the non-uniform attenuation map is needed only within . The complete attenuation map is not required for image reconstruction using equation (5).
Solving for the non-uniform attenuation map in is an 'interior' tomography problem. The latest results for an interior tomography problem suggest that if is completely measured and the image value in a subset of is known then the image within is uniquely determined (Defrise et al 2006 , Ye et al 2007 , Kudo et al 2008 . In nuclear medicine, we can always identify a soft tissue region within , and we know the attenuation coefficient in this soft tissue region by the given gamma-ray photon energy. The sub-attenuation map within is then obtained, for example, by a transmission ML-EM algorithm (Lange and Carson 1984) with the fixed, known image value in a soft tissue sub-region. Once the sub-attenuation map is available, the emission distribution f (x, y) can be solved from equation (5), which we will refer to as the imaging equation.
Geometric interpolation of the imaging equation (5)
Equation (1) can be discretized into a system of linear equations
where P is a vector of projection data, F is the object (i.e., image) written in vector form and A is the projection matrix. The goal of image reconstruction is to solve for F from system (7). One way to solve for F is to solve the minimization problem
If the L 2 -norm is used in (8), then (8) gives the least-squares solution, which is commonly sought when the measurement noise can be modeled as Gaussian.
If the measurement noise is Poisson or the non-negativity constraint is enforced, the desired solution for F can be obtained by minimizing the following I-divergent 'norm':
where p j is the jth component in P, f i is the ith component in F and a ji is the (j, i)th entry in matrix A. The I-divergent is a measure of data discrepancy, and is, to within a constant, the negative loglikelihood functional for Poisson-distributed data (Csiszár 1991) . The common iterative ML-EM algorithm can be used to find the minimum of this I-divergent measure (Snyder et al 2001) . If system (7) is consistent, the solution F * for (7) and (8) can be illustrated geometrically (see figure 2) .
If enough measurements are available, the matrix A is of full-rank. In practice, this is approximately achieved. This makes the 'surface' quadratic function AF − P 2 a bowl with the unique minimum, which corresponds to the solution F * . When there is noise and system (7) is not consistent, the bowl in figure 2 is elevated above zero.
Similarly, finding the solution to (5) can be reduced to a minimization problem
The above minimization problem is aimed to solve the two systems
where (11a) is a subsystem for projection angles in the range of [0,π ) and (11b) is a subsystem for projection angles in the range of [π , 2π ). We must point out that
2 is a quadruplicate function and has one local maximum at the origin and two minima at F * and −F * as illustrated in figure 3 . If we use the constraint that the domain F must have non-negative coordinates, then the 'surface' function of (A 1 F ) T A 2 F − P T 1 P 2 2 is a convex bowl and there is a unique minimum F * in the domain of non-negative real numbers. On the edge of the domain there is a local maximum with F being identically equal to zero, and we have no interest in this local optimal of F ≡ 0.
Mathematical proof
In this section, we mathematically prove the unimodal property in section 2.2 using the L 2 -norm. Let
Evaluating the gradient of y with respect to the vector F yields
The necessary condition for F to be an optimum is
which results in
The Hessian of y with respect to F is the second-order gradient of the function y, and is given by
At the stationary point (15) F ≡ 0,
which is negative definite. Thus the stationary point (15) F ≡ 0 is a local maximum. At the stationary point (16)
which is positive definite. Thus the stationary point (16)
Ignoring the boundary point F ≡ 0, in the domain of non-negative entries of F, there is a unique minimum which corresponds to the solution of (A 1 F ) T A 2 F = Q, or equivalently, the solution of (7): P = AF.
Solving for F from (10)
It is important to know that within the domain of non-negative entries of F, there is a unique minimum, which is the solution we are seeking. In optimization theory, this situation is the ideal unimodal optimization problem, and almost any optimization technique can be used to find the optimum.
Our remaining task is to solve for f from equation (5), or equation (6) for the case of constant μ, by finding the minimum F in the domain of non-negative entries of F. Since the non-negativity is a constraint, we will modify the conventional iterative ML-EM algorithm for this task. The proposed algorithm is stated as follows:
where f i represents the value of the emission object f (x, y) at the pixel with index i (i.e., the ith element of F), q j is the discrete measurement calculated in equation (3) at the detector bin with index j (i.e., the jth element of Q in (16)), a ji is the geometric contribution (ignoring the attenuation effect) from the image pixel i to detector bin j and μˆkis the attenuation map value at the pixel with indexk. In equation (20), k a jk f old k exp k a jk μˆk is the discrete version of the line-integral
which is the attenuated projection data acquired by using a virtual detector at the center of rotation and the attenuation coefficient is μ(s θ +t θ ⊥ ). Similarly, k a jk f old k exp − k a jk μˆk is the discrete version of the lineintegral
which is the attenuated projection as if the virtual
detector is at the center of rotation with the attenuation coefficient function μ(s θ +t θ ⊥ ). Next we will establish the convergence of algorithm (20) . In other words, we will show that algorithm (20) solves equation (16). (16), it is a stationary point for the algorithm in (20). In fact, the discrete version of equation (5) is
It is clear that if a solution satisfies equation
Substituting (21) into (20) 
which implies that the solution {f i } is a stationary point for the algorithm.
If we re-write the multiplicative update scheme (22) as its additive equivalent, we have
or symbolically, this algorithm is in the gradient descent form
where
is the data discrepancy, and E T −1 E is the objective function to be minimized. The diagonal matrix contains the weighting factors for each measurement ray, and is defined as
The operator B is a backprojector excluding the model for attenuation, whose elements are the summation over j: j a ji • j . The step size matrix β is also diagonal, with
Equation (24) is a gradient descent algorithm to find the minimum of E T −1 E with the step size small enough so that the updated value is in the domain of non-negative real numbers.
Computer simulations
Computer simulations have been conducted to verify the proposed algorithm with truncated transmission data for exact attenuation correction. The attenuator is shown in figure 4 , where the large disc has a diameter of 128 units, and the two smaller discs have a diameter of 51.2 units. The linear attenuation coefficient of the large disc is 0.01 per unit. The linear attenuation coefficient for one of the smaller discs is 0.015 per unit and for the other smaller disc is 0.005 per unit. A small (10 × 10) square is indicated in figure 5 at the center of the attenuator. Figure 3 . (A) An illustration of finding the solution of systems A 1 F = P 1 and A 2 F = P 2 being reduced to finding the solution of (A 1 F) T A 2 F = P T 1 P 2 . (B) An illustration of finding the solution of (A 1 F) T A 2 F = P T 1 P 2 being reduced to finding the minimum of (A 1 F ) T A 2 F − P T 1 P 2 2 .
Detector Figure 4 . The non-uniform attenuator with a diameter of 128 units. The attenuation coefficient in the 10 unit by 10 unit square at the center of the attenuator is assumed to be known.
Detector Figure 5 . The emission object is smaller than the attenuator. Figure 6 . The reconstructed attenuation map is accurate only in the central ROI. This is all that is needed to satisfy equation (5).
ROI
We assume that the attenuation coefficient in this small square is known and will be used to assist the reconstruction of the attenuation map. The emission object is shown in figure 5 , where the four small lesions have the same diameter of 12.8 units with the intensity of 1.5. The circular background activity intensity is 1 and has a diameter of 51.2 units.
The one-dimensional detector has a size of 64 units with 64 detector bins. In other words, the 'unit' is the detector bin-size. The detector is barely large enough for the emission object, but is not large enough for the attenuator. We assume that the detector measures the parallelbeam emission data from the emission object, and measures the parallel-beam transmission data from the attenuator. In reality, if convergent-beam transmission data are acquired, the convergent-beam data will be rebinned into parallel-beam data, to be consistent with the emission data. If the emission data are also acquired with the same convergent geometry as the transmission data, no rebinning is necessary.
The truncated transmission data (i.e., line-integrals of the attenuator) and un-truncated emission data (i.e., attenuated Radon transform of the object) are generated analytically at 180 views uniformly distributed over 360
• . The common iterative emission ML-EM algorithm is used to reconstruct the attenuation map. This is an 'interior tomographic' problem with truncated data, and the ML-EM reconstruction of the attenuation map in the ROI (which is also the support of the emission object) is biased (Rohmer et al 2006a (Rohmer et al , 2006b . At each iteration of the ML-EM algorithm, we calculate the average image value in the small square as indicated in figure 5. Since the value in the small square region is assumed to be known, the calculated average value is then compared with the known values and the current estimate of the image is adjusted by adding the amount of: (true value) − (calculated average value). After 20 iterations, the resultant attenuation map is obtained and is shown in figure 6 . The attenuation map is accurate only within the ROI, which is, in our case, the support of the emission object. The emission image is then reconstructed iteratively using the algorithm presented in (20). After 20 iterations, the emission image is obtained, and is shown in figure 7 . Figure 8 shows the same reconstruction as figure 7, except that the emission projections are corrupted with Poisson noise; there are 17 million counts in the projections for this two-dimensional study.
Finally, we applied our algorithm to a situation that violates our assumption that there is no emission activity outside the ROI. In the example shown in figure 9 (left), a large disc of diameter of 90 units is added to the emission phantom which is 51.2 units in diameter. This large disc extends outside the ROI, which is 64 units in diameter, and has an intensity of 0.2.
If we assume that the emission data are not truncated (e.g., the emission detector is larger, or the emission data are acquired via a parallel-beam geometry) but the transmission data are truncated, the iteratively reconstructed image is shown in figure 9 (left), where no artifacts are visually detectable, however, the emission image may be slightly biased.
If we assume that the emission data are also truncated in the same way as the transmission data, the resultant reconstruction is shown in figure 9 (right) , where an artificial bright ring appears on the edge of the ROI and the object of interest has no detectable artifacts but may be slightly biased.
When the emission activity is truncated, the imaging problem becomes an interior 'problem' for the attenuated Radon transform, which is still under investigation. It is hypothesized that if the emission image value is known in a small sub-region (e.g., outside Figure 9 . In this example, the assumption of no emission activity outside the ROI is violated. Left: reconstruction when the emission data are not truncated but the transmission is truncated as shown in figure 4 . Right: reconstruction when the emission data are truncated in the same way as the transmission data. the patient's body) within the ROI, the interior problem for the attenuated Radon transfer is solvable.
Conclusions
Combining the projections at opposite views was an early approach to reduce the attenuation effect in SPECT, and was investigated by Sorenson (1974) , where the geometric mean of the projection data from the opposite views was used. Sorenson's method gives a good approximation for the reconstruction of attenuated data for a distributed source within a uniform attenuator. In this paper, we applied the technique where by combining emission projections from conjugate views, the attenuation map outside the ROI is not needed during reconstruction. The transmission measurements through the ROI are used to pre-scale the emission projections and are used to reconstruct the attenuation distribution within the ROI. The attenuation map outside the ROI is not needed in emission data reconstruction. Since the attenuation map reconstruction within the ROI is an 'interior problem', only a biased solution can be obtained using an iterative reconstruction algorithm. If we know the attenuation coefficient in a sub-region of the ROI, then the bias in the reconstructed ROI attenuation map can be corrected.
The combination of the emission projections from the conjugate views pre-scaled by the reciprocal of the transmission measurements (see equation (4)) is used in a modified ML-EM algorithm (see equation (20)) for exact emission image reconstruction.
The significance of this work is to provide a means to perform attenuation correction in SPECT with truncated transmission data. The drawback of the proposed method is that the emission projections are required over 360
• . If the emission object is larger than the ROI, which is the non-truncated region of the transmission data, the emission image outside the ROI may be slightly biased. If the emission data are also truncated, some truncation artifacts are observed on the truncation edges.
