Various approximations to percentiles of the noncentral χ 2 -distribution are examined for their accuracy over a wide range of values of the parameters of the distribution.
Introduction and summary
It is widely recognized that the noncentral χ 2 -distribution is of considerable theoretical and practical importance in many mathematical and statistical applications. For instance, noncentral χ 2 has applications in deriving expected values of quadratic forms in analysis of variance (Graybill, 1976, pp. 139-140) , in approximating the nonnull distribution and power of the χ 2 -test of goodness of fit (Tiku, 1985) , as well as certain other nonparametric tests (Andrews, 1954; Lehmann, 1975, p. 2 47) . In addition, noncentral χ 2 also appears in the derivation of asymptotic (n tends to infinity) nonnull distribution of the Hotelling's T 2 (Anderson, 1984, pp.163-164; Tiku, 1985) , and that of likelihood ratio-statistics for tests of multivariate linear hypotheses (Wilks, 1962, p. 419; Sugiura, 1968; Graybill, 1976, pp. 189-190) .
In many applications involving the noncentral χ 2 one has to compute its percentiles involving the evaluation of the inverse probability functions (see, e.g., Bagui, 1996) . However, the evaluation of such inverse functions is extremely tedious involving slow and expensive techniques of numerical iteration such as the Newton-Raphson procedure (see, e.g., Ralston and Wilf, 1967; Carnahan et al., 1969) . There are a number of approximations for computing the percentage points of the noncentral χ 2 -distribution, at arbitrary probability levels, available in the literature. The applicability of several of these approximations is further enhanced by ease of their computational simplicity. The purpose of this paper is to compare many of these approximations to determine their accuracy. Some of these approximations were previously investigated by Patnaik (1949) , Pearson (1959) , Sankaran (1959 Sankaran ( , 1963 , and Cox and Reid (1987) . A brief description of each procedure is given and appropriate tables comparing their accuracy, calculated for each procedure, are presented. A more comprehensive set of tables is given in Sahai and Ojeda (1998).
Approximations
The noncentral χ 2 -distribution was obtained by Fisher (1928, p. 663) , as a limiting case of the distribution of the multiple correlation coefficient, who also gave upper 5% points of the distribution for certain selected values of the degrees of freedom and the noncentrality parameter. There are many approximations to the noncentral χ 2 -distribution discussed in the literature which can be used to compute the percentiles of the distribution. Some of the important ones are considered here.
In this paper, χ 2 ν (λ) will be used to denote a noncentral χ 2 -variate with ν degrees of freedom and the noncentrality parameter λ. In addition, χ 2 ν,α (λ) will denote its 100α-th percentile defined by Pr χ
Patnaik (1949) suggested an approximation of χ 2 ν (λ) by cχ 2 f where c and f , obtained by equating the first two moments of the two variables, are
Patnaik (1949) also proposed a normal approximation of χ 2 ν (λ) which consists in first approximating χ 2 ν (λ) by cχ 2 f and then approximating 2χ 2 f by a normal variate with mean √ 2f − 1 and variance 1. The resulting approximation is:
has a normal distribution with mean 2(ν + λ) 2 /(ν + 2λ) − 1 1/2 and variance 1. We will refer the two Patnaik's approximations as the Patnaik's 1st and 2nd approximations, respectively. Pearson (1959) suggested an improvement to the approximation (2) which consists in approximating χ 2 ν (λ) by b + cχ 2 f where b, c and f , obtained by equating the first three moments of the two variables, are
Abdel-Aty (1954) also considered a normal approximation which consists in first approximating χ 2 ν (λ) by cχ 2 f and then applying the Wilson-Hilferty (1931) approximation to the central χ 2 f . The resulting approximation is: (ν + λ)
has a normal distribution with mean 1−2 (ν + 2λ) /9(ν + λ) 2 and variance 2 (ν + 2λ) / 9 (ν + λ) 2 .
Sankaran (1959, 1963 ) discussed among others the following normal approximations of χ 2 ν (λ):
has a normal distribution with mean [λ + (ν − 1))
and variance 1.
(ii)
has a normal distribution with mean
h has a normal distribution with mean
and variance
where
We will call these approximations as Sankaran's 1st, 2nd and 3rd approximations, respectively.
Johnson (1959) developed a simple normal approximation of χ
by applying a normal approximation to the right hand side of the equation 
In both approximations (4) and (5) the error as (λ → ∞) is O(λ −1/2 ), uniformly in t. Approximations (4) and (5) 
where O λ 3 is uniform in any finite interval of t, λ ⇒ 0, leading to the approximation:
Approximation (7) is not very accurate, but has been included here for the sake of completeness. For small values of ν, the quality of the approximation deteriorates rapidly as λ increases. For very large values of ν, the approximation improves somewhat but is still not to be recommended. Cox and Reid (1987) considered the approximation
Approximation (8) is valid for λ → 0 as ν → ∞. Note that ignoring the third term in the brackets in (6) gives an approximation which is asymptotically equivalent to (8) .
In addition, Cox and Reid (1987) proposed approximating χ 2 ν (λ) by the linear com-
, prompted by a result given in Barndorff-Nielsen and Cox (1985, Equation 1.6). We will call these approximations as Cox-Reid's 1st and 2nd approximations, respectively.
Temme (1993) gave a simple and useful approximation, for large values of t and λ, as
Although approximation (9) is quite simple for evaluating a probability expression, it requires the use of an iterative procedure to compute the corresponding percentile value and is not included in our comparative study.
Finally, we note a simple empirical approximation, reported by Tukey (1957) , to the 95th percentiles of χ 2 ν (λ) given by
Although approximation (10) is limited to only 95th percentiles, it has been included here for detailed comparison in view of its usefulness, simplicity and accuracy.
Results
The percentiles of χ 2 ν (λ) calculated for various approximations as well as the exact values, for selected values of α, ν and λ, are shown in Table 2 . For higher values of percentiles, the Patnaik's central χ 2 approximation is the most accurate, when ν and λ are small. In this situation, the 1st and 3rd approximations of Sankaran are also quite accurate. For lower percentiles, the 3rd approximation of Sankaran performs best; and for small values of ν and λ, the Patnaik's central χ 2 approximation is also quite accurate. Johnson and Johnson-Kotz type approximations differ by a percentile of one unit and give satisfactory results for higher percentiles and large values λ. Bol'shev-Kuznetzov and the two CoxReid approximations have extremely poor performance for simultaneously small values of ν and large values of λ. However, their accuracy improves dramatically for large values of ν, but are still not to be recommended. Tukey's empirical approximation for the 95th percentile, although quite accurate for small values of ν progressively degenerates as ν increases.
