We extend the notion of the distance to a measure from Euclidean space to probability measures on general metric spaces as a way to do topological data analysis in a way that is robust to noise and outliers. We then give an efficient way to approximate the sub-level sets of this function by a union of metric balls and extend previous results on sparse Rips filtrations to this setting. This robust and efficient approach to topological data analysis is illustrated with several examples from an implementation.
Introduction
Topological data analysis strives to discover and quantify topological structure underlying data. The flagship tool in topological data analysis is persistent homology, which aims to give a summary of the underlying structure across all scales in the form of a persistence diagram. The prerequisite for persistent homology is a discrete representation of a growing sequence of spaces. Usually, these spaces approximate the sublevel sets of a function, where distance functions are a popular choice. Although distances capture geometry or metric structure, they are not robust to certain types of noise. The distance to a measure is a function on a space that reflects both the underlying (geo)metric structure as well as the underlying probability distribution generating the data, thus affording some resilience to outliers.
Although it provides robustness to noise, the distance to a measure is difficult to work with because the representations of its sub-level sets can be quite complex. This problem is exacerbated when considering more general metric spaces beyond Euclidean spaces. Moreover, the natural approximations based on the Vietoris-Rips filtration are prohibitively large and cannot be constructed in full except for very small examples. It might seem that robustness comes only at the cost of efficiency. The goal of this paper is to address these challenges by giving an efficient construction that provably approximates the persistent homology of the distance to a measure for a wide class of metric spaces, thus achieving both robustness and efficiency.
Contributions:
1. A Generalization of the Wasserstein stability and persistence stability of the distance to a measure for triangulable metric spaces.
2.
A general method for approximating the sub-level sets of the distance to a measure by a union of balls. Our method uses O(n) balls for inputs of n samples. Known methods for representing the exact sub-level sets can require n Θ(d) balls.
3. A Generalization of the Vietoris-Rips filtration to weighted point sets called the weighted Rips filtration. This is the first construction for computing approximations to the distance to a measure in nonEuclidean metrics. Independently, this filtration comes with stability properties that make it useable for signature purposes.
4.
A linear size approximation to the weighted Rips filtration. For intrinsically low-dimensional metric spaces, we construct a filtration of size O(n) that achieves a guaranteed quality approximation. This is a significant improvement over the full weighted Rips filtration, which has size 2 n in general or size n d+1 if one considers only simplices up to dimension d.
An effective implementation with experimental results.
Overview of the paper Originally, the distance to a measure was introduced to capture information about both scale and density in a Euclidean point cloud.
We extend the distance to a measure to any metric space X. We writeB(x, r) to denote the closed ball of center x and radius r. The distance to a measure is then defined as follows.
Definition 1. Let µ be a probability measure on a metric space X and let m ∈]0, 1] be a mass parameter. We define the distance d µ,m to the measure µ as
where δ µ,m is defined as δ µ,m : x ∈ X → inf{r > 0 | µ(B(x, r)) > m}.
The distance to a measure has interesting inference and stability results in the Euclidean setting [3] . That is, the sub-level sets of the function can be used to infer the topology of the support of the underlying distribution (inference), and also, the output for similar inputs will be similar (stability). In Section 3, we extend these stability results to any metric space. The results about the stability of persistence diagrams apply to any triangulable metric space, i.e. metric spaces homeomorphic to a locally finite simplicial complex (the persistence diagram may not exist for non-triangulable metric spaces).
We then give a new way to approximate the distance to a measure. Using a sampling of the support of a measure, we are able to compute accurately the sub-level sets of the distance to a measure in any metric space, using power distances. We show in Section 4.1 that these functions have adequate stability and approximation properties. Then, in Section 4.2, we give the practical implications for computing persistence diagram for finite samples.
The witnessed k-distance is another approach to approximating the distance to a measure proposed in [12] . This approach works only in Euclidean spaces as it relies on the existence of barycenters of points. The analysis links the quality of the approximation to the underlying topological structure. In this paper, we look at bounds independent from intrinsic geometry. When restricted to the Euclidean setting in section 4.3, our method improves the approximation bounds from [12] . The new bounds match the quality of approximation achieved by our method of Section 4.1, which has the added advantage that it is valid in any metric spaces..
In Section 5, we introduce the weighted Rips complex. Given a parameter, the sub-level set of a power distance associated with this parameter is a union of balls. Generalizing the Vietoris-Rips complex, we define the weighted Rips complex as the clique complex whose 1-skeleton is the same as the one of the nerve of this union of balls. The induced filtration has important stability properties and can be used to approximate persistence diagrams.
Unfortunately, the weighted Rips filtration is too large to construct in full for large instances. This problem already exists with the usual Rips filtration. Sparsifying schemes have been recently proposed in [10, 15] . Extending the approach used in [15] , we construct a sparse approximation that has linear size in the number of points (Section 6). This can be used to approximate persistence diagrams even for high dimensional inputs if the data is intrinsically low dimensional.
The combination of these approaches makes it possible to use the distance to a measure to infer topology on real instances. In Section 7, we illustrate the theory with some examples and results from an implementation.
Background
In this paper, we consider a metric space X with the distance d X (·, ·). In a slight abuse of notation, we also write d X to denote the distance between a point and a set defined as d X (x, P ) = inf p∈P d X (x, p). The Hausdorff distance between two sets P and Q will be denoted d H (P, Q). We write B(x, r) for the open ball of center x and radius r in d X , and we writeB(x, r) for the corresponding closed ball.
Wasserstein distance
To compare measures, we use the Wasserstein distance, also called the earthmover distance. Intuitively, it is the minimal cost to move all the mass from one measure to another. To state the formal definition we first introduce some notation.
Given a measure µ on a metric space X, we write B(X) to denote the set of all Borel subsets of X. Given A ∈ B(X), we define the mass of A as µ(A). Similarly µ(X) is called the total mass of µ. We write Supp(µ) for the support of the measure µ.
Definition 2. Let µ and ν be positive measures with the same total mass on a metric space X. A transport plan between µ and ν is a measure π on X × X such that for all A, B ∈ B(X), π(A × X) = µ(A) and π(X × B) = ν(B).
We denote by Π(µ, ν) the set of all transport plans between µ and ν. The pth order cost of the transport plan π is defined as
The Wasserstein distance between µ and ν is the minimum cost over all transport plans.
Definition 3. Let µ and ν be positive measures with the same total mass on a metric space X. The Wasserstein distance of order p between µ and ν is defined as
The Wasserstein distance is finite if both probability measures have finite p-moments, which is always the case for measures with compact support.
Persistence theory
A filtration F = {F α } α∈R+ is a sequence of spaces parametrized by α. This sequence is increasing with respect to inclusion, which means that for all α ≤ β, F α ⊆ F β . Persistence theory studies the evolution of the homology of the sets F α for α going from 0 to +∞. More precisely, the filtration induces a family of vector spaces connected by linear maps at the homology level, called a persistence module. More generally, a persistence module is a pair V = ({V α }, {v β α }) where each V α is a vector space and v β α is a linear map V α → V β . For details on homology one can refer to [13] .
A filtration F is said to be quadrant-tame or q-tame when, for any α < β, the homomorphism between H * (F α ) and H * (F β ) induced at the homology level by the canonical inclusion has finite rank. The algebraic structure of a q-tame persistence module is fully and uniquely described by its persistence diagram, a multiset of points in the plane each describing the lifespan of a homological feature in the evolution of the filtration. The persistence diagram also contains the diagonal x = y with infinite multiplicity. The persistence diagram of F is denoted Dgm(F ). For more details on persistent homology, one can refer to [11] .
Bottleneck distance
To compare persistence diagrams we use the bottleneck distance d B . For any two multisets D and E in a the plane of the same cardinality, the bottleneck distance is defined as
where B is the set of bijections from E to D and · can be any norm on R 2 . We will consider the L 1 -norm in the numerical part. The persistence diagrams include the diagonal with infinite multiplicity to guarantee that they all have the same cardinality. The maximization in the definition is known as the bottleneck cost of the bijection f and thus the bottleneck distance is the minimum bottleneck cost among all possible bijections between the multisets.
It is sometimes useful to look at persistence diagrams on a logarithmic scale. In this case, we write d log B for the bottleneck distance. This means that we work with diagrams after the change of coordinates (x, y) → (ln(x), ln(y)). Note that this may change the minimizing bijection.
Filtration interleaving
One way to prove that two persistence diagrams are close is to prove that the filtrations inducing them are interleaved. Two filtrations {U α } α∈R and {V α } α∈R are said to be -interleaved if for any α,
The following classic result [1, 4, 8] about stability of persistence diagrams says that interleaved filtrations yield similar persistence diagrams.
Theorem 4. Let U and V be two q-tame and -interleaved filtrations. Then, the persistence diagrams of these filtrations are -close in bottleneck distance, i.e.,
We work with the persistence theory on functions, which means studying the persistence of the sub-level sets filtration defined as {f −1 (] − ∞, α])} α∈R for any real-valued function. To simplify notation, we write Dgm(f ) to denote the persistence diagram of the sub-level sets filtration of f .
Persistence module interleaving
The notion of interleaving can be extended to persistence modules as seen in [5] . Given two persistence modules U = ({U α }, {u given in the persistence module U. We use it to define the interleaving of two persistence modules as follows. Note that the definition is equivalent to the commutativity of the following diagrams for any α < β.
The following theorem is an algebraic analog of Theorem 4. The proof can be found in [4] . Theorem 6. Let U and V be two q-tame and -interleaved persistence modules. Then,
Contiguous simplicial maps
Let X and Y be simplicial complexes. A simplicial map f : X → Y is a map between the corresponding vertex sets so that for every simplex σ ∈ X, f (σ) = p∈σ f (p) is a simplex in Y . Two simplicial maps f and g are contiguous
Many of the simplicial complexes considered in this paper are clique complexes. Recall that clique complex is a simplicial complex whose simplices are the cliques of a graph. We will use the following simple lemma to construct contiguous simplicial maps between clique complexes. Lemma 7. Let X and Y be clique complexes and let f and g be two functions from the vertex set of X to the vertex set of Y . If for every edge (p, q) ∈ X, the tetrahedron {f (p), g(p), f (q), g(q)} is in Y , then f and g induce contiguous simplicial maps from X to Y .
, g(q)) for some vertices p and q in σ. Since (p, q) ∈ σ, the tetrahedron hypothesis of the lemma implies that all of these pairs are edges of Y . Thus, f (σ) ∪ g(σ) is a simplex in Y because Y is a clique complex. Moreover, f (σ) ∈ Y and g(σ) ∈ Y because simplices are closed under taking subsets. Therefore, f and g are indeed contiguous simplicial maps as desired.
3 Persistence and stability of distance to measure in metric spaces
In this section, we prove that, if we have two close probability measures, then the persistence diagrams of the sub-level sets filtration of their distance to measure functions are close. The result applies to triangulable metric spaces, i.e., those that are homeomorphic to a locally finite simplicial complex. In particular, every compact, Riemannian manifold is triangulable.
Theorem 8. Let µ and ν be two probability measures on a triangulable metric space X and let m be a mass parameter. Then Dgm(d µ,m ) and Dgm(d ν,m ) are well-defined and
To prove this theorem, we first show that the distance to measure functions are stable with respect to the Wasserstein distance. Then, we prove that their diagrams are well-defined and are close using Theorem 4.
Wasserstein stability
A measure ν is a submeasure of a measure µ if for every B ∈ B(X), ν(B) ≤ µ(B). Let Sub m (µ) be the set of all submeasures of µ, which have a total mass m.
The distance to a measure µ at point a x can be expressed as the Wasserstein distance between two measures, the Dirac mass δ x on x and a submeasure of µ of mass m. Using this view, we generalize the stability result from [3] as follows.
Proposition 9. Let µ be a probability measure on a metric space X, and let m ∈]0, 1] be a mass parameter. Then,
Given x ∈ X and m > 0, let R µ,m (x) be the set of the submeasures of µ with total mass m whose support is contained in the closed ballB(x, δ µ,m (x)) and whose restriction to the open ball B(x, δ µ,m(x) ) coincides with µ. The proof shows that R µ,m (x) is exactly the set of minimizers of Proposition 9.
In order to prove this theorem we need to introduce a few definitions. The cumulative function F ν : R + → R of a measure ν on R + is the non-decreasing function defined by
Proof. If ν is a measure of total mass m on X then there exists only one transport plan between ν and the Dirac mass mδ x . It transports every point of X to x. Hence we get
Let d x : X → R denote the distance function to the point x and let ν x be the pushforward of ν by the distance function to x. That is, for any subset
. Using the change of variable formula and the definition of the cumulative function we get:
Suppose further that ν is a submeasure of µ, then
µx (l) for all l > 0, and thus,
This inequality implies that d µ,m (x) is smaller than
Consider the case when the inequality in (2) is tight. Such a case happens when for almost every l ≤ m, F −1
µx (l). Since these functions are increasing and left-continuous, equality must hold for every such l. By the definition of the pushforward, this implies that ν(B(x, δ µ,m (x))) = m, i.e., all the mass of ν is contained in the closed ballB(x, δ µ,m (x)), and that ν(B(x, δ x,µ (m))) = µ(B(x, δ x,µ (m))). Because ν is a submeasure of µ this is true if and only if ν is in the set R µ,m (x) described before the proof. Thus R µ,m (x) is exactly the set
To conclude the proof we need only show that there exists at least one
is an obvious choice. The only difficulty is when the boundary ∂B(x, δ µ,m (x)) of the ball has too much mass. In this case we uniformly rescale the mass contained in the bounding sphere such that the measure µ x,m has total mass m. More precisely we let:
.
We hence have
From this result, we have the following Wasserstein stability guarantee for the distance to a measure.
Theorem 10. Let µ and ν be two probability measures on a metric space X and let m ∈]0, 1] be a mass parameter. Then:
Proof. Using Proposition 9, we get that
, where µ x,m ∈ R µ,m (x). Let π be an optimal transport plan between µ and ν, i.e., a transport plan between µ and ν such that
Let us consider the submeasure µ x,m of µ. Then there existsπ a submeasure of π that transports µ x,m to a submeasureν of ν. We get that:
Using Proposition 9 again, we get that for any
The roles of µ and ν can be reversed to conclude the proof.
Another consequence of Proposition 9 is that d µ,m is 1-Lipschitz thus is continuous with respect to x. Proposition 11. Let µ be a probability measure on a metric space X and let m ∈]0, 1] be a mass parameter. Then d µ,m is 1-Lipschitz.
Proof. Let x and y be two points of X. Using Proposition 9, there exists a submeasure µ x,m of µ such that
The choice of x and y is arbitrary, so by symmetry,
Persistence
For persistence diagrams of sub-level sets filtrations of distance to measure functions to be well-defined, we need to prove that they are q-tame.
Proposition 12. Let X be a triangulable metric space, let µ be a probability measure on X, and let m ∈]0, 1] be a mass parameter. Then, the sub-level sets filtration of d µ,m is q-tame.
Proof. According to Proposition 11 d µ,m is 1-Lipschitz and thus continuous. Also, d µ,m is nonnegative by definition. Moreover, d µ,m is proper, i.e., the preimage of any compact set is compact. As the function is nonnegative and continuous, it suffices to show that any sub-level set d
Hence we can extract a sub-sequence (x φ(i) ) i>0 such that for any i and j,B(
The function δ µ,l (x φ(i) ) is nonnegative and increasing with l and therefore
Measures are countably additive, so
However, µ is a probability measure and therefore µ(X) = 1. This contradiction implies that d
is compact. As X is triangulable, there exists a homeomorphism h from X to a locally finite simplicial complex C. Then for any α > 0, we can restrict the simplicial complex C to a finite simplicial complex
Thus its sub-level sets filtration is q-tame by Theorem 2.22 of [4] .
The construction extends to any α and therefore the sub-level sets filtration of d µ,m •h −1 is q-tame. Furthermore, homology is preserved by homeomorphisms and thus we can say that the sub-level sets filtration of d µ,m is q-tame.
Theorem 8 is now obtained by combining Theorem 4 and Proposition 12.
Proof of Theorem 8. Theorem 10 guarantees that:
The sub-level sets filtrations are therefore interleaved since for all α ∈ R,
Therefore, applying Theorem 4 gives
Approximation of d µ,m
Computing the persistence diagram of the sub-level sets filtration of d µ,m requires knowing the sub-level sets. They are not generally easy to compute. We propose an approximation paradigm for d µ,m that replaces the sub-level sets by a union of balls. The approach is works in any metric space and yields equivalent guarantees as the witnessed k-distance approach used in [12] for Euclidean spaces.
Power distances
Definition 13. Given a metric space X, a set P and a function w : P → R, we define the power distance f associated with (P, w) as
where w p is the value of w at the point p.
The function w can be defined on a superset of P . Moreover, the sub-level set
is the union of the closed balls centered on the points p of P with radius r p (α) = α 2 − w 2 p . By convention, we assume the ball is empty when the radius is imaginary.
Stability
Power distances are stable under small perturbations of the points.
Proposition 14. Let X be a metric space, and let w : X → R be a function from X to R. Let P and Q be two subsets of X. Let f P and f Q the power distances associated with (P, w) and (Q, w). If w is t-Lipschitz with t ≥ 1, then:
Proof. Let x be a point of X and q ∈ Q such that f Q (x)
Using the fact that t ≥ 1,
Moreover, the relation a
To conclude the proof, it suffices to reverse the roles of P and Q.
The following lemma states a result about inclusions between balls. It allows another stability result on power distances (Proposition 16) and will be useful for studying the stability of the weighted Rips filtration in Section 5.
Lemma 15. Let P be a subset of X and w : X → R a t-Lipschitz function. Let > 0, α ∈ R and let q be a point of X such that d X (q, P ) ≤ . Then there exists p ∈ P such that:
As a consequence, we obtain the following.
Proposition 16. Let X be a metric space and let w : X → R be a function. Let P and Q be two subsets of X. Let f P and f Q the power distances associated with (P, w) and (Q, w). If w is t-Lipschitz, then:
Proof. Let x be a point of X. There exists p ∈ P such that x ∈B(p, r p (f P (x))).
Approximation
To approximate the distance to a probability measure µ, we introduce the following function.
Definition 17. Let µ be a probability measure on a metric space X and let m ∈]0, 1] be a mass parameter. Given a subset P of X, we define d P µ,m as the power distance associated with (P, d µ,m ).
That is, we use the distance to the measure to weight the points. If P is close to Supp(µ), we obtain an approximation of d µ,m .
Theorem 18. Let µ be a probability measure on a metric space X and let m ∈]0, 1] be a mass parameter. Let P be a subset of X. If P is an -sample of
A multiplicative approximation implies a multiplicative interleaving of the sub-level sets filtrations that becomes an additive interleaving on a logarithmic scale. Theorem 4 thus guarantees that the persistence diagrams are close in the bottleneck distance on a logarithmic scale.
Proof. Let x be a point of X. Using the previous notations we get
Let us now fix a point p ∈ Supp(µ). Since µ p,m is a submeasure of µ of total mass m,
The third inequality follows from the triangle inequality and the relation (a + b) 2 ≤ 2(a 2 + b 2 ). As the above inequality holds for any point p in P we can conclude that
To show the other inequality, let p be a point of P . Then by definition we get:
By the definition of the distance to a measure,
Measures with finite support
We now assume that the data are given as a finite set of points P in a metric space X. We define the following measure to study the point set P .
Definition 19. Given a finite point set P in a metric space X, the empirical measure µ P on P is defined as a normalized sum of Dirac measures:
Let x be a point of X. We introduce the parameter k = m|P |. To simplify the exposition we will assume that k is an integer. See Remark 1 for the generalization.
We reorder the points of p such that P = (p 1 (x), . . . , p |P | (x)) and
If two points are at the same distance of x, we order them arbitrarily. We define the set N N P k (x) = {p 1 (x), . . . , p k (x)} and call it the set of k th nearest neighbors of x. The set Λ P k consists of all k-tuples of points of P .
Lemma 20. Let P be a finite point set in a metric space X then for any x ∈ X:
Proof. Since µ P has finite support, all its submeasures also have finite support.
Combined with the relation (3), we get
As S x ∈ Λ P k , we are done. The distance to the empirical measure, d µ P ,m , is thus defined as a lower envelope of quadratic functions. It is generally costly if not impossible to compute its sub-level sets.
However, we can directly use the approximation presented in Section 4.1. Using P in Definition 17 and Theorem 18, we get the following.
Corollary 21. Let P be a finite point set of a metric space X and m ∈]0, 1] be a mass parameter. Then:
The multiplicative approximation gives a closeness result between persistence diagrams on a logarithmic scale.
Corollary 22. Let P be a finite point set of a triangulable metric space X and m ∈]0, 1] be a mass parameter. Then,
Proof. Corollary 21 implies that
The sub-level sets of ln(d µ P ,m ) and ln(d 
Euclidean case
We consider the standard Euclidean space R d with the L 2 -norm. Considering the finite point set P and its empirical measure in R, we are able to express the distance to the empirical measure d µ P ,m as a power distance. This restricted settings allows us to improve the bounds of Corollary 21 as follows.
Theorem 23. Let P be a finite point set in R d and let m ∈]0, 1] be a mass parameter. Then the following relation is tight.
Moreover, it implies a relation between persistence diagrams:
We first present a way to express the distance to a measure as a power distance to the set of all barycenters of k-tuples of P . Then we prove Theorem 23 before comparing it with the previous approximation, called the witnessed kdistance proposed in [12] . We improve the bounds on the witnessed k-distance and show that the quality of the approximation is the same for both functions.
4.
p.
Any subset of k elements from P is uniquely associated with a barycenter. We identify the two objects and define a cell energy that describes how clustered the points are.
Definition 25. Let P be a point set of R d and let k ≤ |P |. Given S ∈ Λ P k , we fix q = 1 k p∈S p and define the cell energy as
Notice that the set S is not necessarily the set N N P k (q) and that
2 . We can now write d µ P ,m in the following form.
Lemma 26. Let P be a finite point set of R d let m ∈]0, 1] be a mass parameter.
Proof. Fix S ∈ Λ P k and write q = 1 k p∈S p. We adapt Lemma 20 to the Euclidean setting to get
This requires the inner product as follows.
Lemma 20 guarantees that
and thus,
In Euclidean space, it is possible to compute the sub-level sets of d µ P ,m exactly. The function is a power distance and its sub-level sets are unions of balls. However, the complexity problem pointed out in section 4.2 is still valid. The number of balls required to describe a sub-level set is Ω(k
Proof of Theorem 23
Proof. The first inequality is exactly the same as the one from Theorem 18. For the second inequality, let x be a point in R d , and let p be a point of P . Thus,
Using Lemma 26, we get,
and with the inner product, this becomes
Then we can write the following relation.
This relation holds for any point of P . In particular it holds for any of the k nearest neighbors of x. If we take the average over the k nearest neighbors of x and eliminate the negative term − x − bar(x) 2 , we obtain
Using the definitions of the cell energy and of the distance to the measure, we can write:
where
The relation between persistence diagrams is follows exactly as in the proof of Corollary 22.
Tightness
The tight example is the point set P of two points A and B on the real line with coordinates 1 and −1.
Fix the mass parameter m equal to 1 so that k = 2. It follows that
and
We now compute the last interesting value:
We can thus conclude that d
Comparison with witnessed k-distance
Another way of approximating d µ P ,m was proposed in [12] . Taking advantage of the power distance expression of d µ P ,m , it reduced the set of barycenters to consider. Selecting only the barycenter which are associated with the k nearest neighbors of a point of P gives a set of size at most |P |.
Definition 27. Let P be a finite point set of R d and let m ∈]0, 1] be a mass parameter. The witnessed k-distance is defined as
A bound on the quality of the approximation was given in Lemma 3.3 of [12] . We improve this bound and prove it to be at least as good as our approximation. We are not able to prove the tightness of this bound. However, we can give a lower bound on the precision. Using d P µ P ,m will not improve the results compared to the witnessed k-distance but will not downgrade the quality either. Moreover it can be used in a more general setting as we do not need the existence of the barycenters.
Theorem 28. Let P be a finite point set of R d and let m ∈]0, 1] be a mass parameter. Then,
The previous version of this theorem used a 3 instead of the √ 6.
Proof. The first inequality is obtained by noticing that d W µ P ,m is a minimum over a smaller set than d µ P ,m . We thus get
Hence using Theorem 23 we can conclude that:
Tightness The tightness of the lower bound is obvious as it suffices to take k = 1 to get an equality between d µ P ,m and d W µ P ,m . However, we do not know if the upper bound is tight. The bound √ 6 can not be improved more than to 1 + √ 2, whose value is greater than √ 5.82. Let us introduce the following example in R d . We fix k = 2d and 0 < < √ 2. The point cloud P consists of 4d 2 points located at the coordinates (0, . . . , 0, α, 0, . . . , 0) with multiplicity 1 when α = 1 or α = −1 and multiplicity 2d − 1 when α = 1 + √ 2 − or α = − 1 − √ 2. The following figure is its representation in dimension 2 where the triangles have multiplicity 1 and the circles have multiplicity 3.
The points are placed such that the k nearest neighbors of any triangle are itself and the k − 1 points located at the nearest circle. These k nearest neighbors are also the ones from the circles.
Let us now take a look to the value of the functions at the origin O. Each of the k nearest neighbors of O are distance exactly 1 from O. This allows us to conclude that:
The construction induced that the structure is perfectly symmetric and the set of barycenters W we consider in the witnessed k-distance contains exactly 2d points. These points are located at the coordinates (0, . . . , 0, α, 0, . . . , 0) where α = 1 + 2d−1 2d ( √ 2 − ) or the opposite. Let b be a member of W . Thus we can compute its cell energy:
All of the points of W are located at the same distance to O. Thus, the witnessed k-distance at the point O is
Since we can take as small as we want and make the dimension grow, this relation assures us that we cannot find a better constant than 1 + √ 2 in Theorem 28.
The Weighted Rips Filtration
Given a weighted set (P, w) and the associated power distance f , we introduce a generalization of the Rips filtration that is adapted to the weighted setting. This construction allows us to approximate the persistence diagram of d µ,m in some restricted cases. However, it has an interest of its own as it is stable for close weighted sets and can therefore be used as a shape signature.
Let us consider the sub-level set f
It is the union of the balls centered on the points p of P with radius r p (α) = α 2 − w 2 p . By convention, we consider that the ball is empty when the radius is imaginary. We can define the nerve of this union:
Definition 29. Let (P, w) be a weighted set in a metric space X, then the weightedČech complex C α (P, w) for parameter α is defined as the union of simplices σ such that p∈σ B(p, r p (α)) = 0.
Cech-like complexes are difficult to compute due to the difficulty of testing if the common intersection of balls is empty. We can work around the difficulty by defining a weighted version of the Rips complex.
Definition 30. Let (P, w) be a weighted set in a metric space X, then the weighted Rips complex R α (P, w) for parameter α is defined as the maximal complex whose 1-skeleton is the same as that of weightedČech complex C α (P, w).
Remark that if all weights are equal to 0, we are in the classical case of balls with equal radii. We use the weighted Rips filtration to approximate the weightedČech filtration thanks to the following interleaving. For simplicity, (P, w) is omitted in the notation.
Proposition 31. If (P, w) is a weighted set on a metric space X, then for all α ∈ R:
Proof. Let α be a real number. The first inclusion is obtained by the definition of the weighted Rips complex that gives C α ⊆ R α . For the other inclusion, let σ be a simplex of R α . We fix p 0 to be the point of σ with the greater weight. This implies especially that for any p ∈ P , r p (α) ≥ r p0 (α).
Since σ ∈ R α , we get that, for all p and q in P , we have d X (p, q) ≤ r p (α) + r q (α) with both radius real. To prove that σ ∈ C 2α we need to prove that:
It will suffice to prove that p 0 belongs to this intersection. For each p ∈ σ:
Stability
The persistence diagram of a weighted Rips filtration {R α (P, w)} is stable under small perturbations of the set P . It can thus be used in applications like signatures in the spirit of [2] .
Speaking of the persistence diagram of a weighted Rips filtration requires that the filtration is q-tame. This is always the case when the set P is compact as shown in the following proposition.
Proposition 32. Let P be a subset of a metric space X and let w : X → R be a function. If P is compact, then {R α (P, w)} α∈R is q-tame.
This will be deduced from the following technical lemma.
Lemma 33. Let P , Q be two subsets of a metric space X and let w : X → R be a t-Lipschitz function. Then H * ({R α (P, w)}) and H * ({R α (Q, w)}) areinterleaved for = (1 + t)d H (P, Q).
Proof. We need to show that the there exists -homomorphisms π P * and π Q * such that π P * π Q * = 1 2 H * (Rα(P,w)) and π Q * π P * = 1 2 H * (Rα (Q,w) ) . To do so, we need three steps. First, we build simplicial maps R α (P, w) → R α+ (Q, w) and R α (Q, w) → R α+ (P, w) for every α. Then, we show that these simplicial maps induce -homomorphisms. Finally, we show that the simplicial maps are contiguous and thus the two persistence modules are -interleaved.
The simplicial maps i β α : R α (P, w) → R β (P, w) and j β α : R α (Q, w) → R α (Q, w) for α < β are induced by the canonical inclusion. We consider two maps π P : Q → P and π Q :
for any p ∈ P and q ∈ Q. By definition of the Hausdorff distances, such maps always exist. Let us show that these maps induce simplicial maps.
Let us consider the function π P and let us fix α > 0. Let (q , q ) be an edge of R α (Q, w). It means that B(q , r q (α)) ∩ B(q , r q (α)) = ∅. Lemma 15 implies that B(q, r q (α)) ⊂ B(π P (q), r π P (q) (α + (1 + t)d H (P, Q))) for any q ∈ Q. Thus, (π P (q ), π ( q )) is an edge of R α+ (P, w) because:
As R α (P, w) is a clique complex for any α, this is sufficient to prove that π P induce a family of simplicial maps {π P α+ α }. The roles of P and Q are symmetric. Therefore, the result holds for π Q as well.
Furthermore π P induces an -homomorphism π P * at the homology level. For any α < β, i
• j β α because the maps i β+ α+ and j α are induced by the the canonical inclusion while the two others simplicial maps are induced by the same map π P : Q → P . Hence the two compositions are contiguous and thus guarantees that π P * is an -homomorphism. Again, this results can be applied to π Q to get an -homomorphism π Q * .
To prove that π P * π Q * = 1 2 H * (Rα(P,w)) , we prove that π P α+ α
• π Q α α− and i α+ α− are contiguous for any α.
Let us fix α and let (p, p ) be an edge of R α− (P, w). By definition, B(p, r p (α− )) ∩ B(p , r p (α − )) = ∅. Moreover, using Lemma 15 we get:
The same holds for p and thus:
Thus the tetrahedron {i (Rα(P,w) ) . By contiguity of the simplicial maps, we have equality of the 2 -homomorphisms and therefore π P * π Q * = 1 2 H * (Rα (P,w) ) . By symmetry of the roles of P and Q, {R α (P, w)} and {R α (Q, w)} areinterleaved.
Proof of Proposition 32. We will show that, for any > 0, one can build a finite persistence module which is -interleaved with the persistence module of {R α (P, w)}. A finite persistence module is a fortiori locally finite and Theorem 4.19 of [4] induces the q-tameness of {R α (P, w)}.
Let us fix > 0. P is compact. As a consequence, there exists a finite point set Q of P such that d H (P, Q) ≤ 1+t . The persistence module of {R α (Q, w)} is finite and therefore locally finite. Moreover, using Lemma 33, {R α (Q, w)} and {R α (P, w)} are -interleaved. Hence {R α (P, α)} is q-tame using Theorem 4.19 of [4] induces the q-tameness of {R α (P, w)}.
Notice that the simplicial maps π P and π Q are not necessarily uniquely defined. However, if π P and π P are two maps verifying the construction property, then the induced simplicial maps are contiguous and therefore the induced homomorphisms are identical.
The persistence diagrams of weighted Rips filtrations are related by the following:
Theorem 34. Let P and Q be two compact subsets of a metric space X. Let w : X → R be a t-Lipschitz function. Then,
Proof. P and Q are two compact sets and thus the diagrams are well-defined thanks to Proposition 32 that guarantees the q-tameness of the filtrations. Lemma 33 implies that H * ({R α (P, w)}) and H * ({R α (Q, w)}) are (1+t)d H (P, Q)-interleaved. The relation between the persistence diagrams is then obtained by applying Theorem 6.
Remark 2. When P and Q are two compact metric spaces, Theorem 34 can be extended using the notion of correspondence as in [5] . Notice that the correspondence has to induce bounded distortion on the weights as well as on the distances.
Approximation
To use the weighted Rips filtration to approximate the persistence diagram of the distance to a measure, we need to restrict the class of spaces considered. If the intersection of any finite number of balls in X is either contractible or empty, X is said to have the good cover property. Then theČech complex has the same homology as the union of balls, of which it is the nerve, by the Nerve Theorem [13] . We can also compute the persistence diagram thanks to the Persistent Nerve Lemma [6] . We obtain an approximation of Dgm(d µ P ,m ) using the weighted Rips filtration.
Theorem 35. Let X be a triangulable metric space with the good cover property and let P be a finite point set of X, then on a logarithmic scale:
Proof. Given that X is triangulable, we know that the sub-level sets filtration of d µ P ,m is q-tame by Proposition 12. The persistence diagram Dgm(d µ P ,m ) is thus well-defined. Recall that d µ P ,m is a 1-Lipschitz function (see Proposition 11). P is a compact subset of X and therefore Dgm(R α (P, d µ P ,m )) is well-defined according to Proposition 32. We approximate d µ P ,m with d 
So, Theorem 4 implies
By the Persistent Nerve Lemma, the sub-level sets filtration of d P µ P ,m (a union of balls of increasing radii) has the same persistent homology as nerve filtration. Thus, we can use weighted Rips filtration to approximate the persistence diagram:
The triangle inequality for the bottleneck distance gives the desired inequality.
The Sparse Weighted Rips filtration
To use less memory during the computation of the persistence diagram, we adapt the sparse Rips filtration [15] . The context here differs slightly from the original paper so the facts that will be needed have been reproven. We consider a finite weighted point set (P, w) in a metric space X. To simplify, we will write {R α } to denote the weighted Rips filtration of (P, w) as long as there is no ambiguity. The main idea of this approach is to consider only simplices on sparse subsamples at each scale.
Sparse Rips complexes
Let (p 1 , . . . , p n ) be a greedy permutation of the points P in a finite metric space X. That is,
st prefix. We define the insertion radius λ pi of point p i to be
To avoid excessive superscripts, we write λ i in place of λ pi when we know the index of p i . We adopt the convention that λ 1 = ∞ and λ n+1 = 0. The greedy permutation has the nice property that each prefix P i is a λ i -net in the sense that
We extend these nets to an arbitrary parameter γ as
One way to get a sparse Rips-like filtration is to take a union of Rips complexes on the nets N γ . However, this can add significant noise to the persistence diagram compared to the Rips filtrations. This noise can be diminished by a careful perturbation of the distance. For a point p, the perturbation varies with the scale and is defined as follows:
Note that s p is 1-Lipschitz. The resulting perturbed distance is defined as
For any fixed p and q, the Lipschitz property of s p and s q implies that for all α ≤ β:
Definition 36. Given the nets N γ and the distance function f α , we define the sparse Rips complex at scale α as
On its own, the sequence of complexes {Q α } does not form a filtration. However, we can build a natural filtration by defining Definition 37. The sparse Rips filtration is defined as:
Projection onto Nets
To relate sparse Rips complexes with Rips complexes, we build a collection of projections of the points onto the nets.
For any scale α, the projection π α maps the points of P to the net N ε(1−ε)α . Note that π α is a retraction onto N ε(1−ε)α .
The following are the four main lemmas we will use with respect to the perturbed distance functions and projections. The projections will be used extensively to induce maps between simplicial complexes.
First, we prove that edges do not disappear as the filtration grows.
Proof. The proof follows from the definitions f α and f β , the Lipschitz property of the perturbations s p and s q , and the hypothesis as follows.
Next, we show that the distance between a point and its projection is at most the change in the perturbed distance.
Lemma 39. For all q ∈ P , d X (q, π α (q)) ≤ s q (α) − s πα(q) (α), and in particular,
Proof. Both statements are trivial if q ∈ N ε(1−ε)α , because that would imply that π α (q) = q. So, we may assume that π α (q) is the nearest point to q in N εα It follows that
Moreover, λ q ≤ ε(1 − ε)α, and thus s q (α) = εα. Also, since π α (q) ∈ N εα , it must be that λ πα(q) > εα and so s πα(q) = 0. Combining these statements, we get
Now, we prove that replacing a point with its projection does not increase the perturbed distance.
Lemma 40. For all p, q ∈ P and all
Proof. The statement follows from the definition of f α , the triangle inequality, and Lemma 39 as follows.
We want to use the sparse Rips filtration in the weighted setting. Recall that for a weighted point p, r p (α) = α 2 − w 2 p . We consider the effect on the "edge lengths" when projecting the endpoints of an edge to nearby points. This is the situation when we project the metric onto an ε-net. The following lemma guarantee that a ball centered at the image of the projection quickly covers the ball centerd at the original point. It is a similar approach to the Proposition 16. Proof. First, note that the projection functions satisfy the following inequalities.
So, by applying the triangle inequality, the definition of an edge in R δ , and Lemma 41, we get the following.
This is precisely the condition necessary to guarantee that (π α (p), π α (q)) ∈ R δγ as desired.
The following two lemmas follow easily from repeated application of the preceding lemmas.
Lemma 44. Two projections π α and π β induce contiguous simplicial maps from Q ρ → Q β whenever ρ ≤ β and there exists i so that
Proof. Let us fix ρ ≤ β and take (p, q) an edge from Q ρ . Given that Q ρ and Q β are cliques complexes, we can get the result from Lemma 7 if we show that the tetrahedron {π α (p), π α (q), π β (p), π β (q)} is in Q β . We only need to prove that all edges of the tetrahedron belongs to Q β .
We apply Lemma 42, while replacing γ by β and β by α. Thus we obtain (π α (p), π α (q)) ∈ Q β . Let us repeat this operation with α = β = γ thus we get (π β (p), π β (q)) ∈ Q β . The last two edges are given by replacing γ by β and choosing correctly the role of p and q.
Lemma 45. Two projections π α and π β induce contiguous simplicial maps from R δ → R κδ , where κ = 
Sparse filtration and weighted distance functions
We define a sparse filtration that gives a good approximation to the weighted Rips filtration {R α } in terms of persistent homology. It is simply the intersection of the weighted Rips complex and the union of sparse Rips complexes at different scales.
Our main goal is to show that the filtration {T α } has a persistence diagram that is similar to that of {R α }. To do this we will demonstrate a multiplicative interleaving between these filtrations, where the interleaving constant is
Specifically, we show that for all α ≥ 0, the following diagram commutes at the homology level.
We first need to check that the projection π α 1−ε indeed induces a simplicial map from R δ to T κδ .
Lemma 46. For all α > 0, the projection π α 1−ε induces a simplicial map from
Proof. We show that for each edge (p, q) ∈ R α , there is a corresponding edge
. Since the latter complex is a clique complex, this will imply that for all σ ∈ R α , we have π α
(q)) ∈ R κα as a direct consequence of Lemma 45. Next, we need to show that (π α
Now, we give conditions for when two projections induce contiguous simplicial maps between the sparse weighted Rips complexes T δ and T κδ .
Lemma 47. Two projections π α and π β induce contiguous simplicial maps from T δ → T κδ , where κ = 1+ε+tε 1−ε whenever α, β ≤ δ 1−ε and there exists i so that
. Proof. We simply observe that for any σ ∈ T δ , σ ∈ Q ρ for some ρ ≤ δ. If ρ ≤ β then Lemma 44 implies π α (σ)∪π β (σ) ∈ Q β . Otherwise π α (σ)∪π β (σ) = σ ∈ Q ρ . So in either case, we have π α (σ) ∪ π β (σ) ∈ S δγ . Now, by Lemma 45, we have that π α (σ) ∪ π β (σ) ∈ R κδ . So, we have that π α (σ) ∪ π β (σ) ∈ R κδ ∩ S κδ = T κδ as desired.
We can now give the proof of the interleaving which will imply the desired approximation of the persistent homology.
Lemma 48. For all α > 0, the following diagram commutes the homology level.
Proof. By Lemma 45, the projection π α 1−e and the inclusion π 0 are contiguous and thus produce identical homomorphisms at the homology level. For the lower triangle it will suffice to show that homomorphism induced by π α 1−e commutes with that produced by the inclusion π 0 . Let φ i = π λ i 1−e for i = 1, . . . , n + 1. Now, Lemma 47 implies that φ i and φ i+1 are contiguous. So, choosing k such that λ k ≤ εα < λ k−1 , we can apply Lemma 47 repeatedly to conclude that
Numerical illustration
In this section, we illustrate our results three different perspectives: the quality of the approximation, the stability of the diagrams with respect to noise, and the size of the filtration after sparsification.
We used the ANN library [14] for the k-nearest neighbors search and code from Zomorodian following [16] for the persistence. The topology of the union of balls is acquired through the α-shapes implementation from the CGAL library [9] .
Datasets
For the first two parts, we consider the set of points in R 3 obtained by sampling regularly the skeleton of the unit cube with 116 points. Then we add four noise points in the center of four of its faces such that two opposite faces are empty. We would like to compute the persistence diagram of the skeleton of the cube. We write this diagram Dgm(Skel). It contains five homology classes in dimension 1 and one in dimension 2, and it has the barcode representation given in Figure 2 .
For sparsification, we use a slightly bigger dataset composed of 10000 points regularly distributed on a curve rolled around a torus. The point set is shown on Figure 3 . The diagrams obtained with our various approximations have very similar looks. We only show the one obtained with the sparse Rips filtration with a parameter = 0.5 in Figure 5 .
To compare diagrams, we use the bottleneck distances between the diagrams. Figure 6 shows the distance matrix between the various diagrams, while Figure 7 shows some bottleneck distances between persistence diagrams of different dimensions. Note that Dgm(d P ) corresponds to the diagram obtained by using the distance function to the point cloud.
The largest difference is between Dgm(Skel) and Dgm(d µ P ,m ). This is partly due to an effect of shifting while using the distance to a measure. After this initial shift, the distance are small compared to the theoretical bounds. Notice that the different steps of the approximation do not have the same effect on all All diagrams obtained by the different approximations are closer to Dgm(Skel) than the persistence diagram of the distance to the point cloud, Dgm(d P ) given in Figure 8 . For inference purposes, one crucial parameter is the signal-to-noise ratio. We define it as the ratio between the smallest lifespan of topological feature we aim to infer and the longest lifespan of noise features. A ratio of 1 corresponds to a signal that is not differentiable from the noise and ∞ corresponds to a noiseless diagram. In our example, only the dimensions 1 and 2 are relevant as the dimension 0 diagram corresponding to connected components has only one relevant feature and its lifespan is infinite. Results are listed in Figure 9 . Signal-to-noise ratios are clearly better than the one of Dgm(d P ). Some of the approximation steps improve the ratio. This is due to two phenomena.
When one goes from d µ P ,m to d P µ P ,m , the filtration eliminates the cells of the k th order Voronoi diagram that are far from the point cloud. These cells induce local minima that produce noise features in the diagrams. Removing them cleans parts of the diagram. The same phenomenon happens with the witnessed k-distance perviously mentioned.
Using the Rips filtration instead of theČech also reduces some noise. It eliminates artifacts from simplices that are introduced and almost immediately killed in theČech complex due to balls that intersect pairwise but have no common intersection.
Stability
The weighted Rips filtration is stable with respect to noise. We illustrate this by studying the effect of an isotropic noise on our skeleton of a cube. We consider three different standard deviations for our noise. Figure 10 shows the bottleneck distances between the persistence diagram of the sparse weighted Rips structure with the Gaussian noise and the one without Gaussian noise. Inferring correctly the homology of the cube skeleton is possible with standard deviation 0.05 and 0.1. Figure 12 shows the persistence diagram obtained with a standard deviation of 0.1. The ∞ in the 0.5 case in dimension 2 is not relevant as there is no noise but the feature is too small compared to the rest of the diagram as shown in Figure 13 . Note that 0.5 corresponds to half of the side of the cube, and thus, it is logical to be unable to retrieve any useful information. Some structure appears even with standard deviation as large as 0.5. The three bigger features in dimension 1 are relevant. However, we miss two elements and it is difficult to decide where to draw the frontier between relevant and irrelevant features.
Sparsification efficiency
We introduced sparsification in Section 6.4 to reduce the size of the Rips filtration. The method introduced a new parameter , and the size of the filtration depends heavily on . The evolution of the size of the filtration depending on the parameter is given in Figure 14 .
The minimum size is reached around = .83. This minimum depends on the structure of the dataset. For example, considering a set of points uniformly sampled in a square, we obtain decreasing size of the filtration.
The filtration size is nearly constant after a rapid decrease. In this example, the size is of order 10 7 simplices for an input of 10 5 vertices. Computing persistent homology is tractable for any value in this range. Structure in the data helps reduce the complexity of the sparse filtration. 
