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Abstract
The electro-osmotic flow through a channel between two undulated surfaces induced by an external electric field is investigated. The
gap of the channel is very small and comparable to the thickness of the electrical double layers. A lattice Boltzmann simulation is
carried out on the model consisting of the Poisson equation for electrical potential, the Nernst–Planck equation for ion concentration,
and the Navier–Stokes equations for flows of the electrolyte solution. An analytical model that predicts the flow rate is also derived
under the assumption that the channel width is very small compared with the characteristic length of the variation along the channel.
The analytical results are compared with the numerical results obtained by using the lattice Boltzmann method. In the case of a
constant surface charge density along the channel, the variation of the channel width reduces the electro-osmotic flow, and the flow
rate is smaller than that of a straight channel. In the case of a surface charge density distributed inhomogeneously, one-way flow
occurs even under the restriction of a zero net surface charge along the channel.
Keywords: Electro-osmotic flow, Electrical double layer, Lattice Boltzmann method, Lubrication approximation theory
1. Introduction
Adjacent to the interface between an electrolyte solution
and a charged solid surface, an electrical double layer is formed.
The thickness of the double layer ranges from a few nanometers
to hundreds of nanometers, depending on the salt concentra-
tion. Since the ion concentration in the electrical double layer is
highly inhomogeneous and the local charge neutrality is broken,
interaction with an externally applied electric field can cause a
driving force acting on the electrolyte solution. The driving
force is the main factor for electrokinetic effects, such as the
electro-migration of colloid particles and the electro-osmotic
flow inside microchannels [1, 2], which are especially conspic-
uous in small-scale systems.
Micro- and nano-fabrication techniques have developed greatly
in recent years, and so researchers have been able to control and
use electrokinetic phenomena in engineering applications. For
example, an electro-osmotic pump without moving parts [3, 4]
and an energy-harvesting device using the driving force induced
by the salt-concentration gradient [5] have been proposed very
recently. Along with the expectations for engineering applica-
tions, fundamental research relevant to electrokinetic phenom-
ena in small-scale systems, ranging from nano- to microme-
ters, has also attracted attention [6–15]. Particularly, the ad-
vances in observing and processing techniques have prompted
research focusing on surface properties such as roughness and
structure [16–23].
In the present study, to clarify the effects of surface proper-
ties on electrokinetic phenomena, we investigate electro-osmotic
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flows between two surfaces, which have a periodic structure and
a non-uniform charge distribution, by means of both numerical
and analytical approaches. The numerical analysis is based on
the coupled lattice Boltzmann method for solving the Navier–
Stokes equations, the Nernst–Plank equation, and the Poisson
equation [24]. The numerical solutions to these equations, i.e.,
the electrolyte flow, the ion concentrations, and the electrical
field, are directly obtained. In the analytical approach, the lu-
brication approximation theory [25–27] is applied to the sys-
tem with electrical double layers of finite thickness, to derive a
model equation that predicts the flow rate under the assumption
of moderate variation of the surface structure along the channel.
With these approaches, we investigate the electro-osmotic flow
in microchannels formed by the surfaces that are undulated and
(a) charged negatively at a constant surface charge density or (b)
charged non-uniformly along the channel such that the net sur-
face charge vanishes. For both cases, the electro-osmotic flow
rate is evaluated and the dependency on geometrical parame-
ters, such as the amplitude of the surface shape, is discussed.
2. Problem and basic equations
2.1. Channel with undulated surfaces
Let us consider a channel between two walls, each of which
has a periodic structure of period L in the x direction. The posi-
tions of the interfaces are expressed as y = ±h(x) (Fig. 1). The
surface charge density on the channel walls is assumed to be
a given function σ(x). The two-dimensional domain between
the surfaces (−h(x) < y < h(x)) is filled with a 1 : 1 elec-
trolyte solution, and the electrical double layer is formed near
the interfaces. We investigate the electro-osmotic flow caused
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Figure 1: Geometry of the problem.
by an electrical field applied in the x direction by applying the
governing equations described in the next subsection.
2.2. Governing equations
We assume a Newtonian fluid for the electrolyte solution,
and then the flow is described by the Navier–Stokes equations:
∂u j
∂x j
= 0, (1)
∂ui
∂t
+ u j
∂ui
∂x j
= −
1
ρ0
∂p
∂xi
+ ν
∂2ui
∂x2j
+
Fi
ρ0
, (2)
where t is the time and x is the spatial coordinate. In the present
paper, we use either boldface letters or assign indexes i and j to
designate vector elements. The summation convention is as-
sumed for repeated indexes. The functions u(t, x) and p(t, x)
are the flow velocity and the pressure of the electrolyte solu-
tion, respectively, and F(t, x) is the body force per unit volume.
The density ρ0 and the kinematic viscosity ν of the electrolyte
solution are assumed to be constant.
The mass conservation equation for the ion species is writ-
ten as
∂Cm
∂t
+
∂Jm j
∂x j
= 0, (3)
Jmi = −
ezmDm
kBT
Cm
∂φ
∂xi
− Dm
∂Cm
∂xi
+Cmui, (4)
where Cm and Jm denote the concentration and the flux of an
ion, respectively, with m = a for the anion and m = c for the
cation. Here, e is the unit charge, kB is Boltzmann’s constant,
and T is the temperature. The constants zm and Dm are the va-
lence and the diffusion coefficient of species m, respectively.
Equation (4) is referred to as the Nernst–Planck model [28],
where the first, second, and third terms on the right-hand side
of the flux equation are the contributions of electrochemical mi-
gration, diffusion, and convection of the electrolyte solution,
respectively.
Finally, the electrical potential φ is governed by the follow-
ing Poisson equation:
ε
∂2φ
∂x2j
= −ρe, (5)
where ε is the dielectric constant of the electrolyte solution. The
local charge density ρe is defined in terms of the ion concentra-
tion as
ρe =
∑
m
FzmCm, (6)
where F is Faraday’s constant. With this local charge density,
the body force F in Eq. (2) is defined as the interaction with the
electric field:
Fi = −ρe
∂φ
∂xi
. (7)
If the convection term in Eq. (4) is negligible compared with
the other two terms and a unique value of potential is defined
at Cm = C0, integration of Eq. (4) yields the Boltzmann distri-
bution Cm = C0 exp(−ezmφ/kBT ). With this formula, Eq. (5)
reduces to the Poisson–Boltzmann equation. In the electroki-
netic flows considered in the present paper, however, although
the convection term is sufficiently small, specifying a unique
potential value at Cm = C0 is difficult because of the external
potential gradient. We therefore apply the original set of equa-
tions described here in the numerical simulations in Section 5.
Then the ion distribution affected by the external potential is ob-
tained as shown in Section 5.2, which the Poisson–Boltzmann
equation decoupled from the external potential field fails to cap-
ture.
2.3. Boundary conditions on solid-liquid interface
For the flow velocity, the ordinary non-slip condition is as-
sumed at the solid-liquid interface:
ui = 0, at y = ±h(x). (8)
Note that in nano-scale flows, the simple non-slip condition is
not sufficient and so a model describing the slip taking place
at the interface is necessary. However, since the scale of the
problems considered in the present paper is relatively large (at
a scale of micrometers), we assume the non-slip condition to
be valid. For the ion concentration, no flux goes across the
boundary, which is formulated simply as
n jJ j = 0, at y = ±h(x), (9)
where n is the unit normal vector pointing inward to the fluid
region. If we substitute Eq. (4) into Eq. (9), then we have
−
ezmDm
kBT
Cmn j
∂φ
∂x j
− Dmn j
∂Cm
∂x j
+Cmn ju j = 0. (10)
This form of the Neumann-type boundary condition seems rather
complex to implement in the lattice Boltzmann method. How-
ever, with the scheme for the Nernst–Planck model described in
2
the next section we can impose this condition in a simple man-
ner. Finally, the boundary conditions for the electrical potential
are given as the following Neumann-type condition:
− εn j
∂φ
∂x j
= σ, at y = ±h(x). (11)
3. Lattice Boltzmann method
3.1. Lattice Boltzmann equation
In this subsection, we outline the numerical method based
on the lattice Boltzmann method (LBM) [29–33] for solving
the following set of model equations for electrokinetic flows:
(I) the Poisson equation (5) with Eq. (6), (II) the Nernst–Planck
equation (3) with Eq. (4), and (III) the Navier–Stokes equations
(2) with Eqs. (1) and (7).
The four lattice Boltzmann equations are assigned to the un-
known variables φ, Ca, Cc, and u. First, the lattice Boltzmann
algorithm generally used for (I) through (III) is outlined, and
then we comment on the scheme for the Nernst–Planck equa-
tion. The complete description of the framework including the
rules for the boundary conditions is found in Ref. [24].
The LBM tracks the behavior of the distribution function
fα(t, x), where α = 0, 1, 2, . . ., N, rather than that of the un-
known variable for the target partial differential equations. Here
and in what follows, the subscript α is used to indicate the quan-
tities corresponding to the directions of the discrete velocities,
such as fα above. The values of the distribution function travel
over a regular spatial lattice with the assigned discrete veloci-
ties, of which the direction is defined in terms of the vector eα.
The explicit expression of the vector eα depends on the type of
partial differential equation to be solved.
Since we have four unknown variables, namely the electri-
cal potential, the concentration of cation and anion, and the flow
velocity, we use four distribution functions, denoted by f sα with
s = p, c, a, and u. The unknown variables are calculated as
moments of the distribution function:
φ =
∑
α
f pα , (12)
Cc =
∑
α
f cα , Ca =
∑
α
f aα , (13)
ui =
∆x
ρ∆t
∑
α
eαi f uα , with ρ =
∑
α
f uα , (14)
where ∆t and ∆x are the time step and the grid interval, respec-
tively.
The lattice Boltzmann equation used in the present study is
written as
f sα (t + ∆t, x + eα∆x) − f sα(t, x) =
1
τs
( f s(eq)α − f sα )(t, x)
+
∆t
2
(
gsα(t, x) + gsα(t, x + eα∆x)
)
, (15)
where the function guα corresponds to the forcing term for solv-
ing the Navier–Stokes equations, and gpα corresponds to the
source term for solving the Poisson equation, while gcα = gaα =
0. Note that, in our formulation, eα is defined as a dimen-
sionless vector designating the directions of the discrete veloc-
ities [24]. The first term on the right-hand side is the collision
term, which defines the relaxation process during a time step.
The coefficient τs defines the relaxation time and is related to
the dielectric constant, the diffusion coefficients, and the vis-
cosity [24]:
τp =
1
2
+
∆t
∆x2Λp
ε, τc,a =
1
2
+
∆t
∆x2Λc,a
Dc,a, τu =
1
2
+
∆t
∆x2Λu
ν,
(16)
where the value of constant Λs depends on the discrete veloc-
ity set eα [24]. The equilibrium distribution function f s(eq)α is
expressed in terms of the local value of the physical quanti-
ties, such as the electrical potential, the ion concentration, and
the flow velocity. The collision term used herein is the single-
relaxation-time (SRT) method, in which a common value of
the relaxation-time coefficient τs is assigned to all directions of
α. Although various types of collision operator have been pre-
sented to increase stability and/or accuracy [33–37], we prefer
the simplicity of the SRT for the present study, because the ge-
ometrical setup and the parameters used in Section 5 are not
very severe. The extension of the present numerical framework
to the one using the multiple-relaxation-time collision operator,
which exhibits robustness for severe parameter set, is straight-
forward, if the techniques described in Refs. [33, 34, 38, 39] are
applied. The complete definitions of eα, f s(eq)α and gsα are found
in Ref. [24].
To implement the LBM, Eq. (15) is split into the collision
process and the streaming process, and the distribution function
is updated in an explicit manner:
Collision:
ˆf sα(t, x) = f sα(t, x) +
1
τs
( f s(eq)α − f sα )(t, x) +
∆t
2 g
s
α(t, x), (17)
Streaming:
f sα(t + ∆t, x + eα∆x) = ˆf sα(t, x) +
∆t
2
gsα(t, x + eα∆x). (18)
In solving the Navier–Stokes equations, the simple halfway
bounce-back rule for the non-slip boundary condition is ap-
plied regarding the lattice points outside the channel as the solid
phase. Similarly, the halfway bounce-back rule for the non-
flux boundary condition is utilized in solving the Nernst–Planck
equation. On the other hand, a modified boundary rule for the
curved Neumann boundary condition is applied for solving the
Poisson equation. This is because the simple bounce-back rule
causes serious errors when implementing the curved Neumann
boundary condition with inhomogeneous term (Eq. (11)), and
special treatment is necessary, as demonstrated in Refs. [39–
41]. In the present study, the scheme utilizing the level set
method described in detail in Ref. [39] is employed, because
the implementation is rather simple once the level set function
describing the surface shape is constructed.
Strictly speaking, the numerical solution u obtained with
the LBM includes an artificial compressibility, and different
formulations have been proposed to deal with this matter (e.g.,
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Ref. [42]). We employ, however, the most widely used formu-
lation for the equilibrium distribution function (e.g., Refs. [24,
31]) suffering from the artificial compressibility. Since the vari-
ation of ρ (or p) is controlled to remain small (by setting small
Mach number |u|∆t/∆x) so that the incompressible Navier–Stokes
equations are well approximated [43], we safely apply this method
to obtain the flow field in the present analysis.
We further comment on the scheme used for solving the
Nernst–Planck equation: The electrochemical migration term
(the first term on the right-hand side of Eq. (4)) is often re-
garded as the source term [44], i.e., the function gsα is defined
to include the migration effect. Although this is a straightfor-
ward strategy of dealing with this term in the LBM, it causes
difficulty in implementing the Neumann-type boundary condi-
tion given in Eq. (10) directly. To circumvent this difficulty, we
use the equilibrium distribution function f s(eq)α rather than the
source term to incorporate the electrical migration. In the de-
scription of Jm in Eq. (4), we are able to regard the coefficient
of Cm in the migration term as a part of the convection veloc-
ity of the general convection-diffusion equation. Accordingly,
the equilibrium distribution function of the LBM for the general
convection-diffusion equation described in Ref. [39] is defined
as
f s(eq)α =
[
ωsα +
∆t
∆xΛs
(
u j −
ezmDm
kBT
∂φ
∂x j
)
eα jωsα
]
Cm, (19)
where s = m (= c and a) and ωsα is the weight coefficient
and Λs is defined as ∑α ωsαeiαe jα = Λsδi j with δi j being Kro-
necker’s delta. The actual values for ωsα are given in Ref. [24].
Since the value of ∂φ/∂x is evaluated locally [24, 39], the com-
munication with the surrounding grid points is achieved only
through the streaming process (Eq. (18)). This locality enables
us to implement the original boundary condition for the ion
flux given in Eq. (10) in a natural form by using the standard
bounce-back rules. The artificial flux in time-dependent prob-
lems observed in using the source-term scheme is also properly
eliminated. (See Ref. [24] for a comparison with a previous
source-term scheme.) Among the LBMs developed for similar
systems [11, 17, 44–50], we prefer to use the present algorithm
because of this simple treatment of the Nernst–Planck equation.
3.2. Coupling procedure
The set of model equations includes the Poisson equation
independent of time, in which the numerical solution φ is ob-
tained as the long-time limit of the time-dependent solution of
the diffusion equation. We thus introduce an artificial time axis
t˜ for the iteration process for solving the Poisson equation. On
the other hand, the ion concentrations (Ca and Cc) and the flow
velocity u of the electrolyte solution are obtained by using the
common time axis t.
As demonstrated in Ref. [51], in solving the Poisson equa-
tion, the long-time limit of the diffusion equation can lead to an
undesired solution if the initial condition is inappropriate. In
the present work, a linear profile in the x-direction correspond-
ing to the potential bias is used as an initial condition for the
t˜-loop at the very first step in physical time t = 0. Then such
Figure 2: Computational procedure for the coupled LBM.
undesired solution is not encountered in the numerical simula-
tions presented in Section 5. We must note here that, as is well
known, the convergence in reaching the steady state in t˜ is very
slow. For t > 0 the potential field at the previous time step is
used as an initial guess for the loop in t˜, and then the number of
time steps required to obtain the potential field at each time step
in t is greatly reduced. The very slow convergence in t˜-loop at
the initial stage in t would be efficiently accelerated if one uses
a promising method employing the multigrid technique as pro-
posed in Ref. [52].
Since the timescales of each transport phenomenon are dif-
ferent, we need to assign different values to the time step ∆t.
Here, we denote the time steps for the anion, cation, and flow
velocity by ∆ta, ∆tc, and ∆tu, respectively. The kinematic vis-
cosity is normally much larger than the diffusion coefficients of
the ion species, i.e., the Schmidt number defined as Sc = ν/Dm
is large. Therefore the timescale of the flow is shorter than that
of the diffusion process, i.e., ∆tu ≪ ∆ta, ∆tc. We show in Fig. 2
the iterative procedure for the case of Nt∆tu = ∆ta = ∆tc, which
is the case discussed in Section 5 where Sc ∼ 90 and thus
Nt = 100 is chosen. At each instance in t, the electrical po-
tential φ is obtained as the limit at which t˜ → ∞. Practically,
however, the iteration with respect to t˜ is terminated when the
difference between two successive values of φ reaches a certain
tolerance, typically 10−7 V, at all of the lattice points.
4. Analytical model based on the lubrication approxima-
tion theory
In this section, we outline the procedure to obtain an an-
alytical model for the electro-osmotic flow rate. The method
of analysis is based on the lubrication approximation theory,
which was first applied to the electro-osmotic flow in Ref. [25]
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Figure 3: Lubrication approximation.
for the case of a very thin electrical double layer, where the
Helmholtz–Smoluchowski approximation was assumed. To sim-
plify the set of model equations described in Section 2 such that
the analytical method is applicable, we assume the following:
(i) steady flow, (ii) small convection effect in Eq. (4) (the third
term on the right-hand side) compared with the other two terms,
(iii) small zeta potential (the electrical potential at the inter-
face) so that the Debye–Hu¨ckel approximation is valid, and (iv)
larger length scale for the variation of the surface structure and
of the surface charge density along the channel than the chan-
nel width, as depicted in Fig. 3 ( ¯H ≪ L; ¯H = (1/L)
∫ L
0 h(x)dx).
Assumption (iv) results in δ = ¯H/L ≪ 1 and this parameter
δ is used as a small parameter in the expansion analysis of the
lubrication approximation theory.
Before discussing the expansion analysis, we introduce the
following dimensionless variables:
x = x˜L, y = y˜ ¯H, u = u˜u0, (20)
p = p˜
(
µu0L
¯H2
)
, φe = ˜φe
(
¯Hσ0
ε
)
, φ∗ = ˜φ∗∆φ, (21)
h(x) = ˜h(x˜) ¯H, σ(x) = σ˜(x˜)σ0, (22)
where the reference flow velocity u0 and the inverse Debye
length κ are defined as
u0 =
(
κ2 ¯H3σ0∆φ
µL
)
, κ =
(
2C0Fe
εkBT
)1/2
, (23)
and µ = νρ0 is the viscosity of the electrolyte solution, C0 is
the reference value of the ion concentration, σ0 is the reference
value of the surface charge density, and ∆φ is the potential dif-
ference between x = 0 and x = L (Fig. 1). Because the Debye–
Hu¨ckel approximation is assumed and the Poisson equation is
hence linearized, the electrical potential is split into the equi-
librium potential φe and the potential describing the external
electric field φ∗.
Using the variables defined in Eqs. (20) through (22), we
transform the governing equations into a dimensionless form.
Here and in the following, the tilde attached to the dimension-
less variables is dropped for simplicity, unless otherwise stated.
The set of equations then reads
δ2
∂2φ∗
∂x2
+
∂2φ∗
∂y2
= 0, (24)
δ2
∂2φe
∂x2
+
∂2φe
∂y2
= ( ¯Hκ)2φe, (25)
0 = −∂p
∂x
+ δ2
∂2ux
∂x2
+
∂2ux
∂y2
+ φe
∂φ∗
∂x
+ γδφe
∂φe
∂x
, (26)
0 = −1
δ
∂p
∂y
+ δ2
∂2uy
∂x2
+
∂2uy
∂y2
+
1
δ
φe
∂φ∗
∂y
+ γφe
∂φe
∂y
, (27)
where γ = σ0L/ε∆φ. The boundary conditions at y = ±h(x) are
nxδ
∂φ∗
∂x
+ ny
∂φ∗
∂y
= 0, (28)
nxδ
∂φe
∂x
+ ny
∂φe
∂y
= −σ, (29)
ux = uy = 0, (30)
where the components of the normal vector at the surfaces are
expressed as nx = ±δh′/(1+δ2h′2)1/2 and ny = ∓1/(1+δ2h′2)1/2,
with h′ being the derivative of h(x). Here, the Nernst–Planck
equation has been integrated under assumptions (i) and (ii) de-
scribed above to have the Boltzmann distribution for the ion
concentration, and has been further simplified under assump-
tion (iii) to be incorporated as in Eqs. (25) through (27).
To analyze the boundary-value problem described above,
we expand the variables with respect to the small parameter δ:
φ∗ = φ
(0)
∗ + δφ
(1)
∗ + δ
2φ(2)∗ + · · · , (31)
φe = φ
(0)
e + δφ
(1)
e + δ
2φ(2)e + · · · , (32)
u = u(0) + δu(1) + δ2u(2) + · · · , (33)
p = p(0) + δp(1) + δ2 p(2) + · · · . (34)
The goal of this analysis is to obtain the solution describing the
electro-osmotic flow for the limit of δ → 0, i.e., the solution
u
(0)
x . After substituting the expansions into Eqs. (24) through
(27), we equate the terms of the same power of δ to obtain the
series of equations and boundary conditions for the coefficients
in the expansion, such as φ(n)∗ and u(n). The series of boundary-
value problems are solved from the lowest order.
We first analyze the boundary-value problems for φ(n)∗ re-
sulting from Eqs. (24) and (28). The analysis up to the order of
δ2 yields the following expression for φ(0)∗ :
∂φ
(0)
∗
∂x
=
1
w1h
,
∂φ
(0)
∗
∂y
= 0, (35)
where w1 is a quantity defined via
wk =
∫ 1
0
˜h(x˜)−kdx˜. (36)
In Eq. (36), the tilde explicitly shows that ˜h and x˜ are dimen-
sionless. Turning to the analysis of the boundary-value prob-
lems derived from Eqs. (25) and (29), the solution φ(0)e is readily
obtained from the leading-order analysis as
φ(0)e =
σ cosh(κ ¯Hy)
κ ¯H sinh(κ ¯Hh) . (37)
5
Figure 4: Schematic diagram of the surface shape and the charge distribution.
We next analyze the leading-order problem derived from Eq. (27).
From the result shown in Eq. (35), we find that p(0) only de-
pends on x:
∂p(0)
∂y
= 0. (38)
The leading-order problem that results from Eqs. (26) and (30)
is then considered. Using all the results in Eqs. (35) through
(38), we arrive at the following expression for u(0)x :
u(0)x =
1
2
∂p(0)
∂x
(y2 − h2)
+
σ
w1h(κ ¯H)3
(
cosh(κ ¯Hh) − cosh(κ ¯Hy)
)
. (39)
The electro-osmotic flow rate is obtained by integrating this ex-
pression over the channel width, i.e., Q = 2
∫ h
0 uxdy. However,
the unknown variable ∂p(0)/∂x is still included in this expres-
sion. The unknown variable is eliminated by using the con-
straint of the periodic boundary condition for the pressure field,
i.e.,
∫ 1
0 (∂p(0)/∂x)dx = 0. Then, we obtain the explicit formula
for the electro-osmotic flow rate in the limit of δ → 0 as fol-
lows:
Q = 2σ0∆φ
µκ2Lw1w3
∫ 1
0
σ˜(x˜)
˜h(x˜)3
(
κ ¯H
tanh(κ ¯H ˜h) −
1
˜h
)
dx˜, (40)
where w1 and w3 are dimensionless quantities defined in Eq. (36).
Here, the tilde is explicitly shown on the dimensionless vari-
ables x˜, ˜h, and σ˜ defined in Eqs. (20) and (22), whereas Q de-
notes the dimensional volumetric flow rate per unit length in the
z direction.
5. Results and discussion
5.1. Constant surface charge density
The electro-osmotic flow through channels with the sinu-
soidal surfaces, as depicted in Fig. 4, is considered in the present
study. More precisely, the shape of the surfaces is defined as
h(x) = ¯H − HA cos
(
2pix
L
)
, (41)
where HA is the amplitude of the surface structure. We first
consider the case in which the surface charge is distributed uni-
formly along the channel (Fig. 4(a)). We plot in Fig. 5 the
flow rate for cases in which the mean salt concentration C0 is
0.008, 0.032, and 0.128 mol/m3, as functions of the amplitude
of the surface shape HA in panel (a) and as functions of the
geometrical parameter δ = ¯H/L in panel (b). The analytical
results obtained from Eq. (40) are indicated by the solid lines,
and the results of the numerical analysis obtained by using the
LBM are indicated by the symbols. Whereas the analytical re-
sult is for the limit δ = ¯H/L → 0, the LBM simulations are
performed for finite values of δ. The following parameters are
used to characterize the electrolyte solution: ρ0 = 1×103 kg/m3,
ν = 0.889 × 10−6 m2/s, Da = Dc = 1 × 10−8 m2/s, −za = zc = 1,
and ε = 6.95 × 10−10 C2/Jm. The temperature is 273 K, the
strength of the external electric field is ∆φ/L = 1 × 104 V/m,
the constant surface charge density is σ = −2× 10−5 C/m2, and
the mean channel width is ¯H = 0.5 µm. We note here that, with
the above parameters, the Debye length (or the thickness of the
electrical double layer) is comparable to the channel width, i.e.,
κ ¯H = 4.86 for C0 = 0.008, κ ¯H = 9.72 for C0 = 0.032, and
κ ¯H = 19.4 for C0 = 0.128 (see Eq. (23)).
Since the Debye length 1/κ shortens with the increase of the
mean salt concentration and the electrical double layer becomes
thin, less volume of the fluid feels the driving force due to the
electric field for larger salt concentrations. The decrease of flow
rate Q is therefore observed in Fig. 5(a), as the increase of salt
concentration C0. Generally, the flow rate decreases with the in-
crease of amplitude HA; that is, the electro-osmotic flow of the
undulated surfaces is small compared with that of the straight
channel (HA = 0) having the width ¯H. This is consistent with
the previous results, where the surface roughness is found to
decrease the electro-osmotic flow rate [17, 20–22].
The analytical formula given in Eq. (40) is the flow rate in
the limit of δ→ 0. In other words, the frequency of the surface-
shape variation is infinitesimal, because the surface shape is ex-
pressed in terms of the parameter δ as h(x) = ¯H−HA cos(2piδx/ ¯H).
Since the numerical data that are obtained for the finite values
of δ properly converge to the analytical results with the de-
crease of δ, the appropriateness of analytical formula (40) is
confirmed. The finite frequency effect decreases the flow rate,
and the influence is larger for the larger values of amplitude
HA. We also plot in Fig. 5(b) the dependency on the parame-
ter δ = ¯H/L at HA/ ¯H = 0.4. The deviation from the analytical
value exhibits non-linear behavior, i.e., the flow rate quickly de-
creases for small values of δ and then gradually decays for large
δ, which is consistent with the previous results, e.g., Fig. 3 of
Ref. [21].
Before concluding this subsection, we briefly mention the
computational system used in the the LBM. The lattice points
are placed uniformly with lattice spacing ∆x/ ¯H = 0.01 (note
that the lattice spacing divided by the characteristic length is of-
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Figure 5: Electro-osmotic flow rate in the channel with undulated walls (a) as
functions of HA/ ¯H and (b) as functions of δ at HA/ ¯H = 0.4. The surface charge
density is constant (σ = −2×10−5 C/m2). The solid lines indicate the analytical
model in the limit of δ (= ¯H/L) → 0. The symbols indicate the results of the
direct numerical simulation by using the LBM in the case of finite values of δ.
ten referred to as the Knudsen number in the LBM.) For exam-
ple, in the case of δ = 0.0625, 1600 lattice points are distributed
along the x axis. We checked the sensitivity of the results on the
size of the grid spacing by comparing the results with those un-
der a coarser lattice system. The results with ∆x/ ¯H = 0.02
are shown for the case of C0 = 0.032 mol/m3 in Fig. 5(a) by the
open symbols. Since the results of ∆x/ ¯H = 0.02 are sufficiently
close to those of ∆x/ ¯H = 0.01 (closed symbols), we safely use
the latter grid spacing for all computations in the present paper.
The time step used for electrolyte flow is ∆tu = 0.0025 ns, and
that for ion diffusion is ∆tc = ∆ta = 0.25 ns. We note again that
the difference comes from the large Schmidt number (Sc ∼ 90),
and Nt = 100 is chosen in the present work (See Fig. 2).
5.2. Inhomogeneously distributed surface charge
Next, we consider the case in which the surface charge is
distributed along the channel, such that the net surface charge
vanishes. ∫ L
0
σ(x)dx = 0. (42)
In this case, regions are charged positively and negatively, and
the driving forces in the opposite directions are exerted if the ex-
ternal electric field is applied in the x direction. If the channel
surfaces do not have the structure and the channel is straight, the
Figure 6: Two-dimensional plots of (a) electrical potential φ, (b) cation distri-
bution Cc, (c) local charge density ρe, and (d) vector field u, in the channel with
inhomogeneous surface charge distribution. The average ion concentration is
C0 = 0.008 mol/m3, and the amplitude of the surface shape is HA/ ¯H = 0.1 (left
panels), or HA/ ¯H = 0.4 (right panels).
driving forces in the opposite directions cancel and no net flow
occurs in the x direction. However, if the surfaces are structured
and the cross section varies along the channel, the symmetry of
the forces can be broken and one-way flow in the x direction is
expected. We note here that the idea of making one-way flows
by means of the driving forces in the opposite directions has
also been used in designing the Knudsen pump for a rarefied
gas [53–56]. In the Knudsen pump, the thermal transpiration
flows, which occur in opposite directions and are driven by the
periodic temperature gradients, are used to extract a one-way
flow by introducing the structured channel walls. The applica-
tion of structured surfaces to induce one-way electro-osmotic
flows was also proposed by Ajdari in Refs. [57, 58], under the
assumption of infinitesimal thickness of the electrical double
layer. Here we demonstrate the possibility of one-way flow in
the case of the present setup, i.e., the thickness of the electrical
double layer being comparable to the channel width.
We consider the case in which the surface charge σ(x) is
distributed along the channel as
σ(x) = σ0 cos
(
2pix
L
)
, (43)
whereσ0 = −2×10−5 C/m2. As schematically shown in Fig. 4(b),
the negatively charged region is narrower than the positively
charged region, and the density of the driving force is larger in
the negatively charged region. Hence, if the electric field is ap-
plied in the x direction, one-way flow is expected to take place
7
Figure 7: Electro-osmotic flow rate in the channel with undulated walls (a) as
functions of the amplitude HA/ ¯H, and (b) as functions of the salt concentration
C0 . The surface charge is distributed inhomogeneously along the channel. See
the caption of Fig. 5.
in the positive direction along the x axis, because the electri-
cal double layer of the narrower region is positively charged.
In Fig. 6, we show typical plots of electrical potential φ, cation
distribution Cc, local charge density ρe, and flow velocity vector
u, obtained by using the LBM. The ion concentration is C0 =
0.008 mol/m3, and the geometrical parameters are ¯H/L = 0.25,
with HA/ ¯H = 0.1 (left panels), or with HA/ ¯H = 0.4 (right pan-
els). The other parameters used are the same as those used in
the previous subsection. Since the electric field is induced by
the potential bias of ∆φ = −20 mV as shown in Figs. 6(a) the
driving forces act in the positively and negatively charged re-
gions shown in Figs. 6(c). Note that the asymmetric distribu-
tion of ion shown in Figs. 6(b) caused by the potential bias is
not captured by the Poisson–Boltzmann formulation, because
the Poisson–Boltzmann equation must be decoupled from the
external electric field. The flow field in the case of small am-
plitude (HA/ ¯H = 0.1, the left panel of Fig. 6(d)) shows interfer-
ence of the flows in the opposite directions and a vortex is ob-
served around x = 1 µm. On the other hand, in the case of large
amplitude (HA/ ¯H = 0.4, the right panel of Fig. 6(d)), the re-
gion where the driving force is exerted in the negative direction
is mostly hidden inside the wider region, and strong one-way
flow in the x direction occurs in the middle part of the channel.
To investigate the dependency of the electro-osmotic flow
rate on the geometrical parameter HA, we consider the flow rate
Q obtained from the LBM computations and that from the ana-
lytical formula given by Eq. (40) as functions of HA, as shown
in Fig. 7(a). In the case of the straight channel, i.e., HA = 0, the
flow rate is indeed zero, because the flows in the opposite direc-
tions cancel. The analytical results (Eq. (40)) indicated by the
solid line show that the flow rate increases with the amplitude
of the surface shape, and it peaks around HA/ ¯H = 0.5–0.6. The
LBM results also show the same tendency, but the peaks shift
slightly. It is also noted that for the cases of C0 = 0.032 and
0.128 mol/m3, the effect of the finite value of δ raises the flow
rate, i.e., that the fast variation of the surface shape and that of
the surface charge density enlarge the electro-osmotic flow in
these parameter ranges.
The analytical model (40) shows a strong non-linear depen-
dency on important quantities such as dielectric constant ε, tem-
perature T , and salt concentration C0, all through the inverse
Debye length κ defined in Eq. (23). We plot in Fig. 7(b) the
electro-osmotic flow rate as functions of C0 to examine this de-
pendency choosing C0 as a controllable parameter. The flow
rate slowly decreases with increasing C0 thus with increasing κ
(note the horizontal axis is in log scale). It is also observed that
the effect of finite δ is significant for small values of C0 with
large amplitude HA/ ¯H.
The analysis of the problem considered in this section con-
firmed the occurrence of the one-way flow, even in the case of
the zero net surface charge over the channel. In the next stage of
our study, we will evaluate the possibility of the realization of
one-way flow experimentally, and we will investigate applica-
tions of the present analysis methods to problems that include
more complicated geometries, which we encounter in experi-
mental setups such as porous media.
6. Conclusion
In the present study, we numerically investigated the electro-
osmotic flows between two surfaces having a periodic struc-
ture by using the lattice Boltzmann method (LBM), and analyt-
ically by using the lubrication approximation theory for a mod-
erate periodic structure. The numerical analysis is based on
the coupled LBM framework developed in Ref. [24], where the
Navier–Stokes equations for the fluid flow, the Nernst–Plank
equation for the ion concentrations, and the Poisson equation
for the electric field are simultaneously solved. In the latter
analysis, a formula describing the electro-osmotic flow rate in-
duced in the microchannel, which has a width comparable to
the thickness of the electrical double layer, was derived for the
first time for the case of structured surfaces and inhomogeneous
surface charge distributions.
In the analysis of the electro-osmotic flow through chan-
nels with the undulated surfaces charged at a constant surface
charge density, the flow rate was found to be suppressed by the
large surface structure, even for the infinitely slow variation of
the surface shape. The LBM results for the finite frequency
of the surface-shape variation showed that the fast variation of
the surface shape further decreases the flow rate. The analysis
of the inhomogeneously distributed surface charge confirmed
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the occurrence of the one-way flow, even under the constraint
of the zero net surface charge over the channel. These results
could pave the way for the design of novel devices utilizing the
electrokinetic flows in microchannels.
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