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1. INTRODUCTION
It is widely believed that wild ramification is analogous to irregular
w xsingularity. See Katz , for example. For an ordinary differential operator
m  . i ww xx  . P s  a drdx , for C x , the number max orda y i -min orda yis1 i i i i i
.i is call the irregularity of the differential operator P. It is considered the
counterpart of the Swan conductor of wild ramification. In this paper we
give some numerical evidence for this correspondence in the case of
confluent hypergeometric functions and Kloosterman sums.
In this paper a confluent hypergeometric function means the integral
n
s y1 iy1kx y l exp F x x dx .  . .H k
I ks1j
 .for a polynomial function F x . The precise definition of this integral will
be given in Section 2. The easiest one is, for example, a path connecting l j
and l . An analogy for this integral in the case of a finite field is thejq1
Kloosterman sum
n
x x y l f F x , .  . .  i i
is1xgFq
1
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 . w x = = =where l g F , F x g F x , and x : F ª C and f : F ª C are multi-i q q i q q
plicative and nontrivial additive characters, respectively. In this paper, we
give analogous formulae for the determinant of confluent hypergeometric
functions and the e-factor for the functional equation of zeta functions
with wildly ramified characters. The main theorems are Theorem 2.3.3 and
 .Theorem 3.2.1. In case the degree of F x is zero, the correspondences
between hypergeometric functions and character sums of tamely ramified
 .characters are obtained by algebraic correspondences. In case deg F x )
0, even though there are no direct geometric relations, there exists an
analogous formula.
Now we give the contents of this paper. In Section 2, we define
confluent hypergeometric functions. Next we compute the determinant of
confluent hypergeometric functions by using the usual limit argument.
Section 3 computes the analogy over a finite field. First we prepare some
basic facts about an e factor to compute the determinant of the Frobenius
action on some etale cohomology. After that we compute this determinant
and as a consequence, we obtain the similar result in the case of a finite
field.
2. CONFLUENT HYPERGEOMETRIC FUNCTIONS
2.1. Recall of the Determinant Formula for Appell’s Hypergeometric
Functions
In this section, we recall a result on the determinant of Appell's
w x  w x.hypergeometric functions Ter see also Var . Let l , . . . , l g R be real1 n
numbers such that l - ??? - l and s , . . . , s g R be real numbers such1 n 1 n
that s ) 0 for k s 1, . . . , n. We define a multivalued differential form vk i
by
n
s y1 iy1kv s x y l x dx i s 1, . . . , n y 1 . .  .i k
ks1
w x  4On the path I s l , l s x g R N- - x - l connecting l andj j jq1 i iq1 j
 . siy1l , we fix the branch of v by choosing the branch of x y l asjq1 i i
s y1ix y l g R i s 1, . . . , j .  .i
s y1ix y l g exp s y 1 p i R i s j q 1, . . . , n . .  .  . .i i
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Taking this branch, we can define the hypergeometric integral of Appell's
type,
n
l jq1 s y1 iy1kx y l x dx s v .H Hk i
l Iks1j j
for i, j s 1, . . . , n y 1.
THEOREM 2.1.1. Under the notations as abo¨e, we ha¨e
n s y1iG s ??? G s .  .1 n
det v s l y l l y l . .  .  H i j i j i / / G s q ??? qs .I i-j is1 j/i1 nj
2.2. Hypergeometric Functions of Confluent Type
 . w xLet F x g C x be a polynomial on x of degree d:
F x s a x d q a sdy1 q ??? qa x q a . . d dy1 1 0
First we specify the exact meaning of
n
s y1 iy1kx y l exp f x x dx .  . .H k
g ks1
for a certain cycle g . If we fix a g C= such that a a d g R andd - 0
< <  .a s 1, we have lim F na s y`. It is easy to see that there arenª`
exactly d complex numbers a , . . . , a satisfying the above conditions. We1 d
 .  .fix the order of a , . . . , a as 0 F arg a - ??? - arg a - 2p . Then1 d 1 d
  . .a s exp 2p i y 1 rd a . Now we define cycles J , . . . , J connecting li 1 1 d n
and ` along the direction a , . . . , a , respectively, in the following way.1 d
< <First we take sufficiently large M such that l - M for all i s 1, . . . , n.i
w x  .   ..J is a composite of path l , M , Mexp iu 0 F u F arg a and yaj n j j
 .M F y . See Fig. 1.
 . siy1  . siy1On the path J , we choose a branch of x y l such that x y lj i i
w xis contained in R when x is contained in l , M and we continue thisn
w xbranch analytically on J . On the path I s l , l , we use the samej j j jq1
branches as in the last section. By using these branches, we choose a
n  . sky1   .. iy1branch of the differential form v s  x y l exp F x x dxi ks1 k
on the cycles J and I . Now the integrals H v and H v are defined.j j I i J ij j
 .DEFINITION Confluent Hypergeometric Function . The integrals
n
l jq1 s y1 iy1kx y l exp F x x dx .  . .H k
l ks1j
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FIGURE 1.
and
n`a j s y1 iy1kx y l exp F x x dx .  . .H k
l ks1n
are defined as H v and H v , respectively, and they are called confluentI i J ij j
hypergeometric functions.
Now we compute the determinant D of hypergeometric functions:
D s det v v .H Hi i /  / /I Jj jw x w x w x w xig 1, nqdy1 , jg 1, ny1 ig 1, nqdy1 , jg 1, d
To compute these integrals by the classical limit argument, we approxi-
mate the cycle J by J for sufficient large m. It is easy to see that thej j, m
 .  .  .roots a m i s 1, . . . , d of the equation F x q m s 0 are approxi-i
< <1r d  .mately equal to mra a i s 1, . . . , d for sufficiently large m. J isd i i, m
w x  .   .. defined by connecting l , M , Mexp iu 0 / uarg a , ya M - y -n i i
< <1r d. w < <1r d  .xmra , and mra a , a m . If we define the differential formd d i i
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n  . sky1   . .m iy1  . x y l 1 q f x rm x dx as v m , we haveks1 k i
lim v m s v .H Hi i
mª` J Jj, m j
lim v m s v .H Hi i
mª` I Ij j
w xby using the estimation exactly the same as in WW . Therefore the
 .determinant D can be computed as D s lim D m wheremª`
D m .
s det v m v m . .  .H Hi i /  / /I Jj j, mw x w x w x w xig 1, nqdy1 , jg 1, ny1 ig 1, nqdy1 , jg 1, d
 .  . d   ..  .Since 1 q F x rm s a rm  x y a m , by Theorem 2.1.1, D m isd is1 i
equal to
d  .m nqdy1G s ??? G s G m q 1 a .  .  .1 n d /G s q ??? qs q d m q 1 m . .1 n
l y l a m y l a m y a m .  .  . .  .  .  j i i j j i
i-j i , j i-j
s y1im d
l y l a m y l . .  .  j i i j
is1 j/i js1
md m
l y a m a m y a m . .  .  . .  .  j i j iis1 js1 i/j
 .Therefore the limit lim D m can be expressed as the product of themª`
quantities
mG s ??? G s .  .1 n s y1il y l l y l 2.1 . .  .  j i j iG s q ??? qs . i-j is1 j/i1 n
d
G s q ??? qs G m q 1 .  .1 n sqdy1.r2 m dlim m d 2.2 .
G s q ??? qs q d m q 1mª`  . .1 n
lim my dy1.r2 a m y a m 2.3 .  .  . . j i
mª` i-j
s y1in d n d
y1 y1lim m a m y l m a m y l .  . .  .   j i j i
mª` is1 js1 is1 js1
2.4 .
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mn dad
lim l y a m 2.5 .  . .  j i /mmª` js1 is1
m . ddy1adydlim d a m y a m . 2.6 .  .  . .  j i / /mmª` is1 j/i
We compute these limits in the next section.
2.3. The Computation for the Limits
Under the notation of the last section, we have the following proposi-
tion.
PROPOSITION 2.3.1.
1 .
 .d dy1 r4ydy1.r2 d r2 ydy1.r2lim m a m y a m s d a y1 .  .  . . j i d
mª` i-j
with suitable choices of square roots.
d
dy12 lim m a m y l s y1 ra . .  .  . . i j d /mª` is1
md
3 lim a rm l y a m s exp F l . .  .  .  . .  .d j i j /mª` is1
md
dy1yd4 lim d a rm a m y a m .  .  .  . . d j i /mª` is1 j/i
s exp F u . . .
 .F u 9s0
 .  .Proof. 2 By the definition of a m , we havei
m 1 F l .jdy1m a m y l s y1 1 q , .  . . i j  /a mis1 d
 .and by taking the limit, we have the statement 2 .
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 .1 The square of the left hand side is computed as
d
 .d dy1 r2 ydy1.y1 lim m a m y a m .  .  . .  j i
mª` is1 j/i
d F9 a m . .i .d dy1 r2 ydy1.s y1 lim m .  amª` is1 d
dy1d a m .is1 i .d dy1 r2 ds y1 lim d .  /mmª`
dy1dy1 a q m .  .0 .d dy1 r2 ds y1 d lim .  /mamª` d
dd .d dy1 r2s y1 . . dy1ad
By suitable choices of brances, we have the proposition. By easy computa-
tion, the argument of the limit of this branch is equal to that of
dy1.3 dy2.r2 ddy1.r2 .i a .1
 .3 Set
mmda F l .d j
lim l y a m s lim 1 q . . j i  / /m mmª` mª`is1
s exp F l . . .j
 .4 Set
mddy1ad ydlim d a m y a m .  . .  i j /mmª` is1 j/i
mddy1a F9 a m . .d idy1s lim y1 . /m damª` is1 d
mddy1ads lim u y a m . .  j /mmª` is1  .F 9 u s0
m
F u q m .
s lim   /mmª`  .F 9 u s0
s exp F u . . .
 .F 9 u s0
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Next we compute the limit concerning G-factors by using the limit
formula due to Euler.
PROPOSITION 2.3.2.
d
G s G m q 1 .  .
sqdy1.r2 m dlim m d
G s q d m q 1mª`  . .
 .dy1 r2ydysq1r2s d 2p G s . .  .
Proof.
d
G s G m q 1 .  .
sq dy1.r2 m dlim m d
G s q d m q 1mª`  . .
d sr d  sq1.r d  sqdy1.r d m dm! m m ??? m d .
s lim
s s q 1 ??? s q d m q 1 y 1mª`  .  . .
y1dy1 ms q i rd s q i . yds lim 1 q d .  sqi.r d  /kdmmª` is0 ks1
yd dy1  . .By Euler's limit formula, it is equal to d  G s q i rd and by theis0
Gauss multiplication formula, it is equal to
 .dy1 r2ydysq1r2d 2p G s . .  .
 .Combining Propositions 2.3.2 and 2.3.1 with the expression of D m , we
have the following theorem.
THEOREM 2.3.3. The determinant D of the confluent hypergeometric func-
tions defined in the last section is gi¨ en by the formula
 .  .  .dy1 r2 ysy dy1 r2 d sqd dy1 r4D s 2p G s ??? G s da y1 .  .  .  .  .1 n d
n s y1i
= l y l l y l .  .  i j j i /
is1 j/i i-j
n
= exp F l exp F u , .  . . . i
is1  .F 9 u s0
where s s s q ??? qs .1 n
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3. OVER FINITE FIELDS
3.1. Short Recall of Tate’s e-Factor
In this section, we calculate the e-factor of the zeta function attached to
confluent hypergeometric functions. For this purpose, we recall the theory
w x w xof an e-factor due to Tate Tate and some results of Laumon Laum in
this section.
Let C be a proper smooth geometrically connected curve over a finite
field F and K its rational function field of C. For a point ¨ g C, K , O ,q ¨ ¨
 .and k ¨ denote the completion of K at ¨ , its valuation ring, and the
residue field at ¨ . A s A and A=s A= denote the adele ring and theK K
idele group of K, respectively. We define a Harr measure dm and dm= of¨ ¨
=  . = =.K and K such that dm O s 1 and dm O s 1, respectively. The¨ ¨ ¨ ¨ ¨ ¨
 . < <order of the residue field is denoted by q . Then we have q y 1 x¨ ¨
dm=s q dm . By this local measure, we can define a product global¨ ¨ ¨
measure dm and dm= on A and A=; dm s  , dm and dm=s  dm=.¨ ¨ ¨ ¨
Now we define local and global Fourier transforms on K and A. First¨
 . 1we fix a rational differential form v s v g V on C and a nontrivial¨ ¨ K
additive character f: F ª C= of F . By using this differential form andq q
additive character, we can define the following additive characters w and¨
w of K and A by¨
w x s f tr Res xv for x g K , .  . .¨ ¨ k ¨ .rF ¨ ¨ ¨ ¨q
w x s w x for x s x g A. .  .  . ¨ ¨ ¨
¨
A locally constant function f on K is said to be Schwarz]Bruhat function¨
 .if it has a compact support and S K denotes the space of¨
ÃSchwarz]Bruhat functions on K . We define the local Fourier transform f¨
 .of f g S K by¨
Ãf j s f y w j y dm y . .  .  .  .H ¨ ¨
K¨
Now for a locally constant function f on A which is a product of a locally
constant function f on K , we can define the global Fourier transform of¨ ¨
f by
Ãf j s f y w j y dm y . .  .  .  .H
A
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Now we have the following condition for f :
f is the characteristic function of O for almost all ¨ .¨ ¨
From now on, we fix a uniformizer p of K and the characteristic¨ ¨
i  .function of p O is denoted by Ch . If ord v rdp s d, then the Fourier¨ ¨ i ¨ ¨
Ã yitransform Ch of Ch is q Ch . Therefore if the function f s  fi i yiyd ¨ ¨
Ã .  .satisfies the condition 3.1 , then f also satisfies the condition 3.1 .
< < < <By the product theorem, the global norm x s  x of x annihilates¨¨ ¨
= = = 5K . So it defines a character of A rK and it is denoted by . The kernel
5 = = = s =of is denoted by A rK . For any continuous character x : A rK ª C0
= = k = = k 5 k uof A rK , some power x of x annihilates A rK , so x s for some0
u g C. We write the real part of u by R log x . If R log x ) 0, then the
integral
z f , x s f x x x d=m x .  .  .  .H
=A
is well defined and it is called the zeta function for x . By the definition of
 .  .z f , x , the zeta function z f , x is expressed as a product of local zeta
 .functions:  z f , x , where¨ ¨ ¨ ¨
z f , x s f x x x d=m x . .  .  .  .H¨ ¨ ¨ ¨ ¨ ¨
=K¨
The following functional equation is due to Tate.
 .THEOREM 3.1.1 Tate . Under the notation as abo¨e, if 0 - R log x - 1,
Ã y1 .  5.then z f , x and z f , x are well defined and
1yg Ã y1 5z f , x s q z f , x , 3.2 .  . .
 .where g s g C is the genus of C.
= =Now we fix an identification of Q and C and assume that x : A rK ªl
=  ab .C corresponds to a character of Gal K rK via the class field theory.
We write S as the set of ¨ g C such that x is ramified at ¨ . Let C 0 be the
complement of S in C. Then x corresponds to a locally constant con-
0 . 0  . 0 .structible sheaf F x on C . We define F x by j F x where j:!
C 0 ª C is the natural open immersion. Then the relation between the
 5 x.function z f , x and
2 iq1 .y1
iZ C , x , t s det 1 y tFr N H C m F , F x .  .  / /q
is1
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is given as follows. We take a function f such that f is the characteristic¨
function of O for all ¨ f S. It is easy to compute the local zeta for an¨
unramified point ¨ g C y S;
1s =< <f x x x x d m x s .  .  .H ¨ ¨ ¨ ys= 1 y x p q .K ¨ ¨ ¨
 .yord vrdp ¨x p .¨s =Ã < <f x x x x d m x s . .  .  .H ¨ ¨ ¨ ys= 1 y x p q .k ¨ ¨ ¨
So by the theorem of Grothendieck, we have
5 s 5 s ysz f , x s z f , x Z C , x , q . .  . ¨ ¨ ¨
¨gS
Ã y1 1ys Ã y1 1ys5 5z f , x s z f , x .  . ¨ ¨ ¨
¨gS
=
 .ord v rdp¨ ¨1ys y1 sy1x p q Z C , x , q . .  . . ¨ ¨ ¨
¨gS
Ã y1 .  .  5.  .LEMMA 3.1.2 Tate . r x s z f , x rz f , x is independent of¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
 .the choice of f if z f , x / 0.¨ ¨ ¨ ¨
First for a character x and a differential form v of K , we define the¨ ¨ ¨
 .  .  .e-factor as e x , v s r x if ¨ f S and e x , v s¨ ¨ ¨ ¨ ¨ ¨ ¨ ¨
  . .ordv ¨ r dp ¨ .x p q if ¨ g S. Then by using the definition of this e-factor¨ ¨ ¨
 .and Eq. 3.2 , we have the following
THEOREM 3.1.3. Under the notation as abo¨e, we ha¨e
Z C , x , qys s q1ygqys 2 gy2. e x , v Z C , xy1 , q sy1 . .  .  . ¨ ¨ ¨
¨
1  ..COROLLARY 3.1.4. The determinant of yFr on H C m F , F x isq
gi¨ en by
1 1ygdet yFr N H C m F , F x s q e x , v . .  . / /q ¨ ¨ ¨
¨
w xAccording to Laumon Laum , the definition of an e-factor is general-
ized as follows. Let K be a local field, v a differential form of K, and r a
 .representation of the absolute Galois group Gal KrK of K. Laumon
 .defined an e-factor e K, r, v with the following properties.
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 .3.1.1 For an exact sequence,
0 ª V r ª V r ª V r ª 0 .  .  .1 2 3
 .of Gal KrK module, we have
e K , r , v s e K , r , v e K , r , v . .  .  .2 1 3
By this property, we can define an e-factor for a virtual representation of
 .Gal KrK .
 .  .  .3.1.2 Let L be a finite extension of K, and p : Spec L ª Spec K be
 .  .a covering map from Spec L to Spec K . If r is a virtual representationL
 .of Gal LrL of degree 0,
GalK r K .e L, r , p *v s e K , ind r , v . .  /L GalL r L. L
For a locally constant constructible sheaf F on some open set C 0 of a
curve C over F , j F defines a constructible sheaf on C where j: C 0 ª Cq )
is the open immersion. For each point ¨ of C, the restriction of j F to K) ¨
is written by j F and we use the same notation for the corresponding) ¨
 .  .  .representation of Gal K rK . We write e j F , v for e K , j F , v¨ ¨ ¨ ) ¨ ¨ ) ¨
for short.
 .3.1.3 If v is a restriction of a global rational differential form v, then¨
 . e j F , v is independent of the choice of v.¨ ¨ ) ¨ ¨
3.2. Characters Corresponding to Hypergeometric Functions
In this section, we define the character x of A=rK= corresponding to
the Kloostermann sum which is an analog of the confluent hypergeometric
function which appeared in Section 2. We use the result of the last section
for a projective line P1 over a finite field F with a fixed coordinate x; i.e.,q
1  w x. 1A s Spec F x : P .q
 .1 Tame character. Let l , . . . , l be distinct elements in F and1 n q
x , . . . ,x be a nontrivial character of F= : x : F=ª C=. We define a1 n q k q
U U  1.character x of K ¨ g P byi, ¨ ¨
x U y s x x y l , y : K=ª C=, .  . .i , ¨ i i ¨¨
 .where y, z is the tame symbol¨
yord zord y?ord zy , z s Nm y1 modp . .  .  .¨ k ¨ .rF ¨ord yq  /z
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U  .Then by reciprocity low of the tame symbol, the product x x si
U  . =p x x annihilates the diagonal K , and it defines a character of¨ i, ¨ ¨
A=rK=. We use the same notation for this character. It is easy to see that
1  4 U  .    .if ¨ g A y l , it is unramified and x p s x Nm x modp yi i, ¨ ¨ i k ¨ .rF ¨q
..l .i
 .  . w x2 Artin]Schreier character. Let F x g F x be a polynomial of aq
=  .positive degree d ) 0. The character w of K is defined as w x sF , ¨ ¨ F , ¨
   ...  .  .f Tr Res F dxrx . The product w x s  w x of w de-k ¨ .rF ¨ F ¨ F , ¨ ¨ F , ¨q
 . =fines a character of x s x g A and by the residue formula, it annihi-¨ ¨
late K=. So w defines a character of A=rK=. It is unramified at ¨ g A1F
 .   . ..and w p s f Tr F x modp .F , ¨ ¨ k ¨ .rF ¨q
DEFINITION. We define a character x as x s  n x Uw . We use theis1 i F
 .same notation x for the corresponding character of Gal KrK , where
 .K s F x .q
1 .  .It corresponds to a constructible sheaf F x over P and Fr N F x s¨ ¨
1 .  4x p , where ¨ is a geometric point at ¨ g A y l , . . . , l . So by the¨ 1
theory of Grothendieck, we have
` N m .
1 1 mdet 1 y tFr N H P m F , F x s exp y t , .  / /q  /mms1
where
N m s x Nm x y l f Tr F x . .  .  .  .  .i F rF i F rFm mq q q q
mxgFq
Now we can state the second main theorem of this paper.
THEOREM 3.2.1. Assume that q y 1 is di¨ isible by d. Then the determi-
1 1  ..nant of yFr on H P m F , F x is gi¨ en byq
dy1n nady1 y1dy1.r2q g x , f c d x yda .  .  . i i d /Fis1 is1q
=
n n
x l y l f F l f F u , .  . . . .   i j i i /
is1 j/i is1  .F 9 u s0
 .where g x , f is the Gauss sum defined by
g x , f s x a f a .  .  .
agFq
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and we use the simplified notation
  ..ord f 9 u¨
f F u s f Tr x modp . .  . .  .   /k ¨ .rF ¨q
1 .F 9 u s0 ¨gA
 .  4Here c d g "1, " i depends only on d, q, and the additi¨ e character f
 .  .see Remark 3.3.3 , and a rF denotes the quadratic residue of a in F .d q d q
The next section computes the e-factor to obtain Theorem 3.2.1.
3.3 The Computation of the e-Factors
Considering Corollary 3.1.4, the computation for the determinant of
Frobenius on the etale cohomology is reduced to that of the e-factor of the
character x s  n x Uw defined in the last section. Theorem 3.2.1 isis1 i F
reduced to the following proposition.
 .PROPOSITION 3.3.1. 1 If ¨ corresponds to x y l , theni
e x , dx s x y1 f F l g x , f x l y l . .  .  .  . .  .  .¨¨ ¨ i i i j i j
j/i
 .2 If ¨ s ` corresponds to 1rx, then
d ady1 y1dy3.r2e x , dx s q x da f F u c d . .  .  .  . . .  `` ` i d  /Fis1  .F 9 u s0 q
 . 1  4   . .3 If ¨ g A y l , . . . , l , e x , dx s 1.1 n ¨ ¨ ¨
1  .   ..For z g K and v g V , f z, v denotes f Tr Res zv . To¨ ¨ K ¨ k ¨ .rF ¨ ¨¨ q
 .compute e x , v , we use the following formula.¨ ¨ ¨
 . =  =LEMMA 3.3.2 Tate . Let x be a character of K such that x O / 1.¨ ¨ ¨ ¨
 .  a .Let a x be the smallest a such that x 1 q p O s 1 and we define g as¨ ¨ ¨ ¨ ¨
a x ¨ . .p v rdp . Then the e-factor is expressed as¨ ¨ ¨
e x , v s xy1 z f z , v dm x . .  .  .  .H¨ ¨ ¨ ¨ ¨y1 =g O¨ ¨
w xFor the proof of this theorem, we refer to Tate .
Proof of Proposition 3.3.1
 .  .  .Since 3 is trivial, we prove 1 and 2 .
 .1 Tame places. For a tame character, the e-factor is well known, but
we recall the computation for the convenience of the readers. First we
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 .  .compute e x , v for this x . If p s x y l , then¨ ¨ ¨ ¨ i
y1
x z f z , dx dm z .  .  .H ¨y1 =p O¨ ¨
y1y1 y1s q x x y l z f x y l z , dx dm z .  .  . .  .H ¨ i i
=O¨
y1s x x y l x z f z . .  .  .¨ i ¨
=zgFq
On the other hand,
x U x y l s x x y l , x y l s x y1 .  .  . .i i i i i i¨
x U a s x x y l , a s x ay1 .  .  . .i i i i¨
a
Res dx s a,xyl  /x y li
so the e-factor is equal to
x y1 x l y l f F l x a f a . .  .  .  . . . i j i j i i
j/i =agFq
 .2 Wild place. By using the uniformizer, j s 1rx,
dz
yd y1f z s f Res a j q ??? qa j q a . .  .F d 1 0 /z
 .Since a x s d q 1,`
dj
e x , y` ` 2 /j
n1 y1 ydy1s x b f yRes zj dj .  . .  i 02q is1d .zsb 1qb jq? ? ?qb j0 1 d
dj dz
yd y1f Res a j q ??? qa j q a 1 y d q . . .d 1 0  / /j z
Since
b q ??? qdb j dy11 dyd y1Res a j q ??? qa j q a dj .d 1 0 d1 q b j q ??? qb j1 d
s da b q a polynomial function on b , . . . b , .d d 1 dy1
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 ydy1 .and Res zj dj s b b , the sum on the right hand side is taken over0 d
 d.z s b 1 q b j q ??? qb j and b s da . Therefore it is equal to0 1 d 0 d
n1 y1
x da . i d2q is1
dj dz
ydy1= f Res F 1yd q yRes zj dj .  .  / /j zd .zsda 1qb j . . . b jd 1 d
n djy1s x da e w , y . 3.3 .  . i d ` F , ` 2 /jis1
 2 . 1 1So it remains to compute e w , ydjrj . The covering A ª A : x ª tF , `
 .s F x defined by the polynomial F is denoted by F and L denotes thef
Lang sheaf corresponding to the Artin]Shreier covering y p y y s t:
F* L Lf f
6
6
1 16x g A A 2 t s F x . .
Then F* L is a constructible sheaf corresponding to the character w .f F
Since the product of all the local factors is independent of the choice of
  . .rational differential form see property 3 of the e-factor
e w , dx s e F* L , dx .  .` F , ` ¨ ` f , ` ¨
s e F* L , dx . ¨ f , ¨ ¨
¨
s e F* L , F*dt . ¨ f , ¨ ¨
¨
s q dy1 f F u e F* L , F*dt . 3.4 .  . .  . ` f , ` `
 .F 9 u s0
 .By property 2 for the e-factor in Subsection 3.1, we have
e F* L , F*dt .f , ` `
y1s e Q , F*dt e F#F* L , dt e F#Q , dt .  . .l ` f , ` ` l `
y1y1yds q e F#Q m L , dt e F#Q , dt . . . .l f ` l ``
 y1 ..  .So we investigate the covering of F t defined by t s F x . t and jq
y1 y1  ..  ..denote t and x , respectivly. Then the extension F j of F t isq q
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defined by the equation
y1a ady1 dy1 dy1 d d y1t s a j 1 q j q ??? q j s a j 9 .d d /a ad d
 ..  ..with some uniformizer j 9: F j s F j 9 . If we take a characer n :q q i
  ..  ... = Um s Gal F j 9 rF t ª C , then the corresponding character n ofd q q i
 ..=F t via the class field theory is given byq
 .qy1 rdUn x s n a t , x . .  . /i i d `
If n , . . . , n are the characters of m , then1 d d
d
 .qy1 rdU y2 y2 y1e n , dt s q q n yxa f x .  . .    /` i , ` i d
is1 n /1 =i xgFq
dy1yad y2 dqdy1.r2s c d q , . /Fq
 . 1yd.r2  .dwhere c d s q  g x , f , andx s1, x /1
e n f , dt . .` i t ``
y1y2s q n a t , y . . i d `
 .ysb 1qb t0 1
=
dy 2 dt dt
y1f Res t q q Res y 2 / / / /y t t
s qy2 n b f b b q b .  . i 0 0 1 1
b /0, b0 1
s qy1n y1 . .i
Therefore we have
dy1ad y1dq1.r2e F* L , F*dt s q c d . 3.5 .  . .` f , ` `  /Fq
 .  .  .  .Combining the equalities 3.3 , 3.4 , and 3.5 , we have statement 2 of
the proposition.
 .Remark 3.3.3. The constant c d is computed as follows if the additive
 .   . .character is given by f x s exp 2p iTr x rp : Let p be the charac-F rFq p
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f  . fy1  . f  .teristic of F and p s q. Let A be y1 or y yi if p ' 1 mod4q
 .  .dy2.r4  .d r4or p ' 3 mod4 , respectively. Let B be 1, y1 , or y1 if
 .  .  .  .q y 1 rd is even, q y 1 rd is odd, and d ' 2 mod4 or q y 1 rd is
 .  .odd and d ' 0 mod4 , respectively. If d is odd, then c d s 1. If d is
 .even, c d is the product of A and B.
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