This paper presents a two-part decomposition of a spatial filter having to optimize the reception of a useful signal in the presence of an important co-channel interference level. The decomposition highlights the role of two parts of the filter, one devoted to the maximization of the signal to noise ratio and the other devoted to the interference cancellation. The two-part decomposition is used in the estimation process of the optimal reception filter. We propose then an estimation algorithm that follows this decomposition, and the global spatial filter is finally obtained through an optimal-weighted combination of two filters. It is shown that this two-component-based decomposition algorithm overcomes other previously published solutions involving eigenvalue decompositions.
Introduction
Increasing capacity demand for wireless communication networks should lead to a high co-channel interference level in the future. This interference problem is not new and has been addressed, for a long time, in wireless networks. The first solutions, coming from 2G networks, were based on frequency reuse patterns while, a few years later, scrambling codes were used, for the same purpose, in 3G networks. Nowadays, diversity techniques are more and more considered as one of the best answer for this interference problem, especially in 4G networks. The work presented in this paper was initially based on private mobile radio (PMR) characteristics linked to the TETRA enhanced data service (TEDS) standard, but it is suitable also in the context of 4G transmissions which are based on the Long-Term Evolution (LTE) standard. The presented work addresses essentially the problem of transmission with high interference level ratio and fast varying propagation channels.
In such a context, several previous works have treated and analyzed the best spatial filter to maximize the signal to interference plus noise ratio (SINR). The optimum combining (OC) filter [1] [2] [3] [4] [5] can be proposed as an exploitable solution. It was also proven that, in the absence of interference, this optimum combining filter converges to the well-known maximum ratio combining (MRC) filter [6] .
The main problem, in the estimation of the optimum combiner filter, resides in the estimation of the covariance matrix of the interference plus noise in addition to the estimation of the useful user propagation channel. The minimum mean square error estimation (MMSE) criterion can be used to estimate the desired user propagation channel, while the covariance matrix can be estimated by the sample matrix inversion (SMI) approach [7] [8] [9] . However, this strategy is suboptimal and requires a large signal sample set to get a correct smoothing stage [10, 11] . Another problem resides in the covariance matrix itself which will be obviously interpolated to the data locations since it is estimated on the pilot locations [10] .
In this paper, we will prove that under certain conditions, the OC filter can perfectly be decomposed in two independent components. Hence, when the number of interferers is smaller than the number of receiving antennas, the OC filter can be split in two weighted components, namely MRC filter and interference canceller combiner (ICC). Moreover, for its own scientific interest, it will be proven that this decomposition leads to a new and efficient optimum filter estimation algorithm.
More precisely, we will show that for the MRC part of the OC filter, the classical MMSE can be proposed in order to obtain the estimation of the useful user propagation channel. On the other hand, we will show that the ICC part can be estimated by modifying the matched desired impulse response (MDIR) algorithm [12] . This algorithm requires a null linear system solving, and a constraint is required to prevent the trivial solution. Following [12] , a constraint, so-called maximum SINR constraint (MSINRC), can be introduced; it will maximize the SINR at the output of the filter. The final solution-vector will then be given by the eigenvector corresponding to the lowest eigenvalue of a Hermitian matrix generated by the algorithm. Due to the presence of the noise, the estimation still remains suboptimal and the result is corrupted by the training noise estimation. It was proven in [13] that combining all eigenvectors, weighted by the inverse of their corresponding output SINR, could lead to an enhanced algorithm, so-called solution-vectors maximum ratio combining (SoMRC). It was shown that this approach gives better performance than the single solution-vector [13, 14] . Obviously, such kind of algorithms is based on a complex eigendecomposition. To simplify this step, we propose to introduce another constraint, leading to a less complex algorithm where we can avoid the eigendecomposition. We will also show that this new constraint keeps the performance of the algorithm comparable to that of the SoMRC.
The contribution of the presented work in the study of the optimum combiner filter consists on identifying the cases where it can be decomposed to a MRC plus a ICC independent filters. Another contribution consists of the modified MDIR algorithm and in the introduction of the new constraint that does not degrade performances of the SoMRC. A 16-bit digital signal processor (DSP) implementation is also presented in order to evaluate the rounding errors effect on the performance of the algorithm and to determine the possibility of the algorithm execution under some real-time constraints.
The paper is organized as follows. The system model is given in Section 2. Section 3 presents the split of the OC into two weighted independent parts, namely MRC and ICC. In Section 4, the estimation algorithm for ICC is detailed. A simplification of this estimation algorithm is introduced in Section 5. Numerical results and performance of the algorithms are presented in Section 6. A performance degradation study, due to a practical 16-bit fixed point DSP implementation is detailed in Section 7. Conclusion summarizes the present work in Section 8.
Notation
Vectors and matrices are boldface small and capital letters; the transpose, complex conjugate transpose, and inverse of matrix A are denoted by A , respectively. The norm of vector a and the diagonal matrix with the diagonal element extracted from a are denoted respectively by ‖a‖ and diag{a}, I N is the N × N identity matrix, and E[.] denotes the statistical expectation.
System model
We consider a SIMO structure having M receiving antennas, with one desired signal and U interferers, as presented in Figure 1 . Desired user and interferers are transmitting orthogonal frequency-division multiplexing (OFDM) waveforms, and for the sake of simplicity, we will consider that all users are time and frequency synchronized. This remark is not restrictive, and all results presented are not linked to this hypothesis that will nevertheless simplify some notations in the sequel of the paper.
The OFDM frame of the desired user is composed of K subcarriers and N s OFDM symbols. A N g length cyclic prefix is inserted. It is assumed that this cyclic prefix is sufficient to totally suppress intersymbol interferences. We will focus on one OFDM symbol, and we will avoid indicating the symbol number in the notations. Algorithms presented will then be able to cope with a unique OFDM symbol and therefore able to deal with very high-speed propagation channels.
With this assumption, the received sample, after the OFDM demodulation, corresponding to the kth subcarrier on the mth antenna, as presented in Figure 2 , can be modeled by Equation 1:
n I k m ð Þ denotes an additive noise plus interference term and can be developed as follows
Z k,u is the symbol transmitted by the uth interferer. h z,k,u (m) denotes the frequency response of the channel between the uth interferer and the mth antenna. n k (m) represents a centered additive white Gaussian noise term with a variance equals to σn 2 . X U u¼1 h z;k;u m ð Þz k;u is then the total contribution of the U interferers received by the mth antenna on the kth subcarrier.
In this paper, we have to identify a spatial filter w k able to estimate the QAM symbolx k transmitted by the desired user. This leads tô
In this equation, corresponding to the kth subcarrier,
A denotes, as illustrated in Figure 3 , 
where
propagation channel frequency responses of the kth subcarrier,
A the M interfering propagation channel frequency responses between the uth interferer and the receiving antennas, and finally
A stands for the received noise on the M receiving antennas. The spatial filter that maximizes the signal to interference plus noise ratio (SINR k ) forx k was introduced in [1] and studied in [2, 3] . Main steps of this derivation are presented hereafter.
We could consider, without loss of generality, that Equation 4 , the SINR k , at the output of the spatial filter, is then given by
In this equation, R nn,k stands for the M × M spatial covariance matrix of interference plus noise, and it is expressed by
Considering the decorrelation between interferer signals and noise terms, we have
By introducing the R zz,k matrix defined by 
we can rewrite R nn,k as a summation of two parts as given hereafter
At the output of the combiner, in order to perfectly equalize the useful channel, we propose to introduce the following constraint
Merging Equations 5 and 9, the SINR k becomes
The optimum spatial filter vector w k that maximizes the SINR k can then be obtained by minimizing w
Using Lagrange multiplier, the optimum spatial filter is obtained by solving the following equation
where the Lagrangian is defined such that
Under the assumption that det
the solution is obtained by nulling the derivative of
Solving Equation 14 leads to
The optimal [1] solution is then expressed by
The minimum of the solution ( Equation 12) is justified by the positive Hermitian characteristic of the covariance matrix R nn,k . We have
As det(R nn,k ) is equal to the product of eigenvalues of
Therefore,
Identifying the spatial filter w k through Equation 19 is a very complex task involving R nn,k estimation and inversion plus h x,k estimation. In order to address this spatial filter estimation problem, we propose to split it on two separated filters. This approach highlights how the optimal spatial filter works.
Spatial filter decomposition
We consider the eigenvector matrix U k and the diagonal matrix I μk of the eigenvalues defined such that
A . Then, the eigenspace decomposition of R zz,k can be written as follows
According to the R nn,k decomposition, presented in Equations 7 and 8, we obtain
n I M , we introduce then C nn,k as the transpose adjugate (cofactor) matrix of R nn , defined as follows 
Replacing R 
In this last equation
stands for a diagonal matrix such that its mth component is given by
Then, Equation 24 can be rewritten as follows
where G m,k is null matrix for M ≤ 2 otherwise is defined by the following expression
As shown in the previous equation, G m,k is linked to the interference covariance matrix. We note that in the case of totally decorrelated interferers, R zz;k ¼ σ
We conclude that the optimal spatial filter is a combination of three filters: mainly a filter dedicated exclusively to the interference, a maximum ratio combiner filter, and a filter linked to the statistical dependency of the interferers. Due to the complexity of the third filter, the estimation of the optimal spatial filter through the separate estimation of the filters is only interesting in the case of a two-antenna receiver (G m,k = 0).
Analysis for M = 2
If we consider now a two-antenna spatial filter (M = 2), in this case, the optimal spatial filter given by Equation 27 becomes
, we have
and
Replacing Equation 30 in Equation 28
, we obtain
We introduce now the ρ k scalar defined as follows
After some derivations, we arrive to
This equation can be presented as follows
Equation 34 expresses the optimum combiner w k through a weighted combination of two combiners w z,k and w h,k .
In this two-part decomposition, w z,k represents the optimum combiner in the case of a noiseless transmission with interference and w h,k represents the maximum ratio combiner ρ k and σ 2 n are two positive scalars representing the degree of contribution of these two combiners w z,k and w h,k .
From this observation, we can derive the following theorem.
Theorem: In the case of two-antenna SIMO receiver, the optimum combiner w k can be expressed as a weighted combination of the optimum combiner w z,k obtained in the case of null additive white Gaussian noise and the maximum ratio combiner w h,k .
Furthermore, of the physical interpretation of the optimal spatial filter, this decomposition can also be used to estimate the optimal spatial filter in two steps: a step devoted to the optimum combiner without taking into account the additive noise w z,k and the other to the maximum ratio combiner w h,k .
Spatial filter estimation

Estimation algorithm for w h,k
The w h,k filter does not depend on interference but only on the desired signal propagation channel. Its estimation is then directly linked to the estimation of the propagation channel h x,k .
In this work, we consider that propagation channels, i.e., useful and interference channels, can be modeled as L taps finite impulse response filters and with L < K. We introduce then these impulse responses, corresponding to the mth antenna, through the following vectors
Thanks to this hypothesis we can introduce the h x (m) vector that represents the frequency response of the propagation channel between the useful user and the mth antenna
The two a x (m) and h x (m) vectors are linked by the following equation
where F K,L is the K × L truncated Fourier rectangular matrix defined as follows
In the context of a real transmission, a first estimatioñ h x m ð Þ of h x (m) can be proceeded through the classical least square as given in the following equationh
As components ofh x m ð Þ have not been averaged over a great number of observations, they are highly imprecise and they depend on the additive noise over the y k (m) received samples. A smoothing operation [15] , leading to a new estimatedĥ x m ð Þ vector, can be proposed through the following equation
This estimation algorithm is known as the indirect estimation [16, 17] , and some papers [18] propose to enhance it through the introduction of a noise power estimation and an adaptive weight, able to take this estimation into consideration.
The main drawback of this algorithm comes from Equation 41 that involves knowledge of all transmitted symbols {x k } k ∈ [0, K − 1] . In a real transmission, only pilot symbols are known. If we consider that we have K′ < K comb pilots {x 0′ , x 1′ , …, x K′ }, then Equation 41 becomes
whereh′ x m ð Þ is a (K′ × 1) vector representing the first estimation of the propagation channel frequency responses on the pilot locations.
The first estimation for the propagation channel impulse response can then be obtained through
Then, an interpolation step is required. It is performed by the following equation
Equation 45 is devoted to the mth antenna, and it can be generalized to all antennas. If we consider now the vectors, we can introduce theĥ x;k vector defined as followŝ
The estimationŵ h;k of the w h,k vector is then directly given by The w z,k vector is jointly dependent on interference, and propagation channels are devoted to interference sources cancellation. It is well known that a M antenna spatial filter is able to cancel U = M − 1 interferers. In our particular case, where we choose M = 2, we have then to cope with a unique interferer. In the sequel of this section, the u index that represents the interferer index will be omitted in equations.
We consider the transmission of a unique OFDM symbol, the eigendecomposition of R zz,k is given by
And the eigendecomposition of C zz,k is given as follows
where μ 2,k is the second column vector of U k orthogonal to the interference vector h z;k 0 ð Þ h z;k 1 ð Þ . Therefore, the following scalar vector is null u
where α is a complex scalar. In the sequel, we set α = 1. The filter w z,k will then be rewritten as
Finally, the solution is given by
with
The positive scalar ρ k in the general formula of the optimal spatial filter given in Equation 34 becomes
Therefore, ρ k is the intercorrelation factor between the desired and the interference channel vectors. From the theorem stated above and Equation 50, we emit the following proposition.
Proposition: In the case of two-antenna SIMO transmission disturbed by an interferer, the optimum combiner w k is a weighted combination of the interference cancellation filter w z,k and the maximum ratio combining filter w h,k .
The estimation of w z,k,n and w z,k,d is a complex task that involves the knowledge of the desired and interferer propagation channels. Nevertheless, the expression of w z,k,n and w z,k,d given by Equations 52 and 53, respectively, gives opportunities to project these components on a reduced Fourier basis.
w z,k,n estimation
On the first hand, we can notice that the components of w z,k,n are simply those of the frequency response of the interferer propagation channels, corresponding to the kth subcarrier. Therefore, the components of this filter can then easily be expressed on a reduced Fourier basis. For that purpose, we introduce the (K × 1), h z (m) vector that represents the frequency response of the propagation channel between the interferer and the mth antenna as follows
As in the previous section, the h z (m) vector is linked to the L taps impulse response a z (m) through the following equation
where the (L × 1) a z (m) vector is defined as follows
Therefore, w z,n can be expressed as
w z,k,d estimation
On the other hand, we can notice that the w z,k,d is a scalar obtained by the product of two frequency response terms. It can then be viewed as the Fourier transform of the convolution of two impulses responses of propagation channels, and it can then be linked to a virtual 2 L taps impulse response. 
Then we can introduce the w z,d vector defined as
Replica spatial filter structure
The decomposition of w z,k in a numerator part and a denominator part as given by Equation 51 leads to propose a new spatial filter structure having two weights, represented by w z,k,n acting over the received signal and a weight, represented by w z,k, d , acting over the useful signal ( Figure 4) . We can then introduce the error e k defined by
At this stage, knowing that the w z,k filter has to cancel the interference, we can propose to identify its two components through an error square minimization criterion w z;k ¼ arg min 
We have then to insert a constraint ψ(w z,k,n , w z,k,d ) in order to avoid the trivial solution: (w z,k,n = 0, w z,k,d = 0). Moreover, the minimization has to be done over all frequencies. It is then necessary to propose a global criterion. For that purpose, we introduce the X transmitted diagonal data matrix, where each element x k corresponds to the desired symbol transmitted over the kth subcarrier
We introduce also the bi-diagonal matrix Y of the received signal over the two antennas
The
The filter weights are then given by the following minimization w z ¼ arg min
where μ is a Lagrange multiplier. In [12, 19] and in a similar context, a constraint called maximum signal to interference plus noise constraint (MSINRC) is proposed. It is defined as
Without loss of generality, we can consider that all transmitted symbols x k are normalized: |x k | 2 = 1, we have then X H X = I. The constraint presented in Equation 68 is then equivalent to ‖w z,d ‖ 2 = 1. By nulling the partial derivative of ‖e‖ 2 − μψ(w z,n , w z,d ) with respect to w z,n and w z,d [20] , we obtain the following system of equations
Merging the two equations of Equation 68, we arrive to
It appears then that w z,d is the eigenvector of the As V z,d are eigenvectors of the Ω matrix, we have
where I μ is the diagonal matrix of eigenvalue of Ω. Considering Equation 86, the α d vector is then given by
Finally, Equation 89 becomes 
Simulation results
In this section, we first evaluate performance of the various solutions presented in Sections 4 and 5. We will then compare:
-The solution based on (v z,n , v z,d ) that will be referred as maximum signal to interference plus noise ratio constraint (MSINRC) -The solution based on v c z;n ; v c z;d that will be referred as enhanced maximum signal to interference plus noise ratio constraint (EMSINRC) -The solution based on (v′ z,n , v′ z,d ) that will be referred as coefficient constraint (CC) The simulation parameters based on OFDM waveform are summarized in Table 1 , hereafter.
The modulation used is 4-QAM with the same power for pilots and data. The propagation channels used follow the Jakes model [21] with a propagation channel impulse response described in GSM standard [22] , namely TU50 (typical urban with a mobile velocity of 50 km/h) and HT200 (hilly terrain with a mobile velocity of 200 km/h). The pilots are uniformly distributed along the frequency axis with a rate of 1 2 as depicted in Figure 5 and along the time axis with a rate of 1 
.
Algorithm's weights are estimated on the plots position for each OFDM symbol containing pilots. An interpolation within the subspace generated by the reduced DFT F L and F 2L is followed to extend the weights to the whole OFDM symbol.
However, along the time axis, the interpolation method used is the spline cubic [23] .
Performance assessment is performed by comparing the uncoded BER (bit error rate before channel decoding) vs. E b N 0 (signal to noise ratio) at signal to interference ratio (SIR) equal to 0 and 6 dB. As in [24, 25] , an additional comparison is done to confirm the previous one and consists on the study of the normalized mean square error (NMSE) ofv expressed as NMSE ¼v Figures 6 and 7 depict the uncoded BER obtained for the different constraints used in the weight vector estimationv. The observation of the curves confirms the theoretical analysis where the CC outperforms the MSINRC in the both cases of propagation channel environment. The difference in the performance is more pronounced for low E b N 0 level, and obviously, the curves converge when E b N 0 becomes high. Moreover, as expected in the theoretical analysis, the curves of CC and EMSINRC are superposed.
We conclude that CC is not only the best choice in the sense of bit error rate performance but also achieves very low complexity in its implementation. As shown in Equation 90, the solution is obtained by a simple matrix inversion unlike the other methods which need an eigendecomposition.
This difference of BER performance between the constraints studied in Section 5 is confirmed by the NMSE as depicted by Figures 8 and 9 . It is clearly shown that for CC constraint, the NMSE is less important than the MSINRC and close to the EMSINRC.
In the sequel, we discuss the performance of the estimated optimum combiner (EOC) based on the weighted combination of the estimated replica spatial filter using CC and the estimated MRC. EOC is then compared to the exact MRC (propagation channel h d is perfectly known) and the exact optimum combiner (OC) where the covariance matrix R nn and propagation channel h d are perfectly known. Furthermore, additive white Gaussian noise (AWGN) power is assumed known. Figures 8 and 9 show that the EOC in TU50 propagation environment is better than in HT200 conditions. In TU50, the EOC presents a good performance comparing to OC, and there is only 2 dB of difference at E b N 0 = 20 dB. However, in HT200 environment, this difference is more significant and is approximately about 4 dB at E b N 0 = 20 dB. This degradation is attributed to the estimation error of the EOC, which is proportional to the size of the weight vector. For example, in our case, the total weight vector length is equal to 4L TU = 8 for TU50 and 4L HT = 12 for HT200. We denote by L TU = 2 and L HT = 3 the maximum impulse response length of the propagation channels in TU50 and HT200 environments, respectively (Figures 10 and 11) . 
Real-time implementation
The complexity of an algorithm is often quantified in terms of the number of arithmetic operations. This quantification provides an estimate of the use of memory and execution time necessary to execute the algorithm. Generally, algorithms are designed for real-time use and have to be performed by finite precision processors then the study of complexity raised above can meet the first requirement, but not enough to satisfy the second. In this section, we have performed a 16-bit DSP implementation in order to insure a full analysis, namely to check that the real-time constraint and 16-bit fixed points degradation tolerance are respected.
EOC using CC constraint is implemented into the 16-bit fixed-point DSP (TMS 320C6474) which works at frequency clock of 1G Hz [26] . The whole of the receive chain is implemented, but we will show only the results of the part where the discussed algorithms are involved, namely the channel equalization. Table 2 shows the execution time and memory uses performance of the algorithm. The main complexity cost in the EOC algorithm steels the relatively high dimension matrix to be inverted. Two methods of matrix inversion are implemented, namely Gauss-Jordan and Cholesky decomposition. The difference in the sense of execution time is negligible. The total execution time for the channel equalization is 210.7 μs per OFDM symbol which represents 1.15% of the frame duration.
The degradation caused by the 16-bit fixed-point format over the full precision floating point is shown in Figures 12  and 13 for TU50 and HT200 environments, respectively. These results are given in terms of uncoded BER vs. signal to interference ratio (SIR) at E b N 0 = 20 dB. One can observe that we have obtained satisfactory results in both cases of Gauss and Cholesky implementation.
Conclusions
This paper presents a new expression for the optimum combining filter for the case of a two-antenna based receiver. This expression is a weighted combination of two components. The first component is the combiner obtained in the case of null additive white Gaussian noise and the second is the combiner obtained in the case of null interference. This decomposition is important because it allows the optimal combining estimation through two filters of known sizes, so the problem of the size of the filters is avoided. A detailed study dedicated to a SIMO transmission in the case of one interferer and two receive antennas is presented in order to confirm the importance of this decomposition. A DSP implementation is also investigated to quantify the algorithm complexity. The success of this implementation is a proof that this algorithm is ready to use at least in cases close to the given example.
We note that all developments presented in the estimation part of the OC study have been based on one dimension estimation, mainly the frequency axis of the OFDM frame. However, the proposed method can be done on the time axis of the frame such as in [27, 28] or on both axis.
