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Abstract: We suggest two new methods for conditional density estimation. The ﬁrst is
based on locally ﬁtting a log-linear model, and is in the spirit of recent work on locally
parametric techniques in density estimation. The second method is a constrained local
polynomial estimator. Both methods always produce non-negative estimators. We propose
an algorithm suitable for selecting the two bandwidths for either estimator. We also develop
a new bootstrap test for the symmetry of conditional density functions. The proposed
methods are illustrated by both simulation and application to a real data set.
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1 Introduction
The goal of this paper is two-fold. First, we propose two new methods for estimating the
conditional density function of Yt given Xt based on observations from a strictly stationary
process {(Xt,Yt)}. Second, we propose a new bootstrap method for testing the symmetry of
conditional density functions.
Our ﬁrst estimation method is locally parametric; it produces estimators of arbitrarily high
order and is always non-negative. In spirit, this approach is related to recently-introduced
local parametric methods for density estimation; see for example Copas (1995), Simonoff
(1996, Section 3.4), Hjort and Jones (1997), Loader (1996) and Hall, Wolff and Yao (1999).
Our second method is a constrained version of local polynomial estimation for conditional
density functions, which was studied by Fan, Yao and Tong (1996). The simple constraint
makes the estimator always non-negative while retaining the nice asymptotic properties of
the local polynomial estimators. All the work mentioned above is based on the double ker-
nel smoothing approach, which has also been adapted by Yu and Jones (1998) to estimate
conditional quantiles.
Weconsiderthemeansquareerrorpropertiesofourestimatorsandshowthattheasymptotic
optimal bandwidth in the x-direction is greater than that in ordinary kernel regression esti-
mation in order to compensate for the data sparseness due to the smoothing in y-direction.
Similarly, the optimalbandwidth in the y-direction is greater than thatfor unconditional den-
sityestimationtocompensateforthesmoothinginthex-direction. Basedonthemean-square
error properties, we propose a bandwidth selection algorithm for these estimators.
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Asfarasweknow, thesymmetryofconditionaldensityfunctionshasneverbeenaddressedin
the literature before, although various statistical methods have been proposed for testing the
symmetry of unconditional density functions, which include, among others, Butler (1969),
Hollander (1971), Rothman and Woodroofe (1972), Srinivasan and Godio (1974), Doksum et
al (1977), Hill and Rao (1977), Lockhart and McLaren (1985), Cs¨ org¨ o and Heathcote (1987),
Zhu (1998) and Diks and Tong (1998). In addition to the interest on symmetric distribu-
tions addressed in the aforementioned literature, the symmetry of conditional distribution
is particular relevant in modelling time series data in business and ﬁnance (Br¨ ann¨ as and De
Gooijer, 1992) and in constructing predictive regions for nonlinear time series (Polonik and
Yao, 1998).
The paper is organized as follows: we propose the two new estimators for conditional den-
sities in Section 2. The asymptotic normality of the estimators are presented under some
mixing conditions. Section 3 addresses the issue of choosing bandwidths. The bootstrap
tests for the symmetry are discussed in Section 4. Numerical illustration through two simu-
lated examples and a real data set is reported in Section 5.
2 Estimation of conditional densities
We assume that data are available in the form of a strictly stationary stochastic process
{(Xi,Yi)}, where Yi is a scalar and Xi is a d-dimensional vector. Naturally, this includes the
case where the pairs (Xi,Yi) are independent and identically distributed. In the time series
context, Xi typically denotes a vector of lagged values ofYi. Let g(y|x) be the conditional den-
sity of Yi given Xi = x, which we assume to be smooth in both x and y. We are interested in
estimating g(y|x) and its derivatives from the data {(Xi,Yi), 1 ≤ i ≤ n}.
Let K(.) be a symmetric density function on IR and Kb(u) = b−1K(u/b). Note that as b → 0,
E{Kb(Yi−y)|Xi = x} = g(y|x)+O(b2).
This suggests that g(y|x) can be regarded as a regression of Kb(Yi −y) on Xi. For example, if













Wh(u) = h−1W(u/h), W(·) is a kernel function and h > 0 is a bandwidth. This estimator was
proposed by Rosenblatt (1969) and its properties were further explored by Hyndman, Bash-
tannykandGrunwald(1996). BashtannykandHyndman(1998)explorebandwidthselection
rules. Note that there are two smoothing parameters: h controls the smoothness between
conditional densities in the x direction (the smoothing parameter for the regression) and b
controls the smoothness of each conditional density in the y direction.
If local polynomial regression is used we obtain the local polynomial estimator proposedNonparametric estimation and symmetry tests for conditional density functions 3











Then b g(y|x) = b q0 is a local rth order polynomial estimator where b qxy = (b q0,b q1,...,b qr)0 is that
value of q which minimizes R(q;x,y). For r = 0, this estimator is identical to (2.1). While this
estimator has some nice properties, it is not restricted to be non-negative for r > 0. In this
paper, we propose two new estimators to overcome this shortcoming. To simplify discussion
we introduce our methods and develop theory in the case where Xi is a scalar (i.e., d = 1).
2.1 Two new non-negative estimators














and `(·) is a monotonic function mapping IR → IR+. Using `(u) = exp(u) seems a reasonable
choice. Then b g1(y|x) ≡ A(0,b qxy) = `(b q0) where b qxy minimizes R1(q;x,y).
We call this the local parametric estimator. It is in the same spirit as the local logistic estima-
tor for a conditional distribution function proposed by Hall, Wolff and Yao (1999), and is a
conditional version of the density estimator proposed by Loader (1996). Further, it is equiv-
alent to using local likelihood estimation (Tibshirani and Hastie, 1987) for the regression of
Kb(Yi −y) against Xi with the Gaussian likelihood and link function `−1. Consequently, b qxy
may be easily computed using local likelihood estimation software such as locfit (Loader,
1997). (Note that the gam function in S-Plus will not allow a non-identity link function with
the Gaussian likelihood.) If an identity link is used (`(u)= u), we obtain the local polynomial
estimator as a special case.
An alternative estimator is obtained by modifying the local linear estimator for g(y|x) directly
to force it to be positive. Let q0 = `(a) in (2.2). We shall denote this estimator by b g2(y|x) and
refer to it as the constrained local polynomial estimator. Obviously, this idea can also be
applied to the problem of estimation of a conditional distribution function, addressed by
Hall, Wolff and Yao (1999).
Depending on bandwidth choice, both of these estimators also furnishes consistent estima-
tors of the derivatives of the conditional density. Let
g(i)(y|x) ≡ ( ¶
¶y)ig(y|x), g(|j)(y|x) ≡ ( ¶
¶x)jg(y|x), g(i|j)(y|x) ≡ ( ¶
¶y)i( ¶
¶x)jg(y|x),
`(j)(u) ≡ ( ¶
¶u)j`(u) and A(j)(x,q) ≡ ( ¶
¶x)jA(x,q).
For j = 1,2,...,r we can estimate the density derivatives:
b g
(|j)








`(k)(b q0) and b g
(|j)
2 (y|x) = j!b qj.Nonparametric estimation and symmetry tests for conditional density functions 4
If K(u) is at least q-times differentiable, then for i=1,2,...,q we can also estimate the density
derivatives b g
(i)
1 (y|x) and b g
(i)
2 (y|x). These are unavailable in closed form but they are easily
obtained using numerical differentiation.
In practice, we rescale b g(y|x), b g1(y|x) and b g2(y|x) to ensure they integrate to 1. Note that there
is no need to rescale the kernel estimator ˜ g(y|x).
2.2 Asymptotic properties
For the local parametric estimator b g1(y|x) we only consider functions A of type A(x,q) =
exp(q0 +q1x+...+qrxr), with r ≥ 1. Let f denote the marginal density of Xi. We impose
the following regularity conditions:
(C1) For ﬁxed y and x, f(x) > 0, g(y|x) > 0, f is continuous at x, and g(y|·) has 2[r/2]+2
continuous derivatives in a neighbourhood of x, where [t] denotes the integer part of t.
(C2) The kernel K andW are symmetric, compactly supported probability density functions.
Further, |W(x1)−W(x2)| ≤C|x1−x2| for any x1,x2.











→ 0 as j → ¥,
where F
j
i denotes the s-ﬁeld generated by {(Xk,Yk) : i ≤ k ≤ j}. Furthermore,
åj≥1 j2b(j)d/(1+d) < ¥ for some d ∈ [0,1). (We deﬁne ab = 0 when a = b = 0.)
(C4) As n → ¥, h → 0, b → 0, nbh → ¥ and liminfn→¥nh2(r+1) > 0.
Condition (C3) holds with d = 0 if and only if the process {(Xi,Yi)} is m-dependent for some
m ≥ 1. The requirement of the kernels being compactly supported is imposed for the sake
of brevity of proofs. In particular, the Gaussian kernel is allowed. The assumption on the
mixing conditions is also not the weakest possible.
Theorem 1 below presents the asymptotic normality of the estimators. The asymptotic ex-
pressions for biases and variances are useful in development of the bandwidth selection
procedures described in Section 3. The proof of the theorem is largely the same as the proof
of Theorem 1 in Hall, Wolff and Yao (1999) (see also the proof of Theorem 1 of Fan, Yao and
Tong, 1996), which will be omitted.







ujK(u)du, and lj =
Z
ujK2(u)du.
Let S denote the (r+1)×(r+1) matrix with (i, j)-th element ki+j−2, and k(i,j) be the (i, j)-th
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and let qxy be uniquely deﬁned by
g(y|x) = A(0,qxy), and g(|j)(y|x) = A(j)(0,qxy) j = 1,...,r.
Let Nn1 and Nn2 denote random variables with the standard Normal distribution.
Theorem 1. (i) Suppose r ≥ 1 and conditions (C1) – (C4) hold. Then as n → ¥,







2 g(2)(y|x)+o{(nhb)−1/2+hr1 +b2}. (2.4)
(ii) Assume conditions (C1) – (C4) with r = 1. Then as n → ¥,









Remark 1. To the ﬁrst order, the asymptotic variance of b g1(y|x) is exactly the same as in
the case of local polynomial estimator b g(y|x) of order r. This similarity extends also to the
bias term, to the extent that for both b g1 and local polynomial estimators the bias is of order
O(hr+1+b2) for odd r and O(hr+2+b2) for even r. However, the form of bias as functionals
of the ‘regression mean’ g are quite different. This is a consequence of the fact that b g1(y|x)
is constrained to be non-negative. In fact, (2.4) would also hold for the local polynomial
estimator with order r if we replace the term A(r1)(0,qxy) by 0. See Fan and Gijbels (1996) §6.2
or Fan, Yao and Tong (1996). Note, however, that neither reference gives explicitly the bias
term in the order hr1 and that the expression they give for t2
2 contains some typographical
errors.
Remark 2. For the linear case (r = 1) we have t2
1 = l0n0 and h1 = k2/2. Because of the above
remark, (2.5) also holds for the standard local linear estimator. On the other hand, when


















Remark 4. It may be proved that, under conditions (C1) – (C4) and r ≥ 1, b qxy → qxy. Conse-
quently, we may prove that b g1(y|x) is a consistent estimator. Similarly, b g2(y|x) is also consis-
tent.Nonparametric estimation and symmetry tests for conditional density functions 6
3 Bandwidth selection



















































Bashtannyk and Hyndman (1998) used a similar weighted IMSE to derive bandwidths for
the estimator (2.1).
Optimal bandwidths for b g1(y|x) can be derived by differentiating (3.1) with respect to h and



















When r = 1, this simpliﬁes to c1 = (a1/g)1/4. (Because of Remark 2, h∗ and b∗ in (3.5) are
also optimal for b g2(y|x) with r = 1.) Substituting these optimal bandwidths into (3.1) shows
that the IMSE is of order n−4r1/(5r1+2). Note that the optimal bandwidth h∗ is different from
that in standard kernel regression estimation. For example, h∗ = O(n−1/6) when r = 1 while
the optimal bandwidth for local linear regression estimation is of order n−1/5. Intuitively we
need a larger bandwidth (in the order n−1/6) to compensate the sparseness of data points
due to the smoothing in the y-direction. Similarly, the optimal bandwidth b∗ is of order
O(n−1/6) whenfor unconditionaldensityestimation, theoptimal orderis O(n−1/5). The larger
bandwidth for the conditional estimator is because of the local estimation due to smoothing
in the x-direction.
3.1 Normal reference rules
We shall derive the optimal bandwidths for the estimator where the conditional distribu-
tion is normal with quadratic conditional mean and constant variance s2, and the marginal
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and c1 = (a/g)1/4 when the log link (`(u) = exp(u)) is used. For the local linear estimator
















The local quadratic estimator is more difﬁcult and we only give the bandwidths for the iden-


















where sign(u) = u/|u|.
In the special case where both W(u) and K(u) denote a standard normal kernel, and the
conditional mean is linear (d2 = 0), we substitute the above values into (3.5) to obtain the
following simple rules:





and b∗ = 1.05|d|h∗.





and b∗ = |d|h∗.





and b∗ ≈ 2.37d2
s (h∗)2.
3.2 A bandwidth selection algorithm
For a given bandwidth b and a given value y, ﬁnding b g(y|x) is a standard nonparametric
problem of regressing Kb(Yi−y) on Xi. Therefore, we can adapt bandwidth selection methods
used in regression for use in this problem. Let Mb(h;y) denote a goodness-of-ﬁt statistic for
the regression of Kb(Yi −y) on Xi with bandwidth h. For example, Mb(h;y) may denote the







where y = {y0
1,...,y0
N} are equally spaced in the sample space of Y. For a given value of
b, Mb(h) may be minimized to select a value of h. This approach was suggested by Bash-
tannyk and Hyndman (1998) for the kernel estimator with Mb(h;y) denoting the penalized
average square prediction error (see, for example, H¨ ardle, 1991). Fan, Yao and Tong (1996)
suggested a similar approach for the local polynomial estimator with Mb(h) denoting the
Residual Squares Criterion proposed by Fan and Gijbels (1995).
When this approach is combined with the normal reference rules, we have a useful algorithm
for selecting the bandwidth parameters.Nonparametric estimation and symmetry tests for conditional density functions 8
1 Find an initial value for the smoothing parameter b using the normal reference rule.
2 Given this value of b, minimize Mb(h) to ﬁnd a value for h.
An alternative bandwidth selection strategy is to use a parametric bootstrap method similar
to that proposed by Bashtannyk and Hyndman (1998). We ﬁt a parametric model
Yi = d0+d1Xi+···+dkXk
i +sei
where ei is standard normal, d0,...,dk and s are estimated from the data and k is determined
by AIC. Then we form a parametric estimator ˜ g(y|x) based on the model. We simulate a
bootstrap data set Y∗ = {Y∗
1 ,...,Y∗
n } from the ﬁtted parametric model based on the observa-
tions X = {X1,...,Xn}. We form the bootstrap estimator b g∗(.|.) based on the sample {(Xi,Y∗
i )}.




E[{b g∗(Yi|Xi)− ˜ g(Yi|Xi)}2|(Xj,Yj), 1 ≤ j ≤ n]. (3.6)
Unfortunately, this bootstrap method is extremely slow, even on modern computing equip-
ment, and we do not use it in the numerical examples.
4 Bootstrap tests for symmetry
For ﬁxed x with f(x) > 0, we are interested in testing the hypothesis that the conditional
distribution g(·|x) is symmetric, that is
H0 : g(y|x) = g(2u(x)−y|x) for any y,
where u(x) is the centre of the conditional distribution of g(.|x). Under hypothesis H0, we
would expect that the above equality also holds approximately for a good estimator of g, say





and reject H0 for large values of T.
To derive the asymptotic distribution of T (under H0) is a tedious matter. Typically the sam-
ple size n must be very large to ensure asymptotic results are adequately accurate in non-
parametric tests (see, for example, Hjellvik, Yao and Tjøstheim, 1998). Therefore we adopt a
bootstrap approach in this paper.







where the weight mj(x) depends on {Xi} and x only. Note the kernel function K(.) is sym-
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This means that the mirror reﬂection of the estimator b g(·|x) with respect to u(x) is b g itself
obtained with the sample {(Yi,Xi)} replaced by {(2u(x)−Yi,Xi)}. This motivates the following
resampling scheme.
1 We calculate
u(x) = arg min
u
Z
{b g(y|x)−b g(2u−y|x)}2dy. (4.1)
2 We sample n independent observations {X∗
i , 1≤i≤n} from {Xi, 1≤i≤n} with replace-
ment.
3 Suppose X∗
i = Xij. For each 1 ≤ i ≤ n, sample Y∗
i from the uniform distribution on the
two symmetric pointsYij and 2u(x)−Yij.
4 Form the statistic T∗ in the same way as T with {Xi,Yi} replaced by {X∗
i ,Y∗
i }.
We reject H0 if T is greater than the upper a-point of the conditional distribution of T∗ given
{Xi,Yi}. In fact, the p-value is the relative frequency of the event {T∗ ≥ T} in the bootstrap
replications.
We may let b g be the local parametric estimator b g1 with r = 1 or the constrained local linear
estimator b g2. We keep the bandwidths unchanged in the bootstrap stage.
Since we only test the symmetry of g(·|x) at ﬁxed x, one would expect that we only sample
Y∗
i from a symmetric distribution when X∗
i is close to x. This is effectively achieved in the
nonparametric estimation of g(·|x), since the estimation is localized by the kernel function.
When we generate the bootstrap samples, we largely ignore the possible dependence in the
data. Note that under the mixing condition (C3), the dependence does not enter the major
terms (i.e., ﬁrst order terms) in the asymptotic expansions in Theorem 1. This is due to the
fact that in nonparametric regression (with random design), we only use effectively the nh
nearest neighbours in the state space, which are unlikely to be the neighbours in the time space
under the mixing condition (C3). Those points could be regarded as asymptotically inde-
pendent when n → ¥. In fact we may prove that it holds almost surely that the conditional
distribution of T∗ given {Xi,Yi} is asymptotically equal to the null-hypothesis distribution of
T (cf. Kreiss, Neumann and Yao, 1998).
Remark 5. Note that since f(x) > 0, the null hypothesis can be expressed equivalently as
H0 : g(y|x)f(x) = g(2u(x)−y|x)f(x) for any y. Furthermore, the joint density function p(x,y) ≡
g(y|x)f(x) can be easily estimated. For example, the simple product kernel estimator is
b p(x,y) = 1
n å
n
i=1Wh(Xi −x)Kb(Yi −x). Therefore, an alternative test statistic can be deﬁned as
T1(x) = minu
R
{b p(x,y)− b p(x,2u−y)}2dy. The bootstrap procedure described above can be ap-
plied to facilitate this alternative test.
Remark 6. When the a density is symmetric, a symmetric estimator may be obtained as
b b g(y|x) =
1
2
(b g(y|x)+b g(2u(x)−y|x)). (4.2)Nonparametric estimation and symmetry tests for conditional density functions 10
See Kraft, Lepage and van Eeden (1985) and Meloche (1991) for further discussion on esti-
mation of symmetric densities. In the numerical examples, we estimate the density by (4.2)
if b g(y|x) passes the symmetry test.
5 Numerical examples
We illustrate the symmetry tests through simulations and by application to some real data.




Consider the modelYi = 5+(1+Wi)Xi+ei where {Xi}, {Wi} and {ei} are all independent with
Xi uniformly distributed on [0,12], ei normally distributed with zero mean and variance 9,
andWi is a binary variable with Pr(Wi =1)=1−Pr(Wi =0)=0.3. Figure 1 shows a scatterplot
of 500 observations from this model. The line through the points is u(x) calculated from (4.1).
When x = 0, the density is symmetric, and it increases in skewness as x increases.
We computed the p-value of the bootstrap test for symmetry for 0 ≤ x ≤ 12 at steps of 0.5.
For these tests, we used the local parametric estimator of g(y|x) with r = 1 and bandwidths
chosen using the algorithm of Section 3.2 to be h = 1.35 and b = 1.59. (For this example, the
true optimal bandwidths calculated using (3.5) are h∗ = 0.87 and b∗ = 1.25.) Figure 2 shows
the p-values. Each test involved 100 replications. The skewness is clearly detected by the
tests for x > 6.
Example 2
We next consider a quadratic AR(1) time series model
Yt = 0.23Yt−1(16−Yt−1)+0.4et (5.1)
where {et} is a sequence of independent random variables each with the standard nor-
mal distribution truncated in the interval [−12,12]. The conditional distribution of Yt given
Xt ≡ Yt−m is symmetric for m = 1 but not necessarily so for m > 1. Figure 3 shows a lagged
scatterplot of 600 observations from this model with m = 3. The line through the points is
u(x)calculatedfrom(4.1)where b g(y|x)isthelocalparametricestimatewithr=1. Bandwidths
were chosen using the algorithm to be h=0.4 and b=1.2. For each of the bootstrap tests, 100
replications were performed. The p-values from the bootstrap test for symmetry are shown
in Figure 4. There is a clear evidence that the conditional distribution is not symmetric for x
between 6.5 and 8.5.
Old Faithful Geyser data
Azzalini and Bowman (1990) give data on the waiting time between the starts of successive
eruptions and the duration of the subsequent eruption for the Old Faithful geyser in Yellow-
stone National Park, Wyoming. The data were collected continuously between 1–15 AugustNonparametric estimation and symmetry tests for conditional density functions 11
Figure 1: Scatterplot of 500 observations from Example 1. The line through the points is u(x), the
estimated centre of symmetry, calculated from (4.1).
Figure 2: The p-values of the bootstrap test for symmetry of the conditional density g(y|x) in Exam-
ple 1. Here b g(y|x) is the local parametric estimate with r =1 and bandwidths chosen using the normal
reference rules to be h = 1.1 and b = 1.6. The horizontal line shows the 0.05 level.Nonparametric estimation and symmetry tests for conditional density functions 12
Figure 3: Scatterplot of 600 observations from Example 2. The line through the points is u(x), the
estimated centre of symmetry, calculated from (4.1).
Figure 4: The p-values of the bootstrap test for symmetry of the conditional density g(y|x) in Exam-
ple 2. Here b g(y|x) is the kernel estimate with bandwidths h = b = 0.5. The horizontal line shows the
0.05 level.Nonparametric estimation and symmetry tests for conditional density functions 13
Figure 5: The p-values of the bootstrap test for symmetry of the density of the Old Faithful Geyser
eruption duration conditional on the waiting time between eruptions. Here b g(y|x) is the kernel es-
timate with bandwidths h = 7.2 and b = 0.41 chosen using the bandwidth selection algorithm. The
horizontal line shows the 0.05 level.
1985. There are a total of 299 observations. The times are measured in minutes. Some dura-
tion measurements, taken at night, were originally recorded as S (short), M (medium), and L
(long). These values have been coded as 2, 3 and 4 minutes respectively. This data set is also
distributed with S-Plus.
We are interested in the distribution of duration time conditional on the previous waiting
time. The bandwidth selection algorithm gives bandwidths h=8.1 and b=0.33. Using these
values we test the symmetry of the conditional densities (again using the kernel estimator
(2.1)) with 100 replications per test. The p-values from the bootstrap test for symmetry are
shown in Figure 5. Where the p-value is greater than 0.05, we replace b g(y|x) by the symmetric
estimator (4.2). The resulting estimates are shown in Figure 6 using the stacked density
visualization method of Hyndman, Bashtannyk and Grunwald (1996).
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Figure 6: Estimated conditional density of eruption duration conditional on waiting time to the
eruption. The densities have been symmetrized if the p-values in Figure 5 are greater than 0.05.
Bandwidths were chosen using the selection algorithm.
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