Abstract. It is shown that if a non-zero function f ∈ B σ has infinitely many double zeros on the real axis, then there exists at least one pair of consecutive zeros whose distance apart is greater than π σ τ 1/4 , τ ≈ 5.0625. A frame algorithm is provided for reconstructing a function f ∈ B σ from its nonuniform samples {f (j) (x i ) : j = 0, 1, . . . , k−1, i ∈ Z} with maximum gap condition, sup
Introduction
Let B σ denote the space of all σ-band limited functions, i.e.,
Here f denotes the Fourier transform of f , defined by f (ξ) = ∞ −∞ f (x)e −ixξ dx. Then it follows from the well known theorem of Paley-Wiener that a function f ∈ B σ if and only if f can be extended as an entire function of exponential type ≤ σ. It is well known that B σ is a reproducing kernel Hilbert space with reproducing kernel K(x, y) = sin σ (x − y) σ (x − y) . The classical Shannon's sampling theorem states that every f ∈ B σ can be reconstructed from the sampling formula f (x) = k∈Z f kπ σ sin σ (x − kπ/σ) σ (x − kπ/σ) .
In [8] Walker proved the following result. "Let f be an entire function of exponential type ≤ σ which is square integrable on the real axis. If f has infinitely many zeros on the real axis, then there exists at least one pair of consecutive zeros whose distance apart is at least π σ ". In this paper we show that if a non-zero function f ∈ B σ has infinitely many double zeros on the real axis, then there exists at least one pair of consecutive zeros whose distance apart is greater than π σ τ 1/4 , τ ≈ 5.0625.
The numerical aspects of nonuniform sampling was studied by Grochenig in [3] . In particular, in that paper, he gave an iterative reconstruction algorithm for a band limited function from its nonuniform samples and discussed its stability as well as its rate of convergence. In [6] , Razafinjatovo obtained a frame algorithm for reconstructing a function f ∈ B σ from its nonuniform samples {f (j) (x i ) : j = 0, 1, . . . , k − 1, i ∈ Z} with maximum gap condition, namely sup
1/k using Taylor's polynomial approximation. He has also provided a result which gives an improvement for the maximum gap condition for k = 2.
In this paper, we provide a frame algorithm for reconstructing a function f ∈ B σ from its nonuniform samples {f
, where c k is a Wirtinger-Sobolev constant, using Hermite interpolation. We wish to remark that the maximum gap condition of the current paper is an improvement of the maximum gap condition given in [6] . In fact, later, we provide a numerical comparison between the maximum gap conditions of [6] and the current paper for various values of k. Further, our idea of using Hermite interpolation polynomial instead of the already existing method using Taylor series expansion leads to better rate of convergence, which is mentioned in Remark 2.1.
It should also be noted that if the sample points {x i } satisfy sup
, τ ≈ 5.0625, then from Theorem 2.1 and 2.3, it follows that one can reconstruct functions f ∈ B σ uniquely from {f (x i ), f ′ (x i )}. In addition, as a consequence of Theorem 2.1, one can get the uniqueness result even if the equality holds.
In order to prove our main results, we make use of the following terminology and some inequalities. Definition 1.1. A sequence of vectors {f n : n ∈ Z} in a separable Hilbert space H is said to be a frame if there exist constants 0 < m ≤ M < ∞ such that
for every f ∈ H.
where τ is the smallest root of the equation
The equality holds iff
c ∈ C with µ = πτ 1/4 . The value of τ is approximately 5.0625.
where c r is the minimal eigenvalue of the boundary value problem
, [6] ). Let A be a bounded operator on a Hilbert space H that satisfies
for every f ∈ H and for some C, 0 < C < 1. Then A is invertible on H and f can be recovered from Af by the following iteration algorithm. Setting
where
The Main Results
First we observe that Wirtinger-Sobolev inequality (Theorem (1.3)) is still true if the right hand side of (1.4) is replaced by
In fact, we shall establish (2.1) by assuming f is real valued. The complex case will follow by taking f = u + iv. We know that
2 ) for real numbers A and B. Therefore,
Using Bernoulli's formula (repeated integration by parts) and the fact that
by (1.4), thus proving (2.1), for r odd. We know that
Then proceeding as before we obtain (2.1), for r even.
Theorem 2.1. If a non-zero function f ∈ B σ has infinitely many double zeros on the real axis, then there exists at least one pair of consecutive zeros whose distance apart is greater than π σ τ 1/4 , where τ ≈ 5.0625.
Proof. Let a non zero function f ∈ B σ have infinitely many double zeros x j 's on the real line such that x j < x j+1 , j ∈ Z and
Notice that the inequality is strict; Otherwise if the equality holds, then, by uniqueness theorem,
, which is impossible. Summing over all j in (2.2), we get
Taking square root on both sides, we get
On the other hand, by Bernstein's inequality,
Combining (2.3) and (2.4), we get M > π σ τ 1/4 which is a contradiction.
Consider the operator P :
Now assume that f and its first k − 1 derivatives f ′ , . . . , f (k−1) are sampled at a sequence (x i ) i∈Z . Define the approximation operator for f ∈ B σ
Since H 2r+1 (ξ, η, αf + g; x) = αH 2r+1 (ξ, η, f ; x) + H 2r+1 (ξ, η, g; x) for α ∈ C, the operator A is linear. Since f = P f = P i∈Z f χ [x i ,x i+1 ] , and the characteristic functions χ [x i ,x i+1 ] have mutually disjoint support it can be easily shown that
where H 2k−1 (x i , x i+1 , f ; ·) denotes the Hermite interpolation of f in the interval
k . Using (2.1), we get
using Bernstein's inequality. As Af 2 ≤ f − Af 2 + f 2 , it follows from the inequality (2.1) that the operator A is a bounded. Now, if δ < 1 σ c 1 2k
Thus we can obtain the following result as a corollary of Proposition 1.1.
Theorem 2.2. Assume that f and its first
k , then any f ∈ B σ can be reconstructed from the sample values {f (j) (x i ) : j = 0, 1, . . . , k − 1, i ∈ Z} using the following iteration algorithm. Set
where H 2k−1 (x i , x i+1 , f ; ·) denotes the Hermite interpolation of f in the interval [x i , x i+1 ]. Then we have lim n→∞ f n = f . The error estimate after n iterations becomes
Remark 2.1. The above inequality shows that the rate of convergence of the current paper is better than that of [6] .
In order to present frame algorithm for reconstructing a function f ∈ B σ from its nonuniform samples we need the following notations.
dx. This can also be written as
k , then for every f ∈ B σ , we have
l! 2 e δ 2 +σ 2 , and
We now estimate the value of Af 2 .
(2.10)
Therefore, (2.9) becomes
Thus, we obtain the LHS of (2.8). For any f ∈ B σ , we have
Hence,
using (2.14). Hence
using Bernstein's inequality. Thus
Similarly, we can prove that
From (2.15) and (2.16), we get RHS of (2.8).
This leads us to the following frame algorithm: Recall that B σ is a reproducing kernel Hilbert space with reproducing kernel K(x, y) = sin σ (x − y) σ (x − y) . i.e., every f ∈ B σ can be written as
k , it follows from Theorem 2.3 that the family { √ c i,l + c i−1,l K (l)
x i : l = 0, 1, . . . , k − 1, i ∈ Z} is a frame with frame bounds A and B.
Frame Algorithm:
. Define
Then we have lim n→∞ f n = f . The error estimate after n iterations turns out to be
We refer to [6] and also [4] for further details. Now we shall provide a numerical comparison between the maximum gap conditions of [6] and the current paper for various values of k. Towards this end, we explicitly mention the values and bounds for the constants c r as given in [1] . k from the current paper. We have made use of the lower bounds of c k given in (2.18) for k ≥ 4 in the 
