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Введение
Данное методическое пособие предназначено для студентов вузов 
специализации 030501.08.. В нем излагается материал по наиболее сложному 
разделу дисциплины "Технология и средства контроля изделий машино­
строения" (ТСКИМ). Известно, что любое измерение выполняется с погреш­
ностью -  отклонением от истинного значения измеряемой величины. Пра­
вильно оценить величину погрешности измерения можно на основе знания 
источников ее возникновения и методов определения величин ее отдельных 
составляющих. Используя эти знания, можно разработать такую метрологи­
ческую схему и методику измерений, при использовании которых суммарная 
погрешность измерения не будет превышать требуемых для конкретных ус­
ловий границ.
Материал пособия подобран в соответствии с рабочей программой 
дисциплины ТСКИМ, а также с учетом знаний, которые студенты должны 
получить после изучения таких предшествующих дисциплин, как "Математи­
ка", "Метрология, стандартизация и взаимозаменяемость".
В пособии после изложения отдельных теоретических вопросов при­
ведены примеры решения соответствующих практических задач, а также ана­
логичные задачи, которые надо решить самостоятельно (ответы на них даны в 
Приложении). Подобные задачи будут предложены для решения на зачете по 
ТСКИМ.
Для лучшего усвоения теоретического материала постарайтесь отве­
тить на вопросы, приведенные в конце каждого раздела. При необходимости 
можно воспользоваться учебной и научно-технической литературой, список 
которой приведен в конце пособия.
Пособие, в первую очередь, адресовано студентам заочных форм обу­
чения, но может принести пользу и студентам очного отделения.
1. Погрешность измерения и формы выражения ее численных оценок
Погрешность измерения -  это отклонение результата измерения от ис­
тинного значения измеряемой величины. Качество измерения тем выше, чем 
ближе результат измерения оказывается к истинному значению. Для оценки 
качества измерения, определения степени доверия к результату измерения 
необходимо указать численную величину погрешности (ошибки) измерения. 
По форме выражения численных оценок различают погрешности:
-  абсолютные;
-  относительные;
-  приведенные.
Абсолютная погрешность измерений выражается в единицах измеряе­
мой величины и определяется по формуле
Д* = * - Х,  (1)
где X -  результат измерения,
X -  истинное значение измеряемой величины.
Поскольку величина X неизвестна, выражение (1) используется только 
в теоретических исследованиях. На практике значение X заменяется на его 
оценку -  действительное значение измеряемой величины (Хд). Обычно за ве­
личину хд принимают среднее арифметическое х результатов нескольких из­
мерений одной и той же величины, т.е. вместо выражения (1) можно записать
Ах = х - х а= х - х  (2)
В Выражении (2) величина Ах является приближенной оценкой истин­
ной погрешности измерения.
Относительная погрешность измерения (у) представляет собой отно­
шение абсолютной погрешности измерения к истинному значению измеряе­
мой величины и выражается в долях или процентах. Поскольку значение X 
неизвестно, то вместо него используют результат измерения хд, который при 
выполнении измерения с допустимой по ГОСТ 8.051-81 погрешностью не­
значительно отличается от значения X. Следовательно можно записать
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а при выражении в процентах:
r - f - 100%
лд
По сравнению с Ах, величина у более информативна, так как дает воз­
можность объективно сопоставлять результаты и оценивать качество измере­
ний. Из формулы (3) видно, что с увеличением номинала измеряемой величи­
ны X при неизменной Ах значение у уменьшается, следовательно, точность 
измерений увеличивается. Например, измерив длину детали Ь=1000мм с Ах = 
10 мм (т.е. с у = 0,01 или 1 %) и расстояние 12=50 м с такой же величиной Ах 
(т.е. с if =0,0002 или 0,02 %) можно сделать заключение, что второе измерение 
выполнено с более высокой точностью, чем первое.
При различных значениях х величина у может принимать различные 
значения, что не позволяет нормировать погрешность средства измерения 
Аси- Для указания и нормирования величины Аси используется такая специ­
фическая разновидность относительной погрешности, как приведенная по­
грешность (уп).
Приведенная погрешность представляет собой отношение абсолютной 
погрешности средства измерения к протяженности диапазона изменения 
входной величины хнор. в процентах:
Ах
/ „ =  —  •100%
*нор
По наибольшей допускаемой величине уп определяется класс точности 
многих СИ.
2. Классификация погрешностей измерения по источникам их возникновения
2.1. Общие сведения
В машиностроительном производстве погрешность измерения следует 
рассматривать как суммарную (полную) поірешность всего процесса измере­
ния, складывающуюся из нескольких составляющих погрешностей. Зная 
свойства и оценив количественные характеристики составляющих погрешно­
стей, можно правильно учесть их при оценивании погрешности результата 
или, если это возможно, ввести поправки в результат измерения. Иногда 
можно так организовать измерение, что отдельные составляющие погрешно­
сти не окажут влияния на его результат.
Обязательными компонентами любого измерения являются средство 
измерения, метод измерения, окружающая среда и человек, проводящий из­
мерения. Отклонение любого из этих компонентов от нормативных требова­
ний приводит к появлению соответствующей составляющей погрешности ре­
зультата. В соответствии с этим по источнику возникновения различают по­
грешности: инструментальные, методические, условий и субъективные.
2.2. Инструментальные погрешности
Инструментальные погрешности (погрешности средств измерений, 
аппаратурные, или приборные) обозначим через Ди„. Эти погрешности при­
надлежат данному СИ, могут быть определены при его испытаниях и занесе­
ны в его паспорт.
В общей погрешности измерения (ДИЗм.) погрешность Дин. обычно су­
щественно превышает по величине все другие составляющие. Она является 
комплексной величиной, которая может быть представлена следующей 
структурной формулой
Дин - Дм + До + Дэ
где Дм, До, Дэ - составляющие, обусловленные неточностями функ­
ционирования механической, оптической, электрической и (или) других сис­
тем прибора. Доминирующую роль в этой сумме обычно играет механическая 
составляющая Д м. Поэтому в любом измерительном приборе стремятся 
уменьшить число механических преобразователей.
Каждое из слагаемых погрешности^ может включать в себя сле­
дующие погрешности: теоретические, технологические, эксплуатационные, 
вспомогательных устройств.
2.2.1. Теоретические погрешности
Теоретические погрешности (Дт) возникают из-за допущений, которые 
принимаются в процессе проектирования измерительного прибора. Допуще­
ния и соответственно связанные с ними погрешности могут быть трех видов: 
структурные, параметрические и конструктивные.
Структурные погрешности возникают в случае замены теоретически 
строгой функции преобразования измерительного сигнала приближенной 
функцией с целью упрощения конструкции устройства или повышения его 
точности. У механических измерительных приборов такая погрешность имеет 
место в случае реализации в кинематической схеме передаточного механизма 
закона передачи, отличного от закона, реализуемого шкалой. При круговой 
равномерной шкале структурная (схемная) погрешность появляется, если для 
преобразования поступательного движения измерительного стержня во вра­
щательное движение стрелки используется рычажный механизм. На рис.
2.1,а,б приведены схемы двух вариантов рычажных преобразователей. Их 
особенностью является наличие скользящего контакта в сопряжении сферы с 
плоскостью. Выбор сопряжения “сфера -  плоскость” объясняется тем, что его 
элементы можно выполнять с высокой точностью.
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Преобразование линейного перемещения измерительного стержня в 
поворот стрелки относительно круговой равномерной шкалы должно проис­
ходить в соответствии с законом
х = щ 9 (2 .1)
где X -  перемещение измерительного стержня, <р -  угол поворота 
стрелки, а -  коэффициент пропорциональности. Такой закон реализуется с 
помощью зубчатой реечной передачи при а = d/2 (d -  диаметр делительной 
окружности шестерни) -  рис. 2.1, в.
Для схемы на рис. 2.1,а зависимость, связывающая перемещение изме­
рительного стержня с длиной рычага, имеет вид
X = a sin ф (2.2)
Отсюда возникло название рычага -  синусный. Величину siny можно 
разложить в степенной ряд Тейлора:
(р <р3 ф ъ <р7
sinß> = —-  — + - ----—  + ...
1! 3! 5! 7!
Учитывая малые значения угла ф (в измерительных приборах обычно 
перемещение х намного меньше длины рычага а), можно упростить вычисле­
ние, использовав только два члена ряда. В результате получим выражение
/ <Р\ <РЪx = a(<p-Z-) = a<p-a—
Ь о
которое отличается от (2.1) на величину -cup3/6, представляющую со­
бой структурную погрешность данной схемы.
Синусные рычажные передачи применяются при углах поворота рыча­
га, не превышающих ± 15° или при коротких рычагах. При больших значени­
ях ф и а  используют схему на рис. 2.1,6. с расположением сферы на измери­
тельном стержне. Для нее можно записать
X = a tgq>,
“Ь ;ФN-
V  a
m
и.
4 5 V . .
Y
]Г
£ ^ - + - 5 5 ?
/
* ж
V
Рис. 2.1 Кинематические схемы передаточных механизмов: 
а -  с синусным рычагом, б с тангенсным рычагом 
в -  с зубчатой реечной передачей
И
Соответственно название рычага -  тангенсный. Разложение тангенса в 
ряд Тейлора имеет вид
1 з 2 5 17 7\g(p = (p + -(p -t— cp + <р + ...BY Y 3 Y l 5 Y 315Y
При использовании двух членов разложения получим 
, q>3 ч а<р3
Z  = a(<p + — ) = a<p + - ^
3 3
Следовательно в обоих рычажных передачах возникают структурные 
погрешности, пропорциональные ф3, но знаки их различны. Кроме того, по­
грешность тангенсного рьгчага в 2 раза больше, чем синусного.
Выполним, для примера, расчет погрешности синусного рычага при 
а=10 мм и *макс=1 мм.
Для синусной передачи Дт= -аф3/6. Найдем значение ф при хмакс = 1мм 
из выражения (2.2) с учетом того, что при малых значениях угла sin <р « ср (ф - 
в радианах):
sin ф «  ф = = —  = ОД
а 10
Отсюда Дт = - = 11мм
Задача. Определите длину а  тангенсного рычага при условии, что 
фмаюГ^ °, Дт=0,008 мм.
Параметрические погрешности возникают из-за округления значения 
одного из параметров элементов кинематической цепи прибора, представлен­
ного иррациональным числом. Необходимость в таком числе может возник­
нуть тогда, когда значение передаточного отношения (S) кинематической це­
пи является иррациональным числом. Это имеет место при преобразовании 
вида движения (поступательного во вращательное) и замкнутой круговой 
шкале. Для такой шкалы длина (интервал) деления a=7iD/k -  иррациональное 
число (D -  диаметр, к -  число делений шкалы). Передаточное отношение 
в этом случае S=a/c -  также будет иррациональным числом (с -цена деления
шкалы).
Преобразование поступательного движения во вращательное возмож­
но с помощью зубчатой реечной передачи, передаточное отношение которой 
8=2/т2ш (рад/мм), где т  -  модуль, ъш -  число зубьев шестерни. Поскольку S 
-иррациональное число, то и модуль также должен быть иррациональным 
числом. На практике реализовать такое значение модуля невозможно. Его ок­
ругляют, в результате чего возникает параметрическая погрешность при пе­
редаче измерительного сигнала от входа к выходу прибора. Такая погреш­
ность, в частности, имеет место в индикаторах часового типа (ИЧ). В ИЧ 
принят специальный округленный модуль т=0,199мм. Расчет величины 
ошибки из-за этого округления можно найти в [4, с. 198.. .200].
Конструктивные теоретические погрешности возникают в результате 
перехода от схемы прибора к его конструкции. В схемном варианте высшие 
кинематические пары идеализированы, т.е. рассматриваются как математиче­
ские точки или линии. При разработке конструкции приходится заменять 
идеальные пары реальными деталями, образующими пары с помощью реаль­
ных поверхностей. Выполняя такую замену, конструктор по конструктивным 
или технологическим причинам принимает допущение, приводящее к теоре­
тической ошибке.
Пример. При расчете координат профиля кулачка исходят из теорети­
ческой схемы, в которой сопряжение кулачка с толкателем представляет со­
бой математическую точку А0 (рис. 2.2,а). При использовании в конструкции 
передачи толкателя со сферой точка контакта из положения А0 сместится в 
положение А (рис. 2.2,6), что приведет к отрыву толкателя от профиля кулач­
ка в точке А0 и возникновению ошибки положения толкателя
где ß - угол давления, г -радиус сферы.
Ошибку можно исключить, если скорректировать профиль кулачка. 
Для этого необходимо центр сферы С поместить на теоретической линии 
профиля кулачка, а реальный профиль выполнить по эквидистанте к теорети­
ческой линии (рис .2.2,в). Так поступают в ответственных случаях. При вы­
полнении профиля не по эквидистанте, а по заданной кривой, для уменьше­
ния конструктивной погрешности уменьшают радиус сферы.
Рис. 2.2. Конструктивная теоретическая ошибка в кулачко­
вом механизме: а — теоретическая исходная схема; б  — за­
мена идеальной контактной пары реальной и возникновение 
ошибки; в — переход от расчетного профиля к эквидистанте
Все разновидности теоретических ошибок поддаются расчету. Каждая 
из них свойственна всем экземплярам прибора данной конструкции. Исполь­
зуя формулы для расчета Дт, можно найти оптимальные числовые параметры 
механизмов.
Сравнительно просто выполняется расчет механических приборов. 
Иначе обстоит дело с приборами пневматическими, электронными и другими 
вследствие наличия чрезвычайно сложных явлений истечения сжатого возду­
ха, взаимодействия электрических полей и других факторов, исключающих 
возможность достаточно точных расчетов.
2.2.2. Технологическиегпогрешности
Технологические погрешности (Дтх) ИП возникают из-за неточности 
изготовления деталей прибора (меры) и его сборки. Не все неточности изго­
товления (отклонения от номинальных значений) приводят к появлению Д™, а 
только те, которые вызывают отклонения действительного процесса преобра­
зования входной величины в выходную от идеального процесса, т.е. отклоне­
ния функции преобразования прибора. Это могут быть погрешности разме­
ров, формы деталей; волнистость и разброс шероховатости их поверхностей, 
отличие действительного усилия, развиваемого пружиной (предназначенной, 
например, для создания измерительного усилия) от номинального, отклоне­
ния взаиморасположения деталей, возникшие после сборки.
При выборе принципиальной схемы ИП учитывают допустимые вели­
чины погрешностей изготовления деталей его преобразовательной цепи. На­
пример, большие технологические погрешности изготовления малогабарит­
ных зубчатых колес препятствуют созданию чисто зубчатых измерительных 
головок высокой точности, для которых структурная составляющая величины
Дх равна нулю.
2.2.3. Эксплуатационные погрешности
Эксплуатационные погрешности (Дэ) возникают при работе ИП. Источ­
никами их являются: смещения и перекосы деталей механизма ИП, возни­
кающие при наличии зазоров в кинематических парах; деформации деталей 
(силовые и температурные); засорение механизма; износ и смещение деталей 
из-за трения в кинематических парах и другие. Смещение деталей из-за тре­
ния и люфтов приводит к вариации показаний, выявляемой при многократ­
ных измерениях одной и той же величины.
Перечисленные выше составляющие погрешности Дин (Дт, Дтх и Дэ) в 
сумме не должны превышать величину нормированной допустимой погреш-
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ности для данного типа ИП. Ее величина устанавливается с учетом варианта 
использования ИП. Например, для стрелочных измерительных головок она 
зависит от величины перемещения измерительного стержня при измерении 
(для индикаторов часового типа такие данные приведены в [1, табл.5].
2.2.4. Погрешности вспомогательных устройств
Вспомогательные устройства используются для закрепления ИП и их 
настройки. Величины их погрешностей (Дв) зависят от вида применяемых 
устройств. Например, стрелочные измерительные головки (ИГ) могут уста­
навливаться в штативах или стойках, имеющих различную жесткость. Под 
воздействием измерительного усилия происходит упругая деформация дета­
лей установочного устройства (в первую очередь, в месте крепления ИГ), 
приводящая к изменению положения ИГ.
Настройка ИП обычно выполняется с помощью установочных мер, в 
качестве которых могут использоваться концевые меры длины (КМД) раз­
личных классов или разрядов. Погрешности настройки СИ, зависящие от 
КМД, возникают из-за погрешности их изготовления и измерения, а также из- 
за погрешности от притирания.
2.3. Методические погрешности
Методические погрешности (Дм) возникают при выборе несовершенно­
го метода измерений. Методы измерений классифицируют в зависимости от 
использования мер в явном или опосредованном виде (в опосредованном виде 
меры применяются в ИП). Таким образом погрешность Дм может возникнуть 
из-за неудачного выбора СИ и (или) приемов его использования. Причиной 
этого обычно является неполнота теоретической модели метода измерений, 
вызванная недостатком знаний об объекте измерения, о процессах, происхо­
дящих при измерении, а также различными допущениями и упрощениями, 
применяемыми при обработке результатов измерений. Методические по­
грешности не зависят от работы СИ и оператора. Они зависят от тщательно­
сти и метрологической культуры постановки измерительного процесса.
Возникновение Дм из-за недостатка знаний о реальном объекте измере­
ния часто связано с идеализацией его отдельных характеристик. Например, 
при измерении диаметральных размеров деталей типа «ось» или «вал» часто 
не учитывают возникшие в процессе обработки отклонения их профиля как в 
поперечном (овальность, огранка), так и в продольном (конусообразность, 
бочкообразность, седлообразность) сечениях. При этом результат измерения 
зависит от расположения линии измерения по отношению к детали. В другом 
случае из-за предположения об однородности структуры материала объекта 
измерения при определении плотности материала путем деления массы объ­
екта на его объем может возникнуть Дм, если эта однородность будет нару­
шена (например, в материале литой детали могут быть неоднородности из-за 
наличия газовых пузырей).
Погрешности Дм возникают и тогда, когда нежесткую деталь (напри­
мер, тонкостенное узкое кольцо) считают абсолютно жесткой. При использо­
вании контактного ИП под воздействием измерительного усилия такая деталь 
деформируется, что приводит к изменению измеряемого размера. Деформи­
роваться может не только форма детали, но и микронеровности на участке 
поверхности, непосредственно взаимодействующем с наконечником измери­
тельного стержня прибора. Если это не учитывать, то при больших высотах 
микронеровностей величина Дм может быть весьма существенной (особенно
для деталей из мягких материалов).
Недостаток знаний о процессах, происходящих при измерении, может 
привести к разработке метода измерения, отличающегося несовершенством 
способов реализации его принципов (неправильный выбор схемы базирова­
ния, направления линии измерения и т.п.), неидеальностью алгоритма изме­
рения (неправильный выбор последовательности действий при измерении и 
т.п.).
В некоторых случаях выбор наиболее рациональной реализации мето­
дики измерений осуществляется после проведения экспериментов. Например, 
в массовом и крупносерийном производствах при измерении отклонений от 
округлости с базированием детали на призме для выявления наиболее значи­
тельных составляющих неровностей поверхности подбирают оптимальные 
значения угла призмы (у=60°...120°) и угла расположения измерительного 
наконечника ИП по отношению к оси призмы (ß=0...60°) [9,с.272...273]. Во 
всех случаях качество используемой схемы измерения в большой мере зави­
сит от уровня знаний и опыта ее разработчика.
Возникновение Дм из-за различных допущений и упрощений имеет ме­
сто в основном при косвенных измерениях. При их проведении для упроще­
ния вычислений часто используют допущения в отношении закономерностей, 
связывающих измеряемые прямым способом величины и постоянные коэф­
фициенты (например, линеаризируют функцию при выполнении нелинейных 
косвенных измерений).
Кроме того, к появлению Дм приводит округление трансцендентного 
числа я, входящего в расчетную формулу (при измерениях диаметров с по­
мощью рулетки, площадей круглых сечений и др.), а также результатов про­
межуточных и конечных вычислений.
2.4. Погрешности условий
Любое измерение выполняется в конкретных условиях, характеризуе­
мых одной или несколькими физическими величинами: температурой, влаж­
ностью, давлением окружающей среды и др. Эти величины называют внеш­
ними влияющими факторами. Они часто оказывают существенное влияние на 
применяемые СИ, контролируемый объект и непосредственно измеряемую 
физическую величину. По ГОСТ 21964-76 все внешние воздействующие фак­
торы поделены на несколько классов: климатические, электромагнитные, ме­
ханические и др.
Для обеспечения единства измерений к условиям их проведения предъ­
являются жесткие требования. На средства измерений конкретного типа в 
нормативных документах или по результатам их поверки (калибровки) уста­
навливаются единые нормальные условия измерений. Значение физической 
величины, соответствующее нормальным условиям, называют нормальным 
значением влияющей величины, и оно принимается за номинальное. Ниже 
приведены номинальные значения основных влияющих физических величин 
для линейных и угловых измерений:
-  температура, °С(К)...................................................................... 20°(293)
-  давление воздуха, кПа (мм рт.ст.)...........................................101,3(760)
-  относительная влажность воздуха, %....................................................58
-  вибрации, шум, дБ.................  ................................................не болееЗО
Кроме того, при измерении линейных размеров до 160 мм (наружных
поверхностей) за нормальное принято вертикальное положение линии изме­
рения, во всех остальных случаях -  горизонтальное. При измерении углов за 
нормальное принято горизонтальное положение плоскости измерения.
Поддерживать установленные номинальные значения влияющих вели­
чин часто бывает трудно и даже невозможно, поэтому для каждой из них оп­
ределяют пределы возможных изменений. Значения величины, лежащие в 
этих пределах, называют нормальной областью влияющей величины. Напри­
мер, температура при линейных измерениях в зависимости от диапазона раз-
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меров не должна отклоняться от +20°С более, чем на ±1,5°С для точных ква- 
литетов и на ± 4°С -  для грубых квалитетов, а для угловых измерений -  не 
более, чем на ±3,5°С. Если во время измерений отклонение влияющей вели­
чины от номинального значения не превышает установленных для нормаль­
ной области пределов, то изменением результата измерений можно пренеб­
речь.
При подготовке к измерениям необходимо определить рабочее про­
странство. Рабочее пространство -  это часть пространства, окружающего 
средство измерений й объект измерений, в котором область значений влияю­
щих величин находится в установленных нормальных пределах. Если рабочее 
пространство не установлено, нормальные условия измерений обеспечивают­
ся во всем помещении.
Для обеспечения нормальных условий измерения стандарт устанавли­
вает время выдержки объектов измерения (контроля) и средств измерения в 
условиях, соответствующих требованиям, до начала измерений в течение 
2...36 ч в зависимости от массы объекта измерения и требуемой точности из­
мерения.
В машиностроении при точных измерениях для обеспечения нормаль­
ных условий применяются специальные средства защиты от воздействия 
влияющих величин. Так, влияние температуры исключают путем термостати- 
рования -  обеспечения определенной температуры в рабочем пространстве. 
Термостатировать можно средства измерений, производственные помещения 
(цехи, лаборатории), камеры. Для уменьшения влияния тепла человека дела­
ют теплоизоляционные накладки на ручных приборах и мерах, теплозащит­
ные экраны для высокоточных приборов и др.
В целях устранения вибраций и сотрясений применяют амортизаторы -  
эластичные подвесы (струны, пружины и т.п.), губчатую резину и т.п.
Средством защиты от влияния магнитного поля Земли служат экраны 
из магнитомягких материалов.
Для уменьшения влияния на результат измерения атмосферного давле­
ния применяют барокамеры.
Если невозможно установить значение какой-либо влияющей величины 
в пределах нормальной области, то выполняют расчет поправки к результату 
измерения. Например, расчет температурной поправки можно выполнить по 
формуле:
At = «хиз[ос 1 (ti -20) - ct2(t2-20)], (2.3)
где хт -  измеряемый размер; аі и аг -  коэффициенты линейного рас­
ширения материалов СИ и объекта измерения; ti и t2 -  температуры СИ и 
объекта измерения. Формула пригодна лишь для объектов простейшей, бру­
сковой формы, причем в условиях стабильной температуры. Ее используют 
при проверке точных штриховых мер, КМД точных разрядов, а также при из­
готовлении некоторых точных деталей (например, штриховых мер).
Тепловые деформации деталей даже средней сложности, как правило, 
не поддаются удовлетворительному по точности расчету. Тепловые деформа­
ции приборов обычно следуют весьма сложным зависимостям, причем, на­
пример, для приборов на базе стойки они существенно отличны от деформа­
ций приборов -  скоб. Поэтому для внесения поправки на температуру прибо­
ра нужны предварительные экспериментальные исследования.
Пример расчёта температурной поірешности.
Определим погрешность At, возникшую из-за нагрева в процессе меха­
нической обработки деталей из бронзы до 32°С. Номинал измеряемого разме­
ра Хиз=75мм Измерение выполняется штангенциркулем ШЦ-І, имеющим
температуру цеха (18°С).
Для расчёта воспользуемся формулой (2.3). По табл.1 Приложения 
найдём значения коэффициентов линейного расширения материала СИ 
(сталь) и деталей. После подстановки значений величин в формулу (2.3) по­
лучим:
А, = 75 • [12 • IO'6 • (18 -  20) -1 7 ,6  • 10_6 (32 -  20)] = -0,018лш  
Решим, стоит ли учитывать эту погрей іность в суммарной погрешности 
измерения. Для ШЦ-І предельная погрешность Аси = ±(0,15...0,17)лш
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[3.табл.22]. Она почти на порядок превышает величину At. Поэтому послед­
ней можно пренебречь.
Если . бы измерения выполнялись гладким микрометром с
Л, = ±0,0025лш, то в этом случае пренебрегать значением At нельзя (его сле­
довало бы вычитать из результата каждого измерения).
Задача для самостоятельного решения. Определить поірешности Ät 
измерения алюминиевых деталей. Измерения выполняются методом сравне­
ния с мерой с помощью индикатора часового типа. Температура помещения, 
прибора и стальной концевой меры длины равна +23°С. Температура деталей 
+30 С, измеряемый размер -  100 мм.
2.5. Субъективные погрешности
Субъективная погрешность Асуб -  это составляющая Аизм, 
обусловленная индивидуальными особенностями измеряющего: 
физиологическими (острота зрения, развитие мышц, от которых зависит 
точность движений и др.) и профессиональными (уровень знаний, умений и 
навыков в области конкретных измерений). Поэтому иногда погрешность 
Асуб называют личной или индивидуальной.
Погрешность Асуб может появиться из-за ошибок при наблюдениях 
(при отсчитывании показаний по шкале прибора) и (или) действиях (при не­
идеальном выполнении процедуры измерения).
Ошибки при наблюдении могут возникнуть из-за недостаточно точ­
ной оценки на глаз доли деления шкалы, соответствующей положению указа­
теля (погрешность интерполяции) или из-за параллакса.
Параллаксом называется видимое изменение положения предмета из-за 
перемещения глаза наблюдателя. При измерении погрешность от параллакса 
возникает вследствие визирования (наблюдения) стрелки, расположенной на 
некотором расстоянии от поверхности шкалы, в направлении не перпендику­
лярном к поверхности шкалы (рис 2.3.). Погрешность Ап прямо пропорцио­
нальна расстоянию h указателя 1 от шкалы 2 и тангенсу угла <р линии зрения 
наблюдателя к поверхности шкалы: Дп = h*tg<p. Для предохранения от парал­
лакса на нониусах штангенинструментов и барабанах микрометров выполня­
ются скосы, позволяющие приблизить их шкалы к основным шкалам. В точ­
ных приборах для уменьшения
Ап шкала размещается на по­
верхности зеркала, либо рядом с 
зеркалом. При отсчете глаз по­
мещают так, чтобы стрелка- 
указатель казалась совпадающей 
со своим отражением и делила 
пополам изображение зрачка гла­
за в зеркале.
Ошибки при действиях
Рис. 2.3. Явление параллакса при отсчете
1-указатель, 2 -шкала, 3 -глаз наблюдателя часто возникают тогда, когда не
приняты меры по стабилизации 
измерительного усилия. В этом случае измеряющий устанавливает усилие на 
ощупь (при измерении штангенциркулем, при введении в деталь калибра и 
т.п.) и в зависимости от его величины могут быть получены разные результа­
ты. Погрешность А ^  может также возникнуть из-за перекоса штангенцир­
куля или микрометра, при сборке блока КМД, подготовке к измерению дета­
ли (необходима тщательная очистка измеряемых поверхностей и измеритель­
ных баз) и средства измерения (очистка предметного столика, чувствительно­
го элемента (ЧЭ) и т.п., проверка установки на нуль перед каждым измерени-
ем и др.). При использовании для измерений микрометров, измерительных 
микроскопов и других СИ возможно появление Асуб, если не учитывается 
свободный ход (люфт) микрометрических винтов. Чтобы избежать этой по­
грешности, необходимо все время подводить ЧЭ к объекту измерения или 
объект к указателю с одной и той же стороны. Проводя повторные измерения, 
следует отодвигать винт назад на расстояние, превышающее свободный ход, 
а затем вновь подводить его с той же стороны.
В заключение следует отметить, что разделение ошибок по названным 
выше группам не всегда можно провести однозначно. Некоторые виды оши­
бок можно относить либо к одной, либо к другой группе. Действительно, по­
грешности At отнесены выше к внешним. Но температурную погрешность 
СИ можно отнести и к составляющим Аин. Погрешность А^ уб с одной сторо­
ны связана с условиями отсчитывания, индивидуальными свойствами кон­
тролера; с другой стороны есть приборы, конструкция которых исключает эту 
погрешность благодаря оптическому совмещению шкалы и указателя в одной 
плоскости. Следовательно, появление Ап обусловлено также конструкцией 
прибора и поэтому эту погрешность можно частично отнести к составляю­
щим Аин. Таким образом некоторые неинструментальные погрешности полу­
чаются с примесью инструментальных. Отсюда -  трудности получения чи­
слового значения каждой погрешности в достаточно чистом виде. Эти значе­
ния определяют в регламентированных условиях поверки. Поскольку такие 
условия, хотя и весьма благоприятны, но не идеальны, определяются не ис­
тинные значения погрешностей, а их оценки.
Вопросы для самоконтроля
І.Чем приведенная погрешность отличается от относительной?
2.Из каких составляющих может быть образована полная погрешность 
измерения?
3.В каких случаях возникает теоретическая погрешность прибора?
4.Назовите возможные составляющие суммарной инструментальной 
погрешности.
5.Каковы причины возникновения методических погрешностей? При­
ведите конкретные примеры.
6.Какие условия линейных и угловых измерений приняты за нормаль­
ные?
7.Какие мероприятия позволяют уменьшить температурную погреш­
ность измерений?
8.Из-за чего возникают погрешности при считывании показаний со 
шкалы прибора?
9.Приведите примеры неправильных действий, приводящих к субъек­
тивным погрешностям измерения.
3« Классификация погрешностей измерения по их свойствам
3.1« Общие сведения
Получаемая при измерении погрешность Дизм образуется из нескольких 
составляющих погрешностей. В зависимости от источника возникновения эти 
составляющие при повторных измерениях могут сохранять свою величину, 
закономерно изменяться или принимать случайные значения. Характер про­
явления составляющих величины ДизМ зависит от степени их детерминиро­
ванности (причинной обусловленности). Ііо характеру проявления (свойст­
вам) различают погрешности:
- систематические,
- случайные,
- грубые.
Некоторые из перечисленных в разделе 2 источников погрешностей 
приводят к возникновению систематических, а другие -  случайных погреш­
ностей. Грубые погрешности могут появиться из-за ошибок измеряющего или 
кратковременных нарушений нормальной работы ИП, вызванных резким из­
менением внешних условий.
При отсутствии грубых погрешностей соотношение между системати­
ческими и случайными погрешностями в суммарной погрешности Дизм может 
быть разным для разных случаев измерения.
3.2. Систематические погрешности
Систематическими называют погрешности, не изменяющиеся с течени­
ем времени (постоянные) или являющиеся не изменяющимися во времени 
функциями определенных параметров. Основной отличительный признак 
систематических погрешностей (Дс) состоит в том, что они моіут быть пред­
сказаны и благодаря этому почти полностью устранены введением соответст-
26
вующих поправок.
Для постоянной систематической погрешности (Дсп) справедливо вы­
ражение Acrf^onst и график на рис. 3.1,а (t-время). Особая опасность погреш­
ностей Дсп заключается в том, что их присутствие чрезвычайно трудно обна­
ружить. Поскольку они постоянны, то даже при многократных измерениях 
одной и той же величины могут долгое время оставаться незамеченными. 
Единственный способ их обнаружения состоит в проверке используемого ИП 
путем сравнения его показаний с показаниями более точного (образцового) 
ИП. При обнаружении разницы показаний в результаты измерений вводится 
поправка. Примерами Д^ могут служить составляющие погрешности Дин: Дг, 
Дгх, Дв (см. подразд. 2.2.1.,2.2.2., 2.2.4.). Из погрешностей Дв к Дин относятся, 
в частности, погрешности блока КМД, используемого для настройки ИП.
Для определения погрешностей второго вида (Дсф) используются функ­
циональные зависимости:
Ac4>=F(<P, Ѵ>-..)>
в которых ф, \|/,... - влияющие величины. Эти зависимости могут быть 
линейными (рис. 3.1,6) и нелинейными (3.1,в).
К линейным относится, например, погрешность из-за износа измери­
тельных наконечников прибора активного контроля, контактирующих с дета­
лью в процессе её шлифования.
К нелинейным относятся, в частности периодические (гармонические) 
Дсф. Такой погрешностью является, например, погрешность Дф показаний 
ИП с круговой шкалой и стрелкой, если ось последней смещена на некоторую 
величину е (эксцентриситет) относительно центра шкалы (рис. 3.1,г). Вели­
чина Дф изменяется по синусоидальному закону Дф=е-8Іп ф, где ф-угол пово­
рота стрелки в процессе измерения, отсчитываемый от прямой, проходящей 
через центр шкалы 0 и ось поворота стрелки 0С.
A c
a
г
Рис. 3.1. Виды систематических погрешностей: 
а-постоянная; 6,в-прогрессирующие (линейная и 
нелинейная); г-периодическая (гармоническая)
Если выявлены и рассчитаны отдельные составляющие погрешности Дс 
результата измерения, то величина последней определяется путем алгебраи­
ческого суммирования её составляющих:
п
где п -  число составляющих.
Поскольку не все составляющие погрешности Дс удается выявить и ис­
ключить из-за сложности технического решения такой задачи (малые значе­
ния погрешностей, сложные закономерности их появления, ограниченность 
информации), то логически обоснованной представляется укрупненная клас­
сификация их на определенные и неопределенные. Для невыявленных Дс 
оцениваются их предельные значения или порядок. Используются методы 
теории вероятностей и математической статистики (специальный аппарат ма­
тематической обработки, приведенный в ГОСТ 8.207-76).
По степени определенности погрешности Дс можно разделить на четы- 
ре группы. В первую входят Дс, природа которых известна и величина может 
быть достаточно точно определена. Такие Ас могут быть устранены введени­
ем соответствующих поправок. Например, можно рассчитать по формуле 
(2.3.) (см. подразд. 2.4.) и устранить температурную погрешность размера 
блока КМД из набора определенного разряда, использованного для настройки 
стрелочной измерительной головки или какого-нибудь другого ИП.
Во вторую группу входят Дс известного происхождения, но неизвест­
ной величины. Такие Дс имеют место при использовании СИ, для которых из­
вестны максимально допустимые погрешности, значения которых наносятся 
на СИ (например, на измерительные линейки) или указываются в прилагае­
мом к СИ аттестате (микрометры, наборы КМД по классам точности и др.). 
Исключить погрешности такого вида из результата измерения нельзя, можно 
лишь указать, в каких пределах может находится результат измерения. Так,
і= 1
если при измерении штангенциркулем, для которого максимально допусти­
мая погрешность Ах=±0,05 мм. получен результат 20,53 мм., то можно запи­
сать (20,53±0,05) мм, т.е. размер лежит в пределах от 20,48 мм. до 20,58 мм.
К третьей группе систематических ошибок относятся такие Ас, о суще­
ствовании которых измеряющий не подозревает, хотя величина их может 
быть значительна. Такие ошибки чаще всего возникают при совместных из­
мерениях (т.е. измерениях одной или нескольких неодноименных величин) 
для определения соотношения между ними по известной формуле. Например, 
если мы для определения плотности какого-то металла определим объем и 
массу образца, то получим большую величину Дс, если измеряемый образец 
содержал внутри пустоты (например, пузыри воздуха, оставшиеся при отлив­
ке). Один из наиболее надежных способов убедиться в отсутствии таких по­
грешностей -  провести измерение другим методом и в других условиях.
К четвертой группе ошибок Ас относятся ошибки, обусловленные свой­
ствами измеряемого объекта. Например, если измерить диаметр цилиндра, 
имеющего по предположению идеально круглую форму поперечного сечения, 
то можно получить значительную погрешность, если в действительности се­
чение имеет форму овала. Эта погрешность будет сохраняться и при повтор­
ных измерениях, если не изменять положение детали. При использовании из­
меренной величины для вычисления площади сечения результат будет со­
держать погрешность, определенную степенью эллиптичности контура и вы­
бранным для измерения диаметром.
Ошибка Ас, связанная со свойствами измеряемого объекта, может быть 
переведена в случайную, что часто позволяет повысить точность измерений. 
В рассмотренном выше примере для этого нужно выполнить несколько изме­
рений с поворотом цилиндра вокруг его оси и взять среднее значение диамет­
ра. При такой методике постоянный фактор, влияющий на результат измере­
ний, в каждом из них действует по разному, т.е. результат его действия носит 
случайный характер. Этот пример превращения ошибок Ас в случайные назы­
вается рандоминизацией. Он позволяет исключить многие неизвестные 
ошибки Ас.
3.3. Случайные погрешности
3.3.1. Причины возникновения
Случайная погрешность (A^) -  это составляющая погрешности измере­
ния, изменяющаяся случайным образом при повторных измерениях данной 
величины. Примером могут служить погрешности от вариации показаний 
ИП.
Погрешность возникает вследствие совместного действия большого 
числа независимых случайных возмущений, каждое из которых оказывает 
очень малое влияние на результат измерения. Величины погрешностей, вы­
званных возмущениями, могут изменяться закономерным образом, но если 
эти закономерности для разных величин различны, то суммарная погреш­
ность будет изменяться хаотически. В этом случае предсказать результат от­
дельного наблюдения и исправить его введением поправки невозможно. 
Можно лишь с определенной долей уверенности утверждать, что истинное 
значение измеряемой величины X находится в пределах разброса результатов
измерений от xmjn до хтах. Какую из множества лежащих в этой области ве­
личин принять за результат измерения, какими показателями характеризовать 
случайную погрешность результата и какова вероятность появления того или 
иною значения погрешности? Для ответа на эти вопросы используют методы 
теории вероятностей и математической статистики.
3.3.2. Вероятностное описание результатов и погрешностей измерения
Оценка результатов измерений. Пусть проведены п измерений величи­
ны X и получен ряд значений хь х2,...,хп. При отсутствии информации о при­
чинах наблюдаемого разброса (нет информации о систематических ошибках, 
поэтому считают, что они отсутствуют) согласно теории вероятностей наибо­
лее близким к истинному значению X измеряемой величины является среднее
арифметическое X из найденных значений:
При увеличении числа измерений величина х должна приближаться к
измерений. Но число измерений всегда конечно, поэтому существует вероят­
ность того, что X  отличается от X. При оценке возможных отклонений х от 
X для некоторой совокупности измерений используется закон возрастания 
точности при росте числа измерений (см. далее).
Выявление закона распределения вероятностей. В теории вероятностей 
для характеристики свойств случайной величины используют понятие закона 
распределения вероятностей случайной величины. Для выявления закона рас­
пределения результатов многократных измерений их располагают в порядке 
возрастания от хт іп до хтах, находят размах ряда L=xmax-xmjn, делят размах на 
К равных интервалов, подсчитывают количество результатов, попавших в 
каждый интервал (nj), и строят гистограмму, дающую представление о плот­
ности распределения результатов измерений. На рис. 3.2. показана гисто­
грамма, построенная на основании результатов 50 измерений, сгруппирован­
ных в табл. 3.1. Приняв обіцую площадь, ограниченную контуром гистограм­
мы и осью абсцисс за единицу (S0=l), можно определить относительную час-
X, т.е. Для определения X необходимо бесконечное число
« - > о о
тогу попаданий результатов наблюдений в тот или иной интервал как отно­
шение площади соответствующего прямоугольника шириной Д1 к общей 
площади. При этом сумма частот результатов будет равна единице.
При п—*оо и А1—*0 ступенчатая кривая, огибающая гистограмму, перей­
дет в плавную кривую f(x) (рис. 3.3.), называемую кривой плотности распре­
деления случайной величины, для которой
Уравнение, описывающее крцвую, называется дифференциальным за­
коном распределения. Этот закон дает полную информацию о свойствах слу­
чайной величины. Вероятность Р попадания случайной величины в интервал 
от Хі до х2
Графически эта вероятность выражается отношением площади, лежа­
щей под кривой f(x) в интервале от xj до х2 к общей площади, ограниченной 
кривой распределения.
Распределения результатов измерений, как правило, бывают симмет­
ричными относительно центра распределения, поэтому значение X может 
быть определено как координата центра рассеивания хц, т.е. центра симмет­
рии распределения погрешности Дсл. (при условии, что Дс исключена). Отсю­
да следует оценка Дсл в виде интервала, симметричного относительно ре­
зультата измерения: хц±Дх. Координата хц может быть найдена несколькими 
способами. В частности, она может быть определена как математическое
ожидание (среднее значение) случайной величины ( х ).
В практике измерений встречаются различные формы кривой закона рас­
пределения, однако чаще всего имеют дело с нормальным или равномерным
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распределением плотности вероятностей. Для каждого из них правила обработ­
ки результатов измерений в целях обеспечения единства измерений регламен­
тированы нормативно-техническими документами (стандартами, методически­
ми указаниями, инструкциями).
Нормальное распределение случайных величин возникает при следую­
щих условиях:
- погрешности измерений могут принимать непрерывный ряд значе-
-  вероятность (частота) появления погрешностей, равных по значению 
и обратных по знаку, одинакова (нет доминирующих ошибок);
-  малые погрешности встречаются чаще, чем большие.
В аналитической форме нормальный закон распределения выражается 
формулой
где X -  случайная величина, т х -  ее математическое ожидание (среднее 
значение), ст - среднее квадратичное отклонение. Форма кривой распределе­
ния изображена на рис. 3.4, а.
При переносе начала координат в центр распределения 
шх и откладывании по оси абсцисс погрешности Дх=х-тх получим кривую 
нормального распределения погрешностей (рис. 3.4, б), для которой
На рис. 3.4,6 показано, что вероятность появления погрешностей, укла­
дывающихся в интервал от 0 до Лхь характеризуемая площадью, Sj будет 
значительно больше, чем вероятность появления погрешностей в таком же по 
величине интервале от Дхг до Ахз (площадь S2) .
1
(х-тх)2 
2а2
1
Т а б л и ц а  3.1
Номер
интервала і 2 3 4 5
Пк 5 10 18 11 6
пк / п 0,1 0,2 0,36 0,22 0,12
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0,3
0.2
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Рис. 3.2. Гистограмма
Рис. 3.3. Кривая плотности распре­
деления вероятностей
а б
Рис. 3.4 Кривые нормального распределения
Для группы из п наблюдений, распределенных по нормальному закону,
где Sn -  среднее квадратичное выборочное для п измерений.
Равномерное распределение случайной величины х возникает тогда, ко­
гда она принимает значения лишь в пределах некоторого конечного интерва­
ла от Хі до х2 с постоянной плотностью вероятности с  (рис. 3.5). Такое рас­
пределение описывается соотношениями
Так как площадь, ограниченная кривой распределения, равна единице, 
то с (х2-хі)=1, откуда
1 ^
п І=1 (3.1)
f { x )  = C, при X, < *  < * 2 ; 
/ О )  = 0 , при Х < х х и Х > х 2.
1
с =
Математическое ожидание величины х
т
X
fr )
Г
X1 тх JC2 X
Рис. 3.5. Равномерное распределение случайной величины
дисперсия
ч2D  = (х 2-Х,)
[7.С.39],
откуда среднее квадратичное бтклонение
х2 - х 1
і 4 ъ  •
Равномерное распределение возникает, например, в случае, когда ос­
новную долю случайной погрешности составляют люфты и трение в опорах 
подвижной части измерительного механизма. При этом результат измерения
может отличаться от т х на любую величину в пределах общего люфта.
Варианты оценки случайных погрешностей. Для количественной 
оценки случайных погрешностей и установления границ случайной погреш­
ности результата измерения могут использоваться: предельная погрешность, 
интервальная оценка, числовые характеристики закона распределения. Выбор 
конкретной оценки определяется необходимой полнотой сведений о погреш­
ности, назначением измерений и характером использования их результатов. 
Комплексы оценок показателей точности установлены стандартами.
Предельная погрешность Ат -это максимально возможное значение по­
грешности в данном измерительном эксперименте. Теоретически, такая оцен­
ка поірешности правомерна только для распределений, границы которых чет­
ко выражены и существует такое значение ±Дт  , которое ограничивает воз­
можные значения случайных погрешностей с обеих сторон от центра распре­
деления (например, при равномерном распределении).
На практике такая оценка есть указание наибольшей погрешности, ко­
торая может встретиться при многократных измерениях одной и той же вели­
чины.
Недостатком такой оценки является то, что она не содержит информа­
ции о законе распределения случайных погрешностей. При арифметическом
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суммировании предельных погрешностей получаемая сумма может значи­
тельно превышать действительные погрешности.
Более универсальными являются интервальные (квантильныеі опенки. 
Площадь, заключенная под всей кривой плотности распределения случайных 
погрешностей, отражает вероятность всех возможных значений погрешности 
и по условиям нормирования равна единице. Эту площадь можно разделить 
вертикальными линиями на части. Абсциссы таких линий называются кван­
тилями. Так на рис. 3.6 Дхі есть 25%-ная квантиль, так как площадь под 
кривой f(Ax) слева от нее составляет 25% всей площади. Абсцисса Дхг соот­
ветствует 75%-ной квантили. Между А хі и Дх2 заключено 50% всех возмож­
ных значений Дед, а остальные лежат вне этого интервала.
Квантильная оценка погрешности А ^  представляется интервалом меж­
ду двумя разными квантилями, на котором с заданной вероятностью Р встре­
чаются Р-100% всех возможных значений Дед. Границы интервала принято 
указывать симметричными относительно результата измерения (х). Интервал 
с границамиМх называется доверительным интервалом случайной погреш­
ности, а соответствующая ему вероятность -  доверительной вероятностью.
Так как квантили, ограничивающие доверительный интервал погрешно­
сти, моіуг быть выбраны различными, то при оценивании случайной погреш­
ности доверительными границами необходимо одновременно указывать зна­
чение принятой доверительной вероятности (например Ах = ±0,3мм при Р -  
0,95).
Доверительные границы случайной погрешностиД х(Р), соответствую­
щие доверительной вероятности Р, находят по формуле:
Дх(Р) = to,
где t -  коэффициент, зависящий от Р и формы закона распределения.
На графике нормального распределения погрешностей (рис. 3.7.) по оси
абсцисс отложены интервалы с границами ±о, ±2о, ±Зо, ±4о. Доверительные
вероятности для этих интервалов приведены в таблице 3.2. Как видно из этой
таблицы, оценка случайной погрешности группы наблюдений интервалом
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±1а соответствует доверительной вероятности 0,68. Такая оценка не дает уве­
ренности в высоком качестве измерений, поскольку 32% от всего числа на­
блюдений может выйти за пределы указанного интервала, что совершенно 
неприемлемо при однократных измерениях и дезинформирует потребителя 
измерительной информации. Доверительному интервалу ±Зо соответствует 
Р = 0,997. Это означает, что практически с вероятностью очень близкой к 
единице ни одно из возможных значений погрешности при нормальном зако­
не ее распределения не выйдет за границы интервала. Поэтому при нормаль­
ном распределении погрешностей принято считать случайную погрешность с 
границами ±3 а предельной (максимально возможной) погрешностью. По­
четности, выходящие за эти границы, классифицируют как грубые ш и  про» 
махи.
При технических измерениях в целях единообразия в оценивании слу­
чайных почетностей интервальными оценками доверительная вероятность 
принимается равной 0,95. Лишь для особо точных и ответственных измере­
ний (важных, например для безопасности и здоровья людей) допускается 
применять большее значение Р.
Для расчета значений Р, приведенных в таблице 3.2, использована 
функция, называемая интечалом вероятностей Лапласа. Более подробная 
таблица приведена в Приложении (табл. 2). В ней доверительный интервал 
выражен в долях средней квадратичной ошибки (t = Ах/а).
Пример определения значения Р.
Пусть для некоторого ряда измерений определено: х = 1,27; Sn = 0,032. 
Какова вероятность того, что результат отдельного измерения не выйдет за 
пределы, определяемые неравенством: 1,26<Xj< 1,28?
Доверительные чаницы установлены в пределах ±0,01, что составляет 
(в долях от Sn) t=0,01/0,032=0,31. Из таблицы 2 Приложения для t = 0,3 нахо­
дим Р = 0,24. Следовательно, примерно 1/4 измерений уложится в интервал 
ошибок ±0,01.
Ах1 0 Дх2 Ах
Рис. 3.6. Квантильные оценки 
случайной величины
Рис. .3.7. К понятию доверительных 
интервалов
Т а б л и ц а 3.2.
tG Р
±1 а 0,68
±2<т 0,95
±3<т 0,997
±4<т 0,999
Определим теперь, какова доверительная вероятность для границ 
1,20<Х|<1,34. При Ах = ±0,07 получим t = 0,07/0,032 ~ 2,2. Из табл. 2 находим 
Р = 0,97. Иначе говоря, результаты примерно 97% всех измерений будут ук­
ладываться в этот интервал.
Задача для самостоятельного решения.
Получены следующие результаты измерений диаметра вала в мм: 
49,95 -  3 раза, 49,96 -  3 раза, 49,97 -  4 раза, 49,98 -  4 раза, 49,99 -  5 раз, 
50,00 -  4 раза, 50,01 -  1 раз, 50,02 -  1 раз. Определить с вероятностью Р = 0,95 
величину интервала (± Ах), в котором будет находиться истинное значение 
диаметра вала.
Недостатком оценивания случайной погрешности доверительным ин­
тервалом при произвольно выбираемых доверительных вероятностях являет­
ся невозможность суммирования нескольких погрешностей, так как довери­
тельный интервал суммы не равен сумме доверительных интервалов. В то же 
время необходимость в суммировании случайных погрешностей существует, 
когда нужно оценить погрешность суммированием ее составляющих, подчи­
няющихся к тому же разным законам распределения.
В теории вероятностей показано, что суммирование статически незави­
симых случайных величин должно осуществляться путем суммирования их 
дисперсий:
Таким образом, для того, чтобы отдельные составляющие случайной
Закон сложения случайных ошибок и выводы из него
п п
из чего следует, что
погрешности можно было суммировать расчетным путем, они должны быть 
представлены своими СКО, а не предельными или доверительными граница­
ми. Это закон сложения случайных ошибок. Из него можно сделать следую­
щий важный вывод: значение отдельных ошибок при их суммировании быст­
ро падает по мере их уменьшения.
Пример. Пусть измеряемая величина Z является суммой двух величин X
и Y, причем <jy в два раза меньше, чем <тх. Тогда
грешность возросла за счет меньшей составляющей всего на 12 %. Это озна­
чает, что для повышения точности измерений величины Z нужно в первую
уменьшать Gy, то не удастся уменьшить ошибку конечною результата более, 
чем на 12 %.
Второй вывод из закона сложения ошибок касается определения по­
грешности среднего арифметического. Значение х так же, как и х\ -  случай­
ная величина, которая изменяется при проведении нескольких серий измере­
ний (по п измерений в.каждой серии). Таким образом, усреднение не устраня­
ет полностью случайный характер усредненною результата, а лишь уменьша­
ет ширину полосы его неопределенности. Теория показывает, что если рас­
сеяние результатов наблюдений в группе (хь х2,..., *п) подчиняется нормаль­
ному закону, то и их среднее арифметическое тоже подчиняется этому закону 
при большом числе измерений (п>50). Поскольку х - лучшая оценка для х, 
чем результат единичного измерения, то ширина распределения
А х = Хі — X  меньше, чем для Ах — x t — X  При одинаковой доверительной 
вероятности (рис. 3.8).
Следовательно общая квадратичная по-
очередь уменьшать ту ошибку измерения, которая больше, т.е. а х. Если
f w
!(Щ
{<м
о Дх, Дх
Рис. 3.8. Рассеяние результатов измерений
На основе закона сложения случайных ошибок доказано, что средняя 
квадратичная погрешность среднего арифметического равна средней квадра­
тичной ошибке погрешности отдельного результата, деленной на корень 
квадратный из числа измерений [2, с. 40], т.е.
Это фундаментальный закон возрастания точности при росте числа на­
блюдений. Из него следует, что для повышения точности измерений в два 
раза нужно сделать вместо одного четыре измерения, в три раза -  девять из­
мерений и т.д. Следует подчеркнуть, что закон справедлив лишь в тех случа­
ях, когда точность результата измерения полностью определяется случайной 
ошибкой.
На практике следует строго разграничивать применение средней квад­
ратичной ошибки отдельного измерения (Sn) и среднего арифметического
( 5g). Величина Sn используется для оценки точности применяемого метода
измерения, a 5^ для оценки погрешности числа х  , полученного в результате 
всех проведенных измерений. Определив для данной серии измерений значе-
S
(3.3)
x  = x ± 2 S - 1™ ^ 95’
т.е. с вероятностью Р=0,95 найденное значение "х" не отличается от ис­
тинного "Xм более, чем на ± 25^.
3.3.3. Оценка случайных погрешностей при небольшом числе измерений
Распределение результатов измерений мало отличается от нормального 
только при достаточно больших значениях п (п>30). При этом невелико и
различие между и • Однако на практике чаще всего ограничиваются
небольшим числом измерений (п=3...5). В таких случаях значения могут
значительно отличаться от <7-. Для правильной оценки доверительных гра­
ниц случайной погрешности при малом числе измерений вместо целочислен­
ных коэффициентов t=,l ,2,... ( і  1 ± 2 v..) вводятся превышающие их 
дробные коэффициенты Стьюдента (t^).
Псевдонимом "Стьюдент" была подписана вышедшая в 1908 г. работа 
английского математика Госсета, в которой был рассмотрен закон распреде­
ления величины X , более точно описывающий поведение случайных по-
Стьюдента является то, что доверительный интервал с уменьшением числа 
измерений расширяется, по сравнению с нормальным законом распределения 
при той же доверительной вероятности. Доверительная граница случайной 
погрешности среднего арифметического оценивается по формуле
грешностей при небольшом числе измерений. Особенностью распределения
из которой следует, что
_  Дхл/n
ст "  ~ ~ S ^ ~  (3-4)
Величина коэффициента распределения Стьюдента зависит от числа 
измерений и выбранного доверительного интервала или доверительной веро­
ятности. Определить доверительный интервал при выбранной доверительной 
вероятности или доверительную вероятность при выбранном доверительном 
интервале можно с помощью таблицы 3 Приложения.
Пример. Для п=6 измерений определены х = 35,4 и Sn =0,25. Опреде­
лить доверительную вероятность Р того,что Xотличается от X не более, чем 
на 0,2, то есть 35,2 < * < 3 5 ,6 .
По формуле (3.4) находим tcX= 0,2 • Ѵб /0,25 = 2. По таблице 3 Прило­
жения находим Р=0,9. Следовательно случайная погрешность отдельного ре­
зультата измерений в 90% случаев не выйдет за пределы ±0,2. Конечный 
результат измерения: х09 = 35,4 ± 0,2.
Задача. Выполнено п=10 измерений. Получены следующие результаты: 
Хі=35,6; 35,9; 35,9; 35,9; 36,1; 36,1; 36,1; 36,2; 36,2; 36,6. Определить интервал, 
в котором с вероятностью Р=0,99 находится истинное значение измеряемой 
величины (X).
Решите эту задачу самостоятельно.
3.4. Грубые погрешности
3.4.1. Причины возникновения
Грубой погрешностью называют погрешность измерения, существенно 
превышающую ожидаемую при данных условиях погрешность.
Предположить, что часть измерений содержит грубые погрешности, 
можно, если при обработке результатов измерений выяснится, что часть из 
них резко отличается от всех других. Причинами этого могут быть кратко­
временные нарушения нормальной работы СИ-сбои (из-за скачка напряжения 
в сети питания, заедания измерительного стержня и др.), резкие изменения 
условий проведения измерений (вибрации, поступление холодного воздуха и 
т.п.), невнимательность или неправильные действия контролера. Грубые 
субъективные погрешности называют промахами. Причиной промахов может 
быть определенное психо-физиологическое состояние контролера. Типичны­
ми примерами промахов являются: ошибка отсчета на целый оборот барабана 
микрометра, неверное снятие отсчета из-за нечетко написанного деления 
шкалы (путают цифры 3 и 8, 6 и 8, 5 и 6), ошибки в реализации метода изме­
рений.
Грубые погрешности в принципе непредсказуемы и йх значения в отли­
чие от случайных погрешностей не могут быть предварительно оценены с 
учетом вероятности.
Результаты с грубыми погрешностями Дг следует исключать из рас­
смотрения. Это предупреждает возможность значительного искажения ре­
зультатов измерений. Отбраковывание результатов осуществляется либо от­
брасыванием (цензурованием) явно нелепых значений, либо статистическим 
отбраковыванием отдельных экстремальных значений.
Цензуровать можно лишь при достаточно большом числе измерений. 
Из трех результатов нельзя выбрасывать ни одного. При п >5 один результат 
измерений из пяти (или большего числа) можно отбросить, если его отклоне­
ние от X  не менее, чем в 2,5 раза превышает средний абсолютный разброс по­
грешностей:
В процессе измерения следует оценивать величину Ах и, если резуль-
3.4.2. Выявление
п
2 > , -  - * і
(3.5.)П
тат одного из измерений резко отличается от остальных, то лучше не ограни­
чиваться 4-5 измерениями, а увеличить их число, пока не станет ясно, являет­
ся ли это отличие следствием грубой погрешности или просто велик средний 
разброс.
Статистическое отбраковывание результатов с А^  основано на принци­
пе практической уверенности, согласно которому отбрасывают значения, 
имеющие вероятность появления ниже некоторой заранее выбранной величи­
ны -  уровня значимости. Эта величина представляет собой вероятность 
q = 1- Р того, что от основной массы отсчетов, подчиняющихся определенно­
му закону распределения, будет отсечена какая-то часть.
Если разброс погрешностей ДсЛ подчиняется закону нормального рас­
пределения, то простейший метод назначения границ цензурования заключа­
ется в использовании правила За. При этом по выборке с удаленными отсче­
тами, похожими на промахи, вычисляется оценка а, т.е. SnH назначаются гра­
ницы цензурования в виде Ах = ±3Sn . Все Ах > | 3Sn | признаются промахами 
и не используются при дальнейших расчетах. Поскольку с вероятностью 
Р = 0,9973 все Асл должны находится в границах ±3а, то вероятность выхода 
за эти границы будет очень мала: q = 1 -  0,9973 = 0,0027 (0,27%)
При q Ф 0 может оказаться, что отброшенное число является не Аг , а ес­
тественным статистическим отклонением Axj . Однако, если такой маловеро­
ятный случай и происходит, то это обычно не вызывает существенного ухуд­
шения оценки результатов измерений.
Следует принять во внимание, что при п < 15...20 правило За использо­
вать нельзя.
Если q имеет значения, отличные от 0,27% (при законе нормального 
распределения), то для расчета граничных значений Ах используют специ­
альные таблицы, составленные на основании результатов, даваемых теорией 
вероятности. При этом выявление Аг производится в соответствии с приве­
денным ниже алгоритмом.
1.Упорядочивают результаты наблюдений, располагая их в ряд в поряд­
ке возрастания:
Х ,<Х 2<...<ХП.-
2.Находят характеристики распределения:
1 п
5 > ,
И м  ’
s„=\ 1=1 п - 1
3.Находят граничное расчетное отношение:
тах(х, - х )
flip) с П
Обычно проверку начинают стсрайних членов ряда(Х] или Хп).
Значение t^p) сравнивают со значением tf(T), взятым из таблицы 
q-процентных точек распределения максимальных по модулю отклонений ре­
зультатов наблюдений от их среднего значения (таблица 4 Приложения). 
Учитывается объем выборки п и уровень значимости q. Если t^p) > Цт), то со­
мнительный результат исключают.
5. После исключения результата с А, в случае, если есть новые подоз­
рения, рассчитывают снова значения X и Sn и выполняют пункты 3 и 4.
Пример 1. При определении твердости образцов металла стальным ша­
риком по Бриннелю получено 5 значений твердости: НВ183, 180, 182, 184, 
188. Значение НВ188 является подозрительным. Число измерений мало, по­
этому для проверки используем формулу (3.5). Находим х = 183,4; | АХ | =
|л*5| 188-183,4 _ Р Ч
2,08 и |д .| 2  08 |д^| < 2,5, то значение Х5 мож­
но не цензуровать.
Пример 2. В результате измерения некоторой длины получены следую­
щие числа (в мм): 258,5; 255,4; 256,6; 256,7; 257,0; 256,5; 256,7; 255,3; 256,0; 
266,0; 256,3; 256,5; 256,0; 256,3; 256,9. Установлено, что разброс подчиня­
ется закону нормального распределения. Выполним проверку на наличие ре­
зультатов с Дг Поскольку п < 2 0  и не известно точное значение а, то отбрасы­
вать значения, отличающиеся от X на ±3Sn нельзя. Поэтому выполним про­
верку в соответствии с приведенным выше алгоритмом для уровня значимо­
сти q = 0 ,l%:
1.Результаты измерений располагаем в нарастающий ряд: 255,3; 255,4; 
256,0; 256,0; 256,3; 256,3; 256,5; 256,5; 256,6; 256,7; 256,7; 256,9; 257,0; 258,5;
266,0. Результат 266,0 сомнителен.
2.Находим X = 257,1 и S15 = 2,6 (по формулам 3.1 и 3.2).
266 ,0 - 257,1
3.Определяем t ^ :  lr(p) 2  6
4 .П0  таблице 4 Приложения для п = 15 находим = 3,171. 
Так как tf(p)> tf(T) , то результат 266,0 надо отбросить.
5.Из оставшихся членов ряда подозрителен результат 258,5. Для остав­
шихся п=14 результатов находим х = 256,5 , S1 4  = 2. Определяем
2* 5 - 25«Пр) 2
По таблице 4 для п = 14 и q = 0,1% находим tr(X) = 3,111. Поскольку
Ч р) < Чт) >то результат 258,5 нужно оставить.
Задача для самостоятельного решения.
Измерения дали следующие значения: 10,12; 10,07; 10,10; 10,15; 10,40;
10,20; 10,08; 10,13; 10,16; 10,17. Необходимо проверить эти значения на нали­
чие в них результатов с Д,. при q = 1%
3.5. Правила обработки результатов прямых измерений с повторениями
Обработка результатов небольшого числа измерений (п <25...30) про­
изводится в определенной последовательности.
1. Исключают известные систематические погрешности из результатов 
измерений (введением поправки, равной алгебраической сумме этих погреш­
ностей).
2. По формуле (3.1) вычисляют значение X  исправленных результатов 
измерений, принимаемое за результат измерения.
3. Вычисляют оценку среднего квадратичного отклонения Sn по форму­
ле (3.2).
4. Проверяют наличие результатов измерений с грубыми погрешностя­
ми, помня, что при нормальном законе распределения ни одна случайная по­
грешность Ах = xj - X с вероятностью, практически равной единице, не может 
выйти за пределы ±3Sn . Измерения, содержащиеД г , исключают из группы
измерений и заново повторяют вычисления X  и Sn
5. Вычисляют оценку СКО среднего арифметического - по формуле
(3.3).
6. Проверяют гипотезу о том, что результат измерений принадлежит 
нормальному распределению. Приближенно о характере распределения мож­
но судить, построив гистограмму (рис 3.2). Строгие методы проверки гипотез 
с использованием специальных критериев (Пирсона, Мизеса-Смирнова и др.) 
рассматриваются в специальной литературе. При числе измерений п < 15
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принадлежность результатов измерений к нормальному распределению не 
проверяют. Если достоверно известно, что результаты измерений принадле­
жат нормальному закону, то выполняют пункт 7.
7. Вычисляют границы случайной погрешности результата измерения 
при заданной вероятности Р:
Где ter - коэффициент Стьюдента
8. Вычисляют границы суммарной неисключенной систематической 
граничной погрешности результата измерений -  ДНС(Г). При суммировании со­
ставляющие этой погрешности рассматриваются как случайные величины [8, 
с.45].
9-Вычисляют доверительные границы погрешности результата измере­
ний на основе анализа соотношения между ДНс(г) иДса(г)[8, с.46].
При симметричном доверительном интервале погрешности результат 
измерения представляют в форме:
х р = х ± А х (П
Величины X и Дх(п должны быть согласованы по точности, т.е. со­
держать последнюю значащую цифру в одном и том же разряде (см. раздел
5). .
При отсутствии данных о видах функции распределения составляющих 
погрешности результата или при необходимости дальнейшей обработки ре­
зультатов представляют результат измерения в форме: х 9 , П, Д нсп (г)
Вопросы для самоконтроля.
1.Какие погрешности измерения относят к систематическим?
2.Приведите примеры постоянных, линейных и нелинейных системати­
ческих погрешностей.
3.Как суммируются составляющие систематической погрешности, зна­
чения которых определены?
4.На какие группы по степени определенности можно разделить систе­
матические погрешности?
5.Как можно уменьшить величину систематической погрешности чет­
вертой группы?
6.Каковы причины появления случайных погрешностей?
7.Какова методика выявления закона распределения погрешности Д^?
8.Какая величина принимается за наиболее близкую к истинному зна­
чению измеряемой величины при многократных измерениях?
9.При каких условиях возникает нормальное распределение случайных 
погрешностей?
1О.Что представляет собой квантильная оценка величины Д^ и как она 
определяется на практике?
11 .Как складывают случайные ошибки?
12.3апииште выражение для закона возрастания точности при росте 
числа измерений.
13.В каких случаях для оценки величины Дсл используют коэффициент 
Стьюдента?
И.Что может явиться источником возникновения грубой погрешности?
15.Какие способы используют для выявления Дг?
16.Каков порядок действий при использовании статистического метода 
выявления грубых погрешностей?
17.Какова последовательность обработки результатов прямых измере­
ний с повторениями?
18.Какие источники (из перечисленных в разделе 2) вызывают появле­
ние систематических, а какие -  случайных погрешностей?
4.1. Общие сведения
При косвенном измерении значение искомой величины Y находят рас­
четом, в котором используют результаты прямых измерений величин хі, 
Х2 , •. •, хп, связанных с Y известной зависимостью
y=f(xi,x2,...,xn). (4.1)
Проведя серию прямых измерений величин хь х2,.. хп, можно найти их
оценки, т .е .*ь*2ѵ..,* /ьа  также определить доверительные границы по­
грешностей результатов их измерений: Ахь Ах2 ,...,ДХП. Наиболее вероятным
значением у следует считать У , которое получается, если в выражение (4.1) 
подставить Хі,Х 2 , . . . ,х„:
У =  у  =  f ( X l , X 2 , . . . , X n ) .
Если измерения величин хі, Х2 хп выполнялись по одному разу, то в
выражение(4.1) подставляют их значения: Xif0, x2j0,..., ха0 :
У=Уо= f  (Хі.о, х2,о,.. ХП(0).
Прямые измерения аргументов Хі всегда выполняются с некоторыми по­
грешностями:
* <і0 =
где і =1, 2,...,п. Величины погрешностей ^  неизвестны, но известны 
их характеристики (оценки) Axj.
Погрешности аргументов приводят к погрешности определения вели­
чины у:
y  = Y + Sy 
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Ф  = + # jc£ + -  + & V
где Syx  - частная ошибка функции у по арі^ументу *j, представляющая
собой вклад в общую ошибку S y , обусловленный неточностью определения 
аргумента х\. Очевидно, что
ёУхх =  / 0 1 +  Sx\ . *2 V - ,  Хп) -  / О ,, х 2 х п)
=  / ( W 2 +^*2 ѵ-ѵ * „ ) - / ( * ! ,  Х2, 
................................................... ......................................  (4.2)
%ba =  A * i »*2 V ,  *„ + < & „ ) -  А * , , *2 V .. *„ )
Если мала, то выражения (4.2) можно записать короче, используя 
методы дифференциального исчисления. В общем виде получим:
дуХі = df/dxr Sxi
Производные d f  / dxi вычисляются так, как будто другие аргументы -  
постоянные величины. Такие производные называются частными производ­
ными от f по Х{. Частная производная характеризует скорость изменения 
функции нескольких переменных при изменении только одного аргумента. 
Эта скорость зависит от вида функции и соотношений между собой значений 
независимых переменных х\. Поскольку скорость может быть разной, доля
отдельных погрешностей 5у*. в результирующей погрешности Ъу может бытьГ
различной.
Пример. Найдем выражения для погрешностей 5у*м возникающих при 
косвенном измерении объема цилиндра по формуле:
К = — •/
4 ’
где D -  диаметр, а / -  длина цилиндра.
Считая V функцией одного аргумента -  D, найдем ее производную:
d V - X  о п  1 хи  - ю і ,хп \
4 2  ' Тогда 0 “
Если V -  функция только /, то:
< £ . £ !  „  г ѵ , Ж т  а 4 1 4 •
Таким образом, вклад в результирующую погрешность dV погрешно­
стей прямых измерений 6D и 6/ будет различным (даже при 8D=8/). 
Возвращаясь к общим понятиям, отметим следующее:
1. Если погрешность 8х{ случайная, то случайной будет и 8у*.. и одина­
ковыми будут законы распределения этих погрешностей. Если же 8хі -  сис­
тематическая ошибка, то систематической будет и &Ухтѵ
2. Если точность определения Xj охарактеризована погрешностью Ах*, 
то точность определения у (по отношению к Xj) также может быть охаракте­
ризована погрешностью А , связанной с Axj соотношением
АуХ( = \dy I  й6с,.|Дл:ь
4.2. Линейные косвенные измерения
При оценке погрешностей величины у надо учитывать вид зависимости
(4.1), которая может быть линейной и нелинейной. При линейной зависимо­
сти получаем уравнение
п
y = Y j eix i
ы
где в\ - постоянный коэффициент при аргументе х,-. Любые другие 
функциональные зависимости приводят к нелинейным косвенным измерени­
ям.
При линейной зависимости формула определения погрешностей ре­
зультата имеет вид
Эта оценка является излишне завышенной, поскольку принято, что по­
грешности измерений всех величин Xj имеют максимальное значение и совпа­
дают по знаку. Вероятность такого совпадения практически равна нулю. Для 
нахождения более реальной оценки переходят к статистическому суммирова­
нию погрешностей аргументов:
Если погрешности ÄXj заданы доверительными границами с одинако­
выми доверительными вероятностями х [Р], то, полагая распределение этих 
погрешностей нормальным, находят доверительные границы погрешности 
результата по формуле
При различных доверительных вероятностях погрешностей аргументов 
их необходимо привести к одному и тому же значению Р.
Аналогично, если известны значения а(х}) случайной погрешности от­
дельных аргументов, то а(у) можно определить по формуле
Для простейшей линейной функции вида у=Хі+х2+...+хп все частные
грешность суммы результатов измерений равна сумме абсолютных погреш-
п
производные равны единице и поэтому абсолютная по-
. Для этой же функции ° І у ) ~ ) •ностеи слагаемых.
Следует учесть: если у=хгх2, то Ду=Ахі+Ах2. т.е. абсолютные поіреш- 
ности суммируются без учета знака, если слагаемые xj рассматриваются как 
случайные погрешности.
Задача. Найти выражение для абсолютной вероятностной погрешности 
измерения конусообразности К номинально цилиндрической детали. Конусо- 
образность определяется как полуразность диаметров, измеренных в крайних 
поперечных сечениях детали. Доверительные границы погрешностей измере­
ний диаметров при заданной доверительной вероятности Р: Adi(P) и Ad2(P).
4.3. Нелинейные измерения
При сложной нелинейной зависимости (4.1) отыскание закона распре­
деления поірешности результата часто связано со значительными математи­
ческими трудностями. Такие функции линеаризуют и обрабатывают резуль­
таты, как при линейных измерениях [7, разделы 3-6].
Для функций, имеющих одночленную, логарифмируемую формулу ви­
да у=хгХ2 *...хп, можно легко найти относительную погрешность результата уу
через относительные погрешности аргументов -  . Если уравнение такой
функции прологарифмировать, то получим 1п>> = Іп ^  +1пх2 +... + Іпдг ,^ а
после дифференцирования с учетом того, что d\na = —  :а
Ф  _  dx\ , ! , <&п
У  *1 *2 '
Заменяя дифференциалы погрешностями, имеющими малые значения, 
получим
Av _ Ax, | Ax2 i  ^ | Axn 
У *i x2 x„ •
Или: У у ~  У xj ^  Ух2 •”  У x„,
т.е. относительная погрешность произведения равна сумме относитель­
ных погрешностей сомножителей.
Если Ахі, Ах2 , Ахп -  случайные величины, то значения
УV  Ух2 ,...,Ух„ только суммируются.
Для перехода к абсолютной погрешности выполняется действие:
Ау = г у - у .
Пример. Найдем выражение для определения относительной поірешно- 
сти косвенньгх измерений, выполняемых в соответствии с формулой
а4в
Логарифмируем: In х = In д + — In в -  2 In с
После дифференцирования и замены дифференциалов на погрешности 
получим
Ах _ Аа 1 Ав ^А с  
X а 2 в с
I
Окончательный результат: У х ~~ У а ^  в ^  Ус .
Задача. Найти абсолютную максимальную и вероятностную погрешно­
сти определения материала (р) призматической детали по результатам изме­
рения ее размеров: 1і=(20±0,2)мм, І2=(30±0,2)мм, 1з=(15±0,2)мм и массы: 
т=(175±0,2)г. В задаче приведегш предельные погрешности измерений. При 
записи результатов вычислений обратите внимание на рекомендации, приве­
денные в разделе 5 данного пособия.
Вопросы для самоконтроля
1. Как определяется оценка результата косвенного измерения при мно­
гократных прямых измерениях каждой из величин хь х2, . . хп?
2. Как в общем случае может быть найдена абсолютная погрешность 
результата косвенного измерения?
3. Каким уравнением в общем случае характеризуются линейные кос­
венные измерения?
4. Как определить доверительные границы погрешности линейного кос­
венного измерения по доверительным интервалам погрешностей аргументов?
5. Для каких нелинейных функций при определении погрешности ре­
зультата косвенного измерения производится логарифмирование и диффе­
ренцирование выражения функции?
5.1. Число значащих цифр в показателях точности измерений
В целях единообразия представления результатов и погрешностей из­
мерений показатели точности и формы представления результатов измерений 
стандартизованы.
При формулировании положений стандарта учтено, во-первых, что об­
работке подвергают принципиально неточные данные (приближенные значе­
ния измеряемой величины и погрешности); во-вторых, что точность методов 
обработки должна быть согласована с требуемой точностью результата изме­
рения и точностью исходных данных.
Распространенной ошибкой при оценивании результатов и погрешно­
стей измерений является вычисление и запись их с чрезмерно большим чис­
лом значащих цифр. Этому способствует использование для расчетов средств 
вычислительной техники, позволяющих практически без лишних затрат труда 
и времени получать результаты расчета с большим числом значащих цифр.
Следует помнить, что погрешности измерений определяют лишь зону 
недостоверности результатов, т.е. дают представление о том, какие цифры в 
числовом значении результата являются сомнительными. Поэтому не требу­
ется знать погрешности очень точно. Для технических измерений допустимой 
считается ошибка оценивания погрешности в 15...20%.
В самом деле, вычислив значения погрешности Ах=0,43293 и результата 
измерения х=19,82256, следует задуматься, имеет ли смысл запись результата 
с такой погрешностью. Ведь недостоверность результата уже характеризуется 
десятыми долями (0,4...) и очевидно, что вклад последующих значащих цифр 
в оцененную погрешность будет все менее и менее весом и ничего не приба­
вит к информации об измеряемой величине. С учетом этого необходимо ог­
раничивать и число значащих цифр в записи результата измерения.
Стандартом установлено, что в числовых показателях точности измере­
ний (в том числе и погрешности) должно быть не больше двух значащих
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цифр. При этом следует учитывать следующие правила.
Если полученное число начинается с цифр 1 или 2, то отбрасывание 
второго знака приводит к очень большой погрешности округления (до
30...50%), что недопустимо. При округлении до двух значащих цифр эта по­
грешность составляет не более 5%. Поэтому для погрешности, выраженной 
числом с цифрой старшего разряда <3, следует оставлять две цифры (напри­
мер, Дх=22). Кроме того, фиксировать две значащие цифры можно в любом 
случае при проведении высокоточных измерений. Во всех остальных случаях 
следует записывать одну значащую цифру.
5.2. Правила округления и записи результатов измерений и вычислений
1. Результат измерения округляют так, чтобы он заканчивался цифрой 
того же разряда, что и значение погрешности.
Например, нельзя писать 16,23 ± 0,3. Надо 16,2 ± 0,3.
Нуль указывается, как и любая другая цифра. Например, 25,70 ± 0,02. 
Если записать 25,7 ± 0,02, то это будет означать, что число сотых долей неиз­
вестно (запись 25,70 означает, что число сотых известно и равно нулю).
2. Лишние цифры в целых числах заменяются нулями, а в десятичных 
дробях отбрасываются. Например, вместо 15415 ± 300 и 15,415 ± 0,3 следует 
писать 15400 ± 300 и 15,4 ± 0,3. Если десятичная дробь в числовом значении 
результата измерения оканчивается нулями, то нули отбрасывают только до 
того разряда, который соответствует разряду погрешности. Например, ре­
зультат 2,0700, погрешность 0,001; результат округляют до 2,070.
3. Если цифра старшею из отбрасываемых разрядов меньше 5, то ос­
тающиеся цифры числа не изменяют. Например, при сохранении четырех зна­
чащих цифр число 159321 должно быть округлено до 159300, число 235,435 - 
до 235,4.
4. Если цифра старшего из отбрасываемых разрядов больше или равна 
5, но за ней следуют отличные от нуля цифры, то последнюю оставляемую 
цифру увеличивают на единицу. Например, при сохранении трех значащих
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цифр число 18598 округляют до 18600, число 152,56-до 153.
5. Если отбрасываемая цифра равна 5, а следующие за ней цифры неиз­
вестны или нули, то последнюю сохраняемую цифру не изменяют, если она 
четная, и увеличивают на единицу, если она нечетная. Например, число 22,5 
при сохранении двух значащих цифр округляют до 22. а число 23,5- до 24.
6. При сложении и вычитании приближенных чисел сохраняют в ре­
зультате столько десятичных знаков, сколько их имеет приближенное данное 
с наименьшим числом десятичных знаков (десятичными знаками десятичной 
дроби называются все цифры, стоящие справа от запятой). Например, 
1,18+4,2=5,4.
7. При умножении и делении, возведении в степень и извлечении корня 
в результате следует сохранять столько значащих цифр, сколько их имеет 
приближенное данное с наименьшим числом значащих цифр. Например, 
74-0,0181=1,3.
Изложенные выше правила округления обязательны при записи оконча­
тельного результата измерения, который приводится вместе с погрешностью. 
Абсолютную погрешность всегда выражают в тех же единицах, что и саму 
измеряемую величину, например, /=(15,523+0,004)мм, но не 
/=15,523мм±4мкм.
5.3. Учет погрешностей промежуточных вычислительных операций
При расчетах показателей точности и результатов измерений возни­
кают погрешности из-за округления результатов вычислений. Они накапли­
ваются при многоэтапных расчетах. Поэтому следует руководствоваться оп­
ределенными правилами, ограничивающими величину погрешности от вы­
числительных операций, а также позволяющими учесть эту величину в окон­
чательных расчетах.
Во всех случаях нужно соблюдать следующее условие: ошибка за счет 
вычислений должна быть примерно на порядок (т.е. в 10 раз) меньше сум­
марной ошибки измерений. Для этого следует выполнять следующие прави-
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ла.
1. Промежуточные вычисления необходимо выполнять с числом деся­
тичных знаков в результате на единицу большим, чем в самом неточном из 
исходных данных. Например, результат выполнения действий 
184,32+325,4+12,358-114,74 должен иметь два десятичных знака (467,34), по­
скольку наименее точное число (325,4) имеет один десятичный знак.
2. Величины, значения которых берут из таблиц (например, математи­
ческие константы л, е и др.), также следует брать с числом десятичных зна­
ков, на единицу большим, чем в самой неточной из измеренных величин.
3. Результаты вычислений округляют до удерживаемого в каждой вы­
числительной операции знака в соответствии с изложенными выше правила­
ми округления.
ПРИЛОЖЕНИЕ 
Таблица 1
Средние значения коэффициентов линейного расширения 
материалов а  (1/град.)
Материал а-10‘6 Материал а-КГ6
Алюминий 23,8 Медь 16,9
Бронза 17,6 Сталь 12
Вольфрам 3,3 Стекло обычное 8,5
Инвар (сплав) 1,6 Титан 8
Латунь 18 Чугун 10
Таблица 2
Доверительные вероятности для доверительных интервалов, выраженных в
. Ад е
долях средней квадратичной ошибки * -  (функции Лапласа)
t Р t Р t Р
0 0 1,2 0,77 2,6 0,990
0,05 0,04 1,3 0,80 2,7 0,993
0,1 0,08 1,4 0,84 2,8 0,995
0,15 0,12 1,5 0,87 2,9 0,996
0,2 0,16 1,6 0,89 3 0,997
0,3 0,24 1,7 0,91 3,1 0,9981
0,4 0,31 1,8 0,93 3,2 0,9986
0,5 0,38 1,9 0,94 3,3 0,9990
0,6 0,45 2 0,95 3,4 0,9993
0,7 0,51 2,1 0,964 3,5 0,9995
0,8 0,57 2,2 0,972 3,6 0,9997
0,9 0,63 2,3 0,978 3,7 0,9998
1 0,68 2,4 0,984 3,8 0,99986
1,1 0,73 2,5 0,988 3,9 0,99990
Коэффициент распределения Стьюдента-
Значение Ѵ  при доверительной вероятности Р
п
0,80 0,90 0,95 0,98 0,99 0,999
2 3,1 6,3 12,7 31,8 63,7 636,6
3 1,9 2,9 4,3 7,0 9,9 31,6
4 1,6 2,4 3,2 4,5 5,8 12,9
5 1,5 2,1 2,8 3,7 4,6 8,6
6 1,5 2 2,6 3,4 4,0 6,9
7 1,4 1,9 2,4 3,1 3,7 6,0
8 1,4 1,9 2,4 3,0 3,5 5,4
9 1,4 1,9 2,3 2,9 3,4 5,0
10 1,4 1,8 2,3 2,8 3,3 4,8
11 1,4 1,8 2,2 2,8 3,2 4,6
12 1,4 1,8 2,2 2,7 3,1 4,5
13 1,4 1,8 2,2 2,7 3,1 4,3
14 1,4 1,8 2,2 2,7 3,0 4,2
15 1,3 1,8 2,1 2,6 3,0 4,1
16 1,3 1,8 2,1 2,6 2,9 4,0
17 1,3 1,7 2,1 2,6 2,9 4,0
18 1,3 1,7 2,1 2,6 2,9 4,0
19 1,3 1,7 2,1 2,6 2,9 3,9
20 1,3 1,7 2,1 2,5 2,9 3,9
00 1,3 1,6 2,0 2,3 2,6 3,3
Значения q- процентных точек распределения шах^,. *|
число наблю­
дений п
Уровень значимости q, %
0,1 0,5 1 5 10
3 1,414 1,414 1,414 1,414 1,412
4 1,732 1,730 1,728 1,710 1,689
5 1,994 1,982 1,972 1,917 1,869
6 2,212 2,183 2,161 2,067 1,996
7 2,395 2,344 2,310 2,182 2,093
8 2,547 2,476 2,431 2,273 2,172
9 2,-677 2,586 2,532 2,349 2,238
10 2,788 2,680 2,616 2,414 2,294
11 2,884 2,760 2,689 2,470 2,343
12 2,969 2,830 2,753 2,519 2,387
13 3,044 2,892 2,809 2,563 2,426
14 3,111 2,947 2,859 2,602 2,461
15 3,171 2,997 2,905 2,638 2,494
16 3,225 3,042 2,946 2,670 2,523
17 3,274 3,083 2,983 2,701 2,551
18 3,320 3,120 3,017 2,728 2,577
19 3,361 3,155 3,049 2,754 2,601
20 3,400 3,187 3,079 2,779 2,623
21 3,436 3,217 3,106 2,801 2,644
22 3,469 3,245 3,132 2,823 2,664
23 3,500 3,271 3,156 2,843 2,683
24 3,529 3,295 3,179 2,862 2,701
25 3,556 3,318 3,200 2,880 2,718
26 3,582 3,340 3,220 2,897 2,734
27 3,606 3,360 3,239 2,913 2,749
28 3,629 3,380 3,258 2,929 2,764
29 3,651 3,399 3,275 2,944 2,778
30 3,672 3,416 3,291 2,958 2,792
Продолжение приложения 
Ответы на задачи
Подраздел Ответ
2.2.1 а=13,3 мм
2.4 A t« -0,02мм
3.3.2 Ах « ±0,04лш
3.3.3 Ах « ±0,26
3.4.2 Результатов с Дг нет
4.2 AK(P) = y [ A d , { p j ? +[Ad2{p)Y
4.3
макс Др=601 кг/м3 
вер Др=300 кг/м3
Список некоторых сокращений и обозначений 
ИП -  измерительный прибор,
КМД -  концевая мера длины,
СИ -  средство измерения,
СКО -  среднее квадратичное отклонение,
Дх -  абсолютная погрешность измерения,
У - относительная погрешность измерения,
ДИзм -  суммарная погрешность измерения,
Дс -  систематическая погрешность измерения,
Дсл -  случайная погрешность измерения,
Дг -  грубая погрешность измерения,
Дин -  инструментальная погрешность,
Дси -  нормированная погрешность средства измерения.
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