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Determinantal representations of singular hypersurfaces in Pn
Dmitry Kerner AND Victor Vinnikov
Abstract. A (global) determinantal representation of projective hypersurface X ⊂ Pn is a matrix whose
entries are linear forms in homogeneous coordinates and whose determinant defines the hypersurface.
We study the properties of such representations for singular (possibly reducible or non-reduced) hyper-
surfaces. In particular, we obtain the decomposability criteria for determinantal representations of globally
reducible hypersurfaces.
Further, we classify the determinantal representations in terms of the corresponding kernel sheaves on
X . Finally, we extend the results to the case of symmetric/self-adjoint representations, with implications to
hyperbolic polynomials and generalized Lax conjecture.
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1. Introduction
1.1. Setup. Let k be an algebraically closed, normed, complete field of zero characteristic, e.g. the
complex numbers, C. Let kn be the corresponding affine space, let (kn, 0) be the germ at the origin, i.e.
a small neighbourhood. Let O(kn,0) denote the corresponding local ring of regular functions, i.e.
- rational functions that are regular at the origin, k[x1, .., xn](m), or
- locally converging series, k{x1, .., xn}, or
- formal series k[[x1, .., xn]].
We denote the identity matrix by 1I and the zero matrix by O. Let M be a d × d matrix with the
entries in either of:
- (local case) O(kn,0)
- (global case) linear forms in x0, . . . , xn (the later being the homogeneous coordinates of P
n), i.e. the
global sections of the line bundle OPn(1).
We always assume f := det(M) 6≡ 0 and d > 1. Such a matrix defines:
- (local case) the germ of hypersurface near the origin, (X, 0) := {det(M) = 0} ⊂ (kn, 0),
- (global case) the projective hypersurface X := {det(M) = 0} ⊂ Pn.
This hypersurface is called determinantal and the matrixM is its determinantal representation. The
determinant, f = detM, can be reducible or non-reduced (i.e. not square-free). Let f = ∏ f pαα be the
(local/global) decomposition, i.e. {fα} are reduced, irreducible and mutually prime. Correspondingly the
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hypersurface is (locally/globally) decomposable: (X, 0) = ∪(pαXα, 0) ⊂ (kn, 0) or X = ∪pαXα ⊂ Pn.
Sometimes we consider the reduced locus: Xred = ∪Xα = {
∏
fα = 0}.
The local/global determinantal representations are considered up to the local/global equivalence:
M ∼ AMB, where A,B ∈ GL(d,O(kn,0)) or A,B ∈ GL(d,k). Both equivalences preserve the hypersur-
face pointwise.
Such ”matrices of functions” appear constantly in various fields. Hence the interest in the determi-
nantal representations of arbitrary hypersurfaces (not only smooth or irreducible). In this work we study
the global determinantal representations of singular (possibly reducible, non-reduced) hypersurfaces/plane
curves. The symmetric and self-adjoint determinantal representations are treated separately at the end of
the paper.
1.2. A brief history. A good summary of 19’th century’s works on determinantal representations is in
[Wall1978]. A modern introduction is in [Dolgachev-book].
• The question ”For which pairs (n, d) is the generic hypersurface of degree d in Pn determinantal?” has
been studied classically. Already [Dickson1921] has shown that this happens only for (2, d) and (3, d ≤ 3).
For a recent description see [Beauville2000], [Dolgachev-book, §4] and [Kosˇir2003].
• Any (projective) curve in P2 admits a symmetric determinantal representation. For smooth curves this
was constructed (using ineffective theta characteristics) in [Dixon1900]. For singular curves this was proved
in [Barth1977, §2 and §7] and in [Catanese1981, prop. 2.28]. For some related works see [Room-book],
[Arbarello-Sernesi1979].
For smooth (irreducible, reduced) plane curves the ordinary/symmetric/self-adjoint determinantal
representations have been classified in [Vinnikov1989][Vinnikov1993], see also [Beauville2000, prop.1.11
and cor.1.12] and [Dolgachev-book, §4]). In [Ball-Vinnikov1996, theorem 3.2] the classification of ordinary
determinantal representations was extended to the case of multiple nodal curves i.e. curves of the form
{f p = 0} ⊂ P2 for p ∈ N and {f = 0} irreducible, reduced, nodal curve.
• A cubic surface in P3 is determinantal iff it contains at least two lines [Brundu-Logar1998, Proposition
4.3]. In particular, the only cubic surfaces not admitting determinantal representations are those with a
singularity of E6 type, e.g. {x0x21 + x1x22 + x33 = 0} ⊂ P3. For the classification of determinantal represen-
tations of smooth cubics cf. [Buckley-Kosˇir2007], in [Dolgachev-book, §9.3] the classification was extended
to all cubic surfaces.
• Determinantal quartic surfaces in P3 form a subvariety of codimension one in the family of all the quar-
tics (i.e. the complete linear family |OP3(4)|). Such a surface may have on it any number of lines up to 64,
[Room1950]. In [Giacobazzi1997] one studies determinantal representations of quartics in P3 possessing
two lines L1, L2 of multiplicities mult1 +mult2 = 4.
• In higher dimensions the determinantal hypersurfaces are necessarily singular and the singular locus
is of dimension at least (n − 4). (For symmetric determinantal representations the dimension is at least
(n − 3), in fact the subset of X over which the corank of M is at least two is of dimension at least
(n − 3).) The singularities occurring at the points of corankM ≥ 2 are called essential, all the oth-
ers: accidental. The general linear symmetric determinantal hypersurface of degree d has only essential
singularities, [Salmon1865, pg.495]. For their properties and the classification of singularities of determi-
nantal cubic/quartic surfaces, i.e. n = 3, see [Piontkowski-2006]. Nodal quartics in P4 were studied in
[Pettersen-1998].
• The symmetric determinantal representations can be considered as n-dimensional linear families of
quadrics in Pd−1. Hence various applications to Hilbert schemes of complete intersections, see [Tjurin1975-lectures].
In [Wall1978] the determinantal representations of plane quartics (corresponding to nets of quadrics in P3)
are studied in details.
• The natural objects associated to a determinantal representation are the kernel and cokernel of M.
At each point of X these are just vector spaces, as the point travels along the hypersurface these spaces
glue into torsion-free sheaves supported on on X . The determinantal representation is determined (up to
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the local/global equivalence) by its kernel/cokernel, e.g. [Cook-Thomas1979, Thm 1.1]. For the precise
definition see §2.4.
• As was proved in [Helton-McCullough-Vinnikov2006], any affine hypersurface in kn admits a symmetric
determinantal representation, i.e. any polynomial f(x1, .., xn) can be presented as the determinant of a
symmetric matrix of the type A0 +
∑
xiAi.
• There are several reasons to consider non-reduced hypersurfaces, i.e. the cases when detM is not
square-free. For example, consider matrix factorizations, [Eisenbud1980]: AB = f1I with det(A) =(a
power of f). So matrix factorizations correspond to some determinantal representations of hypersurfaces
with multiple components. And while the general hypersurface in Pn does not admit a determinantal
representation, unless (d, n) = (3, 3) or n = 2, its higher multiples, {f p = 0} ⊂ Pn, do. For example,
by [Backelin-Herzog-Sanders1988], [Herzog-Ulrich-Backelin1991], any homogeneous polynomial f admits
a matrix factorization in linear matrices: f1I =M1 · · ·Md, i.e. all the entries of {Mα} are linear.
• The problem can be reformulated as the study of (n + 1)-tuples of matrices up to the two-sided equiv-
alence, (M0, . . . ,Mn) ∼ A(M0, . . . ,Mn)B. Hence the applications in linear algebra, operator the-
ory and dynamical systems (see e.g. [Ball-Vinnikov1996], [Ball-Vinnikov2003], [Tannenbaum-book] or
[Livsˇic-Kravitsky-Markus-Vinnikov-book]). In particular, these applications ask for the properties of de-
terminantal representations of an arbitrary hypersurface, i.e. with arbitrary singularities, possibly reducible
and non-reduced.
• In applications one meets determinantal representations with specific properties, e.g. symmetric or self-
adjoint (in the real case). The self-adjoint determinantal representations are important in relation to the
Lax conjecture as they produce hyperbolic polynomials, see [Lax-1958], [Gu¨ler1997], [Bauschke-Gu¨ler-Lewis-Sendov2001],
[Lewis-Parrilo-Ramana2005], [Renegar2006], [Netzer-Thom2010], [Bra¨nde´n2010].
• Finally, we mention the fast developing field of semi-definite-programming and matrix inequalities, i.e.
presentability of the boundary of a convex set in Rn by the determinant of a self-adjoint, positive definite
matrix. For the introduction cf. [Helton-Vinnikov2007], [Livsˇic-Kravitsky-Markus-Vinnikov-book].
1.3. Results and Contents of the paper. We tried to make the paper readable by non-specialists in
commutative algebra/algebraic geometry. Thus in §2 and further in the paper we recall some notions
and results. In particular in §2.1 we recall sheaves on singular (possibly reducible and non-reduced)
hypersurfaces and Hirzebruch-Riemann-Roch theorem for locally free sheaves.
In this paper we study the global determinantal representations. But the local version of the problem
appears constantly, due to the presence of singular points of curves/hypersurfaces and points where the
kernel sheaves are not locally free. The relevant results on the local version of the problem are obtained in
[Kerner-Vinnikov2010] and are restated in §2.3. Every global determinantal representation can be localized
and every local algebraic determinantal representation is comes from a global one. The localization process
preserves the equivalence in a strong sense, etc.
In §2.4 we introduce the sheaves of kernels (or kernel modules in the local case) and prove some of
their properties. The kernel sheaves can be also defined in a completely geometric way as follows. Taking
the kernel of a matrix provides a natural map X ∋ pt→ Ker(M|pt) ⊂ kd. The image of X in Pd−1 under
this map determines the kernel sheaf. This map is studied in §2.4.2, the equivalence of the two definitions
is proven in proposition 2.12. Then we study particular types of determinantal representations/kernel
sheaves: maximally generated determinantal representations (in §2.4.4) and X ′/X-saturated (in §2.4.5).
They possess especially nice properties and tend to be decomposable.
1.3.1. Decomposability. Suppose the determinant is reducible, detM = f1f2, so the corresponding hyper-
surface is globally reducible: X = X1 ∪X2 Is M globally decomposable? Namely, is it globally equivalent
to a block-diagonal matrix with blocks defining the components of the hypersurface: M ∼ M1 ⊕M2.
We study this question in §3. The global decomposability obviously implies the local one. A probably
unexpected feature is the converse implication:
Theorem 3.1 Let X = X1 ∪X2 ⊂ Pn be a global decomposition of the hypersurface. Here X1, X2 can be
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further reducible, non-reduced, but without common components, i.e their defining polynomials are rela-
tively prime. M is globally decomposable, i.e. M globally∼ M1 ⊕M2, iff it is locally decomposable at each
point pt ∈ X1 ∩ X2, i.e. M locally∼ 1I ⊕M1|(Pn,pt) ⊕M2|(Pn,pt). Here Mα|(Pn,pt) is the local determinantal
representation of (Xα, pt).
The proof of this property is heavily based on Noether’s AF +BG theorem [ACGH-book, pg. 139],
in fact one might consider the statement as Noether-type theorem for matrices.
Similarly, suppose at each point of the intersection X1∩X2 the determinantal representation is locally
equivalent to an upper-block-triangular, M∼
(M1 ∗
O M2
)
, where det(Mα) defines Xα. Then the global
determinantal representation is globally equivalent to an upper-block-triangular, proposition 3.3.
Both statements are non-trivial from linear algebra point of view, but almost tautological when
considered as statements on kernel sheaves. In the first case the sheaf is the direct sum, E ≈ E1 ⊕ E2, in
the second case it is an extension: 0→ E1 → E → E2 → 0.
These results completely reduce the global decomposability problem for determinantal representa-
tions to the local problem. In §2.4.4 and §2.4.5 we state various necessary and sufficient criteria for local de-
composability of determinantal representations, they are formulated and proved in [Kerner-Vinnikov2010].
1.3.2. Properties and classification of kernel sheaves. In §4 we study the kernel sheaves on the hypersur-
faces in Pn. First we summarize their properties Theorem 4.1. It is possible to classify those sheaves
arising as kernels of determinantal representations. For the smooth case this was done in [Vinnikov1989]
see also [Dolgachev-book, §4]. The classification for an arbitrary hypersurface is done in [Beauville2000,
Theorem A]. We give a direct proof of this result.(
Theorem 4.3 and Theorem 4.1
)
Consider a hypersurface X = ∪pαXα ⊂ Pn. The torsion-free sheaf
EX of multi-rank (p1, .., pk) is the kernel of a determinantal representation of X, in the sense of equation
(14), iff h0(EX(−1)) = 0, hi(EX(j)) = 0 for 0 < i < n− 1, j ∈ Z and hn−1(EX(1− n)) = 0.
(Note that over a non-reduced hypersurface the torsion-free sheaf can be nowhere locally free. For the
definition of multi-rank see §2.1.1)
We prove this theorem by an explicit construction, generalizing [Dixon1900] and [Vinnikov1989],
where it is done for smooth plane curves. One advantage of this proof is that it is easily adjustable to
symmetric/self-adjoint cases (see below).
An immediate corollary, in the case when EX is locally free, is the information about the Chern class
of the kernel, theorem 4.1.
1.3.3. Relation to matrix factorizations and descent to the reduced locus. Suppose AB = 1I
∏
fα, where A
has homogeneous linear entries, the factors {fα} are irreducible and A is non-invertible at any point of
the hypersurface {f = 0}. Then det(A) = ∏ f pαα , for some multiplicities {pα}. So, A is a determinantal
representation of the non-reduced hypersurface. A natural question: which determinantal representations
arise from matrix factorizations of reduced hypersurfaces? An immediate consequence of our results:
Corollary 1.1. Let M be a determinantal representation of ∏ f pαα . There exists a matrix N satisfying
MN =∏ fα1I iff M is maximally generated at generic smooth points of the reduced locus {∏ fα = 0}.
(For the definition of maximally generated see §2.4.4.) In such a case the kernel E of M, a sheaf
over the non-reduced hypersurface X , has natural descent to the reduced locus Xred: E  E
red
X . In §4.2
we classify the sheaves obtained in this way:
Proposition 4.7 A torsion free sheaf EredX of multirank (p1, .., pk) on the reduced locus Xred arises by
descent from X iff h0(EredX (−1)) = 0, hi(EredX (j)) = 0 for 0 < i < n− 1, j ∈ Z and hn−1(EredX (1− n)) = 0.
1.3.4. Ascent to the modification, for curves. Let C = ∪pαCα be the global decomposition of a plane curve.
One often considers normalization: C˜ :=
∐
(pαC˜α)
ν→ ∪pαCα, here each C˜α → Cα is the normalization of an
irreducible curve. Correspondingly the kernel sheaf is pulled back: ν∗(E)/Torsion. For the normalization
C˜
ν→ C the pullback ν∗(E)/Torsion is locally quasi-free (or just locally free in the reduced case).
Sometimes the pullback is locally quasi-free already for some intermediate modification: C˜ → C ′ ν→
C. It is important to classify those sheaves on C ′ whose pushforward to C produces kernel sheaves.
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Corollary 4.8 Given a modification C ′ → ∪pαCα, the torsion free sheaf EC′ descends to the kernel of a
determinantal representation of C iff hi(EredC′ (−1)) = 0 for i ≥ 0.
A more complicated question is: which sheaves on C ′ are pullbacks (modulo torsion) of kernel sheaves
on C? (Note that in general E ( ν∗ν
∗(E)/Torsion.) We give a criterion in proposition 4.11.
Once the general properties of kernel sheaves are established one can study the determinantal rep-
resentations for particular hypersurfaces. In §4.4 we give some simplest examples of kernel sheaves on
curves/surfaces.
1.3.5. Symmetric and self-adjoint determinantal representations. In §5 and §6 we work with k = R ⊂ C.
If M is symmetric or self-adjoint then it is natural to consider symmetric or self-adjoint equivalence
(M s∼ AMAT or M τ∼ AMAτ ). Many of the previous results are extended to this setup.
Being symmetric or self-adjoint can be formulated in terms of the kernel sheaves (properties 5.2 and
6.3). Two symmetric representations are equivalent (in the ordinary sense) iff they are symmetrically
equivalent (proposition 5.3). For self-adjoint representations this is true up to a diagonal matrix, the
precise statement is proposition 6.3.
The symmetric determinantal representations of singular hypersurfaces are studied in §5. In partic-
ular, we characterize the kernel sheaves of symmetric determinantal representations of hypersurfaces. In
§6 we characterize the self-adjoint determinantal representations of hypersurfaces.
1.3.6. Applications to hyperbolic polynomials. Recall that if M is self-adjoint then detM is a hyperbolic
polynomial, §6.3. Then the real locus of X can have at most one singular point with a non-smooth
locally irreducible component, theorem 6.7. In the later case the region of hyperbolicity degenerates to
this singular point. Thus, if the hypersurface is defined by a self-adjoint positive-definite determinantal
representation, then all the locally irreducible components of its reduced locus are smooth. In theorem
6.7 we prove that any self-adjoint positive-definite determinantal representation of a real hypersurface is
X˜/X saturated (at real points), i.e. its kernel arises as the push-forward of a locally free sheaf from the
normalization X˜
ν→ X .
2. Preliminaries and notations
For local considerations we always assume the (singular) point to be at the origin and mostly use
the ring of locally convergent power series k{x1, .., xn} = O(kn,0). Let m = 〈x1, . . . , xn〉 ⊂ O(kn,0) be the
maximal ideal.
The tangent cone T(X,0) ⊂ kn is formed as the limit of all the tangent hyperplanes at smooth points.
For the hypersurface (X, 0) = {f = 0}, with the Taylor expansion f = fp + fp+1 + · · · , the tangent
cone is {fp = 0} ⊂ (kn, 0). For curves the tangent cone is the collection of tangent lines, each with the
corresponding multiplicity.
The tangent cone is in general reducible. Associated to it is the tangential decomposition: (X, 0) =
∪
α∈T(X,0)
(Xα, 0). Here α runs over all the (set-theoretical) components of the tangent cone, each (Xα, 0) can
be further reducible, non-reduced.
Example 2.1. Consider the curve singularity (X, 0) = {(y2 − x4)(x2 − y4) = 0} ⊂ (k2, 0). Here the
tangent cone is T(X,0) = {y2x2 = 0} ⊂ k2. Accordingly, the tangential decomposition is: {y2 = x4}∪{x2 =
y4} ⊂ (k2, 0).
The basic invariant of the hypersurface singularity {fp+fp+1+· · · = 0} is themultiplicitymult(X, 0) =
p. For the tangential components denote pα = mult(Xα, 0).
2.1. Sheaves on singular hypersurfaces. The theory of coherent sheaves on multiple smooth curves,
i.e. pCred, for Cred irreducible and smooth, is developed in [Dre´zet2009].
A coherent sheaf on a pure dimensional scheme X is called torsion-free if it is has no subsheaf whose
support is of strictly smaller dimension than dim(X).
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2.1.1. Multi-rank of pure sheaves on reducible, non-reduced hypersurfaces. Let FX be a torsion-free sheaf,
its singular locus Sing(FX) ⊂ X is the set of (closed) points where FX is not locally free. If X is reduced
then F is generically locally free and to the decomposition X = ∪Xα is associated the multi-rank (r1, .., rk):
ri = rank(F |Xi).
In the non-reduced case a torsion free sheaf can be nowhere locally free. To define its multi-rank we
need a preliminary construction. Consider a multiple hypersurface, X = pXred = {f p = 0}, where Xred
is irreducible. We define the rank of FX . Let IXred ⊂ OX be the ideal of the reduced locus. As X is a
hypersurface, this ideal is principal, IXred = 〈f〉. Consider the multiplication by f on F . Its successive
kernels define a useful filtration on F :
(1) 0 ⊆ Ker(f) ⊆ Ker(f 2) ⊆ · · · ⊆ Ker(f p−2) ⊆ Ker(f p−1) ⊆ Ker(f p) = F
Associated to this filtration is the graded sheaf:
(2) Grf(F ) := ⊕p−1j=0Ker(f p−j)
/
Ker(f p−j−1) = ⊕p−1j=0Grj
By definition fGrj = 0, hence Grj is naturally a module over OXred .
Example 2.2. • Though F is torsion-free, its reduction, F ⊗
OX
OXred = F/IF , in general has torsion. For
example, let X = {x21 = 0} ⊂ Pn. Let F be an OX module, generated by s1 =
(
x1
0
)
and s2 =
(
x2
x1
)
. So
F = OX〈s1, s2〉/(x1s2 − x2s1, x1s1). Then F/IF = OXred〈s1, s2〉/(x2s1), i.e. the element s1 is annihilated
by a non-zero divisor x2.
• For simplicity consider the local case of curves. Let OC = k[x, ǫ]/ǫp and F =
p−1⊕
0
ǫj(k[x])⊕lj , for
l0 ≤ l1 ≤ ..lp−1. Then the filtration is:
(3) 0 ⊂ ǫp−1(k[x])⊕lp−1 ⊂ · · · ⊂ p−1⊕
1
ǫj(k[x])⊕lj ⊂ p−1⊕
0
ǫj(k[x])⊕lj
A sheaf is called locally quasi-free (at a point) if its graded version is locally free (at this point).
Every torsion free sheaf on a hypersurface is generically locally quasi-free.
Definition 2.3. 1. Let X = pXred, where Xred is irreducible and reduced. The rank of F on X is the
rank of Grf(F ) as a module over Xred.
2. For X = ∪pαXα the multi-rank of F is the collection of ranks {rankF |pαXα/Torsion}.
Proposition 2.4. Let L ⊂ Pn be the generic line, let pt ∈ X ∩ L. Then length(F |pt) = rank(F ).
2.1.2. Hirzebruch-Riemann-Roch theorem. In this paper we use Hirzebruch-Riemann-Roch theorem for
locally free sheaves on (singular, reducible, possibly non-reduced) hypersurfaces, [Fulton-book, pg.354]:
(4) χ(FX) =
(
ch(FX)Td(TX)
)
top.dimensional
Here
⋆ the Euler characteristic of the sheaf is χ(FX) =
∑n−1
i=0 (−1)ihi(FX).
⋆ the Chern character of the sheaf is ch(FX) =
∏
exp(αi) where {αi}i are the Chern roots of FX , i.e.
c(FX) =
∏
(1 + αi).
⋆ the Todd class of the hypersurface Td(TX). For a smooth variety it equals
∏
i
αi
1−exp(−αi)
, where {αi}i
are the Chern roots of the tangent bundle, i.e. c(TX) =
∏
(1 + αi). Suppose the scheme X is singular but
embeddable as a locally complete intersection into a smooth variety, X ⊂ Y . For example, this is the case
for hypersurfaces in Pn. Then Td(TX) is the Todd class of the virtual tangent bundle, TX := TY |X−NX/Y .
⋆ both the Chern and the Todd classes are graded, from their product one extracts the top dimensional
part.
Example 2.5. Let Xd ⊂ Pn be an arbitrary hypersurface of degree d. Let L be a line bundle on X . The
total Chern class is c(L) = 1 + c1(L). Then ch(L) =
∑ ci1(L)
i!
. The virtual tangent bundle of X is defined
by
(5) 0→ TX → TPn |X → NX/Pn → 0, c(TPn) = (1 + L)n+1, c(NX/Pn) = 1 + dL
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Here L is the class of a hyperplane in Pn. Hence
(6) c(TX) =
(1 + L)n+1
1 + dL
= 1 + (n + 1− d)L+
((n + 1
2
)
− d(n+ 1) + d2
)
L2 + ..
The Hirzebruch-Riemann-Roch theorem in this case reads:
(7) χ(L) =
[(∑ ci1(L)
i!
)(
1 +
c1(TX)
2
+
c21(TX) + c2(TX)
12
+
c1(TX)c2(TX)
24
+ ..
)]
top.dim.
For example, in the case of plane curves, [Hartshorne-book, §IV.I exercise 1.9]:
(8) h0(F )− h1(F ) = deg(F ) + (1− pa)rank(F )
Here pa =
(
d−1
2
)
is the arithmetic genus of the plane curve, it does not depend on the singularities.
The same formula holds sometimes for sheaves that are torsion free, but not locally free. For example,
for torsion-free sheaves on an integral curve this was proved in [Hartshorne1986, thm 1.3]. See also
[Fulton-02]. The theorem was also proved for sheaves on multiple smooth curves in [Dre´zet2009].
2.1.3. The dualizing sheaf and Serre duality. For torsion free sheaves on varieties with (at most) Gorenstein
singularities, e.g. on any hypersurface in Pn, the dualizing sheaf wC is invertible. By the adjunction formula
for a hypersurface in Pn of degree d, with arbitrary singularities: wX = OX(d − n − 1). Then the usual
Serre duality holds: H i(FX) = H
dim(X)−i(F ∗X ⊗ wX)∗ = Hdim(X)−i
(
F ∗X(d− n− 1)
)∗
.
2.2. The matrix and its adjoint. We work with (square) matrices, their sub-blocks and particular
entries. Sometimes to avoid confusion we emphasize the dimensionality, e.g. Md×d. Then Mi×i denotes
an i × i block in Md×d and det(Mi×i) the corresponding minor. On the other hand by Mij we mean a
particular entry.
Let M be a determinantal representation of X ⊂ Pn or X ⊂ kn. Let M∨ be the adjoint matrix of
M, so MM∨ = det(M)1Id×d. Then M is non-degenerate outside the hypersurface X and its corank over
the hypersurface satisfies:
(9) 1 ≤ corank(M|pt∈X) ≤ mult(X, pt)
(as is checked e.g. by taking derivatives of the determinant). The adjoint matrix M∨ is not zero at
smooth points of X . AsM∨|X×M|X = O the rank ofM∨ at any smooth point of X is 1 (for the reduced
hypersurface). Note that (M∨)∨ = f d−2M and detM∨ = f d−1.
2.2.1. The case det(M) ≡ 0. A natural question in this case if whether M is equivalent to a matrix with
a zero row/column. In general this does not hold, e.g. forM =

0 0 x0 0 y
x z 0

. Indeed, ifM was equivalent
to a matrix with zero row/column then M∨ would be equivalent to a matrix with at most 3 non-zero
entries. But the ideal of M∨ is 〈x2, xy, xz, yz〉, i.e. is generated by 4 elements. And this ideal is invariant
under equivalence.
2.3. Local determinantal representations. Here we review some aspects of local determinantal rep-
resentations and quote the necessary results, all the proofs are in [Kerner-Vinnikov2010]. Essentially
this is the part of commutative algebra, the theory of Cohen-Macaulay modules, see [Yoshino-book] and
[Leuschke-Wiegand-book].
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2.3.1. The global-to-local reduction. This is the way to pass from global to local determinantal representa-
tions. Replace the homogeneous coordinates of Pn by the local coordinates: (x0, .., xn)→ (x1, .., xn) with
x0 = 1.
Property 2.6. Suppose the multiplicity of (X, 0) is m ≥ 1 and Md×d is a corresponding (local or global)
determinantal representation.
1. Locally Md×d is equivalent to
(
1I(d−p)×(d−p) O
O Mp×p
)
with Mp×p|(0,0) = O and 1 ≤ p ≤ m.
2. The stable local equivalence (i.e. 1I ⊕M1 ∼ 1I ⊕M2) implies ordinary local equivalence (M1 ∼ M2).
So, the global-to-local reduction is unique up to the local equivalence.
From the algebraic point of view the first statement is the reduction to the minimal free resolu-
tion of the kernel module [Eisenbud-book, §20]. The first claim is proved in symmetric case e.g. in
[Piontkowski-2006, lemma 1.7]. Both bounds are sharp, regardless of the singularity of hypersurface. For
the second statement see [Kerner-Vinnikov2010].
Definition 2.7. In the notations as above, Mp×p is the reduction of Md×d or the local representation.
Any matrix whose entries are rational functions, regular at the origin, is the reduction of some global
determinantal representation:
Lemma 2.8. 1.For any Mlocal ∈ Mat(p × p,k[x1, .., xn](m)), there exists a matrix of homogeneous linear
forms, Mglobal ∈Mat
(
d× d,H0(OPN (1))
)
, whose reduction is Mlocal.
2. In particular, if M1, M2 are locally equivalent and M1 is the reduction of some Mglobal then M2 is
also the reduction of Mglobal.
Note that in the lemma Mglobal or det(Mglobal) are not unique in any sense, even the dimension of
Mglobal is not fixed.
Proof. We can assume thatM is a matrix with polynomial entries. Indeed, all the denominators of entries
of M do not vanish at the origin, hence one can multiply M by them.
Let xa11 ..x
an
n be a monomial in Mlocal with the highest total degree
∑
ai. By permutation assume it
belongs to the entry M11. Consider the augmented matrix:
(10)


1 0
0 xa11 ..x
an
n + .. M12 ..
0 M21 M22 ..
0 .. ..


It is locally equivalent to
(11)


1 x1 0
−xa1−11 ..xann 0 + .. M12 ..
0 M21 M22 ..
0 .. ..


For the new matrix the number of monomials with highest total degree is less by one. Continue in the
same way till all the monomials of the highest total degree (
∑
ai) are removed. Now the highest order
degree is less than
∑
ai. Continue by induction till one gets a matrix with entries of degree at most 1.
The last lemma is formulated as a purely linear-algebraic statement. A reformulation in terms of sheaves
(using proposition 2.14):
For any kernel sheaf the stalk (at any point) is a kernel module. The isomorphism class of the stalk is well
defined. Every kernel module is the stalk of some kernel sheaf.
Example 2.9. Let M be a determinantal representation of the plane curve {y2 = xk+1} ⊂ k2, this is the
Ak singularity. Suppose M is local, i.e. M|(0,0) = O. As the multiplicity of this curve singularity is 2, the
dimensionality of M is either 1 or 2. The first case is trivial, in the second case one can show that M is
(locally) equivalent to
(
y xl
xk+1−l y
)
.
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Finally we prove that for global determinantal representations the local equivalence is not weaker
than the global one.
Lemma 2.10. Suppose two global determinantal representations are locally equivalent, i.e. M1 = AM2B
for A,B ∈ GL(d,k[[x0, . . . , xn]]). Then M1, M2 are globally equivalent too.
Proof. Expand A = jet0(A)+A≥1, where A≥1|0 = O, similarly B = jet0(B)+B≥1. Note that jet0(A), jet0(B) ∈
GL(d,k). Therefore
(12)
(
jet0(A)
)−1
M1
(
jet0(B)
)−1
= (1I + A′≥1)M2(1I +B′≥1)
Hence, by comparing the degrees (in xi) we get:
(
jet0(A)
)−1
M1
(
jet0(B)
)−1
=M2.
2.4. Kernels and cokernels of determinantal representations. LetMd×d be a determinantal repre-
sentation of the hypersurface X ⊂ Pn. At each point of X the matrix has some (co-)kernel. These vector
spaces glue to sheaves on X , or to vector bundles in nice situations. The sheaf structure can be defined in
two equivalent ways.
2.4.1. Algebraic definition of the kernel. The cokernel sheaf is defined by the sequence
(13) 0→ O⊕dPn (−1) M→ O⊕dPn → Coker → 0
As M is invertible at the points of Pn \ X the cokernel is supported on the hypersurface. Restrict the
sequence to the hypersurface (and twist), then the kernel appears.
(14) 0→ EX → O⊕dX (d− 1) M→ O⊕dX (d)→ Coker(M)X → 0
Sometimes we consider also the ”left” kernel, ElX , the kernel of MT , (called the Auslander transpose):
(15) 0→ ElX → O⊕dX (d− 1) M
T→ O⊕dX (d)→ Coker(MT )X → 0
From now on all the sheaves are considered on curves/hypersurfaces.
Example 2.11. Consider a smooth quadric surface X = {x0x1 = x2x3} ⊂ P3. By direct check, it has
two (non-equivalent) determinantal representations:
(
x0 x2
x3 x1
)
and
(
x0 x3
x2 x1
)
. Consider the first case,
the kernel EX is the line bundle spanned by two sections:
(−x3
x0
)
and
(−x1
x2
)
. To identify this line
bundle recall that X ≈ P1left × P1right and the isomorpism can be written explicitly: (x0, x1, x2, x3) →(
(x0, x2), (x0, x3)
)
. Note that both maps are well defined, using (x0, x2) = (x3, x1) and (x0, x3) = (x2, x1).
The sections of EX vanish at x0 = 0 = x3 and x2 = 0 = x1. Note that both cases define the divisors
pt× P1right ⊂ X . Thus: EX ≈ OP1left(1)⊠OP1right.
To work with singular points we consider the stalks of the kernel sheaves, i.e. kernel modules over
the local ring O(X,0). For them one has the corresponding exact sequence of modules. Many properties of
kernels hold both in local and in global situation, usually we formulate and prove them together.
Both in local and global cases the kernel module/sheaf is spanned by the columns of the adjoint
matrix M∨, see theorem 4.1.
2.4.2. Geometric definition of the kernel. The kernel sheaves EX , E
l
X can be defined also in a more geo-
metric way [Vinnikov1989, §3]. Suppose X is reduced, so for generic point pt ∈ X the kernel Ker(M|pt) is
a one-dimensional vector subspace of kd. Consider the rational map φ : X 99K Pd−1 defined on the smooth
points of X by:
(16) X ∋ pt φ→ {Ker(M|pt) ⊂ kd} → Pd−1
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It extends to a morphism of algebraic varieties iff corank(KerM|X) ≡ 1, i.e. E|X is a
locally free sheaf. In general, consider a birational morphism
resolving the singularities of the map φ, see the diagram.
Hence ν∗(E)/Torsion is a locally free sheaf and the pull-back
ν∗(φ) extends to a morphism. Recall that OPd−1(−1) is the
tautological bundle, its fibre over (x0, . . . , xd−1) is spanned by
the vector (x0, . . . , xd−1).
X˜ ν∗(E)/Torsion
ν ↓ց
X
φ
99K Pd−1 OPd−1(−1)
Proposition 2.12. Let X ⊂ Pn be a reduced hypersurface.
1. If EX is locally free and φ : X → Pd−1 is the corresponding morphism, then φ∗(OPd−1(−1)) =
EX(1− d) ⊂ O⊕dX .
2. If ν∗(EX)/Torsion is locally free and X˜
φ◦ν→ Pd−1 is the corresponding morphism then (φ◦ν)∗(OPd−1(−1)) =
ν∗(EX)(1− d)/Torsion.
3. The kernel sheaf EX is determined uniquely by φ
∗(OPd−1(−1)).
Proof. Use the definition, i.e. (14) 1. In the locally free case EX(1 − d) and φ∗(OPd−1(−1)) are two line
subbundles of O⊕dX , whose fibres coincide at each point. So the bundles coincide tautologically.
2. Similarly, ν∗(EX(1 − d))/Torsion and (φ ◦ ν)∗(OPd−1(−1)) are line subbundles on O⊕dX˜ , with coin-
ciding fibres.
3. Suppose there are two kernel sheaves corresponding to φ∗(OPd−1(−1)), their restrictions onto the
smooth locus of X coincide, as sub-sheaves of O⊕d(d− 1)|X\Sing(X). Then, by proposition 2.14, part 1, we
get two determinantal representations, M1 and M2, satisfying locally M1 = AM2. Here the entries of
A are in O(kn,0)\Sing(X) and A is locally invertible at each point of (kn, 0) \ Sing(X). So, each entry of
A is regular in codimension one, i.e. its possible locus of irregularity is of codimension at least two. But
then this entry, being a rational function, is regular on (kn, 0). Similarly, det(A) 6= 0 except possibly for
a subset of codimension two. Thus det(A) 6= 0 on the whole (kn, 0). Therefore the stalks of two kernel
sheaves coincides everywhere on X .
For some determinantal representations of non-reduced hypersurfaces the kernel can be defined geometri-
cally too, see §4.2.
Example 2.13. 1. Let X ⊂ P2 be a line arrangement, consider the simplest determinantal representation:
the diagonal matrix M = (l1, . . . , ld). Here {li}i are linear forms defining the lines. The map X φ99K Pd−1
is defined on the smooth locus of X , it sends each line to a point in Pd−1.
2. In general, for a determinantal hypersurface X = ∪αXα ⊂ Pn, let X0 ⊂ X be an open dense subset
on which φ is defined. Then M is decomposable, M∼ ⊕Mα, iff φ(X0) =
∐
Span(Xα), where the spans
(Span(Xα) ⊂ Pd−1 is the minimal linear subspace that contains φ(Xα)) are mutually generic, i.e. ∀α :
Span(Xα) ∩ Span(
∐′
β 6=αXβ) = ∅.
2.4.3. Kernels vs determinantal representations. Finally we formulate the relation between the embedded
kernels and the determinantal representations. As always, in the local case, we assume M|0 = O.
Proposition 2.14. 0. The kernel module of M(X,0) is an O(X,0) module minimally generated by the
columns of the adjoint matrix M∨(X,0). Similarly, for the kernel sheaf of MX , the columns of the adjoint
matrix give the natural basis of the space H0(EX). In particular h
0(EX) = d.
1. Let M1,M2 ∈Mat(d× d,O(kn,0)) be two local determinantal representations of the same hypersurface
germ and E1, E2 ⊂ O⊕d(kn,0) the corresponding embedded kernel modules. Then
(17) M1 =M2 or M1 = AM2 or M1 = AM2B, for A,B locally invertible on (kn, 0)
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iff
(18)
(
E1, {s11..s1d}
)
=
(
E2, {s21..s2d}
)
⊂ O⊕d(kn,0) or E1 = E2 ⊂ O⊕d(kn,0) or E1 ≈ E2
2. In particular, if two kernel modules of the same hypersurface are abstractly isomorphic then their iso-
morphism is induced by a unique ambient automorphism of O⊕d(kn,0).
3. M is decomposable (or equivalent to an upper-block-triangular form) iff E is a direct sum (or an ex-
tension).
4. Let M1,M2 ∈ Mat(d × d, |OPn(1)|) be two global determinantal representations of the same hyper-
surface, for n > 1. Let E1, E2 be the corresponding kernel sheaves. Then the global versions of all the
statements above hold.
Remark 2.15. • In equation (18), in the first case the coincidence of the natural bases is meant, in
the second case the coincidence of the embedded modules, in the third case the abstract isomorphism of
modules.
• Part 2 of the last proposition does not hold for arbitrary modules (not kernels). For example the ideals
< xl >⊂ k[x] for l ≥ 0, are all abstractly isomorphic as (non-embedded) modules but certainly not as
ideals, i.e. embedded modules.
• Note that the coincidence/isomorphism of kernel sheaves is a much stronger property than the pointwise
coincidence of kernels as embedded vector spaces. For example, let M be a local determinantal represen-
tation of the plane curve C = {f(x, y) = 0}. Let v1, .., vp be the columns ofM∨, i.e. the generators of the
kernel EC . Let {gi = 0}pi=1 be some local curves intersecting C at the origin only. Then Span(g1v1, .., gpvp)
coincide pointwise with Span(v1, .., vp) as a collection of embedded vector spaces on C. Though the two
modules correspond to determinantal representations of distinct curves.
Proof. (of proposition 2.14)
0. For modules. As (MM∨)|(X,0) = O, the columns of M∨|(X,0) generate a submodule of E(X,0). For any
element s ∈ E, one hasMs = det(M)v, where v is some d-tuple. ThenM(s−M∨v) = 0 on (kn, 0). And
M is non-degenerate on (kn, 0), so s =M∨v.
For sheaves: the columns of M∨ generate a subsheaf of E. If s ∈ H0(EX) then s is the column
whose entries are sections of OX(d − 1). By the surjection H0(OPn) → H0(OX) → 0 the entries of s
are restrictions of some sections of OPn . Hence s is the restriction of some globally defined section S, for
which: MS = det(M)(..). But then S = M∨(..). Hence s belongs to the span of the columns of M∨,
thus h0(EX) = d, i.e. H
0(EX) is generated by the columns of M∨.
1, 2. As the kernel is spanned by the columns of M∨ the statement is straightforward, except
possibly for the last part: if E1 ≈ E2 then M1 = AM2B.
Let φ : E1
∼−→ E2 be an abstract isomorphism, i.e. an O(X,0)-linear map. This provides an additional
minimal free resolution of E1:
(19)
0 → E1 → O⊕d(X,0)
M1→ O⊕d(X,0)...
φ ↓ ψ ↓
0 → E2 → O⊕d(X,0)
M2→ O⊕d(X,0)...
By the uniqueness of minimal free resolution, [Eisenbud-book, §20], we get that ψ is an isomorphism.
3. Suppose E = E1 ⊕ E2, let F2 M→ F1 → E → 0 be the minimal resolution. Let F (α)2 Mα→ F (α)1 →
Eα → 0 be the minimal resolutions of E1, E2. Consider their direct sum:
(20) F
(1)
2 ⊕ F (2)2 M1⊕M2→ F (1)1 ⊕ F (2)1 → E1 ⊕ E2 = E → 0
This resolution of E is minimal. Indeed, by the decomposability assumption the number of generators
of E is the sum of those of E1, E2, hence rank(F1) = rank(F
(2)
1 ) + rank(F
(1)
1 ). Similarly, any linear
relation between the generators of E (i.e. a syzygy) is the sum of relations for E1 and E2. Hence
rank(F2) = rank(F
(2)
2 ) + rank(F
(1)
2 ).
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Finally, by the uniqueness of the minimal resolution we get that the two proposed resolutions of E
are isomorphic, hence the statement.
4. The statement, E1 ≈ E2 implies M1 = AM2B, is proved for sheaves in [Cook-Thomas1979,
theorem 1.1]. Note that in general it fails for n = 1, see [Cook-Thomas1979, pg.425].
From this part the rest of the statements follow.
2.4.4. Maximally generated determinantal representations. Note that at each point corankM|pt ≤ mult(X, pt)
(see property 2.6). This motivates the following
Definition 2.16. • A determinantal representation of a hypersurface is called maximally generated at the
point pt ∈ X (or Ulrich-maximal [Ulrich1984]) if corankM|pt = mult(X, pt).
• A determinantal representation of a hypersurface is called maximally generated near the point if it is
maximally generated at each point of some neighborhood of pt ∈ X.
• A determinantal representation of a hypersurface is called generically maximally generated if it is maxi-
mally generated at the generic smooth point of Xred.
Example 2.17. 1. The determinantal representations in example 2.9 and in the first part of example 2.13
are maximally generated. In fact, as follows from property 2.18 below, for the ordinary multiple point (i.e.
curve singularity with several smooth pairwise non-tangent branches) the diagonal matrix is the unique
local maximally generated representation.
2. Any determinantal representation of a smooth hypersurface is maximally generated and any deter-
minantal representation of a reduced hypersurface is generically maximally generated. If the (reduced)
hypersurface germ has an isolated singularity then any determinantal representation is maximally gener-
ated on the punctured neighborhood of the singular point.
3. If M is maximally generated at the generic smooth point of X(red) then it is maximally generated at
any smooth of X(red), as the corank of the matrix does not increase under deformations.
Maximally generated determinantal representations are studied in [Kerner-Vinnikov2010]. They
possess various excellent properties, in particular tend to be decomposable:
Property 2.18. 1. Let M be a determinantal representation maximally generated at the generic smooth
points of the (non-reduced) hypersurface {∏ f pαα = 0} ⊂ (kn, 0). Then any entry of M∨ is divisible by∏
f pα−1α .
2. For the case n = 2, plane curves. Let (X, 0) = (X1, 0) ∪ (X2, 0) ⊂ (k2, 0), here {(Xα, 0)}α can be
further reducible, non-reduced but without common components. Let M be a maximally generated local
determinantal representation of (X, 0). Then M is locally equivalent to
(M1 ∗
O M2
)
, where Mα are
maximally generated determinantal representations of (Xα, 0).
If in addition the curve germs (Xi, 0) have no common tangents then any maximally generated de-
terminantal representation is decomposable, M =M1 ⊕M2.
3. For the case n > 2. Let (X, 0) = (X1, 0) ∪ (X2, 0) ⊂ (kn, 0), let Md×d be a determinantal representa-
tion of (X, 0) and E its kernel module. Let E|(Xi,0)/Torsion be the restriction to a component. Suppose
it is minimally generated by di elements. Similarly,suppose E
l|(Xi,0)/Torsion is minimally generated by dli
elements.
The determinantal representation is equivalent to an upper block-triangular iff d1+d
l
2 = d or d
l
1+d2 =
d.
2.4.5. X ′/X-saturated determinantal representations. Let X ′
ν→ X be a finite modification, i.e. X ′ is
a pure dimensional scheme, ν is a finite surjective proper morphism that is an isomorphism over X \
Sing(Xred). If X is reduced then the ”maximal” modification is the normalization X˜ → X and all other
modifications are ”intermediate”, X˜ → X ′ → X .
Definition 2.19. A determinantal representation M of a hypersurface is called X ′/X-saturated if every
entry of M∨ belongs to the relative adjoint ideal
AdjX′/X = {g ∈ OX |ν∗(g)OX′ ⊂ ν−1OX}
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Any determinantal representation is X ′/X-saturated for the identity morphism X ′
∼−→ X . A determi-
nantal representation isX ′/X-saturated iff its kernel is aX ′/X-saturated module, i.e. E = ν∗(ν
∗E/Torsion).
As in the maximally generated case, the X ′/X-saturated determinantal representations possess var-
ious excellent properties, in particular tend to be decomposable.
Property 2.20. [Kerner-Vinnikov2010]. 1. Consider the modification
(21) (X ′, 0) = (X1, 0)
∐
(X2, 0)
ν→ (X, 0) = (X1, 0) ∪ (X2, 0)
which is the separation of the components. Then M is decomposable, M ∼ M1 ⊕M2, iff it is X ′/X-
saturated .
2. In particular if (X, 0) = ∪α(Xα, 0) is the union of smooth hypersurface germs and (X ′, 0) =
∐
α(Xα, 0),
then any X ′/X-saturated determinantal representation of (X, 0) is equivalent to the diagonal matrix (in
particular it is maximally generated).
3. If the determinantal representation M of a plane curve is C˜/C-saturated, where C˜ ν→ C is the normal-
ization, then M is maximally generated and the entries of M∨ generate the adjoint ideal AdjC˜/C .
Finally we state an additional decomposability criterion from [Kerner-Vinnikov2010]:
Property 2.21. Let (X, 0) = ∪(Xα, 0) ⊂ (kn, 0) be a collection of reduced, smooth hypersurfaces. The
determinantal representation M of (X, 0) is completely decomposable iff the geometric fibres {Eα|0} are
linearly independent: Span(∪Eα|0) = ⊕Eα|0.
3. Global decomposability
The local decomposability at each point implies the global one.
Theorem 3.1. Let X = X1 ∪X2 ⊂ Pn be a global decomposition of the hypersurface. Here X1, X2 can be
further reducible, non-reduced, but without common components. Then M is globally decomposable, i.e.
M globally∼ M1 ⊕M2, iff it is locally decomposable at each point pt ∈ X, i.e. M locally∼ 1I ⊕M1|(Pn,pt) ⊕
M2|(Pn,pt). Here Mα|(Pn,pt) are the local determinantal representations near pt ∈ Pn, one works over
O(kn,0) = k[x1, .., xn](m).
Proof. ⇚ Let f = f1f2 be the homogeneous polynomials defining X,X1, X2. Here fα can be reducible,
non-reduced, but mutually prime.
Part1. By the assumption at each point M∨ locally∼ f1I ⊕ f2M∨1 ⊕ f1M∨2. The local ideal of O(kn,0)
generated by the entries of M∨ is invariant under local equivalence. Hence we get: any entry of M∨ at
any point pt ∈ Pn belongs to the local ideal 〈f1, f2〉 ⊂ O(kn,0).
Now use the Noether’s AF +BG theorem [ACGH-book, pg. 139]:
Given some homogeneous polynomials F1..Fk, whose zeros define a subscheme of P
n of dimension (n− k).
Suppose at each point of Pn the homogeneous polynomial G belongs to the local ideal generated by F1..Fk.
Then G belongs to the global ideal in k[x0, .., xn] generated by F1..Fk.
Apply this to each entry of M∨. Hence we get, in the matrix notation:
(22) M∨ = f2N ∨1 + f1N ∨2, N ∨α ∈Mat
(
d× d,H0(OPn(deg(fα)− 1)
)
Part2. From the last equation we get: f1f21I = MM∨ = f2MN ∨1 + f1MN ∨2. Note that f1, f2 are
relatively prime, thus: MN ∨α = fαAα. Here Aα is a d× d matrix whose entries are forms of degree zero,
i.e. constants. Similarly, by considering M∨M we get N ∨αM = fαBα.
Note that A1 +A2 = 1I = B1 +B2, by their definition. In addition AαAβ = O = BαBβ for α 6= β. Indeed:
fαBαN ∨β = N ∨αMN ∨β = fβN ∨αAβ . So BαN ∨β is divisible by fβ and N ∨αAβ is divisible by fα. But
{fα} are mutually prime and the degree of the entries in N ∨α is dα− 1. Therefore: BαN ∨β = 0 = N ∨αAβ
(for α 6= β). And this causes Bα(N ∨βM) = 0 = (MN ∨αAβ).
