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1. Introduction
In this paper we are concerned with the following initial–boundary value problem
utt − 2buxxt + αuxxxx = f (ux)x, x ∈ (0,1), t > 0, (1.1)
u(0, t) = u(1, t) = 0, uxx(0, t) = uxx(1, t) = 0, t  0, (1.2)
u(x,0) = ϕ(x), ut(x,0) = ψ(x), x ∈ [0,1], (1.3)
and the problem of Eq. (1.1) with initial and boundary conditions
ux(0, t) = ux(1, t) = 0, uxxx(0, t) = uxxx(1, t) = 0, t  0, (1.4)
u(x,0) = ϕ(x), ut(x,0) = ψ(x), x ∈ [0,1], (1.5)
where α > 0, b > 0 are constants and u(x, t) is the unknown function. The subscripts x and t indicate the partial derivative
with respect to x and t , respectively, f (s) is a given nonlinear function and ϕ(x) and ψ(x) are given initial value functions
deﬁned in [0,1].
Eq. (1.1) is closely connected with many equations. For example, in the study of a weakly nonlinear analysis of elasto-
plastic-microstructure models for longitudinal motion of an elasto-plastic bar in [1] there arises the model equation
utt + αuxxxx = β
(
u2x
)
x, (1.6)
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Eq. (1.6), its instability, and the instability of the ordinary strain solution were studied in [1]. In [2], the authors studied the
initial–boundary value problems of the following equation (which is the generalized equation of Eq. (1.6))
utt + uxxxx = σ(ux)x + f (x, t), x ∈ (0,1), t > 0, (1.7)
with several boundary conditions, where σ(s) is a given nonlinear function and f (x, t) is a known function. They proved
the existence and uniqueness of the global generalized solution and the global classical solution by the contraction mapping
principle, and gave the suﬃcient conditions of blowup of the solution. The reference [3] proved that the initial–boundary
value problem of Eq. (1.7) with initial and boundary conditions
u(0, t) = u(1, t) = 0, ux(0, t) = ux(1, t) = 0, t  0, (1.8)
u(x,0) = ϕ(x), ut(x,0) = ψ(x), x ∈ [0,1], (1.9)
admits the global weak solution, the uniquely global generalized solution and the uniquely global classical solution in
different hypothesis by the potential well method.
Because Eq. (1.6) describes the propagation of the wave in the medium with the dispersion effect, it is meaningful [4] to
study the following nonlinear wave equations with the viscous damping term
utt − 2buxxt + αuxxxx = β
(
unx
)
x, x ∈ (0,1), t > 0. (1.10)
The paper [5] proved that the initial–boundary value problem of the following equation
utt + uxxxx + λut = σ(ux)x (1.11)
has the global solution, studied the asymptotic property of the solution and gave some suﬃcient conditions of the blowup
of the solution.
Eq. (1.1) is also connected with the equations in [9–12].
The plan of this paper is as follows. In Section 2 we prove the existence and uniqueness of the global generalized
solution and the global classical solution for the initial–boundary value problems (1.1)–(1.3) and (1.1), (1.4), (1.5) by the
Galerkin method. Using the different method from the paper [5] we also give some suﬃcient conditions of the blowup of
the solutions for the initial–boundary value problems (1.1)–(1.3) and (1.1), (1.4), (1.5) in Section 3. Finally, in Section 4 the
energy decay of the solution for the initial–boundary value problem (1.1)–(1.3) will be discussed.
Throughout this paper, we use the following notations: ‖ · ‖, ‖ · ‖Lp (1  p ∞) and ‖ · ‖Hm (m is a natural number)
denote the norms of spaces L2[0,1], Lp[0,1] and Hm[0,1], respectively.
2. Existence and uniqueness of the global solutions for the problems (1.1)–(1.3) and (1.1), (1.4), (1.5)
We are going to prove the existence and uniqueness for the problems (1.1)–(1.3) and (1.1), (1.4), (1.5) by the Galerkin
method and the compactness theorem in this section. First of all, we will study the initial–boundary value problem
(1.1)–(1.3).
2.1. Existence and uniqueness of the global generalized solution for the problem (1.1)–(1.3)
Let {yi(x)} be the orthonormal basis in L2[0,1] composed of the eigenfunctions of the eigenvalue problem
y′′ + λy = 0, x ∈ (0,1),
y(0) = y(1) = 0 (2.1)
corresponding to eigenvalue λi (i = 1,2, . . .), where ′ = ddx .
Let
uN (x, t) =
N∑
i=1
γNi(t)yi(x) (2.2)
be the Galerkin approximate solution for the problem (1.1)–(1.3), where γNi(t) are the undetermined functions and N is a
natural number. Suppose that the initial value functions ϕ(x) and ψ(x) may be expressed as
ϕ(x) =
∞∑
i=1
μi yi(x), ψ(x) =
∞∑
i=1
νi yi(x), (2.3)
where μi and νi (i = 1,2, . . .) are constants. Substituting the approximate solution uN (x, t) into Eq. (1.1), multiplying both
sides by ys(x) and integrating on (0,1), we obtain
(uNtt − 2buNxxt + αuNxxxx, ys) =
(
f (uNx)x, ys
)
, s = 1,2, . . . ,N, (2.4)
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Substituting the approximate solution uN (x, t) and the approximations
ϕN (x) =
N∑
i=1
μi yi(x), ψN (x) =
N∑
i=1
νi yi(x)
of the initial value functions into the initial condition (1.3), we get
γNs(0) = μs, γ˙Ns(0) = νs, s = 1,2, . . . ,N, (2.5)
where γ˙Ns(t) = ddt γNs(t).
In order to prove the existence of the global generalized solution for the problem (1.1)–(1.3), we make a series of esti-
mations for the approximate solution uN (x, t).
Lemma 2.1. Suppose that ϕ ∈ H2[0,1] and ψ ∈ L2[0,1] satisfy the boundary condition (1.2), f ∈ C1(R) and f ′(s) is bounded below,
i.e. there is a constant C0 , such that for any s ∈ R, f ′(s) C0 . Then for any N, the initial value problem (2.4), (2.5) has a global classical
solution γNs ∈ C2[0, T ] (s = 1,2, . . . ,N). Moreover, the following estimate holds:∥∥uN (·, t)∥∥2H2 + ∥∥uNt(·, t)∥∥2  C1(T ), t ∈ [0, T ], (2.6)
where and in the sequel C1(T ) and Ci(T ) (i = 2,3, . . .) are constants which only depend on T .
Proof. Let f0(s) = f (s) − k0s − f (0),k0 = min{C0,0} ( 0), then
f0(0) = 0, f ′0(s) = f ′(s) − k0  0
and f0(s) is a monotonically increasing function. Thus
F (s) =
s∫
0
f0(τ )dτ  0.
Clearly, Eq. (1.1) is equivalent to the following equation
utt − 2buxxt + αuxxxx − k0uxx = f0(ux)x. (2.7)
The system (2.4) is equivalent to the following system
(uNtt − 2buNxxt + αuNxxxx − k0uNxx, ys) =
(
f0(uNx)x, ys
)
, s = 1,2, . . . ,N. (2.8)
Multiplying both sides of (2.8) by 2γNst(t), summing up for s = 1,2, . . . ,N , adding 2(uN ,2uNt) to the both sides, and
integrating by parts with respect to x, we have
d
dt
[∥∥uN (·, t)∥∥2 + ∥∥uNt(·, t)∥∥2 + α∥∥uNxx(·, t)∥∥2 + 2 1∫
0
F
(
uNx(x, t)
)
dx
]
+ 4b∥∥uNxt(·, t)∥∥2

∥∥uN (·, t)∥∥2 + 2∥∥uNt(·, t)∥∥2 + k20∥∥uNxx(·, t)∥∥2. (2.9)
Therefore, integrating (2.9) on [0, t], we know
∥∥uN (·, t)∥∥2 + ∥∥uNt(·, t)∥∥2 + α∥∥uNxx(·, t)∥∥2 + 2 1∫
0
F
(
uNx(x, t)
)
dx+ 4b
t∫
0
∥∥uNxτ (·, τ )∥∥2dτ

t∫
0
(∥∥uN (·, τ )∥∥2 + 2∥∥uNτ (·, τ )∥∥2 + k20∥∥uNxx(·, τ )∥∥2)dτ + ‖ϕ‖2 + ‖ψ‖2 + α‖ϕxx‖2 + 2
1∫
0
F
(
ϕNx(x)
)
dx.
Using the Gronwall inequality, we deduce
∥∥uNt(·, t)∥∥2 + ∥∥uN (·, t)∥∥2H2  C2eT
(
‖ϕ‖2H2 + ‖ψ‖2 + 2
1∫
0
F
(
ϕx(x, t)
)
dx
)
, t ∈ [0, t]. (2.10)
Immediately, we get the (2.6) from (2.10).
We can prove by applying the Leray–Schauder ﬁxed point theorem that the initial value problem (2.4), (2.5) has a
solution γNs ∈ C2[0, T ], s = 1,2, . . . ,N . The proof is completed. 
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solution for the problem (1.1)–(1.3) satisﬁes the following estimate:∥∥uN (·, t)∥∥2H4 + ∥∥uNt(·, t)∥∥2H2 + ∥∥uNtt(·, t)∥∥2  C3(T ), 0 t  T . (2.11)
Proof. Multiplying both sides of (2.4) by 2λ2sγNst(t), summing up for s = 1,2, . . . ,N , integrating by parts with respect to x,
observing (2.6) and that the space H2[0,1] is imbedded in C1[0,1], we infer that
d
dt
(∥∥uNx2t(·, t)∥∥2 + α∥∥uNx4 (·, t)∥∥2)+ 4b∥∥uNx3t(·, t)∥∥2 = 2 1∫
0
f (uNx)xuNx4t dx
 C4
(∥∥ f ′′(uNx)u2Nxx∥∥2 + ∥∥ f ′(uNx)uNx3∥∥2)+ b∥∥uNx3t(·, t)∥∥2,
where uNx3t = ∂
3uN
∂x2∂t
, etc. Thus,
d
dt
(∥∥uNx2t(·, t)∥∥2 + α∥∥uNx4 (·, t)∥∥2) C5(T )(∥∥uNxx(·, t)∥∥2L4 + ∥∥uNx3 (·, t)∥∥2). (2.12)
Using the Gagliardo–Nirenberg interpolation theorem [6], (2.6) and the Cauchy inequality, we conclude∥∥uNxx(·, t)∥∥2L4  C6∥∥uNxx(·, t)∥∥ 74 ∥∥uNxx(·, t)∥∥ 14H2  C7(T ) + ∥∥uNx4 (·, t)∥∥2,∥∥uNxxx(·, t)∥∥2  C8∥∥uN (·, t)∥∥ 12 ∥∥uN (·, t)∥∥ 32H4  C9(T ) + ∥∥uNx4 (·, t)∥∥2.
Substituting above two inequalities into (2.12), we get
d
dt
(∥∥uNx2t(·, t)∥∥2 + α∥∥uNx4 (·, t)∥∥2) C10(T ) + ∥∥uNx4 (·, t)∥∥2.
Integrating the above inequality, and using the Gronwall inequality, we have∥∥uNx2t(·, t)∥∥2 + ∥∥uNx4 (·, t)∥∥2  C11(T )(‖ϕ‖2H4 + ‖ψ‖2H2 + 1), t ∈ [0, T ]. (2.13)
Similarly, multiplying both sides of (2.4) by γNstt(t), summing up for s = 1,2, . . . ,N , and using the Cauchy inequality,
(2.6), (2.13) and the Sobolev imbedding theorem, we ﬁnd that∥∥uNtt(·, t)∥∥2  C12(T ), 0 t  T . (2.14)
This completes the proof. 
Theorem 2.1. Suppose that ϕ ∈ H4[0,1] and ψ ∈ H2[0,1] satisfy the boundary conditions (1.2), f ∈ C2(R) and f ′(s) is bounded
below, i.e. there is a constant C0 , such that for any s ∈ R, f ′(s)  C0 . Then the problem (1.1)–(1.3) has a unique global generalized
solution
u ∈ C([0, T ]; H4[0,1])∩ C1([0, T ]; H2[0,1])∩ C2([0, T ]; L2[0,1]), (2.15)
where u(x, t) satisﬁes the boundary value conditions (1.2) in the generalized sense and the initial value conditions (1.3) in the classical
sense.
Proof. From (2.11) we know that
uN ∈ C
([0, T ]; H4[0,1]), uNt ∈ C([0, T ]; H2[0,1]), uNtt ∈ C([0, T ]; L2[0,1]).
Using the Sobolev imbedding theorem we have
uNxs ∈ C
([0, T ] × [0,1]), 0 s 3,
uNxst ∈ C
([0, T ] × [0,1]), 0 s 1.
It follows from the above two relations and the Ascoli–Arzelá theorem that there exist a function u(x, t) and a subsequence
of {uN(x, t)}, still denoted by {uN (x, t)}, such that as N → ∞, {uN (x, t)} uniformly converges to u(x, t) in [0, T ] × [0,1]. The
corresponding subsequence of the derivatives {uNx(x, t)} also uniformly converges to ux(x, t) in [0, T ] × [0,1]. According to
the compactness theorem, the subsequence {uNxs (x, t)} (0 s 4), {uNxst(x, t)} (0 s 2) and {uNtt(x, t)} weakly converge
to the uxs (x, t) (0 s 4), uxst(x, t) (0 s 2) and utt(x, t) in L2([0, T ] × [0,1]), respectively. Hence, we know that u(x, t)
satisﬁes (2.15).
Since also u(x, t) satisﬁes the boundary value condition (1.2) in the generalized sense and the initial value condition (1.3)
in the classical sense, therefore u(x, t) is the generalized solution for the problem (1.1)–(1.3). It is easy to prove the unique-
ness of solutions for the problem (1.1)–(1.3). This completes the proof of the theorem. 
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ψ(x) satisfy the boundary value condition (1.2), the initial–boundary value problem (1.10), (1.2), (1.3) has the unique global
generalized solution
u ∈ C([0, T ]; H4[0,1])∩ C1([0, T ]; H2[0,1])∩ C2([0, T ]; L2[0,1]),
where u(x, t) satisﬁes the boundary value conditions (1.2) in the generalized sense and the initial value conditions (1.3) in
the classical sense.
2.2. Existence and uniqueness of the global classical solution for the problem (1.1)–(1.3)
Lemma 2.3. Suppose that the conditions of Lemma 2.2 hold. If ϕ ∈ H7[0,1], ψ ∈ H5[0,1] and f ∈ C5(R), then the approximate
solution for the problem (1.1)–(1.3) uN (x, t) satisﬁes the following estimate:∥∥uN (·, t)∥∥2H7 + ∥∥uNt(·, t)∥∥2H5 + ∥∥uNtt(·, t)∥∥2H3 + ∥∥uNttt(·, t)∥∥2H1  C13(T ), t ∈ [0, T ]. (2.16)
Proof. Multiplying both sides of (2.4) by −2λ5sγNst(t), summing up for s = 1,2, . . . ,N , integrating by parts with respect to x
and using the Hölder inequality and the Cauchy inequality, we obtain
d
dt
(∥∥uNx5t(·, t)∥∥2 + α∥∥uNx7 (·, t)∥∥2)+ 4b∥∥uNx6t(·, t)∥∥2
= ( f (uNx)x,uNx10t)
 C14(T )
∥∥ f (uNx)x5∥∥2 + b∥∥uNx6t(·, t)∥∥2
 C15(T )
∥∥uNx6 (·, t)∥∥2 + b∥∥uNx6t(·, t)∥∥2
 C16(T )
∥∥uNx7 (·, t)∥∥2 + b∥∥uNx6t(·, t)∥∥2 + C17(T ).
Integrating the above inequality and using the Gronwall inequality, we have∥∥uNx7 (·, t)∥∥2 + ∥∥uNx5t(·, t)∥∥2  C18(T )(‖ϕ‖2H7 + ‖ψ‖2H5 + 1), t ∈ [0, T ]. (2.17)
Multiplying both sides of (2.4) by −2λ3sγNstt(t), summing up for s = 1,2, . . . ,N , integrating by parts with respect to x
and using the Cauchy inequality, we get∥∥uNx3tt(·, t)∥∥2 = (2buNxxt − αuNx4 + f (uNx)x,2uNx6tt)
 C19(T )
(∥∥uNx5t(·, t)∥∥2 + ∥∥uNx7 (·, t)∥∥2 + ∥∥ f (uNx)x4∥∥2)+ 12∥∥uNx3tt(·, t)∥∥2. (2.18)
Using (2.17), from (2.18) we arrive at∥∥uNx3tt(·, t)∥∥2  C20(T ), 0 t  T . (2.19)
Differentiating (2.4) with respect to t , multiplying both sides by −2λsγNsttt(t) and summing up for s = 1,2, . . . ,N ,
similarly we obtain∥∥uNxt3 (·, t)∥∥2  C21(T ), 0 t  T . (2.20)
From the estimates (2.6), (2.11), (2.17), (2.19), and (2.20), we get the estimate (2.16). This completes the proof. 
Using Lemma 2.3 and the same procedure as in the proof of Theorem 2.1, we have
Theorem 2.2. Suppose that ϕ ∈ H7[0,1],ψ ∈ H5[0,1], which satisfy the boundary condition (1.2) and f ∈ C5(R) and f ′(s) is
bounded below, i.e. there is a constant C0 , such that for any s ∈ R, f ′(s)  C0 . Then the problem (1.1)–(1.3) has a unique global
classical solution
u ∈ C([0, T ];C4[0,1])∩ C1([0, T ];C2[0,1])∩ C2([0, T ];C[0,1]). (2.21)
2.3. Existence and uniqueness of the global solution for the problem (1.1), (1.4), (1.5)
In this section, we also consider the initial–boundary value problem (1.1), (1.4), (1.5) by the Galerkin method and com-
pactness theorem.
Let {yi(x)} be the orthonormal bases in L2[0,1] composed of the eigenfunctions of eigenvalue problem
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y′(0) = y′(1) = 0 (2.22)
corresponding to eigenvalue λi (i = 1,2, . . .).
By the method in Sections 2.1 and 2.2 we can prove the following theorems:
Theorem 2.3. Suppose that ϕ ∈ H4[0,1], ψ ∈ H2[0,1], which satisfy the boundary conditions (1.4) and f ∈ C2(R) and f ′(s) is
bounded below, i.e. there is a constant C0 , such that for any s ∈ R, f ′(s) C0 . Then the problem (1.1), (1.4), (1.5) has a unique global
generalized solution
u ∈ C([0, T ]; H4[0,1])∩ C1([0, T ]; H2[0,1])∩ C2([0, T ]; L2[0,1]), (2.23)
where u(x, t) satisﬁes the boundary value condition (1.4) in the generalized sense and the initial value condition (1.5) in the classical
sense.
Theorem 2.4. Suppose that ϕ ∈ H7[0,1], ψ ∈ H5[0,1], which satisfy the boundary condition (1.4) and f ∈ C5(R) and f ′(s) is
bounded below, i.e. there is a constant C0 , such that for any s ∈ R, f ′(s) C0 . Then the problem (1.1), (1.4), (1.5) has a unique global
classical solution
u ∈ C([0, T ];C4[0,1])∩ C1([0, T ];C2[0,1])∩ C2([0, T ];C[0,1]). (2.24)
3. Blowup of solutions for the problems (1.1)–(1.3) and (1.1), (1.4), (1.5)
3.1. Blowup of solution for the problem (1.1)–(1.3)
In this section, we will discuss the blowup of the solution for the problem (1.1)–(1.3). In order to prove the blowup of
the solution for the problem (1.1)–(1.3), we need the following lemma.
Lemma 3.1. (See [7].) Suppose that u˙ = G(t,u), v˙  G(t, v), G ∈ C([0,∞)× (−∞,∞)) and u(t0) = v(t0), t0  0, then when t  t0 ,
v(t) u(t), where u˙ = ddt u(t).
Theorem 3.1. Assume that
(1) b = 12 , f (s)s K F (s), F (s)−β|s|n+1 , where F (s) =
∫ s
0 f (τ )dτ , and K > 2, β > 0 and n > 1 are constants;
(2) ϕ ∈ H4[0,1], ψ ∈ H2[0,1], and
E0 = ‖ψ‖2 + α‖ϕxx‖2 + 2
1∫
0
F
(
ϕx(x)
)
dx
 −2
2n
n−1
[β(K − 2)/(n + 3)] 2n−1 (1− e− n−14 ) 4n−1
< 0,
then the generalized solution or the classical solution u(x, t) of the problem (1.1)–(1.3) blows up in ﬁnite time T˜ , i.e.
∥∥u(·, t)∥∥2 + t∫
0
∥∥ux(·, τ )∥∥dτ + t∫
0
τ∫
0
∥∥u(·, s)∥∥2 dsdτ → ∞ as t → T˜−.
Proof. Let
E(t) = ∥∥ut(·, t)∥∥2 + α∥∥uxx(·, t)∥∥2 + 2 1∫
0
F
(
ux(x, t)
)
dx+ 4b
t∫
0
∥∥uxτ (·, τ )∥∥2 dτ .
Multiplying both sides of Eq. (1.1) by 2ut and integrating the product over [0,1], we obtain
d
dt
(∥∥ut(·, t)∥∥2 + α∥∥uxx(·, t)∥∥2 + 2 1∫ (F (ux(x, t))dx)+ 4b∥∥uxt(·, t)∥∥2
)
= 0.
0
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E˙(t) = 0, t > 0. (3.1)
Integrating (3.1) over [0, t], we get
E(t) = E(0) = E0 < 0, t > 0. (3.2)
Let
H(t) = ∥∥u(·, t)∥∥2 + t∫
0
∥∥ux(·, τ )∥∥dτ + t∫
0
τ∫
0
∥∥u(·, s)∥∥2 dsdτ , (3.3)
then
H˙(t) = 2
1∫
0
u(x, t)ut(x, t)dx+
1∫
0
u2x(x, t)dx+
t∫
0
1∫
0
u2x(x, τ )dxdτ . (3.4)
Use the condition (1) of Theorem 3.1 and observe that
K
1∫
0
F
(
ux(x, t)
)
dx = E(0) − ∥∥ut(·, t)∥∥2 − α∥∥uxx(·, t)∥∥2 + (K − 2) 1∫
0
F
(
ux(x, t)
)
dx− 4b
t∫
0
∥∥uxτ (·, τ )∥∥2 dτ . (3.5)
Using Eqs. (1.1) and (3.2), we have
H¨(t) = 2
1∫
0
[
u2t (x, t) + u(x, t)utt(x, t) + ux(x, t)uxt(x, t) +
1
2
u2x(x, t)
]
dx
= 2
1∫
0
[
u2t (x, t) + 2buxxt(x, t)u(x, t) − αux4 (x, t)u(x, t) + f
(
ux(x, t)
)
xu(x, t) + ux(x, t)uxt(x, t) +
1
2
u2x(x, t)
]
dx
= 2
1∫
0
[
u2t (x, t) − 2buxt(x, t)ux(x, t) − αu2x2 (x, t) − f
(
ux(x, t)
)
ux(x, t) + ux(x, t)uxt(x, t) + 1
2
u2x(x, t)
]
dx
 2
∥∥ut(·, t)∥∥2 − 2α∥∥uxx(·, t)∥∥2 − 2K 1∫
0
F
(
ux(x, t)
)
dx+ ∥∥ux(·, t)∥∥2
 4
∥∥ut(·, t)∥∥2 − 2E(0) − 2(K − 2) 1∫
0
F
(
ux(x, t)
)
dx+ 8b
t∫
0
∥∥uxτ (·, τ )∥∥2 dτ + ∥∥ux(·, t)∥∥2
 4
∥∥ut(·, t)∥∥2 − 2E(0) + 2β(K − 2) 1∫
0
∣∣ux(x, t)∣∣n+1 dx+ ∥∥ux(·, t)∥∥2
> 0. (3.6)
Integrating (3.6), we get
H˙(t)−2E(0)t + 2β(K − 2)
t∫
0
1∫
0
∣∣ux(x, τ )∣∣n+1 dxdτ + H˙(0). (3.7)
Integrating (3.7) again, we deduce
H(t)−E(0)t2 + 2β(K − 2)
t∫
0
τ∫
0
1∫
0
∣∣ux(x, s)∣∣n+1 dxdsdτ + H˙(0)t + H(0), (3.8)
where H˙(0) = 2 ∫ 10 ϕ(x)ψ(x)dx+ ∫ 10 ϕ2x (x)dx and H(0) = ‖ϕ‖2.
From (3.6)–(3.8), we see
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[ 1∫
0
∣∣ux(x, t)∣∣n+1 dx+ t∫
0
1∫
0
∣∣ux(x, τ )∣∣n+1 dxdτ
+
t∫
0
τ∫
0
1∫
0
∣∣ux(x, s)∣∣n+1 dxdsdτ
]
+ ∥∥ux(·, t)∥∥2
− 2E(0)
(
1+ t + t
2
2
)
+ H˙(0)(1+ t) + H(0). (3.9)
Substituting (3.4) into the left side of (3.9), we obtain
H¨(t) + 2
1∫
0
u(x, t)ut(x, t)dx+
1∫
0
u2x(x, t)dx+
t∫
0
1∫
0
u2x(x, τ )dxdτ + H(t)
 2β(K − 2)
[ 1∫
0
∣∣ux(x, t)∣∣n+1 dx+ t∫
0
1∫
0
∣∣ux(x, τ )∣∣n+1 dxdτ
+
t∫
0
τ∫
0
1∫
0
∣∣ux(x, s)∣∣n+1 dxdsdτ
]
+ ∥∥ux(·, t)∥∥2 + 4∥∥ut(·, t)∥∥2
− 2E(0)
(
1+ t + t
2
2
)
+ H˙(0)(1+ t) + H(0). (3.10)
Since H¨(t) > 0, H(t) 0, and
2
1∫
0
u(x, t)ut(x, t)dx
∥∥u(·, t)∥∥2 + ∥∥ut(·, t)∥∥2,
from (3.10) we have
H¨(t) + H(t) β(K − 2)
[ 1∫
0
∣∣ux(x, t)∣∣n+1 dx+ t∫
0
1∫
0
∣∣ux(x, τ )∣∣n+1 dxdτ
+
t∫
0
τ∫
0
1∫
0
∣∣ux(x, s)∣∣n+1 dxdsdτ
]
− E(0)
(
1+ t + t
2
2
)
+ 1
2
H˙(0)(1+ t) + 1
2
H(0). (3.11)
Using the Hölder inequality and the Poincaré inequality, we arrive at
1∫
0
∣∣ux(x, t)∣∣n+1 dx ∥∥ux(·, t)∥∥n+1  ∥∥u(·, t)∥∥n+1, (3.12)
t∫
0
1∫
0
∣∣ux(x, τ )∣∣2 dxdτ  t n−1n+1
( t∫
0
1∫
0
∣∣ux(x, τ )∣∣n+1 dxdτ
) 2
n+1
, (3.13)
t∫
0
τ∫
0
1∫
0
∣∣ux(x, s)∣∣2 dxdsdτ  ( t2
2
) n−1
n+1
( t∫
0
τ∫
0
1∫
0
∣∣ux(x, s)∣∣n+1 dxdsdτ
) 2
n+1
. (3.14)
It follows from (3.13) and (3.14) respectively that
t∫ 1∫ ∣∣ux(x, τ )∣∣n+1 dxdτ  t 1−n2
( t∫ 1∫ ∣∣ux(x, τ )∣∣2 dxdτ
) n+1
2
, (3.15)0 0 0 0
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0
τ∫
0
1∫
0
∣∣ux(x, s)∣∣n+1 dxdsdτ  2 n−12 t1−n
( t∫
0
τ∫
0
1∫
0
∣∣ux(x, s)∣∣2 dxdsdτ
) n+1
2
. (3.16)
Substituting (3.12), (3.15) and (3.16) into (3.11), and using inequality
(a + b + c)n  22(n−1)(an + bn + cn), a,b, c > 0, n > 1,
we deduce
H¨(t) + H(t) β(K − 2)
[∥∥u(·, t)∥∥n+1 + t 1−n2 ( t∫
0
∥∥ux(·, τ )∥∥2 dτ
) n+1
2
+ 2 n−12 t1−n
( t∫
0
τ∫
0
∥∥ux(·, s)∥∥2 dsdτ
) n+1
2
]
− E(0)
(
1+ t + t
2
2
)
+ 1
2
H˙(0)(1+ t) + 1
2
H(0)
 β(K − 2)21−nH n+12 (t) − E(0)
(
1+ t + t
2
2
)
+ 1
2
H˙(0)(1+ t) + 1
2
H(0), t  1. (3.17)
We see from (3.7) and (3.8) that H˙(t) → ∞ and H(t) → ∞ as t → ∞. Therefore, there is a t0  1, such that when t  t0,
H˙(t) > 0 and H(t) > 0. Multiplying both sides of (3.17) by 2H˙(t) and using (3.7) we deduce
d
dt
[
H˙2(t) + H2(t)] C1t1−n d
dt
H
n+3
2 (t) + I(t), t  t0, (3.18)
where
C1 = β(K − 2)
2n−2(n + 3) ,
I(t) = [−4E(0)t + 2H˙(0)][−E(0)(1+ t + t2
2
)
+ 1
2
H˙(0)(1+ t) + 1
2
H(0)
]
.
From (3.18) we get
d
dt
[
tn−1
(
H˙2(t) + H2(t))− C1H n+32 (t)] tn−1 I(t), t  t0. (3.19)
Integrating (3.19) over (t0, t), we have
tn−1
(
H˙2(t) + H2(t))− C1H n+32 (t) t∫
t0
τn−1 I(τ )dτ + tn−10
(
H˙2(t0) + H2(t0)
)− C1H n+32 (t0), t  t0. (3.20)
Observe that when t → ∞, the right-hand side of (3.20) approaches to positive inﬁnity, hence, there is a t1 > t0, such
that when t  t1, the right side of (3.20) is larger than or equal to zero. We thus have
tn−1
(
H˙(t) + H(t))2  tn−1(H˙2(t) + H2(t)) C1H n+32 (t), t  t1. (3.21)
Extracting the square root of both sides of (3.21), we obtain
H˙(t) + H(t) t 1−n2 C2H n+34 (t), t  t1, (3.22)
where C2 = √C1.
We now consider the following initial value problem of the Bernoulli equation
Z˙(t) + Z(t) = C2t 1−n2
(
Z(t)
) n+3
4 , t > t1,
Z(t1) = H(t1). (3.23)
Solving the problem (3.23), we obtain the solution
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[
H
1−n
4 (t1) − C2(n − 1)
4
t∫
t1
τ
1−n
2 e−
n−1
4 (τ−t1) dτ
] 4
1−n
= e−(t−t1)H(t1) J 41−n (t), t  t1, (3.24)
where
J (t) = 1− C2(n − 1)
4
H
n−1
4 (t1)
t∫
t1
τ
1−n
2 e−
n−1
4 (τ−t1) dτ .
Obviously, J (t1) = 1 > 0, and
δ(t) = C2(n − 1)
4
H
n−1
4 (t1)
t∫
t1
τ
1−n
2 e−
n−1
4 (τ−t1) dτ
 C2(n − 1)
4
H
n−1
4 (t1)(t1 + 1) 1−n2
t1+1∫
t1
e−
n−1
4 (τ−t1) dτ
= C2H n−14 (t1)(t1 + 1) 1−n2
(
1− e− n−14 ), t  t1 + 1. (3.25)
From (3.8) we see that
H
n−1
4 (t)(t + 1) 1−n2 
{−E(0)t2 + H˙(0)t + H(0)
(t + 1)2
} n−1
4
→ (−E(0)) n−14 as t → ∞.
Take t1 suﬃciently large, such that
H
n−1
4 (t1)(t1 + 1) 1−n2  1
2
(−E(0)) n−14 .
It follows from (3.25) and the condition (2) of Theorem 3.1 that
δ(t) C2
2
(−E(0)) n−14 (1− e− n−14 ) 1, t  t1 + 1. (3.26)
Therefore,
J (t) = 1− δ(t) 0, t  t1 + 1.
By virtue of the continuity of J (t) and the theorem of intermediate value there is a constant T˜ (t1 < T˜  t1 + 1), such
that
J (T˜ ) = 0.
Hence Z(t) → ∞ as t → T˜−. It follows from Lemma 3.1 that when t  t1, H(t) Z(t). Thus, H(t) → ∞ as t → T˜− . Theo-
rem 3.1 is proved. 
3.2. Blowup of solution for the problem (1.1), (1.4), (1.5)
We are going to study the blowup of the solution for the problem (1.1), (1.4), (1.5) in this section. To this end, we ﬁrst
establish a lemma on the ordinary differential inequality of second order, and use it to study the blowup of the solution for
the problem (1.1), (1.4), (1.5).
Lemma 3.2. Suppose that w(t) ∈ C[0,∞) ∩ C2(0,∞), and satisﬁes the following ordinary differential inequality
w¨(t) + σ1 w˙(t) + σ2w(t) σ3h(σ4w), t > 0, (3.27)
with
w(0) = w0, w˙(0) = w1, (3.28)
where
w˙(t) = dw(t)
dt
,
σ2  0, σ3 > 0, σ4 > 0, w0 > 0 and w1 > 0 are constants and σ1 is an any real number.
If h(s) ∈ C2(R) is an even and convex function satisfying:
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(2) h(s) grows fast enough as s → ∞ so that the integral
B0 = σ1
∞∫
w0
{
w21 + 2
y∫
w0
[
σ3h(σ4s) − σ2s
]
ds
}− 12
dy (3.29)
converges when σ1 > 0, moreover, B0 < 1; the integral
T5 =
∞∫
w0
{
w21 + 2
y∫
w0
σ3h(σ4s)ds − σ2 y2 + σ2w20
}− 12
dy (3.30)
converges when σ1  0,
then, when σ1 > 0,
lim
t→t−1
w(t) = ∞
for some ﬁnite time t1  T4 = − 1σ1 ln(1− B0); when σ1  0,
lim
t→t−2
w(t) = ∞,
for some ﬁnite time t2  T5 , where T5 is given by (3.30).
Proof. We ﬁrst show that σ3h(σ4s)−σ2s 0 for all s w0. In fact, since h ∈ C2(R) is an even and convex function, we have
d2h
ds2
(σ4s) 0 and dds h(0) = 0. If let f (s) = σ3h(σ4s)−σ2s, then d
2
ds2
f (s) = σ3σ 24 d
2
ds2
h(σ4s) 0. Thus dds f (s) is a monotonically
increasing function. By virtue of
f (0) = h(0) = 0, d
ds
f (0) = σ3σ4 d
ds
h(0) − σ2 = −σ2  0,
and f (w0) 0, we see that f (s) takes its minimum at some point s0 in (0,w0) and dds f (s0) = 0. Thanks to the monotone
increase of dds f (s), we ﬁnd that s w0,
d
ds f (s)
d
ds f (s0) = 0, i.e. when s w0, f (s) is a monotonically increasing function.
In particular, f (s) is the monotonically increasing in [w0,∞) and f (s)  f (w0)  0. Thus, σ3h(σ4s) − σ2s  0 for all
s w0.
Now we prove w˙(t) > 0 for any t > 0. Suppose that this result is false. Then there is t0 > 0, such that when 0 < t < t0,
w˙(t) > 0, but w˙(t0) = 0.
First of all, we consider the case σ1 > 0. Multiplying both sides of (3.27) by eσ1t and integrating over (0, t), we obtain
t∫
0
d
dτ
(
eσ1τ w˙
)
dτ 
t∫
0
[
σ3h(σ4w) − σ2w
]
eσ1τ dτ . (3.31)
By the deﬁnition of t0, for w(t) w0, 0 t  t0, it follows from (3.31) that
w˙(t) e−σ1t
{
w1 +
t∫
0
[
σ3h(σ4w) − σ2w
]
eσ1τ dτ
}
 e−σ1t w1, t ∈ (0, t0). (3.32)
Therefore, w˙(t0)  e−σ1t w1 > 0. This contradicts the fact that w˙(t0) = 0. So for t > 0, w˙(t) > 0. It is easy to see that
w(t) > w0 for t > 0.
Multiplying both sides of (3.27) by 2e2σ1t w˙ , integrating over (0, t) and observing that e2σ1t > 1, we get
e2σ1t w˙2  w21 + 2
t∫
0
e2σ1τ
[
σ3h(σ4w) − σ2w
]
w˙ dτ  w21 + 2
w∫
w0
[
σ3h(σ4s) − σ2s
]
ds.
Thus,
w˙  e−σ1t
{
w21 + 2
w∫ [
σ3h(σ4s) − σ2s
]
ds
} 1
2
, t > 0. (3.33)w0
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dw
{w21 + 2
∫ w
w0
[σ3h(σ4s) − σ2s]ds} 12
 e−σ1t dt. (3.34)
Integrating (3.34) over (0, t), we have
1− e−σ1t  σ1
w(t)∫
w0
{
w21 + 2
y∫
w0
[
σ3h(σ4s) − σ2s
]
ds
}− 12
dy. (3.35)
Thus, w(t) develops a singularity in ﬁnite time t1  T4 = − 1σ1 ln(1− B0), such that w(t) → ∞ as t → t−1 .
When σ1  0, similarly, we can prove w(t) > w0 and w˙(t) > 0 for t > 0. From (3.27) we deduce
w¨  σ3h(σ4w) − σ2w, t > 0. (3.36)
Multiplying both sides of (3.36) by 2w˙ , we have
d
dt
[
w˙2 + σ2w2 − 2
w∫
w0
σ3h(σ4s)ds
]
 0,
thus,
w˙2  w21 + 2
w∫
w0
σ3h(σ4s)ds − σ2w2 + σ2w20. (3.37)
Similarly, we conclude from (3.37) that
t 
w∫
w0
{
w21 + 2
y∫
w0
σ3h(σ4s)ds − σ2 y2 + σ2w20
}− 12
dy.
Therefore, w(t) develops a singularity in ﬁnite time t2  T5, such that w(t) → ∞ as t → t−2 . The lemma is proved. 
Theorem 3.2. Let u(x, t) be a generalized solution or a classical solution for the problem (1.1), (1.4), (1.5). Assume that the following
conditions are satisﬁed:
(1) π2
∫ 1
0 ϕ(x) cosπxdx = A1 > 0, π2
∫ 1
0 ψ(x) cosπxdx = A2 > 0,
(2) f (s) ∈ C2(R) is an even and convex function satisfying
f (0) = 0, π f (π A1) − απ4A1  0,
(3) integral
B = 2bπ2
∞∫
A1
[
A22 + 2
y∫
A1
(
π f (π s) − απ4s)ds]−
1
2
dy (3.38)
converges, and B < 1,
then
lim
t→t−0
sup
x∈(0,1)
∣∣u(x, t)∣∣= ∞, (3.39)
where
t0  T˜1 = − 1
2bπ2
ln(1− B).
Proof. Let
φ(t) = π
2
1∫
u(x, t) cosπxdx. (3.40)0
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φ¨ + 2bπ2φ˙ + απ4φ =
1∫
0
f
(
ux(x, t)
)
x
π
2
cosπxdx. (3.41)
Applying the integration by parts and the Jensen inequality we ﬁnd
1∫
0
f
(
ux(x, t)
)
x
π
2
cosπxdx = π
1∫
0
f
(
ux(x, t)
)π
2
sinπxdx
 π f
( 1∫
0
ux(x, t)
π
2
sinπxdx
)
= π f
(
π
1∫
0
u(x, t)
π
2
cosπxdx
)
= π f (πφ). (3.42)
Substituting (3.42) into (3.41), one gets
φ¨ + 2bπ2φ˙ + απ4φ  π f (πφ). (3.43)
By virtue of Lemma 3.2, we arrive at
lim
t→t−0
sup
x∈(0,1)
∣∣u(x, t)∣∣= ∞.
The theorem is proved. 
4. Energy decay estimate of solution for the problem (1.1)–(1.3)
In this section, we are going to study the energy decay estimate of solution for the problem (1.1)–(1.3). So we need the
following lemma.
Lemma 4.1. (See [8].) Suppose that G : R+ → R+ (R+ = [0,∞)) is a non-increasing function and assume that there is a constant
M > 0, such that
∞∫
t
G(s)ds MG(t), ∀t ∈ R+. (4.1)
Then
G(t) G(0)e1− tM , ∀t  0. (4.2)
Theorem 4.1. Let u(x, t) be a global generalized solution or a classical solution for the problem (1.1)–(1.3). Assume that the following
conditions are satisﬁed:
(1) 2F (s) sf (s), ∀s ∈ R,
(2) F (s) 0, ∀s ∈ R,
(3) ϕ ∈ H2(0,1) and ψ ∈ L2(0,1).
We have
E(t) E(0)e1−Kt ,
where K = { 1b +max{1, 1α } + bα }−1 , E(t) = 12
∫ 1
0 (u
2
t + αu2xx)dx+
∫ 1
0 F (ux)dx and F (s) =
∫ s
0 f (τ )dτ .
Proof. Let the energy of the solution for the problem (1.1)–(1.3) be
E(t) = 1
2
1∫
0
(
u2t (x, t) + αu2xx(x, t)
)
dx+
1∫
0
F
(
ux(x, t)
)
dx
= 1
2
1∫ (
ψ2(x) + αϕ2xx(x)
)
dx+
1∫
F
(
ϕx(x)
)
dx− 2b
t∫ 1∫
u2xτ (x, τ )dxdτ .0 0 0 0
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E(S) − E(T ) = 2b
T∫
0
1∫
0
u2xt(x, t)dxdt − 2b
S∫
0
1∫
0
u2xt(x, t)dxdt
= 2b
T∫
S
1∫
0
u2xt(x, t)dxdt, ∀0 S  T < ∞. (4.3)
Therefore, E(t) is non-increasing.
Multiplying both sides of Eq. (1.1) by u(x, t), integrating over (S, T ) × (0,1) and integrating by parts, we have
T∫
S
1∫
0
(
αu2xx(x, t) − u2t (x, t) + 2F
(
ux(x, t)
))
dxdt
= −
[ 1∫
0
u(x, t)ut(x, t)dx
]T
S
− b
[ 1∫
0
u2x(x, t)dx
]T
S
+
T∫
S
1∫
0
(
2F
(
ux(x, t)
)− f (ux(x, t))ux(x, t))dxdt, 0 S  T < ∞. (4.4)
Since
2
T∫
S
E(t)dt =
T∫
S
1∫
0
(
u2t (x, t) + αu2xx(x, t) + 2F
(
ux(x, t)
))
dxdt, (4.5)
adding 2
∫ T
S
∫ 1
0 u
2
t (x, t)dxdt to the both sides of (4.4), we obtain
2
T∫
S
E(t)dt = 2
T∫
S
1∫
0
u2t (x, t)dxdt −
[ 1∫
0
u(x, t)ut(x, t)dx
]T
S
− b
[ 1∫
0
u2x(x, t)dx
]T
S
+
T∫
S
1∫
0
(
2F
(
ux(x, t)
)
− f (ux(x, t))ux(x, t))dxdt. (4.6)
From the assumption (1) and (4.6), we see
2
T∫
S
E(t)dt  2
T∫
S
1∫
0
u2t (x, t)dxdt −
[ 1∫
0
u(x, t)ut(x, t)dx
]T
S
− b
[ 1∫
0
u2x(x, t)dx
]T
S
. (4.7)
Using the Poincaré inequality and integrating by parts, we get
1
2
1∫
0
u2(x, t)dx 1
2
1∫
0
u2x(x, t)dx = −
1
2
1∫
0
u(x, t)uxx(x, t)dx
1
4
1∫
0
(
u2(x, t) + u2xx(x, t)
)
dx.
Therefore,
1∫
0
u2(x, t)dx
1∫
0
u2xx(x, t)dx. (4.8)
Using the Cauchy inequality, (4.8) and non-increasing property of E(t), we have∣∣∣∣∣
1∫
0
u(x, t)ut(x, t)dx
∣∣∣∣∣ 12
1∫
0
(
u2(x, t) + u2t (x, t)
)
dx 1
2
1∫
0
(
u2t (x, t) + u2xx(x, t)
)
dx
= 1
2
1∫ (
u2t (x, t) +
1
α
αu2xx(x, t)
)
dxmax
{
1,
1
α
}
E(t), (4.9)0
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T∫
S
1∫
0
u2t (x, t)dxdt  2
T∫
S
1∫
0
u2xt(x, t)dxdt =
1
b
(
E(S) − E(T )) 1
b
E(S), (4.10)
b
1∫
0
u2x(x, t)dx b
1∫
0
u2xx(x, t)dx
b
α
E(t). (4.11)
Using (4.8)–(4.11), from (4.7) we deduce
T∫
S
E(t)dt 
{
1
b
+max
{
1,
1
α
}
+ b
α
}
E(S), 0 S < T < ∞. (4.12)
Let T → ∞, (4.12) gives
T∫
S
E(t)dt 
{
1
b
+max
{
1,
1
α
}
+ b
α
}
E(S), ∀S  0,
and by virtue of Lemma 4.1, we arrive at
E(t) E(0)e1−Kt , ∀t  0.
This completes the proof. 
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