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iii
Controle por Visão de Véıculos Robóticos
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Prefácio
Esta dissertação responde as questões relativas ao controle servo visual baseado na ima-
gem, aplicado a um robô móvel Nomad 200, na realização de duas tarefas robóticas:
Seguimento de trajetória e posicionamento em relação a um alvo, e da transição entre
ambas.
Uma missão robótica é tipicamente composta por um conjunto de objetivos e restrições
a serem cumpridos. Um planejador determina, a partir dos objetivos, as trajetórias ne-
cessárias para atingir os alvos. O robô deve, então, navegar pelo ambiente e posicionar-se
frente aos alvos. Por fim, alguma forma de manipulação ou medida é realizado, confor-
me o objetivo a ser alcançado, passando-se para o próximo objetivo. Existe claramente,
neste modelo, uma hierarquia entre as tarefas, partindo de um ńıvel de especificação
mais elevado, até os detalhes básicos, como controle da trajetória, detecção de obstáculos,
replanejamento, dentre outros.
O controle relaciona em tempo real os dados capturados pelos sensores, com os sinais
a serem transmitidos aos atuadores, respondendo pelas ações do robô. Devido principal-
mente aos avanços tecnológicos, somente recentemente o sensor visual pode ser inclúıdo
nos algoritmos de controle, permitindo o desenvolvimento de uma nova área de pesquisa.
Dentre as diversas abordagens que surgiram utilizando a visão, destaca-se o controle servo
visual baseado na imagem (IBVS).
Duas tarefas encontradas freqüentemente em aplicações robóticas são o seguimento
de uma trajetória e o posicionamento em relação a um alvo conhecido. Este trabalho
propõe uma solução, baseada em IBVS, para ambas as tarefas e a realização da tran-
sição da primeira para a segunda. Diversos aspectos estão envolvidos no desenvolvimento
de soluções para os problemas propostos e, deste conjunto, estuda-se neste trabalho, os
critérios para a escolha das caracteŕısticas visuais necessárias para a realização da tare-
fa, os algoritmos de processamento de imagens e visão computacional utilizados para a
extração das caracteŕısticas visuais, as técnicas de rastreamento de caracteŕısticas visu-
ais, os aspectos de controle, o desenvolvimento da assim chamada Matriz de Interação,
do controle h́ıbrido e função tarefa, das matrizes de transformação de velocidades e dos
aspectos de implementação numa plataforma real, tais como a arquitetura de software,
vii
etapas do desenvolvimento e testes realizados e os módulos acrescentados para simular a
plataforma experimental.
A metodologia é validada experimentalmente através do robô móvel Nomad 200, pre-
sente na Divisão de Robótica e Visão Computacional do Centro de Pesquisas Renato Ar-
cher (DRVC/CenPRA). Este trabalho encontra-se inserido no escopo do projeto AURO-
RA, cujo objetivo é o desenvolvimento de uma plataforma robótica aérea semi-autônoma
baseado em um diriǵıvel aero-estático, e os resultados obtidos abrem caminho para a
implementação do controle visual, antevendo algumas das dificuldades a serem vencidas.
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5.2.5 Integração dos módulos . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.2.6 IPC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3 Implementação da Tarefa de Posicionamento . . . . . . . . . . . . . . . . . 82
5.3.1 Aspectos de Visão . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3.2 Aspectos de Controle . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.4 Implementação da Transição de Tarefas . . . . . . . . . . . . . . . . . . . . 88
xii
5.5 Abordagem com plataforma PC104 . . . . . . . . . . . . . . . . . . . . . . 99
6 Conclusão Geral 102
Bibliografia 104
A Arquivos de Configuração 108
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Os robôs representam hoje uma realidade presente no nosso cotidiano, sendo encontrados
nos mais diversos ambientes, desde as águas glaciais das calotas polares até em outros
planetas do sistema solar. A autonomia de um sistema robótico representa o grau de de-
pendência humana que ele necessita para realizar suas missões e, encontra-se intimamente
ligado à sua capacidade sensorial, ao ambiente onde está imerso, o grau de desenvolvi-
mento dos algoritmos e sua capacidade em tomar decisões próprias.
Mesmo a realização de uma tarefa simples envolve diversas etapas, como a captura das
informações relevantes do ambiente através dos sensores, o processamento e interpretação
dos dados pelos algoritmos e a execução de ações através dos atuadores. Neste escopo, a
tarefa de navegação consiste na extração da topologia do ambiente de forma a permitir o
planejamento de uma trajetória entre dois pontos quaisquer de forma segura e eficiente.
Diversos tipos de sensores são utilizados para alcançar tal objetivo, tais como sensores
de distância (sonares, infravermelhos), GPS, laser e imagem. Embora os sensores de
distância sejam largamente os mais utilizados em ambientes internos, eles mostram-se
inadequados para a navegação em ambientes externos, como no caso de véıculos aéreos.
Nestes casos, a visão têm-se mostrado uma opção mais promissora que os sensores de
distância e de GPS, que necessitaria do conhecimento prévio de todos os pontos a serem
percorridos.
Este trabalho propõe uma solução para o problema de controle de trajetória e posi-
cionamento de robôs móveis, baseado puramente em visão, através de marcos naturais e
artificiais, e utilizando-se de uma única câmera, sem entretanto, realizar a sua calibração,
ou recuperar a informação de profundidade da cena.
O presente caṕıtulo apresenta um breve retrospectivo histórico da robótica, desta-
cando alguns dos principais avanços alcançados nas últimas décadas dentro e fora dos
laboratórios de pesquisa, tanto na robótica móvel, quanto na robótica fixa, situando o
estado atual em que ela se encontra. A seção 1.2 apresenta o conceito de autonomia,
1
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motivador deste trabalho. A organização do restante da dissertação e um resumo de cada
caṕıtulo é detalhado na seção 1.3.
1.1 Retrospectiva Histórica
(a) R.U.R. (b) Tortoise. (c) Beast.
Figura 1.1: Evolução dos robôs - Décadas de 1920 a 1960.
(a) Shakey. (b) Automação Industrial. (c) Aplicações.
Figura 1.2: Evolução dos robôs - Décadas de 1970 a 1990
A robótica como ciência, nasceu na era moderna e, embora seja um dos campos de
conhecimento mais jovens, conquistou um papel de destaque na sociedade, sendo hoje
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um dos campos mais promissores do progresso cient́ıfico, com caráter intrinsicamente
multidisciplinar, ela integra os mais diversos ramos de conhecimento, como ciência da
computação, engenharia elétrica, engenharia mecânica, ciência dos materiais e até mesmo
a medicina, apenas para citar os mais próximos. E por mais simples que seja, um robô
utiliza-se de especialidades das mais diversas, tais como arquitetura de sistemas, proces-
samento de sinais, telecomunicações, inteligência artificial, controle e servomecanismo,
dispositivos mecânicos e eletro-eletrônicos, dentre outras.
Embora o conceito de robô seja antigo e acompanhe o homem desde a antiguidade,
o termo como é conhecido atualmente, foi cunhado pela primeira vez apenas no ano de
1921 por Karel Capek, na peça R.U.R. - Rossum’s Universal Robots (Fig. 1.1(a)) e deriva
da palavra checa robota, cujo significado é escravo ou trabalho forçado. Desde então, os
robôs deixaram os livros de ficção cient́ıfica, ganharam os laboratórios de pesquisa no
mundo inteiro e, finalmente passaram a ser produzidos comercialmente em larga escala,
sendo empregados principalmente no setor produtivo, como as indústrias automotivas e os
laboratórios de exames médicos, que necessitam de alta precisão ou manipulam produtos
nocivos ao ser humano, adquirindo um papel cada vez mais ativo na sociedade.
O “Tortoise” (Fig. 1.1(b)), um dos primeiros robôs móveis, foi constrúıdo em 1948 por
W. Grey Walter, e era capaz de seguir uma fonte de luz desviando-se de obstáculos. Em
1956, George Devil e Joseph Engelberger abriram a primeira fábrica de robôs do mundo,
a Unimation, fabricante da linha de braços manipuladores Puma. A partir da década
de 60, houve um rápido desenvolvimento da robótica fixa, impulsionados principalmente
pela crescente demanda proveniente da automação industrial.
Na robótica móvel, o robô “Beast” (Fig.1.1(c)), desenvolvido pela universidade Johns
Hopkins na década de 60, era capaz de caminhar por corredores e conectar-se automa-
ticamente à uma tomada quando sua bateria estava com carga baixa. O robô “Shakey”
(Fig. 1.2(a)), desenvolvido pelo Instituto de Pesquisa de Stanford (SRI) entre 1966 e 1972
possúıa um link de rádio e v́ıdeo com uma estação DEC PDP-10 e era capaz de sentir e
modelar o ambiente ao seu redor, planejar trajetórias e executar ações programadas no
computador.
Nos últimos anos, os avanços em diversas áreas de conhecimento, como computação,
teoria de controle, inteligência artificial e micro-eletrônica propiciaram o desenvolvimento
de diversas arquiteturas robóticas, como véıculos aéreos autônomos, véıculos submerǵıveis,
robôs exploradores, próteses mais funcionais, entre outros (Fig. 1.2(c)) aumentando a
gama de aplicações realizáveis por sistemas robóticos.
Atualmente, os robôs são encontrados nos mais diversos ambientes, realizando funções
cada vez mais distintas:
• Indústria: Os manipuladores são largamente utilizados nas tarefas de montagem,
pintura e soldagem de automóveis, realizando tarefas repetitivas que envolvem alta
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precisão ou periculosidade à saúde do homem.
• Medicina: A robótica auxilia a medicina desenvolvendo equipamentos cirúrgicos
capazes de corrigir os pequenos tremores das mãos dos cirurgiões, desenvolvendo
próteses mais funcionais para reabilitação de deficientes f́ısicos, como os desenvol-
vidos pelo Dr. David Gow, no hospital Princess Margaret Rose, em Edingurgh no
ano de 1998 ou minicâmeras que são inseridas nos pacientes para diagnóstico menos
intrusivas de doenças.
• Exploração: Os robôs podem explorar ambientes impróprios ou hostis ao homem,
como o robô móvel Sojourner da missão Mars Pathfinder da NASA, na exploração
do solo de Marte (Stone, 1996), ou o AUV (Véıculo Autônomo Submarino) Odyssey
desenvolvido pelo laboratório Sea Grant/MIT em pesquisas biológicas debaixo das
calotas polares (Bellingham et al., 1993). Outros locais onde pode-se encontrar
robôs móveis são dentro de tubulações de óleo, realizando inspeções, nos túneis das
pirâmides eǵıpicias, procurando câmaras ainda não mapeadas e sobrevoando áreas
para inspeção de oleodutos e linhas de transmissão (Bueno et al., 2002).
• Serviço: robôs já são utilizados em mineradoras e na construção pesada. Também
encontramos robôs fazendo a limpeza de lixo radioativo em usinas nucleares, como
Chernobil. Existem programas de pesquisa para o desenvolvimento de robôs para
desativação de campos de minas e atuação em ambientes de alto risco.
• Segurança: Diversas unidades policiais do mundo utilizam robôs no desarme de
bombas e monitoramento de áreas de risco.
• Entretenimento: Robôs desenvolvidos exclusivamente para o entretenimento imitam
a aparência e comportamento de animais de extimação (robô Aibo da Sony) ou
possuem aparência humana (robô P3 da Honda).
Pode-se afirmar hoje que a robótica é uma realidade tecnológica cujo progresso ci-
ent́ıfico ainda apresenta diversos desafios a serem vencidos e um grande potencial a ser
explorado.
1.2 Motivação
Entende-se neste trabalho por autonomia como a sua capacidade em realizar tarefas sem
a necessidade de intervenção humana ou, equivalentemente, é uma medida da eficiência e
robustez em executar diferentes tarefas em diferentes ambientes não-estruturados. Quan-
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Figura 1.3: Diagrama de autonomia.
das tarefas, permitindo-o concentrar-se nos aspectos estratégicos da missão. As diferentes
tarefas executadas pelo robô durante uma missão podem então ser classificadas segun-
do uma hierarquia de autonomia (Fig. 1.3), abrangendo desde a comunicação com o
hardware, controle dos atuadores, leitura dos sensores, interpretação e fusão sensorial,
representação do ambiente até o planejamento e execução de trajetórias e tarefas, escolha
de objetivos e definição da missão.
Os braços manipuladores presentes na indústria e os robôs de exploração espacial
são projetados para necessitarem o mı́nimo de supervisão humana, enquanto robôs de
desarme de bombas e cirúrgicos, têm no operador humano agente fundamental para o
cumprimento das tarefas. De modo geral, toda operação de sistemas robóticos envolve,
em maior ou menor grau, a interação com um operador humano, sendo este definido pelo
grau de confiabilidade no sistema.
Neste contexto, os sensores possuem um papel fundamental no potencial de autono-
mia que um sistema robótico possui, pois é a partir deles que o robô percebe e modela o
mundo do qual faz parte. Existem diversos tipos de sensores que podem ser acoplados a
um robô, como por exemplo infravermelhos, laser, ultrasom, toque, acelerômetros e GPS,
dentre outros, sendo que, um mesmo sensor apresenta variações conforme o modelo ou
fabricante. Compreender não somente as especificações técnicas, mas a própria percepção
do mundo gerado através do sensor é vital para desenvolver qualquer aplicação robótica.
Neste contexto, o sensor visual (câmera) merece um destaque especial pois, além de ser
uma rica fonte de informações, é um sensor de medida passivo, ou seja, não emite energia
1.3. Organização 6
para realizar a medição, possui amplo campo de cobertura e boa taxa de amostragem,
aliado a um baixo custo. Nos últimos anos, a comunidade de robótica tem apresentado
um interesse crescente no uso da visão devido, principalmente, ao avanço em áreas co-
mo o processamento digital de imagens e visão computacional, a novas tecnologias em
micro-eletrônica que permitiram a diminuição dos preços dos componentes e aumento no
desempenho dos processadores, permitindo processar em tempo real as imagens. Uma
área beneficiada por esses avanços foi a teoria de controle de sistemas. O campo conhe-
cido atualmente como controle servo visual utiliza a informação visual dentro de um laço
fechado de controle e alia a alta densidade de informação da visão com o formalismo
metodológico dos sistemas de controle, permitindo criar aplicações complexas de tempo
real em ambientes não estruturados. É neste escopo de estudo de controle servo visual
em véıculos robóticos que este trabalho se situa e se propõe a estudar.
1.3 Organização
A dissertação encontra-se dividida da seguinte forma:
No caṕıtulo 2 define-se alguns conceitos importantes e a notação necessárias para a
compreensão do restante do texto. Apresenta-se um conceito inicial para robô, os concei-
tos matemáticos do movimento de part́ıculas e corpos ŕıgidos, sistemas de coordenadas,
grupos de Lie e operações sobre matrizes. Por último apresenta-se o modelo de câmera
de pinhole, utilizado no decorrer desta dissertação.
O caṕıtulo 3 destina-se a revisar três abordagens clássicas de controle servo visual,
dando ênfase especial à última delas, implementada experimentalmente:
i) o controle do tipo “ver-e-mover”, historicamente o primeiro a ser proposto, é com-
posto de duas fases. Na primeira, determina-se a partir da imagem a postura do alvo
em relação ao robô e calcula-se uma trajetória para ser realizado pelas juntas a fim de
alcançar o objetivo; na segunda fase um controlador regula a posição das juntas até os
valores desejados;
ii) o controle servo-visual baseado na posição (Position Based Visual Servoing -
PBVS), representa um avanço em relação ao método anterior, incluindo dados extráıdos
da imagem dentro do laço de controle, diminuindo a dependência de sensores e atuadores
de alta precisão.
iii) por último, uma revisão detalhada sobre a abordagem de controle servo visual
baseado na imagem (Image Based Visual Servoing - IBVS) é realizada, onde os conceitos
de matriz de interação, função tarefa, ligação virtual e tarefa h́ıbrida são discutidos.
Define-se três problemas a serem resolvidos por esta abordagem: Seguimento de trajetória,
posicionamento, e transição de tarefas, todas validadas experimentalmente em ambiente
interno nos laboratórios da Divisão de Robótica e Visão Computacional do CENtro de
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Pesquisas Renato Archer (DRVC/CenPRA).
Por último desenvolve-se a matriz de transformação de velocidades para um sistema
robótico composto por um robô não-holonômico Nomad 200 acoplado a uma câmera
montada sobre um pan-tilt para três configurações de graus de liberdade.
O caṕıtulo 4 trata dos aspectos de visão computacional, apresenta o modelo detalhado
de câmera de Tsai (Tsai, 1986) necessário para analisar os problemas de calibração da
câmera e reconstrução 3D de uma cena, intimamente ligados ao controle PBVS, e mostra
as principais dificuldades deste modelo. Em seguida, é tratado o problema de rastreamen-
to de caracteŕısticas visuais, que consiste em segmentar e extrair caracteŕısticas visuais,
calcular os parâmetros e rastreá-los em tempo real. As principais técnicas de visão com-
putacional utilizadas para resolver este problema, como detectores de borda de Canny e
Sobel, morfologia matemática, transformada de Hough e técnicas como janela de interesse
são vistos e aplicados para o problema de extração e rastreamento do rodapé de um cor-
redor, utilizados no problema de seguimento de trajetória, e extração e rastreamento de
quatro ćırculos pretos dispostos nos vértices de um quadrado, utilizados para o problema
de posicionamento.
O caṕıtulo 5 apresenta os resultados experimentais obtidos, a arquitetura de software
desenvolvida e os problemas de implementação encontrados. A metodologia de controle
servo visual baseado na imagem, também conhecida por controle servo visual 2D é im-
plementada experimentalmente para resolver o problema de posicionamento e seguimento
de uma trajetória baseado em marcos visuais. Os aspectos de controle como cálculo da
matriz de interação, determinação da imagem de referência, ajuste dos ganhos e saturação
dos sinais de controle são discutidos. Semelhantemente, aspectos de visão como a imple-
mentação de heuŕısticas, a seqüência de filtros utilizados para segmentar as caracteŕısticas
de interesse, cálculo da janela de interesse são vistos. A arquitetura desenvolvida acres-
centada ao ambiente de simulação, módulos correspondentes ao sensor visual e ao pantilt,
permitindo testar os algoritmos de controle e processamento de imagem em simulação
para em seguida realizar a validação experimental.
No caṕıtulo 6 são apresentados as conclusões obtidas dos trabalhos realizados, os
principais trabalhos futuros a serem realizados para um melhor estudo do problema, e as
aplicações dos resultados obtidos para o desenvolvimento do projeto AURORA.
Caṕıtulo 2
Fundamentação
Uma das primeiras definições formais para o termo robô foi:
“Um manipulador multifuncional, reprogramável, projetado para mover
materiais, partes, ferramentas, ou aparelhos especializados através de vários
movimentos programados para a performance de uma variedade de tarefas.”
“A reprogrammable, multifunctional manipulator designed to move mate-
rial, parts, tools, or specialized devices through various programmed motions
for the performance of a variety of tasks.”
— Robot Institute of America, 1979
Tal definição refletiu o domı́nio que a robótica fixa, composta principalmente de braços
manipuladores, exerceu no ińıcio da robótica, impulsionado principalmente pela demanda
do setor industrial, onde eram amplamente utilizados em tarefas como pintura e soldagem
de materiais, fixação de partes e manipulação de materiais tóxicos e, mais recentemen-
te, dos laboratórios de análises médicas, que necessitam de mecanismos de manipulação
altamente precisos, para trabalhar ao ńıvel celular. Entretanto, os robôs, como produto
do avanço cient́ıfico e tecnológico, sofreram nas últimas décadas transformações que al-
teraram não somente a sua aparência, mas a própria arquitetura e, conseqüentemente, a
nossa concepção sobre a própria robótica. Eles ganharam sensores mais eficientes e pre-
cisos, foram incorporadas rodas, pernas e até asas à sua estrutura, e processadores mais
rápidos aliados a algoritmos mais modernos. Toda esta parafernália tecnológica os está
tornando cada dia mais inteligentes.
Este caṕıtulo destina-se a revisar alguns aspectos fundamentais, necessários para o
estudo matemático de robôs móveis e encontra-se dividido da seguinte forma: Na seção
2.1 define-se o conceito de robô, objeto de estudo deste trabalho. Na seção 2.2 é realizado
uma breve revisão sobre os conceitos e as notações utilizados sobre matrizes, a seção
2.3 apresenta os fundamentos matemáticos de grupo de Lie, necessário para estudar a
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dinâmica de um corpo ŕıgido no espaço e na seção 2.4 é visto o modelo de câmera de
pinhole, utilizado no restante da dissertação.
2.1 Definição de robô
Atualmente os robôs podem ser classificados em dois grupos:
Robô Manipulador Industrial: Segundo a definição da ISO: “Robôs manipuladores
industriais são máquinas controladas automaticamente, reprogramáveis, multi-pro-
pósitos com diversos graus de liberdade, que podem ser tanto fixas no local ou
móveis para uso em aplicações de automação industrial”1, usualmente consistindo
de uma série de segmentos que se conectam a partir de juntas ou capazes de deslizar
uma em relação a outra, com o propósito de mover ou manipular objetos. São
usualmente utilizados nas indústrias que envolvem trabalhos repetitivos ou de alta
precisão como pintura, soldagem e fixação de partes.
Robô Móvel: “Um robô capaz de se locomover sobre uma superf́ıcie somente através da
atuação de rodas montadas no robô e em contato com a superf́ıcie” (Muir, 1988).
Embora hoje seja posśıvel encontrar arquiteturas robóticas submerǵıveis (AUV),
aéreas (UAV)(Maeta, 2001) e até b́ıpedes, esta definição continua válida para a
grande maioria de robôs móveis existentes.
Neste trabalho entende-se por robô ou sistema robótico como sendo um braço ma-
nipulador ou um véıculo autônomo ou semi-autônomo constitúıdo de três partes (Fig.
2.1):
Sistema mecânico: A parte f́ısica do robô. Pode ser o braço manipulador ou a plata-
forma móvel do véıculo. Encontra-se imerso em um ambiente global (mundo real)
e é capaz de interagir com uma parcela dele - o ambiente local (como uma sala,
um corredor ou uma estrada, por exemplo) através de seus atuadores; dispositivos
responsáveis pelo movimento voluntário de parte ou de todo o robô. O ambiente
local também é chamado de ambiente de trabalho ou workplace.
Sensores: Os sentidos, aparelhos de medida que proveêm os dados a partir do qual o
estado do robô é determinado. Existe atualmente diversos tipos de sensores: de
proximidade, distância, toque, força, visão, etc. Os dados extráıdos podem ser
classificados, segundo a sua fonte, como:
1“Manipulating industrial robot is an automatically controlled, reprogrammable, multi-purpose, ma-
nipulative machine with several degrees of freedom, which may be either fixed in place or mobile for use
in industrial automation applications”
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Figura 2.1: Robô AIBO da Sony
proprioceptivos: Referentes ao sistema mecânico.
extereoceptivos: Referentes ao ambiente de trabalho.
Um sensor não precisa necessariamente estar acoplado ao sistema mecânico; pode
ser, por exemplo, uma câmera montada sobre o teto da sala. A diversidade de
sensores é fundamental para determinar o potencial de tarefas que um robô pode
executar.
Inteligência: O cérebro do robô; responsável pela inteligência do sistema, define como o
robô reagirá ao meio ambiente e quais as tarefas que ele pode executar, composto
pelo processador e os algoritmos presentes nele. Os algoritmos podem ser agrupados
em dois ńıveis:
Decisão: Engloba a definição, planejamento, monitoramento e escalonamento das
tarefas. Não possuem restrições de tempo real, sendo responsáveis pelas ações
deliberativas do sistema.
Controle: Controla os atuadores, garantindo uma boa realização das tarefas de
baixo ńıvel e está sujeito a restrições de tempo real, definindo o comportamento
reativo do sistema.
Dentre as principais caracteŕısticas de um robô destacam-se seu comportamento re-
programável e sua capacidade em interferir no ambiente em que se encontra.
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2.2 Matrizes
O estudo de sistemas complexos freqüentemente envolve o uso de matrizes para representar
sistemas de equações lineares. Alguns dos conceitos básicos de matrizes que refletem
propriedades importantes no estudo de robótica serão apresentados a seguir.
Seja A uma matriz de dimensão n×m:
Definição 1 O espaço nulo ou núcleo de A é denotado por Ker(A) e definido como
Ker(A) = {x | x ∈ Rm e Ax = 0}.
Definição 2 A imagem ou range de A é o subespaço Im(A) = {y | y ∈ Rn e y = Ax, x ∈
Rm}.
Definição 3 A pseudo-inversa de Moore-Penrose é definida como A+ = AT (AAT )−1.
Definição 4 O operador de projeção no espaço nulo de A é igual a matriz A⊥ = Im −
A+A.
Definição 5 Uma matriz An×n é dita positiva se x
TAx > 0 para qualquer x ∈ Rn não
zero.














2.3 Matemática do Movimento
O estudo da robótica encontra-se diretamente relacionado ao movimento de corpos ŕıgidos
no espaço. A configuração espacial de um corpo ŕıgido ou de uma part́ıcula corresponde
a sua localização no mundo real, sendo conhecida também por postura ou pose. No caso
de uma part́ıcula, ou seja, um objeto pontual, a configuração espacial é completamente
determinada sabendo-se a sua translação em relação à uma determinada origem (3 coor-
denadas), podendo-se associar a postura de uma part́ıcula uma tripla de números reais em
R3. Entretanto, o fato mais importante é que a postura e sua representação matemática
através do R3 apresentam estruturas similares: as propriedades algébricas e topológicas
do R3 correspondem às propriedades f́ısicas do movimento de uma part́ıcula: A soma de
forças e velocidades no espaço é equivalente a soma de vetores no R3.
Um corpo ŕıgido é caracterizado como um conjunto de part́ıculas de massa que obede-
cem a restrição de não se moverem umas em relação à outra. No caso de corpos ŕıgidos,
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o espaço necessário para descrever a configuração tem dimensão seis: 3 para translação
(como no caso de uma part́ıcula) e 3 para orientação e, ao contrário da matemática para
part́ıculas, o movimento e dinâmica são muito mais complexos de serem representados.
2.3.1 O espaço Euclideano
Uma representação para o mundo que vivemos é dada pelo espaço Euclideano tridimen-
sional, um conjunto cont́ınuo de pontos com uma estrutura que descreve ortogonalidade
e distância, denominada produto escalar. Indicamos como E o espaço Euclideano.
Um ponto em E é diferente de um vetor, ele não possui sentido nem direção e, portanto,
não podem ser somados. Entretanto, escolhido um ponto de referência o, pode-se associar
a cada ponto p ∈ E um vetor v indo de o para p, denotado (p − o). Vetores de mesmo
comprimento, direção e sentido, mas com origens diferentes são chamados de vetores
livres. O conjunto de vetores livres será denotado por E∗
O produto escalar, que caracteriza o espaço Euclideano é denotado por <,>: E∗×E∗ →
R e satisfaz a três propriedades:
• Simetria: < v,w >=< w, v >;
• Positividade: < v, v > ≥ 0;
• Linearidade: < αv1 + βv2, w >= α < v1, w > +β < v2, w >.
O ângulo θ entre dois vetores v e w é definido a partir do produto escalar como sendo
cos θ = <v,w>||v||||w|| , onde || · || é a norma do vetor.
O produto vetorial é denotado como ∧ : E∗ × E∗ → E∗
Note que o produto vetorial é screw simétrico, i.é, v ∧ w = ṽw = w̃Tv.
2.3.2 Sistemas de Coordenadas
Até o presente momento, as estruturas envolvidas não possuem valores associados no
domı́nio dos números reais, tornando dif́ıcil manipular os conceitos existentes. Para re-
presentar pontos e vetores de E através de números e assim podermos trabalhar com eles, é
necessário definir um sistema de coordenadas. No espaço tridimensional E um sistema de
coordenadas Fp é definido como sendo a 4-dupla composta de um ponto Op ∈ E , chamado
origem e 3 vetores linearmente independentes (ip, jp, kp) ∈ E∗ denominado base. Dado um
sistema de coordenadas Fp e um ponto q ∈ E definimos o mapeamento de coordenadas
de q em Fp como:
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Definição 7 As coordenadas homogêneas de um ponto q em relação a um sistema de
coordenadas Fp é o vetor de números reais (qi, qj, qk)T tal que:












< (q −Op), ip >
< (q −Op), jp >




Definição 8 Se v ∈ E∗ é um vetor, denotamos por [v]p a matriz 3x1 composta das coor-











< v, ip >
< v, jp >
< v, kp >

 (2.1)
Dados dois sistemas de coordenadas, a mudança das coordenadas é um mapeamento
R3 → E → R3
Se Fp = (Op, ip, jp, kp) e Fq = (Oq, iq, jq, kq) forem dois sistemas de coordenadas, qRp
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2.3.3 Movimento de Pontos e de Corpos Rı́gidos
Se pudéssemos tratar os corpos como pontos no espaço, a configuração espacial seria
completamente determinada pela posição do ponto. No espaço Euclideano são necessários
três parâmetros para identificar a posição de um ponto no espaço. Entretanto, quando
tratamos de corpos ŕıgidos, somente a posição não é capaz de determinar a configuração
do corpo pois, para uma mesma posição, ele pode estar rotacionado para cima, para
baixo, ou em uma outra direção qualquer. É necessário conhecermos sua orientação.
Juntos, posição e orientação, determinam a postura de um corpo ŕıgido no espaço, sendo
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necessários portanto, seis parâmetros para determinar a postura de um corpo ŕıgido: três
para a posição e três para a orientação.
O espaço de configuração representa todas as posśıveis configurações que um corpo
pode apresentar. Para um corpo livre de restrições, o espaço de configuração possui
dimensão seis. No caso bidimensional onde o movimento do robô encontra-se restrito ao
plano, o espaço de configuração possui dimensão três: dois para translação e um para
rotação.
Inicialmente, poder-se-ia imaginar o espaço R6 como um bom candidato para repre-
sentar o espaço de configuração. Entretanto, se tomarmos um deslocamento de 360 graus
em qualquer um dos eixos de orientação nota-se que não retornamos para a mesma con-
figuração, como era de se esperar.
Verifica-se desta forma que o espaço R6 não é adequado para representar o movimen-
to de corpos ŕıgidos. Um estudo mais aprofundado sobre o assunto pode ser visto em
Stramigioli e Bruyninckx (2001).
2.3.4 Postura, SE(3) e Tensores
Para descrever a postura de corpos ŕıgidos e suas mudanças no tempo (velocidades),
diversas representações foram desenvolvidas, tais como finite twists, bi-quartenions (Selig,
1996) e Espaço Euclideano Especial. Neste trabalho, representa-se a postura de um robô a
partir do Grupo Euclideano Especial, denotado por SE(3) no caso tridimensional e SE(2)
no caso bidimensional . O Grupo Euclideano Especial é uma estrutura que pertence
aos grupos de Lie. Os grupos de Lie foram assim nomeados em homenagem a Marius
Sophus Lie, devido a sua contribuição na área de teoria de grupos e equações diferenciais.
Informalmente, um grupo de Lie é um manifold diferenciável que também obedece às
propriedades de grupos. Um grupo G é um conjunto onde, adicionalmente às operações
de conjunto, existe um operador × que obedece as propriedades ({a, b, c, 1, a−1} ∈ G):
associatividade: a× (b× c) = (a× b)× c;
existência do elemento identidade: 1× a = a× 1 = a;
existência do elemento inverso: a× a−1 = 1.
Um manifold é um espaço topológico que é localmente Euclideano (Rowland, 2003)
(existe, para qualquer ponto, uma vizinhança que é topologicamente equivalente à uma
esfera unitária aberta). Como exemplo tem-se a superf́ıcie da Terra, localmente ela é pra-
ticamente plana, entretanto, sabe-se que observado numa escala maior ela é, na verdade,
curva.
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Um conseqüência é que os grupos de Lie obedecem a propriedade de, dado um elemen-
to x, se a estiver mais perto que b de x e c estiver mais perto que d de x, então o produto
a × c estará mais perto de x que o produto b × d. Existem poucas estruturas conheci-
das atualmente que podem ser classificadas como grupos de Lie e, o Grupo Euclideano
Especial, denotado por SE(3) é uma delas.
Dado um sistema F0 é posśıvel associar para cada sistema Fp uma única matriz de
rotação homogênea 0R̄p. No espaço Euclidiano, o grupo isomórfico ao grupo de matrizes
homogêneas 4x4 é o Grupo Euclidiano Especial SE(3).
De forma similar, o grupo de rotações isomórficas ao grupo de rotações de matrizes no
R3 é denotado por SO(3).
SO(3) = {R ∈ R3×3 : RRT = I3 e det(R) = 1}
Seja t→ R(t) um caminho diferencial a partir de um conjunto I para SO(3).
Definimos a derivada de R em relação ao tempo como sendo:
∀t ∈ I,∃ω(t) ∈ R3 tal que: Ṙ = ω(t) ∧R(t)










Dado três sistemas de coordenadas F0, F1 e F2, a velocidade de F2 em relação à F0 é
dado por:
ω2 = ω1 + ω12
v2 = v1 + v12 + ω1 ∧O1O2
Se considerarmos que um ponto M está ligado ao sistema Fp obtemos que a velocidade
de M é dado por:
V (M) = V (Op) + ωp ∧OpM
Analogamente às velocidades descrita acima, definimos um tensor como sendo um
campo vetorial em R3 se existe um ponto O e um vetor ω tal que para todos os pontos
M :
H(M) = H(O) + ω ∧OM (2.2)
Definição 9 O produto de dois tensores (H1, ω1), (H2, ω2) é definido como sendo o esca-
lar:
(H1, ω1) • (H2, ω2) =< ω1, H2(O) > + < ω2, H1(O) >
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m = (x y z)
M = (X Y F)
Figura 2.2: Modelo de câmera pinhole
Neste trabalho é suficiente a utilização do modelo clássico de pinhole (Fig. 2.2) para
a câmera.
Seja Fs o sistema de coordenadas associado ao sensor de visão sendo C, o ponto focal
da câmera, a sua origem. O plano imagem corresponde aos pontos M = (X,Y, F ) onde












O uso da visão como fonte de informações sensoriais merece destaque na robótica, repre-
sentando um dos campos mais promissores atualmente. Dentre as principais vantagens
do sensor visual (câmera) destacam-se:
• A sua capacidade de mimetizar o sentido humano, tornando os algoritmos mais
fáceis de serem desenvolvidos e depurados;
• Ser um sensor de medida passiva, não interferindo no ambiente de trabalho, nem
sendo sujeito a desgastes por atrito ou pressão;
• extrair uma alta densidade de dados a baixo custo por imagem adquirida. Uma
simples câmera monocromática adquire mais bits por amostra do que qualquer outro
sensor;
• possuir alta taxa de amostragem, permitindo sua inclusão em aplicações de tempo
real. Apesar de existirem sensores com taxas de amostragem melhores, o ganho em
relação às câmeras modernas não é significativo;
• apresentar área de cobertura estendendo-se a partir de alguns cent́ımetros, até vários
metros e um campo de visão podendo variar de alguns poucos graus (no caso de
câmeras telecêntricas) até 360 graus, no caso de câmeras omnidirecionais ou cata-
dioptricas. Ao que se sabe, nenhum outro sensor é tão flex́ıvel.
As primeiras aplicações robóticas envolvendo a visão, entretanto, eram empregadas
apenas nos ńıveis de decisão estratégicas, em funções que não apresentavam restrições
de tempo real, como o planejamento e monitoramento de missões e tarefas. O principal
motivo da câmera ter sido relegado a um segundo plano na robótica, até meados da década
de 80, foi devido à alta densidade de dados na imagem, que tornava o custo computacional
necessário para extrair as informações relevantes proibitivo para aplicações robóticas.
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Um dos primeiros trabalhos na área de controle a partir de informação visual foi apre-
sentado por Sanderson e Weiss (1983) e envolvia um braço manipulador que apresentava
uma metodologia conhecida hoje como “ver e mover”1(Wijesoma et al., 1993). Em linhas
gerais, a estratégia consiste de dois passos: O primeiro era realizado com o manipulador
estático, onde se estimava a postura do robô e do alvo através da reconstrução 3D da cena,
e um algoritmo de cálculo de trajetória no espaço de configurações das juntas determinava
os sinais de controle desejados, necessários para levar o robô até o alvo. No segundo passo,
um controlador estabilizava o manipulador na configuração desejada, porém, a precisão
da tarefa dependia diretamente de vários fatores, como a precisão dos sensores visuais, da
calibração da câmera, e dos atuadores. Além disso, perturbações como o escorregamento
do robô e o movimento do alvo, não eram posśıveis de serem corrigidas. Tal abordagem
será vista com mais detalhes na seção (3.2).
O surgimento de novas tecnologias permitiu o aumento da capacidade de processa-
mento dos computadores modernos que, aliado ao estabelecimento de técnicas de visão
computacional mais robustas e eficientes, permitiu a inclusão da visão em tarefas reativas,
aumentando a precisão dessas tarefas através da inclusão da visão dentro de um laço de
controle fechado. Tal estratégia é atualmente conhecido como visual servoing ou controle
servo visual. A formulação do problema baseada no controle servo visual consiste em usar
a informação proveniente da imagem para controlar a postura do robô em relação a um
objeto alvo presente na cena, ou a um conjunto de caracteŕısticas visuais extráıdas da
imagem. Duas metodologias destacam-se atualmente no campo do controle servo visual:
Controle Servo Visual Baseado na Posição (PBVS): (position-based visual servo
control) Trata-se basicamente da extensão natural das soluções do tipo look-and-
move onde, a visão é também utilizada para estimar a postura do alvo em relação à
câmera, porém esta informação é diretamente utilizada dentro do laço de controle,
permitindo controlar e corrigir a postura da câmera e, conseqüentemente, do robô,
a cada instante. Uma caracteŕıstica desses sistemas é que o processo de estimação
está desacoplado do cálculo do sinal de realimentação. Esta abordagem é também
conhecida como controle servo visual no espaço cartesiano 3D, e será vista com mais
detalhes na seção 3.3.
Controle Servo Visual Baseado na Imagem (IBVS): (image-based visual servo
control) Também conhecido como controle servo visual 2D, caracteriza-se pelo fato
de que o sinal (ou o erro) realimentado na malha de controle está definido direta-
mente sobre a imagem, ao contrário do controle baseado na posição, onde o erro é
definido no espaço Cartesiano. Esta metodologia é aplicada experimentalmente e
detalhada melhor na seção 3.4.
1look and move
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Dentre as outras abordagens existentes, destacam-se as redes neurais que, ao contrário
das redes usadas para resolver os problemas de classificação, necessitam de poucos ńıveis
e possuem tamanho reduzido, com aproximadamente dez neurônios, responsáveis por
determinar os sinais de controle e podem ser, portanto, inclúıdas dentro de um laço de
controle em tempo real (Khadraoui et al., 1998). Outra abordagem desenvolvida por Malis
et al. (1999) combina tanto o controle visual baseado na posição, quanto o baseado na
imagem. Um estudo mais completo sobre as metodologias anteriores pode ser encontrado
em (Espiau et al., 1992; Hutchinson et al., 1996; Martinet, 1999).
Para realizar um estudo sobre controle e estabilização de um sistema mecânico é
necessário descrevermos um modelo matemático que melhor represente a cinemática e
a dinâmica do sistema. Embora em muitos trabalhos o modelo seja simplificado, robôs
reais são muito mais complexos, e exigem um tratamento adequado (d’Andréa Novel et al.,
1993). A seção 3.5 classifica os robôs móveis com rodas segundo a abordagem proposta em
Campion et al. (1996) e desenvolve o Jacobiano do robô para três configurações diferentes
para a plataforma experimental utilizada.
3.1 Caracteŕısticas de Imagem
Ao contrário de outras categorias de sensores, como os sonares e infravermelhos, os algorit-
mos de controle não utilizam a imagem diretamente, sendo necessário uma etapa anterior
de processamento responsável pela extração da informação relevante para cada problema.
A esta informação chamamos de caracteŕıstica de imagem. A informação desejada pode
ser calculada a partir da imagem completa, como no caso do fluxo ótico ou do histograma
de uma imagem, sem a necessidade de definir-se um alvo ou objeto. Porém, é mais comum
que a informação de interesse esteja relacionada a algum objeto real imerso no ambiente
de trabalho, como uma porta ou uma estrada, por exemplo. Pode ser também algum
tipo de marco artificial, como por exemplo barras de código inseridas no ambiente, que
são projetados na imagem, e ocupam uma fração dela, surgindo então a necessidade de
segmentá-las.
Define-se uma caracteŕıstica de imagem (image feature) como sendo qualquer carac-
teŕıstica que possa ser extráıda a partir de uma ou mais imagens, tais como retas, pontos,
contornos, ćırculos que tipicamente correspondem à projeção no plano imagem de alguma
propriedade geométrica (contornos do alvo, bordas de estradas, etc) do mundo real. Uma
boa caracteŕıstica de imagem é aquela que pode ser extráıda de diferentes pontos de vista,
de forma robusta e sem ambigüidades.
Um parâmetro de uma caracteŕıstica de imagem (image feature parameter) é definido
como sendo um valor real, calculado a partir de uma ou mais caracteŕısticas de imagem. O
comprimento de um segmento de reta, as coordenadas de um ponto, o valor dos semi-eixos
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de uma elipse e o raio de uma circunferência são exemplos de parâmetros de caracteŕısticas
de imagem. Como visto anteriormente, uma caracteŕıstica de imagem pode ser classificada
em:
Global : Diz respeito a uma propriedade global da imagem como valor médio dos pixels,
variância da imagem, fluxo óptico.
Local : Diz respeito a um subconjunto particular de pixels, a exemplo de uma reta.
Dado um conjunto de k parâmetros de caracteŕısticas de imagem, definimos um vetor
s =
(
s1, . . . , sk
)T
como sendo o vetor de caracteŕısticas de imagem, onde s ∈ S ⊆ Rk
























Figura 3.1: Diagrama de Blocos para o controle ver-e-mover.
Uma das primeiras abordagens de controle envolvendo visão surgiu a partir dos traba-
lhos realizados por Weiss et al. (1985) utilizando braços manipuladores, sendo atualmente
conhecida como estratégia do tipo ver-e-mover. A arquitetura robótica consistia de um
braço manipulador e um alvo, observados a partir de uma câmera fixa montada no am-
biente de trabalho, e que possúıa uma visão global do sistema. O manipulador possui
k graus de liberdade e o vetor de coordenadas de suas juntas é representado por q. A
abordagem divide-se em duas fases: Numa fase inicial, a postura do alvo em relação ao
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robô (r̄) é determinada a partir da imagem. Um planejador de trajetória determina o
conjunto de valores q∗ que as juntas devem seguir para alcançar a posição desejada, qd.
Na segunda fase, um controlador (no espaço das junções do braço) garante que a trajetória
determinada seja realizada (Fig. 3.1).
O sistema de visão é responsável por localizar e extrair o alvo no campo de visão e
recuperar a postura do alvo em relação a algum referencial global. A discretização da
imagem em pixels afeta substancialmente a precisão. Se considerarmos uma imagem com
resolução de 500 x 500 pixels e uma área de trabalho de 0.5 metros, o sistema apresenta
um erro da ordem de 1 mm que é propagado nas outras etapas. A seguir as coordenadas
em pixels são transformadas para coordenadas do mundo real, através de técnicas de
reconstrução 3D da cena (Ayache, 1991), que estão sujeitas a erros de calibração da
câmera. A precisão dos sensores proprioceptivos de posição do manipulador é crucial
para o sucesso da tarefa pois, um erro pequeno na medida do ângulo de uma junta no
ińıcio do conjunto causa um erro de posicionamento significativo na extremidade final. O
estado do sistema é representado pelo vetor de dimensão 2k dado por (q, q̇)T e a evolução





= f(q, q̇, u) (3.1)
onde u é o vetor de entrada do controle. O comportamento dinâmico de um corpo ŕıgido
pode ser descrito por uma equação de estado do tipo:
Γ =M(q)q̈ +N(q, q̇, t) (3.2)
onde
• Γ é o vetor de forças externas aplicadas ao corpo,
• M é a matriz de energia cinética,
• N é a matriz representando as contribuições das forças gravitacionais, centŕıfugas,
atrito e de Coriolis e,
• (q, q̇) é o vetor de posição e velocidade que forma o vetor de estados do sistema.
Um controle adequado é dado por:
Γ =M(q)u+N (3.3)
onde u é, por exemplo, um controlador proporcional da forma:
u = −λ(q − q∗) (3.4)
sendo λ, o ganho do sistema, um número real positivo e q∗ determinado na primeira fase.
Em (Sanderson e Weiss, 1980) temos uma taxonomia sobre os sistemas de controle servo
visual existentes.
3.3. Controle Servo Visual 3D 22



















Figura 3.2: Diagrama de Blocos para visual servoing 3D
Nesta abordagem, a informação da postura obtida pelo processo de reconstrução 3D
da cena é, diferentemente da abordagem anterior, realimentada dentro do laço de controle
(Fig. 3.2). Este avanço foi posśıvel graças ao avanço no processamento computacional,
que permitiu ao processo de reconstrução apresentar taxas de amostragem elevadas o
bastante. As caracteŕısticas são retiradas da imagem e usadas para estimar a postura do
alvo com respeito à câmera, baseado no conhecimento do modelo geométrico 3D do alvo
ou da reconstrução 3D da cena, que envolve o processo de casamento e triangularização
dos pontos, vistos mais detalhadamente no caṕıtulo 4. Usando estes valores, o erro entre
a postura desejada e a atual é calculada (no espaço do ambiente de trabalho) e uma lei de
controle aplicada. Em Wijesoma et al. (1993) temos uma discussão mais detalhada sobre
suas vantagens e, em especial uma estratégia para quando não há conhecimento preciso
sobre a calibração da câmera.
3.3.1 Função Tarefa
Uma tarefa robótica pode ser especificada através de uma função de sáıda s e um objetivo
de controle associado à equação 3.2. Restringindo o estudo à uma classe de função de sáıda
chamada função tarefa, e(r̄(t)) que dependem apenas da postura do robô e da variável
tempo, segundo Samson et al. (1991), o problema de controle pode ser expresso como a
regulagem até zero de uma função tarefa, durante um intervalo [0, t]. Um exemplo de
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função tarefa é dado por:
e = C(s− sd) (3.5)
onde:
s = medida da caracteŕıstica de imagem observada pela câmera.
sd = configuração final desejada para o sinal s na imagem.
C = Matriz constante que permite usar mais caracteŕısticas do que o necessário.
Note que s = s(FS,FT ) pode ser escrito como s = s(q, t) onde Tc = J(q)q̇
3.3.2 Projeto do Controlador
O problema de controle pode então ser representado como a regulação de uma função
tarefa e(r̄, t) = (r̄(t)− r̄∗(t)) = 0; t ∈ [0, T ], onde r̄∗(t) ∈ SE(3) é a trajetória de referência
a ser seguida pelo robô. O cálculo da trajetória é geralmente feita a priori através de
um planejador de trajetória e pode levar em conta outros objetivos, como o desvio de
obstáculos, por exemplo.
Temos que a postura do robô em relação a um sistema de referência r̄ ∈ SE(3) deve
ser estimada a cada interação no laço de controle. Uma solução inicial é usar sensores pro-
prioceptivos como os encoders do robô e a inversa do modelo geométrico. Caso contrário
torna-se necessário o uso de sensores extereoceptivos.
Uma lei de controle proporcional simples leva o sistema ao equiĺıbrio:
u = −λ(r̄ − r̄∗(t)) (3.6)
Para o caso da câmera fixa, a precisão da tarefa depende da precisão do modelo
cinemático, da correta calibração da câmera e dos algoritmos de reconstrução 3D. Uma
arquitetura alternativa onde a câmera é montada sobre o manipulador, conhecida por
in-hand, elimina a dependência do conhecimento cinemático do robô.
3.3.3 Planejamento de Trajetória no Espaço Cartesiano
Seja (O1, . . . , Oq), q objetos ŕıgidos presentes no ambiente de trabalho, representando os
obstáculos existentes. Dadas uma postura inicial r̄i e final r̄d, o problema de planejamento
de trajetória pode ser definido como gerar um caminho r̄∗ composto por uma seqüência
cont́ınua de posturas, tal que em nenhum momento haja contato com os objetos Oi’s.
Dentre os diversos métodos existentes para planejar trajetórias destacam-se:
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Grafo de Visibilidade: Consiste de um grafo não-direcionado onde os nós representam
a postura inicial, a desejada, e os vértices de cada obstáculo; as arestas são todos
os segmentos de retas conectando dois nós que não atravessam por dentro de um
obstáculo. Um algoritmo de caminho mı́nimo em grafos gera uma trajetória po-
ligonal cuja distância percorrida é mı́nima. Os obstáculos são dilatados tornando
posśıvel tratar o robô como um objeto pontual e para garantir uma distância de
segurança. As principais dificuldades surgem quando a geometria do robô não pode
ser aproximada por um ćırculo ou quando o robô possui restrições não-holonômicas.
Diagrama de Voronoi: Similar ao método anterior, os diagramas de Voronoi são lar-
gamente utilizados em robótica e outras áreas. Ao contrário do método anterior,
ele é baseado em contração, e consiste nas curvas no espaço que são eqüidistantes
de dois ou mais obstáculos, formando um esqueleto que tende a maximizar o desvio
de obstáculos. A trajetória é completada ligando-se as posturas inicial e final ao
esqueleto.
Campos Potenciais: Abordagem local onde a postura desejada e os robôs são modela-
dos como part́ıculas de carga opostas, enquanto os obstáculos possuem mesma carga
que o robô, gerando campos repulsivos. O gradiente deste campo determina a força
a ser aplicada ao robô. Este método, porém, necessita um certo refinamento devido
a ocorrência de mı́nimos locais.
Decomposição em Células: O espaço de configurações livres é dividido em sub-regiões
mais simples, de forma que qualquer caminho dentro da célula seja facilmente gera-
do. Um grafo não-direcionado representado as relações de adjacências entre células
é montado para fazer a conexão entre a postura inicial e final.
Navegação Baseada em Landmarks: A navegação baseada em landmarks demanda
uma etapa inicial, onde os landmarks são identificados e sua posição em relação à
um referencial global é calculada, e uma etapa posterior, onde o robô em movimento
verifica periodicamente a existência ou não de alguma marca na imagem. As marcas
podem ser tanto naturais, no sentido de serem inerentes ao ambiente, como portas,
árvores, corredores, quanto artificiais, colocadas no ambiente exclusivamente para a
realização das tarefas. Neste último caso torna-se necessário modificar o ambiente.
A principal dificuldade é encontrar landmarks facilmente detectáveis, únicos, e nas
localidades desejadas.
A próxima seção apresenta o controle servo visual 2D, cuja idéia básica é realizar o
controle diretamente no plano da imagem, ao contrário da abordagem atual, onde ele é
realizado no espaço Cartesiano. Três tarefas são definidas no escopo do controle servo
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visual 2D, e implementadas experimentalmente. Todas serão devidamente detalhados no
caṕıtulo 5.















Figura 3.3: Diagrama de Blocos para visual servoing 2D
Weiss et al. (1987) proporam que as caracteŕısticas visuais poderiam ser usadas dire-
tamente dentro de um laço de controle fechado. O controle é utilizado para a realização
de uma determinada tarefa de forma autônoma. A abordagem de controle baseado no
espaço dos sensores mostra-se bem adaptado quando a tarefa a ser realizada está bem
definida (também no espaço dos sensores), embora o ambiente ao redor dela possa variar.
Por exemplo, aproveitando-se do fato que a geometria de uma porta é fixa e que a sua
projeção no plano imagem é determińıstica, posicionar um robô em frente à uma porta é
equivalente à obter uma dada imagem da porta no plano imagem da câmera.
Esta abordagem divide-se em duas etapas: Na primeira etapa, define-se as carac-
teŕısticas de imagem a serem utilizadas como referência, e calcula-se os parâmetros as-
sociados a cada uma delas. Na segunda etapa projeta-se um controlador capaz de levar
o robô de uma posição inicial qualquer até a posição de referência. A escolha da carac-
teŕıstica apropriada depende do tipo de tarefa a ser realizada e deve ser capaz de distinguir
a posição atual da posição desejada de forma única e sem ambigüidades. Comparando os
parâmetros desejados com os atuais pode-se traçar a trajetória que as caracteŕısticas de-
vem fazer para atingir o objetivo. O mapeamento da variação dos parâmetros da imagem
(espaço dos sensores) para a velocidade da câmera (espaço Cartesiano) é feito através das
chamadas matrizes de interação ou Jacobiano da Imagem (Espiau et al., 1992).
Se o sensor visual obedecer a dois requisitos:
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• Seja s a função de sáıda da câmera; Fs e Ft os sistemas de coordenadas correspon-
dentes à câmera e ao alvo. O sinal s altera-se apenas quando há movimento relativo
de Fs em relação à Ft
• A função é do tipo C2, necessária para satisfazer o formalismo de função tarefa.
Então s define um mapeamento de SE(3) 7→ R
Uma tarefa de controle servo visual 2D é representada por uma função de erro e : S →
Rl, onde l < k e k definem a dimensão do espaço de parâmetros das caracteŕısticas de
imagem.
3.4.1 A Imagem de Referência
A grande maioria dos esquemas de controle servo visual 2D baseiam-se numa aborda-
gem do tipo “aprendizado por demonstração”(teaching-by-showing). Nesta abordagem, o
robô é movimentado até a posição desejada, r̄d e uma imagem, denominada imagem de
referência, é obtida. A partir dela extráımos o parâmetro da caracteŕıstica de imagem e
obtemos o valor de referência desejado, sd, usado pelos controladores.
Entretanto, tal abordagem só é válida quando não há variação nos parâmetros in-
tŕınsicos da câmera. De fato, se os parâmetros se alterarem durante o controle (ou se a
câmera usada no aprendizado for diferente da usada no controle) mesmo que a imagem
atual seja igual à imagem de referência, a posição da câmera será diferente da posição de
referência. A abordagem proposta em Malis (2001) apresenta um controle servo visual
invariante aos parâmetros intŕınsicos da câmera.
3.4.2 Matriz de Interação
Seja S um sensor visual com sistema de coordenada FS e T o alvo com sistema FT . A
postura de FS em relação à FT é dado por r̄ ∈ SE(3) e o movimento relativo pode ser
representado por um tensor de velocidades TST = (V,Ω) ∈ se(3).






= H • TST
Onde:




é o tensor de velocidades que caracteriza o movimento entre FS e FT .
2interaction screw
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• é o produto de tensores.
Definimos a matriz de interação, também chamada de Jacobiano da imagem do parâ-








ṡ = LTTST (3.8)
Matriz de interação para pontos


















a velocidade translacional do ponto m.
V (m) = V + Ω ∧ ~Cm⇒
ẋ = xv + yωz − zωy
ẏ = yv + zωx− xωz
ż = zv + xωy − yωx
(3.9)
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e a matriz de interação é dado pela equação de fluxo óptico 3.11.
Matriz de interação para retas
Uma reta no espaço Cartesiano pode ser descrito como sendo a intersecção de dois
planos:
{
h1(x, p1) = a1x+ b1y + c1z + d1 = 0
h2(x, p2) = a2x+ b2y + c2z + d2 = 0
(3.12)
A equação da projeção da reta no plano imagem é:





A = a1d2 − a2d1
B = b1d2 − b2d1
C = c1d2 − c2d1
Utilizando uma representação mı́nima para a reta (2 parâmetros) temos:
g(X,P ) = X cos θ + Y sin θ − ρ = 0 (3.13)
onde θ = arctan(B/A) e ρ = − C√
A2+B2
Diferenciando a equação 3.13 obtemos:
ρ̇+ (X sin θ − Y cos θ)θ̇ = Ẋ cos θ + Ẏ sin θ (3.14)





Y + (ρ̇+ ρ tan ρρ̇) = Y K1Tc +K2Tc (3.15)
Identificando ambos os membros da equação:
{
ρ̇ = −K1 cos θTc
θ̇ = (K2 +K1ρ sin θ)Tc
(3.16)


















λ2 cos θ λ2 sin θ −λ2ρ sin θ − cos θ − ρ2/ cos θ − ρ tan θ
)
com λ1 = (a1 sin θ − b1 cos θ)/d1 e λ2 = (a1 cos θ + b1ρ sin θ + c1)/d1
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onde:
LTθ = [ λθ cos θ λθ sin θ −λθρ −ρ cos θ −ρ sin θ −1 ] (3.18)
LTρ = [ λρ cos θ λρ sin θ −λρρ (1 + ρ2) sin θ −(1 + ρ2) cos θ 0 ] (3.19)
com
λθ = (a1 sin θ − b1 cos θ)/d1
λρ = (a1ρ cos θ + b1ρ sin θ + c1)/d1
(3.20)
De modo análogo ao conceito de link ŕıgido da mecânica, podemos definir um conceito
de ligação virtual (virtual linkage) para a matriz de interação. A matriz de interação
define um difeomorfismo local entre o espaço de configuração e o espaço dos sensores. Tal
tarefa freqüentemente é definida em termos de restrições geométricas como, por exemplo,
alinhar o eixo ótico da câmera em relação a uma tubulação.
Mais formalmente, podemos definir o conceito de ligação virtual como sendo o espaço
nulo ou os movimentos T ∗ que mantêm o valor de s inalterado, ou seja:
ṡ = LTT ∗ = 0 (3.21)
Seja S∗ o conjunto dos posśıveis valores de T ∗, S∗ = ker(LT ).
T ∗ também é chamado de movimentos livres e correspondem àqueles movimentos que
não são controláveis a partir da matriz de interação, e S∗ é o espaço de movimentos livres.
Se m for a dimensão de S temos que a dimensão de S∗ é igual a N = 6 − m e é
denominada classe da ligação virtual.
Diferentes classes representam diferentes tipos de movimentos livres. Os mais comuns
são:
Ligação ŕıgida (classe 0): Corresponde a tarefa de posicionamento, onde nenhum mo-
vimento é permitido.
S∗ = 0, que pode ser obtida através das coordenadas de três pontos.
Ligação prismática (classe 1): Onde uma translação em um dos eixos é permitida.
S∗ =
(
a b c 0 0 0
)T
, que pode ser obtida através dos parâmetros de três retas
pertencentes ao mesmo plano.
Ligação de revolução (classe 1): Onde uma rotação em um dos eixos é permitida.
S∗ =
(
0 0 0 a b c
)T
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Na ligação ŕıgida o movimento do robô está fisicamente restrito como, por exemplo,
quando o robô encontra-se em contato com algum objeto. Um exemplo clássico é quando
tratamos de robôs móveis terrestres que movimentam-se apenas no plano do chão e temos




. Neste caso o espaço de configurações do robô tem sua
dimensão decrescida e o movimento está restrito a um subconjunto de SE(3), constituindo
uma restrição holonômica. Quando esta restrição pode ser matematicamente expressa no
SE(3) ou no seu espaço tangente, elas podem ser adicionadas ao conjunto de restrições
virtuais da matriz de interação. Por exemplo, para o caso do movimento estar restrito a












λθ cos θ λθ sin θ −λθρ −ρ cos θ −ρ sin θ −1
λρ cos θ λρ sin θ −λρρ (1 + ρ2) sin θ −(1 + ρ2) cos θ 0
0 −1 0 0 0 1









onde Vz, Ωx e Ωz correspondem às restrições de translação no eixo z e rotações nos eixos
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− (1+ρ2)h cos2 θ
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caracterizando uma ligação do tipo 1 prismática. Desta forma conclui-se que, para um
robô restrito ao movimento no plano, uma única reta define uma ligação prismática. Tal
resultado será usado mais adiante na definição do problema de seguimento de trajetória.
3.4.3 Sistema de Controle
Os esquemas de controle existentes podem ser descritos como:
Tc = −λLT+ ṡ ou Tc = f(LT+ , s(r̄(t)), s∗(t)) (3.25)
Onde λ é um número real positivo, a função f pode ser simplesmente um ganho
proporcional ou uma função mais complexa (controle ótimo, LQG ou não-linear, por
exemplo). De fato, devido a erros na calibração da câmera, na calibração do robô e
na medida dos parâmetros das caracteŕısticas usadas, aliados ao desconhecimento da





Uma análise mais detalhada sobre a estabilidade do sistema de controle permite-nos
observar que (Chaumette et al., 1998):
• Se LT L̂T
+
= I então temos um sistema desacoplado com comportamento ideal da
trajetória das caracteŕısticas de imagem, ou seja, cada parâmetro descreve o menor
caminho (linha reta) na imagem até o valor de referência (Fig. 3.4(a));
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(a) LT ideal. (b) LT > 0. (c) LT < 0.
Figura 3.4: Estudo de convergência em relação a LT .
• Se LT L̂T
+
> 0 então |s − s∗| decresce embora o caminho percorrido não seja mais
o menor, podendo inclusive haver fuga de alguma caracteŕıstica do campo de visão
da câmera (Fig. 3.4(b));
• Se LT L̂T
+
< 0 então o erro |s− s∗| aumenta e o sistema não converge (Fig. 3.4(c)).







(t). Neste caso, o conhecimento do problema é mı́nimo, de maneira
que a descrição anaĺıtica da matriz de interação não é conhecida, sendo imposśıvel
levá-la em consideração. Uma matriz é estimada numericamente através de, por






(s(t), ẑ(t)). A matriz de interação é atualizada a cada iteração do laço de
controle. A estimativa de z pode ser obtida através do conhecimento do modelo 3D
do objeto ou da medida do movimento da câmera. Neste caso, temos (L̂T
+
LT = I)
significando que o sistema encontra-se otimamente desacoplado e os parâmetros





(sd, ẑd). Neste caso a matriz é constante e determinada durante um
processo off − line de aprendizado feita na posição desejada. A convergência é
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assegurada apenas para uma vizinhança em torno da posição desejada. A determi-
nação anaĺıtica desta vizinhança mostra-se um problema de dif́ıcil solução e pouco
estudo existe nesta área.
Um estudo aprofundado sobre o assunto pode ser visto em Chaumette et al. (1998)
onde é visto que L̂T
+
ou até mesmo LT podem tornar-se singulares durante o contro-
le, causando um comportamento instável ou ainda a existência de mı́nimos locais que
estabilizam o sistema em posições diferentes da desejada.
O formalismo proposto em Samson et al. (1991) mostra-se extremamente adequada
para o controle servo visual 2D pois permite combinar de forma organizada diversos
objetivos de controle em uma única tarefa.
Quando apenas alguns graus de liberdade são controlados na tarefa visual é interessan-
te usar uma estratégia conhecida como tarefa h́ıbrida, que visa projetar um controlador
capaz de atuar em todos os graus de liberdade do sistema. Uma tarefa h́ıbrida pode ser
definida como
e(r̄, t) = (e1(r̄, t), e2) (3.26)
onde
e1 = C(s− sd) (3.27)
é a tarefa primária definida em (3.5) e e2 é uma tarefa secundária atuando nos graus livres
definida pelo espaço nulo de LT .
Uma base para o espaço dos graus de liberdade livres é obtido através do cálculo do





Na prática achar a matriz W é equivalente a achar uma matriz Wm×n de posto cheio tal
que ker(W ) = ker(J1). Define-se uma função tarefa global como:




No caso do controle servo-visual substitui-se 3.5 em 3.29 e obtêm-se:








= CLT e, usando (3.28):
J1 = CL
T (3.31)
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e assim um critério para determinar W é dado por ker(W ) = ker(LT ).
O controle será feito de forma a tentar fazer com que o erro da função tarefa se








































Pode-se mostrar que se J1W





como sendo I6 e assim
temos que CLTW T > 0. Com isso, C pode ser escolhido como sendo WL ou WLT
+
Finalmente a equação (3.30) resume-se a:
e =W+WLT
+




Finalmente, o controle é dado por:






3.4.4 Tarefa de Seguimento de Trajetória
Consideremos a seguir uma tarefa de seguimento de trajetória cujo objetivo é posicionar
uma câmera montada sobre um robô móvel com 3 graus de liberdade (rotação no eixo y
e translações no eixo x e z) paralelo à um corredor representado por uma reta definida
pelo rodapé do corredor.
A configuração desejada é tal que:
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d
Figura 3.5: Tarefa de controle servo visual para segmento de corredor.
• A câmera permanece a uma altura h do solo.
• O eixo z permanece paralelo ao corredor e a uma distância l da parede.
A equação da reta para a configuração desejada é:
h :
{
y + h = 0











(− cos2 θd/h − cos θd sin θd/h 0 0 0 −1


















Finalmente, substituindo 3.34, 3.39 em 3.33 relacionamos o tensor de velocidades com
os parâmetros das caracteŕısticas da imagem:



































































3.4.5 Tarefa de Posicionamento
Figura 3.6: Tarefa de controle servo visual para posicionamento.
O método proposto por Espiau et al. (1992) consiste em derivar uma relação ma-
temática a Matriz de Interação LT entre o movimento do vetor de parâmetros do plano
imagem de certas primitivas geométricas, ṡ, (tais como pontos, retas e ćırculos) e o mo-
vimento do robô, Tc.
ṡ = LT · Tc
Cada ligação f́ısica possui uma imagem associada à mesma ligação virtual. Estamos
interessados em uma matriz de interação que não admita movimento para uma imagem
inalterada, ou seja, estamos lidando com o problema de parada do robô (ligação virtual de
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classe 0). este tipo de ligação virtual pode ser implementado utilizando-se quatro pontos
como sendo a imagem de referência. O Jacobiano deste problema é não-singular.
Na figura 3.9(a) estão representados os sistemas de coordenadas do Nomad 200. Temos
que Fb é o sistema de coordenadas do centro de rotação da base do robô, Ft é o sistema
de coordenadas da rotação da torre do robô, Fp é o sistema de coordenadas dos eixos
de rotação do pan-tilt e Fc é o sistema de coordenadas da câmera, cuja projeção X-Y é
coincidente com o plano imagem. Os sistemas de coordenadas Fb e Ft compartilham os
mesmos eixos de rotação, considerados sempre verticais. As suas origens estão situadas
no centro da seção circular do robô, onde Ft possui um deslocamento h sobre o eixo y
de Fb. Assume-se que não há movimento devido ao escorregamento sobre o plano. Ou,
em outras palavras, a aceleração em um dos eixos do sistema do robô será sempre igual a
zero.






onde s(·) é o vetor de parâmetros das caracteŕısticas de imagem relacionadas à con-
figuração r do robô, sd(·) são os valores desejados de s(·), ou seja, quando o robô está




é a pseudo inversa da matriz de interação, cujos valores


















































onde a = l/2zd, l é o comprimento da aresta e zd é a profundidade desejada. O controle
calculada em termos de velocidade Fc, que deve levar e(r) a zero, é selecionado como
Tc = −λe (Espiau et al., 1992), cuja pseudo-inversa é dada por:








zdc1 zdc1 zdc1 zdc1 −zdc2 zdc2 −zdc2 zdc2
−zdc2 zdc2 −zdc2 zdc2 zdc1 zdc1 zdc1 zdc1
−zdc3 zdc3 zdc3 −zdc3 zdc3 zdc3 −zdc3 −zdc3
−c4 c4 −c4 c4 0 0 0 0
0 0 0 0 c4 −c4 c4 −c4




onde c1 = −1/4, c2 = (1 + a2)/4a2, c3 = 1/8a e c4 = 1/4a2.










zdc1 zdc1 zdc1 zdc1 −zdc2 zdc2 −zdc2 zdc2
−zdc3 zdc3 zdc3 −zdc3 zdc3 zdc3 −zdc3 −zdc3











−a a a −a a a −a −a
)T
Dadas as velocidades do sistema de coordenadas Fc da câmera é necessário derivar
um Jacobiano a partir de Tc que servirá de entrada para o controle do robô.
Inicialmente, o sistema de coordenadas da torre estará sempre alinhado com o sistema
de coordenadas da base, e que ambos os sistemas estão rigidamente conectado, o que, em
outras palavras significa que θt − θb = 0.
A seguir precisamos relacionar velocidade do sistema de coordenadas 3D da câmera e o
sistema de coordenadas 3D da base do Nomad, o que é feito através da relação clássica de
transferência de velocidade através de uma seqüência de juntas de revolução 3.54 o qual é
usado para calcular os sinais de controle baseados na sáıda de LT
+
(Carvalho et al., 2000).
3.4.6 Transição de Tarefas
Uma forma de permitir que o robô realize ações mais complexas é combinando subtarefas.
Elas podem ser concorrentes no tempo, como por exemplo, seguir uma trajetória e ao
mesmo tempo desviar de obstáculos, ou podem ser consecutivas, quando deseja-se comutar
de uma tarefa para outra. No caso de tarefas consecutivas é preciso, devido ao fato do
controlador projetado ser proporcional ao erro, que haja um peŕıodo de transição entre as
tarefas a fim de evitarmos uma alta variação do sinal de atuação e, conseqüentemente, uma
movimentação brusca do robô. Nesta seção utiliza-se uma função de transição segundo a
proposta de Santos et al. (1995)
Sejam e1 e e2 as tarefas que se deseja comutar, definidas conforme a equação 3.5. Seja
a função de transição da tarefa 1 para a tarefa 2 definida como:
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Figura 3.7: Tarefa de controle servo visual para transição de tarefas.
e(r̄, t) = λ(t)e1(r̄) + (1− λ(t))e2(r̄) (3.46)
Onde λ(t) é uma função escalar decrescente no intervalo [0, τ ] e ı́mpar em relação ao













Uma análise mais detalhada, contendo outra abordagem e outras funções de transição
pode ser obtida em (Silveira et al., 2003). Uma condição suficiente para que haja decai-
mento exponencial do erro é que λtmin + (1− λ) > 0, ou seja, λ < 1 desde de que se faça
uma escolha adequada de W .
O conceito de função de transição foi utilizado em dois momentos neste trabalho.
No começo do procedimento, quando o robô está parado, e posteriormente, quando da
transição da tarefa de seguimento de trajetória para a tarefa de posicionamento.








Figura 3.8: Função de Transição.
3.5 Sistemas Não-Holonômicos
As restrições do movimento de um robô podem ser classificadas como:
Restrição Holonômica: Restringe o espaço de configurações posśıveis diminuindo os
graus de liberdade do sistema.
Restrição Não-Holonômica: Não diminui a dimensão do espaço de configuração, mas
sim o espaço de trajetórias realizáveis pelo robô entre duas configurações.
Um sistema é dito holômico caso não possua restrições ou apenas as do tipo ho-
lonômicas, senão é dito que o sistema é não-holonômicos. Os sistemas não-holonômicos
caracterizam-se por apresentarem restrições cinemáticas não integráveis que, conseqüen-
temente, não podem ser eliminadas do modelo de equações. Embora tais sistemas sejam
controláveis - isto é, teoricamente qualquer configuração pode ser obtida em um tempo
finito a partir de entradas de controle adequadas, não podemos garantir a estabilidade do
sistema somente por meio de leis suaves de realimentação de estados, usualmente utilizada
em sistemas holonômicos (Block e McClamroch, 1990; Brockett et al., 1983; Muir, 1988).
Em Campion et al. (1996) duas classes de rodas são descritas:
Rodas Convencionais O ponto de contato da roda com a superf́ıcie apresenta a con-
dição de rolamento sem deslizamento. Dependendo da rotação em relação à base do
véıculo, elas podem ser classificadas em:
Rodas Fixas O centro da roda é um ponto fixo no chassi do robô.
Rodas Orientadas no Centro Apresenta movimento de rotação em torno do ei-
xo vertical que passa através do seu centro. A construção é igual às das rodas
fixas, porém sua orientação é variável.


























(b) Sistemas de coordenadas associados.
Figura 3.9: O Nomad 200
Rodas Orientadas Fora do Centro Possuem rotação fora do eixo do seu centro.
Rodas Suecas Somente uma componente de velocidade do ponto de contato é igual a
zero durante o movimento.
Embora a prinćıpio pareça existir infinitas posśıveis configurações de rodas que um
robô possa apresentar, é posśıvel gerar uma classificação finita destas configurações com-
binando-se as restrições de mobilidade de cada roda com o fato de que a velocidade de
qualquer ponto no chassi é ortogonal ao centro de rotação instantâneo. Para tanto, tem-se
os conceitos de grau de mobilidade, δm, e grau de dirigibilidade, δs (Campion et al., 1996)
que devem satisfazer às seguintes inequações:
1 ≤ δm ≤ 3 (3.49)
1 ≤ δs ≤ 2 (3.50)
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2 ≤ δm + δs ≤ 3 (3.51)
Excluindo δm + δs = 1 e δm > 2 e δs = 2 que correspondem a casos degenerados,
existem cinco classes de robôs móveis com rodas:
Tipo (3,0) Caracteriza por não possúırem rodas fixas nem rodas orientadas no centro.
São capazes de se mover em qualquer direção sem necessidade de reorientação e por
isso também são chamadas de omnidirecionais.
Tipo (2,0) Eles não possuem rodas orientadas no centro e tem ou uma ou mais rodas
fixas.
Tipo (2,1) Não possuem rodas fixas e pelo menos uma roda orientada no centro.
Tipo (1,1) Também chamadas de car-like, possuem uma ou mais rodas convencionais e
uma ou mais rodas orientadas no centro, com o eixo não coincidente ao das rodas
fixas.
Tipo (1,2) Não possuem rodas fixas e pelo menos duas rodas orientadas no centro.
3.5.1 Modelo Cinemático
Nesta seção, veremos como podemos transferir os resultados de (Espiau et al., 1992) para o
caso de robôs móveis do tipo carro. A seguir veremos como a adição de graus de liberdade
na plataforma robótica permite resolver os problemas de estabilização para o caso do robô
Nomad 200.
A abordagem supõe que não precisamos estabilizar explicitamente a pose da plataforma
móvel, mas que o problema estará resolvido se conseguirmos estabilizar a pose da câmera.
Dado que a câmera está presa ao robô, esta indiretamente estabilizará a pose do robô.
Uma discussão mais detalhada pode ser encontrada em (Pissard-Gibollet e Rives, 1995;
Micaelli e Samson, 1993; Tsakiris et al., 1998).
3.5.2 Translação da base, rotação da base e do pan
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Considerando que a base e torre estão rigidamente ligados, e a torre encontra-se à uma













































cos θp 0 − sin θp
0 1 0































dp cos θpθ̇b − sin θpv
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dp cos θpθ̇b − sin θpv
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dp cos θpθ̇b − sin θpv + dc(θ̇p + θ̇b)
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Onde v, θ̇b e θ̇p são os sinais de controle a serem enviados ao Nomad e
xv, zv e yω é o
tensor de velocidades no plano obtido através da matriz de interação.
3.5.3 Translação da base, rotação da base e da torre




. Um cálculo análogo aos feitos nas






















É fácil notar que J é singular. A singularidade surge devido ao fato de torre e base
possúırem o mesmo eixo de rotação em y. Para resolver o problema da singularidade
separamos os sinais de controle em duas sub-tarefas.




A segunda sub-tarefa é composta por v e θ̇b















onde zb e xb são as coordenadas da posição desejada em relação ao sistema de coordena-
das da base. A menos que façamos uma reconstrução 3D da cena, não é posśıvel conhecer
estas informações, o que não é o nosso objetivo. A estratégia utilizada foi aproximar os
valores de zb e de xb considerando que estamos próximos da configuração desejada. Neste
caso, na câmera temos que ẑc = zd e xd = 0. Para x̂c entretanto, ao invés de usarmos o
valor da posição desejada (xd = 0), aproximaremos seu valor, por:







onde λ é a distância focal e xi é a coordenada x do ponto i no plano imagem.







sin θt − cos θt






Onde d = dc + dp.








cos θt sin θt
sin θt cos θt
)(
0 −(d+ zd) cos θt + x̂c sin θt












sin θt cos θt
)
(3.61)
onde D = (d+ zd) cos θt − x̂c sin θt
3.5.4 Translação da base, rotação da base




e, como visto para o caso anterior, a velocidade na torre

















Considerando que a rotação do pantilt é nula temos que θp = 0 e a velocidade no
pantilt é dada por:
































































































































A estratégia do tipo ver-e-mover é altamente dependente da precisão do sistema de visão,
da calibração da câmera, dos encoders utilizados e do conhecimento do modelo cinemático
do sistema e possui apenas interesse histórico atualmente.
O controle baseado na posição possui a vantagem das tarefas serem descritas no espaço
cartesiano, como é comum em robótica, além de desacoplar as tarefas de estimação da
posição do controle da trajetória. Entretanto, perde-se o controle sobre a imagem obser-
vada, de modo que não há garantias que o objeto permaneça sempre no campo de visão
durante a execução da tarefa, especialmente quando há erros de calibração significativos.
A recuperação da postura absoluta do robô também é um processo delicado e diversas
técnicas foram desenvolvidas para aumentar a precisão ou flexibilidade do cálculo.
Finalmente, a estratégia de controle no espaço dos sensores, que no caso de uma
câmera é o próprio plano imagem, oferece uma alternativa interessante para uma grande
classe de problemas. O conceito de matriz de interação tras a visão robótica ao campo
da teoria de controle, oferecendo soluções matemáticas elegantes, especialmente quando a




Essencialmente, a visão computacional trata do estudo das propriedades geométricas ou
dinâmicas do mundo real através de uma ou mais imagens. Ela distingue-se da área




Visao ComputacionalImagem Processamento Digital
Figura 4.1: Etapas da visão computacional.
Um estudo detalhado da solução de um problema de visão consiste no conhecimento
de suas diversas etapas. A Fig. 4.1 descreve seus principais processos. A radiometria
estuda a relação existente entre a quantidade de energia luminosa radiante (recebida) e
a energia irradiada (emitida) por um corpo, numa dada direção. O principal modelo de
reflectância de uma superf́ıcie, é conhecido como modelo Lambertiano:
L = ρITn (4.1)
onde, L é a luz irradiada, I a luz radiada, n a normal à superf́ıcie e ρ é denominado
albedo, e depende da superf́ıcie.
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A energia luminosa emitida pelos vários objetos tridimensionais presentes em uma
cena atravessa o conjunto óptico de lentes, formando uma imagem bidimensional. O
modelo de pinhole representa uma simplificação do comportamento f́ısico real e, embora
seja adequado para uma grande variedade de aplicações, não modela com perfeição as
reflexões sofridas pela luz a atravessar as lentes.
A imagem formada na tela da câmera estimula uma matriz de sensores foto-senśıveis
(CCD), responsáveis por quantizar espacialmente a imagem, que é transformada em um
pulso de sinais elétricos. Este sinal é novamente quantizado e amostradado por uma placa
de captura (framegrabber) transformando-a em uma imagem digital.
Nesta etapa, é aplicado uma seqüência de filtros de processamento de imagem, com o
intuito de eliminar o rúıdo, ou seja, quaisquer dados que não estejam ligados ao objetivo
a ser realizado.
Finalmente, as técnicas de visão computacional são utilizadas extraindo informações
a respeito do mundo tridimensional, a partir de uma imagem bidimensional.
Diversas áreas estão relacionadas com visão computacional, como reconhecimento de
padrões, fotogrametria, inteligência artificial, dentre outras.
Embora não seja freqüente realizar tal dinstinção, neste trabalho por visão robótica
entende-se como sendo a intersecção da visão computacional com a robótica. Tratam-se
dos problemas que surgem na robótica cujas soluções baseiam-se nas técnicas de visão
computacional, mas que, além disso, devem atender a restrições de tempo real, às limi-
tações do software e hardware embarcado, e ao ambiente de trabalho.
Este caṕıtulo encontra-se dividido em duas partes: Na primeira, revisa-se as técnicas
de visão computacional necessárias para realizar o controle servo visual baseado na posição
(3.3), e inclui as seções 2.4, onde um modelo detalhado da câmera é apresentado, 4.2, que
apresenta um método de calibração de Tsai e, 4.3, que discute o problema de reconstrução
da profundidade baseado em uma ou mais imagens.
A segunda parte trata especificamente dos problemas de visão computacional ne-
cessários para realização das tarefas de controle servo visual de seguimento de trajetória
(3.4.4), posicionamento (3.4.5) e transição entre tarefas (3.4.6). Nas seções 4.5 e 4.6,
as principais técnicas para resolver os problemas de detecção e rastreamento de carac-
teŕısticas visuais, são revistos.
4.1 Modelo Detalhado de Câmera
O modelo de câmera de pinhole, visto no caṕıtulo 2, considera que os raios de luz são
projetados em uma tela dentro de uma câmera totalmente fechada, contendo apenas um
único orif́ıcio pontual, através do qual atravessam todos os feixes de luz que formam a
imagem. Entretanto, numa implementação real deste modelo, a energia que estimula a










Figura 4.2: Modelo Detalhado de Câmera.
tela é muito pequena, demandando um tempo de exposição muito grande para se obter
uma imagem. As câmeras reais substituem o orif́ıcio por um conjunto óptico de lentes
que produzem aproximadamente o mesmo efeito. Entretanto, o modelo de pinhole não é
capaz de modelar as distorções produzidas pela lente, nem relacionar a imagem projetada
com as coordenadas da matriz de CCD. Tsai (1986) propôs uma extensão que permite
relacionar de forma mais precisa a imagem esperada da imagem obtida. O modelo possui
11 parâmetros: cinco internos (ou intŕınsicos):
• f - distância focal da câmera,
• κ - coeficiente de distorção de primeira ordem,
• Cx, Cy - coordenadas do centro radial da lente,
• sx - fator de escala para incertezas devido à reamostragem horizontal da placa de
captura (framegrabber),
e seis externos (ou extŕınsicos):
• Rx, Ry, Rz - ângulos de rotação para a transformação entre os sistemas de coorde-
nadas do mundo e da câmera, e
• Tx, Ty, Tz - componentes translacionais para a transformação entre os sistemas de
coordenadas do mundo e da câmera.
Os parâmetros internos dizem respeito à geometria interna e caracteŕısticas ópticas
das lentes e do dispositivo sensor de imagem. Este parâmetros descrevem como a câmera
forma a imagem, enquanto os parâmetros externos descrevem a postura da câmera em
relação a um sistema de coordenadas global.
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4.2 Calibração
O processo de calibração interna de uma câmera consiste em recuperar os parâmetros in-
tŕınsicos (fotogrametria) da câmera, como distância focal f e do ponto principal (x0, y0)
T
no plano imagem ou da posição do centro de projeção (x0, y0, f)
T no sistema de coorde-
nadas da imagem.
O método de calibração de Tsai (1986) permite recuperar a orientação interna, os
coeficientes de distorção, e o fator de escala que mais se ajustam às coordenadas de uma
grade de pontos cujas coordenadas são previamente conhecidas.
O processo consiste em, dado um alvo de calibração que contenha figuras geométricas
como ćırculos, quadrados, retas, cujas caracteŕısticas sejam conhecidas a priori, relacionar
estas informações com as projeções na imagem dessas caracteŕısticas, e as respectivas
distâncias em pixels na imagem. Os alvos de calibração planares são mais fáceis de
construir sendo mais precisos, entretanto apresentam limitações no processo de calibração
da câmera.
4.2.1 Matriz Essencial
Uma estratégia para extração dos parâmetros é, dado um conjunto de pontos cujas coor-
denadas são conhecidas em um sistema de coordenadas F0 e sabendo a matriz de trans-
formação sR̄0 montar um sistema linear associando os parâmetros intŕınsicos com as co-
ordenadas dos pontos e resolver o sistema por um método como o de mı́nimos quadrados
ou o Lagrangiano. Seis pontos não-coplanares são suficientes para resolver o sistema mas,
a fim de obter resultados mais precisos, freqüentemente centenas de pontos são utilizados
(ver algoritmo).
Algoritmo 1 Algoritmo de Calibração
1: Lê coordenadas dos pontos de calibração
2: Calcula centro da imagem e dimensão do pixel
3: Transforma coordenadas do pixel para mm
4: Monta as matrizes A de coeficientes do sistema, vetor B de termos independentes e
X de incógnitas
5: Resolve a matriz
6: Calcula os parâmetros da câmera: Distância focal, fator de escala
Outra forma de imaginar a câmera é como sendo uma transformação linear em coor-
denadas projetivas ou seja:

















Onde T é uma matriz 3 x 4 geralmente chamada de matriz perspectiva. As coordenadas
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a21 a22 a23 a24
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xch4 = a11X + a12Y + a13Z + a14
ych4 = a21X + a22Y + a23Z + a24
ch4 = a41X + a42Y + a43Z + a44
(4.6)
Resolvendo o sistema em termos de x e y temos:
{
a11X + a12Y + a13Z + a41xX − a42xY − a43xZ − a44x+ a14 = 0
a21X + a22Y + a23Z + a41yX − a42yY − a43yZ − a44y + a24 = 0
(4.7)
{
P tt1 + t14 − u(P tt3 + 1) = 0
P tt2 + t24 − v(P tt3 + 1) = 0
(4.8)
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Algoritmo 2 Algoritmo de Reconstrução
1: para cada par de imagens faça
2: Calcule o centro óptico
3: Calcule a calibração da imagem
4: Calcule a linha de base
5: enquanto houver pontos correspondentes faça
6: Lê as coordenadas 2D
7: transforma de pixels para mm
8: calcule o raio de projeção e o vetor unitário
9: calcule c1 = u0 ∗ δ, c2 = u0 ∗ u1, c3 = u1 ∗ δ, c4 = 1− (c2 ∗ c2)
10: calcule a0 = (c1− c2 ∗ c3)/c4, b0 = (c2 ∗ c1− c3)/c4




O ser humano é capaz de determinar com precisão a distância de um objeto ape-
nas usando o sentido da visão. A prinćıpio, a visão contêm informação suficiente para
construirmos um modelo tridimensional do ambiente.
Dada uma única imagem não é posśıvel, porém, deduzir a geometria espacial da cena
observada, devido ao fato de um ponto na imagem corresponder a projeção de uma linha
no espaço. Diversas técnicas foram desenvolvidas nos últimos anos com o objetivo de
extrair a informação perdida:
Shape from shading utiliza o fato que os objetos possuem orientações diferentes. A
intensidade lumininosa que reflete em uma superf́ıcie depende do ângulo de incidência
e, conseqüentemente, cada superf́ıcie tem um brilho diferente na imagem, esta variação
espacial da luminosidade é conhecida como shading. Entretanto, um ponto provê uma
única informação, enquanto a superf́ıcie possui dois graus de liberdade. Para determinar
a orientação, é necessário uma segunda medida usando, por exemplo, uma iluminação
diferente. Este método não é muito eficaz em sistemas de tempo real.
Shape from texture procura determinar a orientação de uma superf́ıcie estudando o
efeito de distorção da luz em diferentes texturas.
Estrutura por movimento(structure from motion) mede o fluxo ótico de um objeto e
estima sua estrutura a partir dela. Caso o movimento do objeto seja conhecido em algum
sistema de coordenada, a profundidade pode ser recuperada.
Depth-from-focus/defocus(Noguchi e Nayar, 1996) é uma técnica baseada na incapa-
cidade dos sistemas óticos focarem em uma imagem todas as distâncias, desta forma os
objetos que não se encontram na distância focada têm sua imagem borrada. Deste modo
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uma análise no espaço de freqüência da imagem terá altas componentes nas regiões cor-
respondentes aos objetos perto do foco, enquanto as outras regiões terão valores menores,
permitindo a criação de mapas de profundidade.
A visão estéreo têm sido vastamente estudada, uma vez que a correspondência entre
duas imagens pode ser utilizada para recuperar informação de profundidade da cena, e
pode ser dividida em duas fases:
Correspondência: Determinar, para cada ponto em uma imagem, o ponto correspon-
dente e calcular a disparidade.
Triangularização: Dado o mapa de disparidade, a distância focal e a geometria do
sistema de visão, calcular as coordenadas (X,Y, Z) de cada ponto na imagem.
Considere duas câmeras idênticas C1 e C2 perfeitamente alinhadas distintas apenas na
origem. Seja B a linha de base definida como a distância entre os centros das duas lentes.
Então é posśıvel encontrar as coordenadas (X,Y, Z) de um ponto P dadas as projeções
I1 = (x1, y1) e I2 = (x2, y2) de P nas câmeras C1 e C2.










Entretanto, devido à configuração adotada, temos que a distância Z de P é exatamente
a mesma para ambos os sistemas de coordenadas das câmeras e:
Z1 = Z2 = ZX2 = X1 +B (4.11)









Z = λ− λB
x2 − x1
(4.13)
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Onde x2 − x1 também é chamado de disparidade.
O principal desafio na reconstrução 3D é descobrir nas imagens quais os pontos I1 e
I2 relativos ao mesmo ponto P .
Ao invés de determinar a correspondência entre pontos isolados, uma abordagem que
têm se apresentado mais robusta é o casamento de caracteŕıstica (matching features) que,
embora tenha sido amplamente estudado, ainda constitui um problema em aberto devido
a sua alta complexidade.
O problema de casamento de caracteŕısticas visuais pode ser definido como:
Dada duas imagens de uma mesma cena, obtidas em posições diferentes, e uma carac-
teŕıstica visual comum a ambas, determinar a posição em que se encontra a caracteŕıstica
correspondente na outra imagem.
Dada uma imagem I1 sabemos que o ponto P correspondente pertence à uma reta
passando por I1 e o foco de C1. Se projetarmos esta reta em C2 obtemos uma linha no
plano imagem de C2 onde necessariamente encontra-se presente a imagem de P . Esta
linha é chamada de linha epipolar e a propriedade é chamada de restrição epipolar. Um
dos cuidados a serem tomados é que, devido ao processo de discretização da imagem, uma
coordenada do pixel descreve não uma linha, mas um volume no espaço tridimensional.
Esta e outras imprecisões merecem especial atenção e devem ser levados em conta na fase
de detectar erros no correlacionamento de pontos.
A partir do modelo 3D obtido é posśıvel detectar o alvo, os obstáculos, a posição
relativa do robô, e o espaço livre. Um planejador pode, com base nestas informações,
determinar a trajetória a ser seguida.
Analisando-se o algoritmo 2 nota-se que a complexidade para a reconstrução do modelo
3D da cena é proporcional ao número de pixels da imagem, inviabilizando a criação de
algoritmos capazes de responder a mudanças dinâmicas do ambiente sem a utilização de
hardware dedicado.
4.4 Detecção e Rastreamento de Caracteŕısticas Vi-
suais
A realização de uma tarefa de controle servo visual envolve o rastreamento das carac-
teŕısticas visuais a serem controladas. Ele envolve a extração e localização da caracteŕıstica
em cada uma das imagens.
Os principais obstáculos encontrados são: rúıdo do sensor visual, movimento do objeto,
restrições de tempo real e múltiplas caracteŕısticas na cena.
O rastreamento de caracteŕısticas visuais envolve duas etapas:
• Detecção da Caracteŕıstica
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• Rastreamento em uma seqüência de imagens
O primeiro passo para realizar a análise das imagens é realizar a sua segmentação.
Subdividimos uma imagem em suas partes ou objetos constituintes. O ńıvel de subdivisão
depende do problema ser resolvido, ou seja, a segmentação deve parar quando os objetos
de interesse forem isolados.
A segmentação faz uso de uma propriedade básica em escala de cinza: A descontinui-
dade e similaridade. Descontinuidade é a variação brusca da intensidade e é usada para
detecção de linhas e bordas na imagem. Similaridade representa uma continuidade da in-
tensidade dos pixels e algoritmos de crescimento de regiões, divisão e fusão são utilizados
também.
Uma técnica muito usada para detecção é a convolução ou varredura por uma máscara.
A máscara nada mais é que uma imagem contendo um padrão capaz de detectar uma
propriedade.
4.5 Detecção da Caracteŕıstica
4.5.1 Template Matching
Uma técnica muito utilizada em visão de máquina, denominada template matching, con-
siste em convoluir a imagem alvo com um conjunto de máscaras, cujo conteúdo é a imagem
do objeto a ser detectado em diferentes orientações. Uma análise da intensidade da res-
posta identifica onde o objeto encontra-se. Esta técnica permite a detecção tanto de
caracteŕısticas complexas como simples sem elevar o custo computacional, sendo mui-
to utilizado na inspeção de produtos de linha de produção. Entretanto, sua principal
desvantagem encontra-se na necessidade de ambientes de trabalho estruturados, onde as
condições são altamente controláveis, tais como iluminação, calibração da câmera.
4.5.2 Detectores de Borda
As bordas são pixels em torno do qual a imagem apresenta uma variação brusca de in-
tensidade. Tal interesse deve-se ao fato de que elas geralmente definem os contornos
dos objetos de interesse da cena, além de serem elementos básicos para os algoritmos de
calibração, visão estéreo, dentre outros. Entretanto, note que o rúıdo também é caracte-
rizado por uma variação brusca na intensidade. Algoritmos detectores de borda devem
ser robustos aos rúıdos na imagem.
O processo de detecção de bordas é composto de três etapas:
• Suavização: Supressão do rúıdo da imagem sem, entretanto, afetar as bordas ver-
dadeiras.
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• Realce: Filtragem do sinal, tal que a resposta seja alta em torno das bordas e baixo
caso contrário.
• Localização: Decisão quais os máximos detectados correspondem a bordas verda-
deiras.
A filtragem linear no domı́nio espacial pode ser entendida como a convolução relacio-
nada a uma transformada de Fourier.






h(i, j)f(x− i, y − j) (4.14)
onde h corresponde ao filtro, f é a imagem de entrada e g é o resultado da filtragem














Para o caso discreto, uma aproximação para a magnitude do gradiente foi dada como
































A detecção de borda é tipicamente feita através da aplicação de um operador local
diferencial.
Seja f(x, y) a função de intensidade de uma imagem.
O módulo deste vetor é freqüentemente aproximado pelo valor:
∇f = |Gx|+ |Gy| (4.18)




Figura 4.3: Vizinhança de um pixel
Considerando o ponto (x, y) como sendo z5 (Fig. 4.3) temos que o valor das derivadas
parciais pode ser dada por:
Gx = (z7 + 2z8 + z9)− (z1 + 2z2 + z3) (4.19)
Gy = (z3 + 2z6 + z9)− (z1 + 2z4 + z7) (4.20)
Que correspondem à aplicação das máscaras de Prewitt (equação 4.17).
Como visto previamente, existem diversos tipos de detectores de borda, entretanto
para determinar qual deles deve ser escolhido, alguns aspectos devem ser levados em
conta:
Critérios para definir um detector ótimo:
1. Detecção: Minimizar a probabilidade de ocorrência de falsos positivos (rúıdos de-
tectados como sendo bordas) e de falsos negativos (bordas não detectadas);
2. Localização: As bordas detectadas devem estar o mais próximo posśıvel das bordas
reais;
3. Unicidade: Cada pixel correspondente a uma borda deve produzir uma única res-
posta.
Entretanto, existe um compromisso entre os dois primeiros critérios, ou seja, pode-se
projetar um algoritmo de detecção ótimo ou de localização ótima, porém, não é posśıvel
projetar um algoritmo que maximize ambos os critérios. O detector de borda de Canny
(Canny, 1986) corresponde ao melhor compromisso que se pode obter, sem penalizar em
demasia nenhum dos critérios.
4.5.3 Transformada de Hough
A transformada de Hough consiste no mapeamento do problema de detecção de um padrão
geométrico, definido no espaço de representação da imagem, para o problema de detecção
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Figura 4.4: Transformada de Hough para retas.
de máximo em um outro espaço de representação. Considere uma reta r (Fig. 4.4) e três
pontos (p1, p2, p3) ∈ r. A representação normal de uma reta é dada por:
x cos θ + y sin θ = ρ (4.21)
Seja (ρr, θr) os parâmetros de r. O plano ρθ é chamado de espaço de parâmetros e o
conjunto de todas as retas que um ponto pi pode pertencer é definido por uma curva
senoidal em ρθ.
A abordagem proposta por Hough (Alg. 3 (Trucco e Verri, 1998)) vem do fato que,
embora existam infinitas curvas para cada ponto de r, todos elas se interceptam no ponto
(ρr, θr).
Subdividindo o espaço de parâmetros nas chamadas células acumuladoras e associando
à cada célula a soma de curvas que passam por ela, é fácil notar que a célula com maior
valor corresponde aos parâmetros da reta original, r.
Esta técnica também pode ser utilizada para detectar outras caracteŕısticas geométri-
cas, tais como elipses. Entretanto, o espaço de parâmetros cresce a medida que primitivas
mais complexas são utilizadas, aumentando a complexidade do algoritmo.
Atualmente, os principais avanços nesta área encontram-se no desenvolvimento de
algoritmos probabiĺısticos (Matas et al., 1999).
A transformada de Hough para retas possui complexidade de tempo O(n2). Onde n
é o número de pontos que são obtidos a partir da sáıda do detector de borda. Existe
então um novo compromisso entre o detector de bordas e a transformada de Hough, ou
seja, o tempo de computação da transformada de Hough encontra-se diretamente ligado
com a sáıda do detector de borda utilizado, e o tempo total de computação não pode ser
desacoplado, devendo ser medidos em conjunto.
4.5.4 Morfologia Matemática
A morfologia matemática é uma técnica não-linear de processamento de imagens baseado
na teoria de conjuntos. Ela consiste em manipular a imagem como um conjunto (de
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Algoritmo 3 Transformada de Hough
pre-condição Imagem binária E, M ×N , onde E(i, j) é 1 se o pixel for de borda, 0 caso
contrário. Sejam ρd, θd vetores contendo a discretização do espaço de parâmetros de
tamanho R e T respectivamente.
1: Discretize o espaço de parâmetros usando intervalos δρ, δθ.
2: Seja A(R, T ) uma matriz de Acumuladores, inicialmente zero.
3: para cada pixel E(i, j) tal que E(i, j) = 1 faça
4: para h = 1 até T faça
5: Seja ρ = i cos θd(h) + j sin θd(h)
6: Ache o ı́ndice k do elemento de ρd mais próximo de ρ
7: Incremente A(k, h)
8: fim para
9: fim para
10: Ache todos os mı́nimos locais (kp, hp) tal que A(kp, hp) > τ , onde τ é um limiar
fornecido pelo usuário.
11: O conjunto de pares (ρd(kp), θd(kp)) são as retas detectadas.
pixels), ao invés de uma função de intensidade. A maioria das operações morfológicas
sobre conjunto necessitam de dois operadores. Um desses elementos é uma imagem bem
definida denominada elemento estruturante, que é comparada com o conteúdo da imagem
que se deseja analisar. O elemento estruturante define as caracteŕısticas geométricas e/ou
topológicas relacionadas com a informação que se pretende extrair da imagem.
Sejam A e B dois conjuntos de Z2, com componentes a = (a1, a2) e b = (b1, b2),
respectivamente.
A translação de A por x = (x1, x2), denotada por (A)x é definida como:
(A)x = {c | c = a+ x, para a ∈ A} (4.22)
A reflexão de B denotada por B̂ é definida como:
B̂ = {x | x = −b, para b ∈ B} (4.23)
O complemento do conjunto A é definido como:
Ac = {x | x /∈ A} (4.24)
A diferença entre A e B é definida como:
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A−B = {x | x ∈ A, x /∈ B} = A ∩Bc (4.25)
A dilatação de A por B é:
A⊕B = {x | (B̂)x ∩ A 6= ∅} (4.26)
Onde B é denominado elemento estruturante. A dilatação expande uma imagem.
A Erosão de A por B é:
AªB = {x | (B)x ⊆ A} (4.27)
A erosão reduz uma imagem e tem um efeito como se passássemos uma borracha.
A abertura de A por B é:
A ◦B = (AªB)⊕B (4.28)
O fechamento de A por B é:
A •B = (A⊕B)ªB (4.29)
4.6 Rastreamento de Caracteŕısticas Visuais
4.6.1 Janela de Interesse
Para diminuir o processamento computacional do rastreamento das caracteŕısticas visuais,
uma estratégia utilizada são as janelas de interesse. A janela de interesse constitui-se de
uma sub-região na imagem em torno da caracteŕıstica visual. Supondo que o deslocamento
sofrido pela caracteŕıstica entre duas imagens consecutivas é pequeno o suficiente, garante-
se que a caracteŕıstica visual encontra-se presente na janela de uma imagem para outra,
diminuindo o esforço necessário.
Esta estratégia é dividida em duas fases, na primeira, geralmente com o robô sem
movimento, a imagem é tratada em quadro completo e são detectadas a posição das
caracteŕısticas desejadas. Na segunda fase, com o robô realizando sua tarefa, o algoritmo
de segmentação é executado em uma janela em volta da posição anterior, que é atualizada
a cada nova iteração.
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A localização da caracteŕıstica visual dentro da janela pode ser feita a partir da mesma
seqüência de filtros da primeira fase. Entretanto, este método não leva em consideração
nem as informações calculadas previamente, nem o fato do alvo ocupar proporcionalmente
uma área maior. O método proposto por (Papanikolopoulos et al., 1991) utiliza a cha-
mada diferença da soma dos quadrados modificado (modified sum-of-squared difference) e
considera uma seqüência de imagens como sendo uma função de três variáveis, I(u, v, t),
duas relativas ao espaço, u e v e uma relativa ao tempo, t. Considere duas imagens
seqüenciais, A e B e um ponto Pa = (ua, va) ∈ A, seja Pb = (ua + dx, va + dy) ∈ B o
ponto correspondente. Assumindo que a intensidade do ponto é invariante no tempo e
que o tempo de amostragem é rápido o suficiente, dx e dy são menores que um certo valor
L. Então o estimador SSD seleciona o deslocamento (dx, dy) que gera um erro mı́nimo.
Entretanto tal rastreador necessita um padrão constante na imagem, o que não é válido
quando nos aproximamos ou afastamos do alvo.
Outra alternativa é utilizar uma seqüência de filtros diferentes, visando um determi-
nado objetivo, por exemplo, optar-se por filtros menos robustos, porém mais rápidos.
Caso o sistema não apresente movimentos bruscos ou a taxa de amostragem seja alta,
a estimativa da nova posição pode ser feita utilizando-se o valor da caracteŕıstica anterior,
caso contrário métodos como filtro de Kalman ou a própria matriz de interação devem
ser usados na sua determinação.
4.7 Conclusão
Como visto no ińıcio do caṕıtulo, os algoritmos necessários para realizar a reconstrução
tridimensional da cena são senśıveis à precisão do alvo de calibração, ao método de ca-
libração e à robustez do casamentos de caracteŕısticas correspondentes, além de serem
computacionalmente complexos. Desta forma, embora a abordagem do controle baseado
na posição seja, do ponto de vista do controle, mais fácil de ser implementada, a solução
geral é extremanente sujeita a erros, e o tempo de processamento necessário para realizar
a reconstrução em tempo real demandaria processadores dedicados.
Ao contrário, as técnicas de visão computacional necessárias para realizar o controle
servo visual baseado na imagem fazem uso de primitivas mais simples, e que podem
inclusive ser implementadas em hardware, sendo portanto mais robustas, obtendo taxa
de amostragem muito superior podendo inclusive ser implementadas em equipamentos
menos sofisticados.
Geralmente, antes de se realizar a segmentação dos elementos da imagem utilizados
no controle, faz-se necessário pré-processar a imagem a partir de filtros, escolhidos em
função da aplicação e do tipo de imagem recebida. Quanto maior a quantidade de filtros,
maior será o custo computacional total do controle servo-visual.
Caṕıtulo 5
Resultados Experimentais
5.1 Plataforma de Desenvolvimento
Figura 5.1: Nomad 200
A plataforma de desenvolvimento é constitúıda por um computador desktop, rodando o
sistema operacional Linux e o simulador do Nomad, onde os algoritmos são desenvolvidos,
e a plataforma robótica experimental, onde os algoritmos são efetivamente testados e
validados.
A plataforma experimental presente na Divisão de Robótica e Visão Computacional
do Centro de Pesquisas Renato Archer (DRVC/CenPRA) e utilizada neste trabalho de
pesquisa é um robô móvel terrestre com rodas Nomad 200 contendo as seguintes carac-
teŕısticas:
• Conjunto mecânico constitúıdo de três corpos ŕıgidos:
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(a) Esquema da vista lateral do Nomad.
câmera
pan−tilt
(b) Esquema da vista superior do Nomad.
1. Base: Referente à parte inferior do robô, onde encontra-se fixado o sistema
de locomoção, formado por três rodas, dispostas nos vértices de um triângulo
equilátero e com mecanismo de atuação synchro drive (Fig. 5.1) caracterizan-
do uma configuração de rodas do tipo (1, 2). Este mecanismo caracteriza-se
pelo fato das rodas rotacionarem em torno do seu próprio eixo e, em um dado
instante, as rodas estarem orientados na mesma direção, movendo-se a mesma
velocidade permitindo, desta forma, que o robô rotacione em torno do próprio
eixo, controlando a orientação θ diretamente. O controle deste mecanismo é re-
alizado associando-se um motor à rotação das três rodas, e um segundo motor
responsável pela translação. A velocidade lateral é sempre zero, constituindo
a restrição não-holonômica do sistema. Entretanto, tal sistema apresenta sen-
sibilidade a variações no terreno, sendo seu uso recomendado para ambientes
planos;
2. Torre: Fixada sobre a base, possui um formato ciĺındrico, e adiciona um grau de
liberdade de revolução em relação à base, no mesmo eixo da base. Os sensores
de distância encontram-se fixos na torre, bem como a bússola e o computador
interno do Nomad;
3. Pan-tilt : Fixada sobre a torre, o pan-tilt é um conjunto de dois motores de
passo que adicionam dois graus de liberdade de revolução em relação à tor-
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Figura 5.2: Sistema de locomoção synchro drive.
re. Ao contrário das juntas anteriores, esse sistema não é capaz de realizar
uma revolução completa sobre seus eixos, apresentando um ângulo máximo de
rotação. Sobre o pan-tilt é acoplado uma câmera;
• O sistema mecânico previamente descrito serve de plataforma onde são embarcados
diversos tipos de sensores, cada um possuindo limitações próprias, melhor adaptada
para um determinado tipo de tarefa:
1. Encoders : Torre e base possuem encoders que retornam a postura (x, y, θ) do
robô em relação a um referencial global, previamente definido, além da rotação
da torre.
2. Bumper : Dois aros de borracha, contendo dez sensores de toque cada, são
responsáveis por indicar a colisão com obstáculos, sendo posśıvel sua utilização
em tarefas de manipulação de objetos;
3. Sonar: 16 sonares dispostos ao redor da torre, espaçados 22,5 graus cada,
provêem informação de distância no intervalo de 0,2 metros até 6 metros, com
ângulo de cobertura de 25 graus e precisão de 1
4. Infravermelho: 16 sensores de infravermelho provêem informação de distância
até 1 metro.
5. Câmera CCD monocular preto e branco e uma placa digitalizadora Data Trans-
lation DT-3155, provendo 30 quadros de 712 por 468 pixels por segundo.
• O Nomad 200 é equipado com um processador Pentium 133 Mhz, com 32 MBytes de
memória RAM e placa mãe padrão PICMG, permitindo que o robô seja comandado
por joystick mesmo na falha do processador. O sistema operacional utilizado é o
Linux, kernel 2.0.4. Os algoritmos são implementados nas linguagens Tcl/Tk e
em C. Todos os processos são executados de forma seqüencial e mono-processadas.
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A aquisição da imagem, processamento, segmentação, e cálculo dos parâmetros das
caracteŕısticas, que normalmente demandam um esforço computacional considerável
é formado por componentes off-the-shelf caracterizando-se uma solução acesśıvel.
A distância obtida pelo sonar é calculado em função do tempo de vôo entre o sinal
acústico, emitido por um sistema sonoro, e a leitura realizada pelo sensor. Entretanto,
a distância real entre um objeto e o robô não é função apenas da distância, sofrendo
influência de outros fatores, como o tipo de superf́ıcie, que pode absorver mais ou me-
nos energia sonora, a geometria do objeto e a temperatura e umidade do ambiente, que
influenciam nas caracteŕısticas do ar. Além desses fatores, o sonar, como outros formas
de medida, caracterizam-se por necessitarem emitir uma certa energia no ambiente para
realizar a medida. A visão, por outro lado, é um sensor de medida passivo.
5.1.1 Arquitetura de Software











Figura 5.3: Arquitetura de Software original.
A arquitetura de software original do Nomad apresenta dois modos de operação(5.1.1):
• Modo direto: O programa comunica-se diretamente o robô.
• Modo cliente: O programa cliente comunica-se com um servidor (Nserver) que pode,
tanto transmiti-las para o robô real, ou simular o seu comportamento.
Sendo constitúıda de três módulos:
robotd: Processo iniciado no boot do sistema, aceita tanto comunicação pela porta serial
(modo direto), quanto através do protocolo TCP/IP (modo cliente). É responsável
por aceitar conexões, receber comandos, realizá-los, e comunicar o estado do robô;
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Nserver: Provê uma interface gráfica permitindo a visualização dos dados recebidos pelo
robotd, envio dos comandos, e simulação do funcionamento do robô real;
Nclient/Ndirect: API dispońıvel para o desenvolvimento de aplicações na linguagem
C. Conecta a aplicação desenvolvida com o servidor Nserver ou diretamente com
o robotd.
Entretanto, o software servidor não é capaz de simular os sensores e demais equipa-
mentos que não foram adquiridos na compra da plataforma robótica. Dentre o hardware
que não é coberto pelo simulador, encontram-se o sistema de visão e o pan-tilt. Outra
limitação é que ela provê interface apenas para a linguagem C e, o laboratório possui
diversas aplicações implementadas na linguagem Tcl/Tk, cuja principal vantagem é ofe-
recer uma etapa de desenvolvimento rápida, validando inicialmente as hipóteses evitando
a implementação de todos os detalhes.
Outro problema encontrado durante o desenvolvimento da tarefa de transição deve-
se a uma limitação do driver da placa digitalizadora, que não permite que mais de um


















driver Pantilt driver DTNdirect
Figura 5.4: Arquitetura do sistema
Para contornar os problemas enunciados, optou-se por desenvolver módulos usando
a arquitetura cliente/servidor para cada equipamento não implementado. Os módulos
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foram inclúıdos em uma biblioteca, provendo uma interface única para toda a plataforma
robótica (Fig. 5.4).
A parte cliente é responsável por oferecer a interface na linguagem desejada, no caso
particular, dois clientes foram implementados para cada módulo, uma para a linguagem
C (para o programa que implementa o seguimento de corredor) e outra para Tcl (para o
posicionamento dos quatro pontos), e este conecta-se com o servidor para obter os dados
e enviar comandos.
No caso do módulo de aquisição de imagens, a comunicação entre o servidor e o cliente
é feito através de dois mecanismos de IPC (Inter Process Communication):
• Memória Compartilhada: Devido ao tamanho das imagens capturadas, as imagens
adquiridas são gravadas em uma posição compartilhada de memória, onde cada
processo que deseja acesso pode realizar a leitura apenas da área de interesse;
• Sockets : Os sockets são usados para controlar as requisições por novas imagens, e a
concorrência do recurso.
Uma das dificuldades na realização de uma aplicação robótica encontra-se no fato de,
em muitos casos, o desenvolvimento ser realizado fora do hardware onde ele será executado,
devido às limitações do sistema, como a dificuldade de manipulação do código fonte ou
visualização dos resultados. Este tipo de dificuldade teve que ser tratada neste trabalho,
pois o sistema operacional do Nomad 200 não possui ambiente gráfico e conecta-se à rede
do CenPRA através de um link de rádio de 1Mbps, causando o atraso de alguns segundos
para visualização de uma única imagem capturada pela câmera.
Outra questão que deve ser levado em consideração é que em muitas ocasiões o algo-
ritmo em desenvolvimento pode afetar a integridade do robô, causando danos graves à
ele ou até riscos a outras pessoas. Com um peso ao redor de 60 Kg, o Nomad 200 pode
causar estragos consideráveis.
Desta forma, é crucial a existência de um simulador que permita corrigir o maior
número de erros posśıveis antes de migrar os algoritmos para o sistema real.
Visando este objetivo, os módulos servidores passaram a, além de permitirem o aces-
so ao hardware, simular o funcionamento do sistema robótico. No caso do pan-tilt, ela
consiste simplesmente na atualização da posição de acordo com o comando de velocidade
previamente enviado e do tempo transcorrido. A implementação do simulador do sistema
de visão restringiu-se a simular o ambiente das tarefas propostas (seguimento de corredor,
posicionamento dos quatro pontos e transição entre as tarefas) e, portanto, constrói um
ambiente virtual composto por uma parede lateral, uma parede ao fundo, e os quatro
pontos afixados na parede dos fundos.
A imagem é constrúıda a partir da leitura da odometria retornada pelo simulador
original do Nomad, da posição obtida pelo simulador do pan-tilt e dos parâmetros de
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configuração dados pelo usuário para as posições desejadas das paredes.
Figura 5.5: Tela do simulador.
A figura 5.5 mostra uma imagem da tela de execução do ambiente de simulação desen-
volvido. A janela da direita é a imagem do simulador do Nomad em execução, onde o robô
é representado pelo ćırculo vermelho preenchido, as paredes são as barras pretas em L e o
traço que aparece sobre a figura do Nomad representa o conjunto pan-tilt/câmera monta-
da sobre ele. Na janela da esquerda vê-se a imagem gerada pelo simulador onde aparecem
a parede do fundo, os quatro pontos fixados nela, e o rodapé esquerdo. Finalmente a
janela inferior mostra a sáıda da execução do algoritmo de visual servoing.
A distância focal foi determinada experimentalmente, capturando uma imagem através
da câmera do Nomad e ajustando o valor até que ambas as imagens coincidissem visual-
mente.
Com estes servidores obtém-se novamente um ambiente de simulação completo, in-
corporando os novos componentes de hardwares, permitindo um desenvolvimento mais
rápido e confiável. Entretanto deve-se levar em consideração que os modelos são bem
simples e diferenças do comportamento observado no simulador para o robô real devem
ser esperadas.
A próxima etapa é integrar as interfaces e os drivers criando uma interface única,
encapsulando o hardware do Nomad gerando um novo ńıvel de abstração. Assim, futuras
aplicações poderão acessar o robô de forma transparente e, a atualização ou troca de com-
ponentes pode ser realizada sem que haja necessidade de alterar o código das aplicações
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já desenvolvidas. Os comandos de movimentação do pan-tilt e dos motores do Nomad,
anteriormente realizadas separadamente, agora é feito através de um único comando.
Nesta camada também podem ser inclúıdos tarefas cŕıticas, referentes a segurança do
sistema, tais como limitar a velocidade máxima em ambientes estreitos (como portas),
cortar o movimento quando ocorre colisão, ou usar algoritmos de desvio de obstáculos.
5.2 Implementação da Tarefa de Seguimento de Tra-
jetória
Neste caso, a metodologia de visual servoing apresentada por Espiau et al. (1992) foi
implementado com sucesso para o problema de seguimento de uma trajetória definida
por um dos corredores do DRVC/CenPRA (Shiroma et al., 2003). O objetivo proposto
é fazer com que o robô possa seguir o corredor usando somente a informação visual sem
necessidade de hardware especial ou sofisticado.
Uma caracteŕıstica visual marcante em corredores refere-se às suas intersecções com o
teto (pé direito) e o chão (rodapé). Neste tarefa, a trajetória é definida pelo rodapé do
corredor esquerdo e, ao contrário de outros trabalhos, nenhuma reconstrução tridimen-
sional da cena é realizado, nem é necessário realizar a calibração da câmera e a única
informação sensorial utilizada é aquela definida pela imagem da reta do rodapé esquerdo.
Nas próximas seções detalha-se os aspectos de visão, os aspectos de controle e as etapas
para o desenvolvimento da solução proposta.
5.2.1 Aspectos de Controle
Os aspectos de controle incluem a definição dos sistemas de coordenadas para os elementos
do sistema, cálculo do Jacobiano de transformação de velocidades, cálculo da matriz de
interação para a reta e projeto do controlador e já foram discutidas no caṕıtulo 3
O problema pode ser tratado como sendo uma ligação virtual prismática entre a câmera
e o corredor (Rives, 1999). Como visto anteriormente, uma caracteŕıstica da imagem que
satisfaz este tipo de ligação é uma reta paralela ao corredor. O vetor s de parâmetros de




. Aplicando a metodologia de visual





A velocidade na câmera é traduzida para as velocidades nos atuadores que a realizam
através da equação u = J−1TS onde J é dada pelas equações 3.63, 3.54.
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5.2.2 Aspectos de Visão
As tarefas relacionadas com visão incluem aquisição da imagem, processamento da ima-
gem, segmentação da caracteŕıstica (rodapé), rastreamento e cálculo dos parâmetros ρ
(distância em relação à origem) e θ(inclinação) da reta.
(a) Imagem capturada do corredor. (b) Quadro completo.
(c) Janela de interesse.
Figura 5.6: Filtro de Canny.
A imagem captura pela placa frame grabber (Fig. 5.6(a)) deve ser processada a fim de
obter os parâmetros correspondentes a reta definida pelo rodapé. Inicialmente a imagem
é processada por um filtro detector de borda do tipo Canny (seção 4.5.2) (Fig. 5.6(b)) e
as retas são obtidas utilizando a transformada de Hough (seção 4.5.3).
O processamento da imagem mostrou-se, como esperado, a etapa mais demorada.
Dentre as técnicas implementadas visando melhorar o tempo de processamento cita-se no
uso de uma estratégia mista de quadro completo e janela de interesse (seção 4.6). Inicial-
mente com o robô parado, a detecção dos parâmetros da reta é feito sobre toda a imagem
(quadro completo) e, a seguir, uma sub-região em torno da imagem do rodapé é escolhida
(janela de interesse) (Fig. 5.6(c)). A partir deste momento, todo o processamento é feito
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na janela de interesse, que é re-calculada a cada nova iteração. Caso o movimento do robô
seja brusco, fazendo com que o rodapé saia da janela de interesse, o movimento do robô
é interrompido e realizamos o processamento em quadro completo novamente.
O desenvolvimento realizado para completar a tarefa pode ser dividido em três etapas,
descritas a seguir.
5.2.3 Definição dos requisitos
O primeiro passo necessário é levantar os requisitos necessários para a realização da ta-
refa, dividi-la em sub-tarefas menores e determinar a dificuldade inerente de cada uma
delas. Realizar uma busca em torno de soluções já implementadas e a viabilidade de reu-
tilizá-las. A transformada de Hough constitui uma solução consolidada para o problema
de segmentação de retas, existindo uma diversidade de extensões e implementações da
transformada dispońıveis.
Devido à grande quantidade de implementações, decidiu-se por procurar um pacote
de processamento de imagens dispońıvel que fosse compat́ıvel com a plataforma do la-
boratório, algumas delas, como o OpenCV da Intel não puderem ser aproveitadas, pois
são otimizadas para processadores mais modernos (com recursos MMX) e necessitam de
recursos não dispońıveis no Nomad (kernel antigo), ou no diriǵıvel aéreo (memória em dis-
co). Descartaram-se também, soluções de código fechadas, que não permitiam a alteração
do código e com estruturas de dados muito complexas, que dificultavam sua manipulação.
Após a escolha do pacote KUIM, deve-se integrar os algoritmos e implementações
às necessidades e particularidades do problema; padronizando as estruturas internas que
representam a imagem com o restante do programa, e retirando as partes que não são
relevantes (visualização).
Os algoritmos de controle (visual servoing) e as matrizes de transformação de velocida-
des foram também implementadas. Dentro dos requisitos encontram-se o desenvolvimento
da plataforma de simulação e as bibliotecas de acesso ao hardware previamente enuncia-
das.
5.2.4 Separação em módulos
A próxima etapa refere-se a divisão dos requisitos levantados em módulos, permitindo
uma melhor compreensão do todo e a realização de testes isolados para cada módulo,
observe por exemplo o trecho de código ilustrado no algoritmo 4.
A complexidade deve-se não ao tamanho do código em si, mas é causado principalmente
à existência de muitos aspectos novos e distintos que se misturavam num mesmo trecho
de código. As linhas (2, 6 e 8) são referentes ao hardware do sistema, em (3, 4 e 5) tem-se
aspectos de processamento de imagem e em (7) os aspectos de controle.
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Algoritmo 4 Laço de controle para seguimento de retas
1: enquanto r 6= ∅ faça
2: img ← Captura imagem da Frame Grabber()
3: img2← Sobel(img, j)
4: r ← Hough(img2, j)
5: j ← Recalcula Janela(j, r)
6: θpan ← Odometria pantilt()
7: u← Controle(θpan, r)
8: Movimenta Nomad(u)
9: fim enquanto






Os comandos de velocidade, aceleração e posição utilizados pela plataforma da Noma-
dic são em décimos de polegadas e décimos de graus com a rotação no sentido anti-horário
positiva.
O pantilt movimenta-se por meio de um motor de passos e todos os comandos dados
utilizam-se do passo como unidade de medida. Um passo corresponde à 0,051428 graus






Figura 5.7: Problema de alinhamento
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Além da diferença de unidades existente entre a plataforma da Nomadic e o pantilt,
os sinais vindos do controlador são dados em SI (m/s e rad/s).
Com a implementação da biblioteca foi posśıvel padronizar as unidades envolvidas e
criar uma interface consistente entre o pantilt, Nomad, frame grabber e o controlador.
O pantilt também possui uma limitação cuja velocidade mı́nima não pode ser menor
do que 32 passos/s (1,65 graus/s), que foi contornado usando a estratégia de enviar um
comando de posicionamento ao invés de velocidade quando esta era menor que 32 passos.
Uma caracteŕıstica do Nomad 200 é que base e torre não estão rigidamente ligados,
embora em muitas aplicações consideremos que eles estejam. Torna-se necessário o ali-
nhamento da base e da torre. O Nomad possui um comando de posicionamento que,
a prinćıpio, deveria resolver o problema mas o que observou-se foi que, para o comando
funcionar corretamente, era necessário limitar a velocidade máxima de rotação à um valor
muito baixo, caso contrário ele não conseguia desacelerar a tempo, passando da posição
desejada. Desta forma o robô demorava um tempo considerável para alinhar-se.
A primeira solução encontrada foi realizar o alinhamento em duas etapas, movendo a
base rapidamente até que a diferença fosse pequena e então diminuir a velocidade máxima.
O algoritmo funcionou perfeitamente, embora ainda encontrássemos uma certa lentidão
para o caso em que a base e torre estivessem muito desalinhados.
A seguir, implementamos um algoritmo simples de controle proporcional onde a velo-
cidade era dada pela diferença entre os ângulos da base e da torre e o sentido dado pelo
sinal da diferença.
Um problema encontrado em ambas as implementações e que parece ser recorrente
quando lidamos com ângulos é que, quando torre e base se encontravam perto da origem,
porém em lados opostos (Fig. 5.7), o algoritmo não era capaz de determinar que o
caminho mais curto deveria passar pela origem (arco ̂315− 0− 30), mas sim pelo arco
oposto ( ̂315− 180− 30)
O problema surge devido a descontinuidade existente entre 0o e 360o e que, matema-
ticamente no R, ângulos perto de 360 não estão perto de 0.
A solução encontrada foi notar que a diferença dos ângulos era superior a 180o sempre
que esta situação acontecia.
Visão
Para validar as modificações feitas nas implementações, foram produzidas imagens de
teste a partir de um editor gráfico e o processamento de imagens, composto por um filtro
detector de borda Sobel e a transformada de Hough foram testados gravando-se as sáıdas
de cada etapa e comparando-as com o resultado esperado.
Em seguida, os parâmetros de cada filtro foram calibrados capturando-se várias ima-
gens do corredor até que o processo tornou-se robusto o suficiente para ser inserido na
aplicação real.
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Devido ao fato do ângulo de tilt ser mantido sempre igual a zero, temos que o ponto
de fuga das retas paralelas ao corredor se encontram no eixo y = 0 e, a imagem do rodapé
sempre estará abaixo do ponto de fuga, de modo que podemos ignorar a metade superior
da imagem. Devido ao fato de segmentarmos apenas o rodapé esquerdo, a transformada
de Hough foi adaptada para processar retas que estivessem apenas entre 0 < θ < 90.
Controlador
Para testar e validar os algoritmos de controle, optou-se por desenvolver um simula-
dor mais simples, capaz de atualizar a posição da plataforma do Nomad e a posição do
pantilt que retornasse os parâmetros da reta que o robô deveria estar vendo caso estivesse
no corredor sem, entretanto, ter a necessidade de implementar os algoritmos de visão
necessários para realizar a extração em si.
A atualização da posição do Nomad e do pantilt desconsidera o modelo de ambos e
supõe que ambos atuam como simples integradores do sinal de comando, válido para o
caso em que o sistema não apresenta grandes velocidades:
θb = θb + θ̇b∆t
θp = θp + θ̇p∆t
X = X + v sin(−θb)∆t
Y = Y + v cos(θb)∆t
(5.1)
Para a reta, temos que:
{
h1 = y + h = 0
h2 = x cos(ψ)/d+ z sin(ψ)/d− 1 = 0
(5.2)
Onde ψ = θp + θb.
A = 0− cos(ψ)h/d
B = 1− 1− 0









Os resultados obtidos para a matriz de interação foram:
h = 0.998
l = 0.5
θd = −0.4644 rad = −26.6110 graus
(5.5)
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LT |s=sd =
(−0.8010 0.4013 0 0 0 −1.0000
















Para o problema de seguimento de trajetória proposto, dois graus de liberdade são
suficientes para garantir a estabilização do sistema utilizando-se o Nomad 200.


























2 DOF Posicao Inicial 
(a) Progressão no espaço.






































Figura 5.8: Simulação para 1200mm e -45 graus
Utilizando o simulador e definindo l = 700mm, como sendo a distância que desejamos
que a câmera permaneça da parede esquerda, simulamos os algoritmos implementados
para o sistema de controle (Eq. 3.41) para três casos:
• Holonômico: Neste caso o robô foi considerado como sendo um sistema holonômico
(sem nenhuma restrição de movimento) e a posição da câmera (conseqüentemente
do robô) foi diretamente atualizada tomando-se a sáıda da matriz de interação.
Os resultados obtidos para o caso holonômico serviram para validar a matriz de
interação utilizada e como guia para o comportamento esperado no robô móvel.
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(a) Progressão no espaço.































Figura 5.9: Simulação para 1200mm e 90 graus
• 2 graus de liberdade: Translação da base e rotação da base (Eq. 3.63). O robô
comportou-se de forma bem oscilatória, não apresentando o decaimento exponencial
esperado, embora acabasse por convergir. (Fig. 5.8) A oscilação nos erros de ρ e
θ deve-se ao fato de ambos os parâmetros encontrarem-se acoplados de forma que,
ao tentarmos estabilizar o erro em um dos sinais, o erro no outro sinal aumentasse.
Problemas de fuga da reta na imagem capturada podem ocorrer pois o movimento
oscilatório faz com que o robô aproxime-se muito da parede. Um ajuste mais preciso
dos ganhos melhora os problemas de estabilização do sistema (Fig. 5.9, 5.10 e 5.11).
• 3 graus de liberdade: Translação da base e rotação da base e do pan (Eq. 3.54)
(Carvalho et al., 2000). As figuras (5.8, 5.9, 5.10 e 5.11) mostram diversas simulações
do algoritmo de controle onde a adição de um grau de liberdade permite desacoplar
os parâmetros e garantir um decaimento exponencial dos erro bem próximo ao
resultado para o caso holonômico.
Embora utilizemos a pseudo-inversa da matriz de interação calculada na posição de-
sejada, ela mostrou-se bem estável mesmo para os casos em que a posição inicial era bem
distante da posição desejada (Fig. 5.10) ou que o erro inicial era grande (Fig. 5.9 e 5.11).
Um ajuste errado nos ganhos dos controladores fez com que, em muitas ocasiões, o
sistema comporta-se de forma completamente impreviśıvel, deixando inclusive de conver-
gir; o controlador para 2 graus de liberdade mostrou-se menos robusto às mudanças nos
ganhos.
Programa Principal
A representação do programa implementado pode, devido à sua baixa complexidade,
ser implementado através do modelo de máquinas de estado (Fig. 5.12). Entretanto este
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(a) Progressão no espaço.






































Figura 5.10: Simulação para 3000mm e -90 graus
Algoritmo 5 PROCURANDO RODAPÉ
pre-condição Imagem de referência presente na imagem capturada
pós-condição Parâmetros da reta (ρ, θ)
img ← Captura Imagem da Frame Grabber
img2← Canny(img)
(ρ, θ)← Hough(img2)
modelo não leva em conta aspectos reativos e caracteŕısticas de tempo real presentes em
aplicações robóticas. Um modelo mais completo pode ser visto em (Espiau et al., 1995).
Nos algoritmos (5 e 6) encontramos uma descrição dos estados necessários para realizar
a tarefa de seguimento de trajetória, mais adiante veremos a descrição para o problema
de posicionamento.
A depuração dos erros foi feita analisando-se a sáıda de cada módulo (Fig. 5.13) mas
ainda assim não foi posśıvel executar com sucesso a tarefa e surgiram erros que não eram
facilmente detectados apenas pela análise das mensagens.
5.2.5 Integração dos módulos
Por último devem ser observados as restrições de tempo real, a integração dos módulos
e de caracteŕısticas intŕınsicas ao Nomad 200, verificando se os testes realizados foram
suficientes ou se novos testes, que não foram anteriormente cobertos, devem ser realizados.
Para detectar e solucionar os outros erros foi necessário melhorar o processo de depu-
ração utilizado até o momento tornando-o mais representativo.
Foi implementado uma biblioteca de IPC (Inter Process Communication) que permitiu
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8000 Posicao Final 
Posicao Inicial 
(a) Progressão no espaço.









































Figura 5.11: Simulação para 400mm e +80 graus
Algoritmo 6 SEGUINDO RODAPÉ
pre-condição Parâmetros da reta (ρ, θ)
pós-condição
enquanto Não chega no fim do corredor faça
j ← Calcula janelas de interesse((ρ, θ))
img ← Captura Imagem da Frame Grabber
img2← Sobel(img)
(ρ, θ)← Hough(img2)
θpan ← Odometria Pantilt
u← Controlador Retas(ρ, θ)
Movimenta Nomad(u)
fim enquanto
transmitir informações de odometria, sinais de erro e sinais de controle à um computador
com monitor permitindo apresentá-los graficamente através do software gnuplot. Além
disso a imagem da janela de interesse era mostrado on-line a partir de uma janela X criada
exclusivamente com esse objetivo (Fig. 5.16). Essas duas novas ferramentas permitiram
descobrir que a convenção para a orientação adotada na transformada de Hough era
ligeiramente diferente daquela usada no controlador, causando inconsistência no sistema.
Verificou-se também que a estimativa inicial para o tamanho da janela precisava ser
redimensionado no peŕıodo transitório do controle, devido ao movimento ser mais brusco
nesta etapa causando a fuga do rodapé da janela de interesse, e que o filtro de Sobel
apresentava problemas em áreas de alta luminosidade, como lâmpadas e seus reflexos,
produzindo bordas largas que eram interpretadas pela transformada de Hough como retas










Figura 5.12: Seguimento de trajetória.
longas, causando a escolha errada para algumas configurações iniciais não presentes nas
imagens de teste (Fig. 5.15(b)).
A solução encontrada foi substituir o filtro de Sobel pelo Canny no processamento de
quadro completo e utilizar o filtro de Sobel (por ter melhor desempenho) nas janelas de
interesse.
Para diminuir o tempo de processamento de imagens, e sabendo-se que entre uma
iteração e outra do controle os parâmetros da reta variam pouco, modificamos a trans-
formada de Hough criando uma janela de interesse para a estrutura interna da matriz de
acumuladores (Fig. 5.14), esta estratégia, além de melhorar o desempenho do algoritmo,
aumentou a robustez do sistema, excluindo falsos candidatos, como os batentes das portas
e as ligações entre as divisórias, de serem computadas pela transformada de Hough.
A seguir validamos os resultados em simulação experimentalmente no Nomad 200. Os
parâmetros da reta obtidos anteriormente através da transformada de Hough são usadas
na equação 3.41 para achar a velocidade no sistema de coordenadas da câmera. A figura
5.18(c) mostra a trajetória do robô no plano, inicialmente distante 1,7 metros da parede.
Ele percorre 3 metros até a estabilização. As figuras 5.18(a) e 5.18(b) mostram a variação
do erro dos parâmetros θ e ρ, respectivamente e apresentam comportamento bem próximo
do esperado.
A implementação de uma aplicação robótica real envolve muitos aspectos e seu desen-
volvimento freqüentemente exige ferramentas de depuração e um processo de validação
sistemático a fim de lidar com o alto grau de complexidade existente.
Modularizar o problema torna-se imprescind́ıvel para que o desenvolvimento seja con-
clúıdo. Cada módulo devendo ser independente dos outros para que ele possa ser testado
individualmente e validado para, a seguir ser inserido na aplicação principal.
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PROCURANDO RODAPE
Movendo NOMAD: V = 0 (1/10 pol/s) Wb = 0 (1/10 g/s) Wp = 0 (passos/s)
0 Capturando imagem da frame graber
Processando imagem
Janela: rho = 0 theta = 0 drho = 500 dtheta = 0
Yi = 240 Yf = 479
Canny = 1760 ms
Hough = 584 ms










Escolhido: rho = -214/-0.268 (pixels/norm)
theta = 67/1.169 (graus/rad)
SEGUINDO RODAPE
Pan pos = -0.000000/-0.000000
1 Capturando imagem da frame graber
Processando imagem
Janela: rho = -214 theta = 67 drho = 40 dtheta = 1
Yi = 240 Yf = 479
Sobel = 85 ms
Hough = 137 ms
Numero de candidatos: 1
279.0 -216.0 -67.0
Escolhido: rho = -216/-0.270 (pixels/norm)
theta = 67/1.169 (graus/rad)
Pan pos = -0.000000/-0.000000
Controle
drho(mm) = -0.2700 dtheta(g) = 37.3 theta pan(g) = -0.0
Vx(mm/s) = 19.972 Vz(mm/s) = 20.000 Wy(g/s) = -13.432
v(mm/s) = 20 thetap_base(g/s) = 9.8 thetap_pan(g/s) = -23.2
Movendo NOMAD: V = 7 (1/10 pol/s) Wb = 97 (1/10 g/s) Wp = 451
(passos/s)
Tempo total = 2862 ms
Pan pos = -0.205714/-0.003590
2 Capturando imagem da frame graber
Figura 5.13: Mensagens dos módulos usados na depuração.
5.2.6 IPC
O Nomad 200, por ser uma plataforma móvel, torna o processo de depuração dos erros
uma ainda mais tarefa complexa pois, toda a verificação de erros deve ser realizado re-
motamente já que é inviável acoplar um monitor e utilizar um teclado enquanto o robô
movimenta-se pelo ambiente.
Desta forma, foi necessário criar uma biblioteca que permitisse a troca de informações
entre a CPU do Nomad e um computador localizado remotamente na rede do CenPRA. A
escolha natural foi utilizar os sockets existentes no protocolo TCP/IP do tipo sock stream
não bloqueantes.
A cada interação da malha de controle é transmitido via socket um pacote contendo
os resultados do processamento de imagem, da matriz de interação, da matriz de trans-
formação de velocidades e da odometria do Nomad (Fig. 5.19).
Além destes dados, a cada cinco interações uma imagem subamostrada do frame cap-
tado pelo Nomad era transmitido e visualizado on-line na máquina remota.
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Figura 5.14: Janela na matriz de acumuladores.
(a) Quadro completo. (b) Janela de interesse.
Figura 5.15: Filtro de Sobel.
Com o objetivo de desacoplar o processamento de imagem do processo principal, fo-
ram usados mais dois tipos de IPC’s: Memória compartilhada e troca de mensagens. A
memória compartilhada permitiu que o buffer onde fica armazenado a imagem pudesse
ser utilizada por diversos processos e a troca de mensagens permitiu que os processos co-
municassem o resultado das operações realizadas sobre o buffer. Com o desacoplamento
é posśıvel garantir que o processo de controle obedeça aos requisitos de tempo real, de
forma que uma interação não ultrapasse um certo limite de tempo, mesmo que o proces-
samento de imagem não consiga acompanhar a freqüência desejada, para isso usaremos
um estimador do tipo filtro de Kalman ou a própria matriz de interação.
A interface da biblioteca de IPC pode ser vista em (Fig. 5.20).
A Fig. 5.21 apresenta uma seqüência de imagens capturas durante a tarefa de segui-
mento de corredor, o intervalo entre as imagens é de 30 iterações do laço de controle e
corresponde a aproximadamente 10 segundos.
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(a) Imagem real vista no cliente. (b) X-Y.
Figura 5.16: Ambiente de depuração.
Algoritmo 7 PROCURANDO 4 PONTOS
pre-condição Imagem de referência presente na imagem capturada
pós-condição Coordenadas dos centróides dos 4 pontos (s)
img ← Captura Imagem da Frame Grabber
blobs← Filtros Morfológicos(img)
s← Heuŕısticas(blobs)
No problema de parada proposto (Fig. 5.22), a imagem de referência localiza-se em
uma parede de madeira e vidro, onde os dois pontos superiores estão na parte envidrassada
e os inferiores na parte de madeira. A configuração utilizada é pouco recomendada em
termos de processamento de imagens, por apresentar grandes irregularidades,validando
desta forma a robustez do algoritmo de visão. Cada ponto da imagem de referência foi
desenhado como um ćırculo preto com um pequeno ćırculo branco no interior. A parte
preta atua como um separador entre o ćırculo branco de quaisquer outras caracteŕısticas
na imagem. Isto garante uma certa independência dos filtros em relação ao meio ambiente
onde ele se encontra, permitindo que esta mesma aplicação seja feita em outro ambiente
sem que haja necessidade de grandes reconfigurações nos parâmetros dos filtros (Fig.
5.23(a)).
O único parâmetro de câmera utilizado é a distância focal nominal. A dimensão do
pixel é calculada utilizando-se o número de pontos e a dimensão real do sensor CCD,
sendo este dado fornecido pelo fabricante.
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(a) Parâmetro ρ. (b) Parâmetro θ.
Figura 5.17: Ambiente de depuração.
Algoritmo 8 SEGUINDO 4 PONTOS
pre-condição Coordenadas dos centróides dos 4 pontos s
pós-condição Posicionamento do robô na distância desejada
enquanto erro > ε faça
j ← Calcula janelas de interesse(s)
img ← Captura Imagem da Frame Grabber
s← Filtros Morfológicos(j, img)




5.3.1 Aspectos de Visão
Os algoritmos implementados durante todo o trabalho foram escritos utilizando um pacote
de morfologia matemática.
A morfologia matemática é uma teoria utilizada no processamento de imagens. Clas-
sicamente a imagem é uma função da amplitude ou intensidade luminosa e de suas co-
ordenadas no espaço. A morfologia matemática trata a imagem a partir da teoria de
conjuntos. Olhando a imagem como um conjunto de pixels, associamos as operações tra-
dicionais de união, intersecção e complemento, associados a um elemento estruturante.
Uma revisão mais aprofundada pode ser vista em Barrera et al. (1994).
A imagem de referência a ser usada consiste de quatro ćırculos pretos de papelão de
13 cm de diâmetro, dentro de cada um deles está circunscrito um ćırculo branco com 5
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Valor de Referencia     
(a) Variação de θ
















(b) Variação de ρ




















) Posicao x−y do robo
Resultado Experimental: Posicao
Distancia lateral percorrida (mm)
(c) Progressão do robô no es-
paço.
Figura 5.18: Experimento realizado no corredor do LRVC/CenPRA.
tempo=3491.822021 rho=51.999998 theta=1.012291 rho ant=51.999998 theta ant=1.012291
rho des=0.000000 theta des=0.619286
x=0.000000 y=0.000000 theta base=0.000000 theta torre=0.000000 theta pan=0.000000
v base=0.000000 w base=0.000000 w torre=0.000000 w pan=0.000000
u.v=20.000000 u.thetap base=0.018445 u.thetap pan=0.087413
Figura 5.19: Exemplo de pacote recebido pela máquina cliente
cm de diâmetro. Os quatro conjuntos de ćırculos estão posicionados de forma a formarem
um quadrado de 50 cm de lado.
A segmentação das caracteŕısticas e seu respectivo rastreamento é realizado em uma
mistura de estratégia baseada em quadro completo e região de interesse. O problema de
visão consiste em extrair da imagem, durante o movimento do robô, as coordenadas de
cada um dos quatro centróides de ćırculos dispostos sobre o papelão.
A seqüência de operadores morfológicos aplicada à imagem de entrada necessários para
segmentar os quatro ćırculos da imagem real e calcular as coordenadas dos centróides
foram (Carvalho et al., 2002):
1. Inverter a imagem.
2. Aplicar um operador de Fechamento para eliminar todos os pixels com área menor
que 200 pixels.
3. Subtrair o resultado da imagem invertida.
4. Aplicar uma Abertura com elemento estruturante de raio 2 eliminando conjuntos
pequenos de pixels.
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sck create() sck connect() sck write() sck read()
msg create() msg connect() msg write() msg read()
shm create() shm connect() shm write() shm read()
Figura 5.20: Interface da biblioteca de IPC.
5. Aplicar um Threshold adaptativo segmentando os quatro ćırculos e obtendo uma
imagem binária .
6. Classificar cada ćırculo com um operador blob, fornecendo informações sobre área,
coordenadas dos centróides e o bounding box.
O problema de visão consiste em extrair quadro a quadro da imagem de entrada as
coordenadas do pixel referentes aos centróides da imagem de referência enquanto o robô
se movimenta. O processamento da imagem completa quadro a quadro torna inviável
obedecer os requisitos de tempo real inerentes ao sistema dada a escolha de utilizar equi-
pamentos off-the-shelf. Para contornar este problema é implementado uma estratégia
mista de segmentação quadro-completo e segmentação de região-de-interesse.
Com o robô parado, os filtros morfológicos são aplicados ao quadro todo, o conjunto
de caracteŕısticas extráıdas através do filtro de blobs permite associar a cada blob uma
região de interesse, onde tentamos garantir que os blobs estarão presentes.
Após esse setup inicial o controle é acionado e o processamento é feito apenas nas
regiões de interesse. A posição da região é atualizada em função do movimento gerado
pelo sistema de controle, caso a previsão da próxima região erre de tal forma a perder o
blob o movimento é interrompido e o processamento de quadro completo é reiniciado.
Durante o processamento em quadro completo diversos blobs são encontrados, para
determinar quais destes candidatos representam os centróides da imagem de referência,
foram utilizadas métodos heuŕısticos baseados nas propriedades geométricas dos blobs.
Atualmente, o processador do Nomad 200 permite processar um conjunto de até 40
blobs. Uma das heuŕısticas usada procura descartar os blobs individualmente enquanto
que as outras olham subconjuntos gerados a partir de arranjos em grupos de 4.
A regra que analisa individualmente procura diferenciar blobs circulares daqueles não-
circulas, usando para tal a razão entre a área de um quadrado e um ćırculo circunscrito
nele. Tal razão é de 4
π
. Caso a razão de um blob se afastar muito deste valor há grandes
chances que ele não seja um ćırculo e, conseqüentemente é descartado.
Blobs cuja razão entre os lados do retângulo que o circunscreve é menor que 1
3
ou maior
que 3 também são descartadas.
Na próxima fase dos blobs restantes são gerados conjuntos de 4 blobs e, para cada um,
são aplicados quatro testes e dada uma pontuação que varia de 0 a 1.
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Figura 5.21: Seqüência de imagens capturadas durante a execução.
O primeiro teste descarta os conjuntos redundantes, gerados do arranjo anterior. O
segundo teste compara as áreas dos blobs e , quanto mais próximas elas forem, maior será
a pontuação dada.
O terceiro teste verifica se os dois blobs mais a esquerda e os dois blobs mais a direita
estão alinhados verticalmente. Quanto maior o alinhamento, maior a pontuação. O último
teste é bem parecido com o anterior, mas agora é verificado o alinhamento horizontal deles.
A pontuação final que um subconjunto recebe é uma média ponderada das três pon-
tuações recebidas. E, o conjunto que obtiver a maior pontuação é tido como a imagem
de referência e passada para o algoritmo de controle.
A figura 5.23(a) mostra uma imagem captada dos quatro pontos, a figura 5.23(f)
mostra todos os blobs segmentados pelos filtros morfológicos com parâmetros relaxados e
a figura 5.23(g) mostra os 4 pontos escolhidos através dos métodos heuŕısticos.











Figura 5.22: Problema de parada
(a) Imagem real. (b) Negativo. (c) Area close. (d) Subtração.
5.3.2 Aspectos de Controle
O objetivo consiste em posicionar o sistema de coordenadas câmera em paralelo ao plano
vertical do sistema de coordenadas de referência com uma distância de 75 cm entre eles,
como visto na figura 5.26.
A figura 5.27 mostra a evolução de cada iteração dos quatro pontos. As figuras 5.28-a
a 5.28-c mostram a evolução do sinal de controle. A figura 5.28-d mostra a evolução da
norma Euclidiana do erro das coordenadas do plano imagem para cada ponto.
5.4 Implementação da Transição de Tarefas
Os experimentos foram realizados em um dos corredores do DRVC/CenPRA onde a ma-
triz de transformação para dois graus de liberdade (Eq. 3.63) testada em simulação foi
validada experimentalmente. O corredor possui uma largura de 2 metros e um painel
contendo os quatro pontos foi colocado a 10 metros do ponto de partida, encostada na
parede direita.
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(e) Open. (f) Threshold. (g) Heuŕısticas.
Figura 5.23: Seqüência de Filtros Morfológicos.
(a) Próximo aos 4 pontos
com iluminação média.
(b) Distante com iluminação
normal.
(c) Distância média com
pouca iluminação.
Figura 5.24: Imagem capturada dos 4 pontos.
A seguir realizamos a transição entre duas tarefas (Eq. 3.46). Na primeira tarefa
(seguimento) o robô encontra-se inicialmente parado e o rodapé está presente na ima-
gem (Fig. 5.30(a), 5.31(a), 5.31(b)), em seguida ele percorre a trajetória definida pelo
rodapé esquerdo tentando manter-se a uma distância de 50 cm da parede e, paralelamen-
te, encontra-se rodando um algoritmo de segmentação dos quatro pontos que tem como
objetivo encontrar a imagem de referência para o posicionamento. . Após ter sido encon-
trado os pontos (Fig. 5.30(b), 5.31(c)), o tracking continua sendo feito até que ele esteja
próximo o suficiente, passando então para a tarefa de transição (Fig. 5.30(c), 5.31(d)).
Finalmente a tarefa termina quando ele se posiciona a 1 metro dos pontos (Fig. 5.30(d),
5.31(e)).
A comunicação entre os dois processos é feita através de sockets onde um deles é
responsável pela movimentação e gerenciamento dos estados e decisão de qual sinal será
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(a) Próximo aos 4 pontos (b) Distante. (c) Distância média.















a = 5 cm
b = 13 cm
c = 50 cm
FRONT VIEW OF THE REFERENCE IMAGE
Figura 5.26: Condição inicial
efetivamente aplicado.
Um problema encontrado foi que a segmentação dos 4 pontos em quadro comple-
to demanda um tempo considerável e, ao contrário dos experimentos anteriores, o robô
encontra-se em movimento enquanto realiza o processamento da imagem existindo a pos-
sibilidade das janelas de interesse encontradas para cada um dos pontos não serem mais
válidas após a segmentação. A solução foi guardar um buffer de imagens e realizar as pri-
meiras interações do processamento da janela de interesse com esse buffer, onde uma nova
imagem é adicionado a cada duas iterações. Como a transição não ocorre automaticamen-
te após a detecção dos pontos, o tempo de tracking mostrou-se suficiente para esvaziar
o buffer. Outra vantagem de não realizar a transição diretamente é que às vezes ocorre
a perda de um dos pontos quando nos encontramos muito longe, devido a alterações na
iluminação e pelos filtros estarem funcionando no limite.
Como o controlador que utilizamos é proporcional ao erro, ocorre que no começo das
tarefas o sinal de atuação é muito alto, embora esta caracteŕıstica não acarrete problemas
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(a) Sem movimento do pan












(b) Utilizando movimento do pan
Figura 5.27: A evolução dos quatro pontos durante a movimentação do robô.
para o controlador, o processamento de imagens não é capaz de acompanhar a movimen-
tação dos parâmetros quando as velocidades, em particular as de rotação, são altas. Três
estratégias foram adotadas para resolver este problema: Saturar as velocidades máximas,
diminuir os ganhos de controle e realizar a transição de tarefas do estado anterior para a
tarefa desejada. A saturação afeta o modelo do sistema, de forma que o controlador pro-
jetado não reflete mais fielmente o sistema real comprometendo posśıveis análises teóricas
para o cálculo dos ganhos ideais; a diminuição dos ganhos aumenta o tempo de esta-
bilização e o erro de regime enquanto que a última opção mostrou-se mais flex́ıvel sem
apresentar os problemas anteriores.
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Figura 5.28: (a)-(c) Sinais de controle. (d) Evolução da norma do erro (sem movimento
de pan).


















































Figura 5.29: (a)-(c) Sinais de controle. (d) Evolução da norma dos erros (utilizando
movimento de pan).
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(a) Imagem inicial. (b) Ińıcio do tracking dos 4 pontos.
(c) Ińıcio da transição para os 4 pon-
tos.
(d) Imagem após o término da tarefa
de posicionamento.
Figura 5.30: Simulação para o segmento de trajetória seguido de transição para o posici-
onamento.
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(a) Imagem inicial para 3 dof. (b) Imagem inicial para 2 dof.
(c) Ińıcio do tracking dos 4 pontos. (d) Ińıcio da transição para os 4 pon-
tos.
(e) Imagem após o término da tarefa
de posicionamento.
Figura 5.31: Segmento de trajetória com transição para posicionamento.
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(a) 2 graus de liberdade.






















(b) 3 graus de liberdade.
Figura 5.32: Progressão da posição do robô.
As figuras (5.32(a), 5.32(b)) mostram a progressão do Nomad para o seguimento uti-
lizando a matriz de dois graus de liberdade (5.32(a)) e para três graus (5.32(b)). A
diferença existente entre o resultado da simulação e o real deve-se ao fato da calibração
do ângulo de partida do robô ter sido feito manualmente. No primeiro caso o robô sai de
uma distância de 50cm da parede direita e a um ângulo de -30 graus (adotamos o sentido
anti-horário como positivo). No segundo caso o robô sai distante 50 cm da parede direita
com a base a um ângulo de -30 graus e o pantilt a 90 graus. A matriz de transformação
usada na tarefa de posicionamento é a mesma para ambos os casos alterado apenas o
valor do ganho.




















(a) 2 graus de liberdade.





















(b) 3 graus de liberdade.
Figura 5.33: Velocidade translacional da base.
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Nas figuras (5.33(a), 5.33(b)) podemos observar a transição suave entre as tarefas.
O degrau próximo aos 150 s marca o momento em que os quatro pontos foram encon-
trados, onde a velocidade foi reduzida para permitir que ambas as tarefas executassem
corretamente.
















(a) 2 graus de liberdade.
















(b) 3 graus de liberdade.
Figura 5.34: Variação de ρ.

















(a) 2 graus de liberdade.
















(b) 3 graus de liberdade.
Figura 5.35: Variação de θ.
Nas figuras (5.34(a), 5.34(b), 5.35(a), 5.35(b)) temos a variação do sinal do erro para
a primeira tarefa enquanto que nas figuras (5.36(a), 5.36(b)) temos a soma do sinal dos
erros para a segunda tarefa. Os pontos de descontinuidade no gráfico representam os
momentos onde houve a perda da caracteŕıstica visual. O controle com dois graus de
liberdade apresentou um erro de regime que pode ser corrigido adicionando um termo
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Figura 5.36: Variação do erro dos 4 pontos.
integrador ao controlador, embora na prática o erro entre a distância desejada e a obtida
não tenha sido significativo.
A Fig. 5.37 representa uma seqüência de imagens capturadas pelo robô durante a
execução das tarefas de seguimento com transição para a de posicionamento. A Fig.
5.37(o) representa o momento em que ele encontra o marco composto pelos 4 pontos, e
a Fig. 5.37(r) marca o momento onde ele decide começar a transição para a tarefa de
posicionamento.
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(o)
(r)
Figura 5.37: Seqüência de imagens capturadas durante a execução.
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5.5 Abordagem com plataforma PC104
Figura 5.38: Setup experimental com plataforma PC104.
A próxima fase no desenvolvimento visa a migração dos resultados obtidos, para o
diriǵıvel robótico do projeto AURORA (Bueno et al., 2002) e consiste na montagem sobre
o Nomad de um setup experimental de hardware e software mais próximo daquele que será
efetivamente embarcado em vôo, consistindo de um processador Pentium III de 700Mhz,
responsável pelo processamento das imagens, placa mãe padrão PC-104, que apresenta
baixo consumo e peso, e uma câmera digital com interface padrão IEEE 1394, permitindo
testar os algoritmos em um ambiente mais controlado, com menores riscos a integridade
do véıculo e de outras pessoas. A Fig. 5.38 mostra a estrutura montada no sistema
robótico de forma a acomodar os equipamentos adicionais.
A aquisição das imagens é realizado por uma camcorder Sony TRV 340, acoplada
ao Nomad com inclinação de tilt diferente de zero, melhorando o foco de atenção. O
processamento da imagem é realizado a partir de ferramentas existentes na biblioteca
OpenCV, da Intel, que apresenta uma melhora no desempenho da ordem de 3,5 vezes
(Galves et al., 2003) em relação a uma implementação convencional, e a tarefa de controle
escolhida foi o seguimento de trajetória.
Embora seja relativamente fácil extrair a reta a partir do corredor, no caso do diriǵıvel,
o ambiente onde ele encontra-se torna dif́ıcil a escolha de uma caracteŕıstica na cena, como
uma rodovia por exemplo, que determine uma reta extensa o suficiente, e esteja locali-
zada dentro de uma área segura de operação. Desta forma optou-se neste momento pela
utilização de marcos artificiais para representar a reta, composta por pontos vermelhos,
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distribúıdos regularmente sobre o chão.
(a) Imagem inicial. (b) Imagem final.
Figura 5.39: Imagem capturada pela camcorder.
(a) Subtração de canais. (b) Reta encontrada a partir de regressão
linear.
Figura 5.40: Etapas para extração dos parâmetros da reta.
A seqüência de filtros escolhidos para processar a imagem consiste em separar os canais
R (red) e B (blue) da imagem original, definir uma região de interesse correspondente a
1/4 da área total, subtrair os canais R e B (Fig. 5.40(a)) e aplicar um limiar na imagem
resultante, diminuindo o efeito de luminância. Por fim, uma regressão linear nos pontos
restantes retorna os parâmetros da reta (Fig. 5.40(b)).
O controlador utilizado corresponde ao mesmo utilizado na tarefa de seguimento e, o
que pode se observar é que, mesmo a formulação sendo feita considerando um ângulo de tilt
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erro em θ (rad)
erro em ρ (normalizado)
Figura 5.41: Variação dos sinais de erro.
zero, o controle não foi afetado significativamente, demonstrando a robustez da matriz de
interação mesmo quando os parâmetros desejados não são exatamente os mesmos para os
quais o controlador foi desenvolvido. A Fig. (5.39(a)) mostra a imagem inicial capturada
pelo sistema, a Fig. (5.39(b)) a imagem após estabilização dos sinais de erro, e a Fig.
(5.41) a progressão dos sinais de erro no tempo.
Caṕıtulo 6
Conclusão Geral
O desenvolvimento de uma solução baseada no controle servo visual envolve a integração
de diversos aspectos multidisciplinares, necessários para a completa realização das tarefas,
tornando complexa a implementação do mesmo.
A interpretação da informação visual por si representa um grande desafio e, embora
muito tenha se avançado nos últimos anos, ainda existe uma grande lacuna entre o que
o ser humano é capaz de inferir a partir de uma imagem, e o que os mais avançados
sistemas computacionais são capazes. A imagem consiste, sem sombra de dúvida, na
mais rica fonte de informações sensoriais existente hoje e, por isso mesmo, a mais dif́ıcil
de transformar o dado (imagem) em informação útil.
Este trabalho apresentou duas tarefas bem definidas no espaço do sensor câmera, cujas
soluções podem ser embarcadas no diriǵıvel aéreo e que seriam de dif́ıcil realização por
outras formas sensoriais. A tarefa de seguimento de trajetória definida por retas pode ser
utilizada em vários tipos de missões aéreas, tais como inspeção de linhas de transmissão de
energia ou oleodutos, seguimento de estradas e missões terrestres, tais como navegação ou
vistoria interna em dutos de esgoto. O posicionamento em relação a quatro pontos pode
ser instanciado a partir de qualquer tarefa cujo objetivo possua um formato retangular,
tais como portas, tomadas ou objetos retangulares.
Sistemas robóticos interagem com o mundo ao seu redor, que são inerentemente
dinâmicos, demandando requisitos de tempo real para as aplicações desenvolvidas. Para
obedecer tais requisitos, freqüentemente são utilizados sistemas computacionais avançados,
que necessitam de alto consumo de energia. Entretanto, outro requisito a ser obedecido
por sistemas robóticos, e embarcados de maneira geral, é o baixo consumo de potência e
espaço, entrando em conflito com o primeiro requisito. Desta forma, o IBVS representa
uma abordagem atrativa para a realização de diversas tarefas, pois baseia-se na teoria de
controle, inserindo um caracter determińıstico ao comportamento realizado pelo sistema
robótico sem, entretanto, demandar um esforço computacional elevado. A classificação
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das caracteŕısticas visuais em termos de ligações virtuais permite um método fácil de
criação de diversas tarefas, como por exemplo, a realização de curvas (utilizando a ligação
de revolução) e, a definição do controlador baseado nas funções tarefas permite a com-
binação de diversas tarefas. O IBVS também apresenta a vantagem de não necessitar
de uma câmera calibrada, nem de um par de câmeras, para realizar inferências sobre o
mundo real. Estas informações, entretanto, devem ser fornecidas pelo projetista.
O desenvolvimento do ambiente de simulação mostrou-se crucial para o sucesso dos
experimentos, permitindo corrigir erros, detectar problemas e ajustar os ganhos do contro-
lador, dos filtros de processamento de imagens, do tamanho de janela, de modo a garantir
uma operação robusta dos algoritmos.
A principal contribuição deste trabalho encontra-se na descrição das etapas necessárias
para a realização de uma tarefa robótica de controle visual nos seus principais aspectos,
desde a concepção, desenvolvimento até a implementação .
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Após a implementação inicial dos algoritmos, onde os erros de compilação foram corrigi-
dos, passou-se para a próxima etapa, onde era necessário validar se os algoritmos eram
adequados para o ambiente particular do controle servo visual no DRVC/CenPRA. Para
agilizar os testes, diversos parâmetros variáveis que afetam a corretude, robustez e desem-
penho do sistema foram sendo identificados e posteriormente separados em um arquivo
de configuração. A seguir, temos um exemplo de arquivo de configuração de parâmetros
de execução das tarefas de controle servo visuais:












Os parâmetros 1 e 5 estão associados aos limiares do detector de borda de Canny e transfor-
mada de Hough, respectivamente e são dados em pixels. O parâmetro 2 refere-se ao tamanho
mı́nimo em pixels que uma reta deve ter, os parâmetros 3 e 4 determinam a quantização do
espaço de parâmetros ρ× θ da transformada de Hough.










Os ganhos 10 e 11 referem-se ao controle com 3 graus de liberdade, e os ganhos 13 e 14 a
2 graus de liberdade e foram determinados empiricamente. O parâmetro 12 determina quantos
graus de liberdade serão utilizados. Os parâmetros 15 e 16 determinam a velocidade da tarefa
secundária (e2).









O parâmetro 24 determina o nome do arquivo onde os sinais de odometria de cada iteração
do laço de controle serão armazenados. Os parâmetros 27 e 28 determinam a postura inicial
que o robô deve posicionar-se antes de iniciar a execução. O parâmetro 31 define a distância da
parede que a câmera deve manter da parede.




O parâmetro 32 determina se será realizado a transição entre a tarefa de seguimento e a
tarefa de posicionamento. Os parâmetros 32 e 33 referêm-se ao limiar do erro a partir do
qual a transição entre as tarefas pode ser iniciada e a condição de parada para a tarefa de
posicionamento.






Os parâmetros 25 e 26 determinam a posição inicial do robô no simulador, o parâmetro 29
define a distância em que a parede esquerda encontra-se da origem e, o parâmetro 30, a distância
da parede dos fundos (onde encontra-se os quatro pontos) em relação à origem.
Durante a execução de um experimento, diversos aspectos importantes devem ser monitora-
dos. Para facilitar a visualização dos dados sendo produzidos pela aplicação, tais como sinal de
odometria, parâmetros da reta sendo seguida, erro dos sinais desejados, sinais de controle dentro
outros, surge a necessidade de acompanhar durante uma execução, apenas alguns aspectos. Para
tanto, foi criado um arquivo de configuração responsável por determinar quais informações serão
monitoradas no programa. Um exemplo de arquivo é:
Arquivo debug:
1 4 6 7 8 9 10 11 12 13 14 15 16 17
Cada número corresponde a uma mensagem de sáıda definido no arquivo utils.h:
#define VSCONTADOR 1 // DEBUG DO CONTADOR DE ITERACOES
#define VSINIT 2 // INICIALIZACAO DO HW, SW, ETC
#define VSCONFIG 3 // DEBUG DOS PARAMETROS INICIAIS DE CONFIGURACAO
#define VSHARDWARE 4 // LEITURA E EXECUCAO DE COMANDOS DE PERIFERICOS
#define VSESTADO 5 // DEBUG DOS ESTADOS
#define VSTEMPOS 6 // DEBUG DOS TEMPOS
#define VSTRANSICAO 7 // DEBUG DA TRANSICAO DE TAREFAS
#define VSTRANSICAO2 8 // LIVRE
#define VS4PONTOS 9 // PROXIMIDADE, ERRO
#define VSSIGIO 10
#define VSESTIMADOR 11 // DEBUG PARA O ESTIMADOR
#define VSESTIMADOR2 12 // RESULTADOS DO ESTIMADOR
#define VSPROCIMAGEM 13 // SAIDA DA TRANSF DE HOUGH
#define VSPROCIMAGEM2 14
#define VSNENHUMCANDIDATO 15
#define VSCONTROLE 16 // SINAIS DE CONTROLE
#define VSCONTROLE2 17 // SINAIS DE CONTROLE
Apêndice B
Sáıdas do programa
Cada execução de um experimento produz dois arquivos principais, contendo a configuração
de execução e os resultados de odometria, sinais de controle, parâmetros extráıdos da imagem,
entre outros obtidos a cada iteração do laço de controle:
Aquivo de configuração:
% X = Posicao inicial [x y th_b th_t th_p th_tilt bussula]
% T = Velocidade inicial [v_b w_b w_t w_p w_tilt]
% d = distancia desejada
% s_des = s desejado [rho theta]
% lambda = ganhos controle [rho3dof,theta3dof,rho2dof,theta2dof]
% thrsh = parametros dos filtros de proc imagem
X = [0.0000, 0.0483, 352.30, 352.30, -0.00, -0.00, 124.00]
T = [0.0000, 0.0000, 0.0000, 0.0000, 2.0475]
Os vetores <X> e <T> representam a leitura da odomotria inicial do robô, antes do ińıcio da
execução da tarefa.
d = 0.500000 s_des = [0.000000, 26.610961]
lambda = [0.050000, 0.050000, 0.800000, 0.100000] controle2dof = 1
beta = [1.000000] e2 = 0.050000
O parâmetro <d> corresponde à distância desejada que a câmera permaneça da parede, em
metros, e <s des> corresponde ao vetor de parâmetro de caracteŕısticas visuais (ρ, θ) na posição
desejada, em pixels e graus, respectivamente.
<lambda> corresponde aos ganhos do controlador (λρ e λθ) para o controle com 2 graus e
3 graus de liberdade, respectivamente. <controle2dof> determina quais os graus de liberdade
que serão utilizados no controle. <beta>, o ganho da tarefa secundária, deve ser 1, e <e2> o
erro máximo e condição de parada da tarefa.
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thrsh = [10.000000, 80.000000, 0.000000] radiusDim = 400;
thetaDim = 360; tamanhojanela = 15 proximidademinima = 0.600000;
errominimo = 0.050000 fazertransicao = 1; tipotransicao = 2
Os dados de cada iteração do controle são salvos no seguinte formato:
10 -12 56 -6 55 nan 55 0.071 0.498 2.1 2.1 \\
0.0 0.0483 1.40 1.40 0.00 0.0500 1.39 1.39 0.00 \\
0.0500 1.39 1.39 0.00 0.0000 0.00 0.00 0.00 \\
10000000000.000 0.000 0 0 0 0 0 0 0 0 2.505 3
Onde os valores correspondem, respectivamente a:
1: Número da iteração,
2-7: ρatual, thetaatual, ρanterior e θanterior, ρestimado e θestimado(não implementados correta-
mente).
8-9: Sinais de odometria X e Y .
10-14: Sinais de odometria de θbase, θtorre, θtilt e θpan
15
Exemplo de sáıda dos tempos de cada etapa do controle servo visual:
Localizacao:
proc imagem = 2723.29
Seguimento da reta:
captura = 42.27
leit. odometria = 53.87






leit. odometria = 67.33




Posicionamento dos 4 pontos:
total = 11.68
