Stability-featured dynamic multi-path routing (SDMR) based on the existing Traffic engineering eXplicit Control Protocol (TeXCP) is proposed and evaluated for traffic engineering in terrestrial networks. SDMR abandons the sophisticated stability maintenance mechanisms of TeXCP, whose load balancing scheme is also modified in the proposed mechanism. SDMR is proved to be able to converge to a unique equilibria state, which has been corroborated by the simulations. key words: traffic engineering, multi-path routing, non-additive path cost, equilibria
Introduction
Traffic engineering (TE) is of great importance for the modern Internet Service Providers (ISPs), and there has been considerable enthusiasm for the traffic engineering methods from both research and operational communities. The former studies considered the off-line TE methods based on the averaged traffic demands, while the on-line TE methods are attracting great attention as a way to handle real-time traffic changes. TeXCP [1] is prominent among such developments regarding on-line TE methods. TeXCP, which can be called a traffic engineering protocol [2] , makes use of the multi-protocol label-switching (MPLS) infrastructure to pre-construct the paths between communicating pairs and adaptively distributes the traffic across the available yet fixed paths. Moreover, TeXCP employs the closed-loop feedback controller to ensure the stability of the link utilization. Traffic engineering can be modeled as the classical multicommodity flow (MCF) problem [3] . Although TeXCP cannot guarantee the optimal solution to the MCF problem, the performance obtained by TeXCP is promising. The underlying reason is that the actual solution to the MCF problem is always the multi-path routing [4] . The load balancing procedure of TeXCP, i.e. the update of the traffic splitting probability associated with each path, is the same as that in [5] and has been proved to be able to achieve the Wardrop equilibria [6] . The work in [5] adopts the hop-byhop packet forwarding mechanism which is different from the multi-path routing of TeXCP. The subtle difference between TeXCP and the work in [5] TeXCP adopts the non-additive maximum link utilization of the path as the path cost while the sum of the additive propagation delay along the path is considered as the path cost in [5] . The exploration-replication (REPLEX) policy based traffic engineering protocol [2] also focuses on the hop-byhop routing considering the path cost as the maximum link utilization along each path. However, the theory behind the REPLEX protocol can only guarantee the fast convergence property under the additive path cost [7] - [9] . Compared with the existing studies, TeXCP adopts sophisticated measures to ensure the stability of the network. Moreover, TeXCP also lacks a concise and sound theory of stability. In this paper, a stability-featured dynamic multipath routing (SDMR) based on the original TeXCP is proposed and evaluated. The major difference between SDMR and TeXCP is that SDMR abandons the sophisticated stability maintenance procedures of TeXCP whose load balancing mechanism is also modified slightly in SDMR. The load balancing mechanism proposed in both [5] and [1] is then translated into a set of differential equations under the fluid network model assumption. The convergence property of the SDMR is proved via Lyapunov's direct method, which has been verified by the simulations. This paper is organized as follows. Section 2 describes the network model briefly while the proposed SDMR mechanism is delineated in Sect. 3. Section 4 gives the simulation results and discussion. Finally, concluding remarks are drawn in Sect. 5.
Network Model
We are given a graph G = (V, E) where V represents the set of the nodes and E denotes the set of directed links. Each directed link e, e ∈ E is with a positive, continuous and nondecreasing cost function c e : R + → R + . We define the commodity i ∈ I = {1, . . . , n} as the traffic demand from the source node s i to the destination node d i , thus each commodity i can be represented by the ordered source-destination Then the load on the directed link e ∈ E can be represented by f e = t∈T,e∈t f t . The ordered flow f t form a vector ( f t ), t ∈ T which is represented by f for short. For the tunnel t, the cost function thus can be the combination of the link cost along the tunnel, i.e. c t ( f ) = com{c e ( f e ), e ∈ t} where com{·} can be the non-additive tunnel cost, e.g. the maximum link utilization along the tunnel that is considered in this paper. The ordered tunnel cost form the cost function vector c( f ), i.e. c( f ) = (c t ( f )), t ∈ T . We define the weighted average cost of commodity i ∈ I as C i ( f ) shown as follows:
A flow vector ( f t ), t ∈ T is feasible if it satisfies the following constraints, i.e.,
Let F denote the polyhedron specified by the Eq. (2). The topology of an ISP network can be modeled as the graph G = (V, E) where V denotes the routers and E represents the directed links between routers. The source router, also known as the ingress router, could employ the MPLS infrastructure or the source routing mechanism to determine the tunnel where the packet take in the network to reach the destination router, i.e. the egress router where the packets are delivered to the communicating hosts.
The Proposed Dynamic Multi-Path Routing Mechanism

The Schemes of SDMR
SDMR includes the cost information gathering (CIG) and splitting ratio adjusting (SRA) schemes which correspond to the the path probing mechanism and the load balancing mechanism of TeXCP respectively. This section highlights the difference between the corresponding counterparts of SDMR and TeXCP. It is emphasized that SDMR avoid the additional stability maintenance measures of TeXCP. The CIG scheme involves two procedures. Each router maintains a link utilization updating timer which fires at regular interval I cig . When the timer fires, the latest link utilization denoted by u e,k is calculated as the kth value corresponding to the link e. Then the utilization of the link e represented by u e can be updated using the iterative exponential averaging:
where 0 < λ < 1. Each ingress router also maintains the feedback timer with the same expired interval I cig . When the feedback timer times out, the ingress router sends the feedback packets along all the tunnels to gather the maximum link utilization u t corresponding to the tunnel t.
The SRA phase involves only the ingress router which maintains the splitting ratio adjusting timer that fires at regular interval I sra . When the splitting ratio adjusting timer fires, the ingress router recalculates the splitting ratio corresponding to each tunnel based on the maximum link utilization along the tunnels. Specifically, suppose there is the stable traffic demand D i > 0 between the ingress router s i and egress router d i during a short period. For any i ∈ I, t ∈ T i , p t represents the traffic splitting ratio associated with the tunnel t such that t∈T i p t = 1, ∀i ∈ I. Then C i ( f ) becomes the weighted average maximum link utilization of the tunnels between the ingress router s i and egress router d i , and can be reformulated as follows:
Then the ingress router updates the temporary splitting ratiõ p t corresponding to the tunnel t as follows:
where 0 < ξ 1 is a small positive constant enabling the ingress router to explore the alternate tunnels. Δp t can be calculated as follows:
where δ > 0 denotes the convergence rate. Finally, the ingress router normalizes the new splitting ratio p new t corresponding to the tunnel t:
It should be noted that the feedback packet is treated as normal data packets and could be dropped due to the link congestion. When the splitting ratio adjustment timer fires, there could be no feedback packet corresponding to the tunnel t during the last I sra interval, in which case the value u t is simply set to one indicating that the tunnel is congested.
Dynamics of the Network
If we ignore the boundary condition max{·}, the Eq. (5) then translates into the following equation:
The splitting ratio p t corresponding to the tunnel t is proportional to the flow f t , thus if the I sra interval is small enough, then the left side of the Eq. (8) becomes the differential of the splitting ratio p t corresponding to the tunnel t. We thus have:
where p t (0) = p t,0 is the initial traffic splitting ratio corresponding to tunnel t, t ∈ T i , i ∈ I. Equation (9) is a set of differential equations representing the dynamics of the whole network. It should be noted that the Eq. (9) can be reformulated as:
Convergence Analysis of SDMR
Let the (p t ), t ∈ T denote the splitting ratio vector with each component p t ≥ 0 and ∀i ∈ I, t∈T i p t = 1, then (p t ) 0 represents the initial splitting ratio vector. We have the following theorem regarding the convergence property of the SDMR mechanism. (7), then starting from any initial splitting ratio conditions (p t ) 0 , the network shall come a unique equilibria state ( f * t ), t ∈ T . Proof. We adopt the Lyapunov's direct method to show that the solution to the SDMR mechanism converges towards a unique equilibria. The well-known Kullback-Leibler relative entropy measure is used as the Lyapunov function. Suppose the flow vector ( f * t ) is the solution to the SDMR mechanism, then the relative-entropy measure H f : F → R ≥0 defined on the flow distribution ( f
Theorem 1 (Theorem 1). In a connected network with the link cost and tunnel cost defined as above, at each ingress router s, for every egress router d, let the evolution of the splitting ratios be defined by Eq. (5)-
Simulation Evaluation
Simulation Setup
To evaluate the proposed SDMR, we use NS2 as the simulation tool to conduct the simulations in the typical Abilene network, which is shown in Fig. 1 . The existing routing module of NS2 is modified to comply with the SDMR mechanism. The bandwidth of each link is set to 25Mbps while the buffer of all routers are set 50 packets. The delay between any two routers is proportional to the distance between the nodes in the Abilene network, as shown in Fig. 1 . For any two routers in the network, there exists the Poisson traffic on the two directions, each of which with traffic rate set to 1Mbps. The packet size is set to 1000Bytes. At the beginning of simulation, the top-K shortest path algorithm is used to calculate the tunnels between any two nodes.
For SDMR, the parameters are shown in Table 1 . The initial traffic splitting ratio p t corresponding to the tunnel t ∈ T i , ∀i ∈ I is set randomly provided that t∈T i p t = 1, ∀i ∈ I.
We only focus on the convergence property of SDMR and the scheduling granularity is on the packet level. We Fig. 1 The typical Abilene network topology. 
Fig. 2
The dynamic change of the splitting ratio corresponding to each tunnel connecting Atlanta and Kansas City. choose two communicating routers randomly and see how the traffic is delivered from the source to the destination under the SDMR mechanism. Specifically, the dynamic change of the traffic splitting ratio along all the available tunnels and the average tunnel cost calculated using Eq. (4) are presented to show the convergence property of the SDMR mechanism. Figure 2 shows the dynamic change of the splitting ratios corresponding to the tunnels connecting Atlanta and Kansas City. There are three tunnels, i.e. A → H → K, A → I → K and A → H → L → S u → D → K from the Atlanta to the Kansas City, and the tunnels' splitting ratios correspond to the x-axis, y-axis and z-axis in Fig. 2 respectively, so each line represents the dynamic change of the tunnels' splitting ratios during one simulation. The simulation has been conducted 5 times each with different initial splitting ratios. It is clear from Fig. 2 that all the lines would converge to the area around the point (0.44, 0.30, 0.26) in the 3-dimension space and finally fluctuate around the very point, indicating that the there indeed exists the unique solution to SDMR. The average tunnel cost of the three tunnels connecting Atlanta and Kansas City is shown in Fig. 3 . It can be concluded from Fig. 3 that it takes roughly about 10 seconds for the network to reach its equilibrium state. Once the network is in its equilibria, the average tunnel cost is rather stable for each simulation. Besides, the average tunnel cost in its equilibrium state is roughly the same among the 5 simulations. The rest of the tunnels between any two nodes of the network show similar results and are omitted here.
Simulation Results
Conclusion
This paper proposes and evaluates the SDMR mechanism for terrestrial networks. The mechanism is a variant of the existing TeXCP and shows simplified stability maintenance procedure compared with TeXCP. The dynamics of SDMR is modeled as a set of differential equations, which can be further proved to be able to converge to a unique equilibria. The simulation results also verify the convergence property of SDMR.
