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Completing Incomplete Commutative Latin Squares 
With Prescribed Diagonals 
D. G. HOFFMAN 
The main diagonal and the upper left-hand r x r square of an n x n array contain symbols, the 
remaining cells are empty. We give simple necessary and sufficient conditions for completing the 
array to a commutative Latin square. We apply these results to give a short proof of Cruse's 
theorem, and an embedding theorem for half-idempotent commutative Latin squares. 
1. INTRODUCTION 
In [1] L. D. Andersen, R. Haggkvist, A. J. W. Hilton and L. W. Poucher used a 
graph-theoretic technique to give simple necessary and sufficient conditions for 
completing an array, whose upper left-hand corner and all but one diagonal cell is 
filled, to a Latin square. We apply their technique to prove a similar theorem about 
commutative Latin squares. 
We then give two applications. The first is Cruse's Theorem [3], which gives precisely 
the possible orders of commutative Latin squares which have a given sub-Latin square. 
As a second application, we prove a similar theorem for so-called half-idempotent 
commutative Latin squares, conjectured by C. C. Lindner in [5]. 
2. DEFINITIONS AND ELEMENTARY PROPERTIES 
Let N be a finite non-empty set with n elements, called symbols. If r is a positive 
integer, an incomplete Latin square of size r and order n is an r x r array A with entries 
from N, in which no symbol occurs more than once in any row or column. (Hence r ~ n). 
If r = n, then each symbol occurs exactly once in each row and column, and A is a Latin 
square. We say A is commutative if A = AT, the transpose of A. 
We denote by N the set of non-negative integers. If A is an incomplete Latin square, 
the content c of A is the function c : N -+ N defined as follows: c (i) is the number of 
times symbol i occurs in A. Hence c (i) = n for all i E N if and only if A is a Latin square. 
Also, the diagonal d of A is the function d:N -+ N defined as follows: d(i) is the number 
of occurrences of the symbol i on the main diagonal of A. Hence LENd(i) = r. 
LEMMA 1. If A is commutative, then 
c (i) = d (i)(mod 2) for each i EN. 
The proof of this lemma is omitted. 
Let B be an incomplete Latin square of size s ?: r and order n. We say A is embedded 
in B if A is the upper left-hand r x r subsquare of B. The tail t of the embedding is the 
function t: N -+ N defined by t(i) = e (i) - d (i), where e is the diagonal of B. Hence 
L £Nt(i) = s -r. 
LEMMA 2. If B is a Latin square embedding A, then 
2r+t(i)~n +c(i) for all i EN. 
The proof of this lemma is omitted. 
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3. MAIN RESULT 
THEOREM. Let A be a commutative incomplete Latin square of size r and order n, 
with content c and diagonal d. Let t : N -+ N, with LEN t(i) = n - r. Then A can be embedded 
in a commutative Latin square B with tail t if and only if, for each i E N, 
(1) d(i)+t(i)==n(mod 2), and 
(2) 2r+t(i),,;;;n+c(i). 
PROOF. The necessity of conditions (1) and (2) is immediate from the above lemmas. 
We prove the sufficiency by induction on k = n - r. 
If k = 0 there is nothing to prove, so we may suppose that k > O. Construct a bipartite 
multigraph G with bipartition {Pro, PI, Pz, ... ,p,} UN as follows: 
For each i E N, place t (i) edges joining Pro to i; and for each j E {1, 2, ... , r}, place an 
edge joining Pi to i if and only if symbol i does not occur in the jth row of A. 
Thus Pi has degree k for each j E {ro, 1,2, ... , r}, while i has degree 8 (i) = t(i) + r-
c(i),,;;; k for each i EN. 
By a well known theorem in graph theory, (see for example [2, p. 93]), the edges of 
G can be coloured, using k colours, in such a way that edges sharing a vertex receive 
different colours. Note that at vertices of degree k each colour is represented exactly once. 
We embed A in an incomplete commutative Latin square A' of size r + 1 as follows: 
Surely one of the k colours used is puce. If l is the symbol at the other end of the 
unique puce edge meeting Pro, place l in the lower right-hand cell of A'. 
For each j E {1, 2, ... , r}, if i is the symbol at the other end of the unique puce edge 
meeting Pi> place i in cells (j, r + 1) and (r + 1, j) of A'. Placing A in the upper left-hand 
r x r subsquare of A' of course embeds A in a commutative incomplete Latin square 
A' of size r' = r + 1. Let c' and d' be the content and diagonal respectively of A'. 
Define t' by 
t'(i) = {t(i) 
t(i) -1 
ifi EN, i ~ l, 
ifi = l. 
Since t(l);;;;. 1, t': N -+ N. Clearly LiEN t'U) = n - r'. Note also that d'(i) + t'(i) = 
d(i) + t(i) == n (mod 2) for each i EN. Also, 
2r' +t'(l) = 2r +t(l)+ 1";;;n +c(l)+ 1 = n +c'(l). 
Now let i EN, with i ~ l. If i meets a puce edge, then 2r' + t'(i) = 2r + t(i) + 2,,;;; n +c (i) + 2 = 
n +c'(i). If i meets no puce edge, then 8(i) < k. But 8(i) = t(i) + r -c(i) == d(i) + t(i) + r == 
n +r==k (mod 2), so in fact 8(i),,;;;k -2, or 2r+t(i)+2";;;n +c(i). Hence 
2r' +t'(i) = 2r +t(i)+2,,;;; n +c(i) = n +c'(i). 
Finally, k' = n - r' = n - r -1 = k -1 < k, so by the induction hypothesis, A' can be 
embedded in a commutative Latin square B with tail t'. But then B embeds A with tail 
t, completing the induction. 
4. ApPLICATIONS 
COROLLARY 1 (Cruse). Let A be a commutative Latin square of order r < n. Then 
A can be embedded in a commutative Latin square of order n if and only if 2r ,,;;; n, and 
it is not the case that n ¢ r == 0 (mod 2). 
PROOF. We leave the proof of the necessity of the conditions to the reader. For the 
sufficiency, let R eN be the symbols occurring in A. We need only produce a tail t 
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satisfying the conditions in the above theorem. If rand n are both odd, we may (in fact, 
we must) choose t as follows: 
t(i) = {~ ifiER, if i EN\R. 
If rand n are both even, let I E R and define 
{
n -r 
t(i) = 0 
ifi = I, 
if i EN\{I}. 
If r is odd, and n is even, again let IE R, and define 
{
n -2r+ 1 
t(i) = 1 
o 
ifi = I, 
ifiER\{I}, 
ifiEN\R. 
It is a simple matter to check that our theorem applies in each of the three cases. 
A Latin square A of order 2a is said to be half-idempotent if every symbol which 
occurs on the main diagonal of A occurs there exactly twice. Such squares can be used 
to construct Steiner triple systems, see [5]. In that paper, C. C. Lindner conjectured the 
following: 
COROLLARY 2. Let A be a commutative, half-idempotent Latin square of order 2a, 
let b > a. Then A can be embedded in a commutative, half-idempotent Latin square B of 
order 2b if and only if b ;<; 2a + 1. 
PROOF. In this case, the most restrictive condition of the theorem to be satisfied is 
(2), for symbols i occurring on the main diagonal of B outside of A. Here r = 2a, t(i) = 2, 
n = 2b, and c (i) = O. Thus the embedding is possible if and only if 4a + 2,;;; 2b + 0, or 
b;<; 2a + 1. 
In [4] J. Doyen and R. Wilson characterized those orders of Steiner triple systems 
embedding a given Steiner triple system. The corollary above can be used to simplify 
the proof of certain cases; again, see [5] for details. 
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