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1. Introduction
In this paper, we establish the global existence and exponential stability of solutions in H4 for
the compressible Navier–Stokes equations with the cylinder symmetry in R3. We assume that the
corresponding solutions depend only on the radial variable r ∈ G = {r ∈ R+,0 < a < r < b < +∞} and
the time variable t ∈ R+ = [0,+∞). The equations now take the following form (see [3,7]):
ρt + (ρu)r + ρu
r
= 0, (1.1)
ρ
(
ut + uur − v
2
r
)
+ Pr − ν
(
ur + u
r
)
r
= 0, (1.2)
ρ
(
vt + uvr + uv
r
)
− μ
(
vr + v
r
)
r
= 0, (1.3)
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(
wrr + wr
r
)
= 0, (1.4)
CV ρ(θt + uθr) − κ
(
θrr + θr
r
)
+ P
(
ur + u
r
)
− Q = 0 (1.5)
where ρ is the mass density, P is the pressure, θ is the temperature and
Q = λ
(
ur + u
r
)2
+ μ
{(
vr − v
r
)2
+ w2r + 2u2r + 2
(
u
r
)2}
.
The velocity vector V = (u, v,w), where u, v,w are given by the radial, angular and axial velocities,
respectively. We consider P = γρθ and μ 0 and 3λ + 2μ 0 (ν = λ + 2μ) (see [3,7]). The param-
eters γ , CV , κ , λ > 0 and μ  0 are physical constants. We consider Eqs. (1.1)–(1.5) subject to the
following boundary and initial conditions
V = 0, θx = 0, at ∂G, (1.6)
t = 0: (ρ, V , θ) = (ρ0(r), V0(r), θ0(r)), r ∈ G. (1.7)
We ﬁnd it convenient to transfer problems (1.1)–(1.7) into that in Lagrangian coordinates and draw
the desired results. It is known that Eulerian coordinates (r, t) are connected to the Lagrangian coor-
dinates (ξ, t) by the following relation
r(ξ, t) = r0(ξ) +
t∫
0
u˜(ξ, τ )dτ (1.8)
where u˜(ξ, t) = u(r(ξ, t), t) and
r0(ξ) = η−1(ξ), η(r) =
r∫
a
sρ0(s)ds, r ∈ G. (1.9)
If inf{ρ0(s): s ∈ (a,b)} > 0, then η is invertible. It follows from Eq. (1.1) and boundary condition (1.6)
that
∂
∂t
( r(ξ,t)∫
a
sρ(s, t)ds
)
= 0
and by (1.9), we have
r∫
a
sρ(s, t)ds =
r0∫
a
sρ0(s)ds = ξ (1.10)
and G is transformed into Ω = (0, L), where
L =
b∫
sρ(s, t)ds =
b∫
sρ0(s)ds, ∀t  0. (1.11)a a
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∂ξ r(ξ, t) = r(ξ, t)−1ρ
(
r(ξ, t), t
)−1
. (1.12)
In general, for a function φ(r, t), if we denote φ˜(ξ, t) = φ(r(ξ, t), t), then we get
∂t φ˜(ξ, t) = ∂tφ(r, t) + u∂rφ(r, t),
∂ξ φ˜(ξ, t) = ∂rφ(r, t)∂ξ r(ξ, t) = ∂rφ(r, t)r(ξ, t)−1ρ(r, t)−1. (1.13)
In what follows, without danger of confusion, we denote (ρ˜, ˜V , θ˜ ) still by (ρ, V , θ) and (ξ, t) by
(x, t). We use τ = 1ρ to denote the speciﬁc volume. Thus, by (1.12)–(1.13), Eqs. (1.1)–(1.7) in Eulerian
coordinates can be written in Lagrangian coordinates in the new variables (x, t), x ∈ Ω , t  0 as
follows:
τt = (ru)x, (1.14)
ut = r
[
ν(ru)x − γ θ
τ
]
x
+ v
2
r
, (1.15)
vt = μr
[
(rv)x
τ
]
x
− uv
r
, (1.16)
wt = μr
[
(rw)x
τ
]
x
+ μτw
r2
, (1.17)
CV θt = κ
[
r2θx
τ
]
x
+ 1
τ
[
ν(ru)x − γ θ
]
(ru)x + μ(rv)
2
x
τ
+ μr
2w2x
τ
− 2μ(u2 + v2)x (1.18)
subject to the following initial and boundary conditions:
τ (x,0) = τ0(x), V (x,0) = V0(x), θ(x,0) = θ0(x), x ∈ Ω, (1.19)
V (0, t) = V (L, t) = 0, θx(0, t) = θx(L, t) = 0, t  0, (1.20)
where
Q = ν(ru)
2
x + μ(rv)2x + μr2w2x
τ 2
− 2μ(u
2 + v2)x
τ
. (1.21)
By (1.8) and (1.12), we get
rt(x, t) = u(x, t), r(x, t)rx(x, t) = τ (x, t), r|t=0 = r0(x) =
{
a2 + 2
x∫
0
τ0(y)dy
} 1
2
. (1.22)
Now let us recall some related results in the literature. In the one-dimensional case, for the initial–
boundary value problems in bounded domains it is known that, for arbitrary large datum, a unique
global solution exists and converges (exponentially) to a steady state as time goes to inﬁnity (see [1,
4,10,11]) and the global existence, asymptotic behavior and exponential stability of solutions in non-
linear thermoviscoelasticity have been proved (see [12,16,23,25,26]). In [13–15,17–19,21], Qin proved
the global existence, asymptotic behavior, exponential stability and universal attractor of solutions for
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maximal attractor for the system of one-dimensional polytropic viscous ideal gas. In two or three
dimensions, the global existence and large-time behavior of smooth solutions to the equations of
a viscous and heat-conductive polytropic ideal gas in general domains have been investigated only
for suﬃciently small smooth initial data (see [2,3,7–9]). Particularly, the exponential decay of global
smooth solutions with small initial data has been established in the general domains (see [8,9]), while
in the present paper, we do not need the smallness of the initial density ρ0 (we only need the smallness
of the initial total energy which does not include the initial density ρ0). This is a new ingredient
of the paper. For the spherically symmetric motion of a viscous and heat-conductive polytropic ideal
gas in an annular bounded domain or in an exterior domain the global existence and uniqueness and
universal attractor of generalized solutions for arbitrary large initial data have been proved in [5,6,
20,22,31]. In [22], Qin proved the exponential stability of spherically symmetric solutions in H4 for
the Navier–Stokes equations of compressible and heat-conductive ﬂuid in bounded annular domains
in Rn (n = 2,3). In [3], Frid and Shelukhin established the global existence in H1 of solutions to prob-
lem (1.1)–(1.7) of the compressible ﬂuids for the ﬂows with the cylinder symmetry. This model was
dealt with in [7]. Moreover, we would like to mention those works in [27–29]. In [24], Qin proved
the exponential stability in H1 and H2 of global weak solutions to the compressible Navier–Stokes
equations with the cylinder symmetry in R3 when the initial total energy (which does not include
the initial density ρ0) is suﬃciently small. Based on the results in [24], this paper further discusses
the global existence and exponential stability of solutions in H4 which implies the global existence
and exponential stability of classical solutions.
It is noteworthy that the circular coaxial cylinder symmetric domain in R3 is an unbounded do-
main. However, under our assumptions made by Landau and Lifshitz [7] that our solutions depend
only on one spatial variable r ∈ G = {r ∈ R+: 0 < a  r  b}, the related domain G to equations is a
bounded domain. Moreover, there are some essential differences between our results and those re-
sults of Matsumura and Nishida [8,9] in the following aspects: the circular coaxial cylinder symmetric
unbounded domain via the general bounded domain; the small total initial energy (not including the
initial density ρ0) via the small smooth initial data; the weak solutions via the smooth solutions.
Moreover, it seems that Eqs. (1.1)–(1.7) and constitutive relations are more complicated than those in
[22,31] for a spherically symmetric ideal gas and in [14,15,17–19,21] for a viscous heat-conductive
real gas, so some mathematical diﬃculties have to be overcome and more delicate estimates should
be exploited.
Now we study problem (1.14)–(1.20) (where L > 0 is ﬁxed), let
H1+ =
{
(τ , V , θ) ∈ H1[0, L] × (H1[0, L])3 × H1[0, L]: τ (x) > 0, θ(x) > 0, x ∈ [0, L],
V |x=0 = V |x=L = 0
}
,
H2+ =
{
(τ , V , θ) ∈ H2[0, L] × (H2[0, L])3 × H2[0, L]: τ (x) > 0, θ(x) > 0, x ∈ [0, L],
V |x=0 = V |x=L = 0, θ ′(x)|x=0 = θ ′(x)|x=L = 0
}
,
H4+ =
{
(τ , V , θ) ∈ H4[0, L] × (H4[0, L])3 × H4[0, L]: τ (x) > 0, θ(x) > 0, x ∈ [0, L],
V |x=0 = V |x=L = 0, θ ′(x)|x=0 = θ ′(x)|x=L = 0
}
.
The notation in this paper will be as follows: Lp (1  p  +∞), Wm,p , m ∈ N ,
H1 = W 1,2, H10 = W 1,20 , H2 = W 2,2, H4 = W 4,2 denote the usual Sobolev spaces on (0, L). ‖ · ‖B
denotes the norm in the space B; we also put ‖ · ‖ = ‖ · ‖L2 . We denote by Ck(I, B), k ∈ N0, the
space of k-times continuously differentiable functions from I ⊆ R into a Banach space B . Subscripts
t and x denote the (partial) derivatives with respect to t and x, respectively. We use Ci (i = 1,2,4)
to stand for the generic constant depending only on the Hi+ norm of initial data, minx∈[0,L] τ0(x) and
minx∈[0,L] θ0(x).
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Theorem 1.1. Let us set
E0 =
L∫
0
(
1
2
∣∣ V0(x)∣∣2 + CV θ0
)
dx. (1.23)
Then there exists a constant δ0 > 0 such that as E0  δ0 , for any (τ0, V0, θ0) ∈ H4+ there exists a unique
global solution (τ (t), V (t), θ(t)) ∈ H4+ to problem (1.14)–(1.20) such that for any (x, t) ∈ [0, L] × [0,+∞),
the following estimates hold,
0 < C−11  θ(x, t) C1, (1.24)
0 < C−11  τ (x, t) C1, (1.25)
0 < a r(x, t) b, 0 < C−11  rx(x, t) C1, (1.26)
∥∥τ (t) − τ¯∥∥2H4 + ∥∥ V (t)∥∥2H4 + ∥∥θ(t) − θ¯∥∥2H4
+
t∫
0
{‖τ − τ¯‖2H4 + ‖V ‖2H5 + ‖θ − θ¯‖2H5}(s)ds C4. (1.27)
Theorem 1.2. Under the conditions of Theorem 1.1, for any (τ0, V0, θ0) ∈ H4+ , there exist constants C4 > 0
and γ4 = γ4(C4) > 0 such that for any ﬁxed γ ∈ (0, γ4] and for any t > 0, the following estimates hold,
eγ t
(∥∥τ (t) − τ¯∥∥2H4 + ∥∥ V (t)∥∥2H4 + ∥∥θ(t) − θ¯∥∥2H4)
+
t∫
0
eγ s
{‖τ − τ¯‖2H4 + ‖V ‖2H5 + ‖θ − θ¯‖2H5}(s)ds C4 (1.28)
where
τ¯ = 1
L
L∫
0
τ0(x)dx, θ¯ = 1
CV L
L∫
0
(
CV θ0 + |
V0|2
2
)
(x)dx. (1.29)
Corollary 1.1. Assume that (τ (t), V (t), θ(t)) ∈ H4+ is a global solution obtained in Theorems 1.1–1.2 and
satisﬁes the corresponding compatibility conditions, then it is also the classical global solution verifying that
for any ﬁxed γ ∈ (0, γ4],
∥∥(τ (t) − τ¯ , V (t), θ(t) − θ¯)∥∥2
C3+
1
2 ×(C3+ 12 )3×C3+ 12  C4e
−γ t, ∀t > 0. (1.30)
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Lemma 2.1. For any (τ0, V0, θ0) ∈ H1+ , as E0  δ0 , there exists a unique global solution (τ (t), V (t), θ(t)) ∈
H1+ to problem (1.14)–(1.20) and the following estimates hold,
0 < C−11  θ(x, t) C1, (x, t) ∈ [0, L] × [0,+∞), (2.1)
0 < C−11  τ (x, t) C1, (x, t) ∈ [0, L] × [0,+∞), (2.2)
0 < a r(x, t) b, (x, t) ∈ [0, L] × [0,+∞), (2.3)
0 < C−11  rx(x, t) C1, (x, t) ∈ [0, L] × [0,+∞), (2.4)
∥∥rt(t)∥∥2H1 + ∥∥r(t) − r¯∥∥2H2 + ∥∥τt(t)∥∥2 + ∥∥τ (t) − τ¯∥∥2H1 + ∥∥θ(t) − θ¯∥∥2H1 + ∥∥ V (t)∥∥2H1
+
t∫
0
{‖τ − τ¯‖2H1 + ‖τt‖2H1 + ‖V ‖2H2 + ‖θ − θ¯‖2H2 + ‖Vt‖2 + ‖θt‖2
+ ‖r − r¯‖2H2 + ‖rt‖2H2
}
(s)ds C1, ∀t > 0, (2.5)
and there exist constants C1 > 0 and γ1 = γ1(C1) > 0 such that for any ﬁxed γ ∈ (0, γ1], we have that for
any t > 0,
eγ t
{∥∥rt(t)∥∥2H1 + ∥∥r(t) − r¯∥∥2H2 + ∥∥τ (t) − τ¯∥∥2H1 + ∥∥τt(t)∥∥2 + ∥∥θ(t) − θ¯∥∥2H1 + ∥∥ V (t)∥∥2H1}
+
t∫
0
eγ s
{‖rt‖2H2 + ‖r − r¯‖2H2 + ‖τ − τ¯‖2H1 + ‖τt‖2H1 + ‖θ − θ¯‖2H2
+ ‖V ‖2H2 + ‖Vt‖2 + ‖θt‖2
}
(s)ds C1 (2.6)
where
r¯ = (a2 + 2r¯x) 12 .
Proof. See, e.g., Qin [24]. 
Lemma 2.2. For any (τ0, V0, θ0) ∈ H2+ , there exists a unique global solution (τ (t), V (t), θ(t)) ∈ H2+ to prob-
lem (1.14)–(1.20) and the following estimates hold,
∥∥rt(t)∥∥2H2 + ∥∥r(t) − r¯∥∥2H3 + ∥∥τ (t) − τ¯∥∥2H2 + ∥∥τt(t)∥∥2H1 + ∥∥ V (t)∥∥2H2 + ∥∥θ(t) − θ¯∥∥2H2
+ ∥∥ Vt(t)∥∥2 + ∥∥θt(t)∥∥2 +
t∫
0
{‖rt‖2H3 + ‖r − r¯‖2H3 + ‖τ − τ¯‖2H2 + ‖τt‖2H2
+ ‖θ − θ¯‖2H3 + ‖V ‖2H3 + ‖Vt‖2H1 + ‖θt‖2H1
}
(s)ds C2 (2.7)
and there exist constants C2 > 0 and γ2 = γ2(C2)( γ1) > 0 such that for any ﬁxed γ ∈ (0, γ2], we have that
for any t > 0,
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{∥∥rt(t)∥∥2H2 + ∥∥r(t) − r¯∥∥2H3 + ∥∥τ (t) − τ¯∥∥2H2 + ∥∥τt(t)∥∥2H1 + ∥∥ V (t)∥∥2H2 + ∥∥θ(t) − θ¯∥∥2H2
+ ∥∥ Vt(t)∥∥2 + ∥∥θt(t)∥∥2}+
t∫
0
eγ s
{‖rt‖2H3 + ‖r − r¯‖2H3 + ‖τ − τ¯‖2H2 + ‖τt‖2H2
+ ‖V ‖2H3 + ‖θ − θ¯‖2H3 + ‖Vt‖2H1 + ‖θt‖2H1
}
(s)ds C2. (2.8)
Proof. See, e.g., Qin [24]. 
Lemma 2.3. For any (τ0, V0, θ0) ∈ H4+ and any t > 0,
∥∥utx(x,0)∥∥+ ∥∥vtx(x,0)∥∥+ ∥∥wtx(x,0)∥∥+ ∥∥θtx(x,0)∥∥ C4, (2.9)∥∥utt(x,0)∥∥+ ∥∥vtt(x,0)∥∥+ ∥∥wtt(x,0)∥∥+ ∥∥θtt(x,0)∥∥ C4, (2.10)∥∥utxx(x,0)∥∥+ ∥∥vtxx(x,0)∥∥+ ∥∥wtxx(x,0)∥∥+ ∥∥θtxx(x,0)∥∥ C4, (2.11)
∥∥utt(t)∥∥2 +
t∫
0
‖uttx‖2(s)ds C4 + C4
t∫
0
(‖utxx‖2 + ‖vtxx‖2 + ‖θtxx‖2)(s)ds, (2.12)
∥∥vtt(t)∥∥2 +
t∫
0
‖vttx‖2(s)ds C4 + C4
t∫
0
(‖utxx‖2 + ‖vtxx‖2)(s)ds, (2.13)
∥∥wtt(t)∥∥2 +
t∫
0
‖wttx‖2(s)ds C4 + C4
t∫
0
(‖utxx‖2 + ‖wtxx‖2)(s)ds, (2.14)
∥∥θtt(t)∥∥2 +
t∫
0
‖θttx‖2(s)ds C4 + C1ε sup
0st
‖utx‖2 + C2ε−1
t∫
0
‖θtxx‖2(s)ds
+ C1ε
t∫
0
(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)(s)ds. (2.15)
Proof. Differentiating (1.15) with respect to x, we have
utx = rx
[
ν(ru)x − γ θ
τ
]
x
+ r
[
ν(ru)x − γ θ
τ
]
xx
+
(
v2
r
)
x
= rx
[
ν(ru)xx − γ θx
τ
− (ν(ru)x − γ θ)τx
τ 2
]
+ r
[
ν(ru)xxx − γ θxx
τ
− (ν(ru)xx − γ θx)τx
τ 2
− ν(ru)xxτx + ν(ru)xτxx − γ θxτx − γ θτxx
τ 2
+ 2ν(ru)xτ
2
x − 2γ θτ 2x
τ 3
]
+ 2vvx
r
− v
2τ
r3
.
Using the Gagliardo–Nirenberg inequality and the Young inequality, we have
‖τx‖L∞  C
(‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖) C(‖τx‖ + ‖τxx‖),
‖τx‖24  C
(‖τx‖ 34 ‖τxx‖ 14 + ‖τx‖)2  C(‖τx‖ 32 ‖τxx‖ 12 + ‖τx‖2) C(‖τx‖2 + ‖τxx‖2).L
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∥∥(ru)xx∥∥ C2(‖ux‖ + ‖uxx‖) C2‖uxx‖,∥∥(ru)xxx∥∥ C2(‖uxx‖ + ‖uxxx‖) C2‖ux‖H2 .
Thus, we have
‖utx‖ C2
(‖ux‖H2 + ‖θx‖H1 + ‖τx‖L∞‖ux‖ + ‖τx‖L∞‖uxx‖
+ ‖τx‖H1 + ‖τx‖L∞‖θx‖ + ‖τx‖2L4 + ‖vx‖
)
.
By Lemmas 2.1–2.2 again, we have
‖utx‖ C2
(‖ux‖H2 + ‖τx‖H1 + ‖θx‖H1 + ‖vx‖) (2.16)
or
‖uxxx‖ C2
(‖ux‖H1 + ‖τx‖H1 + ‖θx‖H1 + ‖vx‖ + ‖utx‖). (2.17)
Differentiating (1.15) with respect to x twice, using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg
inequality and the Young inequality, we have
‖utxx‖ C2
(‖ux‖H3 + ‖τx‖H2 + ‖θx‖H2 + ‖vx‖H1) (2.18)
or
‖uxxxx‖ C2
(‖ux‖H2 + ‖τx‖H2 + ‖θx‖H2 + ‖vx‖H1 + ‖utxx‖). (2.19)
Differentiating (1.16) with respect to x, we arrive at
vtx = μrx
[
(rv)xx
τ
− (rv)xτx
τ 2
]
+ μr
[
(rv)xxx
τ
− 2 (rv)xxτx
τ 2
− (rv)xτxx
τ 2
+ 2(rv)xτ
2
x
τ 3
]
− (uv)x
r
+ uvrx
r2
.
Using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg inequality and the Young inequality, we derive
‖vtx‖ C2
(‖ux‖ + ‖τx‖H1 + ‖vx‖H2) (2.20)
or
‖vxxx‖ C2
(‖ux‖ + ‖τx‖H1 + ‖vx‖H1 + ‖vtx‖). (2.21)
Differentiating (1.15) with respect to x twice, using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg
inequality and the Young inequality, we have
‖vtxx‖ C2
(‖ux‖H1 + ‖τx‖H2 + ‖vx‖H3) (2.22)
or
‖vxxxx‖ C2
(‖ux‖H1 + ‖τx‖H2 + ‖vx‖H2 + ‖vtxx‖). (2.23)
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inequality, we deduce that
‖wtx‖ C2
(‖τx‖H1 + ‖wx‖H2) (2.24)
or
‖wxxx‖ C2
(‖τx‖H1 + ‖wx‖H1 + ‖wtx‖) (2.25)
and
‖wtxx‖ C2
(‖τx‖H2 + ‖wx‖H3) (2.26)
or
‖wxxxx‖ C2
(‖τx‖H2 + ‖wx‖H2 + ‖wtxx‖). (2.27)
Differentiating (1.18) with respect to x, we arrive at
CV θtx = κ
[
(r2θx)x
τ
− r
2θxτx
τ 2
]
x
+
{
1
τ
[
ν(ru)x − γ θ
]}
x
(ru)x + 1
τ
[
ν(ru)x − γ θ
]
(ru)xx
+ 2μ(rv)x(rv)xx
τ
− μ(rv)
2
xτx
τ 2
+ μ(r
2w2x)x
τ
− μr
2w2xτx
τ 2
− 2μ(u2 + v2)xx
= κ
[
2τxθx + 2τθxx + r2θxxx
τ
− 4ττxθx + 2r
2τxθxx
τ 2
− r
2θxτxx
τ 2
+ 2r
2θxτ
2
x
τ 3
]
+ 2ν(ru)x(ru)xx − γ (ru)xθx
τ
− ν(ru)
2
xτx − γ θτx(ru)x
τ 2
− γ θ(ru)xx
τ
+ 2μ(rv)x(rv)xx
τ
− μτx(rv)
2
x
τ 2
+ 2μτω
2
x + 2μωxωxxr2
τ
− μτxω
2
x r
2
τ 2
− 4μ(u2x + v2x + uuxx + vvxx).
Using Lemmas 2.1–2.2, we can infer that
‖θtx‖ C
{‖τx‖L∞‖θx‖ + ‖θxxx‖ + ‖τx‖L∞‖θxx‖ + ‖θx‖L∞‖τxx‖ + ‖θx‖L∞‖τx‖2L4
+ ‖θx‖L∞
∥∥(ru)x∥∥+ ‖τx‖L∞∥∥(ru)x∥∥2L4 + ‖τx‖L∞∥∥(ru)x∥∥+ ∥∥(ru)xx∥∥
+ ‖τx‖L∞
∥∥(rv)x∥∥2L4 + ‖ωx‖2L4 + ‖ωx‖L∞‖ωxx‖ + ‖τx‖L∞‖ωx‖2L4 + ‖ux‖2L4
+ ‖uxx‖ + ‖vxx‖ + ‖vx‖2L4 +
∥∥(ru)x∥∥L∞∥∥(ru)xx∥∥+ ∥∥(rv)x∥∥L∞∥∥(rv)xx∥∥}.
Using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg inequality and the Young inequality, we have
‖θtx‖ C2
(‖θx‖H2 + ‖ux‖H1 + ‖τx‖H1 + ‖vx‖H1 + ‖wx‖H1) (2.28)
or
‖θxxx‖ C2
(‖θx‖H1 + ‖ux‖H1 + ‖τx‖H1 + ‖vx‖H1 + ‖wx‖H1 + ‖θtx‖). (2.29)
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inequality and the Young inequality, we have
‖θtxx‖ C2
(‖θx‖H3 + ‖ux‖H2 + ‖τx‖H2 + ‖vx‖H2 + ‖wx‖H2) (2.30)
or
‖θxxxx‖ C2
(‖θx‖H2 + ‖ux‖H2 + ‖τx‖H2 + ‖vx‖H2 + ‖wx‖H2 + ‖θtxx‖). (2.31)
By virtue of the boundary condition (1.20) and the Poincaré inequality, we get
‖ut‖ C1‖utx‖ C1‖utxx‖, ‖vt‖ C1‖vtx‖ C1‖vtxx‖,
‖wt‖ C1‖wtx‖ C1‖wtxx‖.
Differentiating (1.15) with respect to t , we arrive at
utt = rt
[
ν(ru)xx − γ θx
τ
− ν(ru)xτx − γ θτx
τ 2
]
+ r
{
ν(ru)txx − γ θtx
τ
− ν(ru)xxτt − γ θxτt
τ 2
− [nu(ru)x − γ θ]tτx + [nu(ru)x − γ θ]τtx
τ 2
+ 2[nu(ru)x − γ θ]τxτt
τ 3
}
+ 2vvt
r
− v
2rt
r2
.
Using Lemmas 2.1–2.2 and the Gagliardo–Nirenberg inequality and the Young inequality, we infer
‖utt‖ C2
{‖θx‖ + ‖θtx‖ + ‖θt‖ + ‖uxx‖ + ‖utxx‖ + ‖τx‖ + ‖vt‖}. (2.32)
Similarly, we deduce from (1.16)–(1.17),
‖vtt‖ C2
{‖vxx‖ + ‖vtxx‖ + ‖τx‖ + ‖ut‖ + ‖uxx‖}, (2.33)
‖wtt‖ C2
{‖wxx‖ + ‖wtxx‖ + ‖τx‖ + ‖uxx‖}. (2.34)
By (1.18), we have
‖θt‖ C2
(‖θx‖H1 + ‖ux‖H1 + ‖τx‖H1 + ‖vx‖H1 + ‖wx‖H1). (2.35)
Thus inserting (2.18), (2.22), (2.28), (2.35) into (2.32), we get
‖utt‖ C2
(‖θx‖H2 + ‖ux‖H3 + ‖τx‖H2 + ‖vx‖H3 + ‖wx‖H1). (2.36)
Similarly, inserting (2.18), (2.22) into (2.33), we have
‖vtt‖ C2
(‖θx‖H2 + ‖ux‖H3 + ‖τx‖H2 + ‖vx‖H3). (2.37)
Inserting (2.26) into (2.34), we get
‖wtt‖ C2
(‖ux‖H1 + ‖τx‖H2 + ‖wx‖H3). (2.38)
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Poincaré inequality, we have
‖θtt‖ C2
{‖θxx‖ + ‖θtx‖ + ‖θtxx‖ + ‖ux‖H1 + ‖τx‖ + ‖utx‖ + ‖vtx‖ + ‖wtx‖}
 C2
{‖θx‖H3 + ‖ux‖H2 + ‖τx‖H2 + ‖vx‖H2 + ‖wx‖H2}. (2.39)
Thus estimates (2.9)–(2.11) follow from (2.16), (2.18), (2.20), (2.22), (2.24), (2.26), (2.28), (2.30) and
(2.36)–(2.39).
Differentiating (1.15) with respect to t twice, multiplying the resulting equation by utt in L2(0, L),
using Lemmas 2.1–2.2 and the Poincaré inequality, we obtain for any δ > 0,
d
dt
‖utt‖2 −
(
C−11 − δ
)‖uttx‖2 + C2(δ){‖θx‖2 + ‖uxx‖2 + ‖τx‖2 + ‖utx‖2
+ ‖θt‖2 + ‖utt‖2 + ‖θtt‖2 + ‖vtt‖2
}
. (2.40)
Choosing δ > 0 small enough, integrating with respect to t , using Lemmas 2.1–2.2 and (2.10), (2.32)–
(2.35), (2.39), we can derive
‖utt‖2 +
t∫
0
‖uttx‖2 ds C4 + C4
t∫
0
(‖utxx‖2 + ‖vtxx‖2 + ‖θtxx‖2)(s)ds. (2.41)
In the same manner, by (1.16) and (1.17), we have
∥∥vtt(t)∥∥2 +
t∫
0
‖vttx‖2(s)ds C4 + C4
t∫
0
(‖utxx‖2 + ‖vtxx‖2)(s)ds, (2.42)
∥∥wtt(t)∥∥2 +
t∫
0
‖wttx‖2(s)ds C4 + C4
t∫
0
(‖utxx‖2 + ‖wtxx‖2)(s)ds. (2.43)
Differentiating (1.18) with respect to t twice, multiplying the resulting equation by θtt in L2(0, L),
using Lemmas 2.1–2.2 and the Poincaré inequality, we obtain
d
dt
‖θtt‖2 −
(
C−11 − ε
)‖θttx‖2 + ε(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)+ C2ε−1{‖θx‖2 + ‖θtx‖2
+ ‖ux‖2 + ‖utx‖2 + ‖θt‖2 + ‖θtt‖2 + ‖θtxx‖2
}+ C2‖θt‖‖utx‖2. (2.44)
Choosing ε > 0 small enough, integrating with respect to t , using (2.39), we have
∥∥θtt(t)∥∥2 +
t∫
0
‖θttx‖2(s)ds
 C1ε
t∫ (‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)(s)ds + C4(ε)0
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0st
‖utx‖
( t∫
0
‖θtt‖2 ds
) 1
2
( t∫
0
‖utx‖2 ds
) 1
2
+ C2ε−1
t∫
0
(‖θtxx‖2 + ‖θtt‖2)(s)ds
 C4(ε) + C1ε sup
0st
‖utx‖2 + C2ε−1
t∫
0
‖θtxx‖2(s)ds
+ C1ε
t∫
0
(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)(s)ds.  (2.45)
Lemma 2.4. For any (τ0, V0, θ0) ∈ H4+ , there holds that for any t > 0,
‖utx‖2 +
t∫
0
‖utxx‖2 ds C3ε−6 + C2ε2
t∫
0
(‖uttx‖2 + ‖θtxx‖2)(s)ds, (2.46)
‖vtx‖2 +
t∫
0
‖vtxx‖2 ds C3ε−6 + C2ε2
t∫
0
‖vttx‖2(s)ds, (2.47)
‖wtx‖2 +
t∫
0
‖wtxx‖2 ds C3ε−6 + C2ε2
t∫
0
‖wttx‖2(s)ds, (2.48)
‖θtx‖2 +
t∫
0
‖θtxx‖2 ds C3ε−6 + C2ε2
t∫
0
(‖utxx‖2 + ‖θttx‖2 + ‖vtxx‖2 + ‖wtxx‖2)(s)ds
(2.49)
with ε ∈ (0,1) small enough.
Proof. Differentiating (1.15) with respect to x and t , multiplying the resulting equation by utx in
L2(0, L), we have
1
2
d
dt
‖utx‖2 =
L∫
0
{
r
[
ν(ru)x − γ θ
τ
]
x
+ v
2
r
}
tx
utx dx
=
{
r
[
ν(ru)x − γ θ
τ
]
x
+ v
2
r
}
t
utx
∣∣∣∣
x=L
x=0
−
L∫
0
{
r
[
ν(ru)x − γ θ
τ
]
x
+ v
2
r
}
t
utxx dx
= I0 + I1 (2.50)
where
I0 =
{
r
[
ν(ru)x − γ θ
τ
]
+ v
2
r
}
utx
∣∣∣∣
x=Lx t x=0
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{
rt
[
ν(ru)x − γ θ
τ
]
x
+ r
[
ν(ru)x − γ θ
τ
]
tx
}
utx
∣∣∣∣
x=L
x=0
=
{
r
[
ν(ru)x − γ θ
τ
]
tx
}
utx
∣∣∣∣
x=L
x=0
=
{
r
[
ν(ru)xx − γ θx
τ
− [ν(ru)x − γ θ]τx
τ 2
]
t
}
utx
∣∣∣∣
x=L
x=0
=
{
r
[
ν(ru)txx
τ
− ν(ru)xx(ru)x
τ 2
− [ν(ru)tx − γ θt]τx
τ 2
− [ν(ru)x − γ θ](ru)xx
τ 2
+ 2[ν(ru)x − γ θ]τx(ru)x
τ 3
]}
utx
∣∣∣∣
x=L
x=0
.
Using Sobolev’s interpolation inequality and Lemmas 2.1–2.2, we deduce that
I0  C2
{‖uxx‖ 12 ‖uxxx‖ 12 + ‖uxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖ + ‖θt‖ 12 ‖θtx‖ 12
+ ‖θt‖ + ‖utxx‖ 12 ‖utxxx‖ 12 + ‖utxx‖
}(‖utx‖ 12 ‖utxx‖ 12 + ‖utx‖)
≡ I01 + I02
where
I01 = C2
(‖uxx‖ 12 ‖uxxx‖ 12 + ‖uxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖
+ ‖θt‖ 12 ‖θtx‖ 12 + ‖θt‖
)(‖utx‖ 12 ‖utxx‖ 12 + ‖utx‖)
and
I02 = C2
(‖utxx‖ 12 ‖utxxx‖ 12 + ‖utxx‖)(‖utx‖ 12 ‖utxx‖ 12 + ‖utx‖).
Applying Young’s inequality several times, we have that for any ε ∈ (0,1),
I01 
ε2
2
‖utxx‖2 + C2ε−2
{‖uxx‖2H1 + ‖τx‖2H1 + ‖θt‖2H1 + ‖utx‖2},
I02 
ε2
2
‖utxx‖2 + ε2‖utxxx‖2 + C2ε−6‖utx‖2
whence
I0  ε2
(‖utxx‖2 + ‖utxxx‖2)+ C2ε−6(‖uxx‖2H1 + ‖τx‖2H1 + ‖θt‖2H1 + ‖utx‖2). (2.51)
Using Lemmas 2.1–2.2 again, we have
t∫
0
I0 ds ε2
t∫
0
(‖utxx‖2 + ‖utxxx‖2)ds + C2ε−6. (2.52)
Similarly, we get
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L∫
0
{
r
[
ν(ru)x − γ θ
τ
]
x
+ v
2
r
}
t
utxx dx
= −
L∫
0
{
r
[
ν(ru)xx − γ θx
τ
− [ν(ru)x − γ θ]τx
τ 2
]
+ v
2
r
}
t
utxx dx.
Using Lemmas 2.1–2.2 and a proper embedding theorem, we get
I1 −ν
L∫
0
r2u2txx
τ
dx+ ε2‖utxx‖2 + C2ε−2
{‖uxx‖2 + ‖τx‖2
+ ‖θt‖2 + ‖utx‖2 + ‖θx‖2 + ‖θtx‖2 + ‖vt‖2 + ‖v‖2
}
(2.53)
whence
t∫
0
I1 ds−
(
C−11 − ε2
) t∫
0
‖utxx‖2 ds + C2ε−2. (2.54)
Integrating (2.50) with respect to t , using (2.52), (2.54), taking ε ∈ (0,1) small enough, we conclude
‖utx‖2 +
t∫
0
‖utxx‖2 ds C3ε−6 + C2ε2
t∫
0
‖utxxx‖2 ds. (2.55)
Differentiating (1.15) with respect to x and t , we arrive at
uttx =
{
r
[
ν(ru)x − γ θ
τ
]
x
}
tx
+
(
v2
r
)
tx
= r ν(ru)txxx
τ
+ D(t). (2.56)
Using Lemmas 2.1–2.2 and a proper embedding theorem, we get
‖D‖ C2
(‖ux‖H2 + ‖θx‖H1 + ‖θtx‖H1 + ‖τx‖H1 + ‖vx‖ + ‖vtx‖ + ‖utxx‖). (2.57)
Using (2.56) and (2.57), we have
‖utxxx‖ C1‖uttx‖ + C2
(‖ux‖H2 + ‖θx‖H1 + ‖θtx‖H1 + ‖τx‖H1 + ‖vx‖ + ‖vtx‖ + ‖utxx‖).
(2.58)
Inserting (2.58) into (2.55) and using Lemmas 2.1–2.3, taking ε ∈ (0,1) small enough, we can derive
the desired estimate (2.46).
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we arrive at
L∫
0
vtxvttx dx =
L∫
0
{
μr
[
(rv)x
τ
]
x
− uv
r
}
tx
vtx dx,
i.e.,
1
2
d
dt
‖vtx‖2 =
{
μr
[
(rv)x
τ
]
x
− uv
r
}
t
vtx
∣∣∣∣
x=L
x=0
−
L∫
0
{
μr
[
(rv)x
τ
]
x
− uv
r
}
t
vtxx dx
= A0 + A1 (2.59)
where
A0 =
{
μr
[
(rv)x
τ
]
x
− uv
r
}
t
vtx
∣∣∣∣
x=L
x=0
= μ
{
rt
[
(rv)x
τ
]
x
+ r
[
(rv)x
τ
]
tx
}
vtx
∣∣∣∣
x=L
x=0
.
Using Sobolev’s interpolation inequality and Lemmas 2.1–2.2, we deduce that
A0  C2
{‖vxx‖ 12 ‖vxxx‖ 12 + ‖vxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖ + ‖uxx‖ 12 ‖uxxx‖ 12
+ ‖uxx‖ + ‖vtxx‖ 12 ‖vtxxx‖ 12 + ‖vtxx‖
}(‖vtx‖ 12 ‖vtxx‖ 12 + ‖vtx‖)
≡ A01 + A02
where
A01 = C2
(‖vxx‖ 12 ‖vxxx‖ 12 + ‖vxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖
+ ‖uxx‖ 12 ‖uxxx‖ 12 + ‖uxx‖
)(‖vtx‖ 12 ‖vtxx‖ 12 + ‖vtx‖),
A02 = C2
(‖vtxx‖ 12 ‖vtxxx‖ 12 + ‖vtxx‖)(‖vtx‖ 12 ‖vtxx‖ 12 + ‖vtx‖).
Applying Young’s inequality several times, we have
A01 
ε2
2
‖vtxx‖2 + C2ε−2
{‖vxx‖2H1 + ‖τx‖2H1 + ‖uxx‖2H1 + ‖vtx‖2},
A02 
ε2
2
‖vtxx‖2 + ε2‖vtxxx‖2 + C2ε−6‖vtx‖2.
Hence
A0  ε2
(‖vtxx‖2 + ‖vtxxx‖2)+ C2ε−6(‖vxx‖2 1 + ‖τx‖2 1 + ‖uxx‖2 1 + ‖vtx‖2). (2.60)H H H
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t∫
0
A0 ds ε2
t∫
0
(‖vtxx‖2 + ‖vtxxx‖2)ds + C2ε−6. (2.61)
Similarly, we get
A1 = −
L∫
0
{
μr
[
(rv)x
τ
]
x
− uv
r
}
t
vtxx dx
= −
L∫
0
{
μrt
[
(rv)x
τ
]
x
+ μr
[
(rv)x
τ
]
tx
−
(
uv
r
)
t
}
vtxx dx.
Using Lemmas 2.1–2.2 and a proper embedding theorem, we get
A1 −μ
L∫
0
r2v2txx
τ
dx+ ε2‖vtxx‖2 + C2ε−2
{‖vxx‖2 + ‖τx‖2 + ‖vtx‖2 + ‖ut‖2 + ‖u‖2}
(2.62)
whence
t∫
0
A1 ds−
(
C−11 − ε2
) t∫
0
‖vtxx‖2 ds + C2ε−2. (2.63)
Integrating (2.59) with respect to t , using (2.61) and (2.63), taking ε ∈ (0,1) small enough, we can
obtain
‖vtx‖2 +
t∫
0
‖vtxx‖2 ds C3ε−6 + C2ε2
t∫
0
‖vtxxx‖2 ds. (2.64)
Differentiating (1.16) with respect to x and t , we have
vttx =
{
μr
[
(rv)x
τ
]
x
}
tx
−
(
uv
r
)
tx
= μr (rv)txxx
τ
+ D1(t). (2.65)
Using Lemmas 2.1–2.2 and a proper embedding theorem, we derive
‖D1‖ C2
(‖vx‖H2 + ‖τx‖H1 + ‖τt‖H1 + ‖rt‖H1 + ‖ut‖H1 + ‖vtx‖H1). (2.66)
Using (2.65) and (2.66), we get
‖vtxxx‖ C1‖vttx‖ + C2
(‖vx‖H2 + ‖τx‖H1 + ‖τt‖H1 + ‖rt‖H1 + ‖ut‖H1 + ‖vtx‖H1). (2.67)
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desired estimate (2.47).
Differentiating (1.17) with respect to x and t , multiplying the resulting equation by wtx in L2(0, L),
we have
L∫
0
wtxwttx dx =
L∫
0
{
μr
[
(rw)x
τ
]
x
+ μτw
r2
}
tx
wtx dx,
i.e.,
1
2
d
dt
‖wtx‖2 =
{
μr
[
(rw)x
τ
]
x
+ μτw
r2
}
t
wtx
∣∣∣∣
x=L
x=0
−
L∫
0
{
μr
[
(rw)x
τ
]
x
+ μτw
r2
}
t
wtxx dx
= B0 + B1 (2.68)
where
B0 =
{
μr
[
(rw)x
τ
]
x
− μτw
r2
}
t
wtx
∣∣∣∣
x=L
x=0
= μ
{
rt
[
(rw)x
τ
]
x
+ r
[
(rw)x
τ
]
tx
}
wtx
∣∣∣∣
x=L
x=0
.
Using Sobolev’s interpolation inequality and Lemmas 2.1–2.2, we deduce that
B0  C2
{‖wxx‖ 12 ‖wxxx‖ 12 + ‖wxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖ + ‖uxx‖ 12 ‖uxxx‖ 12
+ ‖uxx‖ + ‖wtxx‖ 12 ‖wtxxx‖ 12 + ‖wtxx‖
}(‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖)
≡ B01 + B02
where
B01 = C2
(‖wxx‖ 12 ‖wxxx‖ 12 + ‖wxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖
+ ‖uxx‖ 12 ‖uxxx‖ 12 + ‖uxx‖
)(‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖),
B02 = C2
(‖wtxx‖ 12 ‖wtxxx‖ 12 + ‖wtxx‖)(‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖).
Applying Young’s inequality several times, we have
B01 
ε2
2
‖wtxx‖2 + C2ε−2
{‖wxx‖2H1 + ‖τx‖2H1 + ‖uxx‖2H1 + ‖wtx‖2},
B02 
ε2
2
‖wtxx‖2 + ε2‖wtxxx‖2 + C2ε−6‖wtx‖2
whence
B0  ε2
(‖wtxx‖2 + ‖wtxxx‖2)+ C2ε−6(‖wxx‖2 1 + ‖τx‖2 1 + ‖uxx‖2 1 + ‖wtx‖2). (2.69)H H H
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t∫
0
B0 ds ε2
t∫
0
(‖wtxx‖2 + ‖wtxxx‖2)ds + C2ε−6. (2.70)
Similarly, we get
B1 = −
L∫
0
{
μr
[
(rw)x
τ
]
x
+ μτw
r2
}
t
wtxx dx
= −
L∫
0
{
μrt
[
(rw)x
τ
]
x
+ μr
[
(rw)x
τ
]
tx
−
(
μτw
r2
)
t
}
wtxx dx.
Using Lemmas 2.1–2.2 and a proper embedding theorem, we get
B1 −μ
L∫
0
r2w2txx
τ
dx+ ε2‖wtxx‖2 + C2ε−2
{‖wxx‖2 + ‖τx‖2 + ‖wtx‖2 + ‖τt‖2H1 + ‖rt‖2H2}
(2.71)
whence
t∫
0
B1 ds−
(
C−11 − ε2
) t∫
0
‖wtxx‖2 ds + C2ε−2. (2.72)
Integrating (2.68) with respect to t , using (2.69) and (2.71)–(2.72), taking ε ∈ (0,1) small enough, we
can derive
‖wtx‖2 +
t∫
0
‖wtxx‖2 ds C3ε−6 + C2ε2
t∫
0
‖wtxxx‖2 ds. (2.73)
Differentiating (1.17) with respect to x and t , we arrive at
wttx =
{
μr
[
(rw)x
τ
]
x
}
tx
−
(
μτw
r2
)
tx
= μr (rw)txxx
τ
+ D2(t). (2.74)
Using Lemmas 2.1–2.2 and a proper embedding theorem, we get
‖D2‖ C2
(‖wx‖H2 + ‖τx‖H1 + ‖τt‖H1 + ‖rt‖H1 + ‖wtx‖H1). (2.75)
Using (2.74) and (2.75), we have
‖wtxxx‖ C1‖wttx‖ + C2
(‖wx‖H2 + ‖τx‖H1 + ‖τt‖H1 + ‖rt‖H1 + ‖wtx‖H1). (2.76)
Y. Qin, L. Jiang / J. Differential Equations 249 (2010) 1353–1384 1371Inserting (2.76) into (2.73), using Lemmas 2.1–2.3, taking ε ∈ (0,1) small enough, we can derive the
desired estimate (2.48).
Differentiating (1.18) with respect to x and t , multiplying the resulting equation by wtx in L2(0, L),
we have
1
2
d
dt
‖θtx‖2 =
{
κ
[
r2θx
τ
]
x
− γ θ(ru)x
τ
+ τ Q
}
t
θtx
∣∣∣∣
x=L
x=0
−
L∫
0
{
κ
[
r2θx
τ
]
x
− γ θ(ru)x
τ
+ τ Q
}
t
θtxx dx
= M0 + M1 (2.77)
where
M0 =
{
κ
[
r2θx
τ
]
x
− γ θ(ru)x
τ
+ τ Q
}
t
θtx
∣∣∣∣
x=L
x=0
.
Using Sobolev’s interpolation inequality and Lemmas 2.1–2.2, we deduce that
M0  C2
{‖θxx‖ 12 ‖θxxx‖ 12 + ‖θxx‖ + ‖θtxx‖ 12 ‖θtxxx‖ 12 + ‖θtxx‖ + ‖τx‖
+ ‖τx‖ 12 ‖τxx‖ 12 + ‖utx‖ 12 ‖utxx‖ 12 + ‖utx‖ + ‖vtx‖ 12 ‖vtxx‖ 12 + ‖vtx‖
+ ‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖ + ‖ux‖ 12 ‖uxx‖ 12 + ‖ux‖ + ‖vx‖ 12 ‖vxx‖ 12
+ ‖vx‖ + ‖wx‖ 12 ‖wxx‖ 12 + ‖wx‖
}(‖θtx‖ 12 ‖θtxx‖ 12 + ‖θtx‖)
= M01 + M02 (2.78)
where
M01 = C2
{‖θxx‖ 12 ‖θxxx‖ 12 + ‖θxx‖ + ‖τx‖ 12 ‖τxx‖ 12 + ‖τx‖
+ ‖ux‖ 12 ‖uxx‖ 12 + ‖ux‖ + ‖vx‖ 12 ‖vxx‖ 12 + ‖vx‖ + ‖wx‖ 12 ‖wxx‖ 12
+ ‖wx‖ + ‖utx‖ + ‖vtx‖ + ‖wtx‖
}(‖θtx‖ 12 ‖θtxx‖ 12 + ‖θtx‖),
M02 = C2
{‖utx‖ 12 ‖utxx‖ 12 + ‖vtx‖ 12 ‖vtxx‖ 12 + ‖wtx‖ 12 ‖wtxx‖ 12 + ‖wtx‖
+ ‖θtxx‖ 12 ‖θtxxx‖ 12 + ‖θtxx‖
}(‖θtx‖ 12 ‖θtxx‖ 12 + ‖θtx‖).
Applying Young’s inequality several times, we have
M01 
ε2
2
‖θtxx‖2 + C2ε−2
{‖θxx‖H1 + ‖uxx‖H1 + ‖vx‖H1 + ‖wx‖H1
+ ‖τx‖H1 + ‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2
}
,
M02 
ε2
2
‖θtxx‖2 + ε2
(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxxx‖2)
+ C2ε−6
(‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2).
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M0  ε2
(‖θtxx‖2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxxx‖2)+ C2ε−6{‖θxx‖H1
+ ‖uxx‖H1 + ‖vx‖H1 + ‖wx‖H1 + ‖τx‖H1 + ‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2
}
.
Using Lemmas 2.1–2.2 again, we have
t∫
0
M0 ds ε2
t∫
0
(‖θtxx‖2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxxx‖2)ds + C2ε−6. (2.79)
Similarly, we get
M1 = −
L∫
0
{
κ
[
r2θx
τ
]
x
− γ θ(ru)x
τ
+ τ Q
}
t
θtxx dx.
Using Lemmas 2.1–2.2 and a proper embedding theorem, we deduce
M1 −κ
L∫
0
r2θ2txx
τ
dx+ ε2‖θtxx‖2 + C2ε−2
{‖θxx‖2 + ‖τx‖2 + ‖θtx‖2
+ ‖τt‖2H1 + ‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖ux‖2 + ‖vx‖2 + ‖wx‖2
}
.
Hence
t∫
0
M1 ds−
(
C−11 − ε2
) t∫
0
‖θtxx‖2 ds + C2ε−2. (2.80)
Integrating (2.77) with respect to t , using (2.79) and (2.80), taking ε ∈ (0,1) small enough, we can
derive
‖θtx‖2 +
t∫
0
‖θtxx‖2 ds C3ε−6 + C2ε2
t∫
0
(‖θtxxx‖2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2)ds. (2.81)
Differentiating (1.18) with respect to x and t , we arrive at
CV θttx = κ r
2θtxxx
τ
+ D3(t) (2.82)
which, by Lemmas 2.1–2.2 and a proper embedding theorem, yields
‖D3‖ C2
{‖θtx‖H1 + ‖θx‖H2 + ‖τx‖H1 + ‖τt‖H2 + ‖ux‖H1 + ‖vx‖H1 + ‖wx‖H1
+ ‖ut‖H1 + ‖vt‖H1 + ‖wt‖H1 + ‖utxx‖ + ‖vtxx‖ + ‖wtxx‖ + ‖rx‖H1 + ‖rt‖H2
}
. (2.83)
By virtue of (2.82) and (2.83), we get
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{‖θtx‖H1 + ‖θx‖H2 + ‖τx‖H1 + ‖τt‖H2
+ ‖ux‖H1 + ‖vx‖H1 + ‖wx‖H1 + ‖ut‖H1 + ‖vt‖H1 + ‖wt‖H1
+ ‖utxx‖ + ‖vtxx‖ + ‖wtxx‖ + ‖rx‖H1 + ‖rt‖H2
}
. (2.84)
Inserting (2.84) into (2.81), we can derive the desired estimate (2.49). 
Lemma 2.5. For any (τ0, V0, θ0) ∈ H4+ , there holds that for any t > 0,
‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2 +
t∫
0
(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2)ds
 C3ε−6 + C2ε2
t∫
0
(‖θttx‖2 + ‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)ds (2.85)
with any ε ∈ (0,1) small enough.
Proof. Adding (2.46)–(2.48) to (2.49), taking ε ∈ (0,1) small enough, we can derive the desired esti-
mate (2.85). 
Lemma 2.6. For any (τ0, V0, θ0) ∈ H4+ , there holds that for any t > 0,
‖utt‖2 + ‖vtt‖2 + ‖wtt‖2 + ‖θtt‖2 + ‖utx‖2 + ‖vtx‖2
+ ‖wtx‖2 + ‖θtx‖2 +
t∫
0
(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2
+ ‖θttx‖2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2
)
ds C4 (2.86)
with any ε ∈ (0,1) small enough.
Proof. Multiplying (2.12)–(2.14) by ε respectively, multiplying (2.15) by ε
3
2 , adding the resultant to
(2.85), taking ε ∈ (0,1) small enough, we can derive the desired estimate (2.86). 
Lemma 2.7. For any (τ0, V0, θ0) ∈ H4+ , there holds that for any t > 0,
‖τxxx‖2H1 +
t∫
0
‖τxxx‖2H1 ds C4, (2.87)
‖uxxx‖2H1 + ‖vxxx‖2H1 + ‖wxxx‖2H1 + ‖θxxx‖2H1
+
t∫
0
(‖uxxxx‖2H1 + ‖vxxxx‖2H1 + ‖wxxxx‖2H1 + ‖θxxxx‖2H1)ds C4. (2.88)
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ν
∂
∂t
(
τxx
τ
)
+ γ θτxx
τ 2
= r−1utx + r−2τ
[
γ θx − ν(ru)xx
τ
+ ν(ru)xτx − γ θτx
τ 2
]
+ γ θxx
τ
+ 2ν(ru)xxτx − 2γ θxτx
τ 2
+ 2γ θτ
2
x − 2ν(ru)xτ 2x
τ 3
− 2vvx
r2
+ v
2τ
r4
= r−1utx + E(x, t), (2.89)
where
E(x, t) = r−2τ
[
γ θx − ν(ru)xx
τ
+ ν(ru)xτx − γ θτx
τ 2
]
+ γ θxx
τ
+ 2ν(ru)xxτx − 2γ θxτx
τ 2
+ 2γ θτ
2
x − 2ν(ru)xτ 2x
τ 3
− 2vvx
r2
+ v
2τ
r4
.
Differentiating (2.89) with respect to x, we have
ν
∂
∂t
(
τxxx
τ
)
+ γ θτxxx
τ 2
= E1(x, t) (2.90)
where
E1(x, t) = ν
[
(ru)xxxτx + τxx(ru)xx
τ 2
− 2τxτxx(ru)x
τ 3
]
− γ θxτxx
τ 2
+ 2γ θτxxτx
τ 3
− r−3τutx + r−1utxx + Ex(x, t). (2.91)
By a proper calculation, we can derive
‖E1‖ C2
(‖ux‖H2 + ‖τx‖H1 + ‖θx‖H2 + ‖vx‖H1 + ‖utx‖H1). (2.92)
Using Lemmas 2.1–2.2 and (2.86), we have
t∫
0
‖E1‖2 ds C4. (2.93)
Multiplying (2.90) by τxxxτ in L
2(0, L), using the Poincaré inequality, we obtain
d
dt
∥∥∥∥τxxxτ
∥∥∥∥
2
+ C−11
∥∥∥∥τxxxτ
∥∥∥∥
2
 C1‖E1‖2. (2.94)
Integrating (2.94) with respect to t and using Lemmas 2.1–2.2 and (2.93), we conclude
‖τxxx‖2 +
t∫
0
‖τxxx‖2 ds C4. (2.95)
By (2.17), (2.21), (2.25), (2.29) and Lemma 2.1–2.2 and (2.86), we infer
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t∫
0
(‖uxxx‖2H1 + ‖vxxx‖2H1 + ‖wxxx‖2H1 + ‖θxxx‖2H1)ds C4. (2.96)
Differentiating (1.15) with respect to t , using Lemmas 2.1–2.2, we can deduce
‖utxx‖ C1‖utt‖ + C2
{‖θx‖ + ‖θtx‖ + ‖uxx‖ + ‖utx‖ + ‖τx‖ + ‖vt‖}. (2.97)
Using Lemmas 2.1–2.2 again and (2.86), we have
‖utxx‖ C4 (2.98)
which combined with (2.19) leads to
‖uxxxx‖2 +
t∫
0
(‖utxx‖2 + ‖uxxxx‖2)(s)ds C4. (2.99)
In the same manner, we get
‖vtxx‖ C4,
‖wtxx‖ C4,
‖vxxxx‖2 +
t∫
0
(‖vtxx‖2 + ‖vxxxx‖2)(s)ds C4, (2.100)
‖wxxxx‖2 +
t∫
0
(‖wtxx‖2 + ‖wxxxx‖2)(s)ds C4 (2.101)
which, combined with (2.99), (2.100) and (2.101), give
‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2 +
t∫
0
(‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2)(s)ds C4. (2.102)
In the same manner, we get
‖θxxxx‖2 +
t∫
0
‖θxxxx‖2 ds C4. (2.103)
Differentiating (2.90) with respect to t , we arrive at
ν
∂
∂t
(
τxxxx
τ
)
+ γ θτxxxx
τ 2
= E2(x, t) (2.104)
where
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τ 2
+ 2γ θτxxxτx − 2ν(ru)xτxxxτx
τ 3
+ E1x(x, t). (2.105)
By (2.89) and using Lemmas 2.1–2.2, we can derive
‖Exx‖ C4
(‖θx‖H3 + ‖ux‖H3 + ‖τx‖H2 + ‖vx‖H2) (2.106)
which, combined with (2.91) and using Lemmas 2.1–2.2, implies
‖E1x‖ C4
(‖θx‖H3 + ‖ux‖H3 + ‖τx‖H2 + ‖vx‖H2 + ‖utx‖H2). (2.107)
Hence
‖E2‖ C4
(‖ux‖H3 + ‖τx‖H2 + ‖θx‖H3 + ‖vx‖H2 + ‖utx‖H2). (2.108)
Using (2.58), (2.86) and Lemmas 2.1–2.2, we have
t∫
0
(‖utxx‖2 + ‖utxxx‖2)(s)ds C4. (2.109)
Using (2.96), (2.103), (2.108), (2.109) and Lemmas 2.1–2.2, we obtain
t∫
0
‖E2‖2 ds C4. (2.110)
Multiplying (2.104) by τxxxxτ in L
2(0, L) and using the Poincaré inequality, we get
d
dt
∥∥∥∥τxxxxτ
∥∥∥∥
2
+ C−11
∥∥∥∥τxxxxτ
∥∥∥∥
2
 C1‖E2‖2. (2.111)
Integrating (2.111) with respect to t and using Lemmas 2.1–2.2 and (2.105), we can derive
‖τxxxx‖2 +
t∫
0
‖τxxxx‖2 ds C4, ∀t > 0. (2.112)
Differentiating (1.15) with respect to x three times and using Lemmas 2.1–2.2, we get
‖uxxxxx‖ C2
(‖ux‖H3 + ‖τx‖H3 + ‖θx‖H3 + ‖vx‖H2 + ‖utxxx‖). (2.113)
Thus we conclude from (2.96), (2.99), (2.102), (2.103), (2.109) and Lemmas 2.1–2.2 that
t∫
0
‖uxxxxx‖2(s)ds C4. (2.114)
Similarly, we can deduce that
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‖vxxxxx‖2(s)ds C4, (2.115)
t∫
0
‖wxxxxx‖2(s)ds C4, (2.116)
t∫
0
‖θxxxxx‖2(s)ds C4. (2.117)
Finally, using (2.95), (2.96), (2.102), (2.103), (2.112) and (2.114)–(2.117), we can obtain the desired
estimates (2.87) and (2.88). The proof is complete. 
3. Exponential stability
In this section, based on the estimates established in Section 2, we will show the exponential
stability of global solution in H4+ .
Lemma 3.1. For any (τ0, V0, θ0) ∈ H4+ , there exists a constant 0 < γ (1)4 = γ (1)4 (C4) γ2(C2) > 0 such that
for any ﬁxed γ ∈ (0, γ (1)4 ],
eγ t‖utt‖2 +
t∫
0
eγ s‖uttx‖2 ds C4 + C4
t∫
0
eγ s
(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2)ds, (3.1)
eγ t‖vtt‖2 +
t∫
0
eγ s‖vttx‖2 ds C4 + C4
t∫
0
eγ s
(‖utxx‖2 + ‖vtxx‖2)ds, (3.2)
eγ t‖wtt‖2 +
t∫
0
eγ s‖wttx‖2 ds C4 + C4
t∫
0
eγ s
(‖utxx‖2 + ‖wtxx‖2)ds. (3.3)
Proof. Multiplying (2.40) by eγ t and integrating the resulting inequality with respect to t , integrating
by parts and using the Poincaré inequality, we can derive
eγ t‖utt‖2  C4 −
(
C−11 − δ − C1γ
) t∫
0
eγ s‖uttx‖2 ds + C2(δ)
t∫
0
eγ s
{‖θx‖2 + ‖uxx‖2
+ ‖τx‖2 + ‖utx‖2 + ‖θt‖2 + ‖utt‖2 + ‖θtt‖2 + ‖vtt‖2
}
ds. (3.4)
Taking γ and δ so small that 0 < δ  14C1 and 0 < γ min[1,min( 14C21 , γ2(C2))] ≡ γ
(1)
4 , using (2.32)–
(2.34), (2.39) and Lemmas 2.1–2.2, we can obtain estimate (3.1) from (3.4).
Similarly, we can obtain estimates (3.2) and (3.3). 
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eγ t‖θtt‖2 +
t∫
0
eγ s‖θttx‖2 ds C2ε−1
t∫
0
eγ s‖θtxx‖2 ds + C2eγ t sup
0st
‖utx‖2 + C4(ε)
+ C2ε
t∫
0
eγ s
(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)ds. (3.5)
Proof. Multiplying (2.44) by eγ t and integrating the resulting inequality with respect to t , using
(2.39), we have
eγ t‖θtt‖2  C4(ε) + γ
t∫
0
eγ s‖θtt‖2 ds −
(
C−11 − ε
) t∫
0
eγ s‖θttx‖2 ds
+ ε
t∫
0
eγ s
(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)ds + C2ε−1
t∫
0
eγ s
{‖θx‖2 + ‖θtx‖2
+ ‖θt‖2 + ‖θtt‖2 + ‖θtxx‖2 + ‖ux‖2 + ‖utx‖2
}
ds
+ C2e
γ
2 t sup
0st
( t∫
0
eγ s‖θtt‖2 ds
) 1
2
( t∫
0
‖utx‖2 ds
) 1
2
 C4(ε) + C2
(
ε−1 + γ )
t∫
0
eγ s‖θtxx‖2 ds −
(
C−11 − ε
) t∫
0
eγ s‖θttx‖2 ds
+ C2ε
t∫
0
eγ s
(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2)ds + C2eγ t sup
0st
‖utx‖2.
Taking ε ∈ (0,1) small enough, we can derive (3.5). 
Lemma 3.3. For any (τ0, V0, θ0) ∈ H4+ , and for any ﬁxed γ ∈ (0, γ (1)4 ], there holds that for any t > 0,
eγ t‖utx‖2 +
t∫
0
eγ s‖utxx‖2 ds C3ε−6 + C2ε2
t∫
0
eγ s‖utxxx‖2 ds, (3.6)
eγ t‖vtx‖2 +
t∫
0
eγ s‖vtxx‖2 ds C3ε−6 + C2ε2
t∫
0
eγ s‖vtxxx‖2 ds, (3.7)
eγ t‖wtx‖2 +
t∫
eγ s‖wtxx‖2 ds C3ε−6 + C2ε2
t∫
eγ s‖wtxxx‖2 ds, (3.8)0 0
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t∫
0
eγ s‖θtxx‖2 ds
 C3ε−6 + C2ε2
t∫
0
eγ s
{‖utxxx‖2 + ‖vtxxx‖2 + ‖wtxxx‖2 + ‖θtxxx‖2}ds. (3.9)
Proof. Multiplying (2.50) by eγ t and integrating the resulting inequality with respect to t , using (2.51)
and (2.53), we have
1
2
eγ t‖utx‖2 + ν
t∫
0
L∫
0
eγ s
r2u2txx
τ
dxds
 C3 + γ
2
t∫
0
eγ s‖utx‖2 ds + ε2
t∫
0
eγ s
(‖utxx‖2 + ‖utxxx‖2)ds
+ C2ε−6
t∫
0
(‖uxx‖2H1 + ‖τx‖2H1 + ‖θt‖2H1 + ‖θx‖2 + ‖utx‖2 + ‖vt‖2)ds. (3.10)
Taking ε ∈ (0,1) small enough, using Lemmas 2.1–2.2 and for any γ ∈ (0, γ (1)4 ], we have
eγ t‖utx‖2 +
t∫
0
eγ s‖utxx‖2 ds C3ε−6 + C2ε2
t∫
0
eγ s‖utxxx‖2 ds. (3.11)
In the same manner, we can derive (3.7)–(3.9). 
Lemma 3.4. For any (τ0, V0, θ0) ∈ H4+ and for any ﬁxed γ ∈ (0, γ (1)4 ], there holds that for any t > 0,
eγ t
(‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2)+
t∫
0
eγ s
(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2)ds
 C3ε−6 + C2ε2
t∫
0
eγ s
{‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2 + ‖θttx‖2}ds. (3.12)
Proof. Adding (3.6)–(3.8) to (3.9) and choosing ε ∈ (0,1) small enough, we have
eγ t
(‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2)+
t∫
0
eγ s
(‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2)ds
 C3ε−6 + C2ε2
t∫
eγ s
{‖utxxx‖2 + ‖vtxxx‖2 + ‖wtxxx‖2 + ‖θtxxx‖2}ds.
0
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tain (3.12). The proof is complete. 
Lemma 3.5. For any (τ0, V0, θ0) ∈ H4+ , there exists a constant 0 < γ (2)4  γ (1)4 such that for any ﬁxed γ ∈
(0, γ (1)4 ], there holds that for any t > 0,
eγ t
(‖utt‖2 + ‖vtt‖2 + ‖wtt‖2 + ‖θtt‖2 + ‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2)
+
t∫
0
eγ s
(‖uttx‖2 + ‖vttx‖2 + ‖wttx‖2 + ‖θttx‖2 + ‖utxx‖2
+ ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2
)
ds C4. (3.13)
Proof. Multiplying (3.1)–(3.3) by ε respectively, multiplying (3.5) by ε
3
2 , adding the resulting inequal-
ity to (3.12), taking ε ∈ (0,1) small enough, we can obtain (3.13). 
Lemma 3.6. For any (τ0, V0, θ0) ∈ H4+ , there exists a constant 0 < γ (2)4  γ (1)4 such that for any ﬁxed γ ∈
(0, γ (1)4 ], there holds that for any t > 0,
eγ t‖τxxx‖2H1 +
t∫
0
eγ s‖τxxx‖2H1 ds C4, (3.14)
eγ t
{‖uxxx‖2H1 + ‖vxxx‖2H1 + ‖wxxx‖2H1 + ‖θxxx‖2H1}
+
t∫
0
eγ s
{‖uxxxx‖2H1 + ‖vxxxx‖2H1 + ‖wxxxx‖2H1 + ‖θxxxx‖2H1}ds C4. (3.15)
Proof. Multiplying (2.94) by eγ t and integrating the resulting inequality with respect to t , using
(2.92), we get
eγ t
∥∥∥∥τxxxτ
∥∥∥∥
2
 C3 +
(
γ − C−11
) t∫
0
eγ s
∥∥∥∥τxxxτ
∥∥∥∥
2
ds
+ C2
t∫
0
eγ s
{‖ux‖2H2 + ‖τx‖2H1 + ‖vx‖2H1 + ‖θx‖2H2 + ‖utx‖2H1}ds. (3.16)
Taking γ > 0 small enough such that 0 < γ  γ (2)4 ≡ min[ 12C1 , γ
(1)
4 ], using (3.13) and Lemmas 2.1–2.2,
we get
eγ t
∥∥∥∥τxxxτ
∥∥∥∥
2
+ 1
2C1
t∫
eγ s
∥∥∥∥τxxxτ
∥∥∥∥
2
ds C4 (3.17)
0
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eγ t‖τxxx‖2 +
t∫
0
eγ s‖τxxx‖2 ds C4, ∀t > 0. (3.18)
By (2.17), (2.21), (2.25) and (2.29), we obtain
eγ t
{‖uxxx‖2 + ‖vxxx‖2 + ‖wxxx‖2 + ‖θxxx‖2}
 C2eγ t
{‖ux‖2H1 + ‖vx‖2H1 + ‖wx‖2H1 + ‖θx‖2H1
+ ‖τx‖2H1 + ‖utx‖2 + ‖vtx‖2 + ‖wtx‖2 + ‖θtx‖2
}
. (3.19)
Using Lemmas 2.1–2.2 and Lemma 3.5, we can derive
eγ t
{‖uxxx‖2 + ‖vxxx‖2 + ‖wxxx‖2 + ‖θxxx‖2}
+
t∫
0
eγ s
{‖uxxx‖2 + ‖vxxx‖2 + ‖wxxx‖2 + ‖θxxx‖2}ds C4. (3.20)
By (2.19), (2.23), (2.27) and (2.31), we infer
‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2 + ‖θxxxx‖2
 C2
{‖ux‖2H2 + ‖vx‖2H2 + ‖wx‖2H2 + ‖θx‖2H2
+ ‖τx‖2H2 + ‖utxx‖2 + ‖vtxx‖2 + ‖wtxx‖2 + ‖θtxx‖2
}
. (3.21)
Using (3.18), (3.20) and Lemmas 2.1–2.2 and Lemma 3.5, we can derive
eγ t
{‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2 + ‖θxxxx‖2}
+
t∫
0
eγ s
{‖uxxxx‖2 + ‖vxxxx‖2 + ‖wxxxx‖2 + ‖θxxxx‖2}ds C4. (3.22)
Multiplying (2.111) by eγ t and integrating the resulting inequality with respect to t , using (2.108), we
get
eγ t
∥∥∥∥τxxxxτ
∥∥∥∥
2
+ 1
2C1
t∫
0
eγ s
∥∥∥∥τxxxxτ
∥∥∥∥
2
ds
 C3 + C4
t∫
0
eγ s
{‖ux‖2H3 + ‖τx‖2H2 + ‖vx‖2H2 + ‖θx‖2H3}ds.
Using Lemmas 2.1–2.2 and (2.19), (2.31), (3.18), we have
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∥∥∥∥τxxxxτ
∥∥∥∥
2
+ 1
2C1
t∫
0
eγ s
∥∥∥∥τxxxxτ
∥∥∥∥
2
ds
 C4 + C4
t∫
0
eγ s
{‖uxxxx‖2 + ‖θxxxx‖2}ds
 C4 + C4
t∫
0
eγ s
{‖ux‖2H2 + ‖τx‖2H2 + ‖vx‖2H2
+ ‖θx‖2H2 + ‖utxx‖2 + ‖wx‖2H2 + ‖θtxx‖2
}
ds.
Using Lemmas 2.1–2.2 and Lemma 3.5 and (3.18), we can derive
eγ t
∥∥∥∥τxxxxτ
∥∥∥∥
2
+ 1
2C1
t∫
0
eγ s
∥∥∥∥τxxxxτ
∥∥∥∥
2
ds C4 (3.23)
whence
eγ t‖τxxxx‖2 +
t∫
0
eγ s‖τxxxx‖2 ds C4, ∀t > 0. (3.24)
By (2.113), we have
t∫
0
eγ s‖uxxxxx‖2 ds C2
t∫
0
eγ s
{‖ux‖2H3 + ‖τx‖3H2 + ‖vx‖2H2 + ‖θx‖2H3 + ‖utxxx‖2}ds.
Using (2.58), (3.18)–(3.24) and Lemmas 2.1–2.2 and Lemma 3.5, we obtain
t∫
0
eγ s‖uxxxxx‖2 ds C4. (3.25)
In the same manner, we have
t∫
0
eγ s
{‖vxxxxx‖2 + ‖wxxxxx‖2 + ‖θxxxxx‖2}ds C4. (3.26)
Combining with (3.18) and (3.24), we can derive (3.14). Combining with (3.20), (3.22), (3.25) and
(3.26), we obtain (3.15). The proof is complete. 
Proof of Theorem 1.1. Using Lemmas 2.1–2.2 and Lemma 2.7, we can derive (1.27). 
Proof of Theorem 1.2. Using Lemmas 2.1–2.2 and Lemma 3.6, we can derive (1.28). 
Y. Qin, L. Jiang / J. Differential Equations 249 (2010) 1353–1384 1383Acknowledgments
This work was supported in part by the NNSF of China (contract numbers 10571024 and
10871040).
References
[1] G. Chen, Global solutions to the compressible Navier–Stokes equations for a reacting mixture, SIAM J. Math. Anal. 3 (1992)
609–634.
[2] G. Chen, D. Hoff, K. Trivisa, Global solutions of the compressible Navier–Stokes equations with large discontinuous initial
data, Comm. Partial Differential Equations 25 (2000) 2233–2257.
[3] H. Frid, V. Shelukhin, Vanishing shear viscosity in the equations of compressible ﬂuids for the ﬂows with the cylinder
symmetry, SIAM J. Math. Anal. 31 (2000) 1144–1156.
[4] S. Jiang, On the asymptotic behaviour of the motion of a viscous, heat-conducting, one-dimensional real gas, Math. Z. 216
(1994) 317–336.
[5] S. Jiang, Global spherically symmetric solutions to the equations of a viscous polytropic ideal gas in an exterior domain,
Comm. Math. Phys. 178 (1996) 339–374.
[6] S. Jiang, Large-time behavior of solutions to the equations of a viscous polytropic ideal gas, Ann. Mat. Pura Appl. CLXXV
(1998) 253–275.
[7] L.D. Landau, E.M. Lifshitz, Fluid Mechanics, second ed., Pergamon Press, Oxford, 1987.
[8] A. Matsumura, T. Nishida, Initial boundary value problems for the equations of motion of general ﬂuids, in: R. Glowinski,
J.L. Lions (Eds.), Comput. Methods Appl. Sci. Engrg., vol. V, North-Holland, Amsterdam, 1982, pp. 389–406.
[9] A. Matsumura, T. Nishida, Initial boundary value problems for the equations of motion of compressible viscous and heat-
conductive ﬂuids, Comm. Math. Phys. 89 (1983) 445–464.
[10] M. Okada, S. Kawashima, On the equations of one-dimensional motion of compressible viscous ﬂuids, J. Math. Kyoto
Univ. 23 (1983) 55–71.
[11] M. Padula, Stability properties of regular ﬂows of heat-conducting compressible ﬂuids, J. Math. Kyoto Univ. 32 (1992) 401–
442.
[12] Y. Qin, Global existence and asymptotic behaviour of solutions to nonlinear hyperbolic–parabolic coupled systems with
arbitrary initial data, PhD thesis, Fudan University, 1998.
[13] Y. Qin, Global existence and asymptotic behaviour of solutions to a system of equations for a nonlinear one-dimensional
viscous, heat-conductive real gas, Chinese Ann. Math. Ser. A 20 (3) (1999) 343–354 (in Chinese).
[14] Y. Qin, Global existence and asymptotic behaviour for the solutions to nonlinear viscous, heat-conductive, one-dimensional
real gas, Adv. Math. Sci. Appl. 10 (2000) 119–148.
[15] Y. Qin, Global existence and asymptotic behaviour for a viscous, heat-conductive, one-dimensional real gas with ﬁxed and
thermally insulated endpoints, Nonlinear Anal. 44 (2001) 413–441.
[16] Y. Qin, Global existence and asymptotic behaviour of solution to the system in one-dimensional nonlinear thermoviscoelas-
ticity, Quart. Appl. Math. 59 (2001) 113–142.
[17] Y. Qin, J.E.M. Rivera, Universal attractors for a nonlinear one-dimensional heat conductive viscous real gas, Proc. Roy. Soc.
Edinburgh Sect. A 132 (2002) 685–709.
[18] Y. Qin, Global existence and asymptotic behaviour for a viscous, heat-conductive, one-dimensional real gas with ﬁxed and
constant temperature boundary conditions, Adv. Differential Equations 7 (2002) 129–154.
[19] Y. Qin, Exponential stability for a nonlinear one-dimensional heat-conductive viscous real gas, J. Math. Anal. Appl. 272
(2002) 507–535.
[20] Y. Qin, J.E.M. Rivera, Exponential stability and universal attractors for the Navier–Stokes equations of compressible ﬂuids
between two horizontal parallel plates in R3, Appl. Numer. Math. 47 (2003) 209–235.
[21] Y. Qin, Universal attractors in H4 for the nonlinear one-dimensional compressible Navier–Stokes equations, J. Differential
Equations 207 (2004) 21–72.
[22] Y. Qin, T. Ma, M.M. Cavalcanti, D. Andrade, Exponential stability in H4 for the Navier–Stokes equations of viscous and
heat-conductive ﬂuid, Commun. Pure Appl. Anal. 4 (2005) 635–664.
[23] Y. Qin, Exponential stability and maximal attractors for a one-dimensional nonlinear thermoviscoelasticity, IMA J. Appl.
Math. 70 (2005) 1–18.
[24] Y. Qin, Exponential stability for the compressible Navier–Stokes equations with the cylinder symmetry in R3, Nonlinear
Anal. Real World Appl. (2010), doi:10.1016/j.nonrwa.2010.01.006.
[25] R. Racke, S. Zheng, Global existence and asymptotic behaviour in nonlinear thermoviscoelasticity, J. Differential Equa-
tions 134 (1997) 46–67.
[26] W. Shen, S. Zheng, P. Zhu, Global existence and asymptotic behaviour of weak solutions to nonlinear thermoviscoelasticity
system with clamped boundary conditions, Quart. Appl. Math. 57 (1999) 93–116.
[27] W. Shen, S. Zheng, Maximal attractors for the coupled Cahn–Hillard equations, Nonlinear Anal. 49 (2002) 21–34.
[28] J. Sprekels, S. Zheng, P. Zhu, Asymptotic behavior of the solutions to a Landau–Ginzburg system with viscosity for marten-
sitic phase transitions in shape memory alloys, SIAM J. Math. Anal. 29 (1) (1998) 69–84.
[29] S. Zheng, Nonlinear Parabolic Equations and Hyperbolic–Parabolic Coupled Systems, Pitman Ser. Monogr. Surveys Pure Appl.
Math., vol. 76, Longman Group Limited, London, 1995.
1384 Y. Qin, L. Jiang / J. Differential Equations 249 (2010) 1353–1384[30] S. Zheng, Y. Qin, Maximal attractors for the system of one-dimensional polytropic viscous ideal gas, Quart. Appl. Math. 59
(2001) 579–599.
[31] S. Zheng, Y. Qin, Universal attractors for the Navier–Stokes equations of compressible and heat-conductive ﬂuid in bounded
annular domains in Rn , Arch. Ration. Mech. Anal. 160 (2001) 153–179.
