Abstract. We prove a smoothing theorem for limit linear series of rank one on an enrichment of reducible nodal curves called saturated metrized complexes of algebraic curves. Our smoothing theorem provides an effective criterion for testing if a given limit linear series of rank one on a saturated metrized complex is smoothable or not. This effective criterion is based on associating a characteristic equation on the underlying metric graph to a linear series of rank one and the Morse theory of the metric graph with respect to a solution to the characteristic equation. The smoothing theorem extends a theorem of Harris and Mumford on a characterization of nodal curves in the gonality stratification of rank one.
Introduction
Degeneration to singular curves has been one of most important tools in the theory of smooth algebraic curves. Fundamental results on algebraic curves such as the Brill-Noether theorem, Gieseker-Petri Theorem, non-unirationality results of the moduli space of curves are established via degeneration to singular curves [HM98] . Applications of degeneration typically involves studying degenerations of a family of linear series varying on the smooth fibers in the family.
While degenerations to irreducible curves such as cuspidal curves and nodal curves were considered by Castelnuovo and several researchers subsequently, Eisenbud and Harris in a series of papers [EH86] developed a theory of degeneration of linear series to certain reducible curves called limit linear series. The theory of limit linear series had numerous applications, for instance proofs of non-unirationality of M 23 [EH87a] , a detailed study of the monodromy of Weierstrass points [EH87b] , and irreducibility of certain families of special linear series of curves [EH89] . This theory was further developed by several researchers. For example, Osserman [Oss04] generalized the theory of limit linear series to curves over positive characteristic and obtained a functorial description of limit linear series. However, until recently the notion of limit linear series was largely restricted to curves of compact-type i.e., reducible curves whose dual graph is a tree. We refer to Osserman's survey for a more recent treatment of limit linear series on curves of compact type [Oss12] .
Recently, Amini and Baker [AB] defined a notion of limit linear series on reducible nodal curves in general. In fact, instead of working with reducible nodal curves per se, they considered an enrichment of reducible curves called metrized complexes and formulated a notion of limit linear series on a metrized complex. They show that on a metrized complex associated to a curve of compact-type their notion of limit linear series coincides with that of Eisenbud and Harris. Independently, Brain Ossermann [Oss14] has also generalized the notion of limit linear series of Eisenbud-Harris to curves of non-compact type.
The notions of limit linear series of Eisenbud and Harris, Amini and Baker and Osserman satisfy two key properties:
(1) For any family of smooth curves degenerating to a curve of compact type (metrized complex and reducible nodal curves respectively), any family of linear series one on each smooth curve in the family degenerates to a limit linear series on the curve of compact type (metrized complex and reducible nodal curves respectively). This property is called the specialization property. (2) The limit linear series is formulated in terms of linear series on each irreducible component and with relations between the linear series on each irreducible component that depends on the dual graph (see Definition 2.7 for a precise definition). However, even in the case of curves of compact type the converse of Property 1 does not hold in general, in other words not every limit g r d arises as a limit of linear series. A limit linear series is said to be smoothable if it arises as a limit of linear series (see Definition 3.16 for a precise definition of smoothability). Eisenbud and Harris also considered a refinement of the notion of limit linear series called refined limit linear series and showed that every (refined) limit g 1 d is smoothable and for r ≥ 2, they constructed a moduli space of limit g r d s and showed that any limit g r d in an irreducible component of maximal dimension in the moduli space of limit g r d s is smoothable, they refer to this result as the regeneration theorem ([EH86, Theorem 3.4]). The regeneration theorem is an important tool for several applications of limit linear series.
1.1. Smoothing Theorem for Limit Linear Series of Rank One on Saturated Metrized Complexes. In this paper, we consider a refinement of the notion of metrized complex called a saturated metrized complex (see Definition 2.1) and undertake a detailed study of smoothability of limit g 1 d on saturated metrized complexes of algebraic curves. Our main result that we refer to as the smoothing theorem is an effective characterization of a smoothable limit g In particular, we construct examples of non-smoothable limit g 1 d on saturated metrized complexes.
The key new ingredient in the smoothing theorem is the study of the Morse theory of the metric graph Γ underlying the saturated metrized complex with respect to a piecewise linear function that is constructed from the limit g 1 d . Given a limit g 1 d on a saturated metrized complex we associate data called a global diagram on the underlying metric graph Γ to it. A global diagram on Γ can be considered as a piecewise-linear version of a differential form on Γ along with a partition of tangent direction at every point in Γ. The exactness of this differential form is an obstruction to smoothing the limit g In particular, the set of sublevel components of h forms a metric tree called a bifurcation tree B and there is a natural continuous surjective map π B from Γ to B. The intrinsic global compatibility conditions are compatibility conditions between π B and partitions of tangent directions. In Section 6, we characterize all genus zero saturated metrized complexes C(T ) that can arise in this commutative diagram in terms of the bifurcation tree.
Let us briefly explain our approach to the proof of smoothing theorem. Suppose that X is a smooth proper curve over K and let Σ(X an ) be a skeleton of the Berkovich analytification Σ(X an ) of X (see Section 3 for a precise definition). Let C(Σ) be the saturated metrized complex associated to Σ(X an ) (see Subsection 3.1 for a precise construction). A base point free g 1 d on X induces a morphism f : X → P 1 of degree d. By the functoriality of analytification, we have an induced map f an : X an → P 1 Berk where P 1 Berk is the Berkovich projective line. The retraction from X an to the skeleton Σ induces a pseudo-harmonic morphism Cφ (see Section 3.4 for a precise definition) from the saturated metrized complex C(Σ) to a saturated metrized complex C(T ) of genus zero and C(T ) is a retract of P The main technical ingredient (Section 6 and Section 8) of the proof of smoothing theorem is the characterization of all genus zero saturated metrized complexes C(T ) that can arise in this commutative diagram. This characterization is in terms of the data of the limit g 1 d that is induced by f on the saturated metrized complex C(Σ) as X varies over the space of all smooth curves. We parametrize the space of metric trees underlying C(T ) by Λ (4) D,H (see Subsection 2.6, Section 6 and Section 8 for a detailed discussion).
Recall the gonality stratum of index (d, r) inM g is the compactification of the space of smooth curves with a g r d that is induced by the Deligne-Mumford compactification of M g . We refer to the introduction of Caporaso [Cap12] for more details on the gonality stratification ofM g . An effective characterization of the gonality stratum of index (d, r) inM g is known to be a difficult problem Caporaso (see [Cap12] for more details). As an application of our smoothing theorem, we provide an effective characterization of the gonality stratification (d, 1): a saturated metrized complex C is in the gonality stratum (d, 1) ofM g , iff and only if C has a smoothable limit g 1 d if and only if C has a diagrammatic limit g 1 d that is solvable and satisfies intrinsic global compatibility conditions. This generalizes the partial characterization of the gonality stratum due to Harris and Mumford [HM82, Theorem 5] .
We would like to mention that Omid Amini has independently obtained a smoothing theorem on limit g 1 d s for limit linear series in the framework developed in an upcoming paper [Amia] (also see [Amib] ) which is a refinement of [AB] .
1.2. Outline of the Rest of the Paper. The rest of the paper is organized as follows. In Section 2, we explain the statement of the smoothing theorem in detail. In Section 3, we associate a saturated metrized complex to a skeleton of a Berkovich analytic curve, define the notion of smoothable limit g 1 d and study its properties. Section 4 is devoted to the notion of solvability of a limit g 1 d . In Section 5, we define and study the basic properties of bifurcation trees and its generalization to objects called partition trees. In Section 6, we study properties of spaces of metric trees that we refer to as Λ 
An Explanation of the Smoothing Theorem
In this section, we provide a self-contained explanation of the effective criterion for smoothing. Let K be an algebraically closed field of characteristic 0 complete with respect to a non-trivial non-archimedean absolute value. We assume that the value group of K is R. Let R be the valuation ring of K, and κ be the residue field of K that we also assume to be algebraically closed and of characteristic 0. Let κ ∞ = κ {∞} which is isomorphic to the projective line P • A metric graph Γ.
• An algebraic curve C p associated to each point p ∈ Γ such that C p is a projective line except for points in a finite subset of Γ.
• For every point p ∈ Γ, there is a bijection red p : t → x p t called the reduction map between the set Tan Γ (p) of tangent directions at p and a subset A p = {x p t } t∈TanΓ(p) of C p . The set A p is called the marked points of C p and x p t is called the marked point associated to the tangent direction t.
Remark 2.2. The genus g(C) of a saturated metrized complex C is defined as g(Γ) + p∈Γ g(C p ) where g(Γ) is the genus of the metric graph Γ and g(C p ) is the genus of the algebraic curve C p . The genus of a saturated metrized complex is finite since C p has genus zero for all but a finite number of points.
2.2. Divisor Theory on a Saturated Metrized Complex. We define the basic notions of divisor theory on saturated metrized complexes and these notions are straightforward generalizations of the corresponding notion for metrized complexes developed by Amini and Baker [AB] . Definition 2.3. (Pseudo-Divisor and Divisor) Let C be a saturated metrized complex with underlying metric graph Γ and algebraic curve C p at point p. Let D Γ be a divisor on Γ and let D p be a divisor on the curve C p . A pseudo-divisor D on a saturated metrized complex C is the data (D Γ , {D p } p∈Γ ) satisfying the relation D Γ (p) = deg(D p ) for every point p ∈ Γ. We also say D Γ is the tropical part of D and D p is the C p -part of D. We say a point u ∈ C q is a supporting point of D if D q (u) = 0. If in addition D p = 0 for all but finitely many points p ∈ Γ, then we call D a divisor on C.
Note that for any pseudo-divisor D on a saturated metrized complex, D p will be a principal divisor for all but finitely many points p ∈ Γ. But, D p can be nonzero for infinitely many points in Γ. This is unconventional from the viewpoint of divisor theory and the notion of divisor on a saturated metrized complex rectifies this aspect.
Remark 2.4. The space of pseudo-divisors on C is a subgroup of Div(Γ)
p∈Γ Div(C p ). The space of divisors on C is a subgroup of Div(Γ) ( p∈Γ Div(C p )) ∼ = p∈Γ Div(C p ) (the free abelian group on p∈Γ Div(C p )). Therefore, we may also writing a divisor
Definition 2.5. (Rational Functions, Linear Equivalence and Principal Divisors) A pseudo-rational function f = (f Γ , {f p } p∈Γ ) where f Γ is a rational function on Γ and f p is a rational function on the algebraic curve C p . We also say f Γ is the tropical part of f and f p is the C p -part of f. The principal pseudodivisor div(f) associated with the rational function f is defined as
) and sl t (f Γ ) is the outgoing slope of the function f Γ along the tangent direction t. A rational function is a pseudo-rational function whose associated principal pseudo-divisor is a divisor. Divisors D 1 and D 2 are linearly equivalent if they differ by a principal divisor.
As in the case of principal divisors on an algebraic curve or principal divisors on a metric graph, the principal divisors on a saturated metrized complex form an Abelian group under addition.
2.3.
Limit Linear Series on a Saturated Metrized Complex. We introduce the notion of limit linear series on a saturated metrized complex. Definition 2.6. (Pre-Limit Linear Series on a Saturated Metrized Complex) A pre-limit linear series of rank r and degree d on a saturated metrized complex C, also known as a pre-limit g r d , is the data (D, H) where D is an effective divisor of degree d on C and H = {H p } p∈Γ where H p is an (r + 1)-dimensional subspace of the function field of C p .
Definition 2.7. (Limit Linear Series on a Saturated Metrized Complex)
A limit linear series of rank r and degree d, also known as a limit g r d , on a saturated metrized complex is a pre-limit g r d such that for every effective divisor E = (E Γ , {E p } p∈Γ ) on C of degree r that satisfies the following property: for every p ∈ Γ, the support of E p does not intersect the set A p of marked points of C p , there exists a rational function f such that D − E + div(f) ≥ 0. (1) The constant function is contained in H p for every point p ∈ Γ.
(2) For every point p, the support of D p is disjoint from the set A p of marked points of C p .
Remark 2.9. More precisely, in all the above definitions of limit/pre-limit linear series, (D, H) is only a representative of the limit/pre-limit linear series which is actually an equivalence class defined in the following way: we say that (D, H) ∼ (D , H ) if (1) there exists a rational function f such that D = D + div(f), (2) f p ∈ H p for all p ∈ Γ, and (3) H p = { f fp |f ∈ H p }. However, we directly call a (D, H) a limit/pre-limit linear series.
Recall the Smoothing Theorem (Theorem 1.1) in the introduction says a prelimit g 1 d is smoothable if and only it is a diagrammatic pre-limit g 1 d that is solvable and satisfies the intrinsic global compatibility conditions.
In the following subsections, we explain the terms "diagrammatic" pre-limit g 1 d , the notion of "solvability" and "intrinsic global compatibility" conditions that appear in smoothing theorem. In particular, we explain the effectiveness of these conditions. 2.4. Diagrammatic Pre-limit g 1 d and Solvability. Let (D, H) be a refined limit g 1 d and let the space H p have a basis of the form {1, f p } where f p is a non-constant rational function on the algebraic curve C p . We reorganize the information in the subspace H p via local diagrams and global diagrams on Γ that are defined as follows:
Definition 2.10. (Local Diagram) A local diagram at a point p in a metric graph Γ is following data:
• A nonzero integer m(p, t) called the multiplicity associated to each tangent direction t ∈ Tan Γ (p), where Tan Γ (p) is the set of tangent directions emanating from p. We refer to those tangent directions with negative multiplicity as incoming tangent directions and denote it by In(p). Similarly, we refer to those tangent directions with positive multiplicity as outgoing tangent directions and denote it by Out(p).
• The elements in Tan Γ (p) are partitioned into equivalence classes and these equivalence classes satisfy the property that for every point p, the set In(p) is an equivalence class. We refer to this partition of Tan Γ (p) as the local partition at p and refer to the tangent directions that belong to the same equivalence class as locally equivalent.
An open neighborhood of a point p ∈ Γ is called a simple neighborhood if it is simply connected and every point in the neighborhood except possibly p has valence two.
For a simple neighborhood U of a point p ∈ Γ, a local diagram at a p induces a local diagram on any point in U as follows: suppose that the point q ∈ U lies along the tangent direction t ∈ Tan Γ (p). Note that q has valence two. Assign the integer −m(p, t) to the tangent direction at q corresponding to the edge joining p and q and assign the integer m(p, t) to the other tangent direction. Assign the two tangent directions at q to different equivalence classes. See Figure 1 for an example.
Definition 2.11. (Global Diagram) A global diagram on a metric graph Γ is a collection of local diagrams at all the points in Γ such that the local diagrams satisfy the following continuity property: For every point p, there is a simple neighborhood U of p such that for every point q ∈ U the local diagram induced by p at q coincides with the local diagram at q.
A finite set of points that contains the vertex set of Γ (the set of all points of valence at least three) induces a graph with real edge weights called a model of Γ.
Remark 2.12. Since Γ is compact, there exists a model for Γ such that the global diagram can be represented in terms of the following data: an orientation of each edges of the model and an integer associated to each edge called the multiplicity of that edge.
Remark 2.13. In the following, given a refined pre-limit g 1 d represented by (D, H), we associate a local diagram to every point on the metric graph using the data H. From the definition of a refined pre-limit g 1 d , we know that the two dimensional linear space H p of rational functions on C p has a basis {1, f p } where f p is a nonconstant rational function on C p . Letf p : C p → κ ∞ be the function on C p extending f p to its poles. We construct the local diagram at p as follows: for a tangent direction t of C p , we let the multiplicity m(p, t) be the ramification index off p at the marked point corresponding to the tangent direction t with sign '−' if red p (t) is a pole of f p and sign '+' otherwise. The local partition at p is defined by declaring that two tangent directions are locally equivalent if and only if their marked points are in the same level set of f p . Hence, In(p) is the set of tangent directions whose corresponding marked points are the poles of f p and the elements of In(p) are all locally equivalent. Note that this construction is independent of the choice of basis for H p . In addition, we say that the local diagram associated to H p is compatible with D p or D (simply, we also say 
fp is a base point of (D, H) when the local diagram at p induced by H is compatible with D. In this sense, a supporting point of D p is either a base point of (D, H) or a pole of a nonconstant rational function in H p . We say D and H are compatible if D p and H p are compatible for all p ∈ Γ. Note that the total number of base points must be finite when D and H are compatible.
Example 2.14. Figure 1 illustrates the construction of a local diagram at p ∈ Γ using a 2-dimensional linear space H p of rational functions on C p which is a genus 1 curve. We suppose that each H p contains a constant function. Consider a nonconstant rational function f p ∈ H p . Suppose f p has degree 3 and the poles of f p are u 1 , u 2 and u 3 with all ramification indices being 1, and points u 1 and u 2 are marked points with associated tangent directions t Solvability is only a necessary condition for a limit g 1 d to be smoothable. In particular, it does not fully utilize information of H p 's. In order to completely characterize a smoothable limit g 1 d , we will construct the bifurcation tree B from a solution to a solvable global diagram and the intrinsic global compatibility conditions is a compatibility between H p and the map π B : Γ → B.
Let ρ be a rational function on Γ with everywhere nonzero slopes. For a point p in Γ, recall that Tan Γ (p) is the set of tangent directions emanating from p. By Tan ρ+ Γ (p), we denote the set of tangent directions in Tan Γ (p) where ρ locally increases. We may canonically associate to ρ a pair (B, π B ) where B is a rooted metric tree (having a specific point as the 'root') called the bifurcation tree with respect to ρ and π B : Γ → B is a canonical projection from Γ onto B (see details in Section 5.1). Moreover, π B induces a push forward map π B * from the tangent directions on Γ to tangent directions on B. If we let Tan + B (x) be the set of forward tangent directions (meaning the distance function from the root increases along the se directions) at x ∈ B, then for any p ∈ Γ and t ∈ Tan ρ+ Γ (p), we have π B * (t) ∈ Tan + B (π(p)). Definition 2.17. (Bifurcation Partition System) A bifurcation partition system { P x } x∈B on B is a collection of partitions P x of all the forward tangent directions in Tan Note that E ρ is a finite set. With the introduction of the above notions, we formulate the intrinsic global compatibility conditions as follows. H) with the normalized solution ρ and the corresponding projection π B onto the bifurcation tree B is said to satisfy the intrinsic global compatibility conditions if there exists a bifurcation partition system { P x } x∈B on B and a collection {g p } p∈Eρ of non-constant functions g p ∈ H p over all exceptional points p ∈ E ρ , such that whenever t 1 ∈ Tan ρ+ Γ (p 1 ) and t 2 ∈ Tan ρ+ Γ (p 2 ) where p 1 , p 2 ∈ E ρ and π B (p 1 ) = π B (p 2 ), we have g p1 (red p1 (t 1 )) = g p2 (red p2 (t 2 )) if and only if π B * (t 1 ) and π B * (t 2 ) are equivalent in { P x } x∈B . In this case, we also say (D, H) and { P x } x∈B are globally compatible.
Remark 2.20. Whether a solvable diagrammatic pre-limit g 1 d satisfies the intrinsic global compatibility conditions is finitely verifiable. This finiteness comes from the following reasons. First, since a bifurcation partition system is determined by the partitions on the branching points of the bifurcation tree, there are only finitely many possible bifurcation partition systems. Second, the set E ρ of exceptional points is finite. Third, if we fix a basis {1, f p } of H p , then any rational function g p ∈ H p can be expanded linearly as g p = α p,1 + α p,2 f p . As a result, to verify whether the intrinsic global compatibility conditions are satisfied, we only need to verify finitely many linear equalities and inequalities with variables α p,1 and α p,2 for all p ∈ E ρ . 2.6. Obstructions of pre-limit g 1 d 's from being smoothable. By Theorem 1.1, solvability and intrinsic global compatibility conditions are two levels of obstructions of a diagrammatic pre-limit g which is solvable with a solution ρ and the corresponding bifurcation tree B, we say a bifurcation partition system { P x } x∈B is locally compatible (respectively, strongly locally compatible) to (D, H) if it satisfies the following property: for each exceptional point p ∈ E ρ , the tangent directions t 1 and t 2 in Tan + Γ (p) are equivalent in the local diagram at p (we may also say t 1 and t 2 are locally equivalent), if (respectively, if and only if) π B * (t 1 ) and π B * (t 2 ) are equivalent in P π B (p) .
The above definitions capture two levels of compatibilities between two equivalence relations defined on the forward tangent directions in Tan + Γ (p) at each point p ∈ Γ: (1) the equivalence relation derived from the local diagram at p and (2) the equivalence relation derived from the pushforward of the projection map π B from Γ to the bifurcation tree B and a certain partition system on B. Therefore, we introduce the following compatibility notions for solvable diagrammatic pre-limit g Alternatively, we also call solvability (respectively, local-bifurcation compatibility, strong local-bifurcation compatibility and intrinsic global compatibility) Level I (respectively, II, III and IV) obstruction, and we have "Level IV ⇒ Level III ⇒ Level II ⇒ Level I". To see this note that we only need to verify Level IV implies Level III: by considering only the cases p 1 = p 2 in the definition of intrinsic global compatibility conditions (Definition 2.19), since {P x } x∈B is strongly compatible with the local diagrams).
Berkovich Skeleta of Curves and Saturated Metrized Complexes
In this section, we give a precise definition of smoothability of a limit g 1 d (Definition 3.16) and study properties of smoothable limit g 1 d s (Subsection 3.6). We use notions from the theory of Berkovich analytic spaces. The treatment is mostly self-contained but brief, the reader is urged to refer to [Ber12] , [BPR11] for an elaborate treatment of this construction. We begin by associating a saturated metrized complex to a skeleton of the Berkovich analytification of a smooth proper curve X over K.
3.1. Saturated Metrized Complex associated to a Berkovich Skeleton. We begin by briefly recalling the concept of skeleton of the Berkovich analytic curve. A semistable vertex set V of X an is a finite set of type-II points of X an such that the complement of V in X an is a disjoint union of a finite number of open annuli and an infinite number of open balls. Let Σ(X an , V ) be a skeleton of X an with respect to the semistable vertex set V .
In order to associate a saturated metrized complex C(V ) to Σ(X an , V ), we must associate the following data to it: a metric graph Γ, a smooth algebraic curve C p for each point p ∈ Γ and for each C p , we must specify a set A p of marked points that are in bijection with the set of tangent directions at p. The metric graph Γ underlying the saturated metrized complex is defined as the metric graph associated to Σ(X an , V ). We associate the algebraic curve C p to each point p ∈ Γ as follows: since the value group of K is R, every point in Σ(X an , V ) is a type (2) point [Ber12] . Hence, the double residue field has transcendence degree one over κ and is isomorphic to the function field of a smooth curve over κ. This smooth curve is well defined up to isomorphism and we associate this curve C p to the point p ∈ Γ. We define marked points associated to the algebraic curve C p as follows: let x be the type (2) point corresponding to p, the set of tangent directions at any type (2) point in X an has a canonical bijection with the set of discrete valuations of the double residue field at that point [Ber12, Chapter 1]. The set of discrete valuations of the double residue field is in turn in bijection with the set of closed points of C p [Ber12, Chapter 1]. For each tangent direction t ∈ Tan Γ (p), we define its marked point as the point in C p associated to the corresponding tangent direction in the skeleton Σ(X an , V ). Note that the marked point associated to each tangent direction is distinct.
Lemma 3.1. For any skeleton Σ(X an , V ) of X an , the data C(V ) defines a saturated metrized complex. In particular, for all but a finite number of points in Γ, the curve C p is a projective line over κ.
Proof. To show that C(V ) is a saturated metrized complex, we must verify that the curve C p has genus zero for all but finitely many points of Γ. Using Formula (5.45.1) of [BPR11] , we have g(X) = g(Γ) + p∈Γ g(C p ). Hence, g(C p ) = 0 for all but finitely many p.
Remark 3.2. The semistable vertex sets of X are in one to one correspondence with the semistable models of X, we refer to [BPR11, Sections 5.14 and 5.29] for a detailed treatment of the topic. Via this correspondence, we can associate a saturated metrized complex to a semistable model of X. This saturated metrized complex is the "limit" of the metrized complexes associated to semistable models obtained by successively blowing up the special fiber at its nodes.
We define a morphism from τ * : Div(X) → Div(C(V )) called the specialization map and a map that takes a rational function on X to a rational function on C(V ) called the reduction map. We follow the analogous construction for metrized complexes by Amini and Baker [AB, Section 4].
3.2. Specialization Map. Suppose that r V : X an → Σ(X an , V ) is the retraction map and let {r V,s } s∈[0,1] be the family of retraction maps associated with the deformation retraction from X an to Σ(X an , V ). In particular, r V,1 = r V . For a closed point z ∈ X, the point r V (z) has a unique tangent direction t an V (z) in X an that lies in the image of the retraction map r V,s where s is in an open neighborhood of 1. The map τ * takes z to the point (r
is the marked point in C p corresponding to the tangent direction t an V (z). We extend this map linearly to define a specialization map from Div(X) to Div(C(V )).
Lemma 3.3. The specialization map τ * is a homomorphism from Div(X) to Div(C(V )) that takes effective divisors on Div(X) to effective divisors on Div(C(V )). The image of τ * is the set of all divisors
3.3. Reduction of rational functions. Consider a point p ∈ Γ and let x be the corresponding type (2) point in Σ(X an , V ). By f (x), we denote the multiplicative semi norm defined by x evaluated at f and let c ∈ K * such that |c| = |f (x)|. Let H(x) be the double residue field of x and note that the fieldH(x) is isomorphic to the function field of C p . Suppose that f maps to f x inH(x). The reduction map takes f to (c −1 f ) x , we denote (c −1 f ) x byf x and the corresponding rational function in C p byf p . Note that f x is only defined up to multiplication by κ * and hence, its divisor is well-defined. Given a rational function f on X, we let f Γ be a rational function on Γ given by the restriction to the skeleton Γ = Σ(X an , V ) of the function log|f | : X an → R {±∞}. Hence, given a rational function f on X we associate a rational function
The following version of the Poincaré-Lelong Formula for saturated metrized complexes establishes a compatibility between the specialization and the reduction maps.
Theorem 3.5. (Poincaré-Lelong Formula) For any non-zero rational function
Hence, the map τ * takes principal divisors in X to principal divisors in C(V ).
Proof. For a point x in the skeleton Σ(X an , V ), we partition the set of T an x of tangent directions at x into the tangent directions in Σ(X an , V ) and its complement and denote them by T an i,x and T an r,x respectively. By parts (2) and (5) of the slope formula [BPR11, Theorem 5.69], we note that ord t (f x ) = 0 for all but points x ∈ Σ(X an , V ) and t ∈ T an r,x except those that lie in the image (under the retraction map) of the support of div(f ). By part (2) of the slope formula, sl t (f Γ ) = ord t (f x ). Hence, div(f) has support at a finite number of points and its support coincides with the support of τ * (div(f )). Hence, div(f) is a divisor (not just a pseudo-divisor). Let S be the the union of the support of div(f Γ ) where f Γ is the tropical part of f and the points of Γ with valence at least three. Thus, τ * (div(f )) and div(f) coincide on points in Γ \ S. Consider the metrized complex C(V )|S obtained restricting C to S. More precisely, C(V )|S is a metrized complex whose metric graph is Γ with the model given by the set S and the algebraic curves C v for every point in v ∈ S and the marked points exactly as in C(V ). By the Poincare-Lelong formula shown in Amini and Baker [AB] , we have τ * (div(f )) and div(f) coincide on C(V )|S.
Harmonic Morphisms of Saturated Metrized Complexes.
We extend the notion of harmonic morphism of metrized complexes from [ABBR13] and [ABBR14] to saturated metrized complexes. We start with the notion of pseudo-harmonic morphism of saturated metrized complexes.
Let C and C be saturated metrized complexes. The underlying metric graphs of C and C are Γ and Γ respectively, and the associated curves of C and C are {C p } p∈Γ and {C q } q∈Γ respectively. Definition 3.6. (Pseudo-harmonic morphism of saturated metrized complexes) A pseudo-harmonic morphism between C and C is the data {φ Γ , {φ p } p∈Γ } where φ Γ : Γ → Γ is a continuous finite surjective piecewise-linear map with integral slopes (which is called a pseudo-harmonic morphism between Γ and Γ ) and φ p : C p → C φΓ(p) is a finite morphism of curves that satisfies the following compatibility conditions:
(1) For all p ∈ Γ, two tangent directions t 1 , t 2 ∈ Tan Γ (p) are mapped to the same tangent direction t ∈ Tan Γ (φ Γ (p)) by φ Γ if and only if the marked points corresponding to t 1 and t 2 are mapped to the marked point corresponding to the tangent direction t by φ p . (2) For all p ∈ Γ and all tangent directions t ∈ Tan Γ (p), the expansion factor d t (φ Γ ) of φ Γ along t coincides with the ramification index of φ p at the marked point corresponding to the tangent direction t. Here the expansion factor d t (φ Γ ) is the absolute value of the slope of φ Γ along t, i.e., the ratio of the length between φ Γ (p) and φ Γ (q) over the length between p and q where q is near p in the direction t.
Definition 3.7. (Harmonic morphism of saturated metrized complexes) A pseudo-harmonic morphism {φ Γ , {φ p } p∈Γ } between saturated metrized complexes C and C is called a harmonic morphism at a point p ∈ Γ if φ Γ is a harmonic morphism at p and the degree of φ Γ at p ∈ Γ is the same as the degree of φ p . More explicitly, we say φ Γ is harmonic at p if it is a pseudo-harmonic morphism of metric graphs satisfying the following additional condition called the balancing condition: for any tangent direction t ∈ Tan Γ (φ(p)), the sum of the expansion factors d t (φ Γ ) over all tangent directions t in Tan Γ (p) that map to t , i.e., the integer
is independent of t and is called the degree of φ Γ at q. We say φ Γ is a harmonic morphism of metric graphs if φ Γ is harmonic at each p ∈ Γ, and {φ Γ , {φ p } p∈Γ } is a harmonic morphism of saturated metrized complexes if {φ Γ , {φ p } p∈Γ } is harmonic at each p ∈ Γ.
Remark 3.8. Our notion of harmonic morphism of saturated metrized complexes corresponds to the notion of finite harmonic morphism of metrized complexes in [ABBR13] .
The notion of harmonic morphism allows us to define the notion of isomorphism of saturated metrized complexes.
Definition 3.9. (Isomorphism of saturated metrized complexes) Two saturated metrized complexes C 1 and C 2 are isomorphic if there is a harmonic morphism Cφ 1 : C 1 → C 2 and a harmonic morphism Cφ 2 : C 2 → C 1 such that Cφ 2 • Cφ 1 and Cφ 1 • Cφ 2 are identity maps on C 1 and C 2 respectively.
The following theorem summarizes the lifting results of saturated metrized complexes which is a direct corollary of the lifting theorems for metrized complexes in Amini et al. [ABBR13] .
Theorem 3.10. We have the following lifting properties for saturated metrized complexes and harmonic morphisms of saturated metrized complexes:
(1) Let C be a saturated metrized complex of κ-curves. There exists a smooth K-curve X and a skeleton Σ(X an , V ) of X such that C is isomorphic to the associated saturated metrized complex of Σ(X an , V ). (2) If Cφ : C → C is a harmonic morphism of saturated metrized complexes where C is isomorphic to the associated saturated metrized complex of a K-curve X , then there exists a finite morphism φ : X → X of K-curves such that C is isomorphic to the associated saturated metrized complex of a X and φ induces Cφ.
Proof. For part 1, we can choose a vertex set V of the underlying metric graph Γ of C such that the associated curves to points in Γ \ V are all projective lines over κ with two marked points. Then we can get a metrized complex C 0 by ignoring the associated curves of C to non-vertex points in Γ. We can lift C 0 to a smooth K-curve X with skeleton Γ = Σ(X an , V ) by the lifting theorem of metrized complexes. It is then straight forward to verify that C is isomorphic to the associated saturated metrized complex of X on Σ(X an , V ). For part 2, we choose vertex sets of C and C fine enough to derive metrized complexes C 0 and C 0 respectively such that the harmonic morphism Cφ of saturated metrized complex can be well restricted to harmonic morphism Cφ 0 : C 0 → C 0 of metrized complexes. By the lifting theorem of harmonic morphism of metrized complexes, we can lift Cφ 0 to a finite morphism φ : X → X . Then Cφ is induced by φ.
The rest of this subsection contains the notion of pullback of a harmonic morphism and modification of saturated metrized complex. This will be used in the proof of the Smoothing theorem (Section 7). The reader is urged to refer to them when these notions are encountered.
Remark 3.11. (Pullback divisor and pullback function of a harmonic morphism) Let Cφ = (φ Γ , {φ p } p∈Γ ) be a harmonic morphism between saturated metrized complexes C and C whose underlying metric graphs are Γ and Γ respectively. Let p be a point in Γ and u be a point in the associated curve C p of p in C . Let E u be the degree one effective divisor on C whose only supporting point is u . Then we can naturally associate a pullback divisor Cφ * (E u ) ∈ Div(C) of E u defined as follows: (1) the tropical part of Cφ
Note that the properties of harmonic morphisms guarantee that Cφ * (E u ) is a well-defined divisor on C. We may also simply call the pullback divisor of E u as the pullback divisor of the point u sometimes. Since we can formally write E u = (u ) (Remark 2.4), we can also formally write
Moreover, by letting Cφ * preserve linear combinations, we can naturally associate a pullback divisor Cφ
) is a rational function on C , then we can also pullback f to a rational function Cφ * (f ) on C in a natural way: the tropical part of Cφ * (f ) is the pullback function φ * Γ (f Γ ) of f Γ , and the C p -part of Cφ * (f ) is the pullback function φ * p (f φΓ(p) ) of the rational function f φΓ(p) . It is straightforward to verify that the principal divisor associated to the pullback function of f is the same as the pullback divisor of the principal divisor associated to f . Definition 3.13. (Modification of a saturated metrized complex) A saturated metrized complex C mod is called a modification of a saturated metrized complex C if (1) the metric graph Γ mod underlying C mod is a modification of the metric graph Γ underlying C, (2) g(C mod ) = g(C), and (3) for each point p ∈ Γ, when p is also considered as a point in Γ mod , the curve associated to p in C is identical to the curve associated to p in C mod while and the reduction map of C at p is identical to the reduction map of C mod at p restricted to Tan Γ (p) (note that in this setting we have Tan Γ (p) ⊇ Tan Γ (p)).
Remark 3.14. If C mod is a modification of C as saturated metrized complexes with underlying metric trees Γ mod and Γ respectively. Then by the retraction map from Γ mod to Γ, a divisor on Γ mod also naturally retracts to a unique divisor on Γ. In addition, a divisor on C mod naturally retracts to a divisor on C and any specialization map of divisors factor through the retraction map of divisors.
3.5. Smoothability. The following theorem is the analogue of the specialization theorem (Theorem 5.9 in [AB] ) for saturated metrized complexes. 
where H p is the image of H under the reduction map at p is a limit g r d on C(V ). Proof. By Lemma 3.4, the dimension of the space H is preserved by the specialization map. From Lemma 3.3, we know that for any effective divisor E = (E Γ , {E p } p∈Γ ) such that E p has support in S p for every p ∈ Γ, there exists an effective divisor E on X such that τ * (E) = E. Since (D, H) represents a g r d on X, there must be a rational function f ∈ H such that D − E + div(f ) ≥ 0. We apply the specialization map to this inequality. Using the property that the specialization map is a homomorphism between divisor groups that preserves effective divisors combined with Theorem 3.5 , we conclude that τ * (D) − E + div(f) ≥ 0. H) on a saturated metrized complex C is said to be smoothable if there exists a smooth proper curve X over K and a skeleton Σ(X an , V ) of the Berkovich analytification X an of X with respect to a semistable vertex set V of X an such that C is isomorphic (see Definition 3.9) to the saturated metrized complex associated to Σ(X an , V ) and there exists a g r d on X which is represented by (D, H) such that the associated limit g r d (respectively, a pre-limit g r d ) on C is represented by (D, H). 3.6. Smoothable Limit Linear Series of Rank One and Harmonic Morphisms. Let K be any algebraically closed field and let K ∞ = K {∞} which is isomorphic to the projective line P 1 K . Let H be a two-dimensional linear space of rational functions on a smooth proper curve X over K. Assume constant functions are contained in H. Then all nonconstant rational functions in H have the same poles and same order on the poles. We say the degree of H is the degree of any nonconstant function in H. Therefore, H defines a morphism φ : X → P 1 K of the same degree where P 1 K has a marked point ∞ such that all nonconstant rational functions f in H factor through φ via a degree one rational function f on P 1 K such that poles of f map to ∞ in P 1 K . Conversely, given a morphism φ : X → P 1 K where P 1 K has a marked point ∞, we know that the linear space L((∞)) associated to the divisor (∞) is a degree one two-dimensional linear space of rational functions on P 1 K which pulls back to a two-dimensional linear space H of rational functions on P 1 K by φ of the same degree as φ. Note that L((∞)) contains constant functions on P 1 K and H contains constant functions on X. Suppose C(T ) is a genus zero saturated metrized complex of κ-curves with underlying metric tree T . Then any two distinct effective divisors on C(T ) differ by a principal divisor associated to a degree one rational function on C(T ). Moreover, by embedding T isometrically into the analytification of P 1 K and using the lifting theorem (Theorem 3.10), we may consider T as a skeleton of P 1 K whose associated saturated metrized complex is naturally isomorphic to C(T ). In addition, since C(T ) is of genus zero, all divisors and rational functions on C(T ) are liftable to P Remark 3.18. For a smoothable pre-limit g (1) D is the retract onto C of the pullback divisor on C mod by Cφ mod over a degree one effective divisor (u ) on C(T ), and (2) for each p ∈ Γ, if g p is the C p -part of the pullback function of a rational function on C(T ) of degree 1 with only possible pole at u , then g p ∈ H p .
Proof. First by Lemma 3.17 and Remark 3.18, we may assume (D, H) is refined and let us first assume (D, H) is base-point free. If (D, H) is smoothable, there exists a smooth proper curve X over K and a skeleton Σ(X an , V ) of X such that the saturated metrized complex associated to (X an , V ) is isomorphic to C (we identify them in the following for simplicity of discussion and thus Γ = Σ(X an , V )). Let (D, H) represent a g 1 d on X corresponding to (D, H), which is also base-point free.
Consider a map φ : X → P 1 K defined by H where P 1 K is marked with a point ∞ K and D is the pullback divisor of φ over the point ∞ K of P 
isfies the compatibility conditions of a pseudo-harmonic morphism (Definition 3.6) and the data (φ Γ mod , {φ p } p∈Γ mod ) satisfies the conditions of a harmonic morphism (Definition 3.7). Furthermore, the specialization of D to C mod is the pullback divisor D mod by (φ Γ mod , {φ p } p∈Γ mod ) over a degree one effective divisor, denoted by (u ), which is the specialization of the divisor (∞ K ) ∈ Div(P 1 K ) to C(T ). In addition, D is the specialization of D to C which is also the retract of D mod to C. On the other hand, since H is the pullback of L((∞ K )) by φ and the space of rational functions f on C(T ) of degree 1 with only possible pole at u is exactly the reduction to C(T ) of L((∞ K )), the C p -part of the pullback function of f must be an element of H p , the reduction of H at C p .
Conversely, suppose that there is a harmonic morphism Cφ mod = (φ Γ , {φ p } p∈Γ mod ) between saturated metrized complexes C mod which is a modification of C and a genus zero metrized complex C(T ). Let D be the retract onto C of the pullback divisor D mod over a point u ∈ C p in C(T ) by Cφ mod . For each p ∈ T , restricted to the C p -parts, the rational functions f on C(T ) of degree 1 with only possible pole at u make up of a two dimensional linear space H p of rational functions on C p . Pulling back H p for all p ∈ T by Cφ mod , we obtain two dimensional linear spaces H p for all p ∈ Γ. In this way, we get the data (D, H) where H = {H p }.
By the lifting theorem (Theorem 3.10), we can lift Cφ mod : C mod → C(T ) to a finite morphism φ : X → P Consider any model G of Γ, we fix an arbitrary orientation on the edges of this model. We regard the multiplicity function m on Γ as an element in C 1 (G, Z) defined as follows: m(e) is the multiplicity of the edge e in the global diagram if the orientation on e in the global diagram is consistent with the orientation on e and the negative of the multiplicity of the edge e otherwise. Consider the integration pairing C 1 (G, Z) × C 1 (G, Z) → Z defined as α f = e α e f (e) where f ∈ C 1 (G, Z) and α = e α e · e ∈ C 1 (G, Z). Recall that H 1 (Γ, Z) is the space of integer-valued flows on G. We state without a proof the following lemma which provides alternate formulations for the existence of a solution to the characteristic equation of a global diagram.
Lemma 4.1. The following statements are equivalent:
(1) The characteristic equation of the global diagram has a solution. 
On the other hand, from this global diagram, we can construct a diagrammatic pre-limit g 2 ) where x 1,1 and x 1,2 are two distinct non-marked points in C v1 , D v3 = (x 3 ) where x 3 is a non-marked point on C v3 , and D p = 0 for all p ∈ Γ \ {v 1 , v 3 }. Using the approach shown in Remark 2.13, we may construct H p 's conversely using the local diagrams at p induced from the global diagram. More precisely, let f v1 be a rational function on C v1 whose associated divisor is (red v1 (t
v3 be a rational function on C v3 whose associated divisor is (red v3 (t
v3 be a rational function on C v3 whose associated divisor is (red v3 (t o 3,2 )) − (x 3 ), f v2 be a rational function on C v2 whose associated divisor is (x 2,1 ) + (x 2,2 ) − (red v2 (t i 2,1 )) − (red v2 (t i 2,2 )) where x 2,1 and x 2,2 are two non-marked points in C v2 , f v4 be a rational function on C v4 whose associated divisor is (x 4,1 ) + (x 4,2 ) − (red v4 (t i 4,1 )) − (red v4 (t i 4,2 )) where x 4,1 and x 4,2 are two non-marked points in C v4 . For all p ∈ Γ \ {v 1 , v 2 , v 3 , v 4 }, let f p be a rational function on C p whose associated divisor is (red p (t o p )) − (red p (t i p )). Then we let H p be a linear space of rational functions on C p with a basis {1, f p } for all p ∈ Γ (for p = v 3 , we choose f v3 to be either f To this end, we must show that for every effective divisor E = (u, z u ) of degree one on the saturated metrized complex where u ∈ Γ and z u ∈ C u , there exists a rational function g = (g Γ , {g p } p∈Γ ) such that g p ∈ H p and D + div(g) − E ≥ 0.
We first specify g Γ . We describe g Γ in terms of a series of chip-firing moves: On the other hand, the smoothing theorem tells us that a smoothable limit g 1 d is solvable. Therefore, this example leads us to the first obstruction towards smoothing a limit g 
Bifurcation Trees and Partition Trees
5.1. Bifurcation trees. In this section, we develop the notion of bifurcation components and bifurcation tree. Let ρ be a rational function on Γ with everywhere nonzero slopes and letρ := ρ − min ρ be the normalized function of ρ with minimum value zero. For a real number c and * ∈ {≥, ≤, <, >, =}, the set S ρ * c is defined as {p ∈ Γ| ρ(p) * c}. Denote the set of connected components of S ρ * c by Comp(S ρ * c ). We will show how the bifurcation tree, which is employed in the definition of intrinsic global compatibility conditions in the smoothing theorem, is constructed. Let ρ be a rational function on Γ with everywhere nonzero slopes and letρ := ρ − min ρ be the normalized function of ρ with minimum value zero. Of particular interest is the case where ρ is a solution to a solvable diagrammatic limit g >c such that β ⊇ α. There exists δ small enough such that for all c ∈ (c, c + δ), there exists a unique element α ∈ S ρ c such that β ⊇ α . Moreover, there exists exactly one element in S ρ minp∈Γ ρ(p) which is the whole metric graph Γ. These facts also imply that for α 1 ∈ S ρ c1 and α 2 ∈ S ρ c2 , there exists a largest c 3 ∈ Im ρ such that there exists α 3 ∈ S ρ c3 with α 3 ⊇ α 1 α 2 . In particular, c 3 min(c 1 , c 2 ) and α 3 is the unique sma llest closed superlevel component containing α 1 α 2 .
We define the notion of bifurcation tree associated to ρ as follows.
Definition 5.3. (Bifurcation Tree) Consider a rational function ρ with everywhere nonzero slopes. The bifurcation tree B with respect to ρ is a rooted metric tree constructed in the following way:
(1) By abuse of notation, we also use B to represent the set of points of B.
We identify the set of points of B with the set of all closed superlevel components of ρ by the bijection ι B : B → c∈Im ρ Comp(S Proof. We first note that a partial order can be associated to B, i.e., for two points x 1 and x 2 , we say x x if ι B (x) ⊇ ι B (x ). By Remark 5.2, this partial order is well-defined and is actually a join-semilattice since any two elements x and x in B always have a join x ∨ x corresponding to the smallest closed superlevel component which contains ι B (x) ι B (x ), and in addition, we have for each x ∈ B, the set {x ∈ B|x x} = {x ∨ x |x ∈ B} is totally ordered. Now let us show d B is a metric on B. For x 1 , x 2 ∈ B, suppose d 
from definition. For each x 3 ∈ B, consider x 1 ∨ x 3 and x 2 ∨ x 3 . Without loss of generality, we may assume: (1) x 1 ∨ x 3 > x 2 ∨ x 3 or (2) x 1 ∨ x 3 = x 2 ∨ x 3 . For case (1), we have x 1 ∨ x 2 ∨ x 3 = x 1 ∨ x 2 = x 1 ∨ x 3 , and thus
where equality holds if and only if x 3 x 2 . For case (2), we have x 1 ∨ x 2 ∨ x 3 = x 1 ∨ x 3 = x 2 ∨ x 3 x 1 ∨ x 2 , and thus
where equality holds if and only if x 3 = x 1 ∨ x 2 . Therefore, the triangle equality is satisfied and d B is a metric.
Therefore, B satisfies the axioms of a parametrized rooted tree with parametrization d ρ B . Then it follows that B is a rooted R-tree (see more detailed discussions on the relation between parametrized rooted trees and rooted R-trees in Appendix B5 of [BR10] ). To show B is indeed a rooted metric tree, it only remains to show that there are only finitely many branching points in B, which follows from the fact that Γ only has finitely many branching points and ρ is a rational function with everywhere nonzero slopes.
Remark 5.5. The leafs of B other than r(B) are in one-to-one correspondence with those closed superlevel sets which are singletons, and in one-to-one correspondence with local maximum points of ρ (which we may also call sink points of ρ). Denote the set of leaf of B by Leaf(B). We call a point x of B with | Tan Let T be a metric tree rooted at r(T ). For a point x in T , we say a tangent direction t ∈ Tan T (x) is a forward (respectively backward) tangent direction at x if the distance function from the root increases (respectively decreases) along t. Denote by Tan Example 5.9. In Figure 3 , suppose a vertex set of Γ (upper panel) is {o 1 , o 2 , p 1 , p 2 , p 3 , q 1 , q 2 , q 3 } and all edges have length 1. Then a global diagram on Γ with all multiplicities being 1 along directions marked by the arrows is solvable and we suppose a solution is ρ with the corresponding bifurcation tree B and canonical projection π B . In particular, as shown by the vertical dashed lines, the point x is the root of the bifurcation tree corresponding to the unique closed superlevel set at min p∈Γ (ρ) (the whole metric graph Γ) which is also the image of o 1 and o 2 under π B ; y 1 = π B (p 1 ) corresponds to the closed superlevel component {p 1 }; y 2 = π B (p 2 ) = π B (p 3 ) corresponds to the closed superlevel component which is the union of all closed edges connecting p 2 , p 3 , q 1 , q 2 and q 3 ; for i = 1, 2, 3, z i = π B (q i ) c orresponds to closed superlevel component {q i }. Moreover, Leaf(B) = {y 1 , z 1 , z 2 , z 3 } and Bif(B) = {x, y 2 }. 
and ω
that are defined as follows: for each t c ∈ Tan (d as follows: Let ρ : Γ → R be a rational function on Γ with everywhere nonzero slopes. By Λ ρ , we denote the set of all pairs (T , π T ) where T is a rooted metric tree and a map π from Γ to T with burning function b T =ρ whereρ = ρ − min p∈Γ ρ(p).
Lemma 5.12. Let B be the bifurcation tree with respect to ρ and π be the canonical projection from Γ onto B. Then (B, π B ) ∈ Λ ρ .
Proof. It follows from Lemma 5.6 directly.
Definition 5.13. (Partition Systems) A closed partition system P ρ with respect to ρ is a collection {P c } c∈Im ρ where P c is a partition of (d
An open partition system P ρ with respect to ρ is a collection { P c } c∈Im ρ where P c is a partition of ( d ρ B ) −1 (c). For e ∈ P c (respectively, e ∈ P c ), we say supp(e) := x∈e (ι B (x)) is the support of e (respectively, supp( e) := t∈ e ( ι B (t)) is the support of e).
We denote the set of closed and open partition systems with respect to ρ by CP(ρ) and OP(ρ) respectively. is a well-defined bijection and t 1 ∼ t 2 in P c implies ω
We denote the set of proper closed partition systems and proper open partition systems with respect to ρ by PCP(ρ) and POP(ρ) respectively.
Example 5.16. The finest and coarsest partition system corresponding to ρ are both proper.
We construct a natural map from PCP(ρ) to POP(ρ) as follows. For a proper closed partition system P ρ and each c ∈ [min p∈Γ ρ(p), max p∈Γ ρ(p)), there exists δ small enough such that ω By all these constructions, the above maps from PCP(ρ) to POP(ρ) and from POP(ρ) to PCP(ρ) are converse to each other. Therefore, we have the following lemma.
Lemma 5.17. The maps defined above make a one-to-one correspondence between PCP(ρ) and POP(ρ).
Remark 5.18. By this lemma, when saying a proper partition system, we mean a pair (P ρ , P ρ ) of a proper closed partition system P ρ and its corresponding open partition system P ρ , while only one may be referred to in practice. We also call P ρ the closed part of (P ρ , P ρ ) and P ρ the open part of (P ρ , P ρ ).
Let P ρ be a proper closed partition system. Guaranteed by the properness of the partition system, we have analogous properties of the supports of equivalence classes in P ρ as the properties stated in Remark 5.2. Therefore, we can construct a rooted metric tree T called the partition tree associated to this proper partition system generalize the same way as the construction of the bifurcation tree B with respect to ρ in Definition 5.3.
Definition 5.19. (Partition Tree) Let B be the bifurcation tree with respect to ρ and P ρ = {P c } c∈Im ρ be a proper closed partition system. The partition tree T associated to P ρ is a rooted metric tree constructed in the following way:
(1) By abuse of notation, we also use T to represent the set of points of T .
We identify the set of points of T with the set of all equivalence classes in {P c } c∈Im ρ by the bijection ι T : T → c∈Im ρ P c . (2) We assign a metric structure d T to T as follows: for x 1 , x 2 ∈ T , denote x 1 ∨ x 2 be the element in T such that supp(ι T (x 1 ∨ x 2 )) is the minimal among all the supports of equivalence classes in {P c } c∈Im ρ which contains
The root r(T ) of T corresponds to the unique equivalence class {r(B)} at P minp∈Γ ρ(p) .
Note that the partition tree associated to the finest partition system is isometric to the bifurcation tree B. In general, we can also assign a partial order to the points of T in the same way as to the points of B, i.e.,
Again, analogous to the canonical projection π B : Γ → B, we can construct an induced projection π T : Γ → T (Lemma 5.20) such that (T , π T ) ∈ Λ ρ . Let { P c } c∈Im ρ be the proper open partition system corresponding to {P c } c∈Im ρ (using Lemma 5.17). Lemma 5.21 shows that the set of forward tangent directions on T can be identified with the set of all equivalence classes in { P c } c∈Im ρ . We state Lemma 5.20 and Lemma 5.21 without proofs since they are direct consequences of the construction of partition trees.
Lemma 5.20. For p ∈ Γ, there is a unique element x ∈ T with d ρ T (x) = ρ(p) such that p ∈ supp(ι T (x)). By sending p to x, this induces a projection π T : Γ → T . Moreover, the map π T is continuous, piecewise-linear, surjective and satisfies
Lemma 5.21. There is a canonical bijection ι T : x∈T Tan
Remark 5.22. Like the pushforward π B * induced by the canonical projection π B , we also have the pushforward map π T * :
T (π T (p)) (via the bijection ι T described in Lemma 5.21).
Remark 5.23. Since we identify the points of a partition tree T to equivalence classes of points in the related bifurcation tree B, there is a natural induced map Θ Example 5.24. In Figure 4 , we show an example of partition tree T based on the bifurcation tree B constructed in Example 5.9. In particular, T is constructed by gluing edges y 2 z 1 and y 2 z 2 of B (the grey edges) isometrically into edge y 2 y 12 of T . As a result, π T maps all the edges of Γ connecting p 2 and p 3 with q 1 and q 2 to the edge y 2 y 12 .
The following theorem tells us that we can identify each element in Λ ρ as a partition tree (with the induced projection).
Proposition 5.25. There is a one to one correspondence between proper partition systems with respect to ρ and elements in Λ ρ .
Proof. Using the construction in Definition 5.19 and Lemma 5.20, we can associate a pair (T , π T ) ∈ Λ ρ to a proper partition of ρ.
Conversely, let (T , π T ) be an element in Λ ρ . For each c ∈ Im ρ and y ∈ T , suppose c = d T (r(T ), y) + min p∈Γ ρ(p). Note that for any p ∈ π −1 (c). By the continuity of π T , we must have π −1 T (y) = supp(e y ) ρ −1 (c), and hence
−1 (c). Therefore we derive a closed partition system {P c } c∈Im ρ from (T , π T ). Again the continuity of π T implies {P c } c∈Im ρ is proper. Moreover, the partition tree associated to {P c } c∈Im ρ as constructed in Definition 5.19 is exactly T and the induced projection in Lemma 5.20 is exactly π T . Therefore, this correspondence between PCP(ρ) and Λ ρ is one-to-one.
Remark 5.26. Let (P ρ , P ρ ) be a proper partition system and (T , π T ) be its corresponding partition tree. Then the one-to-one correspondence in Proposition 5.25 guarantees the following facts: (1) two points x 1 and x 2 in B are equivalent in P ρ if and only if Θ H) ) We say that a proper partition system with its open part P ρ is globally compatible with (D, H) if there exists a collection {g p } p∈Γ of non-constant functions g p ∈ H p such that whenever t 1 ∈ Tan ρ+ Γ (p 1 ) and t 2 ∈ Tan ρ+ Γ (p 2 ) where ρ(p 1 ) = ρ(p 2 ), we have g p1 (red p1 (t 1 )) = g p2 (red p1 (t 2 )) (see Definition 2.1 for a definition of the reduction map red p ) if and only if π B * (t 1 ) and π B * (t 2 ) are equivalent in P ρ . In particular, we also say this partition system and (D, H) are globally compatible via {g p } p∈Γ .
In addition, we say that a partition tree is locally compatible, strongly locally compatible, or globally compatible (via {g p } p∈Γ ) with (D, H) if it is associated to a proper partition system (via Proposition 5.25) which is locally compatible, strongly locally compatible, or globally compatible (via {g p } p∈Γ ) with (D, H) respectively. Denote by Λ {g p } p∈Γ of non-constant functions g p ∈ H p such that whenever t 1 ∈ Tan ρ+ Γ (p 1 ) and t 2 ∈ Tan ρ+ Γ (p 2 ) where ρ(p 1 ) = ρ(p 2 ), we have g p1 (red p1 (t 1 )) = g p2 (red p1 (t 2 )) if and only if π T * (t 1 ) = π T * (t 2 ). Moreover, the following lemma gives another criterion of determining whether a partition tree is contained in Λ 
Proof. This follows from Definition 6.2 and the fact that π T factors through π B (Remark 5.23).
Remark 6.5. Recall that a bifurcation partition system is determined by the partitions of forward tangent directions at finitely many points of B, and thus there are only finitely many of them. Denote the set of bifurcation partition systems on B by BP(ρ). Then there is a natural map φ POP : POP(ρ) → BP(ρ) such that for every x ∈ B, every two forward tangent directions t 1 and t 2 in Tan Consider a bifurcation partition system { P x } x∈B . For a small enough δ (precisely, we can let δ be less than the minimal distance between two distinct exceptional values of ρ) and each point x ∈ Bif(B), let c = d And by letting all the remaining equivalence classes being singletons, we derive a closed partition system P ρ which is clearly proper. We call the partition tree T associated to P ρ the δ-glued partition tree with respect to { P x } x∈B . (An example is shown in Figure 5 where a δ-glued partition tree is derived from the bifurcation tree in Figure 3 .) Then it is easily verifiable that φ PCP (P ρ ) = φ Λ (T ) = { P x } x∈B and we have the following lemma.
Lemma 6.6. φ POP , φ PCP and φ Λ are surjective.
Let BP D,H . Suppose P ρ is locally compatible (respectively, strongly compatible) to (D, H). Then φ POP ( P ρ ) is a restriction of the partitions P c in P ρ to all Tan
In other words, for all p ∈ Γ and each pair t 1 , t 2 ∈ Tan ρ+ Γ (p), we have π B * (t 1 ), π B * (t 2 ) ∈ Tan + B (π B (p)). Also, π B * (t 1 ) and π B * (t 2 ) are equivalent in P ρ if and only if they are equivalent in φ POP ( P ρ ). Therefore, by the definition of partition systems locally compatible (respectively, strongly locally compatible) to (D, H), we derive that t 1 and t 2 in Tan ρ+ Γ (p) are locally equivalent if (respectively, if and only if) π B * (t 1 ) and π B * (t 2 ) are equivalent in P ρ or equivalently in φ POP ( P ρ ). Therefore, φ POP ( P ρ ) is a locally compatible (respectively, strongly locally compatible) bifurcation partition system on B.
Next, we will show that the image of φ Λ restricted to Λ H) . Then by definition, we have a collection {g p } p∈Γ of non-constant functions g p ∈ H p such that whenever t 1 ∈ Tan ρ+ Γ (p 1 ) and t 2 ∈ Tan ρ+ Γ (p 2 ) where ρ(p 1 ) = ρ(p 2 ), we have g p1 (red p1 (t 1 )) = g p2 (red p2 (t 2 )) if and only if π B * (t 1 ) and π B * (t 2 ) are equivalent in P ρ . If in addition we assume p 1 and p 2 are in the set E ρ of exceptional points of ρ (see Definition 2.18) and π B (p 1 ) = π B (p 2 ), then the following are equivalent: (1) g p1 (red p1 (t 1 )) = g p2 (red p2 (t 2 )), (2) π B * (t 1 ) and π B * (t 2 ) are equivalent in P ρ , and (3) π B * (t 1 ) and π B * (t 2 ) are equivalent in φ POP ( P ρ ). Therefore, φ POP ( P ρ ) is globally compatible with (D, H).
Conversely, we will show that the image of φ Λ restricted to Λ D,H and T be its corresponding δ-glued partition tree. Note that since T is δ-glued, to say π T (p 1 ) = π T (p 2 ) is equivalent to say π B (p 1 ) = π B (p 2 ) for all p 1 , p 2 ∈ E ρ . Recall that by definitions of BP (4) D,H and δ-glued partition trees, there exists a collection {g p } p∈Eρ of non-constant functions g p ∈ H p over the set of all exceptional points E ρ such that whenever t 1 ∈ Tan ρ+ Γ (p 1 ) and t 2 ∈ Tan ρ+ Γ (p 2 ) where p 1 , p 2 ∈ E ρ and π T (p 1 ) = π T (p 2 ) as a point x in T , we have g p1 (red p1 (t 1 )) = g p2 (red p2 (t 2 )) if and only if π T * (t 1 ) = π T * (t 2 ) in Tan
To show that the δ-glued tree T is in Λ (4) D,H , we will need to extend the collection of rational functions {g p } p∈Eρ over all exceptional points to a collection of rational functions {g p } p∈Γ over all points in Γ and define a function ξ : x∈T Tan + T (x) → κ to show that {g p } p∈Γ makes T and (D, H) compatible by using Lemma 6.4. We define ξ in the following way: assign values g p (red p (t)) to π T * (t) for all p ∈ E ρ and t ∈ Tan ρ+ Γ (p); assign values in κ for the remaining elements in x∈T Tan + T (x) such that for each x ∈ T , ξ restricted to Tan + T (x) is injective. For p ∈ O ρ the set of ordinary points (Definition 2.18), there is a unique forward tangent direction (denoted by t) at p. Therefore, we can always find a nonconstant rational function g p ∈ H p such that g p (red p (t)) = ξ(π T * (t)). We apply Lemma 6.4 to the collection of rational functions {g p } p∈Γ to conclude that T is globally compatible with (D, H).
Proof of the Smoothing Theorem
Theorem. Given a saturated metrized complex C, the following statements are equivalent:
(1) The pre-limit g which is a pullback divisor by Cφ mod of an effective degree one divisor on C(T ), and (2) φ p coincides with the morphism from C p to P 1 κ defined by H p . Here the underlying metric graphs of C, C mod and C(T ) are denoted by Γ, Γ mod and T respectively.
Denote by r(T ) the root of T which is the image of D mod Γ (the tropical part of D mod ) under φ Γ mod . Then r(T ) and the map φ Γ : Γ → T which is the restriction to Γ of the harmonic morphism φ Γ mod : Γ mod → T induces a global diagram on Γ in the following way: for any point p ∈ Γ and any tangent direction t ∈ Tan Γ (p), the multiplicity m 1 (p, t) is the expansion factor with sign '−' if the pushforward of t by φ Γ coincides with the tangent direction on T along the unique path from φ Γ (p) to r(T ), and with sign '+' otherwise.
On the other hand, we also construct local diagrams from (D, H) (Remark 2.13). In particular, the multiplicity m 2 (p, t) in the local diagram at point p associated to (D, H) equals the ramification index of φ p at red(t) with a proper sign. By the compatibility property of the harmonic morphisms, we know that the ramification index of φ p at the marked point red(t) on C p corresponding to t equals the expansion factor of φ Γ at t. Therefore m 1 (p, t) = m 2 (p, t), which means (D, H) is diagrammatic and solvable with timing function d (2) ⇒ (1): Suppose that (D, H) satisfies the intrinsic global compatibility conditions. Then using Proposition 6.7, there exists (T, π T ) ∈ Λ (4) D,H that is globally compatible with (D, H). In the following, we construct a modification C mod of C with underlying metric Γ such that (1) φ Γ mod : Γ mod → T is a harmonic morphism (between metric graphs) whose restriction to Γ is π T , and (2) φ Γ mod can be lifted to a harmonic morphism Cφ mod from C mod to a genus zero metrized complex C(T ) whose underlying metric tree is T . Using Theorem 3.19, this means (D, H) is smoothable.
Assume {g p } p∈Γ is a collection of rational functions g p ∈ H p on C p that makes (D, H) and (T, π T ) compatible. By Lemma 6.4, there is a function ξ : x∈T Tan + T (x) → κ such that ξ is injective restricted to Tan + T (x) for each x ∈ T , and g p •red p = ξ•π T * for all p ∈ Γ. Letḡ p : C p → κ ∞ be the function on C p extending g p to its poles, and letξ : x∈T Tan T (x) → κ ∞ be the extension of ξ such that for each x ∈ T , ξ maps the incoming tangent direction at x to ∞ in κ ∞ . Then we also havē
Since κ ∞ is isomorphic to a projective line over κ, we can build a genus zero metrized complex C(T ) from T (for all x ∈ T , the curve C x associated to x is a projective line) by letting γ x •ξ x be the reduction map at x ∈ T whereξ x is the functionξ restricted to Tan T (x) and
is a pseudo-harmonic morphism from C to C(T ), since the compatibility conditions of a pseudo-harmonic morphism (Definition 3.6) are guaranteed by the solvability of (D, H) and the relation
is the reduction map at π T (p) by the construction of C(T ).
By Proposition 7.1, we can extend the pseudo-harmonic morphism (π T , {φ p } p∈Γ ) to a harmonic morphism (φ mod , {φ p } p∈Γ mod ) from a modification C mod of C to C(T ).
Proposition 7.1. Let Cφ be a pseudo-harmonic morphism from a saturated metrized complex C to a saturated metrized complex C(T ) of genus zero. If Cφ is harmonic at all but finitely many points in its underlying metric graph, then there is a modification C mod of C and a harmonic morphism Cφ mod from C mod to C(T ) such that Cφ is the restriction of Cφ mod to C.
Proof. Assume that the underlying metric graphs of C and C(T ) are Γ and T respectively and the associated curves of C and C(T ) are {C p } p∈Γ and {C x } x∈T respectively. Let Cφ = (φ Γ , {φ p } p∈Γ ) where φ Γ : Γ → T is the associated pseudoharmonic morphism of metric graphs and φ p : C p → C φΓ(p) is the associated finite morphism of curves at p. We will derive a modification C mod of C in the following way.
Consider a point q ∈ Γ. For each tangent direction t ∈ Tan T (φ Γ (q)) at φ Γ (q) on T , let u ∈ C q be a non-marked point of C q which is an element in the fiber φ −1 q (red φΓ(q) (t )). Suppose the ramification index of φ q at u is m.
Let T be the connected component of T \ {φ Γ (q)} corresponding to the tangent direction t at φ Γ (q). Let T 1 , · · · , T m be m copies of T . For i = 1, · · · , m, let x i be the open end of T i corresponding to the open end φ Γ (q) of T and let y i be the point in T i with a small distance l to x i (l is less than the minimum distance of branching points of T to φ Γ (q)). Now we want to attach Γ with an extra branch Γ u with respect to u. Then by equipping Γ u with projective lines, we will get a modification of C with respect to u.
We construct Γ u from T 1 , · · · , T m by first identifying the segments (x i , y i ]'s and then shrinking the glued segment by a factor of m. Denote by (x, y] the corresponding segment in Γ u with x being its open end. Then by this construction, the length of (x, y] is l/m and Γ u \ (x, y] is a disjoint union of T i \ (x i , y i ]'s. Forgetting the compactness restriction of a metric graph, we also call T , T i 's and Γ u metric graphs. Then there is a natural harmonic morphism φ Γ u from Γ u to T where the balancing condition (Definition 3.7) is automatically satisfied by the construction of Γ u .
Let C(T ) be C(T ) restricted to T . We can construct a saturated metrized complex C(Γ u ) with underlying metric graph Γ u by associating each point p ∈ Γ u with a projective line C p . Let x = φ Γ u (p). The reduction map red p at p is derived as follows.
(1) If p ∈ (x, y), then there are two tangent directions t 1 and t 2 in Tan Γ u (p) and two tangent directions t 1 and t 2 in Tan T (x ) where t 1 and t 2 are pullbacks of t 1 and t 2 by φ Γ u . Let φ p : C p → C x be a degree m morphism from C p to C x (the curve associated to φ Γ u (p) in C(T )) such that there are two points v 1 and v 2 in C p with ramification index m over the marked points red x (t 1 ) and red x (t 2 ) in C x respectively. Let the marked point red p (t 1 ) associated to t 1 be v 1 and the marked point red p (t 2 ) associated to t 2 be v 2 . (2) If p = y, then there are m + 1 tangent directions t 1 , · · · , t m+1 in Tan Γ u (p) and two tangent directions t 1 and t 2 in Tan T (x ). We may assume that t 1 is the tangent direction corresponding to the edge between x and the open end of T , t 1 is the pullback of t 1 by φ Γ u , and {t 2 , · · · , t m+1 } is the pullback of t 2 by φ Γ u . Let φ p : C p → C x be a degree m morphism from C p to C x such that there is a point v 1 ∈ C p with ramification index m over the marked point red x (t 1 ) and there are distinct points v 2 , · · · , v m+1 ∈ C p with ramification index 1 over the marked point red x (t 2 ). Then we let the marked point red p (t i ) associated to t i be v i for i = 1, · · · , m + 1.
We let φ p : C p → C x be an isomorphism. For every pair of corresponding tangent directions t p ∈ Tan Γ u (p) and t x ∈ Tan T (x ), we let the marked point red p (t p ) associated to t p be φ
). Note that in whatever cases of p above, the morphism φ p : C p → C x always exists since C p and C x are projective lines. We conclude that (φ Γ u , {φ p } p∈Γ u ) is a harmonic morphism from C(Γ u ) to C(T ), since φ Γ u is a harmonic morphism of metric graphs and the compatibility conditions of Definition 3.6 are automatically satisfied by the above construction of C(Γ u ). Now we get a modification of Γ with respect to u by attaching the open end of the extra branch Γ u to Γ at q, and a modification of C with respect to u by adding u as a marked point of C q and attaching C(Γ u ) to C. Moreover, the pseudo-harmonic morphisms φ Γ and Cφ also naturally extend respectively to these modifications of Γ and C with respect to u, which are harmonic at all the points in the extra branch Γ u (not necessarily at q).
Recall that u is a non-marked point of C q which at the same time is an element of φ −1 q (red φΓ(q) (t )) where t is a tangent direction at φ Γ (q) on T . Therefore, we can get modifications of Γ and C with respect to q by performing modifications of Γ and C to all possible u's in this sense at the same time. Moreover, the pseudo-harmonic morphisms φ Γ and Cφ also naturally extend respectively to these modifications of Γ and C with respect to q, which are harmonic at the point q and all the points in the extra branches. Note that if Cφ is already harmonic at q, then no modification is performed.
The final modifications of Γ and C, denoted by of Γ mod and C mod respectively, are derived by performing modifications of Γ and C at the same time to all q ∈ Γ at which Cφ is not harmonic. In this way, we get a harmonic morphism Cφ mod : C mod → C(T ) as required.
Example 7.2. In Figure 6 , we show how a modification is performed at point o 1 in Figure4 of Example 5.24. The image of o 1 under π T is x . First note that there are only one outgoing edge o 1 p 1 from o 1 with expansion factor 1 of the map π T . Suppose the degree of the nonconstant rational function g o1 ∈ H o1 is 3. Suppose the forward tangent direction from x to y 1 corresponds to c 1 ∈ κ and the forward tangent direction from x to y 2 corresponds to c 2 ∈ κ. Suppose g −1 o1 (c 1 ) = {u 1 , u 2 , u 3 } and u 1 is the reduction of the tangent direction from o 1 to p 1 . Then two copies of x y 1 will be attached to o 1 as extra branches corresponding to u 2 and u 3 respectively. Suppose g −1 o1 (c 2 ) = {v 1 , v 2 } while the ramification index of v 1 is 1 and the ramification index of v 2 is 2. Let T be the subgraph of T connecting x , z 12 and z 3 . Then one copy of T is attached to o 1 as the extra branch corresponding to v 1 . Accordingly, the extra branch corresponding to v 2 is made from two copies T 1 and T 2 of T by first gluing from the open ends of of T 1 and T 2 along small segments of the same length and then shrinking the glued segment by a factor of 2. Recall that the collection of all partitions of a set A is a lattice partially ordered by refinement. More precisely, for two partitions P 1 and P 2 , we say that P 1 P 2 if P 1 is a refinement of P 2 , i.e., x ∼ P1 y implies x ∼ P2 y for every two elements x, y ∈ A where the equivalence relation associated to a partition P is denoted by ∼ P . The meet (greatest lower bound) P 1 P 2 of P 1 and P 2 is the partition that satisfies the following property: for each two elements x, y ∈ A, x ∼ P1 P2 y if and only if both x ∼ P1 y and x ∼ P2 y. The join (least upper bound) P 1 P 2 is the transitive closure of the relation P 1 P 2 where for each two elements x, y ∈ A, we say x ∼ P1 P2 y if either x ∼ P1 y or x ∼ P2 y. In other words, x ∼ P1 P2 y if and only if there exists elements z 1 , . . . , z n ∈ A for some n such that x ∼ P1 P2 z 1 , . . . , z i ∼ P1 P2 z i+1 , . . . , z n ∼ P1 P2 y. Note that P 1 P 2 is an equivalence relation while in general the relation P 1 P 2 is not.
We use the lattice structure on the collection of all partitions of a set to define a partial order and lattice structure on CP(ρ) and OP(ρ). Let P ρ = {P c } c∈Im ρ and Q ρ = { Q c } c∈Im ρ be closed partition systems. We say that P ρ Q ρ if P c Q c for each c ∈ Im ρ, and the meet and join of partition systems as follows: P ρ Q ρ = {P c Q c } c∈Im ρ and P ρ Q ρ = {P c Q c } c∈Im ρ . Note that P ρ Q ρ and P ρ Q ρ are both in CP(ρ). Similarly, for open partition systems P ρ = { P c } c∈Im ρ and Figure 6 . A modification performed at point o 1 based on the projection map π T in Example 5.24 and the local data in H o1 .
Q ρ = { Q c } c∈Im ρ , we have the partial order defined as P ρ Q ρ if P c Q c for each c ∈ Im ρ, the meet defined as P ρ Q ρ = { P c Q c } c∈Im ρ and the join defined as P ρ Q ρ = { P c Q c } c∈Im ρ . We then note that the maximum partition system is the coarsest partition system and the minimum partition system is the finest partition system.
The following lemma says that PCP(ρ) and POP(ρ) are sublattices of CP(ρ) and OP(ρ) respectively. Let P ρ , Q ρ ∈ PCP(ρ) and P ρ , Q ρ ∈ POP(ρ). By Lemma 5.17, we may assume that P ρ and Q ρ are the open partition systems corresponding to P ρ and Q ρ respectively. Lemma 8.1. If P ρ and Q ρ are in PCP(ρ) then P ρ Q ρ ∈ PCP(ρ), P ρ Q ρ ∈ PCP(ρ), P ρ Q ρ ∈ POP(ρ), and P ρ Q ρ ∈ POP(ρ). In addition, P ρ Q ρ and P ρ Q ρ are the open partition systems corresponding to P ρ Q ρ and P ρ Q ρ respectively.
Proof. By the definition of properness, the equivalence relations are preserved under the transition maps ω D,H with the same partial order and lattice structure. In particular, let T P and T Q be the partition trees associated to P ρ , Q ρ ∈ PCP(ρ) with induced projections π T P and π T Q respectively. We say (T P , π T P ) (T Q , π T Q ) or simply T P T Q if P ρ Q ρ , i.e., P ρ is finer than Q ρ . Moreover, if T P T Q , there is a natural map: Θ T P T Q : T P → T Q with x → y such that ι T Q (y) is the equivalence class dominating ι T P (x). Clearly, (Im ρ, ρ) and (B, π B ) are the maximum and minimum of Λ ρ respectively (as a rooted metric tree, Im ρ = [min p∈Γ ρ(p), max p∈Γ ρ(p)] has its root at min p∈Γ ρ(p)), since they correspond to the coarsest and finest partition systems respectively.
In general, we write (T P , π T P ) (T Q , π T Q ) = (T P T Q , π T P π T Q ) and (T P , π T P ) (T Q , π T Q ) = (T P T Q , π T P π T Q ),
whereT P T Q and T P T Q are the partition trees associated to P ρ Q ρ and P ρ Q ρ with induced projections π T P π T Q := π T P T Q and π T P π T Q := π T P T Q respectively.
The following lemma follows from our definitions of partition trees and the maps between them.
Lemma 8.3. If T P T Q T R as partition trees, the following diagram commutes.
The following lemma says that Λ Proof. Let P ρ and P ρ be the admissible open partition systems corresponding to T and T respectively. Then T T means that P ρ P ρ , i.e., P ρ is finer than P ρ . Therefore, for all p ∈ Γ and each pair t 1 , t 2 ∈ Tan + Γ (p), π B * (t 1 ) and π B * (t 2 ) are equivalent in P ρ implies that they are equivalent in P ρ which further implies t 1 and t 2 are locally equivalent. Thus we conclude T ∈ Λ D,H are closed under the meet operations. By definition, it suffices the corresponding conditions for open partition systems. Let P ρ , Q ρ ∈ POP(ρ) be locally compatible. Then for all p ∈ Γ and each pair t 1 , t 2 ∈ Tan + Γ (p), if π B * (t 1 ) and π B * (t 2 ) are equivalent in P ρ Q ρ which means they are equivalent in both P ρ and Q ρ , then t 1 and t 2 are locally equivalent. Hence P ρ Q ρ is locally compatible.
Suppose now that P ρ and Q ρ ∈ POP(ρ) are strongly locally compatible, then in addition we have t 1 and t 2 are locally equivalent implies π B * (t 1 ) and π B * (t 2 ) are equivalent in both P ρ and Q ρ , while it follows they are equivalent in P ρ Q ρ . Hence P ρ Q ρ is strongly locally compatible.
Let P ρ , Q ρ ∈ POP(ρ) be globally compatible with (D, H). Then if there exists collections {f p } p∈Γ and {g p } p∈Γ of non-constant functions f p , g p ∈ H p such that whenever t 1 ∈ Tan ρ+ Γ (p 1 ) and t 2 ∈ Tan ρ+ Γ (p 2 ) where ρ(p 1 ) = ρ(p 2 ), we have (1) f p1 (red(t 1 )) = f p2 (red(t 2 )) if and only if π B * (t 1 ) and π B * (t 2 ) are equivalent in P ρ , and (2) g p1 (red(t 1 )) = g p2 (red(t 2 )) if and only if π B * (t 1 ) and π B * (t 2 ) are equivalent in Q ρ . Consider a collection {c p · f p + d p · g p } p∈Γ of linear combinations of f p and g p such that c p1 = c p2 and d p1 = d p2 whenever ρ(p 1 ) = ρ(p 2 ). We let t 1 ∈ Tan ρ+ Γ (p 1 ) and t 2 ∈ Tan ρ+ Γ (p 2 ) with ρ(p 1 ) = ρ(p 2 ). We let c p1 and c p2 take value c and d p1 and d p2 take value d. Then we always have c · f p1 (red(t 1 )) + d · g p1 (red(t 1 )) = c · f p2 (red(t 2 )) + d · g p2 (red(t 2 )) if π B * (t 1 ) and π B * (t 2 ) are equivalent in both P ρ and Q ρ , since it implies f p1 (red(t 1 )) = f p2 (red(t 2 )) and g p1 (red(t 1 )) = g p2 (red(t 2 )). Note that for a generic choice of c and d we have c · f p1 (red(t 1 )) + d · g p1 (red(t 1 )) = c · f p2 (red(t 2 )) + d · g p2 (red(t 2 )) for all cases of t 1 ∈ Tan ρ+ Γ (p 1 ) and t 2 ∈ Tan ρ+ Γ (p 2 ) with ρ(p 1 ) = ρ(p 2 ) such that π B * (t 1 ) and π B * (t 2 ) are not equivalent in either P ρ or Q ρ . This means there exists a collection {c p · f p + d p · g p } p∈Γ such that P ρ Q ρ globally compatible with (D, H).
Remark 8.7. We expect that the space Λ 
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