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Povzetek 
Priporočilni sistem je običajno skupek elementov programske kode, ki s 
filtriranjem informacij išče oceno ali preferenco, ki bi jo uporabnik dodelil nekemu 
produktu. Takšni sistemi za uspešno delovanje običajno potrebujejo veliko podatkov 
o različnih uporabnikih in produktih. Priporočilni sistem s pomočjo zgodovine 
uporabnikovih dejanj predvideva, kaj je uporabniku všeč in kaj mu ni všeč. S 
pogostejšo rabo priporočilnega sistema se izpopolnjuje profil uporabnika in posledično 
izboljšujejo sami rezultati [1]. 
Za primer lahko vzamemo filmski priporočilni sistem. Takšne priporočilne 
sisteme uporabljajo spletne storitve, kot sta npr. Netflix [2] in IMDb [3]. Te spletne 
storitve shranjujejo podatke o filmih, ki so si jih ogledali njihovi uporabniki. Za 
določenega uporabnika lahko tako z analizo podatkov predvidijo, kateri filmi mu bodo 
všeč in kateri ne. Uporabniku nato priporočijo filme, za katere so predvideli, da mu 
bodo všeč. S tem izboljšajo celotno uporabniško izkušnjo, saj tako več uporabnikov 
najde filme po svojem okusu. Uporabnikova zavrnitev ali sprejem predlogov 
predstavlja dodatno povratno informacijo, ki pripomore k izboljšanju priporočil 
samega sistema. 
Priporočilni sistemi se pogosto srečujejo s problemi, kot npr. ozek nabor 
priporočenih produktov, ki so si med seboj zelo podobni. Sistemi namreč takšne 
nabore pogosto priporočijo uporabnikom zaradi pomanjkanja podatkov, hladnega 
zagona (problem, ki se pojavi ob zagonu oz. postavitvi novega sistema, ki še nima 
dovolj podatkov za izračun primernih priporočil) ali prevelike oz. neustrezne 
natančnosti. Priporočila z majhno skupinsko raznolikostjo so nezaželena, saj se 
redkokateri uporabnik zanima zgolj za zelo podobne izdelke. 
Vzrok za problem premajhne raznolikosti je v metrikah uspešnosti priporočilnih 
sistemov, ki običajno merijo le razliko med napovedanimi ocenami produktov in 
ocenami, ki jih je podal uporabnik. Manjša kot je ta razlika, bolj natančna so 
priporočila. Ker je cilj priporočilnih sistemov izračun čim bolj natančnih priporočil, se 
s približevanjem temu cilju lahko hitro zmanjša raznolikost priporočil. Tako bi v 
primeru priporočanja počitniških paketov sistem lahko priporočil 5 podobnih paketov 
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na isti lokaciji, ki se med seboj razlikujejo le v izbiri vrste prenočišča. Takšna 
priporočila so lahko zelo natančna glede na uporabnikovo zgodovino, a za izbiro 
počitnic verjetno neuporabna. Bolj primerna bi bila priporočila 5 počitniških paketov 
na različnih lokacijah, kjer bi se uporabnik odločil, katera mu je bolj všeč, in šele nato 
zahteval več podatkov o lokacijah, ki bi mu bile zanimive [4].  
V tem magistrskem delu smo predlagali zasnovo priporočilnega sistema, pri 
katerem bi se z uporabo različnih algoritmov in s pomočjo prilagojenih metrik 
merjenja uspešnosti izognili temu problemu. Izvedli smo tudi eksperiment, kjer smo 
opazovali razmerje med raznolikostjo priporočenih produktov in zadovoljstvom 
uporabnikov. Za izvedbo eksperimenta smo izdelali pogovorni priporočilni sistem z 
nadzorovano raznolikostjo. Naš sistem temelji na že obstoječem priporočilnem 
sistemu Laboratorija za uporabniku prilagojene komunikacije in ambientno 
inteligenco. Eksperiment je potekal tako, da smo uporabnikom prikazali več priporočil 
z nadzorovano notranjo raznolikostjo, ob tem pa jih prosili za povratno informacijo o 
zadovoljstvu s skupino priporočenih produktov. V našem eksperimentu je sodelovalo 
38 uporabnikov, ki so skupaj oddali 190 ocen raznolikosti skupin filmov in kakovosti 
priporočil. Na ocenah, ki so jih oddali uporabniki, smo izvedli analizo s pomočjo 
statističnih metod in ugotovili, da so naši rezultati statistično značilni pri 5-odstotnem 
tveganju. Zbrani eksperimentalni rezultati kažejo, da so uporabnikom bolj všeč 
priporočila z večjo skupinsko raznolikostjo. Vsekakor bi bilo eksperiment smiselno 
ponoviti z večjim številom sodelujočih uporabnikov in na različnih priporočilnih 
sistemih.  
 
Ključne besede: priporočilni sistemi, pogovorni priporočilni sistem, skupinska 
raznolikost, nadzorovana raznolikost, hladni zagon, hibridni priporočilni sistem, 
skupinski priporočilni sistem, vsebinski priporočilni sistem, metoda matrične 
faktorizacije 
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Abstract 
Recommendation systems gather and filter information in order to provide users 
with products they might like. They use the user’s history of interactions with the 
system in order to recognize one’s preferences. The overall quality of 
recommendations usually improves with frequent system usage [1]. 
Web services, such as Netflix [2] and IMDb [3] both use recommendation 
systems for movies. They track user’s interactions and gather information about 
movies which one watched, liked or disliked. Later, they compare this information 
with other data in their database and prepare predictions which movies a user might 
prefer. The user’s rejection or approval of the recommended movie represents another 
piece of information on that user, which can improve the overall quality of 
recommendations. 
Recommendation systems often face problems of high similarity between 
recommended items. These systems recommend similar items due to the lack of data 
on users or products (cold start problem). The same issue also occurs due to the aim of 
recommendation systems to make accurate predictions. Very similar recommended 
products (small diversity) usually do not present any real value to the end user. 
The problem of low diversity between recommended products originates from 
the evaluation metrics of recommendation systems, where usually only the difference 
between the predicted rating for an item and the user’s real rating for it is measured. 
The smaller the difference, the better is the recommendation accuracy. For example, 
with the knowledge of user’s holiday preferences we can recommend 5 different 
holiday packages at the same location, as the prediction was that the user would like 
this location. These recommendations might be very accurate as they are based on 
user’s preferences and history, but they are probably useless for the user when 
choosing the holiday destination. Instead, we should recommend him 5 packages with 
different locations and give an option to choose the preferred location and request more 
details [4]. 
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In this work, we propose a recommendation system which would use a 
combination of different recommendation algorithms and use the proposed evaluation 
metric in order to evade the diversity problem. Also, during an experiment we 
conducted, we evaluated the correlation between diversity in recommended items and 
user’s satisfaction. For this experiment, we created a conversational recommendation 
system with controlled diversity, which was based on a recommendation system of the 
User-adapted Communication and Ambient Intelligence Laboratory of the Faculty of 
Electrical Engineering at the University of Ljubljana. In the experiment, we showed 
users 5 sets of recommended items with controlled diversity and asked them for 
feedback, how they are satisfied with the recommended items. 38 users participated in 
the experiment and provided us with 190 ratings of diversity and quality for 
recommended sets of items. We analyzed this data statistically and the results are 
statistically significant at the risk of 5 percent. The result is that users prefer 
recommended items with increased diversity. However, we recommend repeating the 
experiment on a bigger group of participants (larger sample) and on different 
recommendation systems. 
 
Key words: recommendation systems, conversational recommendation system, 
diversity, controlled diversity, cold start problem, hybrid recommendation system, 
collaborative recommendation system, content-based recommendation system, matrix 
factorization method 
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1 Uvod 
V tem magistrskem delu se posvečamo pogovornim priporočilnim sistemom z 
nadzorovano raznolikostjo. V zadnjih letih smo zakorakali v dobo, kjer se je pričelo 
shranjevati najrazličnejše podatke o uporabnikih velikih ali majhnih sistemov za 
dostop do multimedijskih vsebin in storitev. Ob povečevanju količine podatkov o 
uporabnikih se je začelo izvajati tudi analize teh podatkov. Nekateri večji spletni 
trgovci (npr.: Amazon [5], Netflix [2]) so na podlagi teh podatkov pričeli graditi tako 
imenovane priporočilne sisteme, ki za vsakega uporabnika predvidijo, kaj bi mu lahko 
bilo všeč. Pravilna raba in integracija priporočilnih sistemov v obstoječe sisteme lahko 
poveča prodajo in prihodke podjetja, hkrati pa sistemu poveča uporabno vrednost. 
Ob uporabi priporočilnih sistemov pa se lahko zgodi, da uporabniku priporočimo 
produkte iz le ene kategorije, čeprav se zanima za večji nabor izdelkov. To se pogosto 
zgodi ob tako imenovanem hladnem zagonu, ko v ozadju priporočilnega sistema še ni 
dovolj podatkov za izračun kakovostnih priporočil, ali pa v primeru, da se uporabnik 
še ni zanimal za dovolj raznolikih izdelkov. Problem prevelike podobnosti se pojavlja 
tudi zaradi prevelike natančnosti priporočilnih sistemov. Ta problem lahko poskusimo 
odpraviti tudi z načrtnim povečanjem skupne raznolikosti priporočenih izdelkov in 
uporabo hibridnih priporočilnih sistemov. 
Ob uporabi priporočilnih sistemov se uporabnike pogosto povpraša tudi za 
povratno informacijo o kakovosti priporočil ali o uporabnikovih preferencah. Takšne 
priporočilne sisteme imenujemo pogovorni priporočilni sistemi [6]. S pravilno 
uporabo povratnih informacij lahko namreč izboljšamo kakovost priporočil na 
uporabniškem in sistemskem nivoju. 
Saúl Vargas Sandoval je v svojem delu [7] izpostavil problem prevelikega 
osredotočanja na natančnost ob snovanju priporočilnih sistemov. Velika natančnost 
pomeni manjšo raznolikost, kar je Sandoval poskusil rešiti kar z zamenjavo vrstnega 
reda prikaza priporočil. Že sama zamenjava vrstnega reda namreč poveča raznolikost 
prvih nekaj priporočil, katerim uporabnik običajno posveti pozornost. Podobno rešitev 
za povečanje raznolikosti priporočil smo uporabili tudi mi. 
14 Uvod 
 
V tem delu bomo opazovali povratno informacijo uporabnikov o kakovosti 
priporočil v odvisnosti od njihove skupinske raznolikosti. Povratne informacije 
uporabnikov o kakovosti in raznolikosti priporočil smo zbrali s pomočjo obstoječega 
priporočilnega sistema Laboratorija za uporabniku prilagojeno komunikacijo in 
ambientno inteligenco, ki deluje na Fakulteti za elektrotehniko, Univerze v Ljubljani. 
Ustvarili smo sistem, ki je uporabniku prikazal pet naborov desetih priporočil. Vsaka 
skupina priporočil je imela nadzorovano skupinsko raznolikost. Uporabniki so nato 
ocenjevali kakovost priporočenih filmov in raznolikost skupine priporočil.  
Predstavili bomo različne tipe priporočilnih sistemov, njihove prednosti in 
slabosti, posebej podrobno pa tudi problem premajhne raznolikosti in vzroke zanj. Več 
raziskovalcev se je že ukvarjalo s problemom raznolikosti v priporočilnih sistemih. 
Njihova dela bomo opisali, nato pa predstavili tudi naš predlog za priporočilni sistem, 
s katerim bi se izognili omenjenemu problemu. Cilj magistrske naloge je izgradnja 
pogovornega priporočilnega sistema, s katerim bomo prišli do uporabnih podatkov za 
analizo razmerja med raznolikostjo priporočenih produktov in uporabnikovega 
zadovoljstva s priporočili, ter analiza pridobljenih podatkov.
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2 Priporočilni sistemi 
Priporočilne sisteme ločimo glede na način izračunavanja priporočil. Glavne 
vrste priporočilnih sistemov so skupinski priporočilni sistemi, vsebinski priporočilni 
sistemi in hibridni priporočilni sistemi. V tem poglavju se bomo seznanili z lastnostmi 
in načinom delovanja omenjenih priporočilnih sistemov. 
2.1 Skupinski priporočilni sistemi 
Skupinski priporočilni sistemi (angl. Collaborative recommender systems) 
delujejo na podlagi relacij med uporabniki in produkti [8]. Tak sistem temelji na 
predpostavki, da se bodo ljudje, ki so dali enako oceno v preteklosti, strinjali tudi v 
prihodnosti in da jim bodo všeč podobni izdelki kot v preteklosti. 
Bistveni del takšnega sistema je zbiranje ocen uporabnikov, ki jih lahko 
pridobimo eksplicitno ali implicitno. 
Primeri eksplicitnega zbiranja podatkov: 
 Uporabnika naprosimo, da oceni izdelek na podlagi vnaprej določene 
lestvice (npr. od 1 do 5) 
 Uporabnika naprosimo, da razvrsti izdelke v vrstnem redu od najljubšega 
do najmanj ljubega 
 Izbira ljubšega med dvema izdelkoma 
Primeri implicitnega zbiranja podatkov: 
 Opazujemo, katere izdelke si uporabnik ogleduje v spletni trgovini 
 Zgodovina uporabnikovih nakupov 
 Opazujemo uporabnikov socialni profil in prepoznavamo priljubljene 
izdelke 
Eden najbolj poznanih priporočilnih sistemov je sistem, ki ga uporablja spletni 
trgovec Amazon [5]. Ta v svojem skupinskem priporočilnem sistemu uporablja 
algoritem, ki primerja izdelek z izdelkom. Rezultat takšnega priporočilnega sistema 
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opazimo, ko nam na spletni strani trgovec ponuja druge izdelke na podlagi izdelka, ki 
ga trenutno opazujemo (Ljudje, ki so kupili ta izdelek so kupili tudi …).  
Skupinski priporočilni sistemi se pogosto soočajo s problemom, kot je hladni 
zagon [8]. Problem hladnega zagona pomeni, da zaradi pomanjkanja podatkov pri 
novih uporabnikih sistem za njih ne more uspešno izračunati priporočil. Novi 
uporabniki morajo v sistem oddati zadostno količino povratnih informacij (npr. ocene 
filmov), da lahko sistem oblikuje priporočila. Problem hladnega zagona se pojavlja 
tudi pri novih produktih v sistemu, katerih še ni ocenilo dovolj uporabnikov. Takšnih 
produktov sistem ne more priporočiti nikomur, saj priporočilo temelji na podlagi 
relacij med uporabniki in produkti. 
Skupinski priporočilni algoritem, ki se pogosto uporablja v praksi, je algoritem 
najbližjih sosedov, katerega bomo obravnavali v naslednjem podpoglavju. 
2.1.1 Algoritem najbližjih sosedov 
Algoritem najbližjih sosedov se osredotoča na preračunavanje relacij med 
produkti in uporabniki. Če uporabnik priporočilnega sistema za filme dobro oceni 
nabor filmov, bo algoritem najprej poiskal uporabnike, ki so enako dobro ocenili enega 
ali več filmov iz tega nabora. Nato bo pregledal še ostale filme, ki so jih ocenili prejšnji 
uporabniki, in za trenutnega uporabnika izbral tiste, ki jih je dobro ocenilo največ teh 
uporabnikov [7]. Ta metoda torej uporabniku išče podobne uporabnike, za iskanje 
podobnosti pa uporablja zgodovino podanih ocen aktivnega uporabnika (uporabnik, za 
katerega iščemo priporočilo). Za izračun napovedane ocene uporabi ocene, ki so jih 
podali sosedje (podobni uporabniki) aktivnega uporabnika.  
Opisana metoda temelji na uporabnikih. Poznamo pa tudi algoritme najbližjih 
sosedov, ki temeljijo na produktih [1]. Takšen algoritem napove oceno produkta na 
podlagi ocen, ki jih je aktivni uporabnik podal njemu podobnim produktom. Za 
osnovno predpostavko, da sta dva produkta med seboj podobna, pa ju mora podobno 
oceniti več uporabnikov priporočilnega sistema. 
Natančnost napovedovanja pri uporabi algoritma najbližjih sosedov je odvisna 
tudi od velikosti soseščine [1]. V primeru, da vzamemo premajhno soseščino, bomo 
upoštevali premajhno število uporabnikov (sosedov) in tako ne bomo pridobili dovolj 
priporočil. Če pa za izračun vzamemo preveliko soseščino, bomo z večjim številom 
sosedov podaljšali čas izvajanja algoritma, hkrati pa zaradi velikega števila sosedov 
pridobili neustrezna priporočila, saj bomo med seboj primerjali uporabnike, ki si niso 
dovolj podobni. Velikost soseščine običajno omejimo z izbiro praga podobnosti ali z 
izbiro števila najbližjih sosedov, ki jim bomo upoštevali. Prag podobnosti nam omeji 
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sosede glede na podobnost z aktivnim uporabnikom, izbira števila sosedov pa nam 
dovoli upoštevati le N najbližjih sosedov.  
V primeru, da priporočilni sistem nima dovolj uporabnikov, se lahko zgodi, da 
aktivni uporabnik nima dovolj bližnjih sosedov za izračun natančnih priporočil. 
Takšen problem se lahko pojavi ob postavitvi novega sistema (hladni zagon). Podoben 
problem pa se lahko pojavi tudi v primeru, ko se uporabnik izredno razlikuje od ostalih 
uporabnikov. To pomeni, da se aktivni uporabnik zanima za povsem druge produkte 
kot ostali uporabniki priporočilnega sistema in posledično nima nobenega bližnjega 
soseda. Ta problem se pogosto imenuje tudi problem črne ovce (angl. black sheep 
problem). 
2.2 Vsebinski priporočilni sistemi 
V tem podpoglavju bomo pregledali koncept vsebinskih priporočilnih sistemov 
in delovanje enega izmed pogosto uporabljenih algoritmov. Vsebinski priporočilni 
sistemi delujejo na podlagi lastnosti produktov in področjih interesa uporabnika ali 
uporabnikovih lastnosti. Takšen sistem uporabniku priporoča izdelke, ki se ujemajo z 
njegovimi interesi ali lastnostmi izdelkov, za katere se je zanimal v preteklosti. Za 
uglasitev sistema (priredba sistema glede na realne podatke) se lahko uporabi tudi 
uteži, ki določenim lastnostim pripišejo večjo vrednost kot drugim. Vrednosti uteži 
lahko pridobimo iz uporabnikove povratne informacije o izdelkih. 
Eden od najbolj pogosto uporabljenih algoritmov vsebinskih priporočilnih 
sistemov je tudi algoritem matrične faktorizacije, ki so ga predstavili Koren in 
sodelavci [8]. V zadnjih letih je ta algoritem zelo priljubljen predvsem zaradi dobre 
razširljivosti in natančnih priporočil, mi pa ga bomo spoznali v naslednjem 
podpoglavju. Kratki razlagi sledi tudi poenostavljen primer delovanja. 
2.2.1 Metoda matrične faktorizacije 
Vsebinski priporočilni sistem, ki uporablja metodo matrične faktorizacije, za 
svoje delovanje potrebuje podatke o lastnostih produktov in profil uporabnika. Profil 
uporabnika mora vsebovati uporabnikove interese, ki običajno temeljijo na zgodovini 
uporabnikove interakcije s priporočilnim sistemom [1]. Z metodo matrične 
faktorizacije lahko nato uporabniku priporočimo produkte, ki se najbolj ujemajo z 
njegovimi interesi in preferencami. Takšen način izračuna priporočil temelji na 
vsebini, zato lahko deluje tudi, če je v sistemu le en uporabnik. Potrebujemo le dovolj 
informacij o uporabnikovih interesih (uporabnikova zgodovina) in vsebinske podatke 
o produktih. V primeru, da nimamo pravih vsebinskih podatkov o produktih, se lahko 
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zgodi, da izračunamo napačna priporočila in sestavimo povsem napačne profile 
uporabnikov. To je ena izmed pomanjkljivosti metode matrične faktorizacije v 
vsebinskih priporočilnih sistemih, saj za izračun natančnih priporočil potrebujemo 
zanesljiv vir informacij o vsebini produktov. Prav tako pa potrebujemo tudi 
komponento v sistemu, s katero posodabljamo in sestavljamo uporabniške profile na 
podlagi njihovih interakcij in povratnih informacij o produktih. 
Pri postopku matrične faktorizacije vsakega uporabnika najprej zapišemo v 
obliki vektorja z lastnostmi (tabela 2.1), ki ga pridobimo na podlagi njegove 
zgodovine. V primeru filmskega priporočilnega sistema profil sestavimo na podlagi 
lastnosti filmov in eksplicitno podanih ocen filmov, ki si jih je ogledal uporabnik. 
Profil uporabnika nato primerjamo s podatki o filmih (tabela 2.2) in za vsak film 
izračunamo predvideno oceno, ki bi jo podal uporabnik. 
 
Uporabnik / 
Zvrst 
Komedija Zgodovinski Drama Romantični Grozljivka 
Peter 1,5 1,2 0,7 0,8 0,0 
Ajda 1,8 0,4 0,9 1,8 1,0 
Oliver 0,9 1,9 1,8 0,5 0,9 
Tabela 2.1: Primer zapisa preferenc zvrsti 
 
Film / Zvrst Komedija Zgodovinski Drama Romantični Grozljivka 
Bes 0,0 2,0 1,9 0,0 0,0 
Temne Sence 1,9 0,7 1,1 1,3 1,7 
Volk iz Wall 
Streeta 
0,8 1,2 1,9 1,1 0,0 
Tabela 2.2: Primer zapisa lastnosti filmov 
Za izračun predvidene ocene si pomagamo z naslednjo enačbo, s katero 
izračunamo skalar, ki nam pomaga predvidevati, ali bo določen film uporabniku všeč. 
Bolj kot se lastnosti filma ujemajo z uporabnikovimi preferencami, večji je skalar, 
 ?̂?𝑢𝑖 = 𝒒𝑖
𝑇𝒑𝑢, (2.1) 
kjer ?̂?𝑢𝑖  predstavlja predvideno oceno oziroma preferenco uporabnika za specifični 
film, 𝒑𝑢 vektor uporabnikovega profila in 𝒒𝑖
𝑇 transponiran vektor s podatki o filmu 
[8]. Tako bi za uporabnika z imenom Peter in film Volk iz Wall Streeta izračunali skalar 
4,85, za film Temne sence pa bi dobili 5,50, iz česar lahko sklepamo, da mu bo bolj 
všeč film Temne sence kot pa film Volk iz Wall Streeta. 
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2.3 Hibridni priporočilni sistemi 
Različni tipi priporočilnih sistemov imajo svoje prednosti in slabosti. Pri 
skupinskih priporočilnih sistemih lahko tako ob izraženem zanimanju za en produkt 
priporočimo produkte iz drugih skupin oz. zvrsti, ker vemo, kaj je zanimalo 
uporabnike, ki so izbrali enak produkt [9]. Za izbor priporočil ne potrebujemo 
podrobnega znanja o produktih, tako kot pri priporočilnih sistemih, ki temeljijo na 
znanju. Pri takšnih sistemih namreč priporočamo produkte glede na vhodne parametre, 
ki jih poda uporabnik. Torej, če uporabnik išče avto, ki je bil registriran leta 2016 in 
ima prevoženih manj kot 100.000 kilometrov, bomo s takšnim priporočilnim sistemom 
podali priporočila glede na podatke, ki jih imamo v bazi. Pri skupinskem 
priporočilnem sistemu pa tako podrobnih podatkov ne potrebujemo. Zadošča nam že 
implicitno podana povratna informacija, kar pomeni, da za delovanje sistema zadošča 
že samo podatek, da uporabnika nek produkt zanima, ali da ga je v preteklosti 
uporabljal. Ne potrebujemo eksplicitno podane ocene. Slaba lastnost skupinskih 
priporočilnih sistemov pa je ta, da za uspešno delovanje potrebujemo veliko podatkov 
o zgodovini uporabnikov. Le tako lahko namreč izračunamo natančna priporočila. Pri 
takšnih sistemih tudi težko izračunamo priporočila za uporabnika, ki nima dovolj 
skupnih interesov z nobeno skupino ostalih uporabnikov (problem črne ovce). 
Slabosti skupinskega priporočilnega sistema bi lahko torej odpravili v 
kombinaciji z drugim tipom priporočilnega sistema. Tran in Cohen [10] sta v izogib 
pomanjkljivostim skupinskega sistema uporabila priporočilni sistem, ki temelji na 
znanju o produktih. Za osnovo sta tako uporabila skupinski priporočilni sistem, ko pa 
sta morala izračunati priporočila za novega uporabnika, o katerem še nista imela dovolj 
podatkov, sta uporabila sistem na podlagi znanja. Novega uporabnika, čigar profil še 
ni vseboval interesov, sta tako vodila skozi dialog, kjer je uporabnik podal lastnosti 
produktov, ki ga zanimajo. S priporočilnim sistemom na podlagi znanja sta lahko nato 
brez težav izračunala priporočila za uporabnika in mu jih predstavila. Z opazovanjem 
uporabnikovega obnašanja v sistemu pa sta pridobila potrebne informacije za gradnjo 
njegovega profila, s čimer sta v nadaljnjih interakcijah omogočila uporabo 
skupinskega priporočilnega sistema. Tako sta ustvarila hibridni priporočilni sistem, ki 
je sestavljen iz skupinskega sistema in sistema, ki temelji na znanju. 
Na Fakulteti za elektrotehniko Univerze v Ljubljani pa so ustvarili bolj zapleten 
hibridni priporočilni sistem [11]. Ustvarili so skupinski priporočilni sistem, ki temelji 
na metodi najbližjih sosedov. Namesto ocen multimedijskih vsebin ta sistem uporablja 
uporabnikove preference zvrsti. Pri iskanju najbližjih sosedov uporabi uporabnikove 
preference, s katerimi lahko med seboj poveže tudi uporabnike, ki nimajo niti enega 
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skupnega produkta. Povezujejo jih namreč njihove preference zvrsti. Tako so lahko 
našli sosede tudi pri uporabnikih, ki niso z nikomer imeli skupnega interesa za 
katerikoli produkt (problem črne ovce). S takšnim pristopom so pridobili več povezav 
med uporabniki in izboljšali splošno kakovost priporočilnega sistema. Odpravili so 
tudi enega izmed najbolj pogostih problemov skupinskih priporočilnih sistemov. 
Takšen hibridni priporočilni sistem deluje tako, da izvede naslednje korake:  
a) sistem izračuna priljubljene zvrsti uporabnikov glede na njihove ocene 
produktov, 
b) nato poišče dvajset uporabnikov, katerih preference so najbolj podobne 
tistim, ki si jih lasti aktivni uporabnik (uporabnik, za katerega se išče 
priporočila), 
c) po tem koraku ustvari seznam potencialnih priporočil vsebin, ki so jih 
ocenili ti uporabniki, 
d) zatem izračuna predvidene ocene, ki bi jih aktivni uporabnik podal 
vsebinam, 
e) nato uporabniku prikaže najboljših dvajset priporočil. 
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3 Predstavitev problema 
Priporočilni sistemi se pogosto soočajo s problemi, kot je npr. ozek nabor 
priporočenih produktov, ki so si med seboj zelo podobni. Takšni problemi se običajno 
pojavijo, ko priporočilni sistem ne razpolaga z zadostno količino podatkov. Ob zagonu 
novega sistema imajo priporočilni sistemi pogosto premalo podatkov o uporabnikih, 
kar imenujemo hladni zagon. Skupnost uporabnikov se takrat namreč šele prične 
vzpostavljati, to pa lahko oteži delovanje skupinskih priporočilnih sistemov. Podoben 
problem se pojavi tudi ob pridružitvi novega uporabnika vsebinskemu priporočilnemu 
sistemu. Zaradi pomanjkanja zgodovine interakcij nov uporabnik takšnega sistema 
namreč še nima ustvarjenega lastnega profila zanimanj. Če v uporabniškem profilu ni 
zapisanih dovolj informacij, se lahko zgodi, da bodo priporočila, namenjena temu 
uporabniku, med seboj zelo podobna. Uporabniški profil se gradi na podlagi interakcij 
s sistemom, zato lahko takšno stanje traja kar nekaj časa. 
Problem premajhne raznolikosti izhaja tudi iz metrik uspešnosti priporočilnih 
sistemov, ki običajno merijo le razliko med napovedanimi ocenami produktov in 
ocenami, ki jih je podal uporabnik. Cilj priporočilnih sistemov je podati kar se da 
natančna priporočila, kar pomeni, da mora biti razlika med napovedano oceno in 
dejansko uporabnikovo ocena čim manjša. S približevanjem temu cilju se lahko 
zmanjša tudi raznolikost izračunanih priporočil. Tako se v primeru priporočanja 
filmov pogosto zgodi, da sistem uporabniku priporoča filme iz le enega žanra ali morda 
filme le enega avtorja. V realnosti pa redkokateri uporabnik spremlja filme izključno 
enega ali dveh žanrov oziroma filme, v katerih igra le določeni igralec. Takšna 
ozkogleda priporočila ali priporočila z majhno raznolikostjo kvarijo splošno 
uporabniško izkušnjo. 
Shani in Gunawardana [4] omenjata, da so natančna priporočila potrebna, a ne 
zadostna za dober priporočilni sistem. Uporabniki namreč od priporočilnih sistemov 
pogosto pričakujejo več kot le točna priporočila produktov, ki jih zanimajo. Želijo tudi 
poiskati nove produkte, ki ustrezajo njihovemu okusu, se spoznati z več raznolikimi 
produkti, želijo več različnih možnost interakcije s priporočilnim sistemom in hkrati 
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hiter sistem, ki zadovolji njihove potrebe. Zgolj natančna priporočila torej niso dovolj 
za uspešen priporočilni sistem. 
Problem premajhne raznolikosti oziroma prevelike natančnosti priporočilnih 
sistemov lahko rešujemo na več različnih načinov. Eden izmed načinov je uporaba 
hibridnih priporočilnih sistemov, kjer uporabimo dva različna priporočilna sistema, ki 
se med seboj dopolnjujeta. Ob pomanjkanju informacij o profilu uporabnika lahko 
priporočila izračunamo s priporočilnim sistemom, ki se ne sooča s takšnimi 
pomanjkljivostmi. Takšen hibridni priporočilni sistem smo opisali v poglavju 2.3. 
Preveliko natančnost izračunanih priporočil bi lahko rešili tudi z uvedbo 
drugačnega načina merjenja uspešnosti priporočilnih sistemov. Zgolj merjenje razlike 
med napovedano oceno in dejansko oceno uporabnika ni zadostno za dober 
priporočilni sistem, zato bi lahko uvedli tudi merjenje zadovoljstva uporabnikov. 
Zadovoljstvo bi povezali s številom interakcij s sistemom. Torej, v primeru da 
uporabniku podamo izračunana priporočila, nadaljujemo z opazovanjem njegovih 
interakcij z le-temi priporočili. Če jih uporabnik le preleti (npr. z miško) in nobenega 
ne pogleda podrobneje, bi se takšna priporočila ocenilo kot neuspešna. V primeru, da 
bi uporabnik podrobneje pregledal vsaj enega ali več priporočil, porabil več časa za 
spoznavanje s priporočenimi produkti in morda za katerega celo podal svojo oceno, bi 
se takšna priporočila ocenilo kot uspešna. V metriko za merjenje uspešnosti bi tako 
združili razliko med napovedano in dejansko oceno, uporabnikove interakcije s 
sistemom in tudi notranjo raznolikost priporočenih produktov. Če bi s takšnim 
načinom merjenja uspešnosti ugotovili, da so uporabnikom všeč priporočila z 
določeno skupinsko raznolikostjo, bi se sistem lahko s pomočjo strojnega učenja 
prilagodil in namerno prirejal in nadzoroval skupinsko raznolikost priporočenih 
produktov. Z opazovanjem gibanja uspešnosti priporočil bi se priporočilni sistem tako 
dinamično prilagajal uporabnikom, njihovim željam in časovnim obdobjem. Lahko bi 
se namreč zgodilo, da bi se v nekem časovnem obdobju pojavil trend, kjer bi si 
uporabniki želeli izrazito raznovrstnih priporočil, nekaj tednov zatem pa bi ta trend 
uplahnil. Takšne trende bi sistem moral zaznati in se jim ustrezno prilagoditi v smeri 
največjega zadovoljstva uporabnikov. 
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4 Trenutno stanje priporočilnih sistemov in raznolikosti 
V tem poglavju bomo pregledali koncepte delovanja nekaterih večjih obstoječih 
priporočilnih sistemov podjetij, kot sta Amazon [5] in Netflix [2]. Nato se bomo 
seznanili tudi z že izvedenimi raziskavami raznolikosti v priporočilnih sistemih. 
Izsledke raziskav, ki jih bomo predstavili v tem poglavju, smo upoštevali pri zasnovi 
lastnega eksperimenta in predlaganega priporočilnega sistema. 
4.1 Priporočilni sistemi v praksi 
4.1.1 Priporočilni sistem podjetja Amazon.com, Inc. 
Amazon.com, Inc. (v nadaljevanju zgolj Amazon) je podjetje, ki je v svetu 
najbolj poznano po svoji spletni trgovini [5]. Uporabnost le-te trgovine je podjetje 
dopolnilo z uporabo lastnega obsežnega priporočilnega sistema. Ko uporabnik pride v 
spletno trgovino podjetja, mu priporočilni sistem takoj prikaže nekaj priporočil. 
Priporočila njihovega sistema večinoma temeljijo na uporabnikovi zgodovini iskanj v 
spletni trgovini, saj ta spletni trgovec uporablja skupinski priporočilni sistem, kjer 
primerja izdelek z izdelkom (angl. item-to-item collaborative filtering). Za razliko od 
običajnih skupinskih priporočilnih sistemov, ki iščejo uporabniku podobne 
uporabnike, njihov algoritem išče podobne produkte tistim, ki jih je uporabnik kupil 
ali ocenil, in te nato združi v seznam priporočil. Algoritem poišče podobne produkte 
tako, da vnaprej zgradi tabelo podobnih produktov, ki jih uporabniki pogosto kupijo 
skupaj [12]. Ob obisku te spletne trgovine smo tako pogosto soočeni z izdelki, ki so 
jih kupili tudi ostali uporabniki poleg izdelka, ki si ga trenutno ogledujemo, kar nam 
trgovec pove z besedilom, kot je npr. Ostali so kupili tudi … Spletni trgovec se je za 
uporabo sistema, kjer primerja izdelek z drugim izdelkom, odločil tudi zato, ker bi v 
primeru uporabe algoritma, ki bi deloval zgolj na uporabnikih, za izračun priporočil 
potreboval več časa (Amazon namreč razpolaga z večjim številom uporabnikov kot 
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produktov). Prav tako pa sistem tabelo s podobnimi produkti pripravi vnaprej, kar mu 
omogoča hitrejši izračun priporočil v realnem času. 
Amazon je priporočilni sistem integriral v skoraj vse dele svoje spletne trgovine. 
Uporabniku priporočila prikazuje od prvega obiska in vse do konca nakupa v trgovini. 
Priporočilni sistem uporablja tudi pri izvajanju reklamnih akcij preko e-poštnih 
sporočil. Iskanje ciljnih strank za takšna sporočila poteka tako, da zaposleni v podjetju 
za namene promocije točno določenega produkta (npr. novega filma) s pomočjo 
priporočilnega sistema poiščejo stranke, ki jih zanimajo podobni produkti [13]. 
Reklamna sporočila nato pošljejo izbranim strankam. 
Nekateri [14] menijo, da priporočilni sistem, ki ga uporablja Amazon, še zdaleč 
ni optimalen. Zgodi se lahko, da priporočila, izračunana s pomočjo primerjanja izdelka 
z izdelkom, uporabniku ne predstavljajo nobene novosti. Tako nam lahko priporočilni 
sistem, ob nakupu opreme za britje, priporoča različne dodatke za britje. Priporočanje 
takšnih izdelkov se uporabniku lahko zdi predvidljivo in nezanimivo. 
4.1.2 Priporočilni sistem podjetja Netflix Inc. 
Netflix Inc. (v nadaljevanju zgolj Netflix) je podjetje, poznano predvsem po 
lastni storitvi, ki uporabnikom v zameno za mesečno naročnino omogoča gledanje 
pretočnih video vsebin na domačem zaslonu. Uporabniki storitve lahko izbirajo med 
veliko različnimi video vsebinami (filmi, nanizanke, dokumentarni filmi ipd.), ki so 
na voljo v njihovi podatkovni zbirki, in katerokoli izmed njih predvajajo na osebnem 
računalniku, televizorju, telefonu ali drugi napravi.  
Netflix je v akademskem svetu postal znan leta 2006 z razpisom tekmovanja 
[15], kjer so tekmovalci poskušali izdelati algoritem za uporabo v priporočilnem 
sistemu, ki bo boljši od obstoječega algoritma Cinematch. Cilj tekmovanja je bil 
izdelati algoritem, čigar priporočila bodo imela vrednost korena povprečne vsote 
kvadratov napake (RMSE) za 10 % nižjo od takratne napake algoritma Cinematch na 
izbranih podatkih. Podjetje je razpisalo nagrado v vrednosti 1.000.000 $ za ekipo, ki 
bo prva dosegla zastavljeni cilj. 
Zmagovalna ekipa je za izračun predvidenih ocen izdelala algoritem, ki je 
temeljil na metodi matrične faktorizacije, pri kateri so upoštevali več sto različnih 
dimenzij [16]. Ocene filmov so prilagodili tudi s pomočjo različnih parametrov, med 
katerimi so upoštevali tudi časovno odvisnost ocen, uporabnikovo frekvenco 
ocenjevanja in implicitno podana mnenja uporabnika. Časovna odvisnost ocen tukaj 
pomeni, da uporabniki filme ocenjujejo različno v različnih časovnih obdobjih, vzrok 
za to pa je lahko pojavitev določenih igralcev v filmih ali pa zgolj sprememba 
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preferenc določenih žanrov. Uporabniki občasno v enem dnevu ocenijo več filmov 
naenkrat, nato pa v več tednih zgolj en film, kar prepoznamo kot frekvenco 
ocenjevanja. Implicitno podano mnenje pa je mnenje, ki ne poda eksplicitne ocene, 
temveč ga pridobimo z opazovanjem uporabnikovih interakcij in uporabe sistema. 
Uteži algoritma in dodatnih parametrov pa so nato uglasili s pomočjo strojnega učenja 
in empiričnega poskušanja. 
Z uporabo kompleksnega algoritma je zmagovalni ekipi uspelo doseči mejno 
vrednost povprečne vrednosti korena vsote kvadratov napake, po pravilih tekmovanja 
pa so izvorno kodo predali podjetju Netflix, ki jo je nato lahko uporabilo v svojem 
priporočilnem sistemu. 
Netflix ob izračunu priporočil v svojem priporočilnem sistemu upošteva tudi 
geografsko lokacijo [17]. To pomeni, da uporabniki z nekega območja vidijo zgolj 
priporočila, ki so izračunana na podlagi zgodovine uporabnikov z istega območja. 
Vključitev novega območja v njihov priporočilni sistem jim je sprva povzročala 
težave, saj se je sistem v takšnih primerih soočal s problemom hladnega zagona. O 
uporabnikih z novega območja namreč še niso imeli podatkov, zato za te uporabnike 
niso mogli izračunati priporočil. S to težavo so se soočali tudi tako, da so ob vključitvi 
novega območja ročno popravljali in prilagajali priporočila. Letos pa so ta problem 
odpravili tako, da ob zagonu storitve v novem območju, priporočilni sistem prikazuje 
priporočila, ki temeljijo na uporabnikih s celotnega sveta. Ko sistem nabere več 
podatkov o preferencah lokalnih uporabnikov, pa se lokalna priporočila pričnejo 
uvrščati višje od globalnih priporočil.  
Netflixov priporočilni sistem se sooča tudi z drugimi problemi, kot sta npr. 
neenakomerna dosegljivost vsebin v različnih državah in različni jeziki, ki jih 
razumejo uporabniki. A v sklopu tega magistrskega dela se v podrobnejšo razlago teh 
problemov ne bomo spuščali. 
4.2 Raziskave raznolikosti v priporočilnih sistemih 
Raziskovalci po svetu so se že ukvarjali z analizo raznolikosti v priporočilnih 
sistemih in iskanjem načinov povečevanja raznolikosti skupin priporočil. V tem 
poglavju se bomo seznanili z izsledki o raznolikosti v priporočilnih sistemih, do 
katerih so prišli nekateri raziskovalci. 
Raziskovalca Gediminas Adomavicius in YoungOk Kwon sta opozorila na 
problem zmanjševanja raznolikosti ob iskanju čim bolj natančnih priporočil [18]. 
Preiskovala sta vplive povečanja skupinske raznolikosti priporočenih filmov glede na 
natančnosti priporočil. Priporočenim naborom filmov sta tako povečevala raznolikost 
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pri vsakem uporabniku in nato izračunala povprečno raznolikost vseh priporočenih 
naborov, ob tem pa opazovala spremembo natančnosti. Preizkusila sta več različnih 
načinov razvrščanja priporočil, s katerimi sta povečala raznolikost, hkrati pa nista 
opazno zmanjšala natančnosti priporočil. Med načini razvrščanja priporočil za 
povečanje raznolikosti, ki sta jih predlagala, je tudi razvrščanje glede na priljubljenost 
filmov. Med najbolj natančnimi 5 priporočili sta jih nekaj zamenjala z manj 
priljubljenimi filmi s preostalega dela seznama priporočenih filmov. Tako sta povečala 
raznolikost, a hkrati tudi močno zmanjšala natančnost. Za nadzor natančnosti 
priporočil sta v to metodo vpeljala tudi spodnjo mejo predvidene ocene. Ta meja je 
določala, katera priporočila še lahko uporabita za povečevanje raznolikosti. Izkazalo 
se je, da bolj kot sta višala to mejo, manjša je bila podobnost priporočenih filmov, ob 
tem pa se je večala natančnost. 
Raziskovalec Fuguo Zhang je primerjal raznolikosti priporočil vsebinskega 
priporočilnega sistema, ki je  temeljil na uporabnikih ali produktih [19]. V prispevku 
je predlagal novo metriko za določanje raznolikosti in na podlagi te metrike izračunal 
raznolikost priporočil, ki so temeljila na podatkih storitve MovieLens.  
MovieLens je spletna storitev, ki uporabnikom glede na njihove preference 
priporoči filme za ogled. 
Ugotovil je, da je raznolikost priporočil algoritma bližnjih sosedov, ki temelji na 
uporabnikih, v povprečju manjša od tistega, ki temelji na produktih (filmih). Ob 
povečanju upoštevanega števila najboljših N priporočil algoritma, ki temelji na filmih, 
prihaja do večjih sprememb povprečnih raznolikosti uporabniških priporočil, kot pa 
pri tistemu, ki temelji na uporabnikih. Pri obeh je raznolikost seznama priporočil 
največja pri manj kot desetih najboljših priporočilih, skoraj najnižja pa pri upoštevanju 
desetih najboljših priporočil, kar smo upoštevali tudi v temu delu. 
Na Fakulteti za elektrotehniko (Univerza v Ljubljani) pa so primerjali različne 
metode povečevanja raznolikosti najboljših 20 priporočil in različne načine izračuna 
raznolikosti skupine priporočil [20]. V članku primerjajo izračun raznolikosti 
priporočil glede na dve metriki in sicer prvič na podlagi ILD (angl. Intra List Diversity) 
ali notranji raznolikosti seznama, ki za računanje raznolikosti uporablja metapodatke 
o filmih, ter drugič na podlagi LFD (angl. Latent Feature Diversity) ali raznolikost 
latentnih faktorjev matrične faktorizacije, ki za računanje raznolikosti uporablja 
Evklidsko razdaljo med dvema vektorjema, ki ju predstavlja 7 latentnih lastnosti. 
Ugotovili so, da ob povečevanju raznolikosti v seznamu raznolikost latentnih faktorjev 
(LFD) dosega večje relativne spremembe od notranje raznolikosti seznama (ILD). 
Saúl Vargas Sandoval [7] pa je izpostavil problem prevelikega osredotočanja 
na natančnost ob snovanju priporočilnih sistemov. Pokazal je, da priporočilom 
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priporočilnih sistemov pogosto primanjkuje raznolikosti in novosti. Problem je 
prikazal na primeru priporočil uporabnika, ki je poslušal le album zelo priljubljenih 
izvajalcev The Beatles. Sistem je uporabniku tako na podlagi danih informacij 
priporočil še veliko drugih albumov istega izvajalca. Tu je takoj viden problem 
raznolikosti, saj so si takšna priporočila med seboj zelo podobna in skoraj neuporabna. 
Prav tako pa izstopa tudi problem novosti. Priporočila albumov enega izmed najbolj 
popularnih izvajalcev uporabniku skoraj gotovo ne predstavljajo neke novosti. Ker pa 
je že seznanjen z vsaj enim izmed njihovih albumov, obstaja velika verjetnost, da 
pozna tudi ostale. V tem primeru priporočilnemu sistemu ni uspelo pomagati 
uporabniku pri iskanju zanj še neznanih glasbenih izvajalcev.  
Sandoval je tudi prikazal, da lahko že samo s spremembo vrstnega reda prikaza 
priporočil povečamo raznolikost, za katero je dovzeten končni uporabnik. Če namreč 
prvih deset priporočil (razvrščenih po natančnosti) premešamo tako, da se jih bo nekaj 
s konca seznama prikradlo na začetek, bomo povečali raznolikost, ki jo vidi uporabnik. 
V veliki večini primerov uporabniki namreč pregledajo le prvih nekaj priporočil, ne 
pa celotnega seznama. 
Koochi in sodelavci [21] so izpostavili, da izboljšanje algoritmov priporočilnih 
sistemov zgolj v smeri natančnosti ni vedno dobrodošlo. Menijo, da so ljudem všeč 
raznolikost, odkrivanje novosti in  spremembe, zato lahko čista natančnost pri izračunu 
priporočil privede do neuporabnih priporočil. Preveč osebna priporočila, ki temeljijo 
zgolj na uporabnikovi zgodovini, lahko celo poslabšajo uporabnikovo izkušnjo in 
razvoj. 
Za pridobitev natančnih priporočil, ki bodo hkrati dovolj raznolika, so 
predlagali izračun ločenih priporočil glede na skupine uporabnikov, skupnosti in 
značke (angl. tags). Te značke običajno opisujejo lastnosti in značilnosti produktov ter 
posledično tudi lastnosti uporabnikov in skupnosti. Uporabniki, ki so si med seboj 
podobni, se namreč pogosto pridružijo podobnim skupnostim. Prav tako pa se podobne 
značke pogosto pojavljajo v podobnih skupnostih in podobne skupnosti pogosto 
uporabljajo podobne značke. Združitev vseh teh priporočil v en seznam, naj bi 
pripomogla k povečanju raznolikost seznama priporočil. 
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5 Lastna rešitev: predlagani algoritem za povečanje 
raznolikosti 
Za pridobitev podatkov, potrebnih za analizo razmerja med raznolikostjo 
priporočenih produktov in zadovoljstvom uporabnikov, smo izdelali pogovorni 
priporočilni sistem. Naša rešitev povečevanja raznolikosti priporočenih produktov 
temelji na podatkih priporočilnega sistema Laboratorija za uporabniku prilagojene 
komunikacije in ambientno inteligenco, ki deluje na Fakulteti za Elektrotehniko, 
Univerze v Ljubljani. Priporočilni sistem vsebuje več kot 5000 ocen, ki jih je podalo 
nekaj manj kot 500 uporabnikov za približno 3000 filmov. Za računanje podobnosti 
priporočenih filmov smo vzeli rezultate že obstoječega priporočilnega sistema, ki 
temelji na matrični faktorizaciji.  
Za matematično določanje podobnosti priporočenih filmov smo uporabili 
Evklidsko razdaljo med lastnostmi dveh filmov, izračunanih na vektorjih matrične 
faktorizacije, 
 𝑅 = √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 (5.1) 
kjer sta 𝑥 in 𝑦 komponenti vektorjev, pridobljenih s pomočjo matrične faktorizacije 
in 𝑅 predstavlja raznolikost dveh filmov. 
Podobnost filmov je tako zasedala vrednosti od 0 do 1, pri čemer je 1 pomenila 
enaka filma in 0 popolnoma raznolika filma. 
 𝑃 =
1
1+𝑅2
 (5.2) 
V zgornji enačbi 𝑃 predstavlja podobnost in 𝑅 raznolikost. 
Skupno raznolikost filmov v seznamu pa smo računali tako, da smo izračunali 
raznolikost vsakega filma z vsakim in vse vrednosti povprečili v povprečno raznolikost 
priporočenih filmov. Nato smo izračunali še povprečno podobnost z enačbo 
 ?̅? =
1
1+?̅?2
, (5.3) 
pri čemer ?̅? predstavlja povprečno podobnost in ?̅? povprečno raznolikost. 
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Takšno podobnost bi lahko označili s pojmom notranja podobnost seznama ali 
ILS (angl. Intra List Similarity). Glede na dobljeno vrednost ILS smo nato določili 
novo ciljno ILS. Algoritem je zatem naključno odstranil en film s seznama in na 
njegovo mesto vstavil prav vsak film s preostalega dela seznama priporočenih filmov. 
Ob tem je izračunal tudi ILS seznama in na koncu izbral film, ki je ILS najbolj približal 
želeni vrednosti. Želena vrednost je bila vedno za 0,12 manjša od vrednosti ILS 
prejšnjega seznama. V prvi iteraciji je torej uporabnik videl priporočila z ILS, ki je 
bila najbližje notranji podobnosti seznama prvotnih priporočil, zmanjšani za 0,12. V 
naslednji iteraciji je bila željena ILS ponovno za 0,12 zmanjšana vrednost, ki so jo 
imela priporočila v prejšnji iteraciji. Vrednost 0,12 smo empirično določili kot najbolj 
primerno za zmanjševanje podobnosti priporočil glede na filme, vsebovane v 
uporabljenem priporočilnem sistemu. 
Sezname priporočenih filmov smo postopoma prikazali uporabniku in ga 
prosili za povratno informacijo o kakovosti priporočenih filmov in o njegovem mnenju 
o raznolikosti seznama priporočenih filmov. Kakovost priporočenih filmov in 
raznolikost priporočenih filmov je uporabnik ocenil z zvezdicami od 1 do 5, pri čemer 
je 5 zvezdic pomenilo najboljšo oceno in 1 zvezdica najslabšo oceno. Uporabnika smo 
skozi proces ocenjevanja petih naborov filmov vodili s pomočjo navodil in indikatorja 
napredka oziroma zaporednega koraka v eksperimentu. Z le petimi koraki, 
indikatorjem napredka in preprosto ocenjevalno lestvico smo uporabnike ohranjali 
zainteresirane, ob tem pa od njih zahtevali dovolj povratnih informacij. Uporabniški 
vmesnik smo zavoljo že obstoječih mednarodnih uporabnikov priporočilnega sistema 
ustvarili v angleškem jeziku. Vtičnik, ki je bil namenjen temu eksperimentu, smo 
integrirali v portal obstoječega priporočilnega sistema z namenom, da se je uporabnik 
počutil kar se da domače in da so bile njegove poteze in sodelovanje v eksperimentu 
čim bolj naravne. 
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Slika 5.1: Slika zaslona, ki ga vidi ocenjevalec 
S takšno rešitvijo smo želeli ugotoviti, kako se uporabnik odziva na spremembe 
ILS v naboru priporočenih filmov. Zmanjšanje podobnosti nabora filmov bi lahko 
privedlo do boljših ocen priporočil, a verjetno le do neke meje. Zaradi zmanjšanja 
podobnosti nabora priporočenih filmov se lahko zgodi, da prevelik delež priporočil 
postane neprimeren za uporabnika glede na njegove osebne preference. Posledično se 
pričakuje, da bo uporabnik takšen nabor filmov slabše ocenil. Kot smo že omenili, pa 
prevelika podobnost nabora filmov lahko privede do preozko usmerjenih priporočil 
(npr. filmi iz le ene zbirke, ki so si med seboj zelo podobni), s čimer končni uporabnik 
verjetno ne bi bil zadovoljen. Z eksperimentom bi tako lahko ugotovili, v katerih mejah 
je notranja podobnost seznama priporočil najbolj primerna za uporabnike. Če bi zbrali 
32 Lastna rešitev: predlagani algoritem za povečanje raznolikosti  
 
dovolj podatkov, bi lahko tudi ugotovili, katera notranja podobnost seznama je najbolj 
primerna za določene skupine uporabnikov in morda tudi, katera notranja podobnost 
seznama priporočil je najbolj primerna za določenega uporabnika.
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6 Eksperimentalni rezultati 
V eksperimentalnem delu bomo pregledali lastnosti uporabnikov že obstoječega 
uporabljenega priporočilnega sistema in njegove podatke. Pregledali bomo vse 
različne podatke, ki smo jih zajeli v eksperimentu, nato pa se spoznali s statističnimi 
metodami, ki smo jih uporabili za analizo pridobljenih podatkov. V zadnjem 
podpoglavju bomo tudi opisali rezultate, ki smo jih pridobili s pomočjo zbranih 
podatkov in uporabljenih statističnih metod. 
6.1 Zajem podatkov 
Eksperiment je na spletni strani [22] potekal več kot pol leta. V tem času smo 
uspeli zbrati 190 ocen raznolikosti in kakovosti priporočenih naborov filmov. V 
eksperimentu so sodelovali uporabniki priporočilnega sistema, ki vsebuje 5619 ocen. 
V sistemu je registriranih 462 uporabnikov in vsebuje 3136 filmov, ocene filmov pa 
je podalo 232 uporabnikov za 2037 filmov. Uporabniki tega sistema so v povprečju 
stari 27,8 let, od katerih je 75 odstotkov moških in 25 odstotkov žensk. Povprečni 
uporabnik je ocenil 12 filmov, katerih povprečna ocena je 4,12 na lestvici od 1 do 5, 
pri čemer je 5 najboljša ocena. 
V procesu zajema podatkov tekom našega eksperimenta smo v bazi beležili več 
različnih tipov podatkov. Ko je uporabnik pričel sodelovati v našem eksperimentu, 
smo najprej zabeležili začetni čas, unikatne identifikatorje filmov, ki smo jih prikazali 
uporabniku, in notranjo podobnost seznama priporočil. Ko je uporabnik naredil 
naslednji korak v eksperimentu, smo zabeležili njegovo oceno raznolikosti in oceno 
kakovosti priporočil iz prejšnjega koraka, hkrati pa tudi zabeležili identifikatorje novih 
priporočenih filmov. Prav tako smo beležili časovne žige, ko je uporabnik izbral oceno 
raznolikosti ali oceno kakovosti priporočil. Na koncu smo zabeležili še čas zaključka 
uporabnikove interakcije. Podatki o podobnosti prikazanih priporočil in njihovih 
ocenah so ključnega pomena za izdelavo magistrske naloge, medtem ko smo časovne 
žige beležili za namene morebitnih nadaljnjih raziskav. S pomočjo časovnih žigov bi 
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namreč lahko ugotovili, koliko časa so uporabniki potrebovali za odločitev o kakovosti 
ali raznolikosti priporočenih filmov in koliko časa so potrebovali za sodelovanje v 
eksperimentu. Lahko bi tudi poiskali morebitne povezave med časom, porabljenim za 
sodelovanje v eksperimentu, in ocenami, ki so jih podali uporabniki. 
6.2 Uporabljene statistične metode 
Ko je v našem eksperimentu sodelovalo dovolj uporabnikov (več kot 30) 
priporočilnega sistema, smo pričeli z analizo zbranih podatkov. Podatke smo najprej 
vizualizirali tako, da smo izrisali grafe ocen raznolikosti v odvisnosti od raznolikosti, 
ocen kakovosti priporočil v odvisnosti od raznolikosti in ocen raznolikosti v odvisnosti 
od ocen kakovosti priporočil. S pomočjo linearne regresije smo nato pridobili 
regresijsko premico, ki smo jo izrisali na graf in tako opisali trend v zbranih podatkih 
oziroma odvisnost dveh spremenljivk. Regresijska premica je premica, ki se najbolj 
prilega zbranim podatkom. Za regresijsko premico se izbere tisto premico, pri kateri 
je vsota kvadratov ostankov najmanjša. Pridobimo jo po metodi najmanjših kvadratov 
[23].  
Da smo ugotovili, ali se podatki res prilegajo danemu regresijskemu modelu, 
smo uporabili vrednost determinacijskega koeficienta 𝑅2, ki vedno zavzema vrednosti 
od 0 do 1. Če ima determinacijski koeficient vrednost enako 0, to pomeni, da nam 
vrednost 𝑥 ne poda nobene informacije o vrednosti 𝑦 glede na regresijsko premico. V 
primeru, da je 𝑅2 enak 1, pa nam podatek o vrednosti 𝑥 omogoča, da s pomočjo 
regresijske premice natančno predvidimo vrednost 𝑦 [23]. Vendar pa nizka vrednost 
tega koeficienta ni vedno slaba. V raziskavah, ki analizirajo človeško dojemanje ali 
obnašanje, so podatki, ki jih pridobijo raziskovalci, pogosto raztreseni. V takšnih 
raziskavah je vrednost determinacijskega koeficienta pogosto manjša od 0,5, saj je 
človeško obnašanje običajno težje predvideti kot naravne procese. 
Za določanje korelacije med dvema spremenljivkama smo izračunali 
korelacijski koeficient. Pearsonov korelacijski koeficient se uporablja za merjenje 
moči linearnega razmerja med dvema spremenljivkama [24]. Zavzema lahko vrednosti 
od −1 do 1. V primeru, da korelacijski koeficient znaša ena (𝑟 = 1), potem velja, da 
je med spremenljivkama popolna pozitivna korelacija. Vrednost −1 pa predstavlja 
popolno negativno korelacijo. Pozitivna korelacija pomeni, da se bo ob večanju 
vrednosti ene izmed spremenljivk povečala tudi vrednost druge spremenljivke. 
Negativna korelacija pa pomeni, da se bo ob večanju vrednosti ene spremenljivke 
vrednost druge zmanjševala. Če je vrednost korelacijskega koeficienta 𝑟 = 0, potem 
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sta spremenljivki med seboj neodvisni. V primeru, da je vrednost korelacijskega 
koeficienta 
 0,5 <  |𝑟| < 1 (6.1) 
potem velja, da je moč linearnega razmerja med spremenljivkama velika. Absolutna 
vrednost koeficienta med 0,3 in 0,5 kaže, da je moč razmerja srednja, vrednosti manjše 
od 0,3 kažejo na šibko odvisnost, manjše od 0,1 pa nam povedo, da med 
spremenljivkama ni odvisnosti ali pa je le-ta zelo šibka.  
Posebej pozorni pa moramo biti pri interpretaciji korelacijskega koeficienta. Če 
Pearsonov korelacijski koeficient kaže na odvisnost dveh spremenljivk, še ne pomeni, 
da sta spremenljivki tudi v vzročni zvezi. V primeru, da korelacijski koeficient npr. 
kaže na pozitivno odvisnost med količino časa, ki ga otroci preživijo pred televizijo in 
nasiljem med vrstniki, to še ne pomeni, da je gledanje televizije vzrok za nasilje med 
vrstniki. Vzrok je namreč lahko nekje druge (npr. slaba vzgoja otrok v družini). 
Uporabili smo tudi metodo za statistično testiranje razlik v trendih. Pri tej metodi 
se izračuna 𝑃-vrednost (angl. 𝑃-value) na podlagi zbranih podatkov in ničelne 
hipoteze. Ničelna hipoteza je hipoteza, ki ne prikazuje nobene korelacije, učinka ali 
povezave med dvema spremenljivkama [25]. Pri medicinskem testiranju zdravil se 
tako kot del ničelne hipoteze upošteva skupino ljudi, ki je vzela placebo, nato pa se 
rezultate primerja s skupino, ki je jemala pravo zdravilo. Tu je ničelna distribucija tista 
distribucija, ki jo predstavlja kontrolna skupina (skupina, ki ni jemala pravega 
zdravila). V primeru, da zdravilo ni imelo učinka, bomo pri testni skupini dobili 
ničelno distribucijo učinkov zdravila oziroma enako, kot jo je imela kontrolna skupina. 
𝑃-vrednost pa nam pove, kolikšna je verjetnost, da bomo ob ponovnem poskusu 
pridobili rezultate, ki bodo enaki zdajšnjim (ali bodo bolj ekstremni), v primeru, da 
ničelna hipoteza drži (zdravilo ni imelo učinka) [26]. Razlike v eksperimentalnih 
rezultatih raziskav glede na ničelno hipotezo testa, ki imajo 𝑃-vrednosti manjše od 
stopnje tveganja 0,05 se običajno interpretira kot statistično značilne. Stopnja tveganja 
je tveganje, pri kateremu trdimo, da lahko rezultate eksperimenta posplošimo na 
celotno populacijo. Pri hitrem pregledovanju povezanosti lahko izberemo stopnjo 
tveganja 0,1, pri zelo natančnih analizah povezanosti pa jo lahko spustimo tudi na 
0,001. Izbrana stopnja tveganja je odvisna od tipa raziskave in zahtev. V primeru 
medicinskih raziskav imajo 𝑃-vrednosti pogosto velik pomen pri zavrnitvi ali 
sprejemu novega zdravila ali metode zdravljenja. 
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6.3 Rezultati 
Rezultati, ki smo jih zbrali do sedaj, kažejo rahel trend v smeri boljših ocen 
manj podobnih priporočil. Podobnosti naborov priporočil se raztezajo od 0,554 do 
0,992 na lestvici od 0 do 1, pri čemer 1 predstavlja skoraj enaka priporočila in 0 
povsem raznolika priporočila. Za boljšo interpretacijo rezultatov smo analizirali in 
iskali različne povezave in odvisnosti med podatki s pomočjo statističnih metod, ki 
smo jih opisali v prejšnjem poglavju. Ena od takšnih povezav je razmerje med 
podobnostjo in oceno kakovosti priporočil, kjer smo s pomočjo vizualizacije in 
uporabe linearne regresije opazili rastoči trend v smeri manjše podobnosti in boljših 
ocen priporočil. Premico, ki opisuje linearno regresijo razmerja med oceno kakovosti 
in podobnostjo, predstavlja enačba 
 𝑦 = −1,17𝑥 + 4,29, (6.2) 
pri čemer je ocena kakovosti na 𝑦-osi in podobnost na 𝑥-osi. Korelacijski koeficient je 
pri tem razmerju znašal −0,103, kar kaže na šibko odvisnost med spremenljivkama. 
Determinacijski koeficient 𝑅2 je znašal 0,011, kar kaže na slabo prileganje regresijski 
premici.  
 
Slika 6.1: Ocene kakovosti priporočil v odvisnosti od podobnosti priporočil (ILS) 
Trend razmerja med podobnostjo in oceno raznolikosti priporočil pa je bil bolj 
izrazit. Pri tem razmerju regresijsko premico predstavlja enačba 
 𝑦 = −4,01𝑥 + 6,4, (6.3) 
kjer je ocena raznolikosti na 𝑦-osi in podobnost na 𝑥-osi. Koeficient regresijske 
premice je v tem primeru kar 3,43 krat večji od prejšnjega razmerja. Pearsonov 
korelacijski koeficient je pri temu razmerju znašal −0,352, kar običajno kaže srednjo 
moč odvisnosti spremenljivk. Glede na to, da smo imeli opravka s podatki, ki so bili 
plod interakcije računalniškega sistema s človekom, lahko takšno odvisnost 
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predstavimo kot relativno močno. Linearni 𝑅2 za ta trend je znašal 0,124, kar je bolje 
kot v primeru ocen kakovosti priporočil in podobnosti. Bližje, kot je 𝑅2 vrednosti 1, 
bolj se podatki prilegajo statističnemu modelu in manjši kot je, slabše se prilegajo 
modelu. V našem primeru smo imeli opravka z raztresenimi podatki, ki so plod 
človeške interakcije, zato je prileganje po pričakovanjih majhno.  
Podatki, ki smo jih pridobili, kažejo, da so uporabnikom bolj všeč filmska 
priporočila z večjo raznolikostjo. Analizo smo opravili na relativno majhni skupini 
uporabnikov (𝑛 = 38), ki so podali 190 ocen, zato smo razlike v trendih tudi 
statistično testirali. Kot del ničelne hipoteze smo tako vzeli ocene kakovosti 
priporočenih filmov v odvisnosti od raznolikosti. Z zbranimi podatki smo nato 
izračunali 𝑃-vrednost, ki je bila v našem primeru manjša od 0,01 (𝑃 < 0,01). Ker je 
bila ta vrednost manjša od vnaprej izbrane stopnje tveganja 0,05, smo ničelno hipotezo 
zavrnili. Iz tega sledi, da so naši rezultati statistično značilni pri 5 % tveganju. 
Rezultate iz našega vzorca lahko torej ob 5 % tveganju posplošimo na celotno 
populacijo in trdimo, da so uporabnikom bolj všeč filmska priporočila z večjo 
raznolikostjo. 
Opazili pa smo tudi povezavo med ocenami raznolikosti priporočil in ocenami 
kakovosti priporočil. Enačba, s katero smo opisali premico linearnega regresijskega 
modela, je bila, 
 𝑦 = 0,41𝑥 + 2, (6.4) 
pri čemer je 𝑦-os predstavljala ocene kakovosti priporočil in 𝑥-os ocene raznolikosti 
priporočil. Determinacijski koeficient 𝑅2 je za to razmerje znašal 0,172. Pearsonov 
korelacijski koeficient pa je znašal 0,415, kar je veliko v primerjavi z analizami 
prejšnjih dveh razmerij. Takšna vrednost kaže na srednjo oziroma relativno močno 
odvisnost med spremenljivkama. Torej so uporabniki, ki so dobro ocenili kakovost 
Slika 6.2: Ocene raznolikosti priporočil v odvisnosti od podobnosti priporočil (ILS) 
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danih priporočil tudi dobro ocenili raznolikost danih priporočil. Vzroke za ta pojav bi 
lahko iskali v psihološkem ozadju, ki spremlja samo dojemanje raznolikosti in 
kakovosti priporočil. 
 
Slika 6.3: Ocene kakovosti priporočil v odvisnosti od ocen raznolikosti priporočil 
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7 Razprava 
Na osnovi eksperimentalnih rezultatov sklepamo, da so uporabnikom bolj všeč 
priporočila z večjo skupinsko raznolikostjo. Opazovali smo rezultate iz množice 190 
ocen različnih priporočil, kjer lahko že mnenje enega uporabnika rahlo spremeni 
končni rezultat, zato bi bilo eksperiment vredno ponoviti z več uporabniki. Z več 
uporabniki bi namreč imeli večjo testno množico, ki bi bila bolj stabilna in njeni 
rezultati bi bili verjetno bolj podobni rezultatom, ki bi jih pridobili s celotno 
populacijo. Podatki, ki smo jih zbrali tekom eksperimenta, ne kažejo močnih 
odvisnosti med oceno raznolikosti priporočil in notranjo raznolikostjo seznamov 
priporočil. Močno odvisnost, ki bi jo prepoznali tako, da bi bil Pearsonov korelacijski 
koeficient blizu 1, bi pravzaprav težko dobili iz že prej omenjenega razloga. V 
eksperimentu smo namreč zbirali in opazovali človeška mnenja in ne naravnih 
pojavov. Prav zato tudi ni presenetljiva nizka vrednost determinacijskega koeficienta 
𝑅2. 
Uporabnike smo med eksperimentom prosili za oceno kakovosti priporočil in za 
oceno raznolikosti priporočil, zato smo lahko opazili močno odvisnost med ocenami 
raznolikosti in ocenami kakovosti priporočil. Ker Pearsonov korelacijski koeficient 
prikazuje le odvisnost dveh spremenljivk in ne vzročnost, še ne pomeni, da so 
uporabniki bolje ocenili kakovost priporočil zaradi njim bolj všečne raznolikosti 
priporočil. Vzrokov za odvisnost teh dveh spremenljivk je lahko več in verjetno 
izhajajo iz psiholoških razlogov, ki pa jih v tem magistrskem delu ne bomo raziskovali. 
Odpravljanje problema prevelike podobnosti priporočil se tu še ne konča. 
Rezultati našega eksperimenta zaenkrat kažejo, da je uporabnikom všeč večja 
raznolikost. Vredno pa bi bilo poiskati optimalno raznolikost ali podobnost priporočil, 
ki najbolj ustreza danim uporabnikom. Optimalna raznolikost prav gotovo ne bi bila 
enaka za vse uporabnike, zato bi jo bilo smotrno poiskati oziroma povprečiti po 
skupinah uporabnikov. Morda je optimalna raznolikost priporočil, za katero so 
dovzetni uporabniki, odvisna tudi od produktov, ki se jih priporoča. Tako so lahko 
uporabnikom všeč priporočila z veliko skupinsko podobnostjo, če je med njimi 
vključena znana zbirka. V primeru, da so med priporočili samostojni filmi, pa je 
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uporabnikom morda bolj všeč večja raznolikost. Z razširjenim eksperimentom bi lahko 
ugotovili, kakšna mora biti zasnova priporočilnega sistema, s katerim bi se uspešno 
izognili problemu prevelike podobnosti priporočenih produktov. Kot smo že omenili, 
bi v takšnem sistemu lahko uporabili hibridne priporočilne algoritme, nove metrike za 
merjenje uspešnosti priporočil, s katerimi bi upoštevali tudi uporabnikovo 
zadovoljstvo, in tudi prirejali notranjo raznolikost priporočil na nivoju uporabnika. 
Sistem bi torej zasnovali tako, da bi se sam s pomočjo strojnega učenja naučil, kolikšno 
notranjo raznolikost si želijo uporabniki, in bi nato vsakemu prikazal priporočila, ki bi 
se ujemala z njegovimi preferencami. Uporabnikove želje po raznolikosti pa bi 
prepoznali s pomočjo novih metrik uspešnosti priporočil. 
V vsakem primeru pa je zbiranje povratnih informacij o priporočilih in 
uporabnikovem zadovoljstvu lahko problematično. Če se uporabnika za mnenje prosi 
eksplicitno, kot v našem eksperimentu, je to lahko zanj moteče, zahteva preveč 
njegove pozornosti, s tem pa vpliva na njegove odgovore. V našem eksperimentu, v 
katerem smo raziskovali odziv uporabnikov na spremembo raznolikosti, lahko tudi 
ocenjevanje raznolikosti priporočil uporabniku predstavlja problem, saj se mora le-ta 
prej spoznati s pojmom raznolikosti. Zgodi se lahko, da tega pojma nekateri uporabniki 
ne razumejo in zato podajajo napačne ocene priporočil. Dobra lastnost eksplicitnega 
zbiranja podatkov, kjer uporabnik oceni raznolikost na lestvici od 1 do 5 in razume 
koncept eksperimenta pa je vedenje, da njegov odgovor predstavlja izključno mnenje 
o raznolikosti priporočil, prav tako pa lahko takoj vidimo, ali je bila raznolikost 
priporočil uporabniku všeč ali ne.  
Če povratne informacije zbiramo implicitno (nedoločeno izraženo, brez zahteve 
po uporabi ocenjevalne lestvice), kot na primer z izpostavitvijo uporabnika prirejenim 
priporočilom in opazovanjem njegovega obnašanja, je lahko problem že samo tehnična 
izvedba. Ob takšnem zbiranju informacij se lahko zgodi, da obnašanje uporabnika 
napačno interpretiramo in posledično zberemo napačne rezultate. Na primer, če 
uporabnik po pregledu skupine priporočil nadaljuje z raziskovanjem nekaterih 
priporočil, lahko te njegove dodatne interakcije prevedemo v stopnjo zadovoljstva s 
priporočili. Vendar pa se lahko zgodi, da je uporabnik nadaljeval z raziskovanjem 
priporočil zaradi nekega drugega razloga. Morda je priporočila opazoval skupaj s 
prijateljem, ki si je želel več podrobnosti o produktu. To pa našega uporabnika ni 
zanimalo. Zato je ob interpretiranju implicitno zbranih informacij potrebna previdnost. 
Dober način zbiranja in interpretacije povratnih informacij bi bil lahko s 
pomočjo opazovanja obrazne mimike. To bi lahko storili podobno, kot so to storili 
raziskovalci z Univerze v Ljubljani [27], ki so opazovali obrazno mimiko 
uporabnikov, ko so jim prikazovali slike iz njihovega nabora. Obrazna mimika 
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uporabnika bi nam morda podala več informacij, potrebnih za interpretacijo in 
razpoznavo čustev, kot zgolj opazovanje uporabe priporočilnega sistema. 
Dobra lastnost implicitnega zbiranja povratnih informacij je, da ni neposredno 
moteče za uporabnika. Uporabnika namreč ne zmotimo s prošnjo po oddaji njegovega 
mnenja, zato lahko nadaljuje z uporabo sistema. Vendar pa, če uporabnika pred 
vključitvijo v eksperiment in spremembo raznolikosti priporočil ne opozorimo, lahko 
pod vprašaj postavimo celotno uporabniško izkušnjo, saj lahko manjša raznolikost 
vodi do slabših priporočil ali do prikazovanja priporočil, ki jih uporabnik ni pričakoval. 
Uporabnik namreč ob redni rabi priporočilnega sistema lahko pričakuje, da mu bo 
sistem predlagal določena priporočila, ta pa jih zaradi spremembe raznolikosti ne 
prikaže. Takšni primeri so sicer redki, saj sistem uporabniku običajno priporoča 
produkte, ki jih ta še ne pozna.
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8 Zaključek 
V tem magistrskemu delu smo se posvetili analizi in iskanju rešitve za problem 
premajhne raznolikosti priporočil priporočilnih sistemov. Priporočilni sistemi 
uporabnikom glede na njihovo zgodovino interakcij priporočajo produkte, ki naj bi jih 
zanimali ali jim bili všeč. Uspešnost priporočilnih sistemov določimo s pomočjo 
metrik uspešnosti priporočilnih sistemov. Običajno se uspešnost oziroma natančnost 
priporočila meri kot razliko med napovedano oceno in dejansko oceno produkta, ki 
mu jo je dodelil uporabnik. Manjša kot je ta razlika, bolj natančna so priporočila. 
Nekateri raziskovalci [7] so izpostavili problem prevelike natančnosti priporočilnih 
sistemov. Pri takšnih priporočilnih sistemih so si priporočila pogosto med seboj preveč 
podobna, da bi uporabniku predstavljala zadostno uporabno vrednost. Zato smo v tem 
delu predlagali drugačen način merjenja uspešnosti priporočilnih sistemov. Ob 
določanju uspešnosti priporočil, bi si namreč lahko pomagali z merjenjem 
zadovoljstva uporabnikov. Zadovoljstvo bi lahko merili kot število nadaljnjih 
interakcij s sistemom, pri čemer bi določene interakcije imele večjo težo pri določanju 
uspešnosti. Kot dodatna parametra za merjenje uspešnosti bi lahko uporabili tudi 
razliko med napovedano in dejansko oceno produkta, hkrati pa tudi notranjo 
raznolikost seznama priporočil, ki smo jih prikazali uporabniku. Takšen sistem bi se 
lahko s pomočjo strojnega učenja tudi prilagajal trendom in uporabnikom.  
Opravili smo tudi analizo, kjer smo raziskali odvisnost med zadovoljstvom 
uporabnikov s priporočenimi produkti in raznolikostjo priporočenih produktov. Za 
osnovo smo uporabili priporočilni sistem Laboratorija za uporabniku prilagojene 
komunikacije in ambientno inteligenco, v katerega smo vključili vtičnik, ki je 
uporabniku podal pet skupin desetih filmskih priporočil. Te skupine priporočil so bile 
s programom v ozadju prilagojene tako, da so imele različno notranjo podobnost 
seznama (ILS). Uporabnika smo prosili za oceno teh priporočil na lestvici od 1 do 5, 
pri čemer 5 pomeni najboljšo oceno in 1 najslabšo. V našem eksperimentu je 
sodelovalo 38 testnih uporabnikov, ki so podali 190 ocen različnih priporočil. Tako 
44 Zaključek 
 
smo za različna priporočila pridobili ocene raznolikosti priporočil in ocene kakovosti 
priporočil, ki smo jih nato primerjali med seboj. 
Podatke, ki smo jih zbrali, smo najprej vizualizirali, nato pa izračunali 
regresijsko premico, ki nam je pokazala trende v podatkih. Za določitev natančnosti 
prileganja podatkov regresijskemu modelu smo izračunali tudi determinacijski 
koeficient, za določitev odvisnosti med spremenljivkama pa smo izračunali 
korelacijski koeficient. Uporabili smo tudi metodo statističnega testiranja razlik 
trendov, kjer smo izračunali 𝑃-vrednost in sprejeli odločitev glede postavljenih 
hipotez. 
Rezultate, ki smo jih pridobili, smo ob 5 % tveganju posplošili na celotno 
populacijo in trdili, da so uporabnikom bolj všeč skupine priporočil, ki imajo manjšo 
notranjo podobnost (ILS). Upoštevati pa moramo, da se naši izsledki nanašajo na 
filmska priporočila. Zato bi bilo eksperiment vredno ponoviti z uporabo priporočilnega 
sistema, ki uporabnikom priporoča produkte druge vrste. Ob vsem tem pa moramo 
upoštevati tudi človeški faktor, zaradi katerega lahko v primeru ponovitve 
eksperimenta pridobimo povsem drugačne rezultate. Človeško obnašanje je namreč 
težje predvideti kot naravne procese. 
Za testiranje predlagane rešitve problema premalo raznolikih priporočil, ki 
izhajajo iz metrik uspešnosti priporočilnih sistemov, bi bilo vredno izdelati 
priporočilni sistem, ki smo ga predlagali v tem delu. Ta sistem bi za merjenje 
uspešnosti uporabljal predlagane metrike in prilagajal priporočila glede na zaznane 
preference uporabnika in notranje podobnosti skupin priporočil. 
 45 
Literatura 
[1] B. Bahar. (2012). Primerjava različnih tipov priporočilnih sistemov. 
Diplomsko delo, Ljubljana: Univerza v Ljubljani, Fakulteta za računalništvo in 
informatiko. 
[2] Netflix [Online] Dosegljivo: https://www.netflix.com. [Dostopano: 30. 3. 
2016]. 
[4] G. Shani in A. Gunawardana, "Evaluating Recommendation Systems," v 
Recommender Systems Handbook, F. Ricci, ur., L. Rokach, ur., B. Shapira, ur., 
P. B. Kantor, ur. New York: Springer, 2011, str. 257-297. 
[5] Amazon.com [Online] Dosegljivo: http://www.amazon.com/. [Dostopano: 30. 
3. 2016]. 
[6] B. Smyth in L. McGinty, "On the Role of Diversity in Conversational 
Recommender Systems," v 5th International Conference on Case-Based 
Reasoning, K. D. Ashley, ur., D. G. Bridge, ur., Trondheim, 2003, str. 276-
290. 
[7] S. Vargas Sandoval. (2012). Novelty and Diversity Enhancement and 
Evaluation in Recommender Systems. Magistrsko delo, Madrid: Universidad 
Autónoma de Madrid, Escuela Politécnica Superior, Departamento de 
Ingeniería Informática. 
[8] Y. Koren, R. Bell in C. Volinsky, "Matrix factorization techniques for 
recommender systems," Computer, IEEE Computer Society, vol. 42, št. 8, str. 
30-37, avgust 2009. 
46 Literatura 
 
[9] R. Burke, "Hybrid Recommender Systems: Survey and Experiments," User 
Modeling and User-Adapted Interaction, vol. 12, št. 4, str. 331-370, november 
2002. 
[10] T. Tran in R. Cohen, "Hybrid Recommender Systems for Electronic 
Commerce," Deptartment of Computer Science, University of Waterloo: 
Waterloo, Kanada, WS-00-04, 2000. 
[11] Matevž Kunaver et al., "Increasing Top-20 search results diversity through 
recommendation post-processing," v 22nd Conference on User Modeling, 
Adaptation, and Personalization, I. Cantador, ur., M.Chi, ur., R. Farzan, ur., 
R. Jaschke, ur. Aalborg, 2014. 
[12] G. Linden, B. Smith in J. York, "Amazon.com Recommendations - Item-to-
Item Collaborative Filtering," IEEE Internet Computing, vol. 7, št. 1, str. 76-
80, januar 2003. 
[13] J. Mangalindan. Amazon's recommendation secret. (30. julij 2012). Fortune 
[Online]. Dosegljivo: http://fortune.com/2012/07/30/amazons-
recommendation-secret/. [Dostopano: 12. 5. 2016]. 
[14] E. Chen. How does Amazon's collaborative-filtering recommendation engine 
work?. Quora [Online]. Dosegljivo: https://www.quora.com/How-does-
Amazons-collaborative-filtering-recommendation-engine-work. [Dostopano: 
17. 5. 2016]. 
[17] Y. Raimond in J. Basilico. Recommending for the world. (17. februar 2016). 
The Netflix Texh Blog [Online]. Dosegljivo: 
http://techblog.netflix.com/2016/02/recommending-for-world.html. 
[Dostopano: 19. 5. 2016]  
[18] Y. Kwon in G. Adomavicius, "Improving Aggregate Recommendation 
Diversity Using Ranking-Based Techniques," IEEE Transactions on 
knowledge and data engineering, vol. 24, št. 5, str. 896-911, april 2012.  
[19] F. Zhang, "Research on Recommendation List Diversity of Recommender 
Systems," v International Conference on Management of e-Commerce and e-
Government. Jiangxi, 2008, str. 72-76.  
Literatura 47 
 
[20] M. Kunaver, Š. Dobravec in A. Košir, "Using latent features to measure the 
diversity of recommendation lists," v MIPRO. Opatija, 2015, str. 1230-1234.  
[21] M. Rashidi Koochi, Ab. R. Che Hussin in H. M. Dahlan, "Improving 
Recommendation Diversity using Tensor Decomposition and Clustering 
Approaches," v 2014 Fourth World Congress on Information and 
Communication Technologies (WICT). Bandar Hilir, 2014, str. 240 - 245.  
[22] Movie recommender system [Online]. Dosegljivo: 
http://212.235.187.145/spletnastran/raziskave/um/emotions/conversationalCol
ab.php. [Dostopano: 17. 4. 2016]. 
[23] H. J. Seltman. Simple Linear Regression. V Experimental Design and Analysis 
(8. september 2015) [Online]. Pittsburgh: Carnegie Mellon University, str. 
234-237. Dosegljivo: http://www.stat.cmu.edu/~hseltman/309/Book/Book.pdf. 
[Dostopano: 1. 3. 2016] 
[24] H. J. Seltman. Covariance and Correlation. V Experimental Design and 
Analysis (8. september 2015) [Online]. Pittsburgh: Carnegie Mellon 
University, str. 46-50. Dosegljivo: 
http://www.stat.cmu.edu/~hseltman/309/Book/Book.pdf. [Dostopano: 1. 3. 
2016] 
[25] S. Goodman, "A Dirty Dozen: Twelve P-Value Misconceptions," Semin 
Hematol, vol. 45, št. 3, str. 135-140, julij 2008. 
[26] S. N. Goodman in R. Royall, "Evidence and Scientific Research," American 
Journal of Public Health, vol. 78, št. 12, str. 1568-1574, december 1988.  
[27] M. Tkalčič et al., "Affective Labeling in a Content-Based Recommender 
System for Images," IEEE Transactions on Multimedia, vol. 15, št. 2, str. 391-
400, februar 2013. 
 
