Two LDF characterizations of the normal as a spherical distribution  by Cacoullos, Theophilos
JOURNAL OF MULTIVARIATE ANALYSIS 4, 205-212 (1992) 
Two LDF Characterizations of the Normal 
as a Spherical Distribution* 
THEOPHILOS CACOULLOS 
University of Athens 
Communicated by the Editors 
Two optimal characteristic properties of the normal distribution are shown: 
(a) Of all the SNM (spherical scale normal mixtures) the normal with the same 
Mahalanobis distances between ITi: SNM(p,) and IZ,: SNM(p,), i # j, maximizes the 
probabilities of correct classification determined by a certain subclass of the LDF 
classification rules; (b) The class of LDF (linear discriminant function) rules is the 
admissible class for the discrimination problem with spherical population alter- 
natives iff the spherical distribution is normal. 0 1992 Academic Press, Inc. 
1. INTRoDuc770~ AND SUMMARY 
Recently attempts have been made to relax and possibly dispense with 
the assumption of normality, thus allowing for more realistic, platykurtic 
and leptokurtic, non-normal alternatives in multivariate statistical analysis. 
Thus, the robustness of many classical multivariate procedures, especially, 
large-sample approximations, have been studied for the family of spheri- 
cally (or elliptically) contoured or symmetric distributions, characterized 
simply by the fact that their density is constant on spheres (or ellipsoids). 
These spherically symmetric or, simply, spherical distributions (SD) may 
be also called spherically isopycnic, Cacoullos [3], and are sometimes 
referred to as isotropic or radial, as well. For some fundamental properties 
of SD, refer to Muirhead [8]. 
The k-population classification problem with k alternative normal 
populations N(,q, Z), with known parameters ,u~ and Z is identified with 
the well-known linear discriminant functions (LDF). 
L, = a;x = X“qpi - /Q), i#j, i, j = 1, . . . . k; (1.1) 
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actually, there are only m = min(p, d) linearly independent LDFs; d 
(1 < d< k - 1) denotes the dimensionality of the linear space E, spanned 
by the k points pi, . . . . pk in the p-space of x, the observation to be classified 
into one of the k populations. 
In the case of maximal dimensionality (d= k - 1, p 3 k - 1 ), considered 
here, the simplicity and optimality (Bayes and admissibility) of the k 
classification regions (see, e.g., Anderson [ 1, Chap. 61) 
Ri: L, 6 cii, j#i (i= 1, . . . . k) (1.2) 
(x is classified into the ith population iff XE Ri) raises the question about 
the feasibility and performance (discriminatory power) of these LDF 
regions Ri when the assumption of normality is replaced by spherical sym- 
metry (since Z is known, we can take C = I, and elliptical symmetry 
reduces to spherical symmetry). In particular, the feasibility and evaluation 
of the minimum-distance rule was examined by Koutras [S, 63. 
We show that certain optimality properties of the LDF regions Ri 
characterize normality in the SD family. 
In the first place, the results concern the important subfamily of SDS, the 
so-called spherical normal (scale) mixtures (SNM), defined by (2.6). More 
specifically, it is shown that, within the SNM family the normal with the 
same Mahalanobis distance between two alternative populations maxi- 
mizes the probabilities of correct classification (PCC) for any classification 
rule (R,, R2) with minimum PCC i (Theorem 2.1). Similar optimality 
properties of normality are discussed for k > 2 populations, but the results 
are not so neat, due to the complexity of the region of concavity of the 
multivariate normal CDF. 
Second, the question of admissibility of the regions Ri for the location- 
discrimination probiem within the SD class is considered, and it is shown 
(Theorem 2.2) that the class of Ri rules coincides with the class of (Bayes) 
admissible rules (under a simple (rl loss) iff the alternative SDS are 
normal. 
2. MOTIVATION AND MAIN RESULTS 
Let 17,: SD(pi, g) denote a p-dimensional spherical distribution with 
density 
h(x)=cg(Ix-Pi12h i = 1, . . . . k, (2.1) 
with given location parameters (means, if they exist) pi, . . . . pk; g > 0 is such 
that 
r P2) - ‘g( t ) dt < co 
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and c a normalizing constant depending on p and g. Given an observation 
x = (Xl) . ..) xp), we wish to classify it into one of the k alternative SD 
populations. 
The discriminatory power of the minimum distance (MD) classification 
rule R, = (Ry, . . . . RE), according to which an observation x is classified into 
population ni iff x E Ry, where 
R; = {XG RP: Qi(x)< Q,(x), j#i), 
and i = 1, . . . . k, (2.2) 
Q~(x)=(x-P~)’ (X-Pi)= IX-Pi12, 
has been evaluated by Koutras [6] in the simple case k = 2. Independently 
of the admissibility (see (2.2) of [3]), he showed that the maximum 
probability of correct classification (PCC) is an increasing function P(8) of 
6 = Ipu, - ~~1, for any given pair Z7,: SD(p,, g) and 17,: SD&, g) of the 
same family g. Given a 6 and two different g’s, e.g., the normal with 
g(t) = go(t) = e-“, r > 0, (2.3) 
and the p-variate Student t, with n degrees of freedom, i.e., 
g(t)= &71,,(t)= 1 +f 
( ) 
-(n+p/2) 
7 (2.4) 
we observe that, e.g., if n = 1 (Cauchy) and g, the standard normal (r = $), 
the Cauchy appears to give a higher PCC than the normal (see Koutras 
[6] for specific values of P(d)), that is, 
P(fil &I)=@ ; -=P(hI g,,,), 0 
6>0; 
this is not true, of course, if n > 2, when the dispersion matrix of t, exists 
and P(6 I g,,l) tends to @(a/2) as n + co. Similar behavior is exhibited 
when we compare P(6 I go) with P(6 I g2), where g, denotes the generalized 
Laplace or Bessel SD with 
(2.5) 
in particular, when c1= 1 -p/2, P(g) simplifies to (see (4.8) in Koutras 
C61) 
P(6)=1-iexp[--6/2s], (2.5)* 
which for small enough s again exceeds @(a/2). 
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It turns out that the observed differences in P(d) are not only due to the 
difference of g’s, but also to different Mahalanobis distances d; indeed, for 
g,, A = 6, whereas under (2.5) with CI = 1 -p/2, the dispersion matrix is 
s21p and the corresponding A =6/s, which agrees with the implications of 
(2.5)*. 
The preceding observations and the fact that (2.4) and (2.5) belong to 
the special class of SD, the so-called spherical (scale) normal mixtures 
(SNM), defined by (see (2.3)) 
g(t)=lom ep”dF(r), (2.6) 
with F a distribution function on [0, co), motivated, in the first place, the 
result, Cacoullos [3], that within the SNM family the maximum PCC 
(minimax misclassification probability) for given Mahalanobis distance A is 
maximized by the normal. 
Actually a stronger result holds for two populations: 
THEOREM 2.1. Let ITi( SNM(p;, g), i= 1, 2, i.e., g as in (2.6). Then, 
of all gE SNM the normal with the same Mahalanobis distance A between 
II, and II2 maximizes the probabilities of correct classljkation of any rule 
(R,, RI) such that 
R, = R,(n)= {x: 6,2(x) </IA’}, -1<1<1, (2.7) 
where 6,,(x) = Qi(x) - Q,(x) and Qi(x) was defined in (2.2). 
Proof: If g(t) = g, and r(t) = e-“, r fixed, then, 6,,(X) = 
(2X- [pl + p2])‘(p2 - pl) is N(G,,(EX), 4A2(r)), where the Mahalanobis 
distance A= A(r) between n7,: N(pi, (2r))’ Z,) and II,: N(p2, (2r)-’ I,) is 
A(r)=,/2r6, so that the corresponding probabilities of correct classifica- 
tion, (CC), are 
P,=P[CC~17,]=P[G,,(X)<lA2(r)~p=p,]=@ - 
(YA(+ (28) 
P, = P[CC 1 l7,] = P[I~,,(X) > lA2(r) I p = pz] = @ (TA(r)). * 
Hence the corresponding PCC under II,(F) and 17,(F), by (2.6), are 
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EF denoting expectation under the mixing distribution F of r. The assertion 
now follows by the Jensen inequality and the concavity of Q(u) iff u>O 
(A = EFC~(r)l)* 
Taking I=0 in (2.7) yields the result for the MD rule, i.e., the minimax 
classification procedure, with minimax probability of error 1 - @(A/2). 
COROLLARY 2.1. Of all g E SNM with the same Mahalanobis distance 
A > 0 between ZZ,: ZNM(p,, g) and II,: SNM(pL,, g), the normal minimizes 
the minimax misclassification probability. 
Another way of stating Theorem 2.1 is 
COROLLARY 2.2. Let 17i and Ri be defined as in Theorem 2.1. Then, 
within the SNM family the normal with the same Mahalanobis distances 
A > 0 between Ll, and II,, maximizes both probabilities P, and P, of correct 
classification, provided each of them is at least 4. 
Let us now look at the situation with k > 2 SNM alternatives. Clearly, 
if for k = 2 only a certain subset (see (2.7)) of the LDF regions, Ri, defined 
by (1.2) (or (2.9) below), give higher PCC under normality than any other 
SNM with the same Mahalanobis distance, it should not now be expected 
to make any omnibus statement about the corresponding PCC. Consider, 
e.g., the simpler case of k = 3; it is easily seen that, the joint distribution of 
the classification statistics 6,(X) = Q,(X) - Q,(X) (cf. Cacoullos [2]) is 
bivariate normal, with the cosines of the angles of the triangle (pi, pLz, Pi), 
i.e., 
pi= Corr(G,(X), 6,(X)) = (C-“;),’ :!I;;) (i# j#k). 
1 J 1 k 
as correlations. It is thus obvious, in view of the simple case of 
Theorem 2.1, that a PCC superiority under normality will depend on the 
region of concavity of a bivariate normal CDF F(x, y; p), say, of two 
jointly normal standard variables with correlation p. Thus, for fixed r and 
distances A,= Au(r), between 27,: SNM(pi, g) and nj: SNM(pj, g), if j (g 
as in (2.6)), we find for the regions (cf. (2.7) and (2.8)) 
Ri= {xER*: 6,(X)<AIz,A,, j#i), i = 1, 2, 3, (2.9) 
that, e.g., 
P,=P[CC)Z7,]=F 129 (2.10) 
Partial answers, for the desired comparisons of the Pi under normality 
and general SNM, are provided by the following sufficient conditions for 
the concavity of F(x, y; p). 
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LEMMA 2.1. Let F(x, y; p) denote the CDF of two jointly normal 
variables X and Y with means 0, variances 1, and correlation p. Then 
F(x, y; p) is concave for all (x, y) such that x > y,,, y - px > y0 or 
x - py > yO, y > yO, where y,, = 0.506 is the solution of x@(x) = 4(x). 
This is a simple corollary of the orthogonality of X and Y - pX and the 
following result, perhaps of some interest in itself. 
PROPOSITION 2.1. The CDF G*(x) = np=, @(xi) of X-N(0, I,) is 
concave if xi> y,, for each i= 1, . . . . p. 
The proof consists in verifying that the Wronskian determinant of @* is 
positive, whereas the diagonal elements are negative, when all the xi > yO. 
The result for @* can be used to yield sufficient conditions for the 
concavity of the CDF F(x; pii, i# j) of X- N(0, R), R = (pV), pO= 
Corr(X,, Xj). Thus, as for F(x, y; p) above, one has to orthonormalize 
x 1, . . . . X,, and then seek conditions on Aij and d, so that the CDF corre- 
sponding to Ri (cf. (2.9)), i.e., 
F 1+1, 
( 
---2--Ao, j#i;p,, j#i =P[CC(LT,], 
> 
i = 1, . . . . k, 
is concave. 
As an application of Lemma 2.1, let us return to the situation of (2.10) 
and examine the MD rule, obtained by setting A,, = A,, = 0; its PCC under 
Z7, is given by F(x, y; pl) with x= A,,/2, y= A,,/2, p1 =cos 8, (0, is the 
angle at p1 of the triangle (p,, pLz, p3)). Using Lemma 2.1 and taking, 
without any loss of generality, A,, < AI3 < AZ3, we arrive at 
COROLLARY 2.3. Under the conditions of (2.7), the normal, SD of all 
SNM with the same Mahalanobis distances A1z, A,, , AZ3, maximizes the 
P[CC 1 LIT,] determined by the MD-rule Ro = (R’f, Ri, Rz), provided that 
(a) A,,>2y,, A,,>2y,J2 ifcosl9,>0 or 
(b) A,, > 2y, ifcos 8, < 0. 
Hence, we conclude the following interesting 
COROLLARY 2.4. The normal of all the SNM with the same Mahalanobis 
distances AI2 < A,, < A,, maximizes all three PCC (k = 3) determined by the 
MD rule, provided that: 
(a) Al2 > 2y,, A,, > 2~~ ,/2, A23 > 2~~ J2 if the triangle h, ~2, ~3) 
is acute-angled 
(b) 42>2~,J2,>2~0,/2 Y t cos 6, < 0 (i.e., the triangle (u,, ,u2, u3) 
is obtuse-angled). 
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Finally, it may be of interest to examine the conditions under which the 
above optimality property of the normal holds for the minimax LDF 
classification procedure, which is well known to equalize the PCCs. In 
general, judging from the preceding results for k = 2 and k = 3, one might 
say that, roughly speaking, if the Mahalanobis distances are large enough 
so that the corresponding PCCs P, are large and about the same (cf. 
minimax and MD rule), then the normal will have the above optimality 
property in the SNM family. We cannot, however, go into further details 
in this note. 
LDF Discrimination Is Best Only under Normality 
It is well known (see Anderson Cl]), that if the alternative populations 
ni are normal, then the class of Bayes admissible classification regions Ri 
are of the form (1.2) or (2.9). They are also the admissible invariant (under 
the affine group) procedures for the composite-alternatives problem of 
selecting the nearest 17,: N(P~, C) to an unknown Z7,: N(p, C), as shown by 
Cacoullos [ 23. 
The question raised here is whether the admissibility of Ri implies the 
normality of 17,: SID& g), i= 1, . . . . k. The answer is affirmative, as shown 
in 
THEOREM 2.2. Let II,: SD(pi, g), i= 1,2, and suppose the admissible 
regions R,, Rz, are defined by (1.2) or (2.7) with - 00 < A c co. Moreover, 
assume that g, in addition to being continuous, is also differentiable (almost 
everywhere). Then g is normal, 
Proof An admissible region R, is a likelihood ratio region, that is, 
satisfies 
’ 
for some c > 0, (2.10) 
so that, letting h(x) = In g(x), (2.10) is satisfied iff 
h(Q,(x)) - h(Q,(x)) = WQ,(x) - Q,(x)), 
where (cf. (2.7) Y must be a decreasing function of Q,(x) - Qz(x) = 6,,(x)). 
Letting Qz(x) + Q,(x), from the continuity of h we obtain Y(0) =O, 
whereas from the differentiability of h (by hypothesis on g), we see that, for 
each t, the derivative h’(t) is equal to the limit of Y(t)/t as t JO, i.e., Y’(O), 
so that h’(t) is a constant. Hence the assertion follows. 
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