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Numerical procedure is developed for analyzing impurity-induced resonant-state STM images observed in
high-Tc superconductors, and is applied to three sets of higher resolution data provided to us by J. C. Seamus
Davis and E. W. Hudson. Each image is associated with a Zn impurity in Bi2Sr2CaCu2O8. The averaged,
integrated, relative quasiparticle local density of states at all predominant CusZnd-sites near a Zn impurity is
extracted. The results can be used to test the predictions of all existing and future tight-binding-type theories on
such images.
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Scanning a low-temperature scanning tunneling micro-
scope (STM) on a cleaved Bi2Sr2CaCu2O8 (BSCCO) single
crystal at a fixed bias energy, Pan et al. observed images
localized near individual Zn impurities in the topmost CuO2
plane,1 when the bias voltage is set at the peak of a near-
zero-energy resonance. Figure 1 shows a typical such image.
Understanding this resonant-state image (RSI) is a great
challenge. Due to the past several years of studies, it has
been widely accepted that high-Tc superconductors have a
dx2−y2-wave pairing symmetry. The difference between this
symmetry and the conventional s-wave symmetry is: A gap
function (or pair potential) with this symmetry has line nodes
parallel to the c-axis along the h11j, h11¯j, h11j, and h11j
directions in the ab plane on a nearly cylindrical Fermi sur-
face, and changes sign across any of these nodal lines,
whereas s-wave symmetry would imply no sign change.
Many theorists have shown that a unitary impurity in a
d-wave superconductor can lead to two essentially degener-
ate resonant states per spin of almost zero energy which are
quasi-bound to the impurity. (These near-zero-energy reso-
nances are close kins of the midgap states predicted by one
of us.2) The predicted spectral peak-feature near zero bias3
agrees with observations very well,4 but the predicted RSIs
based solely on the wave functions of these resonant states
differ dramatically from the observed ones. For example,
Figs. 6(a) and 6(b) of Ref. 5 have given such an image. They
show a vanishing quasiparticle local density of states
(LDOS) at the unitary impurity site and largest LDOS at the
four nearest-neighbor sites, which differ sharply with the ob-
servation shown in Fig. 1, where the largest LDOS is at the
center (impurity) site, and nearly vanishing LDOS at the four
nearest-neighbor sites. This disagrement is a model-
independent conclusion, since a RS wave function must van-
ish at the site of a unitary impurity, and a nonunitary imputity
can not give a near zero-energy resonance. The disagreement
also extends to the second and third nearest neighbor sites,
where both the measured and calculated LDOS are not small.
Two tight-binding-type theories have been offerred to ex-
plain this disagreement.5,6 Namely, finite LDOS are pre-
dicted at the Zn or Cu sites only, with no continuous LDOS
between these lattice sites. This is of course not what has
been observed, which is quasi-continuous, as is shown in
Fig. 1. Thus to compare experimental data with these theo-
ries, it is necessary to convert the measured data to a set of
discrete LDOS at the Cu or Zn sites, by performing some
integration.
Each set of experimental data provided to us has two
STM images. One is a topographic image (an energy-
integrated spatial image), which gives the top BiO layer,
showing only the Bi atoms. They are observed to be dis-
placed from their ideal orthorhombic lattice sites, forming a
supermodulation with a wave vector along the b-axis. Ac-
cording to the crystal structure of BSCCO, Bi atoms are
above the Cu atoms, or the Zn impurity atoms substituting
for Cu. The other image, such as shown in Fig. 1, is taken
with STM in the same local area, but with the bias voltage
set essentially at the peak of a near-zero-energy resonance.
The higher resolution date taken are made of 1283128 in-
tensities points. Each bright spot in the Fig. 1 spreads about
5 points in each direction. The spread of each spot is due to
at least two effects — electron wave function and thermo-
smearing. These bright spots are seen to spread into and
FIG. 1. A typical resonant-state STM image observed by Pan et
al. near a Zn impurity in BSCCO, when the bias voltage is set at the
peak of a near-zero-energy resonance. The a and b crystal axes are
essentially along the diagonals.
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overlaps with each other. That is, contribution from one
CusZnd site tails into neighboring sites. Thus to simply inte-
grate the intensity over a unit-cell region around each lattice
site can not give a correct estimate. We have thus developed
a generally useful numerical tool for estimating the inte-
grated intensity associated with each lattice site around an
impurity.
The intensity contributed by a single CusZnd site is as-
sumed to be a generalized Gaussian based on three reasons:
(1) The exact form of the contributing electronic wave func-
tion is unknown. The electron wave function at a Cu site is
dx2−y2, but tunneling might be via some higher s-orbitals.
Besides, this dx2−y2 orbital should still hybridize with the
nearest oxygen px or Py orbitals.7 Two atomic layers exist
above the topmost CuO2 plane: A BiO layer at the top is
believed to be semiconducting. Below it is a SrO layer,
which is believed to be insulating. Ions residing on these two
layers may interfere with the measurement of any state in the
CuO2 plane.5,6 (2) Thermo-smearing effect and experimental
limitations in resolution should be modeled by Gaussians. (3)
The generalized Gaussian function is the simplest form we
can use which can take into account many features of the
peaks in the observed data, such as position, intensity, width,
anisotropy, orientation, etc. In addition, the more accurate
data that are provided to us for analysis are taken on
1283128 points, and each bright spot covers about 5-points
by 5 points. If we use a more complicated function to model
the contribution from each lattice site, the number of param-
eters needed may be too large. Then we may not be able to
determine all parameter values accurately from the given
data.
Thus the intensity peak at each site i is assumed to take
the form Isx ,yd=expsa1i+a2ix+a3iy+a4ix2+a5ixy+a6iy2d,
where aji, j=1 to 6, are parameters to be estimated. The total
number of parameters is 6 times the number of peaks, n,
which is an input by the user, and should be larger than the
number of predominant peaks. After obtaining the param-
eters, the integrated intensity at site i can be obtained:
Ii = 2p
expSa1i − a5ia2i2 + a4ia4i2 − a6ia2ia3i4a4ia5i − a6i2 D
˛4a4ia5i − a6i2
, s1d
for a3i,0, a4i,0, and a5i
2
−4a3ia4i,0. Otherwise the inte-
grated intensity at this site will be set as zero. (These in-
equalities ensure that the generalized Gaussian is not patho-
logical.)
An iterative procedure is used to estimate the parameters:
(1) Initialize all the parameters so that each peak intensity
is very small, by setting each a1i negative and large.
(2) Let i=1, which refers to the highest peak in the data.
(3) From the data, subtract out all contributions from all
Gaussian peaks other than i. This step initially does little
change to the data, but in later iterations, it will substract out
all Gaussian peaks already found.
(4) Gaussian fit the remaining data around the highest
point, and obtain 6 parameters for the peak i. The fitting
region is taken to be somewhat smaller than a unit cell, since
the weak-intensity region is more likely influenced by the
neighboring contributions. When conditions a3i,0, a4i,0,
and a5i
2
−4a3ia4i,0 are not met, we set a1i negative and
large, so site i is not considered a peak and will not be
substracted in the following iterations.
(5) Let i= i+1, which refers to the next highest peak (ob-
tained with a computer search), and go back to step 3.
(1) Continue this procedure as long as iłn.
(7) Repeat 2 through 6 several times in order to improve
the separation of the individual peak contributions. Stop it-
eration when the so-obtained parameter values stop changing
within a given accuracy. Usually three to four iterations are
sufficient.
Three higher-resolution RSIs are analyzed, each taken on
1283128 points around a Zn site. We have set n=15, which
is larger than the number of predominant peaks, which is
about 9. The total number of fitting parameters is then 90.
We believe that without the scheme devised here, it would be
impossible to determine so many fitting parameters accu-
rately. If higher resolution data could become available in the
future, we think that this input number can still be increased
to include the weaker peaks, thereby allowing more stringent
tests of theories.
Figure 2 shows the density plot of the image obtained by
fitting the actual STM image shown in Fig. 1. It is seen that
the fitted image gives all predominant peaks and looks very
similar to the actual image. For a more detailed comparison
we have plotted, in Figs. 3, these two images along a vertical
line and a horizontal line [the s11d and s11¯d crystal direc-
tions] that pass through the central peak. Similar plots along
two diagoanal lines [the s01d and s10d crystal directions] are
given in Fig. 4. The fitting is very good, although there are
still some discrepancies. The position, width and height of
each fitted peak are seen to be very close to those of the
actual data.
We have applied our method on three sets of 1283128
data provided to us, and have obtained from them the aver-
aged, integrated, relative intensities of LDOS, which are nor-
malized to unity at the central Zn-impurity site. (Many
FIG. 2. Density plot of a fitted image obtained from the ob-
served image in Fig. 1. We have put n=15, so it can only reproduce
the 15 most prominant peaks in the actual image.
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64364 data sets provided to us do not have the resolution
for this analysis. There are also two 1283128 data sets
which correspond to a different type of RSI. We have not
included them in our averaging process, because we suspect
that they may correspond to a Zn impurity in a different local
environment.) The average is done over the three useable
images and also over all equivalent sites in each image to
restore square symmetry — For example, average over the
(01), (10), s01¯d, and s1¯0d sites is reported as the result at all
these sites. It is to remove features unique to any single
image and also features so far not taken into account in theo-
ries. The results are shown in Fig. 5, with the relative inten-
sities of LDOS presented by the areas of the circles. These
averaged, integrated, relative intensities of LDOS are 1.00 at
the (00) site, 0.02 at the (01)-equivalent sites, 0.32 at the
(11)-equivalent sites, and 0.13 at the (02)-equivalent sites.
These values can be used to test the validity of any existing
or future tight-binding-type theories of such images, which
do not take into account any superlattice-like distortions of
the lattice. (After removing the orientation averaging, our
results can also be used to test theories which do take into
account such distortions.) For example, Ref. 5 has provided a
theory which is based on a blocking model. In that work, a
very crude comparison of the predicted values of that theory
with the measured values at the lattice sites has been made.
But as has been explained there, the measured intensity of
LDOS is a quasi-continuous function of position, rather than
existing at the lattice sites only, so some integration should
be performed on the measured data before they could be
FIG. 3. (Color online) Fitted data (solid lines) and the actual
STM data (the + symbols) along a vertical (upper) and a horizontal
(lower) line [i.e., the s11d and s11¯d crystal directions] passing
through the central peak.
FIG. 4. (Color online) Similar to the previous figure, except that
the fitted data and and actual STM data are along two diagonal lines
[i.e., in the (10) and (01) crystal directions], which pass through the
central peak.
FIG. 5. Integrated relative intensity of LDOS normalized to
unity at the central peak extracted from our analysis. These results
have been averaged over three sets of data and also over all equiva-
lent sites to restore perfect square symmetry.
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compared with the predictions of any tight-binding type of
theories. This is the main reason that this work is done, so in
Table I we have made a new comparison. Row one of this
table gives the measured data used in Ref. 5 which is really
incorrect because it didn’t employ any spatial integration, but
is simply the measured intensity of LDOS at the lattice sites.
It was used there for a very crude comparison between
theory and experiment only. Row three gives the predicted
values of Ref. 5 based on a blocking model introduced there.
The discrepancy between row one and row three cannot be
taken seriously for the reason already given in Ref. 5, which
has been repeated above. Row two of this table gives a set of
integrated intensities of LDOS obtained in this analysis. We
see that the main difference between rows one and two is in
the values at the (01)-equivalent sites. Clearly this is because
the tall central peak has tailed substantially into the (10) and
(01) sites. This fact further supports the conclusion that row
one should not be used for comparison with row three, re-
vealing the necessity of this analysis. The discrepancy be-
tween row two and row three is much more likely to be a
genuine discrepancy, and likely indicates that the model
needs to be improved. Reference 6 did not provide such
numbers for a similar comparison, but it should be done to
test its validity.
In conclusion, a generally useful tool is developed for
analyzing impurity-induced resonant-state images observed
in high-Tc superconductors. The purpose is to convert the
actually observed quasi-continuous image to a discrete set of
integrated intensities, one for a lattice site of a square lattice,
so it can be compared with the predictions of tight-binding-
type theories of such images which treat a CuO2 plane as a
simple square lattice for holes to hop around. This tool
should also be useful for analyzing similar such images
which might be observed in other systems, for a similar pur-
pose. We assume that the RSI observed by Pan et al. near a
Zn impurity in BSCCO is made of a sum of n overlapping
generalized Gaussian functions, one roughly located at a dif-
ferent lattice site of a two-dimensional (2D) square lattice
(but allowing possible shifts from the ideal lattice-site posi-
tions). An iteration procedure is introduced which allows the
6n parameters in the n generalized Gaussian functions to be
determined. (We took n=15, which is not the upper limit.)
The fitted image agrees very well with the experimentally
observed image on all prominant peaks. Normalized LDOS
on all predominant sites can then be extracted by integrating
each Gaussian functuion. They can be compared with predic-
tions of any tight-binding-type theories which consider a
CuO2 plane as a simple square lattice. If higher resoluction
images could be obtained, we could replace the generalized
Gaussian function used here with a more complicated model
function to do such an analysis, such as some atomic orbit-
al(s), possibly hybridized, convoluted with thermal smearing.
Thus this analysis has the potential of finding the correct
single-site contribution, thereby revealing useful detailed in-
formation about the system. That we found here that gener-
alized Gaussian functions can give excellent fits calls for
theorectical understanding, but perhaps higher-resolution
data will reveal their inadequacy. Another potential useful-
ness of this tool is to uncover different local environments
for the impurity atoms, such as a Zn impurity paired with an
O or Bi vacancy straight above it, an O or Sr vacancy to the
side of those sites, or a missing O atom to the side of the Zn
atom in the same CuO2 plane, or a pair of or more Zn im-
purities in proximity, etc. Discovering these combinations
might provide additional information about the system and
the underlying mechanism for high temperature supercon-
ductivity, and allow more stringent tests of theories on such
images.
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TABLE I. Comparison between the measured LDOS at the near-
zero-bias resonant energy by Pan et al. (Ref. 1), and the blocking-
model predictions of Ref. 5, at the nearest neighbor sites (10) and
(01), the next nearest neighbor site (11), and the third nearest neigh-
bor sites (20) and (02), after normalizing both sets of data to unity
at the Zn impurity site (00). Row one: the measured LDOS at the
lattice sites around the Zn impurity, used in Ref. 5 for crude com-
parison. Row two: An integrated set of intensities of LDOS ob-
tained in the present analysis. Row three: The prediction of such
intensities from Ref. 5 based on a blocking model introduced there.
s00d s10d & s01d s11d s20d & s02d
1.00 0.18 0.29 0.13
1.00 0.02 0.32 0.13
1.000 0.068 0.593 0.384
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