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Abstract  
What happens when you slow down part of an ultrafast network that is operating quicker than 
the blink of an eye, e.g. electronic exchange network, navigational systems in driverless 
vehicles, or even neuronal processes in the brain? This question just adopted immediate 
commercial, legal and political importance following U.S. financial regulators’ decision to 
allow a new network node to intentionally introduce delays of		𝟑𝟓𝟎 microseconds. Though 
similar requests are set to follow, there is still no scientific understanding available to 
policymakers of the likely system-wide impact of such delays. Giving academic researchers 
access to (so far prohibitively expensive) microsecond exchange data would help rectify this 
situation. As a by-product, the lessons learned would deepen understanding of instabilities 
across myriad other networks, e.g. impact of millisecond delays on brain function and safety of 
driverless vehicle navigation systems beyond human response times. 
 
Fall 2016 brought a fundamental change to the United States. Its fastest and largest network – the 
decentralized network of electronic market exchanges – began to experience its first ever intentional 
delay. Specifically, a 38 mile coil of fiber-optic cable was embedded into a new exchange network 
node which, given the finite speed of light (< 3.0×10+m/s in any material), introduced a systematic 
350 microsecond delay (1).  
 
Nobody knows what future impacts this might have at the systems level. 
 
The ‘common good’ justification used by policy makers is entirely reasonable, i.e. to level out highly 
asymmetric advantages available to faster participants. 350 microseconds sounds tiny (i.e. 0.35 
milliseconds, or 3.5×10-. seconds) and is more than 1 million times quicker than the duration of 
the infamous 2010 ‘Flash’ Crash (~100 seconds) (2). However today’s electronic exchanges are an 
all-machine playing field with extreme sub-second operating times that lie way beyond the ~1 
second real-time response and intervention of any human (3,4). High-speed algorithms now receive, 
process, and respond to information on the scale of microseconds (10-1 seconds) with the only 
guaranteed future speed barrier being the speed of light. Hundreds of orders are executed across 
multiple exchange nodes within 1 millisecond. The competitive need for speed is so great that new 
cables are being laid under oceans and through mountains to shave milliseconds off information 
transfer times (5); new transnational networks of microwave communication towers are being 
constructed; new hard-wired semiconductor technology is being invented to reduce machine 
decision-making times down toward nanoseconds (6); and new buildings are being purchased so that 
servers are geographically, and hence temporally, closer to other network nodes. So is 350 
microseconds too much? Or too little? Should other exchange nodes be allowed to introduce their 
own delays? If so, how big? Might it even be possible that judicious policy management of such 
systematic delays could be used to enhance system-level stability and safety in ultrafast network 
systems? 
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The need to develop a systems-level understanding concerning such regulation in sub-second 
networks, is beginning to extend beyond the financial world. Two recent examples concern the 
navigational networks in driverless cars such as Uber that are appearing on the streets of Pittsburgh 
(7), and unmanned aerial vehicles (drones) whose widespread commercial use was given the green 
light by the White House in August 2016 (8). Given that the navigational processing in their 
underlying networks of sensors and software operates much faster than human response times, what 
regulatory principles should be hardwired or encoded in individual vehicles – or fleets of vehicles – 
in order to safely manage any systematic delays that arise from hardware or software defects (9)? 
 
These diverse policy decisions will continue to be challenging and contentious until the core 
scientific question is fully addressed: What types of extreme behaviors can a given policy (i.e. 
perturbation such as an intentional time delay) generate in a decentralized, sub-second network of 
decision-making machinery where each component feeds off of information that is updated in time 
as new activity occurs? It is no accident that this question is also a primary one for the most complex 
network system of them all -- the human brain (10,11). For example, it has been speculated that deep 
connections might exist between sub-second signal delays and extreme behavior.  
 
The good news is that the electronic exchange system offers a unique opportunity to address this 
question, and in so doing benefit not only financial regulators but also policymakers and scientists in 
other domains. As well as being the largest and fastest societal network, it is the most data-rich, with 
every two-body interaction and one-body action (trades and quotes respectively) being recorded 
down to microsecond timescales. The problem is that as the timescale resolution of the data gets 
smaller, the cost of this data becomes prohibitively expensive. With a few exceptions (e.g. refs. 12-
15), this has forced academic studies to focus on price data on the timescale of minutes, hours, days, 
weeks and months. On these longer timescales, real-time human decision-making enters the 
dynamics and helps generate highly stochastic price behavior that eventually tends toward an 
unsurprising random walk. However the sub-second scale is all-machine, meaning that the system 
output can be strongly deterministic. This means that the system’s output can move quickly in 
definite directions and hence generate extreme sub-second behaviors.  
 
Figure 1 illustrates this point. It shows an example of extreme behavior associated with systematic 
delays that recently emerged within a time window of 500 milliseconds beyond any real-time human 
intervention. An association can be seen between the system-wide reporting of three distinct bunches 
of delayed signals (prices) shown by dotted diagonal arrows, and the onset of three new price 
features in Fig. 1A shown by solid vertical arrows. As each bunch is reported, automated trading 
algorithms (i.e. agents) that only have access to this slower information are given a false impression 
of a sudden increase in market activity. They quickly generate additional supply and demand, which 
then manifests itself a few milliseconds later as a new dynamical feature in the price of new trade 
events appearing across the network (Fig. 1A). Not only does this unexpected shockwave pattern of 
delays warn policy makers that they cannot rely on delays being independent in sub-second complex 
networks, it also suggests that extreme behaviors might be generated through a similar bunching of 
delays in other complex system domains. For example, it is intriguing that the millisecond timescale 
over which the system-wide extreme behavior emerges in Fig. 1A coincides with human cognitive 
processes in the brain, crossing from neuronal events to the emergence of human perception and 
consciousness (10). An important takeaway message for both policy-makers and researchers is that 
there are likely to be different classes of extreme sub-second system behaviors classified by their 
sensitivity to such systematic delays. Fully developing such a classification could help policymakers 
tailor different versions of policies to cope with different market scenarios. 
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Figure 1. A: Extreme sub-second behavior in the network of networks of electronic exchanges at the heart of the 
financial system. Datapoints are individual events (i.e. trades) showing price of each trade on vertical scale, for Suncor 
stock during a half-second (i.e. 500 millisecond) time window ending at 14:39:02 on an otherwise typical day. The 
various electronic exchange networks, whose output is shown by separate colors, are physically connected to each other 
by communications channels, creating a network of networks across which information is shared. Gray vertical lines 
connect the lowest and highest price values occurring anywhere across the system at that instant: the larger the value, the 
larger the mismatch in consensus across the system. Data kindly provided by NANEX and extracted from the electronic 
exchange networks in the dominant financial region within 100 miles of Wall Street. B: Each red dot shows the delay 
(vertical scale) between the time at which a particular trade event and hence price is generated in a particular network 
exchange (which is shown on the horizontal scale) and the time at which it was reported system-wide. Though these 
delays predate the launch of the intentional 350 microsecond delay (1), their strong temporal correlation serves to 
illustrate the impact that such intentional (and hence highly temporally correlated) delays can have. The dotted black 
diagonal arrows show the waves of successive trade events that get reported system-wide at the same time, indicated by 
solid black vertical arrows. These times are a few milliseconds ahead of significant dynamical features in Fig. 1A, i.e. 
onset of a sudden change in slope (left vertical line), onset of a sudden large fluctuation (middle vertical line) and the 
onset of a sudden collapse (right vertical line). 
