We study direct model reference adaptive control of linear systems with noisy measurements. The focus is on achieving robustness of a concurrent learning adaptive controller against noisy measurement. Concurrent learning adaptive control uses specifically selected and online recorded data concurrently with instantaneous data and is capable of guaranteeing tracking error and weight error convergence in the absence of noise without requiring persistency of excitation. The first time derivative of the state is accurately estimated using an Optimal Fixed Point Smoother for data points recorded sufficiently far in the past. A Lyapunov framework is used to show boundedness of all system signals. The robustness and performance improvement of the proposed concurrent learning adaptive controller is shown using numerical simulation. We show that the achieved performance of the tracking and weight error dynamics is significantly improved when using concurrent learning adaptive control compared to update laws where only damping terms are used.
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I. Introduction
The design objective in Model Reference Adaptive Control (MRAC) of linear plants is to adjust the controller gains in a stable and robust way, such that the dynamics of the closed loop plant mimic the behavior of a reference model with chosen characteristics. The underlying assumption is that there exists an ideal set of linear gains which ensures that the design objective can be met, this assumption is often referred to as matching condition. The aim is to guarantee closed loop stability and to adapt the gains online such that they approach these ideal values. If the adaptive gains do converge to their ideal value, then the closed loop plant behaves like the reference model and the chosen characteristics are obtained. In most classic and some recent MRAC approaches, such as in Narendra 1 and Volyanskyy, 2 only instantaneous data is used for adaptation. According to Boyd and Sastry, 3 the plant states are required to be persistently exciting in order for the adaptive gains to converge to their ideal values. Not only does this inflict physical stress on the system, but it is also often problematic to monitor whether a signal is persistently exciting. Chowdhary 4, 5 introduced an approach which uses instantaneous data concurrently with recorded data to achieve exponential stability of the zero solution of the tracking error and parameter error dynamics. It was shown, that the plant states do not have to be persistently excited for this purpose. In fact, an online verifiable condition on the linear independence of the recorded data is sufficient to ensure exponential stability for a wide class of modeling uncertainties. Inherent factors such as measurement noise have been little studied in stability analysis of model reference adaptive controllers. These factors can present serious difficulty for the practical application of adaptive control schemes. Systems which are subject to unknown uncertainties have been shown to be stable under certain conditions, such as parametrizable uncertainties by Ge6 or requirements on the persistency of excitation of the system signals (see Narendra 6 ). These requirements do not have to be met if a concurrent learning adaptive controller is used. The aim of this paper is to study MRAC of linear plants subject to measurement noise. In this paper we revisit MRAC of linear plants. We show robustness of a concurrent learning adaptive controller against measurement noise. Particularly, we show that the adaptive gains converge to a compact domain around the ideal gains and the tracking error stays ultimately bounded in a compact neighborhood of the origin using Lyapunov like analysis. We accomplish this by including a stable low pass filter for filtering the instantaneous data and an Optimal Fixed Point Smoother to accurately estimate the first derivative of the state 7 for the update based on stored data. Finally, we show improved performance compared to only instantaneous update laws with damping terms. The organization of the paper is as follows, in section II we outline the classical problem of MRAC of linear plants when subject to measurement noise. In section III we present the concurrent learning adaptive controller for linear plants and show the robustness against measurement noise using Lyapunov analysis. In section IV we present the results of a numerical simulation. In section V we implement the presented controller in a Quanser 3 DOF helicopter and present the results. The paper is concluded in section VI.
II. Linear Direct Model Reference Adaptive Control
A basic explanation of the classical linear direct MRAC is given in this section. The reader is referred to Aström, 8 
Narendra
1 and Tao 9 for detailed explanations. Consider the following time-invariant linear system of the forṁ
where x(t) ∈ R n is the state vector, A ∈ R n×n , B ∈ R n×m and u(t) ∈ R m is the control input. We assume that the pair (A, B) in Eq. 1 is controllable and that B has full column rank. Furthermore, we assume that u(t) is restricted to the class of admissible control inputs consisting of measurable functions. Suppose the full state vector x(t) corrupted by unbiased white measurement noise v(t) ∈ R n is available as sensor measurement
The measurement noise can render the state x(t) unreliable. In order to estimate x(t) from y(t) assume the following stable low pass filter
where λ f > 0 is the filter inverse constant. Letx(t) ∈ R n be the output of the filter. We have that
where ∆ F (t) is the estimation error of the low pass filter. Furthermore, the dynamics ofx(t) are given bẏ
The estimation error dynamics result from taking the time derivative of Eq. 4 and substituting with Eq. 5:
Consider the following reference model dynamics, which characterizes the desired response of the systeṁ
where x rm (t),ẋ rm (t) ∈ R n , A rm ∈ R n×n , B rm ∈ R n×m and r(t) ∈ R m×1 is a bounded, piecewise continuous reference signal. Let A rm be Hurwitz with desired transient and stability properties of the closed loop system. The control input of Eq. 1 consists of a feedforward part u rm (t) = K T r (t)r(t) with time varying weights K r ∈ R m×m and a feedback part u pd (t) = K T (t)x(t) with time varying weights K(t) ∈ R n×m such that
Substituting Eq. 8 and 4 in 1 yieldṡ
The design objective is to achieve matching of the closed loop plant dynamics of Eq. 9 and the reference model dynamics in Eq. 7. Therefore, assume the following matching conditions: Assumption 1. There exist optimal constant weight matrices K * r ∈ R m×m and K * ∈ R n×m such that the following matching conditions hold
The weight errorsK(t) ∈ R n×m andK r (t) ∈ R m×m between the current and optimal weights can be expressed asK
Adding and subtracting BK T (t)x(t) and BK T r (t)r(t) in Eq. 9 and using Eq. 11 and 4 we obtaiṅ
Note, that ifK(t) = 0,K r (t) = 0 and ∆ F (t) = 0, Eq. 12 reduces to the reference model dynamics of Eq. 7 and the design objective would be met. Define Θ(t) ∈ R (m+n)×m and Φ(x(t), r(t)) ∈ R (m+n) such that
Using Eq. 13 we can rewrite Eq. 12 and obtaiṅ
Define the tracking error e(t) ∈ R n as e(t) = x(t) − x M (t). Differentiating e(t) with respect to time yields the error dynamicsė
It follows from converse Lyapunov theory that there exists a unique positive definite matrix P ∈ R n×n satisfying the Lyapunov equation
for any positive definite matrix Q ∈ R n×n . Let Γ Θ ∈ R (n+m)×(n+m) be a matrix containing positive definite learning rates on the main diagonal. Consider the well known adaptive law for MRAC of linear systemsΘ(t) = −Γ Θ ϕ(x(t), r(t))e T (t)P B, which uses only instantaneous data for adaptation (see e.g. Tao, 9 Narendra, 6 Ioannou 10 ). The vector ϕ(x(t), r(t)) and the tracking error e(t) are not available due to the presence of noise. Instead, with e N (t) = e(t) + ∆ F only the following update law can be useḋ
It is well known that in the presence of bounded disturbances classic gradient based learning laws for direct model reference adaptive control alone do not guarantee boundedness of the system signals. In fact, additional terms, such as the classic σ modification of Ioannou 10 or the e modification of Narendra 11 have to be added in order to ensure boundedness of the weight and tracking error. The following section shows, that if concurrent learning adaptive control is used, these damping terms become unnecessary.
III. Concurrent Learning Adaptive Control in the presence of measurement noise
The key idea behind concurrent learning is, that recorded data is used concurrently with current data. With concurrent learning the state vector and the reference input are stored in a history stack Ω ϕ ∈ R (m+n)×p such that
where p is a finite number of stored points. The points are chosen such that they are linearly independent. Once the history stack is full, an algorithm is applied in order to store only points which increase the minimum singular value of the history stack (see Chowdhary 12 ). By estimating the scalar terms Θ * T ϕ(x j , r j ) for each stored point j and comparing them with the current terms Θ T ϕ(x(t), r(t)), a gradient decent based adaptation can be established for every stored point to reduce the weight error. Once the history stack contains at least as many linearly independent points as the number of unknown weights (referred to as the rank condition) and in the absence of noise, concurrent adaptation on instantaneous and recorded data guarantees exponential tracking and convergence of the weights (see e.g. Chowdhary 4, 5 ). In the presence of measurement noise, concurrent learning adaptive control ensures convergence of the tracking and weight error dynamics to a compact set and hence boundedness of all system signals.
In order to estimate Θ * T ϕ(x(t), r(t)), Eq. 14 needs to be solved. For this, the time derivative of the state vector has to be known. In most cases the state derivative can not be measured directly (an example where this is possible is aircraft velocity). Still, methods, such as the Nonlinear Adaptive Variable Structure Derivative Estimator of Xu 13 or optimal fixed point smoothing (see Gelb 7 ) exist to estimate the state derivative. However, online methods tend not to be robust against measurement noise. For concurrent learning the state derivative does not need to be available online. Furthermore, the state derivative only needs to be estimated for specifically selected points.
Optimal fixed point smoothing is a method for arriving at a state estimate at some time t, where 0 ≤ t ≤ T , by using all available data up to time T . The fundamental process model for a second order system is given by
The smoother uses the process model of Eq. 18 to combine a forward Kalman Filter, which operates on all data before time t, and a backward Kalman Filter, which operates on all data after time t, to arrive at an estimate of the state that uses all available information (see Gelb; 7 see Appendix for smoother equations). Note, that with full state feedback assumed, the smoother is not intended to be a state observer, but as a noise filter and a reliable estimator ofẋ in the presence of Gaussian white noise.
Letx j ∈ R n be the estimate of x j and letẋ j ∈ R n be the estimate ofẋ j of the j th stored data point obtained using an optimal fixed point smoother. The Kalman Filter estimation error and covariance are bounded (with an appropriate choice of process and noise covariances, see Gelb, 7 Jazwinski 14 ) for the given process model in Eq. 18. Then, we
we have assumed B to have full column rank, (B T B) −1 exists. Then, solving Eq. 14 to Θ * T ϕ(x(t), r(t)) yields
In the absence of measurement noise the term Θ * T ϕ(x(t), r(t)) could have been recreated for the j th data point by calculating the right hand side of Eq. 19. However, since not all terms are known due to the presence of noise, instead define Ψ(x(t), r(t)) ∈ R m as an estimation of Θ * T ϕ(x(t), r(t)):
For the j th data point, define the error between Θ * T ϕ(x j , r j ) and its estimate as
Note, that once the j th point is stored, χ j is constant. The background training signal for the j th data point in the nominal case is created by j (t) = Θ(t)ϕ(x j , r j ) − Θ * T ϕ(x j , r j ) (see e.g. Chowdhary 5 ). However, again due to the presence of noise not all terms are known. Hence, define a different background signalˆ ∈ R m for the j th data point:
Substituting Eq. 22 with Eq. 21 and noting that
The concurrent learning weight update law in the presence of measurement noise is then given by:
Theorem 1. Consider the system in Eq. 1, the reference model in Eq. 7, the control law of Eq. 8, the state estimate of Eq. 4 and let Ω ϕ = [ϕ 1 , ϕ 2 , ..., ϕ p ] be the history stack matrix containing recorded states and reference signals. Let p ≥ n + m for t 0 be the number of recorded data points during a phase were the update law of Eq. 17 with additional damping term was used. Let x(t 0 ) ∈ B α , define γ ≥ max(ϕ(x(t), r(t)), ϕ(x(t), r(t)))∀ϕ(x(t), r(t)) ∈ B α and δ =
. Then if the exogenous reference input r(t) is such that B m = {x rm :
x rm ≤ m rm }∀t ≥ t 0 and m rm ≤ α − δ the concurrent learning weight update laws of Eq. 24 guarantee uniform ultimate boundedness of all system signals.
Proof. Consider the following positive definite and radially unbounded Lyapunov candidate
Taking the time derivative of Eq. 25 along the trajectory of the tracking error dynamics of Eq. 15 yieldṡ
Inserting the update law of Eq. 24, the training signal of Eq. 23, the estimation error dynamics of Eq. 6 noting that with Eq. 4,Θ T (t)φ(x(t), r(t))e
T (t) and canceling like terms, we have
Let Ω ϕ = p j=1 ϕ(x j , r j )ϕ T (x j , r j ) and let γ ≥ max(ϕ(x(t), r(t)), ϕ(x(t), r(t)))∀ϕ(x(t), r(t)) ∈ B α . Assume that (n + m) linearly independent data points were recorded while using the instantaneous update law in Eq. 17 with an additional damping term. Since the update law guarantees boundedness of all system signals we have χ j ≤χ. Assume ẋ rm (t) ≤x D . Note, that K * ≤K and for convenience define the following simplifications which hold for every ϕ(x(t), r(t)) ∈ B α : 
Then Eq. 27 can be bounded bẏ
Choose λ f sufficiently large. Then, the set Ω δ = {(e,Θ, ∆ F ) : ( 2(λmin(Q)−2c11) } is positively invariant, withV (e(t),Θ(t)) ≤ 0 outside of Ω δ . Let δ = 4c4 Hence, if the exogenous input r(t) is additionally such that the state x rm (t) of the bounded input bounded output reference model of Eq. 7 remains bounded in the compact ball B m = {x rm : x rm ≤ m rm }∀t ≥ t 0 and m rm ≤ α − δ, then ϕ(x(t), r(t)) ∈ B α ∀t ≥ t 0 . Hence, the bound γ on ϕ(x(t), r(t)) and ϕ(x(t), r(t)) as well as the simplifications in Eq. 28 hold ∀t ≥ t 0 and the solution of the closed loop system (e(t),Θ) is ultimately bounded.
Remark 1.
Once the rank condition is met the concurrent learning adaptive law guarantees boundedness of all system signals. Hence, updating the history stack according to Chowdhary 12 still results in an upper bound on χ j .
Remark 2. With concurrent learning adaptive control the weights are bounded around their true values. Whereas, with damping terms, such as σ modification or e modification the weights are bounded around a preselected value (often chosen to be 0). Hence, the performance of the control law is expected to improve.
Remark 3. The output of the fixed point smoother is not used in the closed loop system until after estimation has finished. The estimates are used to calculate the (constant) uncertainty term Ψ j for the j th point, which is then stored along with the history stack Ω ϕ . Hence, with an appropriate choice of process and noise covariances, the estimation error and covariance of the Kalman Filter are bounded. Furthermore, the states of the smoother do not have to be included in the Lyapunov analysis of the closed loop system in order to ensure stability.
Remark 4.
In the case the noise can be assumed to be bounded, the low pass filter in Eq. 5 can be omitted. In this case letx(t) = y(t). Hence, ∆ F a priori bounded and lies in a ball B F = {(x(t), x(t)) | x(t)−x(t) ≤ w 1 }∀t ≥ t 0 .
IV. Demonstration through Numerical Simulation
In this section we present simulation results for the control of a simple linear system with concurrent learning with noisy measurements. We use the following second order plant:
Assume that the state matrix is unknown for the purpose of the control design. Note, that, as the eigenvalues are λ 1 = 1.236 and λ 2 = −3.236, the plant is unstable. The design objective is, to make the plant behave like the following second order reference model with natural frequency of 3.9rad/sec and damping ratio of 0.7:
The simulation runs for 15 seconds with a time-step of 0.001 seconds. The reference signal r(t) is comprised out of 2 parts. The first 3 seconds are occupied by a sine function with frequency 2rad/sec and an amplitude of 5
• in order to provide sufficient excitation in the history stack. The reference command is equal to 0
• between second 3 and 4. The second part is composed out of three step inputs with amplitude 10
• at second 4, 9 and 14. Each step input lasts for 2.5 seconds. The output is corrupted by unbiased band-limited white noise with variable strength. The control input of Eq. 8 was used, along with the concurrent learning weight update law of Eq. 24 with Γ Θ = 20. As long as the history stack does not contain as many linearly independent points as the dimension of the uncertainty, a σ modification term with κ = 0.01 is added to the update law in order to guarantee boundedness of all system signals. The history stack is empty for t 0 and contains at most 8 data points. Along with the states and the reference input, the uncertainty term Ψ is stored by evaluating Eq. 20. Only data points which are sufficiently different than the last stored point were considered for storage. Furthermore, data points were stored using an algorithm that adds or replaces existing data points only if the minimum singular value Σ m in(Ω ϕ ) increases (see Chowdhary 12 ). The background training signal is constructed with Eq. 23. The adaptive weights K were initialized at zero and K r was initialized at 7.5. The simulation results of concurrent learning are compared to the results of the instantaneous update law of Eq. 17 with σ modification term, where κ = 0.01, and the same learning rate Γ Θ . Figure 1(a) shows the tracking performance of the adaptive controller with concurrent learning. It can be seen that the states of the reference model and the plant states are hardly distinguishable after about 3 seconds. In comparison, the plant in Figure 1(b) does not track the reference model as adequately when only the instantaneous update law is used. The performance difference is also apparent in the evolution of the tracking error in Figures 2(a) and 2(b) . The reason for that becomes clear if we examine the evolution of the adaptive weights in Figures 3(a) and 3(b) . After the rank of the recorded data is equal to the dimension of the uncertainty term (in this case equal to 3), the tracking and weight error dynamics are guaranteed to be exponentially stable if there is no measurement noise (as shown in Chowdhary 5 ). In the case of measurement noise, the tracking and weight error dynamics are bounded. While in the case of concurrent learning the weights converge to a compact set around their ideal values (see Figure 3(a) ) in the case of only instantaneous adaptation the weights stay bounded around a preselected value (see Figure 3(b) ), here chosen to be zero.
The convergence of the tracking error and the weights to a domain can also be seen in the evolution of the Lyapunov function in Figure 4 (a). Even though, for concurrent learning a deviation from zero cannot be observed after 5 seconds, the Lyapunov function never entirely stays equal to zero. This is, again, due to the measurement noise. Figure 4(b) shows the evolution of the singular value when the singular value maximization approach of Chowdhary 12 is used to update the history stack. It can be seen, that, as the minimum singular value increases, the size of the domain around the true weights, in which the current weights reside, decreases. Figure 6 shows the evolution of the plant input. Even though the input is strongly excited, its absolute value is bounded. Finally, Figure 5(a) shows the unfiltered measured output of the system. As can be seen, the performance of the Optimal Fixed Point Smoother is superior to only a Forward Kalman Filter. Especially the estimate of the time derivative of the state is estimated more precisely by the Optimal Fixed Point Smoother and thereby reduces the training signal error.
V. Demonstration through Experimentation on a Quanser 3 DOF Helicopter
The purpose of this section is to validate the presented concurrent learning adaptive controller on a real world system, namely the Quanser 3-DOF helicopter. The system is depicted in Figure 7 . The system consists of an arm mounted on a base with two rotors and counterweight at each end. The system can pitch and yaw about the mount of the arm by varying the voltage on the two rotors attached to the arm. The system can also roll about the axis of the arm. Yawing motion is achieved by applying a rolling moment to the arm by applying different voltages to each A linear model for the system can be assumed to have the following form:
The state matrix A of the system is unknown, the control effectiveness derivative relating the pitch actuation to pitch rate M δ has been estimated as M δ = 0.5. The pitch angle θ is available for measurement through an encoder, the pitch rate is estimated using a Kalman filter based fixed point smoother using a simplified process model for the system given below:ẋ
Further details on how such a smoother can be implemented can be found in Chowdhary. 15 Control objective is to make the system behave like the following second order reference model with natural frequency of 2.8 rad=sec and damping ratio of 0.7,ẋ
For these values, an estimate of the ideal gains was found to be K * = [−16 − 8] and K * r = 16. Note that the estimates of K * ,K * r are not required for the implementation of the controller, they were estimated for the purpose of comparison that follows. The experiment runs for 90 seconds with a time step of 0.0025 seconds. The reference signal is a cosine function with frequency 0.3 and amplitude 5
• for 47 seconds, followed by two steps of magnitude of 5
• at 5, 54, and 74 seconds each lasting 10. The control law of Eq. 8 is used along with the adaption law of Eq. 24, with Γ x = 6 and Γ r = 10, which are held constant through the experiment. A pre-recorded history stack is not available. Hence, until the history stack is verified to meet the rank condition, a σ modification term with λ = 0.1 is added to the adaptive update law in order to guarantee boundedness of the weights. The σ modification term is removed after the history stack reaches full rank. The adaptive weights K were initialized at zero and K r was initialized at 5. Figure 8 shows the tracking performance of the adaptive controller with concurrent learning. It can be seen that the system performance improves significantly once the rank condition on the history stack is met at about 13 seconds. After which, the system tracks the magnitude of the cosine function and the steps accurately. However, the system lags slightly behind the reference model. This is possibly due to unknown prevalent hardware time delays in relaying the command to the system and unmodeled actuator dynamics. The reason for the improved performance becomes clear if the evolution of the weights in Figure 9 is examined. Once the rank condition is met at about 13 seconds the weights begin to converge to a compact set around their estimated ideal values rapidly. The feedforward gain K r needs only 10 seconds to converge to a compact set while the feedback gain K takes about 30 seconds longer. The feedforward gain converges to a neighborhood of the estimated ideal value of K * r = 8 with an error of about 5%. Additionally, the steady-state value of the feedback gain k 1 differs by about 5% and k 2 differs by about 11% from the estimated ideal values of K * = [−16 − 8]. This can be attributed to errors in calculating the ideal values and also to the presence of noise, disturbances, and unmodeled dynamics in the system.
It is interesting to note that almost zero tracking error is observed during steady state conditions, which indicates that the adaptive controller can trim the system effectively in presence of disturbances and time delays. In combination, these results validate that the concurrent learning adaptive controller can deliver good tracking performance despite noisy estimates of the pitch angle from the encoder, unmodeled time delays, and presence of external disturbances.
VI. Conclusion
We showed robustness of a concurrent learning adaptive controller against noisy measurements. A concurrent learning controller uses instantaneous data concurrently with recorded data. The result is subject to a condition on the boundedness of the estimation error of the Optimal Fixed Point Smoother. We showed that this condition results in the convergence of the tracking error and the weight error dynamics to a compact set around the zero solution. We demonstrated the effectiveness of the presented concurrent learning adaptive control through an exemplary simulation of a second-order system. The results indicate, that, if the recorded data meets a verifiable condition on linear independence and the estimation error of the Optimal Fixed Point Smoother are bounded, then the tracking error is ultimately bounded in a domain around the equilibrium point. Furthermore the adaptive weights converge to a compact domain around their true values. Additionally, we demonstrated the effectiveness of the presented concurrent learning adaptive controller through experimentation on a Quanser 3-DOF Helicopter. 
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Evolution of Adaptive Weights
Switched to Concurrent Learning Figure 9 . Evolution of the adaptive weights with concurrent learning. Note that after the history stack meets the rank condition at about 13 seconds the weights converge to a set around their theoretically obtained values. Unmodeled uncertainties and disturbances prevent the system to converge totally.
