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Résumé 
Le problhe auquel on est confronté est celui de I'interprétation de signaux provenant 
d'anomalies géophysiques. Ces deniières, vues comme des sources, excitées par le champ 
électromagn6tique dit primaire provenant de puissantes antemes émettrices, feront rayon- 
ner B leur tour un champ ékctromagnétique secondaire. Théoriquement, le lieu geometri- 
que parcouru par le champ 61ectrornagn&ique total résultant des champs primaire et 
secondaire, est une ellipse dite 'ellipse de polarisation'. 
Ces sources sont vues comme des demi-plans iafinis parfaitement conducteurs. EUes 
sont definies en prospection électrm~6tique. notamment par la methode VLP. (very 
low fkquency), par deux parm&tres B extraire de l'ellipse de polarisation. Les deux para- 
mbtres en question sont le taux d9ellipticit6 5 rapport des axes mineur B majeur de 
l'ellipse et l'angle O que forme l'axe mineur avec l'axe vertical ( 2 )  d'un repère cartésien 
(y, z ) centrd A l'origine. Le taux d'eUipticit6 e et l'angle O constituent ainsi les signamres 
des sources, en nous renseignant sur la profondeur d'enfouissement et sur l'inclinaison 
de chacune d'entre elles par rapport B un axe vertical. Ces signatures, appelées aussi 
r6pc)nses vL.F.. sont simdées. Lw description est d6taiIiée dans la premi&e partie du 
document. Notre &ude est ainsi bas& sur des simulations d'un réseau matriciel de cap 
teurs disposés au sol. 
Dans la deuxième partie du travail, on s'atteile & la tkhe d'identification des signaux 
que transmet ce réseau de capteurs, en particulier dans le cas où ces sources sont rappro- 
chées. L'observation faite sur chaque capteur, est considérée comme la combinaison 
lineaire ou mkîure de toutes ces sources. B laquelle peut s'ajouter du bruit gaussien ou de 
toute autre nature. Ainsi, le milieu où sont plongées ces sowces, joue le r61e d'un opéra- 
teur de tramformation héaire ou encore de matrice de mélange. Le processus d'identifi- 
cation-interpr&ation consiste alors en la sépararion des signaux observés sur les capteurs, 
restituant les signaux sources, et de LB les informations sur les anamalies ghphysiques. 
Tout l'art est dans la séparation de la mirhue de ces signaux, et I'andyse en composantes 
indépendantes est 1& pour nous aider B la faire. 
Notre Chide s'achève par une comparaison faite entre deux methodes d ' d y s e ,  soit: 
l'analyse en composantes independantes (A.C.L). et l'analyse en composantes princi- 
pales (A.C.P.). Avec 1'AC.P. les observations sont dkcom6Iées, par diagonalisation de 
leur matrice de covariance. Par contre 1'AC.L nous pennet d'extraire la base canonique 
de signaux indCpendants en diagonalisant le tenseur de cumulants des observations 
effectuées au sol. 
Abstract 
The problem with which we are dealing, is the one of interpreting signals of geophys- 
i d  anomalies. These anomalies are called sources, and are modelled sheet Like semi-infi- 
nite plans conductors. producing the so cailed seconnRry deztromagnetic field, when 
excited by the primery field prapagated from antuinas useci for submarioe communica- 
tions. Theoretidy, the total electmnagnetic field is elliptically polaruad, then we are 
interested only by the principal parmeters, namely the ellipticity raüo f and the dip 
angle O. These parameters (signais) heip us define the sources, by giving us the depth of 
the bumieci sources. and their inclination. The synthesis of these signais, is the k t  part of 
the study. 
In the second part of this work, we deal with the identification of these signais, even if 
we are in the presence of a lot of closed sources. These data observed via a matrk net of 
sensors, are the linear combinations or the m i m e  of dl these sources, with or without 
additive noise. gaussian or otherwise. Ali these signais are obviously obtained by simula- 
tion and the medium. where these sources are burried, is acting like a linear transformation 
operator or a minng matrix. The process of identification-interpretation, then wnsists in 
the sepration of these "mixed" signais. By doing this, we also have ail the informations 
about the geophysical anomalies generating them. The principal tool namely, the indepen- 
dent component andysis, where we diagonalize the tensor of cumulants of the observeci 
data is used to achieve ibis sepuration. 
Finally, we gave a brief cornparison between the independent components aaalysis 
(LC-A.), from which can extract the canonical bas& of independent signais, and the princi- 
pal components andysis (P.C.A.). where we obtain only uncorrelateci sigaals, by diagonal- 
king the covariance rnatrix of the observeci data 
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Chapitre 1 
INTRODUCTION 
1.1 Historique et nature du problème 
La recherche minière dans son aspect découverte de nouveaux gisements. constitue 
une des multiples applications de la gtophysique. En empruntant au vocabulaire des gée  
physiciens, tout gisement de quelque nature qu'il soit est appel& anomalie géophysique. 
Si ces anomalies géophysiques sont conductrices d'&cticité, l'exploitation de cette pro- 
prieté de pair avec celle des champs &ztromagnétiques environnants. forme l'ensemble 
des mCthodes de prospection électromagn6tique. 
Toutes ces methodes servent B iaterpreter les signaux Cmis par ces sources (anomalies 
gtophysiques) et l'on s'attardera particulièrement sur celle dite v1.f.'-&xtromagn6tique. 
Toutefois, cette mtthode sera plut& utilisée pour synth6tiser les signaux qui joueront le 
r6le de signantres de ces sources. Ces sources ont 6té modelisées par Il], [2], [3], 141, 
comme des demi-plans infinis conducteurs enfouis dans la terre et cette dernière est consi- 
dérée par [4], [SI, à deux couches seulement. L'interprétation des signaux émis par ces 
sources, vise à pouvoir 'revenir' aux sources ayant produit ces signaux, en donnant tout au 
moins comme dans notre cas: la profondeur d'enfouissement dans la terre et l'angle 
d'inclinaison de chacune des sources. 
1.2 Définition du problème 
On étudie le cas où nous sommes en présence de plusieurs sources rapprochées. Le 
milieu (la terre) et la promiscuité des sources sk , k E { 1,2, . . ., S )  , engendrent une mir- 
hre de signaux observables au sol par un réseau matriciel de capteurs ci, 
j É ( 1.2, ..., C} . Cette mixture notée y = {yk) : vecteur de données, résulte de la 
transformation linéaire du vecteur sources 3 = {sk) par une matrice M dite de mélange. 
La mixture 7 à laquelle peut s'ajouter du bruit gaussien ou de toute autre nature, s'écrit 
alors: 
où iY est le vecteur bruit à k composantes {wk} . Le nombre S de sources { s k }  est con- 
sidéré au plus égal à celui des capteurs C = {ci) , S 5 C .  Ainsi le problème se réduit à 
celui d'identifier M et notamment le vecteur sources S B partir du vecteur de données y .  
En I'absence totale ou partielle d'information sur M,  l'identification est dite alors, "aveu- 
gle" ou "myope". 
1.3 Objectifs et organisation du mémoire 
Les objectifs du présent mémoire se résument ainsi: 
1. Synthèse des signaux: 
D'emblée, nous rappelons que le présent travail est entièrement basé sur des simu- 
lations. Dans la première partie (chapitre 2) du présent mémoire on trouve, outre les 
aspects théoriques concernant la méthode de prospection v.1. f.-électromagnétique et le 
modèle choisi de l'anomalie géophysique, la synthese des signaux ou signatures des 
anomalies géophysiques. Ces signatures servent lors de l'identification à interpréter les 
signaux que produisent les sources ou anomalies géophysiques. Le modèle choisi de 
l'anomaiie géophysique est celui que propose Pddar [5]. Pour synthétiser les signatures 
des anomalies géophysiques telles que modélisées par [5], nous avons dll entreprendre une 
analyse mathématique assezfme afin de concrétiser les étapes de la section "rnethod of 
computation", page 1063 de la référence [5]. 
2. Identification par anaiyse en composantes indépendantes: 
La deuxième partie (chapitres 3 et 4) englobe des aspects théoriques qui conduisent 
dors foumir une solution au type de problème tel que défini dans la section 1.2. Afin 
d'identifier M et 3,  on fait appel à l'analyse en composantes indépendantes (A.C.I.) et 
spécifiquement à l'algorithme de séparation de ces signaux, qui est attribuable a Comon 
161. L' identification-interprétation des observations se fait par séparation des signaux 
sources ce qui conduit h la restitution des signatures des anomalies géophysiques. 
Reste à citer la partie charnière entre la première et deuxième partie. En effet, par le 
tracé des histogrammes des signatures synthétisées cette partie charnière fait ressortir que 
ces signaux sont possiblement de distribution non gaussienne. La mise en évidence du ca- 
ractère non gaussien des signaux synthétisés est appuyée par une comparaison avec des 
distributions de sinusoïdes telles que données par 171. 
3. Comparaison de 1'A.C.I. à I'analyse en composantes principales (A.C.P.): 
Cette demière partie qui fait l'objet du chapitre 4 est basée sur la référence [8]. Par 
comparaison à 19A.C.I., on montre comme dans 181 Z'incupacité de 1'A.C.P. à résoudre ce 
type de problème, à savoir, I'identification-interprétation s'agissant de signaux non gau- 
ssiens. L'analyse en composantes principales fait appel à la statistique d'ordre 2, contraire- 
ment à I'analyse en composantes indépendantes qui fait intervenir la statistique d'ordre 
supérieur. 
Chapitre 2 
LA SYNTHÈSE DES SIGNAUX 
Dans œ chapitre. on introduit la méthode de prospection v1.f.-6lectromapCtique 
dans le but de decrire les signaux que I'on syntfi6tise. Ces derniers qui rappelons-le cons- 
tituent les signahues des anomalies géophysiques sont aussi appelés par les géophysiciens 
repenses V.L.F. Après une courte présentation du modèle de l'anomalie geophysique 151, 
la synthhe des repenses VLR découlant de la résolution des equations mettent en jeu les 
composantes complexes magnetiques horizontale Hy et verticale Hz du champ electro- 
magnetique, est décrite en dttail. Suivra, afin de calder ces composantes du champ 61ee 
tromagn6tique. la résolution de transformées de Hankel que constituent les expressions du 
champ électromagnétique total. Pour y parvenir, la methode [9]. utilise la résolution de 
produits de convolution discr&te. Finalement, de ces repenses VLR synthCtisees et 
représentk dans trois abaques, on trace leurs histogrammes. Ces derniers nous donnent 
une id& sur la "distribution" statistique de chacun de ces signaux synth6tisés. 
2.1 Présentation de la méthode V.LmF. 
D u  réseau mondial de stations haute-puissance V.L.F. mis en place pour la navigation 
maritime, les émissions de signaux vL.F. sont utilisées comme sources de prospection 
électromagnétique. Les positions de ces stations sont telles que, de n'importe quel point 
du globe, on puisse capter au moins deux stations. La méthode V.L.F. en exploration géo- 
physique, utilise comme source de prospection électromagnétique, celle des stations 
radios militaires très puissantes. qui émettent dans la bande de fréquence de 15 à 25 kHz 
[3]. Si l'on se place à des distances suffisamment éloignées des émetteurs, l'onde électro- 
magnétique qui théoriquement est tangente il des cercles concentriques autour de 
I'antenne peut être considérée comme plane. 
De nombreuses études théoriques basées sur différents modèles ont été entreprises, 
[1] à [5] ,  afin de mieux comprendre les réponses V.L.F. .Ces études mettent e n  évidence 
l'influence de nombreux facteurs et les modèles considérés demeurent toutefois, de 
géométrie simple. 
2 3  Paramètres principaux à synthétiser 
Toutes les méthodes de prospection électromagnétique utilisées s'accordent pour ne 
prendre en compte que les composantes magnétiques du champ électromagnétique, et 
desquelles d6coulent deux param5tres constituant les n5ponsesV.L.F. 
Si l'on se place dans le repère cartésien Y, Z de la figure 2.1, où sont représentées la 
composante magnétique du champ primaire supposée horizontale If et celle du champ 
secondaire H' déphasée d'un angle a. dors de [I l ,  les composantes magnétiques hori- 
zontale cy ( t )  et verticale c, ( t )  du champ total ( t )  résultant des champs primaire et 
secondaire, s'expriment comme suit: 
De [SI, la source d'excitation harmonique dépendante du temps est de la forme dWt ,
représente un certain déphasage et $' = atm H< - cosa  - sine 
9 [ I l -  
HP + HI - cosa - sine 
Figure 2.1 Champ électromagnétique total 
Le lieu parcouru par ( t )  a pour équation: 
C'est l'équation d'une ellipse dite "ellipse de polarisation" (figure 2.2) d'axe majeur 
'a' et d'axe mineur 'b' incliné par rapport à l'axe vertical (2) d'un angle 8, 
Figure 2 .2 Ellipse de polarisation 
et de taux d'ellipticité 6 défini comme le rapport des axes mineur sur majeur: 5 = b/a . 
Les paramètres principaux 8 et 5 sont représentés à la figure 2.3 ci-après. En trait continu 
on représente l'évolution de 5 et en discontinu celle de 8 . Quant aux diverses quantités: 
a,, cm,, et &, que sont les amplitudes crête-&-crête et les écarts entre extré- 
mums de chacun des deux paramètres (Q, 6 ) ;  ces demières servent lors de l'identifica- 
tion-interprétation des signaux. Les grandeurs (6'5) sont calculées à la section 2.4.6., et 
s'expriment notamment en fonction des composantes complexes HysN et HIN. Ces dern- 
ières, telles qu'obtenues dans nos équations (2.13) et (2.14) à la page 27, représentent le 
rapport des champs total sur primaire, des composantes magnétiques complexes horizon- 
tale et verticale. Sur la figure 2.3, en ordonnées on porte alors ce rapport qui s'exprime en 
(%) et sur l'axe des abscisses la quantite y' = y / 6  sans unités. 
Figure 2.3  Paramètres secondaires 
Dans le tableau ci-après, 151, sont reportés les symboles rencontrés dans les diverses 
expressions matht5matiques du présent chapitre. 
Tableau 2.1 Symboles utilisés dans la première partie 
xv Y ,  z coordonnées 
kj j = 0. 1.2 facteurs d'onde 
composante y du champ total 
composante y du champ primaire 
comp, y du champ primaire à z = O 
composante z du champ primaire 
composante z du champ total 
champ total 
champ primaire 
fonction des facteurs d'onde k .  et 
de A la constante d*int@atio$ 
rapport des conductivités a,/a2 
principaux paramètres 
fonction de la composante y du 
champ en phase et en quadrature 
fonction des paramètres p. et de 
n ia constante d' in t~p i t i ck  
fonction des facteurs d'onde k 
i 
fonction des paramibes q . et de r la 
constante d'intégration J 
conductivités 
perméabilité du vide 
l'épaisseur de la couche 
pronfondeur d'enfouissement du con- 
ducteur 
inclinaison du conducteur 
variables d*int&gration 
epaisseur de peau 
constante 
phase 
axes majeur et mineur de I'eHipse 
fonction de la composante z du champ 
en phase et en quadrature. 
fonctions, voir sections 2.3.1 à 2.4.1 
2.3 Présentation du modèle 
Pour la synthèse des réponses V.L.F., le modèle choisi est celui dont l'étude détaillée 
se trouve dans [4] et [SI. Dans la prospection électromagnétique iLL.F., l'onde se propage 
dans le 'guide d'onde' que constitue l'ionosphère et la terre. A plusieurs longeurs d'onde 
de l'antenne de transmission, l'onde reçue peut être considérée comme plane. 
Dans la figure 2.4, l'axe Z du système de coordonnées (X,Y,Z) est vertical au plan 
(X,Y). A Z = 0, c'est la surface de la terre, qui sépare les deux espaces (2 > O) de conduc- 
tance a. et de perméabilité magnétique p~ de l'air, et (2 < O) la terre considérée & deux 
couches de conductances a,, q [SI- Le demi-plan conducteur se trouve à une profondeur 
h de la terre, incliné d'un angle a par rapport 2 l'axe vertical où d représente l'épaisseur de 
la première couche. Les facteurs ko7 kl et k2 représentent les facteurs d'onde, dans les 
espaces (2 > O), (-d I Z I O) et (-O < < -4, respectivement. Du champ primaire (inci- 
dent) dans la terre (2 < 0) qui s'y propage et du champ secondaire (diffracté) résulte le 
champ totd défini uniquement par ses trois composantes: Ex, Hy, Hz [4] et [SI. 
Figure 2.4 Géométrie du modèle 
Pour résoudre le probkme en terme de réponse électromagnétique (E.M.) du demi- 
plan conducteur dans la tem & deux couches et où l'onde se propage verticalement, 
Poddar [SI donne une représentation sous forme d'équation intégrale du champ électrique 
fonction de courants diffractés dans le demi-plan et de la fonction de Green appropriée. 
Dans la section qui suit se trouve brièvement résumée la méthode qu'emploie Poddar pour 
parvenir aux expressions des composantes Ex, Hy et Hz des champs électrique et rnagné- 
tique. 
2.3.1 Expressions des champs 
Comme le champ total ainsi que tous les paramètres du milieu (terre) inhomogène 
sont considérés indépendants de l'axe x d'un repère (x, y, 2 )  [SI, alors le champ total ne 
sera défini que par ses trois composantes (Ex,  H,, et HZ) liées par les deux équations de 
Maxwell suivantes, en supposant la source d'excitation harmonique dépendante du temps 
de la forme dwr : 
où le champ électrique Ex (y, z )  satisfait l'équation d'Helmholtz suivante: 
Finalement, en tenant compte des conditions aux limites du demi-plan et du nouveau 
système de coordonnées (y' 2' ), montré A la figure 2.4, y = y' cosa - z' sina, et 
z = y' - sina + z' - cos a. de 151 on réecrit I'expression du champ électrique: 
où Ex, E(: sont les champs total et primaire. Jx la composante en x de la densité 
superficielle de courant dans le demi-plan et G (yt0, ~ '~ ;y ' '  2) fonction de Green appro- 
priée- D'après [IO] aux points y' = yVo et z' = z', . Ex présente une singularité logarith- 
mique. L'expression de Ex mène alors à deux équations intégrales de Fredholm de 
première et deuxième espèce [5]. Cette dernière est utilisée pour la transformée de Laplace 
du courant diffracté par application de la technique de Wiener-Hoph [SI. Afin d'alléger le 
texte. on ne reproduit pas les calculs développés par I'auteur [5].  mais plutôt I'expression 
finale du champ électrique soit: 
P 42k2 
E , ( y , z )  = & y , t ) - E  - B . - -  cos (a/2) exp (jk2h) 
x X~ jn 
avec 
2Tl 1 f3 = - -  
A' 
exp (- tz - q2 (h - d) ) . Quand aux facteurs rencontrés dans les expres- 
sions de B. fi.  fi et de f3. ils s'expriment comme suit: 
2 2 2 2  2 2 2  
k = p i  = t  - k ,  etp  = - k . ;  ié (1 .2) .  
L i L i z 
( 6 ,  = q2cosa - jtsina),  (c2 = q2cosa + jtsina) et 
Des équations (2.1) et (2.2) sont tirées les expressions des composantes complexes 
magnétiques suivantes Hy , Y grandeurs qui nous intéressent: 
cos ( a / 2 )  - exp uk2h) 
Y 
cos (a/2) exp (jk,h) 
z - 
k1 cos (k ,d)  - j sin (k ,d )  
r )  
2.4 Calcul des champs 
On réécrit les équations (2.3) et (2.4) ,05 N (cl ) , N ( c,) dans f l ,  sont remplacés 
par NI (O = WCl) I c i ,  N 2 ( 0  = N ( Q  IG2=( avec les différents paramètres 
d h Y d = h' = $, y' = 8, z' = et les constantes d'intégration A: = h -6, t = t 6 6 
A 
exprimés en fonction de 6 = (l'épaisseur de peau) [SI. 
Alors, (2.3) et (2-4) vont s'écrire 
09 { ( U N 2 (  + V ( t )  ) cos ( lyv)  dl  + j l  (uAi2(t') - VN* ( t ' ) )  sin ( l y ' )  di' 
O O 
P P 
H y  (y', 2' )  = (y', 2') - H , (y', 2') C - A,  
z 2 0  
00 {i (% ( t t )  + VN, ( t ' )  ) sin (t'y') di'-jj (UN2 (t ')  - VN, (t ')  ) cos ( l y ' )  dt 
O O 
où les différents panmètres rencontrés dans (2.5) et (2.6)' s'exprimeront leur tour 
C = exp (-&/%I 
{ cos (d'drm) - j& sin ( d J G )  ) 
et U = Clo A, , V = V, A, , avec 
- cos ( a / 2 )  exp u f i h ' )  
= .-1 
2.4.1 Expressions de NI@') et Nz(t') 
Les fonctions NI ( f )  , N2 (t ')  qui se trouvent dans le membre de droite des équations 
(2.5) et (2.6) sont solutions du système d'équations intégrales suivantes et s'expriment, 
[SI, comme suit: 
avec (a, h', cf, m) les paramètres caractérisant le milieu géologique et le demi-plan 
conducteur infini modèle de l'anomalie géophysique ou source. Quand aux fonctions 
M, Q, R, S . leurs expressions de base données par 151 sont 
et en reprenant les expressions précédentes des facteurs 
2 2 2 2  2 2 2  
k. = j p o O Q i , q .  = t  - k *  e t p  = h - k  ; i €  (1,2) 
I L z i i 
nous obtenons pour les différentes fonctions rencontrées dans M, Q, R, S les expres- 
sions suivantes: 
Maintenant on effectue le changement de variables suivant, rendant l'écriture plus 
aisée de (2.7) et (2.8), soit: 
v , ( ~ , x )  = =osa( JZj + JZj) + sina (t  - X) 
on obtient en définitive pour les fonctions M, Q. R, S Iw expressions suivantes: 
et le système d'équations intégrales (2.7), (2.8), devient 
où A (X) et A ont pour expressions les suivantes: 
A 
exp (-2p2 (h' - 6) )
Une fois les expressions de NI ( t ' )  , N2 ( t ' )  bien établies, on peut passer maintenant à 
la résolution du système d'équations intégrales (2.9) et (2.10). Les solutions N, ( t ' )  et 
N, (t') du précédent système se substituent à NI ( t )  , N2 ( t ')  dans les membres de droite 
des équations (2.5) et (2.6). Ces dernières rappelons-le, sont les expressions des com- 
posantes complexes magnétiques horizontale et verticale du champ électromagnétique 
total. 
2-43 Résolution du système d'équations intégraies 
Les équations (2.9) et (2. IO) constituent un système d'équations intégrales, que l'on 
résoud par la méthode des approximations successives comme suggéré dans [5]. De plus, 
la méthode de résolution par approximations successives, [Il], consiste d'abord à 
approxirner à l'ordre zéro, en mettant les termes sous le signe intégral 
N, (X) =Nt (h') = 1 . Une fois fait, les intégrales obtenues ainsi dans (2.9) et (2.10). 
après approximation à l'ordre zéro, sont résolues numériquement selon la règle de Simp- 
son et les solutions obtenues se substitueront à NI (A.'), N2 (h') dans le système d'équa- 
tions intégrales en question. 
Le processus continue ainsi jusqu'à l'ordre cinq ce qui correspond à six itérations. En 
fait, le nombre d'itérations r6sulte du compromis à faire entre rapidité de convergence 
dans la résolution du système (2.9) (2.10) et la précision avec laquelle on désire obtenir 
ces solutions. Une erreur relative de l'ordre de 1% est raisonnablement acceptée dans le 
calcul de ces solutions. Les fonctions NI (?') , N2 (t') qui sont donc solutions du système 
d'équations intégrales (2.9) et (2.10)' une fois déterminées servent au calcul des corn- 
posantes complexes magnétiques HYw, HZ données par les équations (2.5) et (2.6). Leur 
résolution fait l'objet de la section 2.4.4 à la suite de la section ci-après où ces équations 
sont C'abord identifiées à des transfodes de Hankel. 
Les expressions des champs Hf. Hf, ne sont en fait que des transformées de Hankel, 
où d'après [12], sin(t'.y9) et cos(t'.y') sont à un facteur près, des fonctions de Bessel 
d'argument (t' .y'). 
De 11 31 soit la fonction suivante 
où q(s) est dite transformée de Hankel defl*) représentée par N Mx)), et .lu(.) est la 
fonction de Bessel d'ordre u. Tout comme la transformation de Fourier, celle de Hankel, 
entre dans la classe des transformations définies par des noyaux de Fourier, autrement dit 
des transformations pour lesquelles la relation 
entraine d'après [ 131 
Ainsi pour mettre en évidence ces transformées de Hankel, réécrivons les équations 
précédentes (2.5) et (2.6) 
w 
{ j ( u N 2 ( t )  + viv, (tl) 1 - cas ( ly ' )dt l+jj  (uN~(I )  -w, (t )  - uo 
O O 1 
et en remplaçant les fonctions cos(.) et sin(.) par leurs expressions correspondantes 
tirées de 1121, [13] en fonction de celles de Bessel, soit: 
alors, (2.5) et (2.6), deviennent 
P P Hi (y'. 2') = H , (y', 2)  - , (y'. 2) C Al 
Z 2 0  
Pour la mise en évidence de ces transformées de Hankel. définissons comme [13] les 
fonctions suivantes: 
et par le changement de variable suivant 
on aboutit alors ii la définition de la transformée de Hankel où, dans ce qui suit, @(x) et 
~ ( y )  sont dites transformées l'une de l'autre de Hankel [ 131. 
Autrement dit: 
est la transformée de Hankel inverse, quant il 
Y (y) = I x  J v ( x y )  @(x)dr= K { @ ( x )  }, 
elle est la transformée de Hankel directe. La transformation de Hankel généralise 
celle de Fourier, satisfaisant les conditions suffisantes de validité: 
@(x) 2 variation bornée, et I@ ( x )  1 d.r qui existe [ 131. Io 
Les équations (2.11) et (2.12) seront réécrites en utilisant la transformée de Hankel 
telle que définie, les noyaux de ces transformées sont f,, = U N,+ V -  NI et 
Dans ces conditions les équations (2.1 1) et (2.12), après normalisation des corn- 
posantes complexes magnétiques H,., Ht du champ total par rapport à celles du champ 
primaire <., HPl on obtient alors H,,,, HZN qui s'écrivent 
Ainsi les grandeurs normalisées du champ total de composantes complexes horizon- 
tale HfN et verticale renferment des transfom6es de Hankel dont la résolution est 
vue en détail dans la section qui suit. 
2.4.4 Résolution des transformées de Hankel 
Pour résoudre ces transformées de Hankel, on peut procéder par la méthode quadra- 
tique gaussienne entre les zéros de JJ.), et appliquer par la suite la transformation d'Euler 
pour accelérer la convergence des séries infinies (parfois très lentes!) [14]. Afin de réduire 
le temps de calcul qu'exige la méthode citée, on passe plutôt par la résolution d'un produit 
de convolution discr&te, comme il est montré dans [9], [15] et 1161. 
Avec 191, [15] on constate, moyennant un changement de variables, que les trans- 
formées de Hankel dans les équations (2.1 3) et (2.14), peuvent s'écrire sous la forme d'un 
produit de convolution. 
Sous forme symbolique et en reprenant les notations introduites dans la section précé- 
dente, nous aboutissons aux transformations suivantes: 
avec les p i ,  i E { 1, . . . ,4) produits de convolution discrète et Hi, i E { 1, . . . ,4) 
transformées de Hankel. Dans la section suivante est détaillé le passage d'une transformée 
de Hankel à un produit de convolution discrète. 
2.4.4.1 De la transformée de Hankel au produit de convolution discrète 
Ce qui suit dans cette section est tiré de [9] et de 1151. Soit la transformée de Hankel 
de la fonction h (g) d'ordre u 
Par le changement de variable suivant x = ln ( b )  * b = exp (x) et 
y = ln($) a g = exp (-y) . on aboutit à la nouvelle expression de la transformée de 
Hankel 
identifiable à un produit de convolution qui dans sa simple définition s'écrit 
où dans (2.15). on multipliera les deux membres par (ex) pour plus d'analogie avec 
l'expression d'un produit de convolution. La fonction h(.) est appelée fonction d'enîrée? 
Hu(.) fonction de sortie et le terme entre crochets est la réponse dufiltre linéaire qui à son 
tour sera défini dans la section suivante. L'équation (2.15) s'écrit il nouveau après multi- 
plication de ses deux membres par (ex) : 
Si l'on discrétise l'expression (2.15)' cela revient ii l'écrire comme suit 
où i, j sont des entiers, L, (i) désigne le filtre linéaire et les termes dans L, sont les 
coefficients de ce filtre. Dans ce qui suit les coefficients L, dufiltre linéaire, ceux de pon- 
dération, seront désignés par Wu et la fonction d'entrée hl.) est remplacée par 
lu = *l/Z 
[.] pour se ramener ainsi à notre cas d'étude. Les arguments des fonctions Of". v* s, v 
[.] sont remplacées par l'expression suivante: [exp (AL - In (y') ) ] , où les At 
sont les abscisses dufilhe linéaire préalablement calculés. 
En définitive la résolution de ces transformées de Hankel. qui conduisent i I'évalua- 
tion des composantes complexes horizontale et verticale Hyw HzN normalisées du champ 
totd, se ramène au calcul suivant du produit de convolution (2.16) discrétisé: 
sont les transformées de Hankel de noyaux 0 f&dU =*1/2 - 
Les composantes complexes magnétiques horizontale et verticale du champ total, en 
reprenant les notations précédentes, vont s'écrire dors 
Pour la composante complexe magnétique horizontale HYN du champ total on a 
et pour la composante complexe magnétique verticale HIN on obtient 
avec Wk les coefficients du filtre linéaire. Ak leurs instants d'apparition et L'expres- 
sion entre crochets dans les équations (2.19) et (2.20) représente t'argument des fonctions 
Pour compléter la résolution de ces transformées de Hankel il reste à définir le filne 
lingaire, en d'autres termes calculer ses coefficients W pour 6 = +1/2 et de 4, = *l/2 
longueur k E ( 1, 2, . . . ,283 ) , telle que spécifiée par [9]. Pour clore la partie consacrée à 
la résolution des transform6es de Hankel, dans la section suivante sera détaillé le calcul 
des coefficients de ces filtres. 
2.4.5 Filtre linéaire d'Anderson 
Dans cette section nous voyons l'approche d'Anderson [9], [15], pour la résolution de 
ces transformées de Hankel. Cette approche semble être assez répandue. comme en témoi- 
gne la riche bibilopphie citée dans [9] et [15]. L'approche en question consiste en la réal- 
isation de filtre Linéaire qui conduit & la résolution du produit de convolution discrète et 
par la même à celle de la transformée de Hankel. 
Dans la conception du filtre linéaire. Anderson [9] a remarqué de fqon empirique, 
que la paire de fonctions d'entrée-sortie EÏ, Si dont les allures sont à rapide décroissance 
ne font qu'accroître la précision de ces filtres. De plus comme dans [9], [15], nous faisons 
observer que les fonctions d'entrée h(.) complexes et continues, font partie de la classe des 
signaux pouvant aller jusqu'à posséder plusieurs pôles et osciller, toutefois leur enveloppe 
doit être décroissante. Cette paire de fonctions d'entrée-sortie Ei, Si avec i e { 1,2) 
judicieusement choisie par [9], s'écrit 
E~ = e x p ( 5 )  [exp (-exp ( - 2 ~ )   - exp (-2exp ( -2y )  ) 1 
1 1 
à II = -- et pour u = - 
2' 2 
nous avons 
où x = y = A k ,  et k~ { 1,2, ... ,283) détermine la longueur des filtres. Le reste de 
l'étape de mise en œuvre de ces deux filtres ii u = FI / 2  est décrite en détail dans ([15] 
page 1289) et pour des raisons d'allègement du texte ne sera pas reproduite ici. 
Finalement nous rappelons que les W sont les coefficients des deux filtres 
-lu = *Il2 
préalablement déterminés et sont stockés dans deux tables ou matrices et 
w ~ I  . Ak représente les instants d'apparition de ces coefficients sur un horizon de u = I/2 
Ak E [-26-30] avec un pas d'échantillonnage de 0.2 et [O] les noyaux des intégrales dans 
les expressions (2.13) et (2.14) qui ont pour argument [exp (Ak - In (y') ) ] . 
Dans la figure 2.5. on représente les évolutions de ces coefficients des filtres: 
en fonction de leurs instants d'apparition A L .  En dehors de 
u = 1/2 
l'intervalle fixe que l'on défini pour k c { 13 1, 132, . . ., 149 ) . on remarque que les 
courbes décroissent et tendent rapidement vers zéro. Celà permet de rendre adaptatif ces 
produits de convolution discrète ce qui se traduit par un gain de temps dans le calcul. Pour 
cela on ne considère que les valeurs significatives du produit de convolution au moyen 
d'un critère de tolérance [9] et [ 151. 
I 1 1 t t I I 1 
-4 -2 O 2 4 6 8 
Abscisses du fittre 
Figure 2.5 Coefficients du filtre a (u = f 1/2) 
Ce produit de convolution discrète. comme précédemment enoncé. peut être rendu 
adaptatif. Pour cela on établit le critère de tolérance ctol = maximum (Iproduit x toll) 
, où pmduit est le produit de convolution et toi un facteur de tolérance de l'ordre de 1 0 - ~  
pris dans notre cas. Le critère de tolérance ctol est défini ?î l'intérieur de l'intervalle fixe où 
k E { 131, 132, . . ., 149) . En fait la valeur du facteur de tolérance peut être ajustée selon 
la précision avec laquelle nous voulons obtenir nos résultats dans le calcul des produits de 
convolution discrète. 
A la fin de l'étape 1 qui correspond à l'intervalle fixe k E { 13 1 132, . . 4 9  où le 
critère de tolérance est déterminé ctol = maximum (lproduit x f o l ( )  , on passe à l'étape 
2 (k > 149) . Le processus d'adaptativité consistera alors à y arrêter le calcul du produit 
de convolution si la valeur maximum (Iproduit x tuil) < ctol , pour passer par la suite à 
l'étape 3 (k  < 13 1 ) qu'on peut stopper si le critère maximum ( lprodui t  x toll) < ctol 
est rencontré. Cette adaptativité contribue à un gain certain dans la rapidité de calcul des 
transformées de Hankel. Ces tests sont effectués sur les parties réelle et imaginaire 
indépendamment l'une de l'autre, dans les expressions de chaque produit de convolution 
discrète à calculer. Il est 2 noter qu'en présence de termes oscillatoires dans les fonctions 
0 0 , le critère d'adaptativité tel qu'adopté ci-avant poumit produire un arrêt pré- 
fu."' glSv 
rnaturé des tests tel que remarqué par 191. En effet dans ce critère on ne tient pas compte 
des plusieurs passages par zéro des fonctions 8 ' 0  . Toutefois le choix de ce critère 
fa, g,o 
ctol reste maintenu et ce maintien est motivé d'autant plus que ces fonctions sont à 
décroissance rapide. Ainsi on anive à terme de la procédure de calcul des produits de con- 
volution discrète et par conséquent de la résolution des différentes transformées de Han- 
kel. On clôt ce chapitre par le calcul des composantes complexes magnétiques 
normalisées, horizontale et verticale HySw HtN ' du champ total et par celui des principaux 
paramètres (0,5). 
2.4.6 Calcul des principaax param&tres 
Des grandeurs en phase (réelle) et quadratique (imaginaire) de ces composantes com- 
plexes du champ, on tire de [SI, les expressions des paramètres ou réponses V.L.F. 
6 (y') et tan 2E) (y') . 
2 .  h j  h,. sir@ 
5= 
Les paramètres 6 (y') et tan28 (y') , le dernier étant parfois remplacé par 8, sont 
représentés dans trois abaques telles qu'illustrés aux figures 2.6,2.7 et 2.8: 
1 I 1 1 
- - - A. 
1 I I 
-0-8 -0.6 -0.4 -0.2 O 0.2 0.4 0-6 0.8 1 
Abscisse Y 
Fimre 2.6  Abaque # 1 
I I 1 I I L I 1 I I 
-0.8 -0.6 -0.4 -0.2 O 0.2 0.4 O. 6 0.8 1 
Abscisse Y' 
a = 00 , h' = 0.01 5: 0: - - - -  
F i w e  2.7 Abaque # 2 
Figure 2.8 Abaque # 3 
Le choix des valeurs des différents paramètres dans les abaques, s'est plus porté sur 
des valeurs usuelles, qu'il ne fût réellement motivé par des considérations de calcul ou 
autre. Pour plus de lisibilité dans ces abaques, on ne représente que 3 courbes pour chaque 
paramètre (soit 6 courbes) par abaque. 
mAbaque#2: a = 0°, h' = 0.2 et r n - c f  = [O, 0.2,0.4,0.6,0.8,1.0] . 
De plus, durant toute l'étape de synthèse de ces réponses V.L.F. sont fixées les gran- 
deurs, telles que la fréquence f = 20kHz. et les différentes conductivités 
Dans la construction de ces abaques (figures 2.6'2.7 et 2.8) le choix des valeurs pour 
les paramètres devient donc quasiment illimité si de plus on fait varier la fréquence et le 
0 1  rapport rn = - des conductivités. La limite s'impose donc d'elle même par le fait que 
6 9  
L 
l'exécution du programme (codé en MATLAB version unix) peut prendre jusqu'à deux 
jours par un ordinateur SUN SPARC 20. 
En résumé, il est rappelé et de façon succinte toutes les étapes concernant la synthèse 
des signaux réponses V.L.F. dans cette première partie: 
On part avec le modèle proposé par Poddar [SI; 
des équations des composantes complexes du champ total. établies par Poddar [SI; 
on développe ces équations pour leur réécriture en fonction de grandeurs sans unité; 
on résoud d'abord un système d'équations intégrales car les solutions font partie des 
équations du champ total, par la suite; 
Les transformées de Hankel mises en évidence dans ces équations des champs sont 
résolues, non pas par une méthode classique qui prend beaucoup de temps, mais plutôt 
par la résolution de produits de convolution discrète 191. 
Ces produits de convolution discrète nécessitent la mise en oeuvre de deux films [9], 
pour finalement calculer les composantes complexes horizontale et verticale k$, q, 
du champ total dont les expressions rappelons-le sont données par [SI. 
Les réponses V.L.E caractérisées par les paramètres 5 ( y ' ) ,  tan20 (y') sont en fin de 
compte calculées et représentées sur abaques (figure 2.6 à figure 2.8). 
Ces signaux synthétisés définissent physiquement les sources les ayant produit, en 
somme ils jouent le rôle de signatures de ces sources. Par simulation. les données obser- 
vables par les capteurs au sol, sont les mixtures des signaux synthétisés qui sont dues la 
promiscuité des sources et du milieu. Ces signaux synthétisés sont représentés dans trois 
abaques (figure 2.6 à figure 2.8) . Quand à leurs mixtures, ces dernières font l'objet de 
l'étude d'identification-interprétation que leur consacre la deuxième partie du présent 
mémoire. On rappelle les différentes valeurs considérées pour les trois abaques, soit: 
-Abaque #2: a = oO, h' = 0.2 et m - d' = [O, 0.2,0.4,0.6,0.8,1.0] . 
2.4.6.1 Organigramme de synthèse des réponses VLJ. 
Des expressions du champ 
H v ,  4 
Réécriture des expressions, sans unité 
en fonction de (t', k', a, m. h', d'). 
Résolution du Hankel (TH). 
1 Système d'équations 1 i\5 Tranformation des \ 
1 intégrales: l 
(TH) en produit de 
convolution discrète. 
\ Résolution des produi 
\ de convolution discrè?) 
Du calcul des composantes HypN, HzmN 1 
déduction des paramètres c(y ) et &@(y'). 
Figure 2.9 Organigramme de synthèse des réponses V.L.F. 
La synthèse des signaux terminée, on passe 2 la construction de leun histogrammes 
(figure 2.10 il figure 2.12) afin de mieux voir ce qui motive le recours à la statistique 
d'ordre supérieur et par là même, il la méthode d'identification-interprétation telle que 
proposée dans la partie 2. 
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~ i - e  2.12 Histogramme des signaux de l'abaque # 3 
Les histogrammes des signaux des abaques, sont tracés en distribuant chaque signal 
dans I'intervalle [-&fi] . Le but ultime recherché par la construction de ces histo- 
grammes, est celui de nous renseigner sur la "distributionT' statistique de chacun de nos 
signaux synthétisés. De ces histogrammes, on fait observer qu'il est possible 
d'approximer chacune de ces distributions par une loi, dont l'expression de base est tirée 
de [7] et généralisée h nos histogrammes obtenus, elle est de la forme suivante: 
Avec TI, q, y,, et fl~, facteurs que l'on peut ajuster afin de mieux approcher chacune 
des distributions des signaux des abaques. Ainsi si nous posons: 
(r, = a), (7, = T,), (q, = 0.695) et (q, = -TI,) ,
nous obtenons pour (2.21) distribué sur [-&,a] l' llure générale des distributions 
statistiques des réponses V.L.F. synthétisées, tel que montré à la figure 2.13: 
F i m e  2 .i3 Fonction de répartition p(x). 
Des histogrammes et de l'expression générale pouvant les approximer, on remarque 
que les réponses V.L.F.. sont non-gaussiennes. La non gaussianité des signaux (réponses 
V.L.F. entre autres) justifie pleinement le recours 2 la statistique d'ordre supérieur1 par 
I'entremise de la méthode d'identification-interprétation appliquée à ces signaux. 
L'identification-interprétation est vue en détail dans la deuxième partie de ce docu- 
ment. Après une courte introduction faite sur le formalisme tensoriel. l'analyse en com- 
posantes indépendantes suit et constitue le principe même de cette méthode 
d'identification-interprétation. Cette méthode est appliquée aux mixtures des signaux syn- 
thétisés et est élargie & d'autres signaux de "distribution" statistique différente de celle qui 
est approximée par la relation (2.2 1) et telle qu' illustrée la figure 2.13 précédente. 
1. Le lecteur intéresse5 consultera utilement l'article de PADelaney, D.O.Walsh qui contient 258 réfdrences 
WI- 
Chapitre 3 
ANALYSE EN COMPOSANTES 
Dans ce chapitre, on debute par une courte introduction sur le foxmalisme tensoriel où 
la notion de tenseurs et de lem esrimateurs appelés k-statistiques sont définis. Le tenseur 
est vu comme une table B plus de deux indices, contrairement B la matrice qui est B deux 
indias. Suivent la d6finition et les principales propri6tés des cmlants  (sections 3.2.1, 
3.2.2). Deux de ces propri6tés sont essentiellement utilisées dans l'analyse en composan- 
tes independantes, à savoir la propn6té de multilinéarité (propriéte P2) et la proprieté 
d'independance de processus aléatoires (propri6té P4). 
Les bases théoriques de l'analyse en composmtes indépendantes (ACJ.) une fois 
résumées (section 3.3). on énonce l'algorithme d'identifiation-interpretation (section 
3.4). Les mixtures de réponses V.LF. sont simulées, comme s i  e k  Ctaient données par un 
réseau matriciel de capteurs dispos& au sol; sont transformées par 1'AC.I. Cette transfor- 
mation consiste à séparer les mixtures observées afin d'en extraire les signatures synthéti- 
sées dans la premiere partie (chapitre 2) de ce document. On termine le présent chapitre 
par l'application de 1'A.C.I. sur des données réelles qui proviennent du site appelé Mar- 
bridge. L'A.C.1. fût également appliquée à des signaux de distribution statistique autre 
que celle des réponses V.L.F. synthétisées ou réelles. 
3.1 Formalisme tensoriel 
Soit { x i )  un vecteur aléatoire p composantes (indépendantes ou non), dans sa plus 
simple représentation à un seul indice: { x i }  = ( x , ,  . . . J ) . Si la notation vectorielle est 
P 
généralisée avec plus d'un indice, on obtient alors des tenseurs [Ml. En notation tenso- 
2 
rielle l'espérance mathématique E { x ,  - x k }  peut-être représentée par p.,,&. Ainsi 
II l . . . I  2...2 = E (4  xZ} . Rapidement on s'aperçoit que cette notation est évi- 
-p. Jajs -q.fh 
demrnent lourde à manipuler, eu égard au nombre de variables qui risque d'être élevé. 
Dans [18], on lui préfère une notation tensorielle dite de 'puissance' où 
3 5 E { x ,  - x,} = p[351 . Quant à [19], une approche de notation unifiée, incluant les 
moments et cumulants, parait plus avantageuse que celle rencontrée dans [18]. Des virgu- 
les dans les indices sont utilisées pour distinguer les moments des cumulants et l'ordre de 
ces indices n'a aucune importance. Ainsi, kijk = E {XiXjXk} est le moment d'ordre 3 à 
i = j = k et ki, j9 = kqk - kikj, - kiki?, - kkkiT j -  kikjkk le cumulant d'ordre 3 des 
3 
variables Xi, Xp Xk qui donne pour i = j = k , ki = kiii - 3k.k.  . - ( k i )  . 
T T 1 1. L 
Dans ce qui suit, quelques propriétés des tenseurs sont brievernent résumées. Étant 
donné que les tenseurs cumulants sont symétriques, alors leurs estimateun appelés k-sta- 
tistiques le sont aussi [18], [19], [20]. Les tenseurs cumulants sont mutuellement orthogo- 
naux, leurs estimateurs sont alors considérés comme des polynômes orthogonaux 
homogènes et symétriques. Cette symetrie des tenseurs cumulants se traduit par I'inva- 
riance s'il y a permutation dans les indices [2 11. Les cumulants brièvement introduits dans 
cette section, seront détaillés dans les deux prochaines sections. En commençant d'abord 
par leur signification et mode d'obtention. puis viennent les principales propriétés dont ils 
jouissent. 
3.2 Définition et principales propriétés des curnulants 
A l'origine. les cumulants appelés autrefois serni-invariants, se sont vus disputés leur 
'patemdité' par les statisticiens et les algébristes. Toutefois, il n'en demeure pas moins 
que leur introduction comme notion de distance dans la distribution statistique d'un signal 
de celle d'une gaussieme [22], revêt pour nous un caractère fondamental. 
3.2.1 Définition des cmulants 
De [23] et [24] la seconde fonction caractéristique (S.F.C.) du vecteur aléatoire X est 
l'application de CRP (ensemble des réels) dans $ (ensemble des complexes). Cette applica- 
tion est définie par: u CE 91' + Yp ( u) = log@x (u) , où Qx (u)  est appelée première 
fonction caractéristique (P.F.C.) qui se développe et s'exprime en fonction des moments 
comme suit: 
- n  n z * U  
@,(u) = 1 +  c - =  rn, avec m, = E {f} le moment d'ordre n de X. 
n! 
n = i  
Au voisinage de u = O la S.F.C. YI (u) = log@& (u) est développable, et 
s'exprime, [24], ainsi: 
" . k  k R 
L 
Y,(u) = Ç y. K, avec -K - v ~ ' ~ '  ( 0 )  . 
k =  1 
k! k- 
où la quantité Kk s'appelle le cumulant d'ordre k. On obtient alors les expressions liant 
4 aux moments, [24 1: 
" R  k 
et par identification à Yi ( u )  = y K, on peut déduire: 
k =  1 
KI = m l  
3.2.2 Principales propriétés des cumulants 
Avec [23] nous établissons ces principales propriétés: 
P l .  De même que les moments, les cumuiants sont des fonctions symétriques. 
P2. De même que les moments. les cumulants sont multilinéaires ce qui se traduit par 
les deux relations suivantes: 
Siquelquesoiti. ai#O, Cum(al+ --'a P P  x ) = a l - - . ~ p C u ~ ( ~ l ,  -..zp) 
P3. Comme la seconde fonction caractéristique (S.F.C.) d'une suite de variables aléa- 
toires indépendantes (V.A.I.) est la somme des S.F.C.. on déduit que si la suite 
{X,} , n E { L,2, . . ., p )  ; peut être décomposée en deux suites disjointes indépendantes 
alors C u m ( x l ,  ...,xp) = 0 .  
P4. Pour la même raison, si les deux suites { X J  et { y n ) .  n E { 1. z. . . . .pl  sont indépen- 
dantes alors Cum ( x l  + y l ,  ... J~ +y,) = Cum ( x l ,  ...j,J + Cum (y,, ...,y,) . 
P5. Les cumulants d'ordre n > 1 sont invariants par translation. En effet si l'on pose 
T 
y = (x + a )  où a est déterministe alors Yy (u)  = iu a + Y x  ( u )  . 
P6. Pour une suite de gaussiennes dans leur ensemble, les cumulants d'ordre 
n > 2  sont nuis car la S.F.C. se limite à des termes quadratiques en u. 
W. Sous réserve d'ergodicité. l'estimation des moments d'un signai aléatoire station- 
naire peut simplement se faire par moyenne temporelle. Par contre, il semble que l'estima- 
tion la plus simple des cumulants consiste à repasser par celle des moments et à appliquer 
ensuite les formules les reliant. 
P8. Les cumulants et les moments sont en effet reliés, mais par des formules générales 
assez lourdes à manipuler. Toutefois si l'on se Limite à des ordres peu élevés, on obtient 
des résultats relativement simples qu'il convient d'indiquer. Ainsi les quatre premiers 
cumulants (vus dans la section 3.2.1) s'expriment en fonction des quatre moments par les 
relations suivantes: 
Cum (x i )  = E ( x i )  - 
Cum (xi ,  xi) = E (x i )  E (xi) = cov (xi ,  xj)  . 
Si de plus les V.A. sont centrées (d'espérance mathématique nulle) on a: 
Cum (xi ,  xj, xk, x l )  = E ( x i  - xi - xk - xi) 
-E (x ixj )  E (XA)  - E (xi+) - E (xjxl)  - E (xixl )  E (xjxk)  . Ces formules sont tout 
à fait générales, et valables même si certaines des V.A. xi sont égales entre elles. En par- 
ticulier on retrouve Ia formule 
C u m [ x 4 )  = E ( / )  - ~ ( E ( z ) ) ~ ,  qui est nulle dans le cas gaussien. Ces formules 
prennent un grand intérêt dans le cas de variables aléatoires indépendantes (V.A.I.). En 
particulier l'application de la propriété P3 à Cum (x i ,  x,., xk, xl) = E (x i  x .  xk - xl)  
J 
-E (xixj)  E (x& - E (x& E (xjxl)  - E (xixl)  E (xjxk) nous donne: 
( 4, - 6[,, , où ljL1 est l'extension du symbole de Kro- Cum (xi, xI' xk, xI) = Cum xi 
necker qui ne prend que les valeurs O ou 1 et vaut O sauf si i = j = k = 1 ,  et 
Cum (xi,, xi$ ..., xik) = Cum ( xi ') 6B,j, -.-. propriété qui est très commode. La 
k' 
formule correspondante pour les moments serait beaucoup plus compliquée, ce qui 
montre l'intérêt de l'usage des cumulants. 
De ces quelques notions de statistique d'ordre supérieur, nous retenons l'expression 
des cumulants en fonction des moments et les deux principales propriétés P2 et P4. Pour 
les applications, ces tenseurs cumulants sont évidemment estimés et leurs estimateurs sont 
appelés k-statistiques. Nous n'utiliserons que des estimateurs sans biais et tels que définis 
par 1201. Dans les prochaines sections, il est aussi question du choix opté pour des cumu- 
lant~ par rapport aux moments d'ordre supérieur, et de plus que de cumulants d'ordre qua- 
tre. 
3.2.3 Estimation des cumulants d'ordre quatre 
Il semble bien, que de façon très simple on peut estimer les cumulants d'ordre quatre, 
et ce en fonction des expressions de leurs moments. Dans tout ce qui suit, notamment lors 
de la validation de l'algorithme de l'analyse en composantes indépendantes, on ne consi- 
dère que des estimateurs sans biais 'et pour le cas réel [20] (pour le cas complexe voir 
[25]). Les moments estimés sous réserve d'ergodicité, sont donnés par les relations tempo- 
relles suivantes: 
1. Si p est l'estimée de IL = E { x )  . et si p - E { p) = 0 3 p est l'estimateur sans biais de p. 
L'expression de I'estimateur du tenseur cumulant d'ordre quatre pour des variables 
aléatoires centrées et dans le cas del:  
Dans tout ce qui a précédé, il n'a été question que de cumulants plutôt que de moments 
d'ordre supérieur et de plus qu'B ceux d'ordre quatre. Il est donc légitime de se poser la 
question: "qu'est ce qui justifie l'emploi des uns par rapport aux autres?'. 
Dans [23], [27] et [28], l'argumentation verse plus en faveur de l'utilisation de cumu- 
l an t~  et non de moments d'ordre supérieur. Les deux raisons qui y sont notamment invo- 
quées justifient amplement l'usage de l'un par rapport à l'autre (plustôt d'un point de vue 
d'ordre pratique plus que d'ordre mathématique): 
1. Tout comme la fonction de corrélation d'un bruit blanc qui est une fonction impulsion 
et de spectre étendu, les cumulants d'un bruit blanc (d'ordre supérieur) sont des fonc- 
tions impulsion multidimensionnelles et de polyspectres aussi mukidirnensiome~s et 
étendus [28]. Soit x [k] un signal aléatok de l  et centré (de moyenne nulle) et 
C, [k] = C { x  [k, ] . . ., x [kp] ) SOU cumulant d'ordre p. La transformée de Fourier 
rnultidirnensionnelle Sp ( y )  = Ccp [RI - ~ X ~ ( - ~ Z I C & *  - y )  définie le polyspectre 
k 
d'ordre p de x [k] , où h et y sont des vecteurs à p  composantes [23]. 
2. Le cumulant de deux processus aléatoires additifs, statistiquement indépendants, est 
égal à la somme des cumulants de chacun de ces deux processus. Ce qui n'est pas véri- 
fiable pour les moments d'ordre supérieur [23]. Cette propriété, nous permet d'utiliser 
I'opérateur cumulant de façon très aisée . 
Quand à l'ordre quatre utilisé pour les cumulants, ce choix semble être plus un com- 
promis fait entre l'écriture qui est moins aisée pour le tenseur cumulant d'ordre cinq ou 
plus et la valeur du tenseur cumulant d'ordre trois souvent négligeable par rapport à celle 
d'ordre quatre. Néanmoins les cumulants d'ordre trois ou cinq demeurent d'une très 
grande utilité lorsque ceux d'ordre quatre sont minimes. 
3.3 L'analyse en composantes indépendantes 
Cette section est puisée en totalité de [6]. L'analyse en composantes indépendantes 
(A.C.I.), a été introduite par Herauit et Jotten [30], [3 11. L'A.C.1. fut appelée ainsi par 
similarité à l'analyse en composantes principales. On verra plus loin jusqu'où on peut 
aller dans cette comparaison. L'introduction des statistiques d'ordre supérieur (S.O.S.), ou 
pour reprendre la terminologie anglaise de 'higher order statistics' (H.O.S.), sont venus 
asseoir d'autres méthodologies dans le traitement statistique des signaux. Evidemment, l'a 
prion' de caractère gaussien des signaux n'est plus considéré [29]. 
33.1 Présentation de 1'A.C.I. 
Soit le modèle linéaire suivant: 
avec 5 ï j  des vecteurs aléatoires, à vaieurs dans ÇR (réel) ou $ (complexe), centrés 
E {y) 1 E {r) I E {v)  = O. et de covariance finie. M est une matrice rectangulaire et 3 
vecteur aléatoire de composantes statistiquement indépendantes. 
Le problème abordé par 1'A.C.I. est le suivant: on désire estimer M et 3. connaissant 
les T réalisations de 3.  Toutefois, et Zi cause de I>, il est impossible de restaurer entière- 
ment X. 1'A.C.I. ne peut être appliquée sur le modèle (3.2) tel quel, alors on considère plu- 
tôt le modèle suivant: 
oh 2 est un vecteur aléatoire, ayant ses composantes maximisant une certaine fonction 
de contraste. Cette fonction de contraste, nous renseigne sur l'indépendance statistique 
des composantes de I ,  lorsqu'elle est maximale. Ainsi le problème défini est celui d'un 
problème d'identification. Ces problèmes sont qualifiés parfois d'aveugle ou de myope, vu 
que l'on désire estimer M et P en n'ayant accès qu'aux seules observations y. De plus la 
matrice de mélange M de par sa stmcture déterminera s'il s'agit d'un problème d'identifi- 
cation ou de d6convo1ution. Dans ce dernier cas, la matrice M est dite de structure de 
Tœpliîz. 
L'A-C-1. de Y = F Z, si le vecteur aléatoire iN est de matrice de covariance finie V' , 
est définie par la paire de matrices {F, A) teile que: 
2 Vy = F - A - F* , où A est une matrice diagonale réelle positive, et F une matrice de 
fang P* 
2 7 = F 2, où de covariance A à ses composantes indépendantes au sens de la 
P 
maximisation d'une fonction de contraste. 
33.3 Fonctions de contraste 
Le meilleur moyen de prouver l'indépendance des composantes du vecteur aléatoire 
EN est de mesurer Ia 'distance' des deux membres de l'égalité suivante: 
N 
où p, ( u )  est ia densité de probabilité du vecteur aléatoire EN, et 6 
'distance' définie il son tour par Kuiiback comme: 
En remplaçant pz (u) par IIp (u,) , nous définissons l'information mutuelle qui 
xi 
s'exprime d o n  par: 
De la définition de 6 
-' - J  , l'information mutuelle tend B s'annuler si et seulement 
si les variables xi sont mutuellement indépendantes. Alors nous verrons, que cela peut -
constituer une bonne fonction de contraste, 
3.3.4 Standardisation 
LR but de la standardisation est de transformer un vecteur aléatoire 2 en un vecteur i 
qui possède une covariance unité. Soit le vecteur aléatoire i avec E ( 2 )  = O et de matrice 
de covariance V = E (i* - i) . Par décomposition en vecteurs propres (E.V.D.) [32] de la 
2 matrice de covariance V = U - A LI*, on obtient pour la variable standardisée l'expres- 
- 1 
sion suivante: 2 = h LI* - 2.  En d'autres termes la standardisation revient à 'blanchir' 
les observations et seulement par filtrage linéaire B l'ordre deux. Dans [23] il est d'ailleurs 
montré que de façon générale il est impossible de blanchir ces données il un ordre supé- 
rieur à deux. Dans la section suivante sont vus en détail, la fonction de contraste et Ie cri- 
tère de contraste. 
33.5 Fonction et critère de conbraste 
Le but de cette section est de définir le concept de maximisation de la fonction de con- 
traste qui constitue le noyau central de l'algorithme utilisé dans I'identification-interpréta- 
tion, 
3.3.5.1 Définifinition de la fonction de contraste 
Toute application Y de l'ensemble des densités de probabilité de P tel que 
-N 
3 E J + 3 et qui possède les propriétés suivantes: 
1 )  Y ( p z )  = Y (pPX)  , où P est une matrice de permutation quelconque. 
2) Y (p , )  = Y ( P M )  ,où A est une matrice diagonale inversible. 
3) (PAL) = (p , )  , où A est de la forme: A = A - P et si E à ses composantes 
indépendantes, dans ces conditions 
constitue alors une fonction de contraste. 
Des théorèmes qui suivent résulte une proposition de fonction de contraste et I'abou- 
tissement de l'identification de la matrice M du modèle Linéaire (3.2) par la matrice F. 
Pour toutes les démonstrations de ces théorèmes, voir 161. 
Th6orème 1 
4) Si X, i deux vecteurs aleatoires tels que L = B X avec B une matrice rectangulaire, 
5) si * a des composantes indépendantes et Z a des composantes indépendantes par 
paires, et 
6) si B a deux termes non-nuls, dans la même colonne j , alors la composante xj est 
soit g a d e n n e  soit déterministe. 
Soit le vecteur aléatoire X ,  de composantes indépendantes et ayant au plus une cornpo- 
sante gaussienne. Soit la matrice orthogonale CINxNl et le vecteur aléatoire z avec 
Z = C - 3, alors les propriétés suivantes sont équivalentes entre elles: 
7) Les composantes zi sont indépendantes par paires. 
8) Les composantes z ;  sont mutuellement indépendantes. 
9) La matrice C se décompose comme C = A - P, où A est une matrice diagonale et 
P une matrice de permutation. 
Du théorème 2 on tire ies implications suivantes: 
10) Le contraste défini: Y' ( p i )  = -I (p-) restera valable pour tout vecteur aléatoire z , 
2 
ayant au plus une composante gaussienne. 
1l)SiY = M - X , Y  = F - i  e t a  quisatisfaitlethéorèmel. 
12) Si la fonction de contraste Y satisfait le point (3), alors l'égalité 
Y ( P )  = Y (PI) est vérifiée si et seulement si: 
F = M A - P , où A est une matrice diagonale inversible et P une matrice de permu- 
tation. Autrement dit on arrive à identifier M par F et Z par t, mais sans toutefois pou- 
voir lever I'indétermination sur la permutation et le signe. 
33.5.2 Critère du contraste 
De I'étude détaillée du critère d'optimisation de la fonction de contraste [6] (page 
295)- oc l'on cherche une matrice orthogonale Q qui maximise le contraste 
Y ( p z  = - ( p - )  tel que défini au point (IO), on retient I'expression de la fonction de 
2 
contraste suivante: 
Avec Q une transformation orthogonale reliant, et i vecteurs aléatoires standardi- 
sés, par l'égalité suivante: 
où p est le processus observé, i l'estimation de n dans le modèle (3.2) et K.. . les 
l t . . . l  
cumulants marginaux standardisés 2 l'ordre r. Pour r 2 3 la fonction de contraste, de vec- 
teurs ayant au plus un cumulant marginal nul (soit au plus une composante gaussienne), 
satisfait le point (3). 
- 
Soit Ki , ...,q = Cum {Zt, z,, ..., Z q )  , où C u .  signifie cumulant et par r notons la 
f d l e  des cumulants standardisés de et par K celle de = Q - 9 .  D'après la propriété 
P2 de multilinéarité, le tenseur cumulant standardisé du vecteur i qui s'exprime en fonc- 
tion de celui de y et à I'ordre 4, s'écrit alors: 
Y(Q) est un polynôme de cumulants marginaux notés par Ki, * 1. Alors la dérivée de 
la fonction de contraste dY = O ,  impose des conditions seulement sur les composantes 
du tenseur cumulant standardisé à deux indices différents 161. En d'autres termes ce théo- 
rème, stipule que l'indépendance par paire est suffisante. Afin de maximiser Y (Q) , il est 
donc nécessaire et suffisant de considérer seulement les cumulants par paire de i . 
Ainsi, on peut dégager à la suite de ce qui a été établi, un algorithme [6], [25], facile 2 
mettre en œuvre pour la séparation des signaux. Le problème d'identification-interpréta- 
tion, revient en fait Zt la séparation des données observées que sont les mixtures des répon- 
ses V.L.F. Après analyse en détail des opérations effectuées par cet algorithme, suit 
évidemment l'étape de validation de I'algorithme tel que décrit ci-dessous. D'emblée il est 
à préciser que l'application de l'algorithme porte essentiellement sur des données simu- 
Iées et pour deux cas: 
Cas de deux sources: Seulement deux capteurs au sol nous fournissent la mixture de 
deux réponses VL.F., et l'opération d'identification-interprétation se fait par la sépara- 
tion de ces signaux. 
Cas de quatre sources: Ce sont quatre capteurs qui nous délivrent la mixture de quatre 
réponses V.L.F., de même que dans le premier cas, l'identification-interprétation se fait 
par la séparation de ces signaux. 
Le choix des réponses V.L.F. synthétisées, du nombre de sources ayant générées ces 
signaux. ainsi que la structure de la matrice de mélange est totalement arbitraire. On 
estime plus intéressant d'élargir l'étude par le rajout notamment de signaux de distribution 
statistique autre que celle des signaux synthétisés. 
Pour la mise en œuvre de I'dgorithme, la première tâche consiste à 'blanchir' ou à 
standardiser les observations Y. Au lieu de procéder comme suggéré à la section 3.3.4 par 
décomposition (E.V.D.), on préfère décomposer ces observations en valeurs singulières 
évitant ainsi le calcul de la matrice de covariance de Y.  Les observations Y pour le genre 
de problème qu'on a à traiter sont représentées sous forme mahicielle de la façon sui- 
T 
vante: Y = [Y,, ..., Y,- i ,  y,] , avec les Y i  = [y,,, yi2, ... ,yi ] vecteurs colonnes. 
m 
Etape de calcul de la S.V.D. (décomposition en valeurs singulières): 
Si la matrice des données est Y [, n1 , rn représente le nombre d'échantillons (ou les T 
réalisations) de chacune des n composantes du vecteur d'observations Y. 
La traditionnelle S-VD. de Golub-Reinsh, où (m l n )  de Y s'écrit conune 
SVD(Y) = V - S - I I * ,  
Dans notre cas comme m >P n (c'est le cas le plus fiéquent), d o n  nous adoptons la 
méthode de calcul de la S.V.D. proposée par [33]. Cette décomposition s'écrit comme suit: 
où les différents facteurs ont pour expressions: Z* Y = [3 obtenue par décornpo- 
sition Q R  ( Y) , R matrice triangulaire supérieure et SVD (R) = X - S . rC . Ainsi sont 
déterminés tous les facteurs dans l'équation (3.8). La première tâche de l'algorithme étant 
décrite, l'algorithme au complet et implanté tel quel, est dors reproduit dans la section qui 
suit immédiatement. 
3.4 Algorithme 
1. Décomposition en valeurs singulières des observations: 
SVD(Y) = C O X - S - P  
2. Initialiser 
z = f i -  (x-Q)* e t L  = Y-s/&. 
3. Initialiser 
4. Début de la boucle "balayage": k = 1, ..., km,, avec km, 5 1 + f i  
5. Début de la boucle "paire { i j  } à traiter": prw  = 1. . . . , P .  (P- 1) 
2 
(a) Estimation des cumulants de (Zi* , ) . . . . . . 
(b) Déterminer l'angle a qui maximise Y( Q ('*"), avec Q ('" matrice de rotation 
plane de Givens dans le plan { i j  }, a E [-n/4,x/4] . 
(c) Accumulation de F = F Q ( L J ~ *  
(d) Mise B jour de Z = Q(ivj) . z. 
6. Fin de la boucle "traitement de la paire (i j}". 
7. Fin de la boucle "balayage" prématurée si Bo <t I /m. 
L'étape (5-b) est la tâche essentielle qu'exécute cet algorithme, soit la maximisation de 
la fonction de contraste. Tel qu'il à été vu dans la section 3.3.5.2, la fonction de contraste à 
maximiser ne dépend que des cumulants marginaux l?i, i, ..., i. Maximiser cette fonction 
de contraste revient en d'autres termes, à minimiser les cumulants croisés. De plus, 
comme il est énoncé dans le théorème 3, pour maximiser Y (Q) il est nécessaire et suffi- 
- 
sant d'utiliser uniquement les cumulants par paires de t. autrement dit, celà revient à 
minimiser les cumulants croisés par paires et qui sont de la forme: Ka, b, c, (i) , avec 
(a, b, c, d )  E {i, j} . La minimisation des cumulants croisés se fait par application de la 
1. Z- . représente le vecteur ligne % = [zi, zi, 2,. . . zi, ,J . t ,  ... ... 
transformation orthogonale Q qui est la matrice de rotation plane de Givens. La matrice 
de rotation de Givens est de la forme suivante, avec c = cos a et s = sin a : 
Sur la stratégie à employer pour le traitement des paires (i j }, on peut procéder selon 
un ordre préétabli soit par les lignes ou soit par les colonnes, en décrivant toutes les paires 
une par une . Cette stratégie définie le balayage cyclique naturel tel qu'illustré à la figure 
3.1. Soit une mixture de quatre signaux zk, k[ 1,. .. ,4] . p = 4, alors le nombre de paires 
( i j }  à traiter est donné par p (p - 1) /2 = 6 .  
Figure 3 .1 Balayage cyclique naturel 
Lorsqu'on applique une rotation plane dans le plan { i j } ,  on minimise les cumuiants 
croisés de la forme: Ka, b , ,  d ,  avec a, b, c, d E { i  J) . En revanche ce ne sont pas les seuls 
cumulants qui sont affectés, par cette rotation de Givens. En effet. tous les cumulants, dont 
un indice au moins est dans {i j} sont modifiés: (2) , où 
II sera donc indispensable, pour le traitement de la paire suivante de recalculer les 
cumulants nécessaires. Pour cela deux moyens s'offrent à nous, soit en utilisant la pro- 
priété de multilinéarité telle que formulée dans l'équation (3.7) ou soit à partir de la défini- 
tion des cumuiants appliquée aux observations, calculés explicitement après 
transformation par Q (i* . 
Le noyau central de l'algorithme (5-b), rappelons-le est la maximisation de la fonction 
de contraste. Le calcul qui mène à la détermination de l'angle a de rotation de la matrice 
de Givens maximisant cette fonction de contraste, est donné dans le cas réel par [6], [7] 
(voir [25] dans le cas complexe). Cette étape est détaillée comme suit': 
(1) Calcul des racines du polynôme w (5) d'ordre 4: 
(2) Evaluation du polynÔmeY ( 6 )  ou fonction de contraste: 
1. AU point (2) Y (Q) G Y (5) . 
(3) Déterminer la valeur de 5, qui maximise l'équation (3.10). 
(4) Calcul des racines de I'équation du polynôme suivant: 
en ne retenant que la solution e0 E [- 1, 1 ] a E [ -~ /4 ,~ /4]  . Les démonstrations rela- 
tives aux différentes expressions des polynômes, notamment du point (2)' et de leurs coef- 
ficients ne sont pas reproduites ici pour des raisons d'allègement du texte. Toutes ces 
démonstrations se trouvent dans 171, [34], [35]. Les coefficients des polynômes (3.9) et 
(3.10) s'expriment ainsi. [7]: 
3.5 Validation de l'algorithme 
La figure 3.2 représente le modèle linéaire d'équation 9 = M . k + SY . Dans cette 
figure, 3 représente le vecteur des signatures synthétisées (chapitre 2), M représente la 
matrice de mélange de ces signaux, et W un bruit gaussien ou de tout autre nature. La sor- 
tie Y constitue la mixture observable par les capteurs. 
Figure 3.2 Modèle linéaire 
Dans la section 3.3.1 on a vu que 17A.C.I. ne s'applique pas sur le modèle de la figure 
3.2. mais plutôt sur celui d'équation = F - t . Par conséquent, le processus d'identifica- 
tion se ramène à celui qui est représenté par le schéma bloc de la figure 3.3, où chaque 
bloc désigne une étape ou plusieurs étapes de l'algorithme d'identification-interprétation. 
Dans la figure 3.3, L la matrice de standardisation est obtenue par la décompostion en 
valeurs singulières (S.V.D.) comme déjà vue 2 la section 3.4. Q = Q'" est la matrice de 
rotation de Givens dans le plan (ij] . 
Figure 3.3 Schéma bloc d'identification 
Quand au trio de matrices { D, A, P }, non représenté dans l'algorithme, il a pour rôle 
en fin de traitement de définir la matrice F et ce de façon unique. A est la matrice diago- 
nale dont les éléments rangés par ordre décroissant représentent les normes des colonnes 
de la mahice F . La matrice diagonale D est telle que la transformation F D impose à la 
plus grande valeur de chaque colonne de F d'être positive. Quant 2 P .  c'est une matrice 
de permutation. 
On clôt cette section en parlant de la complexité de calcul de l'algorithme d'identifica- 
tion-interprétation. Si k représente le nombre de balayages et m celui des réalisations de 
chacune des n composantes dans la donnée observée Y, alors l'algorithme à une com- 
plexité de l'ordre 0 ( 6  k n2 m) Bop (opérations à point flottant), [6]. 
L'algorithme de séparation ou d'identification-interprétation1 tel que décrit dans la 
section 3.4 est codé en MATLAB version UNIX (voir programmes en annexe). L'A.C.1. 
est appliqué aux mixtures de signaux synthétisés de la première partie de ce document. 
ainsi qu'à d'autres signaux de distribution statistique, différente de celle des signatures 
synthétisées. Dans la dernière section 3.5.1.6, l'analyse en composantes indépendantes est 
appliquée à des données réelles qui proviennent du site appelé Marbridge. Ces données 
nous ont été fournies par le Professeur Chouteau du département de géophysique, à qui au 
passage, lui sont renouvelés nos remerciements. 
35.1.1 Application à deux et à quatre paramètres 
Le choix des réponses iLL.F* synthétisées, du nombre de sources ayant générées ces 
signaux, ainsi que de la matrice de mélange; est totalement arbitraire. Par réponses wL.F. 
on désigne les paramètres 5 et O représentés sur les trois abaques (figure 2.6 à figure 2.8) 
construits dans la première partie de ce document (section 2.4.6.1). 
L'A.C.1. fût appliquée dans le traitement des mixtures des réponses V.L.F., suivantes: 
1. On utitise aussi parfois A.C.I. pour analyse en composantes indépendantes, 
Rénonses V.LE svnthétisées, considérées 
1 -Deux paramètres (tan2Q,des abaques # 1 et #2) 
(a) cas sans bruit 
(B) cas avec bruit de distribution uniforme 
2-Ouatre paramètres (tan20,des abaques #l et #2) 
(a) cas sans bruit 
Les deux paramètres choisis dans les cas 1-(a) sans bruit et 1-(B) avec bruit, sont tirés 
des abaques #1 et #2 (figure 2.6 et figure 2.7): 
Les quatre paramètres choisis dans le cas 2 (a) sont tirés aussi des abaques #l  et #2 
(figure 2.6 et figure 2.7): 
tan20 
[ (h l=O.O1) ,  @ = O ) ,  ( m - Y "  = 0 . 2 ) ]  
[ (hl  = 0.20) ,  (a = O), ( m - Y  = O S ) ]  
Ces paramètres sont au préalable nomalis6s avant de produire leur mixture. Les matri- 
ces de mélange considérées sont choisies de façon arbitraire. Dans les deux cas de mixture 
à deux et à quatre paramètres, les matrices de mélange sont respectivement: 
de vecteur circulant à droite [- -0 1 -2 1 -0 - 1. , soit: 
Les paramètres 5 et @ considérés sont choisis aussi de façon arbitraire. Le traitement 
se fait de façon multidimensionnelle (2 ou 4 signaux). 
1-Deux paramètres (figure 2.6 et figure 2.7) 
(a) cas sans bruit 
(a): tan20, h'=O.10, a=û, m.Y'=û.S. (b): tan20, hT=O.O1, a==û, m.TT=0.2. 
Figure 3 - 4  Paramètres t e ,  des abaques #1 et #2 (a), (b) 
-2 1 1 1 t 1 1 I I I 1 1 
-1 -0.8 -0.6 -0.4 -0.2 O 0.2 0.4 0.6 0-8 1 
mixture 2 avec s/b =Infdb 
2 -  I . 
- 
Figure 3.5  Mixture des 2 paramètres tan20, des abaques # l  et #2 
i - -1 
Figure 3 .6  Signaux- 1 (a] en sortie de 1'A.C.I. 
- 
-2 1 l 
-1 -0.8 -0.6 -0.4 -0.2 O 0.2 0-4 0.6 0.8 1 
mixture 1 avec slb =Infdb 
II est aisé de voir la restitution des signaux sources de la figure 3.4. En effet, il suffit de 
comparer ces derniers à ceux de la figure 3.6, obtenus après transformation A.C.I. de la 
mixture non bruitée. Les paramètres secondaires comme eAYe et cAye définis dans le cha- 
pitre 2, constituent les éléments de cette comparaison. 
1 -Deux paramètres (figure 2.6 et figure 2.7) 
($) avec bruit 
(a): tan243, h'=û. 10, m,Y'=0.5. (b): tan20, h'S.01, a*, rnJ"4.2. 
Figure 3.7 Paramètres tan28, des abaques #1 et #2 (a), (b) 
On rajoute du bruit de distribution uniforme et de rapport S / B  = O dB. La mixture 
bruitée ainsi obtenue est représentée à la figure 3.8. 
-. 
-2 1- 
-1 -0.8 4.6 -0-4 -0.2 O 0.2 0-4 0-6 0.8 1 
mixture 1 avec s/b =Odb 
I I 1 I 1 1 I 1 I 1 
-1 -0.8 -0.6 -0-4 -0.2 O 0.2 O -4 0-6 0.8 1 
mixture 2 avec s/b =Odb 
Figure 3.8 Mixture bruitée des 2 paramètres tan28, des abaques #1 et #2 
Figore 3.9 Signaux-1 (p) en sortie de l'A.C.I. 
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Alors, de même que dans la cas de la mixture non bruitée, nous remarquons que les 
signaux obtenus après transformation A.C.I. de la mixture bruitée, représentent bien les 
signaux sources. Toutefois les signaux restitués restent entâchés de bruit résiduel, que par 
simple filtrage on peut soustraire. On constate aussi que la restitution des signaux sources 
dans le cas du traitement multidimensionnel à quatre signaux, se fait aussi bien que dans 
celui a deux signaux. 
2-ûuatre paramètres (figure 2.6 et figure 2.7) 
(a) cas sans bruit 
(a): h W .  10, a==, rn.T'=0.5. (c): h'=û.20, m.T'=0.5. 
(b): h9=0.0 1, &, m.T'a.2. (d): hY=û.O1, m, m.T9=l.0. 
ligure 3.10 Paradtres tan20, des abaques #1, #2 (a), @), (c) et (d) 
O 500 1000 1500 2000 
mixture 1 
I 
O 500 1000 1500 2000 
mixture 2 
O 500 1000 1500 2000 500 1000 1500 2000 
mixture 3 mixture 4 
Figure 3 -11 Mixture des 4 paramètres tan20, des abaques #1, #2 
Figure 3.12 Signaux-2 (a) en sortie de 1'A.C.I. 
35-13 Interprétation des résnltats 
Les signaux restitués après chaque transformation ou séparation par 1'A.C.I. sont à 
comparer à ceux des abaques (figure 2.6 à figure 2.8). nous nous limitons strictement à une 
analyse qualitative. Deux éléments de comparaison sont retenus soient: 
la valeur de l'abscisse y' = y/6 du passage par zéro; 
les abscisses y' comspondznts aux extrémums du signal. 
Les figures 3.6 et 3.9, illustrent les mixtures (non bruitée et bruitée) transformées par 
I9A.C.1., respectivement. On les compare par la suite à ceux de la figure 3.4 (signatures), et 
l'on remarque aisément la restitution des signaux sources (réponses V.L.F.) que produisent 
les anomalies géophysiques. Dans les deux cas (non bruitée et bruitée) le traitement est 
optimal étant donné que l'algorithme de séparation opère sur les signaux par paires. La 
minimisation des cumulants croisés a h  de maximiser [es cumulants marginaux standardi- 
sés se fait évidemment qu'en une seule passe. 
Dans la figure 3.12. après transformation par 1'A.C.I. de la mixture non bruitée des 4 
réponses V.L.F. de la figure 3.11, on remarque que les quatre signaux sources émergent et 
ce dès le premier balayage. Le traitement dans ce cas particulier s'est arrêté au premier 
balayage car la condition décrite au point (10) de l'algorithme, à savoir: e0 « 1 /m , est 
rencontrée. L'A.C.1. opère sur des paires de signaux { i .  j )  . elle consiste à minimiser les 
cumulants croisés standardisés afm de maximiser ceux marginaux et par conséquent la 
fonction de contraste. Dans ce cas particulier il se trouve que les cumulants croisés des 
paires de signaux non traitées sont négligeables devant ceux des cumulants marginaux. En 
d'autres termes le traitement s'arrête et l'angle a de rotation plane de la transformation 
orthogonale de Givens est alors proche de zéro. 
La restitution fQt également vérifiée pour d'autres mixtures dans le cas de traitements 
multidimensiomels a quatre réponses vL.F-, choisies aussi de façon arbitraire. On évite la 
représentation redondante de ces différents cas pour étendre le champ d'application de 
1'A.C.I. à d'autres signaux. Ce choix s'avère plus profitable, notamment en illustrant les 
trois balayages mis en œuvre dans le processus de séparation de mixtures à quatre 
signaux. 
Dans la section suivante, on considère des signaux de distribution différente de celle 
des signaux synthétisés mais qui demeure de distribution non gaussienne. Le but est de 
montrer d'abord la capacité de cet algorithme à séparer les signaux et ce même, si ces der- 
niers sont de distribution statistique identique. Ensuite de pouvoir suivre la transformation 
A.C.I. par les trois balayages des six paires de signaux, dans le cas de traitement d'une 
mixture de quatre signaux. 
3.5.1.3 Extension à d'autres signaux 
Les signaux considérés dans cette section sont de distribution statistique différente de 
celle des réponses V.L.F. synthétisées. Le choix de ce type de signaux est d'un intérêt plus 
caractère visuel qu'autre, aidant notamment dans l'analyse qualitative et la reconnai- 
ssance des signaux sources restitués par transformation A.C.I. de leurs mixtures. De même 
que dans la section précédente, 1'A.C.I. flit appliquée à des mixtures de deux et quatre 
signaux, et les matrices de mélange sont aussi choisies de façon arbitraire. 
3.5.1.4 Cas d'une mixture bruitée de deux signaux b[oaires 
La mixture des deux signaux binaires à laquelle on rajoute du bruit non-gaussien est 
obtenue à partir du modèle linéaire (3.12). suivant: 
T T 
avec ji = yJ le vecteur transposé de données observées, i = k, repré- 
1 
sente le vecteur sources de signaux binaire, 9 = [w, wd  le bruit de distribution uni- 
r 1 
forme et M = 1-\ 1 la matrice de mélange. 
Les signaux binaires Xlsb ( t )  , Xm ( t )  appliqués à l'entrée de I'A.C.1. sont distribués 
sur [-&,a] et définis par 2000 échantillons, tels qu'illustrés à la figure 3.13. La mixture 
bruitée de Xlsb (t), XZsb (t) engendre deux signaux qui résultent de la transformation 
linéaire M X + Z notés respectivement mixture 1 et mixture2 à la figure 3.14 et de rapport 
signal sur bruit: S / B  = 1 dB. 
Figure 3 -13 Signaux binaires Xl ( t )  , XZlb ( t )  
1 I I I I 1 I 1 1 r J 
400 410 420 430 440 450 460 470 480 490 500 
mixture 1 avec s/b =1-047db 
4 1  I I 1 B B I B I I I 
400 410 420 430 440 450 460 470 480 490 500 
mixture 2 avec s/b -1 -047db 
Figure 3.14 Mixture bruitee des 2 signaux binaires Xlsb ( t )  , XZsb ( t )  
Comme le traitement se fait par pains de signaux { i  J) et dans le cas de toute mixture 
de deux signaux, ce traitement se fait alors de façon optimaie. Les signaux obtenus après 
transformation de la mixture par 17A.C.I., sont représentés à la figure 3.1 5. 
Figure 3.15 Signaux en sortie de I'A.C.1. 
Nous remarquons que les signaux restitués après transformation par 17A.C.L, à la 
figure 3.15, constituent bien les deux signaux sources binaires, toutefois entachés de bruit 
résiduel. Le traitement de la mixture des deux signaux binaires ainsi que celle représentée 
à la figure 3.8, montre qu'iI est possible d'extraire des signaux indépendants et ce même 
s'ils sont de distribution statistique identique. 
3.5.1.5 Cas d'une mixture non bruitée de quatre signaux 
Nous nous bornons à une analyse qualitative et les signaux choisis pour illustrer ce 
cas. rappelons-le. sont plustôt d'un interêt a caractère visuel qu'autre chose. Ces signaux 
représentés à la figure 3.16, sont constitués de deux sinusoïdes de fréquences différentes 
f, + f2, d'une rampe et d'un bruit uniforme. De plus, les signaux sont considérés de 
moyenne nulle. de variance unité et distribués sur [-&,JI, et la matrice de mélange est 
circulante de vecteur [- 1 , 1 ,- 1-1 1. 
rampe 
sinusoide de frequence f2 
sinusoide de frequence f l  
. -0 500 1000 1500 2000 
bruit de distribution uniforme 
Figure 3.16 Les quatre signaux sources 
La mixture non bruitée de ces quatre signaux est représentee à la figure 3.17. et engen- 
dre quatre signaux repérés par mixture 1 mixture 4. Le traitement étant multidimension- 
nel, ces quatre signaux sont simultanément tranfonnés par 1'A.C.I. 
-5 ' I 
O 500 1 0 0 0  1 5 0 0  2000 
mixture 1 
500 1 O O O  1 5 0 0  2000 
mixture 3 
-5 1 1 .  1 
O 500 1 0 0 0  1 5 0 0  2000 
mixture 2 
O 500 f000 1 5 0 0  - 2000 
mixture 4 
Figure 3.17 Mixture des quatre signaux 
Les deux sinusoïdes sont de distribution statistique identique et de loi obéissant à 
x P ( x )  = - ' , représentée à la figure 3.18. 
xJ2 JI-x2/2 
Figure 3-18 Distribution statistique des deux sinusoïdes 
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Le traitement multidimensionnel de ces quatre signaux s'effectue par paire. En 
employant la stratégie de balayage cyclique naturel telle que représentée à la figure 3.1, 
alors les six paires (i j} de signaux à traiter sont: ( 1,2},( 1,3}.{ 1,4},{2,3},(2,4} et (3'4). 
L'évolution dans la transformation A.C.I. des quatre signaux mixture 1 à 4. est représentée 
par les trois balayages de la figure 3.1 9 à la figure 3 -2 1 et volontairement aucune indica- 
tion n'est portée sur l'axe des abscisses de chacune des figures citées. Rappelons que tout 
au plus nous sommes en présence d'une mixture de quatre signaux et que nous ignorons 
quant 2 la nature de chacun des signaux sources qui la composent. Le but de 1'A.C.I. est 
justement de pouvoir les identifier. 
4 I 4 
Balayage # 1 
r i m e  3.19 Signaux en sortie de 1'A.C.I. l0 balayage 
F i g u r e  3.20 Signaux en sortie de 1'A.C.I. 2" baiayage 
Figure 3 .21  Signaux en sortie de I'A.C.I.3O balayage 
Dès le premier balayage les signaux sources émergent. Le traitement s'arrête normale- 
ment après les trois balayages, ou de façon prématurée si l'angle de rotation dans les trans- 
formations orthogonales de Givens est proche de zéro (8, « l / m ) .  Ce dernier cas fut 
précédemment rencontré dans la section 3.5.1 lors de I'identification-interprétation de la 
mixture de quatre signaux (réponses vL.F.). Dans le premier balayage toutes les paires 
sont traitées. On constate que le second balayage améliore deux des estimations et semble 
détruire les deux autres. C'est le troisième balayage qui conclue le traitement, en restituant 
les quatre signaux sources, à savoir: les deux sinusoïdes de fréquences différentes, la 
rampe et le bruit de distribution unifonne. Nous faisons remarquer que l'identification des 
deux sinusoïdes est réalisée et ce même si elles sont de distribution statistique identique. 
Dans la prochaine section à la page suivante, l'analyse en composantes indépendantes 
(A.C.L) est appliquée il des données vL.F. réelles. Ces données réelles proviennent du site 
minier nommé Marbridge, certainement pour le nom de la localité. 
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3.5.1.6 Appiication de 1'A.C.I. aux données réeiIes 
Les parties réelles des données vLA provenant du site appelé Marbridge sont repré- 
sentées à la figure 3.22, ci-après 
~igure 3.22 Données VLR du site Marbridge 
Les signaux de la figure 3.22 (Mark1 à Marb-9), sont d'abord normalisés et représen- 
tés tels qu'illustrés ii la figure 3.23 
~ i g u r e  3.23 Données V.L.F. normalisées Marbridge 
Le traitement étant multidimensionnel, l'analyse en composantes indépendantes est 
appliquée d o n  aux neufs signaux (Mark1 à Marb-9). A l'entrée de l'A.C.I., on a donc la 
matrice de dimensions [9 x 2001 de données réelles et de rang p = 9 .  Le nombre de 
paires { i, j }  de signaux à traiter s'élève alors à pnu = P (P - ) = 36 . 
2 
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Quant au nombre maximal de balayages effectué par I'algoriihme, il est donné par la 
relation suivante km, = 1 + 4 = 4. Ce nombre est atteint tant que le critère Bo « 1 /rn 
n'est pas rencontré. €Io est donné par I'équation (3.11) page 69. et rn est la plus grande 
dimension de la matrice de données à traiter. La figure 3.24, représente les données réelles 
V.L.F. traitées par I'ACL, et notamment celles qui résultent du quatrième et dernier 
balayage. 
~igure 3.24 Données V.L.F. Marbridge en sortie de 1'A.C.I. 
Les signaux ainsi obtenus, sont à comparer à nos signaux synthétisés dans la première 
partie. Les signaux synthétiques sont représentés dans les abaques de la figure 2.6 à la 
figure 2.8 (page 38 à page 39). Les deux éiéments de comparaison demeurent les mêmes, à 
savoir: 
la valeur de l'abscisse y' = y / 6  du passage par zéro; 
les abscisses y' correspondants aux extrérnums du signal. 
On se limite uniquement à la transformation par 17A.C.I. des parties réelles des don- 
nées V.L.F. Marbridge. Cela implique que les signaux en sortie de cette transformation 
Marbl-AC1 à Marb9-ACI (figure 3.24), ne seront comparés qu'aux paramètres ou 
signaux tan20 des abaques #l à #3 (page 34 à 35). Le deuxième élément de comparaison 
signifie aussi que les écarts entre extrémurns 8,,. ou tan 2 0,,. des abaques # 1 à #3 sont à 
comparer a ceux de Marb l A C I  à Marb9-ACT. 
Ii en résulte, compte tenu des deux élkments de comparaison, que les signaux 
Marb 1-ACI, Marb2-AC1 et Marb6-ACI correspondent aux courbes tan 2 8  de I'abaque 
#l. Quant aux signaux Marb4-ACI, MarbS-ACX et Marb7-AC1 correspondent à celles de 
tan 2 0  des abaques #2 et #3. Pour 1' identification-interprétation de Marb 1-ACI. 
Marb2-AC1 et Marb6-ACT, on peut dire qu'on est en présence de trois sources ou anoma- 
lies géophysiques, dont l'angle d'inclinaison est a = O0 et le produit rn - d = 11'2 . Avec 
le rapport rn = o , /a2 des deux conductivités o, , cr2 , d'épaisseur de la première couche 
de la terre à' = d / 6  et d'épaisseur de peau 6 = 1 où la fréquence 
M n  de compléter l'identification-interprétation, il reste à définir les profondeurs 
d'enfouissement de chacune de ces trois sources. Le passage par zéro de Marbl-AC1 à 
y' - O permet de dire que la source correspondante à Marb 1-ACI se trouve à une profon- 
deur h' = = O. 1 . Pour les signaux Marb2-AC1 et Marb6-ACT, on peut dire que les sour- 
S 
ces correspondantes à ces signaux sont ik la profondeur d'enfouissement hl > O. 1 . 
Quant aux signaux Marb4-ACI, MarbS-AC1 et Marb7-ACI, là aussi on est en pré- 
sence de trois autres sources. La source ou anomalie géophysique qui correspond il 
MaM-ACI, en se basant sur son passage par zéro y' = O ,  est celle d'inclinaison 
a = O0 , de profondeur d'enfouissement hl = 0.01 et de produit m - d = 1 .O. 
Les sources qui vont correspondre à Marb5-ACT et Marb7-ACI. selon toute vraisem- 
blance, sont à une profondeur d'enfouissement h' = 0.01 . d'inclinaison a > 0' et de pro- 
duit m - d = 0.5 . En ce qui concerne les trois autres signaux Marb3-ACI, Marb8-AC1 et 
Marb9-ACI, l'interprétation parait non évidente. 
Chapitre 4 
ÉTUDE COMPARATIVE ENTRE 
Dans ce chapitre on montre la capacité de ï'algorithme de l'analyse en composantes 
indépendantes (A.C.I.). B extraire la base canonique constituée par les signaux indtpen- 
dan& et non uniquement de signaux non-codlés [3q. Pour cela, l'analyse en composan- 
tes ind6pendantes (A.C.I.) est cornpar& B l'analyse en composantes principales (ACP.). 
On cl& ce chapitre par l'application de la tr8IISformation A.C.P. aux données reeiies V.L.F. 
de Marbridge. Saas omettre de comparer les deux mCthodes d'analyse (A.C.P.) (A.C.I.) 
appliquées sur ces m h e s  damées. 
L'analyse en composantes principales d'un processus aléatoire de dimension N opère 
sur la mahice de covariance de ce vecteur. Cette t e y s e  est réalisée en utilisant la trans- 
formée de Karhunen-Lotve notée K-L, décrivmt ce processus dans la nouveile base cons- 
tituée par les vecteurs propres de la matcice de covariance. 
4.1 Définition 
On peut dire sur la transformée de K-L, qu'en terme de classification des transfor- 
mées, elle fait partie des transformées dites optimales [37]. Elle est toutefois difficilement 
traduisible dans des versions rapides. mais 18 n'est pas l'objet de notre comparaison. 
La transformation de K-L, est un opérateur qui diagonalise la matrice de covariance 
d'un vecteur processus aléatoire X,,, soit: 
Où D est une matrice diagonale, constituée des valeurs propres de C,, et K une 
matrice orthogonale constituée de vecteurs propres de Cx . La transformation de K-L opé- 
rant sur X, s'écrit donc: 
En terme d'application de l'analyse en composantes principales, brièvement on peut 
dire qu'elle est généralement utilisée pour la compression de données, à des fins de classi- 
fication par exemple 181, [38]. 
En effet si l'on considère que les éldments de la diagonale de la matrice de covariance 
sont les variances des composantes du vecteur processus à l'entrée de 1'A.C.P.. Ceux de la 
matrice diagonalisée sont les valeurs propres de la matrice de covariance, qui peuvent 
encore être interprétées comme variances des composantes de l'entrée de 1'A.C.P. dans la 
nouvelle base formée par celle des vecteurs propres. 
Ainsi, si une valeur propre est jugée négligeable par rapport aux autres, il s'en suit 
que la variance lui correspondant dans la nouvelle base est aussi négligeable. En éliminant 
cette valeur, on réduit donc l'espace de dimension N à la dimension N - 1 . Le mécanisme 
de compression des données procédera de cette façon [8], 1381. 
4.2 Comparaison 
Comparer l'analyse en composantes indépendantes à l'analyse en composantes prin- 
cipales. revient dans notre cas a comparer les signaux produits en sortie de chacune des 
transformations. Plus clairement, la même mixture de signaux est considérée une fois à 












visuelle par rapport 
aux signaux 
SOUfCeS. 
On reprend les deux signaux binaires de la figure 3.2 (page 70)et leur mixture à la 
figure 3.3 (page 7 l), dans section 3.5.1.4 du chapitre précédent. 
Premier éIément de comparaison: de visu. on compare les évolutions des signaux 
(figure 4.4) et (figure 4.5). résultats des transformations A.C.P. et A.C.I. de la mixture 
bruitée (figure 4.3), à celles des signaux sources de la figure 4.2. Nous remarquons qu'en 
sortie de lTA.C.P. les signaux demeurent mélangés, par contre ceux en sortie de ITA.C.I. 
sont entièrement séparés et que les signaux sources sont ainsi restitués. 
F i g u r e  4 .2 Signaux binaires Xi ( t) Xzrb ( t) 
Figure 4.3 Mixture des 2 signaux binaires Xlsb (t) , Xhb (t) 
Après transformation de K-L (A.C.P.) de la mixture bruitée 
Figure 4.4 Signaux en sortie de 1'A.C.P. 
Figure 4.5 Signaux en sortie de I'A.C.1. 
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4 3  Représentations isométriques 
Deuxième élément de comparaison: par les représentations isométriques des sorties 
des transformations A.C.P. et A.C.I. Dans la figure 4.6 à la figure 4.8, on représente dans 
T le plan cartésien l'ensemble des points Y ( t )  = [Yl (t) ,Y2 (t )  J . Y, ( t) , Y2 ( t) est la 
paire de signaux, résultat de la mixture bruitée des signaux Xl ( t )  , X2 ( t )  et de rapport 
signal ii bruit S / b  = IdB. Cette mixture qui est traitée tour à tour par 1'A.C.P. puis par 
ITA.C.I., s'écrit: 
T 
où i3 ( r )  = [ w  ( t )  , w2 ( t) J est le bruit de distribution uniforme de rapport 
S / B  = ldb, les { m i j  E { 2 sont les éléments de la matrice de mélange 
T 
et Xsb = LXlsb ( t )  , XZrb (t) 1 est la paire de signaux binaires. Ainsi dans 
= [-1 I] 
1 le premier graphique (a), sont représentées les directions Y2 ( Y, ) avec X, = Cte puis 
F i g u r e  4 .6  Représentation isométrique ii l'entrée de 17A.C.P. et de 
17A.C.L (a) 
1. Cte: constante. 
Figure 4.7 Représentation isométrique en sortie de 1' A.C.P. (b) 
- --- - -  . o h -  = =  - --  
D I  fE' " ! s,,: i: x x = m  - -  
i iSËR f i  
Figure 4.8 Représentation isométrique en sortie de 1' A.C.I. (c) 
Dans les deux autres graphiques (b) et (c), nous représentons les transformations 
A.C.P. et A.C.I. de ces directions. Il est aisé de voir l'orthogonalisation des directions par 
transformation A.C.I. dans (c), d'où l'on peut conclure qu'il y a séparation des signaux. 
Par contre, en sortie de 1'A.C.P. graphique (b), l'angle des deux directions n'a pas changé. 
Les signaux sont seulement non-corrélés et leur distribution est déduite de la première (a) 
par rotation 1381. 
4.4 Application de I'AoCoPo aux données réelles 
Les données V.L.F- Marbridge de la figure 3.22 (page go), sont transformées par 
l'A-C.P. ( algorithme K-L en annexe A, page 159). Les signaux en sortie de 1'AC.P. sont 
représentées à la figure 4.9 suivante 
Figure 4.9 Données VLF. Marbridge en sortie de 1'A.C.P. 
Tenant compte des deux éléments de comparaison, soient: 
la valeur de l'abscisse y' = y / 6  du passage par zéro; 
les abscisses y' correspondants aux extrémums du signal, 
on fait observer que pour les signaux en sortie de 1'A.C.P. (figure 4.9). hormis ceux 
qui sont repérés par Marb2-ACP et Marb4-ACP, l'identification-interprétation en est 
moins évidente faire. A la figure 4.10 qui suit, on représente les données réelles Mar- 
bridge transformées par 1'A.C.P. (trait continu) et par I'A.C.1. (trait discontinu). 
A.C.P.: ( 1 
Figure 4.1ODonnées VLR Marbridge en sortie de 1'A.C.P. et de 1'A.C.I. 
L'analyse en composantes principaies telle que définie ii la section 4.1, est appliquée 
aussi bien aux données réelles quT8 celles synthétisées (annexe A, page 159). L'identifica- 
tion-interprétation des signaux transformés par I'ACI. et par 1'A.C.P.. utilise les deux élé- 
ments de comparaison pré-cités. 
Compte tenu de ces deux éléments de comparaison. il en ressort que iTanalyse en 
composantes indépendantes parait plus appropriée dans la séparation des signaux. De 
plus, elle peut fournir des résultats encore plus performants dans le cas de signaux à distri- 
bution statistique qui s'éloignerait de celle d'une gaussienne. Par cette étude comparative, 
on achève le présent travail. 
Chapitre 5 
CONCLUSION 
La synthèse des signaux du type repense-V.L.F. & 6té effectuée en utilisant un modèle 
d'anomalies gtophysiques. Celles-ci, mod&sées comme demi-plans infinis et parfaite- 
ment conducteurs. demeurent toutefois de geom6trie simple. Dans ce projet, un réseau 
mairiciel de capteurs simule l'acquisition d'observations. A ces observations. bruitées ou 
non, qui constituent les mixtures des signatures ou r6poses-V.LE., on applique l'algo- 
rithme d'identifiation-hterpretation. 
Selon la littérature, les reponses V.L.F. pomaient etre de distribution statistique non 
gaussienne; d'où le recours B la statistique d'ordre supérieurUT L'introduction de la statis- 
tique d'ordre supérieur est faite par le biais & l'analyse en composantes ind6pendantes 
appliquée B ces signaux. Les résultats de I'application de I'ACL aux mixtures montrent 
l'efficacité de cette transformation B extraire de ces mixarres les signatures ou signaux 
sources. La restitution des signaux sources permet d'interpréter les observations. 
Dans l'étude comparative entre les deux méthodes d'analyse en composantes indé- 
pendantes (A.C.I.) et principales (A.C.P.), on montre pour le cas considéré, l'efficacité de 
1'A.C.I. à reconstituer les signaux sources. En effet, avec 17A.C.P. on vient décorréler les 
observations par diagonalisation de leur matrice de covariance. Quant à I'A.C.1. en diago- 
nalisant le tenseur de cumulants des observations. on arrive à extraire la base canonique de 
signaux indépendants. On peut alors conclure que 1'A.C.I. est le prolongement naturel de 
17A.C.P., lorsque les processus observés sont non gaussiens. L'application de 17A.C.I. h t  
également étendue à des signaux de distribution statistique différente de celle des signaux 
synthétisés, mais qui demeure non gaussienne. Par cette extension de I'étude on met en 
évidence la capacité de I'A.C.1. à identifier des signaux de distribution statistique identi- 
que. 
Dans les travaux futurs, l'algorithme d' identi fication-interprétation en plus de son 
rôle de séparateur des signaux est à compléter par celui de localisation des sources ou ano- 
malies géophysiques. Quant à la synthèse des signaux, un modèle d'anomalies géophysi- 
ques proche de la réalité, doit tenir compte du milieu géologique multi-couches, 
anisotrope et de géométrie irrégulière. 
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ANNEXE A 




%e M . (MNi1.m) 
Fonction, calcul Rbsolution du systhme 
parie imaginaire d'equations int6grales 
de Q. (QN2l.m) (IIJ-MQRS.m) 
Fonction, c@cyl 
artie imaginaire !L s . (SN21.m) 
(SN2R,m) 
Fonction, argument lalcul des prgdu'ts de convolutton dtscr te 
de la transformée 
k Fonction, argument 
de Hankel 
(C,HV.m) de la transformée 
i - de Hankel 
(T-mV.m) (T-G UV. m) 
(CUMULm) 
ORGANIGRAMME 
DANS CE PICHIER: APPELS AUX DIFFERENTS PROGRAMMES, AINSI 
QUE LES INITIALISATIONS DES PARAMEi'RES. 
....................................................... 
>>>>>>> 
% ..... ,Abaque-1 : alp=O, mdp=.5, hp=[. l O,. 1 5,.20,.30,.4O,.SO 1 
% ,...,. Abaque-2: hp=.Ol , mdp=.5, alp=[O, 15,30,45,60,90] 





format long e 
sigmal=1/300; sigma2=le-04; m=sigmal/sigma2; 
9b 
alpt=[O O O O O O]; 
dpt =[S .5.5.5.5.5Vm; 
hpt =[. 1 .15 .2.3 .4 -51; 
sava abaqJ.mat alpt dpt hpt; 
% 
alpt=[O 15 30 45 60 90); 
dpt =[.5.5 -5.5 .5.5]/m; 
hpt=[.l .l .l .1 . I  .1]; 
save abaq-2.mat alpt dpt hpt; 
% 
alpt=[O O O O O O]; 
hpt =[.2,2.2.2.2.2]; 
dpt =[O -2.4.6.8 Illm; 
save abaq-3.mai alpt dpt hpt; 
% 
x l  = le-323; 
x2 = 1-le+lS*eps; 
x = linspace(x 1 '~2,283); 
t = linspace(0,l ,N); 
ti = linspace(0,1,283); 
% 






[ 'Gpqdp-1 ';'G~dp-2';'Gpqdp,3';'GWdp,4';'Gmdp,S';'Gpqdp-6']; 
% 
vstrl = ('loop0';'loopl ';'loop2';'lwp3';'loop4" 1; 
% 
EINS = ones(size(l:40)); 
SlFR = zeros(size(1:rlO)); 
Il 1 = [j;121 = [];Il2 = [];122 = [];NI = [];N2 = [3; 
%a-----ooooo---->O----O---- 
<>O---- 
%APPEL AU PROGRAMME DE RESOLUTION DU SYSTEME D'EQUA- 
TIONS INTEGRALES 









%APPEL AU PROGRAMME DE CALCUL DES COEFPlCENTS DU RL- 
TRE D'ANDERSON 
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..................................... 
-1NTEGRATION NUMERIQUE, METHODE PAR APPROXIMATIONS 
SUCCESSIVES- 
..................................... 
q, ----------------------.------------ .- - -------- -----.----.------------------ 96 
9b Nl(tl) = 1 + INTEGRALE DE0 A L'INF. 
(M(t',lW',alp,h',d',m)*Nl(Ibd') +Q(t',lbd',alp,h',d',m)*N2(lbd'))d(lbd') 
% N2(ta) = 1 + INTEGRALE DE O A L'INE 
(R(t' ,lbd',alp,h',d',m)*N I (lbd') +S(t1,lbd',alp,h',d',rn)*N2(lbd'))d(lbd') 
% --------.---------------------------.------------ .. -  ---- ---- ---- ---- -  -" -- ----- 
qb************************************************************ 
% Changement des bornes d'integration de Ibd'=O,l'inf. -si 1bd8=- 
Inx % x=exp(-lbd')- en x=û,1, 
9b Integrales definies sont au nombre de quatre. qui ont pour integrandes: 
%(i) M(t',x,a1p,h',dD,m)*N 1 (x) 
%(ii) Q(t',x,dp,h8,d',m)*N2(x) 
%(iii) R(t' ,x,slp,h' ,d' ,m)*N I (x) 
%(iv) S(t',x,alp,h',d',m)*N2(x) 
qb************************************************************* 
%Pour la resolution, en premiere approximation, on pose N 1 (x)= 1, N2(x)= I 
%(i) Il IsINTEGRALE DE O A 1 (M(t',x,alp,hl,d',m))d(x) 
%(ii) IlZ-INTEGRALE DE O A 1 {Q(t',x,alp,h',d',m))d(x) 
%(iii) ILl=INTEGRALE DE O A 1 (R(ts,x,alp,h',d',m))d(x) 
%(iv) 122=INTEGRALE DE O A 1 ( S(t' ,x,alp,h',dl ,m) )d(x) 
............................................................... 
% ., -- -. - --. - -- - - - - - - - -- -- - - - - - - - Et les differents parametres:------------- ------------ % 
%y'=y/delta; z'=rldelta; h'=h/delta; d'=d/delta; 




for grph = 1 :3 
fname = [vabaq(grph,:)]; 
tval(['load ',fnamej) 
for abq= 1 : 6 
alpzalpt(abq);dp=dpt(abq);hp=hp[(abq); 
Save param.mat alp dp hp 
% 
disp(['..ABAQUE,',num2str(grph),' , alp= ',num2str(alpt(abq)),' ,dp= 
',num2str(dpt(abq)),' ,hp=',num2str(hpt(abq)) J) 
% ........ Debut boucle-k 
% En lere approximation N 1,2r(x) = 1 N 1,2i(x) = O, pour k= 1 
for k=1:6 
save ind l .mat k 
fnom = [vsirl (k,:)]; 
ifk-1 
N 1 ri = EINS; N2n = EINS; N 1 it  = SIFR; N2it = SIFR; 
eval(['save ',fnom,'.mat N l rt N 1 it N2ri N2ii'I) 
else 
eval(['save *,fnom,' mat N 1 II N 1 i t  N2rt N2ii1]) 
end 
%Exécution des dprog. MN I r, MN l i, QN2r, QNZi, RN l r, RN li, SN2r, SN2i 
% ........ Debut boucle,ml 
for ml = 1 :lcngth(t) 
tim = [(ml); 
Save ind2,mat ml tim 
% 
Qrl l(m1) = quad8('MNlr8,xl,x2,1c-03); 
Qi Il (m 1) = quadB('MN 1 i',x l ,x2,le-03); 
Si l(m1) = Qrl l(ml)tj*Qil l(m1); 
disp(['..fin de traitementj i 1, ml= ',num2str(ml),' ,k= ',num2str(k)]) 
96 
Qrl2(m 1) = quad8('QNZr',x 1 ,x2,le-03); 
Qi I2(m 1 ) = quad8('QN2i',x I ,x2,le-03); 
Sl2(mI) = Qrl2(niI)tj*QiI2(mI); 
disp(I*..fin de traitement-i12, ml= ',num2str(rnl),' ,k= ',num2str(k)]) 
9b 
Qr2l (ml) = quad8('RN 1 r',x 1 ,x2,le-03); 
Qi2l (ml ) = quad8('RN 1 i',x l ,x2,le-03); 
S2l(ml) = Qr2l(ml)+j*Qi2l(ml); 
disp([ *..fin da traitementi2 1, rn l= ',num2str(m I ),' ,k= ',num2str(k)]) 
% 
Qr22(m 1) = quad8('SN2r1,x 1 ,x2,1e-03); 
Qi22(m 1) = quadB(*SNZi',x 1 ,x2,le-03); 
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S22(m 1) = Qr22(ml )+j*Qi22(m 1); 
disp(('..fin de traitement,i22, ml= ',num2str(ml),' ,k= ',num2stf(k)]) 
% 
end 
%.........................Fin baucle-m l 
N 1 = 1 +(real(S l l )'+j*imag(S 1 1)' )+(real(S I2)'+j*imag(S t 2)'); 
% 
Nl rt= r d ( N  1); 
Nlit= imag(N1); 
% 





5% ........,.,....., Fin boucle-k 
% 
%--INTERPOLATION PAR LES FONCTIONS SPLINES CUBIQUES--% 
%$%$a$%$%$%$%$%$%$%$%$%$%$%$%$%$%$%$%$%$%$%$%$ 
% 
N lsplt= spline(1.N 1 ,ti); 
NZsplt= spline(t,N2,ti); 
N lspl= real(N 1 splt)'+j*imag(N 1 splt)'; 
N2spl= teal(N2splt)'+j*imag(N2splt)'; 
if grph - 1 
fasm = vsbq, l (abq,:); 
oval(['save ',fasrn,',mat N l spl N2splg)) 
elseif grph = 2 
fasm = vsbcl_2(abq,:); 
eval(['save ',fasm,' ,mat N 1 spl N2spl' J) 
clse 
fasm = vsbq,3(abq,:); 
evd(['save ',fasm,' .mat N l spl Nllspl']) 
end 
end 
......... 96 Fin boucle-abq 
end 
%Fin bouclejrph 






% DESCRIPTION : 
% 





$Q ' - ----------------- -----..-.....-.-------.--....-------- 




% changement de variable : lbdp = -Inx, et 
% 
% vI,tp*sqri(vl-Ibdp*v2-lbdp) 
%Q r - ------.-..-----.-.----..-. * A(lbdp) 




% 1 [2*(u l tuO)*exp(u 1 *dp) 2*(u 1 -uO)*exp(-u 1 *dp) 1 ] 
%~(lbdp)=--*---.---.------------- + -------------------.- - -*exp(- 
2WhP-dp)) 
% 2 [ dl1 dli u2) 
% 




function y l2i = QN2i(x) 
load indl % ..,............,.. boucte,k 
load ind2 % .,.,,,..,.......,. boucle,m l 
load param % .................. alp, dp, hp 
varl=['initi';'loopl ';'loop2';'loop3';'loop4';'loop5'); 
fnom = [vstr 1 (k,:)]; 
cval(['load ',fnom]) 




muo =4*pi* l e-07; 
sigma 1 = I/3ûû; 
sigma2= 1 e-04; 
delta =sqrt(2~(omega*muo*sigma2)); 
m =sigma llsigma2; 
uns =ones(size(x)); 
N2r12 =N2rt(mI); 
N2i 12 =N2it(m 1 ); 
% 
uo = -log(x); 
u l = sqri(log(~).~2-2*rn*j); 
u2 = sqrt(log(x).fi2-2*j); 
El = e~p(+sqri(log(x).~2-2*m*j)*dp); 
E2 = exp(-~qn(log(x),~2-2*m*j)*dp); 
8 3  = e~p(-2*sqrt(log(x).~2-2*j)*(hp-dp)); 
dlt = (U~+UO).*(U~+U~).*EI+(IJ~-UO).*(U~-UI).*E~; 
A = 1/2*(2*(ul +uO).*E t ./dh+Z*(u l -uO).*E2./dlt-~ns./u2),*E3; 
% 
v 1-tp = cos(alp)*sqf l ( tA2-2*j ) - j *Psin(alp)- j *sqmp);  




v 3 , l b d p = c o s ( a l p ) * ( s q ~ ( l 0 g ( x ) . ~ 2 - 2 * ~ ) - j ~ p ) ;  
v4,lbdp=cos(dp)*(sqrt(log(x).A2-2*j)-j*sqrt(2*j))+j*log(x).*sin(dp); 
% 
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% 
9b D E S C R I r n O N  : 
% 




9b (ksi 1 -j*k2*cos(alp))*A(lbd)*sqri((k2+j*mu 1 )*(k2+j*mu2)) 
%Q = . ----------.------ .................................... 




9b changement de variable : lbdp = -Inx, et 
9b 
% v 1-tp*sqri(v l,lbdp*v2-lbdp) 





% 1 [2*(u l+uO)*exp(ul *dp) 2*(u 1-uO)*cxp(-u 1 *dp) II 
%A(~w~)=--*--------.-.-----.---- + .--------------------  - *exp(- 
2*u2(hp-dp)) 
96 2 [ dlt dlt ~ 2 1  
% 




function yl2r = QN2r(x) 
................ load ind l %Y ..boucle,k 
load ind2 96 .................. boucle-m 1 
................. load param % dp, dp, hp 
vstrl=['initi';'loop1 ';'loop2';'loop3';'1oopr)';'lwp5'j; 






muo =4*pi* le-07; 
sigma 1=1/300; 




N2r 12 =N2rt(rnl); 
N2i 12 =NSii(m 1); 
% 
uo = -log(x); 
ul = ~qn(log(x).~2-2*rn"); 
u2 = ~qri(log(x),~2-2*j); 
El = cxp(+sqn(Iog(~).~2-2*m*j)*dp); 
E 2  = e~p(-sqn(log(x).~2-2*m*j)*dp); 
E3 = exp(-2*~qrt(log(x),~2-2*j)*(hp-dp)); 
dlt = (ul +uO),*(u2+u l).*E l+(ul-uO).*(u2-u l).*E2; 
A = 1/2*(2*(ul +uO).*El Jdlt+2*(ul -uO).+ES./dit-uns./u2).+e3; 
% 
v 1-tp = cos(alp)*sqr1(in2-2*j)-j*t*sin(dp)-j*sqn(2*j)*cos(alp); 
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..................................... 












w i =[]; 
w 2  =[]; 
% 
..................................... 
%-Ei: Entrée; Si: Sortie; i=( 1,2) pour 5--112 , J - t  112-% 
..................................... 
96 






%-Transfonées de fourier rapides de (Ei) et (Si)-% 
%************************************************************* 
% 
dftcl = fft(E1); 
dfts 1 = fft(S 1); 
dfte2 = fft(E2); 
dfts2 = fft(S2); 
% 
%************************************************************* 
96-Rtponscs fréquentielles et coefficients du film-% 
% 
tfdr l = dfts 1 ./dfte 1; 
tfdr2 = dftsZ./dfte2; 
sinc = sin(piix/.2),/(pi*x/,2); 
tfdsc = fft(sinc); 
tfdrl 1 = tfdrl .*tfdsc; 
ifdr22 = tfdR.*tfdsc; 
W L t = ifft(tfdrl1); 
W2t = ifft(tfdr22); 
% 
c l  = fpfit(Ab~c(l31:149)~W It(131:149)s25); 
cc 1 = fpfii(Absc(1: l3O),W 1 t(1: l3O),25); 
cccl = fpfit(Absc(l50:283),W 1 t(l50;283),25); 
% 
fit1 l= polyval(c1 ,Absc(l3 1: 149)); 
fit2 1= polyval(cc1 ,Absc(l : 130)); 
fit3 1= polyval(ccc 1 ,Absc( l50:283)); 
9b 
W ltt=[Wlt(1:130) fit1 1 Wlt(lSO:283)]; 
wwl=[fii21 fitll fit311; 
W I=rcal(Wlct)'+j*imag(W 1 u)'; 
wW 1 =real(ww l)'+j*imag(ww 1)'; 
% 
c2=fpfit(Absc( 13 1 : 149),W21(13 1 : 149),25); 
cc2=fpfit(Absc(l: 130),W2t(l: 130),2S); 
ccc2=fpfit(Absc(l SO;283),W21(150:283),25); 
fiil 2=poly val(c2,Absc(13 1 : 149)); 
fi~22=polyvd(cc2,Absc(I :130)); 
fit32=polyval(ccc2,Absc(150:283)); 
W2tt=[W2t(l: 130) fit12 W2r(150:283)); 




cc1 = fpfit(Absc(l: l3O)',W I(l:l30),7); 
fit2 1 = polyval(cc 1 ,Absc(l : 130)); 
cc2 = fpfit(Absc(1; 130)',W2(1: l3O), 12); 
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96 
% DESCRlrnON : 
96 
96 
9b DANS Ci3 FICHIER, LA RESOLUTlON DE LA TRANSFORMEE DE 
HANKEL %EST RAMENEE A CELLE D'UN PRODUIT DE CONVOLU- 
TION (ADAPTATIF); %PAR CHANGEMENT DE VARIABLES. 
% (pour la Transformee de Hankel voir fichier H,H,V.m) 
%-I-~-~-/-l-~-I-l-I-/-/-/-/-/-/-~-/-1-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-1-/-/-/-/-1-/-/-/-/-/-/ 
%-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-l-/-/-/-/-/-/ 
9b NOUS ADOPTERONS COMME DEFiNlTlON DE LA TRANSFORMEE 
DE %HANKEL, L'EQUATION INTEGRALE SUIVANTE: 
% PSIiH,V(y') = INTEGRALE DE (O A L'INFiNI DE 
(THmAj(tV)*Jnu(t'y')dt') J 
% i = ( 1'2); j = {Fu,v(t'),Gu,v(t')); Jnu : fonction de Bessel . 
96 AVEC LE CNANGEMENT DE VARIABLES SUIVANT: y = In(l/t'); x = 
Wy') 
96 exp(x) 
%PSIiH,V(exp(x)) = INTEGRALE de (-l'inf. a +llinf. de THETAj(exp(- 
y))Icxp(x-%y )Jnu(exp(x-y))I WY. 
% On reconnait l'equation integrale de convolution, si discretisce donne 
qb***2***+****************************.*1**8***************88*** 
%PSIiH,V(y') = (SOMME DE mm=M 1 A M2 (Wmm,nu* 
THETAj@XP(Amm-%Lny '))))/y1 
............................................................... 
% Wmm : COEFFICIENTS DU FILTRE PREDETERMINES DANS 
HANKM 
% mm = [MI ,M2]: rend la convoluiion adaplative, selon un critere de toler- 
ance etabli %dans l'intervalle fixe, comme la valeur absolue maximale du pro- 
duit que multiplie le %facteur TOL. 
% La mncaiure s'operera si <= critere de tolerance, 
%-1-1-/-1-/-/-/-/-/-/-/-1-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/-/ -1-1-1-1-1-1 
%-/-/-/-/-/-/-/-/-/-/-1-/-/-/-1-/-1-/-/-/-/-/-/-/-/-/-/-/-1-/-1-/-/-/-1-/-/-1-/-1-/-/-/-/-/-1-/-/-/-/ 
% Calcul des produits de convolution (adaptatif): 
% 
C I,H=PSI l,H(y')l,C2-H=PS122H(y1)I,C I,V=PSI 1-V(y1)llC2-V=PS12,V(y 
')!. 




...................*...,,,.. .... % . .Initialions : 
% 
format long e 
load HKLl %.., ............... ,.Wmm,l : W a nu = -112 
load HKL2 % ................. ...Wmm,2 : W a nu = +1/2 
a = -26.; 
b = +30.; 
Amm = [a:.2:b]; 
Nlag = Se+Ol; 
ypmax = O.Se+ 1 ; 
ERD = le-06; %.......Erreur relative desiree 
TOL = le-02*ERD; %..,....Facteur de iolerance 
j = sqrt(-1); 
frq = 2e+04; 
omega = 2*pi*frq; 
muo = 4*pi* le-07; 
sigma2 = le-04; 
yp(Nlag+l-[l :Nlag]) = ypmax*exp(-.2*([1 :Nlag]- 1)); 
% 
96-- --//Il/----/////----/lIll----/////----//Il/- ...................................................... 
for grph = 1 :3 
fname = [vabaq(grph,:)]; 
eval(['load ',fname)) 
for abq= 1 :6 
alp=alpt(abq);dp=dpt(abq);hphpt(abq); 
save thetamat grph abq alp dp hp 
delta = sqn(2/(omega*muo*sigma2)); 
C=exp(-j*dp*sqrt(2*j))l(cos(dpLsqrt(2* m*j))- 
j*sqrt(m)*sin(dp*sqri(2*m*j))); 
expr 1 = sqr1(2)*~os(alp/2)*exp(i*hp*sq~(2*j))l((2*j)~l/4)*pi; 
% 
%-l-/-l-/-/-/-/-/-l-/-/-/-l-l-/-/-/-/-/-/-/-l-/-/-/-/-/-/-l-l-l-/-/-l-/-/-/-/-l-/-/-l-/-/-/-/-/-/-/-l 
%., ............... . .......... Ci-H (y') ................................... 




% STEP-1 : 
% 
%......,..Dans l'intervalle fixe:[M 1=13 1 ,M2=149] 
% .................. Critere de tolerance : CTûL 
% ......................... .nu=-112 ===> W = WI 
%.... CI-H = {SOMME DE mm=Ml A M2 (Wmm,nu * 
THETAJ(EXP( Amm-iog(y8 )))) )/y' 
%..........,,.......Ml = 131, M2 = 149 
% 
CI-H = [];C2,H = [J;CI,V = [];C2,V = (1; 
M l  = 131; M2 =Mg; 
for 1 = l:Nlag 
tp = ex p(Arnm-log( y p(1))); 
THEïA,fl= feval('t,fuv I ' ,tp); 
Cl,H(I) = sum(W I (M 1 :M2).*THETA,ft(M I :M2))/yp(l); 
end 
CïOL = max(abs(Cl,H))*TOL; 
Cl-H = real(Cl,H)'+j*imag(Cl,H)'; 
96 
%disp(['fin traitement step-1. Cl-H '1) 
% 
% A verifier separement pour les parties: reelle et imaginaire de I'expr. 
% (si peu de zero dans THETA, alors fin prematuree est tolere  ...) 
5% 
% STEP-2 : 
% 




mm = 150; 
for 1 = 1 :Nlag 
while (mm >= 150 & mm c= 283) 
tp = exp(Amm(mm1-log(yp(I))); 
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THETA-ft = feval('t-fuv 1 ' ,tp); 
if(abs(real(W 1 (mm)*THElA,ft(mm)/yp(I)))) > CRIL 
C l,H(I) = CLH(1) + real(W l(mm)*THETA,ft(mm)/yp(I)); 
else 
C 1-H(1) = C 1-ii(1) ; 
kl  = k l + l ;  
end 
i f(abs(imag(W 1 (mrn)*THETA,fi(mm)/yp(I)))) > CïDL 
C l,H(I) = Cl,H(I) + jaimag(W 1 (mm)*THETA,f~(mm)/yp(l)); 
else 
Cl-H(1) = Cl-H(1) ; 
k2  = k 2 + 1 ;  
end 
if(k 1 * k b O  & k l =k2),break1end 




%disp(['fin traitement step-2. CI ,H mm= *,num%tr(mm),',adaptatif de 
Ml=\SO a M2 %> Mt.']) 
%--- 
% STEP-3 : 
%= 
% ......... Adaptativite de mm=(M 1=130,M2<M Il, si expression c= CïUL, fin. 
9E 
kl  =O; 
k2 =O; 
mm = 130; 
for I = 1 :Nlag 
while (mm >= 1 & mm <= 130) 
tp = exp(Amm(mm)-log(yp(1)); 
THETA-ft = feval('r,fuv I ',tp); 
if(abs(real(W 1 (mm)*THETA,ft(mm)/yp(I)))) > C ï D L  
C 1-H(1) = C l  ,H(I) I- real(W I (mm)*THETA,ft(mm)/yp(I)); 
else 
CLH(1) = Cl-H(1); 
kl  = kl  + 1; 
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MI=150a M 2 >  Ml.']) 
%-= 
96 STEP-3 : 
% 
%...,.,...Adaptativite d e  mm=[MI=l30,M2cMl], si expression c= CUIL,  fin. 
46 
k l  =O; 
k2 =O; 
mm = 130; 
for 1 = l :Nlag 
while (mm >= 1 & mm c= 130) 
tp = exp(Amm(mm)-log(yp(1))); 
THE!TA&t = feval('t-guv 1 ' fp); 
if(abs(rcal(W2(mm)*THETAlgi(mm)/yp(I)))) > CTûL 
C2,H(1) = C2_H(I) + real(W2(mm)+THETA,gi(mm)/yp(l)); 
clsc 
C2,H(I) = C2-H(1); kl = kl + 1 ; 
end 
if(abs(imag(W2(mm)*THETA~t(mm)/yp(l)))) > CK)L 
CZ,H(I) = C2_H(I) + j*imag(W2(mm)*THETA-gt(nim)/yp(l)); 
clse 
C2-H(1) = C2,H(I); k2 = k2 + 1 ; 
end 
if(k1 *km & kI=k2),break,end 
m m = m m -  1; k l  =O; k 2 = 0 ;  
end 
end 
C2-H = C*exprl *sqrt((real(yp)'+j*irnag(yp)')*pi/2).*C2-H; 
% 
%disp(['fin traitement step-3, C2-H mm= ',num2str(mm),' ,adaptatif de 
Ml=l3O a M2 < Ml.')) 








% STEP-1 : 
46-e 
%.....,.,.Dans l'intervalle fixe:[M1=131,M2=149) 
9b ............. ,,,.,Critere de iolerance : C'iDL 
............................ % nu=+1/2 ===> W = W2 
%....Cl-V = (SOMME DE mm=M 1 A M2 (Wmm,nu* 
THETA,f(EXP(Amm-logy'))))/yl 
% 
MI = 131; M2 =l@; 
for 1 = l :Nlag 
tp = exp(Amm - log(yp(U)); 
THETA-ft = feval('t-fuv l ',tp); 
C 1 ,V(I) = sum(W2(M 1 :M2). *THETAJi(M I :Ml))/yp(l); 
end 
CTOL = miur(abs(C 1 ,V))*TOL; 
Cl-V = real(Cl,V)'+j*imag(Cl-V)'; 
% 
%disp(['fin traitement step-l. Cl-V '1) 
% 
% A verifier separemeni pour les parties: reelle ei  imaginaire de I'expr. 
% (si peu de zero dans THETA, alors fin prematuree est tolerm ...) 
%- 
% STEP-2 : 
%-- -- 




mm = 150; 
for I = L:Nlag 
while (mm ;z= 150 & mm c=283) 
tp = exp(Amm(mm)-log(yp(1))); 
THETA-ft = feval('t,fuvl ',tp); 
if(abs(real(W2(mm)+TN~AAf~(mm)/yp(l)))) > CTOL 
C I,V(I) = C 1 ,V(I) + real(W2(mm)*THETA,fi(mm)/yp(l)); 










fasrn = vsGpqJ(abq,:); 
eval(['load ',fasm]); 
% 
evai['ELPSdp-' int2sir(abq) ' = EPS']); 
evai['TG2Tdp,' int%tr(abq) ' = TG2T'l); 
eval(['yhrdp,' inQstr(abq) ' = HhNp'l); 
eval([ 'yhidp-' in9str(abq) ' = HhNq']); 
eval(['yvrdp-' int2str(abq) ' = HvNp']); 




if grph == 1 
% 
savc tg2thp.mat TG2Thp-1 TG2Thp-2 TG2Thp-3 TG2Thp-4 
TG2Thp-5 TG2Thp-6; 
Save elps hp.mat ELPS hp, 1 ELPShp-2 ELPS hp-3 ELPShp-4 ELPShp-5 
ELPS hp-6; 
save yhrhpmat yhrhp-1 yhrhp-2 yhrhp-3 yhrhp-4 yhrhp-5 yhrhp-6; 
ave yhihpmat yhihp-1 yhihp-2 yhihp-3 yhihp-4 yhihp-5 yhihp-6; 
save yvrhp.mat yvrhp-l yvrhp-2 yvrhp-3 yvrhp-4 yvrhp-5 yvrhp-6; 
Save yvihp.mat yvihp-1 yvihp-2 yvihp-3 yvihp-4 yvihp-5 yvihp-6; 
% 
elseif grph ==2 
Save tg2talp.mat TG2Talp-1 TG2'lslp-2 TG2Taip-3 TG2Talp-4 
TG2Talp-5 TG 2Tal p-6; 
Save elpsalp.mat ELPSalp-1 ELPSalp-2 ELPSalp-3 ELPSalp-4 
ELPSal p-5 ELPSal p-6; 
Save yhralp.mat yhralp-1 yhralp-2 yhralp-3 yhralp-4 yhralp-5 yhralp-6; 
save yhialp.mat yhialp-l yhialp-2 yhialp-3 yhialp-4 yhialp-5 yhialp-6; 
Save y vralp.mat y vral p- l yvralp-2 y vrai p-3 y vrdp-4 y vralp-5 y vral p-6; 
savc yvialp.mat yvialp-1 yvialp-2 yvialp-3 yvialp-4 yvialp-5 yvialp-6; 
% 
else 
Save tg2tdp.mat TG2Tdp-l TG2Tdp-2 TG2Tdp-3 TG2Tdp-4 
TG2Tdp-5 TG2Tdp-6; 
savc elpsdpmat ELPSdp-1 ELPSdp-2 ELPSdp-3 ELPSdp-4 ELPSdp-5 
ELPSdp-6; 
save yhrdp.mat yhrdp-1 yhrdp-2 yhrdp-3 yhrdp-4 yhrdp-5 yhrdp-6; 
Save yhidp.mal yhidp-l yhidp-2 yhidp-3 yhidp-4 yhidp-5 yhidp-6; 
savc yvrdp.mat yvrdp, 1 yvrdp-2 yvrdp-3 yvrdp-4 yvrdp-5 yvrdp-6; 








% POUR ESSENTIELLEMENT LA SEPARATION DES SIGNAUX, EN 
UTILISANT %L'ANALYSE EN COMPOSANTES INDEPENDANTES. LA 
STATISTIQUE %D'ORDRE SUPERIEUR ETANT UTlLlSEE ICI, CAR 
LES SIGNAUX TRAITES %SONT DE DISTRIBUTION NON-GAUSSI- 
ENNE, LEGITIMISANT L'USAGE DE %LA FONCTION DE CON- 
TRASTE. 
%,#, ., #...#...#%...#..,#%...#.,.#4b#4b..#...#%.,.#,,*#%...#...#%..#...#%...#...#%...#.. 
% 
clear 
load vlfsrcl-2 %,.,..Ysrc (2x20003 
% 
%---------------------1-Blanchissement spa ial des variables 
%- -- -- -- - -- -- -. -- - - --- -- - - - ---- -- --- -- -- - - - -- -- - -- - - ----a -- -- - - -- - - - - - - - - - - - - - - - - - - - -. - ., - -- - 
%TRANSFORMATION SVD DE LA MATRICE DES OBSERVATIONS 
YNTI  
%UNE AUTRE VERSION DU CALCUL DE LA SVD EST PROPOSEE 
SELON %CHAN, POUR LES MATRICES RECTANGULAIRES [mxn], 
AVEC m >> n. 
% -------.-.--------------------------------.*----*--------------------------------.----.- -- 
% Y = V,S.U' (V[Nxro], S[roxro], U'IroxT]) et ro=rank(Y ), N=nccT=rn. 
[Nsrc,Msrc] = size(Ysrc); 
rn=Msrc; 
ro = rank(Y src); 
% 
%-------(i) decomposition QR : % Qt'*Ysrc9 = R; R 1riang.sup. 
96-------(ii) SVD (R): Rt = Xt.St.Yt'; 
%-------(iii) mod,svd[Ysrc'] =>Qi.Xt.Si.Yt'; IV :=Yi 
% Ysrc' = Qt*Xt*St*Yt'; => Ysrc = Yt*St*Xt'*Qt'===> IS := SL 





% initialisation de Z := sqri(Msrc).Xtl.Qt' (Z[roxTJ) et L := Yt.Si/sqrt(Msrc) 
(LINxroI) 
96 
Zt = sqrt(Msrc)+Xt'*Qi'; 
Li = Yt*Silsqri(Msrc); 
z = Zt; 
% 
%.-------------------2-lnitialisation de Ft ;= Li 
% 
Ft = LI; 
% 
96 - - - - - - - - - - - - - - - - - - -- 3-Debut boucle sur Bly= l,2, ...,, Blym<=l +sqrt(ro) 
% 
Bly = 1; 
while (Bly c= 1 +sqn(ro)) 
% 
%--------------------4-Debut boucle sur paire=l ,..., ro(ro- l)/2 paires (Li,Lj J a 
traiter 
% selon un ordre cyclique, les lignes par ex. 
% 
Li = 1; Lj= Li; 
for paire = I :ra*(ro- 1 )/2 
idem = eye(ra); Lj = l,j -+ 1; 
Save Ztsrc.mat Z 
% ------.------------------------------- .. . ------- ---------- * 
-W.-- 
% 4-(a)Estimstion (sans biais) des cumulants de (zi,zj), d'ordre 4 
96 utilisation des k-statistiques. 
46 m t 2  m 
46 cabcd = ---- mu-abcd - -----(mu,ab.mu,cd + mu,ac,mu,bd + 
mu-ad.mu-bc) 
9b m- 1 m- 1 
% 
% 1 m 
% avec mu-abcd = ---.S UM ( (z,a(p).z-b(p),z-c(p).z_d(p))), 
% m p=l 
% 1 m 
% et mu-ab = ---.SUM ((z-a(p).z,b(p)) 







% mm ESSENTIELLEMENT LA SEPARATION DES SIGNAUX, EN 
UTILISANT %L'ANALYSE EN COMPOSANTES INDEPENDANTES. LA 
STATISTlQUE %D'ORDRE SbSUPERIEUR ETANT UTiLlSEE ICI, CAR 
LES SIGNAUX TRAITES %SONT DE DISTRIBUTION NON-GAUSSI- 
ENNE, LEGITIMISANT L'USAGE DE %LA FONCTION %DE CON- 
TRASTE. 




load vifsrc2-1 %.....Y src [4x2000] 
% 
%%--------------------- i -Blanchissement spatial des variables 
9h ...................... --- --------- -------.-- - - -- --- --- ------ ------- ------------------- 
% TRANSFORMATION SVD DE LA MATRICE DES OBSERVATlONS 
WN'Tl 
% UNE AUTRE VERSlON DU CALCUL DE LA SVD EST PROPOSEE 
% POUR LES MATRICES RECTANGULAlReS [mxnj, AVEC m >> n. 
% ------.--- ----.------------------.--.--------------------------------.------------------- 
9b Y = V.S.U' (V[Nxro], S[roxro], U8[roxT]) et ro=rank(Y), N=ncd'=rn. 
% 
[Nsrc,Msrc) = size(Y src); 
m = Msm; 
ro = rank(Ysrc); 
% 
%-------(i) decomposition QR : 96 Qt'*Ysrc' = R; R triangsup. 
96-------(ii) SVD (R): Rt = Xt.St.Yt'; 
5%-------(iii) mod,svd[Ysrci] ====>Qt.Xt.St.Yt'; IV :=Y[ 
% Ysrc' = QtSXt*Si*Yi'; => Ysrc = Yt*St*Xt'*Qt8==> IS := St 





% initialisation de Z := sqrt(Msrc).Xtl.Qt' (Z[roxT]) et L := Yt.Si/sqrt(Msrc) 
(Lu'Jxro3) 
% 
Zt = sqrt(Msrc)*Xtl*Qt'; 
Lr = Yt*St/sqrt(Msrc); 
z = zt; 
96 
46 - - - - - - - - - -- - - - - - - - -- 2-lnitialisation de Ft := Lt 
% 
Ft = Lt; 
% 
46 - - - - - - - - - - - - -. - -- - -- 3-Debui boucle sur Bly=1,2, ...., BIynic=l +sqn(ro) 
9b 
Bly = 1; 
while (Bly <= 1 tsqrt(ro)) 
% 
% - - - - - - - - - - - - - - - - - - - -4-Debut boucle sur paire=l ,..., ro(ro- l)/2 paires (Li,Lj) a 
traiter 
96 selon un ordre cyclique, les lignes par ex. 
96 
Li = 1; Lj =Li; 
for paire = 1 : ro*(ro- 1 )12 
ident = eye(ro); Lj = Lj t 1; 
Save Ztsrc.mat Z 
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