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1. Introduction 
Let M be a 0 00 , connected, complete Riemannian manifoJd, let N be 
a closed connected regularJy imbedded sub manifold, and let N 1. be the 
normal bundle of N, i.e. the set of all tangent vectors to M at points 
of N that are pecpendicular to N. Let Exp: Nl. -+ M be the usual 
exponential map of Nl. onto M. Let V N be the set of v E Nl. such that 
there are no focal points of Non the geodesic t-+ Exp (tv) for o.;;;t.;;;; 1. 
Let VN' be boundary of VN in Nl.. Thus, Exp (VN') may be considered 
as the "focal locus" of N in M, generalizing the well-known concept of 
conjugate locus in the case where N is a point. 
In this paper, we deal with two types of results concerning the focal 
locus. In the first, we look for sufficient conditions that the map Exp 
restricted to VN be a covering map on Exp (VN)· For example, if N is 
a point and if V N=Nl., i.e. there are no focal (in this case, conjugate) 
points, it is known that Exp is a covering map. In [6] we proved, in case 
the curvature of M is non-positive and N is totally geodesic, that V N = Nl. 
and that Exp is a covering map 2). However, further conditions of this 
type do not seem to have been considered before, despite their a-priori 
importance for globaJ Riemannian geometry, and we will give such 
conditions here. 
Second, we will give estimates of the location of focal points and the 
Morse indices in terms of the curvature of M and the second fundamental 
form of N, using techniques due to Morse and very successfully applied 
by numerous authors in the last years in case N is a point. It may be 
possible to refine these estimates using Rauch comparison techniques, 
but we will defer that work to a later time. As application, we can in 
some favorable cases apply Morse theory and obtain information on the 
topology of N. We will now fix notations and describe our main results 
in more detail. 
Theorem A. Suppose M, N, NJ., Exp, V Nand V N' are as described 
1) Supported in part by the National Science Foundation, grant NSF-G9508. 
2) In [6] we did not know whether the facts proved there proved that Exp 
was a covering map, but we will fill in that gap in this paper. 
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above. Suppose in addition that Exp ( V N') is contained in the boundary 
of Exp (VN)· Then, Exp: VN--+ Exp (VN) is a covering map. 
To state the next theorem, we need to recall some concepts from 
Riemannian geometry (HELGASoN's book [5] will serve as a basic 
reference). For p EM, let Mp be the tangent space toM at p. Let <, > 
be the positive definite inner product on M p defined by the metric. For 
uEMp, let llull=(u,u)112. If pEN, identify Np with a subspace of Mp 
using the differential of the map defining the imbedding of N in M. 
If a: [0, 1] --+ M is a curve in M (usually parameterized proportionally 
to arc-length), for O.;;;;t.;;;; 1 let a'(t) be the tangent vector to a at t, an 
element of Ma(t)· If u, v E Mp for some p EM, let K(u, v) be the sectional 
curvature of Min the plane spanned by u and v. For pEN, let Nf; be the 
space of vectors in Mp perpendicular to Np, and let Nl. = UN{ For 
'JH!.N 
pEN, u E Nf;, let Su(,) be the second fundamental form of N, evaluated 
on v. Thus, for each u, Su is a real-valued symmetric bilinear form on 
Np [1, 2]. A geodesic a: [0, 1]--+ N is said to be perpendicular toN (at t=O) 
if a(O) EN and a'(O) E N~w A vector field v: t--+ v(t) E Ma(t) on a is said 
to be transversal to N if: 
1.1 
~ a) v(O) E Na(Ol 
(b) (Vv(O), u) = .,-Sa'(Ol(v(O), u) for all u E Np 
(t--+ \lv(t) is the covariant derivative vector field along a). 
For p EM, let R( , )( ) be the Riemann curvature tensor evaluated at p. 
Thus, for U1, u2 E Mp, R(ub u2) is a linear transformation of Mp--+ Mp, 
whose value on a u E Mp is R(u1, u2)(u). A vector field t--+ v(t) on a is 
a Jacobi field on a if it is 0 00 and if: 
\7\lv(t)+R(v(t), a'(t))(a'(t))=O for O.;;;;t.;;;;l. 
If a: [0, 1]--+ M is a perpendicular geodesic to N, a point a(to) on a, for 
toE (0, 1], is a focal point of N with respect to a if there is a Jacobi field 
on a that is not identically zero, that vanishes at t =to, and that is 
transversal to N, i.e. satisfies 1.1. 
Theorem B. Let a: [0, 1]--+ M be a geodesic perpendicular to N. 
Suppose that e1, ... ,en are the eigenvalues of Sa'(Ol/lla'(Olll" For 0 < t < 1, let 
Ne C Ma(t) be the subspace obtained by parallel translating Na,ol along a 
to a(t). Suppose that a(1) is a focal point of N (with respect to a), but that 
there are no focal points on (0, 1). For 1 .;;;;i.;;;;n, let Ai be the smallest positive 
root of the equation: 
A. cot A.= -ei (length a). 
Suppose 1:51 and ~52 are positive numbers such that 
0< 151.;;;;K(a'(t), u) for all u E Ne, O.;;;;t.;;;; 1, and 
0<K(a'(t),u).;;;;l52 for all uEMa(tl' o.;;;;t.;;;;l. 
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Then, 
Theorem C. Suppose that M is a complete, simply connected Riemann-
ian manifold of non-positive sectional curvature. Let N be a closed sub-
manifold of M of dim n. Suppose that k is an integer such that, for each 
u E Nl., at least k (counted according to multiplicity) of the eigenvalues of 
Su are non-positive. Then, 
0 = Hn-k+l(N) = ... = Hn(N), 
where the indicated homology groups of N are taken with any field as 
coefficients. 
Using algebraic results of 0TSUKI [10), conjectured by CHERN and 
KUIPER [3], conditions will be given later on that involve only the curva-
tures of M and the induced metric on N and that imply the hypotheses 
of Theorem C. Note that the results proved by Chern, Kuiper and Otsuki 
are concerned with proving that the nth Betti number of N is zero, 
hence that N cannot be compact. 
2. Proof of Theorem A 
The notations will be those of the introduction. In addition, all mani-
folds will be C00 , paracompact and connected, and all maps, curves, tensor-
fields, etc. will be coo unless mentioned otherwise. If P and Q are mani-
folds q;: P ~ Q a map, pEP, q;*: Pp ~ Q'P!P> denotes the linear map 
induced by q; on tangent vectors. 
Lemma 2.1. Suppose that P and Q are connected manifolds of the 
same dimension and that q;: P ~ Q is a map which has everywhere non-zero 
Jacobian. Suppose further that there is a point p E P such that the map 
induced by q; on curves beginning at p is onto the space of curves beginning 
at q;(p). Then, q; is a covering map of P on Q. 
Proof. By a theorem due to NoMrzu and OzEKI [9], Q has a complete 
Riemannian metric. This metric pulled back to P by q; defines a metric 
on P such that q; is a local isometry. The lifting of a geodesic of Q beginning 
at q;(p) is a geodesic of P, hence the metric on P is complete, by the 
Hopf-Rinow theorem, hence q; is a covering map [5, p. 74], q.e.d. 
We now proceed to apply Lemma 2.1 to the case P = V N C Nl., 
Q=Exp (VN) C M. A well-known alternate characterization of focal 
points goes as follows: Given v E Nl., Exp (v) is a focal point of N with 
respect to the geodesic t ~ Exp (tv) if and only if the map Exp has 
Jacobian zero at v. Thus, Exp restricted to V N is an open map, and 
Exp (V N) is open in v~. Let po be a fixed point of N, and let y: [0, 1] ~ 
~ Exp ( V N) be a curve starting at po, parameterized by s, 0.;;;;; s.;;;;; a. We 
616 
attempt to lift y by Exp to a curve beginning at the point (po, 0) C Nl. 
Since Exp restricted to V N is an open map, this can be lifted for suffi-
ciently small s. This lifting will succeed in lifting y unless there is an 
"obstruction" number a E (0, 1] encountered such that a lifted curve 
exists over 0 < s <a, but over no larger interval. Suppose such an obstacle 
is encountered. Suppose the lifted curve is of the form (yo(s), u(s)), with 
yo(s) EN, u(s) E Nf,lsl y(s) =Exp (u(s)), for 0 < s <a. Let b: [0, a) x 
x [0, 1]--+ M be a homotopy such that: 
b(s, t) = Exp (tu(s)) for O.;;:t.;;:1, O<;s<a. 
Let o8 b(s, t) and Otb(s, t) be the elements of M 61s,tl defined as follows: 
o8 b(s, t) (resp. Otb(s, t)) is the tangent vector to the curve A.--+ b(s, t) 
(resp. A.--+ b(s, A.)) at A.=s (resp. A=t). Thus, b has the following properties: 
llotb(s, t)ll =the length of the curve t--+ b(s, t), for fixed s 
ob(s, 0) = u(s) E N~s.tl for O<;s<a 
b(s, 0) EN for O.;;;s<a. 
For fixed s, the curve t--+ b(s, t) is a geodesic, perpendicular to N, i.e. 
b is a geodesic deformation. The vector field t--+ o8 b(s, t) along this 
geodesic is a Jacobi vector field transversal to N. 
b(s, 1) = y(s) for O.;;;s<a. 
Lemma 2.2. If the homotopy b(s,t), O<;s<a, O.;;:t.;;:1, has the 
properties listed above, and if L(s) =the length of the curve t--+ b(s, t) for 
O.;;;t.;;; 1, then: 
jL(a)-L(O)I <length of y(s) for O<;s<a. 
Proof. The classical first variation formula implies that: 
L(s) ~; = (y'(s), Otb(s, 1)) 
(since (o8 b(s, 0), otb(s, 0) =0, hence 
IL(s)-L(O)I < j l<r'(A.)L~~~(A., 1))1 dA. 
f• llr'(A.)IIIIotb(A., 1)11 d, <o L(A.) 1'. 
8 
= f lly'(A.)II dA. < lengthy. 
0 
Lemma 2. 3. llosb(s, 0)11 is bounded as s --+a. 
Proof. Suppose otherwise, i.e. there is a sequence of numbers, 
SJ E (0, a), j=1, 2, ... , such that: 
lim SJ = a, lim llosb(s;, Oil = oo. 
i i 
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By Lemma 2.2, all points 15(81, 0) lie within a bounded distance from 
y(a) = b(a, 1). Since M is complete and N is closed inN, we can suppose, 
taking subsequences if necessary, that: 
lim 15(8J> 0) = q EN, and lim Oti5(8J> 0) = u EN{ 
i i 
Thus, the geodesic t-o- 15(8J, t) converges uniformly to the geodesic 
t-o- Exp (tu) as j -o- =· 
For each j, let the Jacobi vector fields v1(t) and w1(t) be defined on the 
geodesic t -o- 15(8J> t) as follows: 
VJ(t) = o8 15(8J> t) 
Vj(t) 
WJ(t) = JJv1(0)JI + 1Jvv1(0)JI 
Now, since v1(0) = o8 15(8J, 0), we have lim JJvi(O)JJ = =· But, llwi(O)JJ < 1 and 
i-+00 
JJvwJ(O)JI,;;;; l. Hence, taking subsequences if necessary, we can suppose 
that: 
lim w1(0) = wo EN q, lim \lWJ(O) = WI EM«· 
i i 
Further, since each w1(t) is a vector field that is transversal toN, if w(t) is 
the Jacobi field on the geodesic t-o- Exp (tu) such that w(O) =Wo, vw() =WI, 
then w is also transversal to N. Further, since the initial conditions 
converge, we must have: 
lim w1(t) = w(t) uniformly for O,;;;;t<; l. 
i 
w cannot be identically zero, since JJw(O)JI+IJL:.w(O)JJ=l. Now, VJ(1)= 
=o8 15(8J> 1)=y'(81), which does have a limit as j -o- =, by hypothesis. 
Thus, w(1)=0, hence y(a) is a focal point of N with respect to the geodesic 
t-o- Exp (tu), hence y(a) E Exp ( V N) n Exp ( V N'), contradiction. 
Now that lemma 2.3 is proved, we see that the length of the curve 
8 -o- 15(8, 0) for 0<;8<a is finite, hence by completeness of M, the limit 
as 8 -o- a of 15(8, 0) exists, and equals, say, q again. Since N is closed in 
M, q EN. By lemma 2.2, we can again choose a sequence of numbers (8J) 
such that: 
lim 8J = a, lim Oti5(8J, 0) = u. 
i i 
Then, Exp (u)=y(a). Again, y(a) cannot be a focal point for N with 
respect to the geodesic t-o- Exp (tu), since Exp (VN') C (Exp (VN))'. 
Thus, Exp is a diffeomorphism on some neighborhood of u. This diffeo-
morphism can be used to extend the curve (yo(8), u(8)) whose image under 
Exp is y up to and a little beyond 8 =a, which is a contradiction to our 
assumption that 8=a was the obstacle to lifting y. Lemma 2.1 can now 
be applied to infer that Exp restricted to V N is a covering map, and proves 
Theorem A. 
41 Series A 
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3. Comparison theorems for focal points 
Suppose that M, N, Nj_, Exp, S, v, (, ), R(, ) ( ) and K( , ) are as 
defined in the introduction. \Ve now recall the second variation formula 
[1, 2, 8]. Suppose that a(t), O.:;;;t.:;;; 1, is a geodesic (parameterized pro-
portionally to arc-length) that is perpendicular to N at t = 0. Suppose 
that o(s, t), O.:;;;s, t.:;;; 1, is a homotopy such that: 
o(O, t) = a(t), i.e. o is a deformation of a. 
o(s, 1)=a(1), i.e. 0 has a fixed end-point at t=l. 
o(s, 0) EN and Oto(s, 0) E Nj_ for O.:;;;s.:;;; l. 








L(O) ds2 (0) =- Scr'(Ol (v(O), v(O)) 
1 




where v: t---+ v(t) = Oso(O, t) is the infinitesimal deformation vector field 
on a, and where fJ(t) is the angle between v(t) and a'(t). If v(t) is transversal 
toN, i.e. satisfies 1.1, then an integration by parts and using the relation 
between sectional curvature and the Riemann curvature tensor gives: 
1 
3.2 I(v) =- f (v(t), \j\Jv(t) + R(v(t), a'(t)) (a'(t)) dt, 
0 
3.3 (v(t), R(v(t), a'(t)) (a'(t))) = lla'(t)ll2 llv(t)ll2 sin2 fJ(t) K(v(t), a'(t)). 
I(v) is the Morse index form. We want to apply the Morse index theorem, 
a generalization of the Sturm oscillation theorem. With a view towards 
later applications, we shall describe without proofs a more general formula-
tion of Morse's results. 
Let a: [0, 1] ---+ M be a curve (not necessarily a geodesic) that will be 
fixed throughout the discussion. A boundary condition at t = 0 will be 
defined by an ordered pair (W, Q), consisting of a subspace W C Ma(O) 
and a bilinear, symmetric form (u, v)---+ Q(u, v) E R defined for u, v E W. 
We say that a vector field v: t---+ v(t) E Ma(t) defined on a satisfies the 
boundary condition (W, Q) if: 
3.3 
~a) v(O) E W. 
(b) (vv(O), w) =- Q(v(O), w) for all wE W. 
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Suppose that we are given such a boundary condition and a tensor field 
t--+ Tt, O<;t<; 1, along a, where, for each t E [0, 1], Tt is a linear trans-
formation: 
Ma(t) --+ Ma<tl that is symmetric with respect to < , ), i.e. 
<Tt(u), v) = <u, Tt(v)) for u, v E Ma(t)' O<;t<; l. 
Associated with Tt, we can construct the ordinary differential operator 
\J2 +Tt acting on vector fields defined on a. Explicitly, if v: t--+ v(t) EMa(tl 
is a vector field on a, 
u = (v2+Tt)(v) is a vector field on a such that u(t) = \,7\7v(t)+Tt(v(t)). 
A point a( to) is said to be a focal point of a(O) with respect to the boundary 
condition (W, Q) and the operator v 2+Tt if there is at least one (C00 ) 
vector field v(t), O<;t<; 1, on a such that: 
) 
a) v is not identically zero. 
b) v satisfies (\72 +Tt)(v) = 0. 
c) v satisfies 3.3, i.e. the boundary condition (Q, W) at t = 0. 
d) v satisfies v(to) = 0. 
3.4 
The following result, after taking account of differences in notation, 
can be found in [1], [2] or [8]. 
Theorem 3.1. Given (W, Q) and t--+ Tt as above,suppose that a 
contains no focal points with respect to the boundary condition ( W, Q) and 
the operator v2+Tt. Let u(t), O<;t<: 1, be a continuous, piecewis) Cl vector 
field on a satisfying the boundary condition (W, Q) at t=O. Let v(t) be a 
coo vector field that satisfies (v2+Tt)(v)=0, the (W, Q)-boundary condition 
at t=O, and v(1)=u(1). Then, 
) 
- Q(v(O), v(O)) + J llvv(t)ll2 - <v(t), Tt(v(t))) dt 
3.5 ° 
<- Q(u(O), u(O)) + j llvu(t)ll2 - <u(t), Tt(u(t))) dt. 
Equality can hold only if u(t) = v(t) for 0 <: t <: l. 
To apply this result, suppose that we are given two such operators, 
v2+Tt and v 2+Tt*· Suppose that the geodesic a is free of focal points 
of the operator v 2+Tt, but that the vector field u(t), O<;t<; 1, satisfies 
the (W, Q)-boundary condition at t=O and: 
v2u(t)+Tt*(u(t)) for O<;t<; l. 
For each s E (0, 1], let s8(t), O<;t<; 1, be the unique coo vector field on a 
such that: 
\7\7V8 (t) +Tt(V8 (t)) = 0. 
t --+ v8 (t) satisfies the ( W, Q)-boundary condition at t = 0. 
v8 (s)=u(s) for O<s<;l. 
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The fundamental estimate is now: 
Corollary to Theorem 3.1. With the above notations, l ~! JJu(s)JI2 ;;. (\lvs(s), Vs(s)) 3.6 
+ j (u(t), Tt(u(t))- Tt*(u(t))) dt. 
Equality hold8 only if u(t) = v(t) for 0 < t < s. 
To prove 3.6, it suffices to deal with the case s =I. It then follows 
by substituting u and v8 in 3.5, integrating by parts, and applying the 
boundary conditions and differential equations satisfied by u and v. 
The Morse index theorem, towards which we now turn, describes, at 
least in qualitative terms, what happens beyond the first focal point. 
Let [2 be the real vector space of continuous, piecewise 0 2 vector fields 
v: t--+ v(t) E Ma(t) on a satisfying the (W, Q) boundary condition at t=O 
and such that v(l)=O. The index of the interval [0, l] (with respect to a, 
Tt, (W, Q), of course) is the maximal dimension of a subspace of [2 on 
which the real-valued form 
1 
v--+- J (v(t), vvv(t) + Tt(v(t))) dt 
0 
is negative definite. If toE [0, l] is a focal point of the operator v2+Tt 
with respect to (W, Q), then the index of to is the dimension of the sub-
space of Q composed of 02 vector fields annihilated by v2+Tt. 
Theorem 3.2 (Morse index theorem). The index of [0, l] is finite 
and equal to the sum of indices of the focal points on the interval (0, 1). 
The index of [0, l] is also equal to the maximal number of linear independent 
02 elements of [2 that are eigenfunctions of \72 +Tt with positive eigenvalues. 
Notice that the following fact follows at once from the definition of 
the index given above. Its implication for focal points follows from 
Theorem 3.2. 
Suppose that v2+Tt* is another such operator such that 
3.7 (u, Tt(u)) > (u, Tt*(u)) for all u E Ma<tl> O.;;;t.;;; I. 
Then, the index of [0, l] with respect to v 2+Tt* is greater or equal to 
the index with respect to v2 +Tt. 
These results suggest proving estimates about focal points of an "un-
known" operator v2+Tt by "pinching" it between "known" operators 
v2+Tt** and v 2+Tt* such that: 
(u, Tt**(u));;.(u, Tt(u));;.(u, Tt*(u)) for all u E Ma<tl> O.;;;t.;;; I. 
Since the simplest candidates for Tt* and Tt** are operators which are 
invariant under parallel translation along a, we will retreat from general-
it.ies to consider the jndices of these operators. 
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Theorem 3.3. Suppose that \12 +Tt is an operator such that the 
covariant derivative of t--+ Tt along a is zero. Let P be the symmetric linear 
transformation: W --+ W such that: 
3.8 
Then, the index of [0, 1] with respect to this operator and the boundary con-
dition (W, Q) is equal to the maximal number of linearly independent solutions 
w E W of the equations 
3.9 i~ ().2I -To)i (~! - (2j: 1) !) (w) = 0, 
for some ). > 0, where I: M 11<o> --+ M 11<o> is the identity transformation. (In 
other words, the index is equal to the union of the intersections with 
W of the kernel of the linear transformations 
oo (I p ) 
.L ().2I -To)i -2 "I - (2. 1) I ' 
, -o J · J + · 
for all A.>O.) 
Suppose now that 
3.10 To(W) C W, and To restricted to W commutes with P. W then has 
a basis composed of simultaneous eigenvectors of P and To. 
Let C1<. ... Om (m=dim W) be the eigenvalues of To (repeated if 
necessary), and let e1, ... ,em be the corresponding eigenvalues of P. For 
1 .;;;;k.;;;;m, let A(k) be the number of positive solutions ). of either of the 
following equations: 
3.11 
~a) V).2 -Ck coth VJ;2-Ck = ek, when ).2 -Ck;;;.O 
or (b) VCk-).2 cot VCk-A.2 = ek, when Ck-).2 >0. 
Then, the index of [0, 1] is the sum A(1)+ ... +A(m). 
Proof. It is easily seen that a vector field v: t--+ v(t) along a satisfies 
the (W, Q)-boundary condition if and only if: 
The projection on W of \lv(O) = -P(vo). 
Thus, if v(t) satisfies: (\12+Tt-).2)(v)=0, these differential equations can 
be solved explicitly, by power series, with the result that: 
v(t) is the parallel translate along a of 
oo (~ ~B ) 
.
L ().2I -T0)1 -2 . 1 - (2 . 1) 1 P (v(O)). 
!-0 J. J + . 
3.12 
Requiring that v(1)=0 gives 3.9. The rest of the results, in case P and 
To commute, are obtained by substituting for v(O) the eigenvectors of 
P and To. 
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Of course, A(k) can in principle be computed, but the following quali-
tative information will be sufficient for our purposes. 
Lemma 3.4. Suppose xis a real variable restricted to x;;;.O. Consider 
the following equations for x : 
3.12 
3.13 
x coth x = e 
x cot x =e. 
If e< 1, 3.12 has no roots; if e;;;. 1, precisely one, say x(e). x(e) is monotone 
increasing fore;;;. l. 3.13 has an infinite number of roots, say x1(e) <x2(e) < ... , 
all monotone decreasing functions of e. Then, 
X1(1)=0. 2n>X2(1)>n, 3n>xa(1)>2n, etc. 
If e < 1, 0 .;;;;x1(e) <n, x2(1) .;;;;x2(e), etc. If e > 1, n<x1(e) < x2(1), 2n<x2(e) < 
<xa(1), etc. 
Proof. First treat f(x)=x coth x. Note that: 
f(O) = 1' 
f'(x) =! si~ 2x-x, 
smh2 x 
:x (!sinh 2x-x) =cosh 2x-1>0 if x>O. 
The listed properties of x(e) in this case follow. 
Now, let g(x)=xcotx. 
g(O) = 1, 
1 • 2 
'( ) _ 2 sm x-x 0 "f 0 g X - sin2 X < 1 X > • 
g(n-) = g(2n-) = ... = -=, g(n+) = g(2n+) = ... = +=. 
The listed properties of the roots follow in this case a]so from these facts. 
Corollary to Theorem 3.3. Suppose that P commutes with To. Then, 
any one of the following conditions is sufficient to guarantee that [0, 1] has 
no focal points of the operator \72 + T t with respect to the boundary con-
dition ( W, Q): 
3.14 ole< 0 and eTc< 1 for k = 1, ... , m. l ole < {J, with {J > 0 3.15 e1c < 1, but x1(e1c);;;. v;5 for each k = 1, ... , m, where 
smallest positive root of x cot x =e. 
x1(e) is the 
The proof of Theorem B stated in the introduction follows from these 
results. Suppose that a(t), O.;;;;t.;;;; 1, is a geodesic of M parameterized 
proportionally to arc-length. Let R(, )( ) be the curvature tensor of M, 
623 
let Te be the linear transformation v -+ R(v, a'(t)) (a'(t)). For v E Ma(l) 
which satisfies (v,a'(t))=O, 
(v, R(v, a'(t))(a'(t))) = JJvJJ2 (length a)2 K(v, a'(t)). 
((length a)2 CJ1v, v).;;;;; (v, Tev).;;;;; ((length a)2 CJ2v, v) 
if CJ1.;;;;;K(v, a'(t)).;;;;;CJ2. 
Suppose that N is a submanifold of M, with a(O) EN and a'(O) E Na!Ol. 
Then the boundary conditions ( W, Q) can be chosen as follows: 
W = Na(Ol, and Q(u, v) = Sa'!Ol(u, v), 
where S< >( , ) is the second fundamental form of N. The focal points for 
the operator \J2+Tt with boundary condition (W, Q), for this choice of 
Te, Wand Q, are now just the focal points of N along a in the usual sense. 
Theorem 3.3 and its corollary now apply to prove Theorem B. 
Turn to Theorem C, i.e. suppose that M is simply connected, that 
the sectional curvature of M is always .;;;;; 0, and that, for all pEN, all 
v EN;£, at least k (counted according to multiplicity) of the eigenvalues 
of Sv are .;;;;; 0. Let p EM -N be a point that is not a focal point of N, 
(chosen using Sard's theorem, i.e. as a regular image point for the 
mapping Exp: NJ.-+ M). Let a: [0, I)-+ M be a geodesic with a(O) EN, 
a'(O) EN-!;!Ol> a(1)=p. By comparison with the operator \72, with boundary 
conditions at t = 0 given by Q(u, v) = Sa'(Ol(u, v), W =Na!Ol> we conclude 
that the index of a with respect to the Jacobi operator V2+R(, a'(t))(a'(t)) 
is no greater than the operator \72, i.e. no greater than n-k, where 
n=dim N. Let P(p, N) be the space of all continuous, piecewise 0"" curves 
starting at p, ending at N. Morse theory now applies [8, Theorem 14.2], 
to prove that Hi(P(p, N)) = 0 for n- k < i.;;;;; n =dim N, where the homology 
groups are taken with respect to any field as coefficients. However, since 
M is simply connected and carries a complete Riemannian metric of 
non-positive curvature, it is diffeomorphic to Euclidean space, implying 
that P(p, N) has the same homotopy type as N. 
Now we investig~te further the sufficient conditions that the hypotheses 
of Theorem C be satisfied. For pEN, u, v E Np, let K(u, v) and KN(u, v) 
be the sectional curvature of the plane spanned by u and v with respect 
to, respectively, the given metric on M and the induced metric on N. 
Recall the following classical formula: 
m 
3.16 KN(u, v) -K(u, v) = ! Swi(u, u) Swi(v, v)- (Swi(u, v))2, 
i-n+l 
where Wn+b ... , Wm is any orthonormal basis of N;, and where Swi(,) 
is the second fundamental form evaluated at Wf, n+ 1 .;;;;;j .;;;;;m=dim M. 
The following algebraic lemma was conjectured by CHERN and KuiPER 
[3], and proved by 0TSUKI [10] 1). 
1) T. A. SPRINGER also proved this independently. His proof is given in N. H. 
Kuiper. Ausgewahlte Kapitel der Riemannschen Geometric. Bonn Math. Institut 
1957. 
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Lemma 3.4 Let V be a real vector space of dimension d. Suppose that 
Q1, ... , Qa-I are symmetric bilinear real-valued forms on V such that: 
d-1 ! Q1(u, u) Q1(v, v)- (Q1(u, v)2 .;;; 0 for all u, v E V. 
i~l 
Then, there is at least one non-zero vector v E V such that: 
Combining this lemma with Theorem C, we have: 
Theorem 3.5. Suppose that N is a closed submanifold of a complete 
simply connected Riemannian manifold M of non-positive sectional curvature. 
Suppose that: 
3.17 K(u, v) > KN(u, v) for all p EN, all u, v EN p, where K and KN 
are the sectional curvature of M and the induced metric on N, respectively. 
Then, 
Ht(N) = 0 for i >(dim M -dim N). 
Proof. Let m=dim M, n=dim N, k=2 dim N -dim M. We will 
show that, for each pEN, each wEN~, at least k eigenvectors of Sw( , ) 
are .;;; 0. Theorem C will then apply. In 3.16, we are free to choose the 
orthonormal basis (wJ) of N~, n+ 1.;;; j.;;; m. Suppose first it is chosen 
so that Wn+I=W. 3.16, Lemma 3.4 and 3.17 imply that Sw has at least 
one eigenvector VI with a non-positive eigenvalue. Let VI be the ortho-
normal complement of VI in Np. The right hand side of 3.16 is also .;;; 0 
for (u, v) restricted to VI, of course. If 2(m-n);;;;.dim VI=n-1, then 
k.;;;1, and we are through. If 2(m-n)<dim VI=n-1, then Lemma 3.4 
applies to Swn+l• ... , Swm again, to infer the existence of another eigen-
vector V2 of Sw in VI with a non-positive eigenvalue. Let v2 be the 
orthogonal complement of VI and v2 in Np. If 2(m-n);;;;.dim V2 =n-2, 
then k.;;; 2, and we are finished. Otherwise, Lemma 3.4 applies again, etc. 
We see that we end up with the required number of non-positive eigen-
values of Sw, q.e.d. 
4. Applications and extensions of Theorem A 
Suppose that N, M, Nl., Exp, V N C NL are as defined in the introduction. 
Theorem 4.1. Let UN be the set of all v E V N so that t-+ Exp (tv), 
O.;;;t.;;; 1, is the unique curve of minimum length joining Exp (v) toN. Then, 
a) UN is an open subset of NL. 
b) Exp restricted to UN is a diffeomorphism of UN with Exp (UN). 
c) The closure of Exp (UN) is all of M. 
Proof. Suppose that v E UN. Since Exp* has non-zero Jacobian at v, 
there is a neighborhood U of v in N 1. such that Exp is one- one on U, 
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Exp (U) is open in M, and contains no focal points of geodesics whose 
initial tangent vectors lie in U. We assert that taking U sufficiently small 
implies that U lies in UN· Otherwise, there is a sequence of points 
Yi E Exp (U), and unequal vectors u1, v1 E Nl., and v1 E U such that: 
i) Exp (u1) =Exp (vJ), ii) v1 -+ v as j-+ oo, iii) length of t-+ Exp (tu1), 
O.;;;t<; l, is no greater than length oft-+ Exp (tv1), O<;t< l. Since every 
bounded closed subset of M is compact, we can suppose, by taking sub-
spaces if necessary, that u1 -+ u as j-+ oo, where u E Nl.. Then, Exp (u) = 
=Exp(v), by continuity of the Exp mapping, and u=v by definition of 
v E UN· Then, u1 E U if j is sufficiently large, which contradicts that 
Exp is one-one restricted to U, hence proves a). Note that Exp restricted 
to UN is one-one. To show that it is a diffeomorphism, it suffices to show 
that it is a covering map. 
It suffices again to show that we can lift curves. Suppose that y(8), 
0 < 8 < l, is a curve in Exp (UN), and that (yo(8), u(8)), yo(8) EN, u(8) E N}y,(sl 
is a curve in UN for 0 < 8 <a which is mapped into y. We must show that 
the lifting can be continued beyond a. Otherwise, going through the 
details used to prove Theorem A, we see that there will be a sequence 
of numbers (p1), j = l, 2, ... , such that: 
lim 8J =a, lim yo(8J) = q, lim u(81) = u EN~, 
i i i 
y(a)=Exp (u), and such that y(a) is a focal point of N with respect to 
the geodesic t-+ Exp (tu). Since y(8) E UN for 0<;8<;1, the distance from 
y(81) to N must equal JJu(81)JJ for all j, hence the distance from y(a) to N 
must equal JJuJJ. Now, u ¢ V N· But, since y(a) E UN, there is at least one 
other vector wE Nl. with JJwJJ = JJuJJ and Exp (w) =y(a), which is a contra-
diction of the definition of UN· This finishes the proof of b). 
We now show that the closure of Exp (UN) is M. Let p EM. Using 
the Hopf-Rinow theorem and the fact that N is closed in M, there is a 
u E Nl. such that Exp (u) =p and such that t-+ Exp (tu) is a geodesic 
of minimal length joining p to N. It can contain no focal points for 
O<;t< l, for otherwise it would not be minimizing at t= l. For toE (0, l), 
there can be no other w ENl. with Exp (tow)=Exp (tou) and JJwJJ=JJuJJ, 
for otherwise the corner between Exp (tw) and Exp (tu) at t=to could 
be cut across to give a shorter curve joining p to N. Hence, tu E UN for 
O<;t< l, and p E Exp (UN). 
Remark. In case N is a point, say po, Upo is just the inside of the 
cut locus of po [7, 13]. J. H. C. WHITEHEAD proved Theorem 3.5 in this 
case, so our result can be considered as a generalization, and gives another 
proof when specialized. It is then natural to ask about generalizations 
of Klingenberg's results on the cut locus. We plan further work on this 
at a later time, but we can present the following result here, generalizing 
Lemma l of [7]. 
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Theorem 4.2. Suppose that M is a complete Riemannian manifold 
and that N is a submanifold. Suppose that p, q EN, that uo E Ni, Vo EN~ 
satisfy: 
a) Exp (uo) = Exp (vo), lluoll = llvoll· 
b) If u, v are any pair of vectors inN/ with Exp (u)=Exp (v), llull=llvll, 
but u=;6v, then llull>lluoll· 
c) Exp (uo) is not a focal point of N with respect to either of the geodesics 
t -+ Exp (tuo) or t -+ Exp (tvo). 
Then, the geodesics t-+ Exp (tuo) and t-+ Exp (tvo) meet at an angle of n 
at t = 1, i.e. without a corner. 
Proof. Suppose the geodesics do not meet at an angle of n. For 
each real number r, let 
Or= {v E NL: llvll = r}, 
i.e. Or is the "cylinder" of radius r about N in NL. Let ro=lluoll=llvoll. 
It is easily seen, using c), that Exp restricted to Oro is a submanifold 
map in a neighborhood of uo and vo, say Uo and U1 respectively. By 
Gauss' lemma [1], geodesics t-+ Exp (tuo) and t-+ Exp (tvo) are perpen-
dicular to, respectively, Exp (Uo n Oro) and Exp (U1 n Oro) at t= 1. 
Hence, if O'o and a1 meet in a corner at t= 1, the submanifolds Exp(Uo n Oro) 
and Exp (U1 n Oro) meet in general position at Exp (uo). Using the 
implicit function theorem, Exp (Uo nOr) and Exp (U1 nOr) must meet 
if r is sufficiently close to ro, but with, say, r<ro. This contradicts hypo-
theses b), q.e.d. 
Now we prove a series of results meant to elucidate the geometric 
significance of the hypotheses and conclusion of Theorem A. 
Theorem 4.3. Let rp: P-+ Q be a mapping between manifolds of 
the same dimension. Let D be a connected open set of P such that rp restricted 
to D has maximal rank. 
a) If rp restricted to D is a covering map, then rp maps the boundary of 
D into the boundary of rp(D). 
b) If rp maps the boundary of D into the boundary of rp(D), and if the 
closure of D in M is compact, then, for each q E rp(D), rp-1(q) n D 
is finite. 
Proof. Suppose that p EM lies on the boundary of D, but that 
rp(p)=q' lies in rp(D). Let U be a neighborhood of q lying on rp(D). rp-1(U) 
contains points of D that are arbitrarily close to p, hence that can be 
connected top by a curve in rp-l(U). The projection of such a curve in 
rp(D) would then be a curve that could not be lifted to D via rp, contra-
dicting that rp restricted to D is a covering map. This proves a). 
To prove b), notice that otherwise rp-l(q) n D would contain an infinite 
sequence of points having a limit point. This limit point would have to 
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lie on the boundary of D, for cp restricted to D is locally one-one, and 
would also map into cp(D), contradiction. 
Theorem 4.4. Suppose that N is a closed submanifold of a complete 
Riemannian manifold M. Let V N be the set of all v EN f such that there 
are no focal points of N along the geodesic 
t-+ Exp tv, O.;;;;t.;;;; I. 
Let UN be the subset of V N consisting of those v E V N such that Exp tv, 
O.;;;;t.;;;; 1, is the unique geodesic of minimal length joining N to Exp v. 
Suppose that Exp V N -+ V N is a covering map. 
a) If the closure of V N in NL is compact, if n1(N) is finite, and if 
dim (M- Exp V N) <dim M- 2, then n1(M) is finite. 
b) If M- Exp V N is the union of a locally finite family of connected 
regularly imbedded submanifolds of M that all have codimension no less 
than three, and if n1(M)=O, then UN= VN. 
Proof. If the hypotheses of a) are satisfied, the inclusion map sends 
n1(Exp V N) onto n1(M) [5, p. 277]. Theorem 4.3 implies that cp restricted 
to V N is a finite covering. This proves a). The hypotheses of b) imply 
that the inclusion map injects n1(Exp V N) in n1(M) [5, p. 278], hence that 
n1(Exp V N) = 0, hence that cp restricted to V N is a diffeomorphism. We 
must then show that V N C UN· Suppose that v E V N, but that there 
exists a v1 E NL whose length is no greater than that of v, but that 
Exp v=Exp VI. V#V1. We can suppose without loss of generality that 
Exp tv1. O.;;;;t.;;;; 1, is a geodesic of minimal length joining Exp v to N. 
v1 cannot belong to V N, but there can be no focal points on Exp tv for 
0.;;;: t < 1, hence v1 must belong to the boundary of V N, contradicting 
Theorem 4.3. 
Finally, note in case N is a point, M is a simply connected globally 
symmetric space, that CRITTENDEN has proved that UN= V N· It is 
expected that further work will extend this to focal point situations. 
It seems likely that Whitehead's results on the local structure of the 
conjugate locus [13] can be extended to the focal point situation. As a 
slight variant of Theorem A, proved with similar lifting-of-curve techniques, 
we present the following result. 
Theorem 4.5. Suppose that N is a closed submanifold of a complete 
Riemannian manifold M. LetS C M be the singular image set of the mapping 
Exp: NL-+ M, i.e. a point p EM lies on S if and only if pis a focal point 
of N with respect to some geodesic joining p toN. Now, if Sis closed in M, 
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