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1 
Let R(n) denote the number of partitions of n into summands relatively 
prime to n. Erdiis [l] proved that if a, < (I, < ..* is an infinite sequence of 
integers of density (Y such that every sufficiently large m can be expressed 
as the sum of different a’s, then 
log p’(n) - C(an)1/2, c = 7@y2, 
log P’(n) - C(WZ/~)~/~, 
where p’(n) and P’(n) are the number of partitions of n into Q’S or distinct 
a’s, respectively. From this it follows as a special case that (ErdSs) 
log R(n) - 7W/2(d(4Y/2, 
(1.1) 
log R’(n) - 7734/yf#(n))‘~2, 
where 4(n) denotes Euler’s function and shall throughout this paper. We 
shall obtain asymptotic formulas for R(n) and R’(n) (see Theorems 1.3 and 
2.3) from which it follows that for each fixed E > 0 the error terms in (1.1) 
O{n u+c)log2/loglogn}~ A so f or integers of a sufficiently simple structure we 
are able to obtain asymptotic formulas for R(n) and R’(n) in terms of elemen- 
tary functions (see Corollaries 1.1 and 2.1). 
It is convenient to introduce the following partition functions: 
Let PM(n) and q&z) be the number of partitions of n into summands or 
distinct summands, respectively, relatively prime to M. Then it is well known 
that 
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f” P&4@) zn = fl (1 - ZY = FM(Z), (l,M)=l 
(1.2) 
i,) q,&) z” = n (1 + z’) = GM(Z). 
(I.M)=l 
Let I denote the Mobius function. From now on let M = M(n) be 
defined by 
M= flp=p1p2-pr. 
,I / r, 
Then R’(n) = qhr(n) and 
R’(n) = ki j- g dz; 
where the path of integration is the circle 1 z 1 = e-O and ~11 
tive number defined by, for reasons explained in [2], 
II = CL (z,M)=l ewz + 1 
(1.3) 
(1.4) 
a(n) is the posi- 
(1.5) 
Throughout this section let 01 be defined by (1.5). Throughout this paper all 
estimates and equations involving u may only hold for sufficiently small cy. 
Moreover, we shall always take E and S to be arbitrary positive 
r shall always be defined by (1.3). 
THEOREM 1.1. 
N = ~ ( f$$) )I’2 np’,” + ~{n-l+“l+“llo”“/lo~lo~a~}~ 
Proof. Let us rewrite Eq. (I .5) as 
,,=fL- 
1=1 ec’j + 1 c *. (Z,M)>l 
The second sum may be rewritten as 
constants. 
(1.6) 
-(,*g>l 747 = 
i (-1)s c t e;!y;:y l . 0.7) 
s=1 Y,P~..‘P, I=1 
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From the Euler-Maclaurin formula (see [3, p. 5261) it follows that for any 
fixed integer u > 0 
(1.8) 
where PI(t) is the first Bernoulli polynomial. 
Now there are less than (;) + (2’) + ... + (F) = 2’ - 1 terms in the sum- 
mation on the right-hand side of (1.7). However, p1 ... p,. = A4 < n, thus 
for sufficiently large n, Y < (1 + E) log n/log log n. Hence there are fewer than 
n(1+r)10g2110s10gn terms in (1.7). Tt is easily seen for u 3 n1f2 log-k that 
Moreover, from (I .8) 
if u < n1i2 log-l n. Thus from Eqs. (1.6)-( 1.10) we obtain that 
+ojn 
(1+~)log2/loglog n 
- i-0 
a! 1 !  
,(1+dlog2/loglogn 
$nlP (1.11) 
where C’ (S(S)/S) denotes summation over those S < n1i2 log-l y1 and 
6(S) = (- I)t, where t is the number of primes dividing S. We have used the 
fact that [4, p. 5891 
s 
03 o .---&&I = l Icy+ x, = $. 
From (1.11) we readily see that 
‘2 = &(&-l)s c l 
p,...p,,M Pl ... Ps 
) 
toI n~l+dlog2/Ioglogn ( I l/a + ___ 11 &jl12 ’ 
Since [5, p. 2671 
lim dCn> log 1% n 
n+m n 
I e-y, 
(1.12) 
(1.13) 
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where y is Euler’s constant; the theorem follows from (1.12) in a routine 
way. 
For integers of a sufficiently simple structure we may say more than this. 
THEOREM 1.2. Suppose that n belongs to either of the following two sets 
of integers: 
For someJixed 7 > 0: 
(a) M = O{n(1/2)-V) as n + co. 
(b) There exists a prime q which divides n and q > rN2)+q. Then 
01 = + (x!3'2 n-1/2 + (-){n-1-n(1+6r'}. 
Proof. The proof in case (a) is very similar to the proof of the previous 
theorem only that all the divisors of M are included in Eq. (1.11). 
The proof in case (b) is also very similar except that all divisors of M 
divisable by q may be omitted. We thus obtain the answer of case (a) with M 
replaced by M/q. However, q/+(q) = 1 + O{n-(l12)-n}. 
We now state our basic result: 
THEOREM 1.3. For anyfixedpositive integer m (> I), 
R’(n) = (~vTA,)--~/~ exp 
[ I 
(z,M)-l * f hd* + e-q] 1 
[ 
m-2 
X 1 + C D, + O(n-(m-1)/2+a 
p=l 4 
where D, (p = I, 2,..., m - 1) is given by 
D, = A;‘* f ... f dulwZ...,&ul ... Atis , 
LL1=2 usp=2 
the summation being subject to 
Pl +cLa + *.. +tb = 12P, 
where the d’s are certain numerical coeficients, and 
A, = A,(n) = c I”gu(eol”)(@” + I)-“. 
(Z.Mb=l 
Here g,(x) is a certain polynomial of degree less than p, and, in particular, 
gl(x) = 1 and g2(x) = x. (See [6] for further details.) 
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Proof. The proof is essentially that of Roth and Szekeres [6], though we 
do not need anything approaching their generality. First of all, whatever n 
is, we have a monotonic increasing sequence lk (k = 1, 2,...) of all integers 
such that (l, , M) = 1, associated with the functon G,(,)(z) in Eq. (1.4). 
Since this sequence is the union of 4(M) arithmetic sequences we easily 
deduce that: 
(1) 
hence [6, condition (I)] is satisfied. 
(2) In [6, pp. 254-2551 it is shown that [6, condition (II)] is satisfied 
by any sequence with s < Q and containing at least cP(~-~)+~ primes among 
its first k members. )Here s = limt+,(log &/log k).) Thus in our case [6, 
condition (II)] is satisfied. 
Note finally that we may estimate the A, and C,, of [6] in terms of 01 
by the method used to prove Theorem 1.1. Thus in view of Theorem 1.1 
and example (1.13) the estimates in [6] of the A, and CD, hold with s = 1. 
Thus Theorem 1.3 follows directly from the work of Roth and Szekeres. 
COROLLARY 1.1. Suppose that n is an element of a set of integers satisfying 
condition (a) or (b) of Theorem 1.2. 
Then if condition (a) holds, 
R’(n) = & (-!!Q$L)l’* 3-1/4n-3/4 
* exp [& @j2(n)/ (1 + O{n-~(l+“)-‘}}; 
if condition (b) hoUs, 
R’(n) = & (w,'" 3-',42-(l,$)~(M~,~")~-3,4 
- exp [& qW(n)/ (1 + O{n-~(1+8)-‘)}. 
Proof. Case (a). This follows from Theorems 1.2 and 1.3. One obtains 
at once that 
c al -= 
(Z.&f)=1 PC + 1 
an = & (+(n))1/2 + O(n-~(l+*)+J. (1.14) 
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We again use the Euler-Maclaurin summation formula to obtain 
i: log( 1 + e-“I”) 37 & I= ]og(] + e-") d) 
i=l 0 
log 2 __- - O{il- n(li~bl-‘l 
2 I’ 
Thus as in the proof of Lemma 1.1 we obtain 
Similarly 
.+ 0{,1-77(1 ! S)-‘i 
7i2 4(M) 1 - --- 
12 M 
~ + o{pu+s)-~), 
A 
2 
= &% oL-3 = -f!- & . [ ] + O(&)] 
M i o (eV+l)2 _ 
= $gJ [I $ O(a)]. 
(1.15) 
(1.16) 
Case (a) then follows from (1.14)-(1.16). 
Case (b) is very similar except that M is replaced by M/q. However, 
q/$(4) = 1 + w- (1/2)-V}. Also if M/q = 1 the term multiplying 4 log 2 
is not zero. This completes the proof. 
When n is prime, R’(n) = q(n) - I, where q(n) is the number of partitions 
of n into distinct parts, and our result is the well-known result for q(n), 
apart from the error term which differs slightly. 
In the same way it follows that 
COROLLARY 1.2. 
log R’(~) = m+v(n)/3v2 + o(n(1+~)1092110glogn}, 
2 
In this section we consider R(n). Since a great deal of the analysis is very 
similar to that in Section 1 we only give those details which are significantly 
different. 
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We have 
R(n) = j & y dz, 
where the path of integration is the circle 1 z j = e-= and O! 
minded by 
n= 
Let Q: be determined throughout this section by (2.1). 
THEOREM 2.1. 
a = T (2i@$j1'2 n-1,2 + ~(n-l+(l+.)log2/loglogn)~ 
531 
a(n) is deter- 
(2.1) 
THEOREM 2.2. If n satisfies condition (a) of Theorem 1.2 
a = + (Ltgy .-l/Z + ~{n-l-n(l+a)-' 
1. 
Zf n satisjies condition (b) of Theorem 1.2 
a = &~(x!g)“’ /f-l/z + $ p,(Mz/q2) + o{n-l-V(l+S)-l}. 
THEOREM 2.3. For anyfixedpositive integer m (> 1) 
R(n) = (2~A~)-l/~ exp 
[ 1 
C 
cd 
~ - log(1 - e-al) 
(L/w=1 eaz - 1 II 
I 
m-2 
. 1 + C 0, + O(n*-(nc-1)/2) , 
0=1 1 
where D, (p = 1, 2,..., m - 1) isgiven by 
the summation being subject to 
4% +E"2 + ... +pj, = 12p, 
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where the d’s are certain numerical constants, and 
A,, = A,(n) = c lWgC(e”l)(enC - I)-@. 
(I,M)=l 
Here g,(x) is a certain polynomial of degree <p - 1 and in particular 
g&) = 1 and gz(x) = x. (See [6] for further details.) 
Let T(M) be defined by 
T(M) = h!l-l12 if A4 is a prime, 
(2.2) 
= 1 otherwise. 
COROLLARY 2. 
Then 
1. Suppose that n satisfies condition (a) of Theorem 1.2. 
- exp 7f 1 (gl” 4’j2(n)/ * [l + O{n-n(l+W)]. 
If n satisfies condition (b) of Theorem 1.2 then 
- T ($) . exp [vr (5)“” +“Z(n)/ * [l + O{n-n(1+6)-‘}] 
where T(M) is defined by (2.2). 
Proof. Using a result of Szekeres [2, p. 1051 it is easy to deduce 
f log(l - e-=uj) = (~a)-’ Jbm -& 4 
j=l 
In case (a) we obtain that 
1 log{1 - e-a? 
(Z,hf)=l 
+ $ log 2 + O(W). 
=--+; -1 1ogp+ c w-f> 79 
6M 01 C 
logplp,+*~*+/.4M)logM 
VIM P,P,,lM I 
+ O{n-nu+s)-‘}. 
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Consider the sum 
(-1)” 1 logp, “‘PS * 
P~*-.P,IM 
p1 , say, occurs in (11:) terms of the sum. Hence 
Hence 
(--1Y c l%(Pl 
P1...P,lM 
*.*pJ = (-1)” (11;) log M. 
c 
(1*M)=l 
]og(l - e-d) = &f$f 
+ y j. (-I)’ (; 1 ;, + o{n-~(l+6)-‘}. 
(2.3) 
In case (b) we obtain 
1 
(Z.M)=l 
log(1 - e-al) = $0: 
+ /4~2/q2) log Lx 
2 
los(zWd 
27r i (-1)” (; z :, s=o 
+ O{*-n’l+W’}. 
Also in both cases (a) and (b) 
(2.4) 
(2%4&1/2 = & --#- ( 9(W) 
114 
n-3/4 * [I + O(n-‘V”~)], 
n may be determined from Theorem 2.2 and thus the theorem follows. 
It is perhaps worthwhile to point out that when M remains finite in part (a) 
our conclusion agrees with results of Iseki [7] which can also be derived from 
results of Meinardus [8] concerning p&z) except for the order of the error 
term. If n is prime case (b) reduces to the unrestricted partition function. 
COROLLARY 2.2. 
log R(n) = T $ @P(n) + O{~“+““0g2/loglogn}~ 
If M = O{n”/2)-n) then one can obtain much more accurate results 
for R(n) and R’(n) using results of Iseki [7]. Neither the transformation 
equation for G&Z) or the convergent series representation of q&z) seem 
to have appeared in the literature for general iU, however, since these would 
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seem to be of interest in their own right perhaps it is more appropriate to 
treat this case separately. Finally, one would expect that suitable modifi- 
cations of Schwarz’s methods [8] would suffice to prove our results for R(n) 
and R’(n). 
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