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Abstract
We prove that the Deligne–Lusztig variety associated to minimal length elements in any δ-conjugacy
class of the Weyl group is affine, which was conjectured by Orlik and Rapoport in [S. Orlik, M. Rapoport,
Deligne–Lusztig varieties and period domains over finite fields, arXiv: 0705.1646].
© 2008 Elsevier Inc. All rights reserved.
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1.1. Notations. Let k be an algebraic closure of the finite prime field Fp and G be a connected
reductive algebraic group over k with an endomorphism F :G → G such that some power Fd
of F is the Frobenius endomorphism relative to a rational structure over a finite subfield k0 of k.
Let q be the positive number with qd = |k0|.
We fix an F -stable Borel subgroup B and an F -stable maximal torus T ⊂ B . Let Φ be the
set of roots and (αi)i∈I be the set of simple roots corresponding to (B,T ). For i ∈ I , let ω∨i be
the corresponding fundamental coweight. Let W = N(T )/T be the Weyl group and (si)i∈I be
the set of simple reflections. For w ∈ W , let l(w) be the length of w. Since (B,T ) is F -stable,
F induces a bijection on I and an automorphism on W . We denote the induced maps on W and
I by δ. Now δ also induces isomorphisms on the set of characters X = Hom(T ,Gm) and the
set of cocharacters X∨ = Hom(Gm,T ) which we also denote by δ. Then it is easy to see that
F ∗μ = q · δ−1(μ) for μ ∈ X∨.
For J ⊂ I , let ΦJ be the set of roots generated by {αj }j∈J and WJ be the subgroup of W
generated by {sj }j∈J . Let WJ be the set of minimal length coset representatives for W/WJ . The
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will be denoted by wJ0 .
Let α0 =∑i∈I niαi be the highest root and n0 =∑i∈I ni .
1.2. Let B be the set of Borel subgroups of G. For w ∈ W , let O(w) = {(gB, gw˙B); g ∈ G} be
the G-orbit on B×B that corresponding to w. Set
X(w) = {B ′ ∈ B; (B ′,F (B ′)) ∈ O(w)}.
This is the Deligne–Lusztig variety associated to w (see [3, 1.4]). It is known that X(w) is a
variety of pure dimension l(w) (see [3]) and is quasi-affine (see [8]). It is also known that when
q  h (where h is the Coxeter number), then X(w) is affine (see [3, Theorem 9.7]).
The main result we will prove in this note is the following
Theorem 1.3. Let w ∈ W be a minimal length element in the δ-conjugacy class {xwδ(x)−1;
x ∈ W }. Then X(w) is affine.
Remark. The case where w is a Coxeter element was proved by Lusztig in [10, Corollary 2.8]
in a geometric way and the cases for split classical groups were proved by Orlik and Rapoport in
[11, Section 5] by finding a minimal length element in each δ-conjugacy class that satisfies the
criterion [3, Theorem 9.7]. Our approach is motivated by the approach of Orlik and Rapoport.
However, a main difference is the way of choosing the minimal length elements. We discuss it in
more detail in 1.14.2
Before discussing the proof of the theorem above, we first recall some results on the minimal
length elements.
1.4. We follow the notations in [7, Section 3.2].
Let w,w′ ∈ W and j ∈ I , we write w sj−→δ w′ if w′ = sjwδ(sj ) and l(w′)  l(w). If w =
w0,w1, . . . ,wn = w′ is a sequence of elements in W such that for all k, we have wk−1 sj−→δ wk
for some j ∈ I , then we write w →δ w′.
We call w,w′ ∈ W elementarily strongly δ-conjugate if l(w) = l(w′) and there exists x ∈ W
such that w′ = xwδ(x)−1 and l(xw) = l(x) + l(w) or l(wδ(x)−1) = l(x) + l(w). We call w,w′
strongly δ-conjugate if there is a sequence w = w0,w1, . . . ,wn = w′ such that wi−1 is elemen-
tarily strongly δ-conjugate to wi . We will write w ∼δ w′ if w and w′ are strongly δ-conjugate.
If w ∼δ w′ and w →δ w′, then we say that w and w′ are in the same δ-cyclic shift class and
write w ≈δ w′. For w ∈ W , set
Cycδ(w) = {w′ ∈ W ; w ≈δ w′}.
The following result was proved in [6, Theorem 1.1] for the usual conjugacy classes and in
[5, Theorem 2.6] for the twisted conjugacy classes.
Theorem 1.5. LetO be a δ-conjugacy class in W andOmin be the set of minimal length elements
in O. Then
2 Recently, Bonnafé and Rouquier gave a new proof of this result in [2].
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(2) Let w,w′ ∈Omin, then w ∼δ w′.
1.6. In general, Omin might be a union of several δ-cyclic shift classes. However, for some
special δ-conjugacy classes, we have a better result. Let us first introduce some notations.
For w ∈ W , let supp(w) be the set of simple roots whose associated simple reflections occur
in a reduced expression of w and suppδ(w) =
⋃
n0 δ
n supp(w). Then suppδ(w) is the minimal
δ-stable subset of I such that w ∈ Wsuppδ(w).
A δ-conjugacy class O of W is called cuspidal if O∩WJ = ∅ for all proper δ-stable subset J
of I .
The following result was proved in [7, Theorem 3.2.7] for the usual conjugacy classes, in
[5, Section 6] for twisted conjugacy classes of exceptional groups and in [9, Theorem 7.5] for
twisted conjugacy classes of classical groups.
Theorem 1.7. Let O be a δ-conjugacy class and w ∈Omin. Then
(1) If suppδ(w) = I , then O is cuspidal.
(2) If O is cuspidal, then Omin = Cycδ(w).
1.8. By [11, Lemma 2.6], if w ≈δ w′, then X(w) and X(w′) are universally homeomorphic. In
particular, if X(w) is affine, then X(w′) is also affine for any w′ ≈δ w. (However, it is unknown
if the same result holds when w′ ∼δ w.)
By [3, Theorem 9.7], to prove our main theorem, it suffices to prove the following result.
Proposition 1.9. Let C = {μ ∈ X∨ ⊗ R; αi(μ) > 0 for i ∈ I } be the fundamental chamber
corresponding to B . Then for any δ-conjugacy classO of W and w′ ∈Omin, there exists w ≈δ w′
and μ ∈ X∨ ⊗ R such that α(μ) > 0 for α > 0 with wα < 0 and F ∗μ − w · μ ∈ C.
1.10. Reduction to cuspidal classes. Assume that the Proposition 1.9 holds in the case where O
is cuspidal. We will prove now that it holds in general.
Let O be a δ-conjugacy class of W and w′ ∈ Omin. Let J = suppδ(w′) and O′ be the δ-
conjugacy class of WJ that contains w′. Then w′ ∈O′min and O′min ⊂Omin. By Theorem 1.7(1),
O′ is a cuspidal δ-conjugacy class of WJ . Notice that if x ∈ WJ and α ∈ Φ with α > 0 and
xα < 0, then α ∈ ΦJ . By our hypothesis, there exist w ∈ O′min and μ =
∑
i∈J miω∨i for some
mi ∈ R such that α(μ) > 0 for α > 0 with wα < 0 and αi(F ∗μ − w · μ) > 0 for all i ∈ J . Set
λ = μ + m∑i /∈J ω∨i for m  0. Then α(λ) = α(μ) for α > 0 with wα < 0.
If i ∈ J , then αi(F ∗λ − w · λ) = αi(F ∗μ − w · μ) > 0.
If i /∈ J , then w−1(αi) = αi +∑j∈J ajαj for some aj ∈ N with ∑j∈J aj  n0. Hence
αi(F
∗λ − w · λ) = qm − w−1(αi)(λ) > (q − 1)m − n0 max
i∈J |mi | > 0.
Therefore, to prove Proposition 1.9, it suffices to prove the following statement.
Lemma 1.11. For any cuspidal δ-conjugacy classO of W , there exists w ∈Omin and μ ∈ X∨⊗R
such that α(μ) > 0 for α > 0 with wα < 0 and F ∗μ − w · μ ∈ C.
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is irreducible. We will prove now that it holds in general.
Step 1. Assume that Φ = Φ1 unionsq Φ2 unionsq · · · unionsq Φr , where each Φi is irreducible and generated by
Ii = I ∩Φi such that δ(Ii) = Ii+1 for i < r and δ(Ir ) = I1. Then W = W1 ×W2 × · · · ×Wr and
we may regard W1 as a subgroup of W in the natural way. In this case, O ∩ W1 is a cuspidal δr -
conjugacy class of W1. Notice that if x ∈ W1 and α ∈ Φ with α > 0 and xα < 0, then α ∈ Φ1. By
assumption, there exists w ∈Omin ∩ W1 = (O ∩ W1)min and μ =∑i∈I1 miω∨i for some mi ∈ R
such that α(μ) > 0 for α > 0 with wα < 0 and αi((F ∗)rμ−w ·μ) > 0 for all i ∈ I1. Therefore,
there exists i > 0 with (1 − i)mi > 0 for all i ∈ I1 such that αi(∑j∈I1(F ∗)rr−1j mjω∨j − w ·
μ) > 0 for all i ∈ I1. Now set λ =∑i∈I1 ∑r−1k=0 ki (F ∗)kmiω∨i . Then α(λ) = α(μ) > 0 for all
α > 0 with wα < 0. Moreover, for i ∈ I1 and 0 n < r ,
αδ−ni(F
∗λ − w · λ) =
{
αδ−ni(F
∗λ − λ) = qnmin−1i (1 − i), if n = 0;
αi(
∑
j∈I1(F
∗)rr−1j mjω∨j − w · μ), if n = 0.
Therefore, αδ−ni(F ∗λ − w · λ) > 0 for all i ∈ I and 0 n < r .
Step 2. Assume that Φ = Φ1 unionsq Φ2, where Φk is generated by Ik = I ∩ Φk and δ(Ik) = Ik for
k = 1,2. Then W = W1 ×W2 and O =O1 ×O2, where O1 (resp. O2) is a cuspidal δ-conjugacy
class of W1 (resp. W2). By assumption, there exists wk ∈ (Ok)min and μk =∑i∈Ik miω∨i for
some mi ∈ R such that α(μk) > 0 for α > 0 with wkα < 0 and αi(F ∗μ − wk · μ) > 0 for all
i ∈ Ik . Now set w = (w1,w2) ∈Omin and λ = μ1 +μ2. Then α(λ) = α(μk) > 0 for α ∈ Φk with
α > 0 and wα < 0. Also αi(F ∗λ − w · λ) = αi(F ∗μk − wk · μk) > 0 for i ∈ Ik .
Step 3. Now we consider the general case. Here Φ = unionsqΦi and Φi = unionsqΦij , where each Φij is
irreducible and generated by I ij = I ∩ Φij and for each i, δ permutes {I ij } cyclically. So we may
apply Step 1 to each Φi and then apply Step 2 to Φ . It is easy to see that Lemma 1.11 holds in
general.
1.13. Reduction to the condition (J ,w1). It is easy to see that the map w → w−1 sends a δ-
conjugacy class O to a δ−1-conjugacy class O∗. If O is cuspidal, then so is O∗. If w ∈ Omin,
then w−1 ∈O∗min. We will prove the following variant of Lemma 1.11.
(a) Let O be a cuspidal δ−1-conjugacy class. Then there exists w ∈Omin and μ ∈ X∨ ⊗ R such
that α(μ) > 0 for α > 0 with w−1α < 0 and qαi(μ) − (wαδ−1(i))(μ) > 0 for all i ∈ I .
In fact, we will show that for most of the cases,
(b) there exists w ∈Omin and μ ∈ C such that
qαi(μ) − (wαδ−1(i))(μ) > 0, for all i ∈ I.
The idea is as follows.
For J ⊂ I and x ∈ Wδ−1(J ), set
I
(
J, x, δ−1
)= max{K ⊂ J ; Ad(x)δ−1(K) = K}.
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K1 ∪ K2. Thus {K ⊂ J ;Ad(x)δ−1(K) = K} contains a unique maximal element.)
By an observation in [9, Section 7], for each cuspidal δ−1-conjugacy class O in a Weyl group
of classical type, there exists a maximal subset J  I , w1 ∈ Wδ−1(J ) and a cuspidal Ad(w1)δ−1-
conjugacy class O′ in WI(J,w1,δ−1) such that for any v ∈O′min, vw1 ∈Omin. We will see later in
1.15 that the observation is also valid for exceptional groups.
The following condition plays an essential role in our proof.
Condition (J ,w1): there exists mi ∈ R>0 for i /∈ I (J,w1, δ−1) such that
qαi
( ∑
j /∈I (J,w1,δ−1)
mjω
∨
j
)
− (w1αδ−1(i))
( ∑
j /∈I (J,w1,δ−1)
mjω
∨
j
)
> 0 (∗)
for i /∈ I (J,w1, δ−1).
Claim. Keep notations as above. Suppose that the condition (J,w1) is true and that 1.13(b)
holds for (ΦI (J,w1,δ−1),Ad(w1)δ−1,O′). Then 1.13(b) holds for (ΦI , δ−1,O).
We simply write K for I (J,w1, δ−1). By our assumption, there exists v ∈O′min and mi ∈ R>0
for i ∈ I such that for i ∈ K ,
qαi
(∑
j∈K
mjω
∨
j
)
− (vαw1δ−1(i))
(∑
j∈K
mjω
∨
j
)
= qαi
(∑
j∈K
mjω
∨
j
)
− (vw1αδ−1(i))
(∑
j∈K
mjω
∨
j
)
> 0
and for i /∈ K ,
qαi
(∑
j /∈K
mjω
∨
j
)
− (w1αδ−1(i))
(∑
j /∈K
mjω
∨
j
)
> 0.
Set w = vw1 and λ =∑j∈K mjω∨j + m∑j /∈K mjω∨j for m  0. Notice that w1Φδ−1(K) =
ΦK . Thus for any i /∈ K , w1αδ−1(i) /∈ ΦK and wαδ−1(i) = vw1αδ−1(i) = w1αδ−1(i) +
∑
j∈K ajαj
for aj ∈ Z with ∑j∈K |aj | n0. Now for i ∈ K ,
qαi(λ) − (wαδ−1(i))(λ) = qαi
(∑
j∈K
mjω
∨
j
)
− (vwαδ−1(i))
(∑
j∈K
mjω
∨
j
)
> 0
and for i /∈ K ,
qαi(λ) − (wαδ−1(i))(λ)
= m
(
qαi
(∑
mjω
∨
j
)
− (w1αδ−1(i))
(∑
mjω
∨
j
))
−
∑
ajmj
j /∈K j /∈K j∈K
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(
qαi
(∑
j /∈K
mjω
∨
j
)
− (w1αδ−1(i))
(∑
j /∈K
mjω
∨
j
))
− n0 max
j∈K mj > 0.
Therefore 1.13(b) holds for (ΦI , δ−1,O).
1.14. We will show below that except the cases labelled with ♠ (Case 12 for type E8, Case 3 for
type F4, Case 1 for type G2, Case 2 and Case 4 for type 2F4), the condition (J,w1) is satisfied.
Hence by induction on |I |, we can show that 1.13(b) holds for these cases. For the cases labelled
with ♠, we will prove 1.13(a) instead.
In [11, Lemma 5.4 & Lemma 5.7], Orlik and Rapoport checked the condition (J,w−11 ) for
type An and Bn. In fact, in the case where δ = id, the condition (J,w−11 ) plays the same role in
the proof of Lemma 1.11 as the condition (J,w1) does in the proof of 1.13(a). However, there
is some difference between the condition (J,w1) and the condition (J,w−11 ). In fact, there are
more cases in the exceptional groups in which the condition (J,w−11 ) is not satisfied and for
some of these cases, Lemma 1.11 is not easy to check directly. This is the reason why we prove
1.13(a) and the condition (J,w1) instead of Lemma 1.11 and the condition (J,w−11 ).
1.15. We use the same labelling of Dynkin diagram as in [1]. We will use the same list of repre-
sentatives of minimal length elements for all the cuspidal δ−1-conjugacy classes for the classical
groups as in [9, 7.12–7.22]. For the exceptional groups, we will also list a representative of min-
imal length elements for each cuspidal δ−1-conjugacy class. The representatives are presented
as vw1 for w1 ∈ Wδ−1(J ) and v is a minimal length element in the Ad(w1)δ−1-conjugacy class
of WI(J,w,δ−1) that contains v. (These representatives are obtained by direct calculation based on
the tables in [7, Appendix B] and [5, Section 6].)
Set
s[a,b] =
{
sasa−1 · · · sb, if a  b;
0, otherwise.
Type An. Set J = I − {1}. Here w1 = s[n,1] and I (J,w1, δ−1) = ∅. The inequality (∗) is just
qmi − mi−1 > 0 for i = 1. So we may take mi = 1 for all i.
Type 2An. Set J = I − {n}. Here w1 = s[n+1−a,1] for some a  n2 + 1 and I (J,w1, δ−1) ={a, a + 1, . . . , n − a}. The inequalities (∗) are just qmi − mn+1−i > 0 for i < a − 1, qma−1 −
mn+1−a − mn+2−a > 0 and qmi − mn−i > 0 for n − a < i < n. So we may take
mi =
{
2, if i = a − 1 or n + 1 − a;
1, otherwise.
Type Bn and Cn. Set J = I − {1}.
Case 1. w1 = s−1[n−1,a]s[n,1] for some 1 a < n and I (J,w1, δ−1) = {a + 1, a + 2, . . . , n}. The
inequalities (∗) are just qmi − mi−1 > 0 for 1 < i < a and qma − ma−1 − ma > 0. So we may
take mi = 1 for i < a and ma = 2.
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1 < i < n and qmn − mn − mn−1 > 0, where
 =
{
1, type Bn;
2, type Cn.
So we may take mn = 3 and mi = 1 for i < n.
Type Dn and 2Dn. Set J = I − {δ(1)}.
Case 1. w1 = s−1[n−2,a]s[n,1] for some a  n − 2 and I (J,w1, δ−1) = {a + 1, a + 2, . . . , n}. The
inequalities (∗) are just qmi − mi−1 > 0 for 1 < i < a and qma − ma−1 − ma > 0. So we may
take ma = 1 for i < a and ma = 2.
Case 2. w1 = s[n,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qmi − mi−1 > 0 for
1 < i  n − 2, qmδ(n−1) − mn−2 − mn > 0 and qmδ(n) − mn−2 − mn−1 > 0. So we may take
mn−1 = mn = 2 and mi = 1 for i  n − 2.
Case 3. w1 = s[n−1,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qmi − mi−1 > 0 for
1 < i  n − 2, qmδ(n−1) − mn−2 > 0 and qmδ(n) − mn−2 − mn−1 − mn > 0. So we may take
mδ(n) = 3 and mi = 1 for i = δ(n).
Type 3D4. Here δ−1(s1) = s3, δ−1(s3) = s4 and δ−1(s4) = s1. Set J = I − {4}.
Case 1. w1 = s2s1 and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m2 − m3 > 0,
qm2 − m1 > 0 and qm3 − m2 − m4 > 0. So we may take (m1,m2,m3,m4) = (3,2,2,1).
Case 2. w1 = s[3,1] and I (J,w1, δ−1) = {1,2}. The inequality (∗) is just qm3 − m3 − m4 > 0.
So we may take m3 = 2 and m4 = 1.
Case 3. w1 = s1s2s[4,1] and I (J,w1, δ−1) = {2,3}. The inequality (∗) is just qm1 − m4 > 0. So
we may take m1 = m4 = 1.
Type E6. Set J = I − {6}.
Case 1. w1 = s−1[6,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m3 > 0, qm2 −
m1 − m3 − m4 > 0, qm3 − m2 − m4 > 0, qm4 − m5 > 0 and qm5 − m6 > 0. So we may take
(m1,m2,m3,m4,m5,m6) = (2,4,3,1,1,1).
Case 2. w1 = s3s4s−1[6,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m4 > 0,
qm2 − m1 > 0, qm3 − m2 > 0, qm4 − m3 − m4 − m5 > 0 and qm5 − m6 > 0. So we may take
(m1,m2,m3,m4,m5,m6) = (5,3,2,9,1,1).
Case 3. w1 = s2s4s5s3s4s−1[6,1], I (J,w1, δ−1) = {3,4}, Ad(w1) is of order 2 on I (J,w1, δ−1) and
v = s3 or s3s4s3. The inequalities (∗) are just qm1 − m5 > 0, qm2 − m1 > 0 and qm5 − m1 −
m5 − m6 > 0. So we may take (m1,m2,m5,m6) = (3,2,5,1).
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is cuspidal with l(v) = 8. The inequality (∗) is just qm1 −m6 > 0. So we may take m1 = m6 = 1.
Type 2E6. Set J = I − {1}.
Case 1. w1 = s2s−1[6,4] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm2 − m4 > 0,
qm3 − m6 > 0, qm4 − m5 > 0, qm5 − m2 − m3 − m4 > 0 and qm6 − m1 > 0. So we may
take (m1,m2,m3,m4,m5,m6) = (1,2,1,3,5,1).
Case 2. w1 = s4s−1[6,2] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm2 −m3 > 0, qm3 −
m6 > 0, qm4 − m4 − m5 > 0, qm5 − m2 > 0 and qm6 − m1 − m3 − m4 > 0. So we may take
(m1,m2,m3,m4,m5,m6) = (1,3,5,3,2,9).
Case 3. w1 = s5s4s−1[6,2], I (J,w1, δ−1) = {4} and v = s4. The inequalities (∗) are just qm2 −
m3 > 0, qm3 − m5 − m6 > 0, qm5 − m2 > 0 and qm6 − m1 − m3 − m5 > 0. So we may take
(m1,m2,m3,m5,m6) = (1,3,5,2,7).
Case 4. w1 = s[6,4]s−1[6,2], I (J,w1, δ−1) = {2,3,4,5}, Ad(w1)δ−1 is of order 3 on I (J,w1, δ−1),
sending s2 to s3, s3 to s5 and s5 to s2 and O′ is cuspidal with l(v) = 4 or 6. The inequality (∗) is
just qm6 − m1 − m6 > 0. So we may take m1 = 1 and m6 = 2.
Case 5. w1 = s[5,3]s[6,4]s−1[6,1], I (J,w1, δ−1) = {3,4,6}, Ad(w1)δ−1 is of order 2 on
I (J,w1, δ−1) and v = s3s4s3s6. The inequality (∗) is just qm2 − m1 > 0. So we may take
(m1,m2,m5) = (1,1,1).
Case 6. w1 = s3s1w0wJ0 , I (J,w1, δ−1) = {5,6}, Ad(w1)δ−1 acts trivially on I (J,w1, δ−1) and
v = s5s6. The inequalities (∗) are just qm2 − m1 > 0, qm3 − m2 > 0 and qm4 − m3 − m4 > 0.
So we may take (m1,m2,m3,m4) = (1,1,1,2).
Case 7. w1 = s1w0wJ0 , I (J,w1, δ−1) = {4,5,6}, Ad(w1)δ−1 acts trivially on I (J,w1, δ−1) and
v = s[6,4]. The inequalities (∗) are just qm2 −m1 −m3 > 0 and qm3 −m2 > 0. So we may take
m1 = 1 and m2 = m3 = 2.
Case 8. w1 = w0wδ−1(J )0 and v = wδ
−1(J )
0 . The inequalities (∗) are always satisfied.
Type E7. Set J = I − {7}.
Case 1. w1 = s−1[7,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m3 > 0, qm2 −
m1 −m3 −m4 > 0, qm3 −m2 −m4 > 0, qm4 −m5 > 0, qm5 −m6 > 0 and qm6 −m7 > 0. So
we may take (m1,m2,m3,m4,m5,m6,m7) = (2,4,3,1,1,1,1).
Case 2. w1 = s3s4s−1[7,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m4 > 0,
qm2 − m1 > 0, qm3 − m2 > 0, qm4 − m3 − m4 − m5 > 0, qm5 − m6 > 0 and qm6 − m7 > 0.
So we may take (m1,m2,m3,m4,m5,m6,m7) = (5,3,2,9,1,1,1).
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qm2 −m1 > 0, qm3 −m2 −m4 > 0, 2m4 −m3 > 0, qm5 −m4 −m5 −m6 > 0 and qm6 −m7 > 0.
So we may take (m1,m2,m3,m4,m5,m6,m7) = (5,3,3,2,4,1,1).
Case 4. w1 = s2s4s3s5s4s−1[7,1], I (J,w1, δ−1) = {3,4}, Ad(w1) is of order 2 on I (J,w1, δ−1) and
v = s3 or s3s4s3. The inequalities (∗) are just qm1 −m5 > 0, qm2 −m1 > 0, qm5 −m2 −m5 −
m6 > 0 and qm6 − m7 > 0. So we may take (m1,m2,m5,m6,m7) = (3,2,5,1,1).
Case 5. w1 = s3s4s2s[5,3]s[6,4]s−1[7,1], I (J,w1, δ−1) = {4} and v = s4. The inequalities (∗) are just
qm1 −m6 > 0, qm2 −m1 −m3 > 0, qm3 −m5 > 0, qm5 −m2 > 0 and qm6 −m3 −m5 −m6 −
m7 > 0. So we may take (m1,m2,m3,m5,m6,m7) = (7,5,2,3,7,1).
Case 6. w1 = s1s3s4s2s[5,3]s[6,4]s−1[7,1], I (J,w1, δ−1) = {2,3,4,5}, Ad(w1) sends α2 to α3, α3
to α5, α4 to α4, α5 to α2 and O′ is cuspidal with l(v) = 4, 6 or 8. The inequalities (∗) are just
qm1 − m6 > 0 and qm6 − m1 − m6 − m7 > 0. So we may take (m1,m6,m7) = (3,5,1).
Case 7. w1 = s2s4s3s5s4s2s[6,3]s[7,4]s−1[1,7], I (J,w1, δ−1) = {3,4,5,6}, Ad(w1) is of order 2 on
I (J,w1, δ−1) and v = wI(J,w1,δ−1)0 . The inequalities (∗) are just qm1 −m7 > 0 and qm2 −m1 −
m2 > 0. So we may take m1 = m7 = 1 and m2 = 2.
Case 8. w1 = s[6,4]s−1[5,2]s1s3s4s2s[6,3]s[7,4]s−1[7,1], I (J,w1, δ−1) = {2,3,4,5}, Ad(w1) is of order
2 on I (J,w1, δ−1) exchanging α3 and α5 and v = s3s5s4s3s5s4s2. The inequalities (∗) are just
qm1 − m6 − m7 > 0 and qm6 − m1 > 0. So we may take (m1,m6,m7) = (2,2,1).
Case 9. w1 = w0wJ0 and v = wJ0 . The inequalities (∗) are always satisfied.
Type E8. Set J = I − {8}.
Case 1. w1 = s−1[8,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m3 > 0, qm2 −
m1 − m3 − m4 > 0, qm3 − m2 − m4 > 0, qm4 − m5 > 0, qm5 − m6 > 0, qm6 − m7 > 0 and
qm7 − m8 > 0. So we may take (m1,m2,m3,m4,m5,m6,m7,m8) = (2,3,4,1,1,1,1,1).
Case 2. w1 = s3s4s−1[8,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m4 > 0,
qm2 − m1 > 0, qm3 − m2 > 0, qm4 − m3 − m4 − m5 > 0, qm5 − m6 > 0, qm6 − m7 > 0 and
qm7 − m8 > 0. So we may take (m1,m2,m3,m4,m5,m6,m7,m8) = (5,3,2,9,1,1,1,1).
Case 3. w1 = s4s5s3s4s−1[8,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m5 > 0,
qm2 −m1 > 0, qm3 −m2 −m4 > 0, qm4 −m3 > 0, qm5 −m4 −m5 −m6 > 0, qm6 −m7 > 0,
qm7 − m8 > 0. So we may take (m1,m2,m3,m4,m5,m6,m7,m8) = (5,3,3,2,4,1,1,1).
Case 4. w1 = s2s4s3s5s4s−1[8,1], I (J,w1, δ−1) = {3,4}, Ad(w1) is of order 2 on I (J,w1, δ−1)
and v = s3 or s3s4s3. The inequalities (∗) are just qm1 − m5 > 0, qm2 − m1 > 0, qm5 − m2 −
m5 − m6 > 0, qm6 − m7 > 0 and qm7 − m8 > 0. So we may take (m1,m2,m5,m6,m7,m8) =
(3,2,5,1,1,1).
Case 5. w1 = s4s2s[5,3]s[6,4]s−1[8,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 −
m6 > 0, qm2 − m1 > 0, qm3 − m5 > 0, qm4 − m3 − m4 > 0, qm5 − m2 > 0, qm6 − m4 −
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(9,5,2,3,3,17,1,1).
Case 6. w1 = s3s4s2s[5,3]s[6,4]s−1[8,1], I (J,w1, δ−1) = s4 and v = s4. The inequalities (∗) are just
qm1 −m6 > 0, qm2 −m1 −m3 > 0, qm3 −m5 > 0, qm5 −m2 > 0, qm6 −m3 −m5 −m6 −m7 >
0 and qm7 − m8 > 0. So we may take (m1,m2,m3,m5,m6,m7,m8) = (7,5,2,3,13,1,1).
Case 7. w1 = s1s3s4s2s[5,3]s[6,4]s−1[8,1], I (J,w1, δ−1) = {2,3,4,5}, Ad(w1) sends α2 to α3, α3 to
α5, α4 to α4 and α5 to α2 and O′ is cuspidal with l(v) = 2, 4, 6 or 8. The inequalities (∗) are just
qm1−m6 > 0, qm6−m1−m6−m7 > 0 and qm7−m8 > 0. So we may take (m1,m6,m7,m8) =
(3,5,1,1).
Case 8. w1 = s4s3s5s4s2s[6,3]s[7,4]s−1[8,1], I (J,w1, δ−1) = {3,6}, Ad(w1) is of order 2 on
I (J,w1, δ) and v = s3. The inequalities (∗) are just qm1 − m7 > 0, qm2 − m1 − m4 > 0,
qm4 − m5 > 0, qm5 − m2 − m4 > 0 and qm7 − m4 − m5 − m7 − m8 > 0. So we may take
(m1,m2,m4,m5,m7,m8) = (8,6,3,5,15,1).
Case 9. w1 = s2s4s3s5s4s2s[6,3]s[7,4]s−1[8,1], I (J,w1, δ−1) = {3,4,5,6}, Ad(w1) is of order 2 on
I (J,w1, δ−1) and v = s3s4 or s4s5s4s3 or wI(J,w1,δ)0 . The inequalities (∗) are just qm1 − m7 >
0, qm2 − m1 − m2 > 0 and qm7 − m2 − m7 − m8 > 0. So we may take (m1,m2,m7,m8) =
(4,5,7,1).
Case 10. w1 = s5s4s−1[7,2]s1s3s4s2s[5,3]s[6,4]s−1[8,1], I (J,w1, δ−1) = {2,4}, Ad(w1) acts trivially on
I (J,w1, δ−1) and v = s2s4. The inequalities (∗) are just qm1 − m7 > 0, qm3 − m5 − m6 >
0, qm5 − m3 > 0, qm6 − m1 > 0, qm7 − m3 − 2m5 − m6 − m7 − m8 > 0. So we may take
(m1,m3,m5,m6,m7,m8) = (17,7,4,9,33,1).
Case 11. w1 = s[6,1]s4s3s5s4s2s[6,3]s[7,4]s−1[8,1], I (J,w1, δ−1) = {2,3,4,5}, Ad(w1) is of order 2
on I (J,w1, δ−1) exchanging α3 and α5 and v = s2s4s5 or s4s5s3s4s2s5s3. The inequalities (∗)
are just qm1 − m6 − m7 > 0, qm6 − m1 > 0 and qm7 − 2m6 − m7 − m8 > 0. So we may take
(m1,m6,m7,m8) = (9,5,12,1).
Case 12 ♠. w1 = s[7,1]s4s3s5s4s2s[6,3]s[7,4]s−1[8,1], I (J,w1, δ−1) = I − {7,8}, Ad(w1) is of or-
der 2 on I (J,w1, δ−1) and O′ is cuspidal with l(v) = 12, 14, 16, 18 or 36. In this case, the
inequalities (∗) are never satisfied if q = 2. However, notice that w−11 v−1α8 = w−11 α8 > 0
for all v ∈ WI(J,w1,δ−1). Thus if we choose v to be a representative listed above in type
2E6 and m1,m2, . . . ,m6 be the corresponding positive numbers there and take m7  −m8 
maxi=1,2,...,6{mi}, then one can see that 1.13(a) holds for w = vw1 and μ =∑8i=1 miω∨i .
Case 13. w1 = s[6,4]s−1[6,2]s[7,4]s−1[6,2]s1s3s4s2s[5,3]s[8,4]s−1[8,1], I (J,w1, δ−1) = {2,3,4,5,7},
Ad(w1) sending α2 to α3, α3 to α5, α4 to α4, α5 to α2, α7 to α7 and O′ is cuspidal with l(v) = 9.
The inequalities (∗) are just qm1 − m6 − m8 > 0 and qm6 − m1 − m6 > 0. So we may take
(m1,m6,m8) = (3,4,1).
Case 14. w1 = s3s4s2s−1[7,5]s−1[6,4]s−1[5,3]s−1[3,1]s[4,1]s[5,3]s[6,4]s2s[7,3]s[8,4]s−1[8,1], I (J,w1, δ−1) =
{4,5,6,7}, Ad(w1) acts trivially on I (J,w1, δ−1) and v = s[7,4]. The inequalities (∗) are just
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(3,3,2,1).
Case 15. w1 = s1s3s4s2s−1[7,5]s−1[6,4]s3s4s−1[4,1]s[5,1]s4s3s[6,4]s2s[7,3]s[8,4]s−1[8,1], I (J,w1, δ−1) =
{2,3,4,5,6,7}, Ad(w1) is of order 2 on I (J,w1, δ−1) and v = s3s4s−1[5,2]s[6,4]s−1[7,2] or s−1[4,2]
s−1[5,2]s4s
−1
[5,2]s[6,4]s
−1
[7,2]. The inequality (∗) is just qm1 − m1 − m8 > 0. So we may take m1 = 2
and m8 = 1.
Case 16. w1 = s[7,1]s4s3s5s4s2s[6,3]s[7,4]s−1[7,1]s[8,1]s4s3s5s4s2s[6,3]s[7,4]s−1[8,1], I (J,w1, δ−1) =
{1,2,3,4,5,6}, Ad(w1) acts trivially on I (J,w1, δ−1) and O′ is cuspidal with l(v) = 24. The
inequality (∗) is just qm7 − m7 − m8 > 0. So we may take m7 = 2 and m8 = 1.
Case 17. w1 = w0wJ0 and v = wJ0 . The inequalities (∗) are always satisfied.
Type F 4. Set J = I − {4}.
Case 1. w1 = s[4,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm2 − m1 > 0, qm3 −
m2 − m3 − m4 > 0 and qm4 − m3 > 0. So we may take (m1,m2,m3,m4) = (1,1,5,3).
Case 2. w1 = s3s2s[4,1] and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm2 − m1 −
m2 − 2m3 > 0, qm3 − m4 > 0 and qm4 − m2 − m3 > 0. So we may take (m1,m2,m3,m4) =
(1,12,5,9).
Case 3 ♠. w1 = s2s3s2s[4,1], I (J,w1, δ−1) = {3,4}, Ad(w1) is of order 2 on I (J,w1, δ−1) and
v = s3 or s3s4s3. In this case, the inequalities (∗) are never satisfied if q = 2. However, notice
that w−11 v−1α1 = w−11 α1 > 0 for all v ∈ WI(J,w1,δ−1). Thus if we choose v to be a representative
listed above in type 2An and m3,m4 be the corresponding positive numbers there and take m2 
−m1  max{m3,m4}, then one can see that 1.13(a) holds for w = vw1 and μ =∑4i=1 miω∨i .
Case 4. w1 = s[3,1]s3s2s[4,1], I (J,w1, δ−1) = {2} and v = s2. The inequalities (∗) are just qm3 −
m3 − m4 > 0 and qm4 − m1 − m3 > 0. So we may take (m1,m3,m4) = (1,4,3).
Case 5. w1 = s[4,1]s3s2s[4,1], I (J,w1, δ−1) = {2,3}, Ad(w1) acts trivially on I (J,w1, δ−1) and
v = s2s3 or s2s3s2s3. The inequality (∗) is just qm4 −m1 −m4 > 0. So we may take m1 = 1 and
m4 = 2.
Case 6. w1 = s1w0wδ(J )0 , I (J,w1, δ−1) = {3,4}, Ad(w1) acts trivially on I (J,w1, δ−1) and
v = s3s4. The inequality (∗) is just qm2 − m1 − m2 > 0. So we may take m1 = 1 and m2 = 2.
Case 7. w1 = w0wJ0 and v = wJ0 . The inequalities (∗) are always satisfied.
Type G2. Set J = {1}.
Case 1 ♠. w1 = s1s2 and I (J,w1, δ−1) = ∅. In this case, the inequalities (∗) are never satisfied
if q = 2. However, take m1  −m2 > 0, then 1.13(a) holds for w1 and μ = m1ω∨1 + m2ω∨2 .
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we may take m1 = 2 and m2 = 1.
Case 3. w1 = w0 and I (J,w1, δ−1) = ∅. The inequalities (∗) are always satisfied.
Type 2B2. Set J = {1}.
Case 1. w1 = s1 and I (J,w1, δ−1) = ∅. The inequality (∗) is just qm1 − m1 − m2 > 0. So we
may take m1 = 3 and m2 = 1.
Case 2. w1 = s1s2s1 and I (J,w1, δ−1) = ∅. The inequality (∗) is just qm1 −m2 > 0. So we may
take m1 = m2 = 1.
Type 2G2. Set J = {2}.
Case 1. w1 = s2 and I (J,w1, δ−1) = ∅. The inequality (∗) is just qm2 − m1 − m2 > 0. So we
may take m1 = 1 and m2 = 2.
Case 2. w1 = s2s1s2 and I (J,w1, δ−1) = ∅. The inequality (∗) is just qm2 − 2m1 − m2 > 0. So
we may take m1 = 1 and m2 = 3.
Case 3. w1 = s2s1s2s1s2 and I (J,w1, δ−1) = ∅. The inequality (∗) is just qm2 −m1 > 0. So we
may take m1 = m2 = 1.
Type 2F 4. Set J = I − {4}.
Case 1. w1 = s2s1 and I (J,w1, δ−1) = ∅. The inequalities (∗) are just qm1 − m4 > 0, qm2 −
m2 − m3 > 0 and qm3 − m1 > 0. So we may take (m1,m2,m3,m4) = (1,3,1,1).
Case 2 ♠. w1 = s2s[3,1] and I (J,w1, δ−1) = ∅. In this case, the inequalities (∗) are never sat-
isfied if q = √2. However, take −m4  m2 = m3  m1 > 0, then 1.13(a) holds for w1 and
μ =∑4i=1 miω∨i .
Case 3. w1 = s1s2s[3,1], I (J,w1, δ−1) = {2,3}, Ad(w1)δ−1 is of order 2 on I (J,w1, δ−1) and
v = s2 or s2s3s2. The inequality (∗) is just qm1 − m1 − m4 > 0. So we may take m1 = 3 and
m4 = 1.
Case 4 ♠. w1 = s[3,1]s2s3s2s[4,1] and I (J,w1, δ−1) = ∅. In this case, the inequalities (∗) are
never satisfied if q = √2. However, 1.13(a) holds for w = w1 and μ = 3ω∨1 +ω∨2 + 3ω∨3 − 3ω∨4 .
Case 5. w1 = s2s[3,1]s2s3s2s[4,1], I (J,w1, δ) = {1,3}, Ad(w1)δ−1 is of order 2 on I (J,w1, δ−1)
and v = s2. The inequality (∗) is just qm2 − m2 − m4 > 0. So we may take m2 = 3 and m4 = 1.
Case 6. w1 = w0wδ−1(J )0 , I (J,w1, δ−1) = {2,3}, Ad(w1)δ−1 is of order 2 on WI(J,w1,δ−1) and
v = s2s3s2. The inequality (∗) is just qm1 − m4 > 0. So we may take m1 = m4 = 1.
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