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Abstract
A fermionic representation is given for all the quantities entering in the generating
function approach to weighted Hurwitz numbers and topological recursion. This in-
cludes: KP and 2D Toda τ -functions of hypergeometric type, which serve as generating
functions for weighted single and double Hurwitz numbers; the Baker function, which
is expanded in an adapted basis obtained by applying the same dressing transformation
to all vacuum basis elements; the multipair correlators and the multicurrent correlators.
Multiplicative recursion relations and a linear differential system are deduced for the
adapted bases and their duals, and a Christoffel-Darboux type formula is derived for
the pair correlator. The quantum and classical spectral curves linking this theory with
the topological recursion program are derived, as well as the generalized cut and join
equations. The results are detailed for four special cases: the simple single and double
Hurwitz numbers, the weakly monotone case, corresponding to signed enumeration of
coverings, the strongly monotone case, corresponding to Belyi curves and the simplest
version of quantum weighted Hurwitz numbers.
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1 Weighted Hurwitz numbers and generating τ-functions
It has been known since the work of Pandharipande and Okounkov [35,39] that certain special
classes of τ -functions of the KP and 2D-Toda hierarchies can serve as generating functions for
various types of weighted Hurwitz numbers. It also is known that the computation of these
enumerative geometrical/combinatorial invariants may be embedded into the framework of
Topological Recursion [10, 12, 13, 33]. Fermionic representations have played a key roˆle in
simplifying the calculations and clarifying the origin of these constructions. The present work
is part of an ongoing series (see [1, 2]) devoted to the inclusion of the generating function
approach to weighted Hurwitz numbers of the most general type into the framework of
Topological Recursion.
1.1 Weighted Hurwitz numbers
For a set of partitions {µ(i)}i=1,...,k of weight |µ
(i)| = N , the Hurwitz numbersH(µ(1), . . . , µ(k))
are defined geometrically [25, 26] as the number of inequivalent N -fold branched coverings
C → P1 of the Riemann sphere having k branch points with ramification profiles given
by the partitions {µ(1), . . . , µ(k)}, normalized by the inverse 1/| aut(C)| of the order of the
automorphism group of the covering. An equivalent combinatorial/group theoretical defini-
tion [14,15,42] is that H(µ(1), . . . , µ(k)) is 1/N ! times the number of distinct factorizations of
the identity element I ∈ SN in the symmetric group in N elements as a product of k factors
hi, belonging to the respective conjugacy classes cyc(µ
(i))
I = h1, · · ·hk, hi ∈ cyc(µ
(i))). (1.1)
The equivalence of the two follows from the monodromy homomorphism from the funda-
mental group of P1 punctured at the branch points into SN obtained by lifting closed loops
from the base to the covering.
Denoting by
ℓ∗(µ) := |µ| − ℓ(µ) (1.2)
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the colength of the partition µ (the difference between the weight and the length), the
Riemann Hurwitz theorem relates the Euler characteristic χ of the covering curve C to the
sum of the colengths ℓ∗(µ(i)) of the ramification profiles at the branch points
χ = 2− 2g = 2N −
k∑
i=1
ℓ∗(µ(i)), (1.3)
where g is the genus of C.
A weight generating function G(z) and its dual G˜(z) := 1/G(−z), may be represented in
terms of an infinite set of constants (or indeterminates)
c := (c1, c2, . . . ), (1.4)
either as an infinite product, or an infinite sum:
G(z) :=
∞∏
i=1
(1 + zci) = 1 +
∞∑
i=1
giz
i (1.5)
G˜(z) :=
∞∏
i=1
(1− zci)
−1 = 1 +
∞∑
i=1
g˜iz
i, (1.6)
where the coefficients {gi}i=1,...,∞, {g˜i}i=1,...,∞ in the (formal) Taylor series are, respectively,
the elementary and complete symmetric functions
gi = ei(c), g˜i = hi(c). (1.7)
We define the (associative, commutative) algebra
K = Q[g1, g2, g3, . . . ] (1.8)
of polynomials in the gi’s over the field Q of rationals, which is the same (when the number
of ci’s is finite) as the algebra Λ of symmetric functions of the ci’s (over the coefficient field
Q).
Given a pair of partitions (µ, ν) of N , the weighted double and single Hurwitz numbers
are defined by the sums [20, 22]
HdG(µ, ν) :=
d∑
k=0
∑′
µ(1),...,µ(k)
∑k
i=1 ℓ
∗(µ(i))=d
WG(µ
(1), . . . , µ(k))H(µ(1), . . . , µ(k), µ, ν) (1.9)
Hd
G˜
(µ, ν) :=
d∑
k=0
∑′
µ(1),...,µ(k)
∑k
i=1 ℓ
∗(µ(i))=d
WG˜(µ
(1), . . . , µ(k))H(µ(1), . . . , µ(k), µ, ν), (1.10)
HdG(µ) := H
d
G(µ, ν = (1)
N), Hd
G˜
(µ) := Hd
G˜
(µ, ν = (1)N) (1.11)
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where
∑′
denotes the sum over all k-tuples of partitions {µ(1), . . . , µ(k)} other than the
cycle type of the identity element (1N), the weights
WG(µ
(1), . . . , µ(k)) := mλ(c) =
1
|aut(λ)|
∑
σ∈Sk
∑
1≤i1<···<ik
cλ1iσ(1) · · · c
λk
iσ(k)
, (1.12)
and
WG˜(µ
(1), . . . , µ(k)) := fλ(c) =
(−1)ℓ
∗(λ)
|aut(λ)|
∑
σ∈Sk
∑
1≤i1≤···≤ik
cλ1iσ(1), · · · c
λk
iσ(k)
, (1.13)
are, respectively, the monomial sum and “forgotten” symmetric function bases [31] of the
algebra Λ of symmetric functions in the variables (c1, c2, . . . ) and the partition λ labelling
the coefficients mλ(c) and fλ(c) in the sums have weight |λ| = d and length ℓ(λ) = k,
with parts {λi} equal to the colengths {ℓ
∗(µ(i))}, expressed in weakly decreasing order. The
normalization factor |aut(λ)| is the order of the automorphism group in Sd of the elements
in the conjugacy class of cycle type λ, given by
|aut(λ)| =
d∏
i=1
mi(λ)!, (1.14)
where mi(λ) is the number of parts of λ (i.e. the number of colengths ℓ
∗(µ(j))) equal to i.
Remark 1.1. By convention, if the partitions are not all of the same weight, we set
H(µ(1), . . . , µ(k)) := 0 (1.15)
and thus
HdG(µ, ν) = 0 if |µ| 6= |ν|, H
d
G˜
(µ, ν) = 0 if |µ| 6= |ν|. (1.16)
An equivalent definition of HdG(µ, ν) and H
d
G˜
(µ, ν) (see [20] for the proof) is:
HdG(µ, ν) :=
1
N !
∑
λ, |λ|=d
eλ(c)m
λ
µν (1.17)
Hd
G˜
(µ, ν) :=
1
N !
∑
λ, |λ|=d
hλ(c)m
λ
µν . (1.18)
where {eλ(c)}, {hλ(c)} are the elementary and complete symmetric function bases for Λ and
mλµν is the number of monotonic d = |λ| step paths in the Cayley graph of SN generated
by the transpositions, starting from an element h in the conjugacy class cyc(ν) and ending
in cyc(µ), with signature λ [20]; i.e., such that the parts of λ are equal to the number of
times any given second element bi in the steps (ai, bi), ai < bi of the path is repeated. These
belong to the algebra K:
HdG(µ, ν), H
d
G˜
(µ, ν) ∈ K. (1.19)
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Letting H˜(µ(1), . . . , µ(k)) denote the number of connected coverings with given ramifi-
cation profiles, the corresponding weighted Hurwitz numbers for connected coverings are
denoted
H˜dG(µ, ν) :=
d∑
k=0
∑′
µ(1),...,µ(k)
∑k
i=1 ℓ
∗(µ(i))=d
mλ(c)H˜(µ
(1), . . . , µ(k), µ, ν), (1.20)
H˜d
G˜
(µ, ν) :=
d∑
k=0
∑′
µ(1),...,µ(k)
∑k
i=1 ℓ
∗(µ(i))=d
fλ(c)H(µ
(1), . . . , µ(k), µ, ν), (1.21)
H˜dG(µ) := H˜
d
G(µ, ν = (1)
N), H˜d
G˜
(µ) := H˜d
G˜
(µ, ν = (1)N). (1.22)
1.2 KP and 2D-Toda τ-functions of hypergeometric type as gen-
erating functions
Choosing a nonvanishing (small) parameter β, we define the content product coefficients
r
(G,β)
λ :=
∏
(i,j)∈λ
rGj−i(β), (1.23)
r
(G˜,β)
λ :=
∏
(i,j)∈λ
rG˜j−i(β), (1.24)
where
rGj (β) := G(jβ), r
G˜
j (β) := G˜(jβ). (1.25)
Introducing a further non vanishing parameter γ, we define the following parametric family
of 2D-Toda τ -functions of hypergeometric type (at lattice site N = 0), which are shown
in [19–21] to be generating functions for the corresponding weighted Hurwitz numbers
τ (G,β,γ)(t, s) :=
∑
λ
γ|λ|r
(G,β)
λ sλ(t)sλ(s) =
∞∑
d=0
βd
∑
µ,ν
|µ|=|ν|
γ|µ|HdG(µ, ν)pµ(t)pν(s) (1.26)
τ (G˜,β,γ)(t, s) :=
∑
λ
γ|λ|r
(G˜,β)
λ sλ(t)sλ(s) =
∞∑
d=0
βd
∑
µ,ν
|µ|=|ν|
γ|µ|Hd
G˜
(µ, ν)pµ(t)pν(s). (1.27)
Here sλ(t), sλ(s) are Schur functions, viewed as functions of two infinite sequences of 2D-Toda
flow variables t = (t1, t2, . . . ), s = (s1, s2, . . . ) with
ti :=
pi
i
, si :=
p′i
i
, i = 1, 2, . . . , (1.28)
pµ(t) :=
ℓ(µ)∏
i=1
pµi , pν(s) :=
ℓ(ν)∏
i=1
p′νi (1.29)
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interpreted as power sum symmetric functions of a pair of auxiliary sets of variables.
Remark 1.2. Note that all six standard bases {sλ, pλ,mλ, fλ, eλ, hλ} for Λ introduced in [31]
appear in the above definitions.
The corresponding generating functions for connected weighted Hurwitz numbers are
given, as usual, by the logarithms
F (G,β,γ)(t, s) := ln(τ (G,β,γ)(t, s)) =
∞∑
d=0
βd
∑
µ,ν
|µ|=|ν|
γ|µ|H˜dG(µ, ν)pµ(t)pν(s) (1.30)
F (G˜,β,γ)(t, s) := ln(τ (G,β,γ)(t, s)) =
∞∑
d=0
βd
∑
µ,ν
|µ|=|ν|
γ|µ|H˜d
G˜
(µ, ν)pµ(t)pν(s). (1.31)
We may view all these generating functions as elements of K[[t, s, β, γ]].
Below we consider only the case G; all formulae for G˜ are analogous.
1.3 Summary of results
In Section 2 we recall the infinite Grassmannian interpretation of KP and 2D-Toda τ -
functions [40,41,44,45,47,48] and the Baker function. For arbitrary elements W = g(H+) of
the big cell of the infinite Grassmannian GrH+(H), g ∈ GL(H), we introduce a dual pair of
adapted bases {wgk(z)}k∈Z, {w
g∗
k (z)}k∈Z, for which W = span{w
g
k}k∈N+ and the annihilator
W⊥ under the Hirota pairing is W⊥ = span{wg∗k }k∈N+.
Section 3 provides, for general lower triangular group elements g, the fermionic vacuum
state expectation value (VEV) representations of all the relevant quantities: the τ -functions
τg(t), τg(N, t, s), the Baker function Ψ
−
g (z,N, t) and its dual Ψ
+
g (z,N, t), the adapted bases,
the pair and multipair correlatorsKg2n(z1, . . . , zn;w1, . . . , wn), and the multicurrent correlator
Jn(x1, . . . , xn). Proposition 3.1 gives the VEV representation of the adapted bases and
Proposition 3.2 gives the expansions of Ψ−g (z, t) and Ψ
+
g (z, t) in these bases. Proposition 3.3
provides the multiplicative recursion relation satisfied by these bases and Propositions 3.5,
3.6 the derivative relations obtained upon application of the Euler operator. Propositions
3.7, 3.10 express the n-pair correlator K˜g2n(z1, . . . , zn;w1, . . . , wn) in terms of the τ -function
and Proposition 3.12 gives an expansion in binear products of the adapted basis elements.
A Christoffel-Darboux type representation for the pair correlator Kg2 (z, w) is derived in
Proposition 3.13.
All this is specialized in Section 4 to the case of τ -functions of hypergeometric type,
which serve as generating functions for weighted Hurwitz numbers. The recursion matrices
for the adapted bases are explicitly given in Propositions 4.1, 4.2. The classical and quan-
tum spectral curves that enter in the topological recursion approach [10–13] are deduced,
7
both directly, using the series expansions of the adapted bases, and using the Kac-Schwarz
operators that generate them from the Baker function at t = 0. The Christoffel-Darboux
representation of the pair correlator is given in Proposition 4.4 and the pairing matrix is
expressed via a generating function in Proposition 4.5. It is shown in Proposition 4.7 how
the multicurrent generators may be used as alternative generating functions for the weighted
Hurwitz numbers.
In Section 5, a fermionic derivation is given for the generalized “cut-and-join” representa-
tion of the τ function, and the differential equations it satisfies with respect to the weighting
parameters.
Section 6 illustrates the results for four specific examples: 1) the original case of simple
(single and double) Hurwitz number studied by Okounkov [35] and Pandharipande [39];
2) the case of strongly monotonic Hurwitz numbers or, equivalently, Belyi curves (with
three branch points) studied in [9], [29]; 3) the case of weakly monotonic Hurwitz numbers,
or signed geometrical enumerative Hurwitz numbers of refs. [16, 17, 20, 21, 24] and 4) the
quantum Hurwitz numbers introduced in refs. [20, 21].
This paper is part of a series [1], [2] on embedding the τ -function generating function
approach to weighted Hurwitz numbers into the topological recursion scheme.
2 Infinite Grassmannian, Baker functions, adapted bases
2.1 The formal infinite Grassmannian, τ-functions and Baker func-
tions
In the related papers [1, 2], we use an extension of the Sato [40] and Segal-Wilson [44] for-
mulations of the infinite dimensional Grassmannian on which the KP flows are understood
to act, replacing the analytic or algebraic definitions of the underlying spaces and operators
by formal series, including extensions by parameters {β, γ, c} etc. This will be necessary for
the proper interpretation of the specialization to τ -functions of hypergeometric type serving
as generators for weighted Hurwitz numbers that appear in Sections 4 and 5. Our notational
conventions derive from reinterpreting the elements W ∈ GrH+(H) of the Grassmannian for-
mally, as subspaces W ⊂ C[[z, z−1]] of the space of formal Laurent series in an indeterminate
z, with complex coefficients. These extend what in [44] are viewed as closed subspaces of
the Hilbert space
H = L2(S1) = H+ ⊕H− (2.1)
of square integrable functions on the unit circle, with orthonormal basis {ei}i∈Z with H±
viewed as the spaces of complex Fourier series with negative (−) and non-negative (+)
exponentials. But for the current section and the next, we construct the τ -function, Baker
function, adapted bases and associated correlators in the general setting, without reference
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to the formal series interpretation. In [40, 41] H is viewed as a completion of the space of
positive and negative Laurent polynomials
H+ := span{zi}i≥0, H− := span{z−i}i>0. (2.2)
We use the labelling convention
{ei := z
−i−1}i∈Z (2.3)
for the orthonormal basis, motivated by the identification of the vacuum element |0〉 in the
associated Fermonic Fock space as the Dirac sea, in which the negative integers denote the
filled negative energy states.
In the Segal-Wilson formulation, such subspaces W ⊂ H are required to be commensu-
rable with H+ ⊂ H in the sense that the orthogonal projection W →H to H+ along H− is
required to be a Fredholm operator, whose index is called the virtual dimension of W , while
the image under orthogonal projection W → H− is required, in some sense, to be “small”
(either Hilbert-Schmidt, as in [44], or compact). Sato [40] uses a different notion, but for
our purposes both the functional analytic [44] and differential algebraic [40, 41] versions are
subsumed by replacing the Hilbert space H by the space of formal Laurent series C[[z, z−1]],
extended by the constants β, γ and c, viewed as indeterminates. We nevertheless retain the
notation H = H+ +H− for the space, and let
(f, g) := res
z=0
(z−1f(z)g(1/z)) “ = ”
1
2πi
∮
z=0
f(z)g(1/z)
dz
z
, (2.4)
(which might just be a formal residue) denote the complex scalar product in which the basis
{ei}i∈Z is orthonormal, with the second equality valid on the smaller space L
2(S1).
The precise definition of the infinite Lie algebra gl(H) of endomorphisms of H and its
connected Lie group GL(H) of admissible invertible endomorphisms will be omitted; we refer
to [40], [44] for (different) particular choices, with the differences replaced, for our purposes,
by requiring that their matrix representations within the orthonormal basis {ei} and elements
in the associative algebra C[β, γ, {gi}] of formal series in the auxiliary parameters (β, γ) and
the weighting constants {gi}i∈N+ (or c), when appropriate, should have well defined products
and commutators.
The two infinite abelian subgroups Γ+, Γ− whose elements consist of multiplication by
the exponential series
Γ+ = {γ+(t) := e
ξ(t,z)}, Γ− = {γ−(s) := e
ξ(s,z−1)}, (2.5)
where
ξ(t, z) =
∞∑
i=1
tiz
i, ξ(s, z−1) =
∞∑
i=1
siz
−i (2.6)
9
are central to the theory since, together with the discrete group of lattice translations, they
generate the mKP and 2D-Toda flows.
The KP τ -function associated with an elementW ∈ GrH+(H) of virtual dimension N = 0
is, within a suitable choice of admissible basis that establishes an isomorphism between the
two commensurable spacesW andH+, the determinant of the orthogonal projection operator
to H+ from the space
W (t) := γ+(t)W (2.7)
obtained by applying the abelian group of Γ+ flows to W
τW (t) := det(π+ :W (t)→H+). (2.8)
It follows [27, 40, 41, 44] that this satisfies the Hirota bilinear relations∮
z=∞
e−ξ(δt,z)τW (t+ δt+ [z
−1])τW (t− [z
−1])dz = 0 (2.9)
where
[z−1]i :=
1
i
z−i. (2.10)
The Baker function Ψ−W (x, t) which, for all values of the KP flow parameters t, takes its
values in the annihilator W⊥ of W under the Hirota bilinear pairing
〈u, v〉 :=
1
2πi
∮
z=0
u(z)v(z)dz (2.11)
is then given by the Sato formula
Ψ−W (z, t) = e
ξ(t,z) τ(t− [z
−1])
τ(t)
. (2.12)
The dual Baker function, which takes its values in W for all values of t, is
Ψ+W (x, t) = e
−ξ(t,z) τ(t+ [z
−1])
τ(t)
. (2.13)
More generally, for WN of virtual dimension N , we similarly define τWN (t) as the deter-
minant of the projections to the subspace
HN+ := z
−NH+, (2.14)
namely
τWN (t) := det(π+ : γ+(t)WN →H
N
+ ). (2.15)
In the fermionic Fock space, their image under the Plu¨cker map (see below) is in the charge
N sector.
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An equivalent view of the Grassmannian GrH+(H) is as a quotient GL(H)/GLH+(H) of
the group GL(H) of admissible invertible endomorphisms of H by the stabilizer GLH+(H) of
the subspace H+, which is an infinite dimensional analog of the maximal parabolic subgroup
of GL(N) leaving a fixed k-dimensional subspace invariant. Thus, choosing an element
W ∈ GrH+(H) within the GL(H) orbit of H+
W = g(H+) (2.16)
is equivalent to choosing the left coset
[g] = gGLH+(H) ∈ GL(H)/GLH+(H). (2.17)
If a sequence of elements of the various virtual dimension components is chosen as
WN = g(H
N
+ ) (2.18)
for a fixed group element g, the resulting analogously defined sequence of KP τ -functions
τWN (t) satisfy the bilinear equations of the mKP hierarchy∮
z=∞
zN
′−Ne−ξ(δt,z)τWN (t+ δt+ [z
−1])τWN′ (t− [z
−1])dz = 0 (2.19)
for N ′ ≥ N .
In this case, the group element g is defined within right multiplication by an element of
the simultaneous stabilizer of all the subspaces HN+ , N ∈ Z, which is the infinite dimensional
analog of the minimal parabolic (Borel) subgroups of GL(N) consisting of invertible upper
triangular matrices. That is, the mKP flows are interpreted as acting on the codimension 1
nested sequence of subspaces
· · · ⊂WN−1 ⊂ WN ⊂WN+1 ⊂ · · · (2.20)
i.e., infinite complete flags belonging to the GL(H) orbit of the standard complete flag
· · · ⊂ HN−1+ ⊂ H
N
+ ⊂ H
N+1
+ ⊂ · · · . (2.21)
The dual infinite flag is given by the orthogonal annihilators
· · · ⊂W⊥N+1 ⊂W
⊥
N ⊂W
⊥
N−1 ⊂ · · · . (2.22)
2.2 Adapted bases
By applying the group element g to the standard (monomial) basis {zk}k∈Z for H, we obtain
an adapted basis {wgk(z)}k∈Z for H such that the positively labeled elements {w
g
k(z)}k∈N+
span the subspace W = g(H+). We also introduce the dual basis {w
g∗
k (z)}k∈Z such that
11
{wg∗k (z)}k∈N+ spans the subspace W
⊥ := ι ◦ (gt)−1 ◦ ι(H+) that annihilates W under the
Hirota bilinear pairing (2.11). Here ι is the involutive automorphism of H that relates the
Hirota bilinear pairing to the scalar product (2.4)
ι :H → H
ι : ei 7→ e−i−1. (2.23)
Define g˜ to be the conjugation of g under this involution
g˜ := ι ◦ g ◦ ι. (2.24)
The corresponding matrix representation of g˜ in the standard basis ei is then
g˜ij := g−i−1,−j−1 (2.25)
Applying the group elements g and (g˜t)−1 to the standard monomial basis, we obtain the
two bases,
wgk(z) := g(z
k−1) =
∑
j∈Z
g−j−1,−kz
j , k ∈ Z, (2.26)
wg∗k (z) := (g˜
t)−1(zk−1) =
∑
j∈Z
g−1k−1,jz
j , k ∈ Z, (2.27)
with inverse relations
zj =
∑
k∈Z
g−1−k,−j−1w
g
k(z), j ∈ Z (2.28)
zj =
∑
k∈Z
gj,k−1w
g∗
k (z), j ∈ Z. (2.29)
Then
W := g(H+) = span{w
g
k}k∈N+ , W
⊥ := (g˜t)−1(H+) = span{w
g∗
k }k∈N+ . (2.30)
The bases {wgk}k∈Z, {w
g∗
k }k∈Z are dual under the Hirota bilinear pairing (2.11) in the sense
that
〈wgj , w
g∗
l 〉 = δj+l−1, (2.31)
from which it follows that W⊥ is, indeed, the annihilator of W .
We can make the further assumption that the group element g is in fact represented by
lower triangular matrices
gij = 0 if j > i. (2.32)
This means thatW ∈ GrH+(H) must be in the “big cell”, but imposes no further restriction,
since a representative of the left coset under the stabilizer of H+ may always be chosen in
this lower triangular form.
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It also implies that the sums (2.26) - (2.29) are semi-infinite, with the highest power of
z in the Fourier series for wgk(z) and w
g∗
k (z) being k − 1
wgk(z) =
k−1∑
j =−∞
g−j−1,−kz
j (2.33)
wg∗k (z) =
k−1∑
j=−∞
g−1k−1,jz
j , (2.34)
and
zj =
j+1∑
k=−∞
g−1−k,−j−1w
g
k(z) (2.35)
zj =
j+1∑
k=−∞
gj,k−1w
g∗
k (z). (2.36)
3 Fermionic representations
3.1 Fermionic Fock space
We recall the conventions and notation for the fermionic operator approach to τ -functions
developed by Sato and his school [27, 40, 41]. Using the notation of Section 2.1, we denote
the semi-infinite wedge product space (Fermonic Fock space)
F = Λ∞/2H = ⊕N∈ZFN (3.1)
where FN denotes the charge-N sector, N ∈ Z. The pairs (λ,N) consisting of a partition
λ of any weight (with the convention that λi = 0 for i > ℓ(λ)) and an integer N label the
basis element in F . These are denoted
|λ;N〉 := eℓ1 ∧ eℓ2 ∧ · · · ∈ FN , (3.2)
where
ℓi := λi − i+N (3.3)
is a strictly decreasing sequence of integers saturating, after a finite number of terms, in
consecutively decreasing integers. These are viewed as the integer lattice points of occupied
sites, and the vacuum element in each sector is given by the trivial partition
|N〉 := |0;N〉 = eN−1 ∧ eN−2 ∧ · · · . (3.4)
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The Fermi creation and annihilation operators {ψi, ψ
∗
i }i∈Z are the generators of the Fermi
Fock space representation of the Clifford algebra on H⊕H∗ with quadratic form
Q(X + α) := 2α(X) for X ∈ H, α ∈ H∗. (3.5)
In the standard irreducible infinite Clifford module F , these are given by the linear action
of exterior and interior multiplication by the basis elements {ei}i∈Z for H and their duals
{e˜i}i∈Z for H
∗
ψi := ei∧, ψ
∗
i := ie˜i ∈ End(F). (3.6)
This implies the generating relations of the Clifford algebra
[ψi, ψ
∗
j ]+ := ψiψ
∗
j + ψ
∗
jψi = δij , [ψi, ψj]+ = [ψ
∗
i , ψ
∗
j ]+ = 0. (3.7)
Normal ordering :O: of any finite product of such creation and annihilation operators is
defined by placing all the annihilation factors ψ∗i to the right for i ≥ 0 and all the creation
factors ψi to the left for i < 0 (taking the signs following from anticommutativity into
account). This implies the vanishing of vacuum expectation values (VEV’s) of all normally
ordered operators (other than scalars)
〈0|:O:|0〉 = 0. (3.8)
If the partition λ is expressed in Frobenius notation as (a1, . . . ar|b1, . . . , br), where the ai’s
and bi’s are strictly decreasing sequences of of non-negative integers, denoting the number
of boxes to the right of and below the ith diagonal box of the corresponding Young diagram
(the “arm” and “leg” lengths), with the Frobenius index r equal to the number of terms on
the principal diagonal, we may express the basis element |λ;N〉 as
|λ;N〉 = (−1)
∑r
i=1 bi
r∏
i=1
(
ψai+Nψ
∗
−bi−1+N
)
|N〉. (3.9)
The Fermi fields ψ(z) and ψ∗(z) are defined as generating series for these creation and
annihilation operators
ψ(z) :=
∑
i∈Z
ψiz
i, ψ∗(z) :=
∑
i∈Z
ψ∗i z
−i−1. (3.10)
Elements g ∈ GL(H) of the connected group of invertible endomorphisms of H may
be viewed as elements of the larger group Spin(H + H∗,Q) of endomorphisms of H + H∗
preserving the quadratic form Q. If they are represented within the basis {ei}i∈Z by the
doubly infinite matrix exponential
g ∼ eA (3.11)
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with elements {Aij}i,j∈Z, they have the Clifford representation
gˆ := exp
∑
i,j∈Z
Aij :ψiψ
∗
j :. (3.12)
The Plu¨cker map into the projectivization PF of the Fock space
Pl : GrH+(H)→ PF
Pl :W := span{w1, w2, . . . } 7→ [w1 ∧ w2 ∧ · · · ] (3.13)
(where [. . . ] denotes the projective class) embeds the infinite Grassmannian GrH+(H) into
PF as the union of the orbits of the subspaces HN+ under the Clifford action of GL(H) if
W has virtual dimension N . Thus the Plu¨cker map intertwines the action of GL(H) on
GrH+(H) and the (projectivized) Clifford representation on F
Pl(g(W )) = gˆ(Pl(W )), ∀ W ∈ GrH+(H). (3.14)
In particular, the Clifford representation of the KP and 2D Toda flow groups Γ+ and Γ−
is given by
γˆ+(t) = e
∑
∞
i=1 tiJi, γˆ−(s) = e
∑
∞
i=1 siJ−i, (3.15)
where the operators Ji are bilinears in the creation and annihilation operators
Ji :=
∑
j∈Z
:ψjψ
∗
j+i:, i ∈ Z (3.16)
that satisfy the commutation relations of the infinite Heisenberg algebra
[Ji, J−j] = iδij . (3.17)
The projective representation may be viewed as a representation of this central extension of
the abelian group generated by the elements γ+(t), γ−(s), with
γˆ+(t)γˆ−(s) = e
∑
∞
i=1 itisi γˆ−(s)γˆ+(t). (3.18)
The Ji’s may be viewed as Fourier components of the current operator
J(z) :=
∑
i∈Z
Jiz
i. (3.19)
The effect of conjugation of the creation and annihilation operators by a group element
is
gˆψigˆ
−1 =
∑
j∈Z
ψjgji, gˆ
−1ψ∗i gˆ =
∑
j∈Z
gijψ
∗
j (3.20)
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if
g(ei) =
∑
j∈Z
ejgji. (3.21)
In particular,
γˆ+(t)ψ(z)γˆ
−1
+ (t) = e
ξ(t,z)ψ(z), γˆ+(t)ψ
∗(z)γˆ−1+ (t) = e
−ξ(t,z)ψ∗(z), (3.22)
γˆ−(s)ψ(z)γˆ
−1
− (s) = e
ξ(s,z−1)ψ(z), γˆ−(s)ψ
∗(z)γˆ−1− (s) = e
−ξ(s,z−1)ψ∗(z). (3.23)
3.2 Fermionic construction of τ-functions, Baker function
and adapted bases
In Sato’s approach to KP τ -functions [40,41], given an element gˆ of the Fermionic represen-
tation of the Clifford algebra that satisfies the bilinear relation.
[I, gˆ ⊗ gˆ] = 0, (3.24)
where
I :=
∑
i∈Z
ψi ⊗ ψ
∗
i ∈ End(F ⊗ F), (3.25)
the following vacuum expectation value
τg(t) = 〈0|γˆ+(t)gˆ|0〉 (3.26)
satisfies the Hirota bilinear relation (2.9) and hence is a KP τ -function. In the following, we
call such elements group-like elements [8]. In particular, if
gˆ = e
∑
i,j∈Z Aij :ψiψ
∗
j : (3.27)
is the fermionic representation of the element g ∈ GL(H) with matrix representation eA in
the standard {ei}i∈Z basis, gˆ satisfies (3.24) and τg(t) is the same as the τ -function τW (t)
defined in (2.8) with W = gH+. The Baker function defined in (2.12) can then be expressed
as the following VEV [40, 41]
Ψ−g (z, t) := Ψ
−
W (z, t) =
〈0|ψ∗0 γˆ+(t)ψ(z)gˆ|0〉
τg(t)
, (3.28)
and the dual Baker function (2.13) is
Ψ+g (z, t) := Ψ
+
W (z, t) =
〈0|ψ−1γˆ+(t)ψ
∗(z)gˆ|0〉
τg(t)
. (3.29)
Since
〈0|γˆ+(t)|λ〉 = sλ(t) = 〈λ|γˆ−(t)|0〉, (3.30)
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it follows that the τ -function may, at least formally, be expressed as a sum over the Schur
function basis
τg(t) =
∑
λ
πλ(g)sλ(t) (3.31)
where
πλ(g) := 〈λ|gˆ|0〉 (3.32)
is the λ Plu¨cker coordinate of the Grassmannian element W and the Schur functions sλ are
viewed as functions of the KP flow variables t = (t1, t2, . . . ).
More generally, for any such gˆ, we may define a lattice of KP τ -functions generating
solutions to the modified KP (mKP) hierarchy,
τmKPg (N, t) := 〈N |γˆ+(t)gˆ|N〉 (3.33)
which satisfy the extended system of Hirota equations (2.19) of the mKP hierarchy.
Introducing a second set of flow variables s = (s1, s2, . . . ) we may define the 2D Toda
lattice of τ -functions
τg(N, t, s) := 〈N |γˆ+(t)gˆγˆ−(s)|N〉, (3.34)
which satisfy∮
z=∞
zN
′−Ne−ξ(δt,z)τg(N, t+ [z
−1], s)τg(N
′, t+ δt− [z−1], s + δs)dz =∮
z=0
zN
′−Ne−ξ(δs,z
−1)τg(N − 1, t, s+ [z])τg(N
′ + 1, t+ δt, s+ δs− [z])dz, (3.35)
understood to hold identically in δt = (δt1, δt2, . . . ), δs := (δs1, δs2, . . . ) and in N , N
′.
In the following, we make the further assumption that the group element g is represented
by lower triangular matrices
gij = 0 if j > i. (3.36)
This means that
〈0|gˆ = 〈0|gˆ−1 = 〈0|. (3.37)
Applying the group element gˆ, we obtain the fermionic VEV respresentation of the bases
{wgk∈Z} , {w
g∗
k∈Z} defined in (2.26), (2.27).
Proposition 3.1. The bases defined in eqs. (2.26) , (2.27) have the following representation
as fermionic VEV’s
wgk(z) =
{
〈0|ψ−kgˆ
−1ψ∗(z)gˆ|0〉 if k ≥ 1,
〈0|gˆ−1ψ∗(z)gˆψ−k|0〉 if k ≤ 0,
(3.38)
wg∗k (z) =
{
〈0|ψ∗k−1gˆ
−1ψ(z)gˆ|0〉 if k ≥ 1,
〈0|gˆ−1ψ(z)gˆψ∗k−1|0〉 if k ≤ 0.
(3.39)
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Proof. Substitute the fourier series representations (3.10) of the fermionic field operators
ψ(z), ψ∗(z) in the RHS of (3.38) and (3.39) and apply the conjugation relations (3.20) term
by term. This results in the series representations (2.26), (2.27) for {wgk∈Z} , {w
g∗
k∈Z}, both
for k ≥ 1 and k ≤ 0.
Now define the sequence of subspaces W gN ,W
g∗
N , N ∈ Z
W gN = span{w
g
−N+k}k∈N+ ∈ GrHN+ (H) (3.40)
W g⊥N = span{w
g∗
N+k}k∈N+ ∈ GrH−N+
(H), (3.41)
which coincide with (2.20), (2.22).
The charge N sector Baker function and its dual
Ψ−g (z,N, t) :=
〈N |ψ∗N γˆ+(t)ψ(z)gˆ|N〉
τg(t)
∈ W g⊥N (3.42)
Ψ+g (z,N, t) :=
〈N |ψN−1γˆ+(t)ψ
∗(z)gˆ|N〉
τg(t)
∈ W gN (3.43)
can be expanded in these bases. For the case N = 0, we have
Proposition 3.2.
Ψ−g (z, t) =
∞∑
j=1
αgj (t)w
g∗
j (z) (3.44)
Ψ+g (z, t) =
∞∑
j=1
βgj (t)w
g
j (z), (3.45)
where
αgj (t) :=
〈0|ψ∗0 γˆ+(t)gˆ ψj−1|0〉
τg(N, t)
, βgj (t) :=
〈0|ψ−1γˆ+(t)gˆψ
∗
−j |0〉
τg(N, t)
. (3.46)
Proof. In eq. (3.28), insert I = gˆgˆ−1 and the projection operator to the N = 1 sector F1 ⊂ F
of the fermionic Fock space
Π1 :=
∑
λ
|λ; 1〉〈λ; 1|, (3.47)
(where the sum is over all partitions λ). This gives
Ψ−g (z, t) =
1
τg(t)
∑
λ
〈0|ψ∗0γˆ+(t)gˆ|λ; 1〉〈λ; 1|gˆ
−1ψ(z)gˆ|0〉. (3.48)
In this sum, the only nonvanishing terms are the trivial partition λ = ∅ and the horizontal
partitions λ = (j), j = 1, 2, . . . . To see this, use (3.20) to write the second factor in the sum
(3.48) as
〈λ; 1|gˆ−1ψ(z)gˆ|0〉 =
∑
j∈Z
zj
∞∑
i=j
〈λ; 1|ψi|0〉g
−1
ij . (3.49)
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Expressing the partition λ in Frobenius notation as (a1, . . . , ar|b1, . . . , br), the state |λ; 1〉 is,
by (3.9)
|λ; 1〉 = (−1)
∑r
i=1 bi
r∏
i=1
(
ψai+1ψ
∗
−bi
)
ψ0|0〉. (3.50)
It follows from the fermionic Wick theorem that
〈λ; 1|ψi|0〉 = 〈0|ψ
∗
0
r∏
i=1
(
ψ−biψ
∗
ai+1
)
ψi|0〉 (3.51)
vanishes unless either λ = ∅ or r = 1 and b1 = 0. For the first case, we have
〈∅; 1|gˆ−1ψ(z)gˆ|0〉 = wg∗1 (z), (3.52)
for the other case λ = (j), we have
〈(j); 1|gˆ−1ψ(z)gˆ|0〉 = wg∗j+1(z), j = 1, 2, . . . (3.53)
by eq. (2.27), and
〈0|ψ∗0γˆ+(t)gˆ|(j − 1); 1〉 = τg(t)α
g
j (t), (3.54)
proving eq.(3.44). Eq. (3.45) is proved similarly.
3.3 Multiplicative recursion relations for general gˆ
Multiplying the adapted basis elements by z, it follows that they satisfy the recursion rela-
tions
Proposition 3.3.
zwgk(z) =
k+1∑
j=−∞
Q˜+kjw
g
j (z) (3.55)
zwg∗k (z) =
k+1∑
j=−∞
Q˜−kjw
g
j (z), (3.56)
where
Q˜+kj =
−j∑
i=−k−1
g−1−j,igi+1,−k = Q˜
−
1−j,1−k, j ≤ k + 1 (3.57)
Q˜−kj =
k−1∑
i=j−2
g−1k−1,igi+1,j−1 = Q˜
+
1−j,1−k, j ≤ k + 1. (3.58)
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Proof. This can either be proved directly, by inverting the Fourier series expansions for wgk(z)
and wg∗k (z), or by using the fermionic identities
zψ(z) = [J1, ψ(z)], zψ
∗(z) = −[J1, ψ
∗(z)] (3.59)
and evaluating the RHS of the fermionic representations (3.38) and (3.39) for both wgk(z)
and wg∗k (z) by introducing a sum over a complete set of intermediate states in the N = 0 or
N = −1 fermionic charge sectors; i.e., by inserting the projection operator
ΠN :=
∑
λ
|λ;N〉〈λ;N | (3.60)
onto these sectors.
The recursion matrix Q˜+ may be split into block form
Q˜+ =

Q˜
−− ... Q˜−+
· · · · · ·
Q˜+−
... Q˜++

 , (3.61)
where the range of indices are:
Q˜−−kl : k ≤ 0, l ≤ 0; Q˜
−+
kl : k ≤ 0, l ≥ 1;
Q˜+−kl : k ≥ 1, l ≤ 0; Q˜
++
kl : k ≥ 1, l ≥ 1. (3.62)
It follows from the above computation that the fermionic representation of the recursion
matrix elements is
Corollary 3.4.
Q˜−−kl = 〈0|ψ
∗
−lgˆ
−1J1gˆψ−k|0〉 − δklκ+, k ≤ 0, l ≤ 0
Q˜−+kl = δk0δl1g00g
−1
−1,−1, k ≤ 0, l ≥ 1
Q˜+−kl = 〈0|ψ−kψ
∗
−lgˆ
−1J1gˆ|0〉, k ≥ 1, l ≤ 0
Q˜++kl = −〈0|ψ−kgˆ
−1J1gˆψ
∗
−l|0〉+ δklκ−, k ≥ 1, l ≥ 1, (3.63)
where
κ+ :=
∞∑
j=0
(gj+1,jg
−1
jj + gjjg
−1
j,j−1), κ− :=
−1∑
j=−∞
(gj+1,jg
−1
jj + gjjg
−1
j,j−1). (3.64)
Note that Q˜−+kl has just one nonzero entry, in the lower triangular corner (01), and both
Q˜−−kl and Q˜
++
kl are nearly lower triangular, with only a single nonzero diagonal immediately
above the principal one.
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Remark 3.1. Proposition 3.3 provides a system of recursion relations satisfied by the adapted
basis elements {wgk(z)}, {w
g∗
k (z)} in the sense that the recursion matrices Q˜
± are almost
lower triangular, with a single nonvanishing diagonal above the principle one. This means
that, given all the preceding {wgj (z)}’s, for j ≤ k, we can uniquely determine w
g
k+1(z) (and
similarly for wg∗k+1(z)). This is only a finite recursion system in the case when the matrices
Q˜± are of finite band width below the principle diagonal. In Section 4 it will be shown that
this is indeed the case when we specialize to group elements of the convolution type, with a
generating function G(z) that is polynomial, and the number of nonvanishing parameters si
in the abelian group element γˆ−(s) finite.
3.4 Euler derivative relations for general gˆ
Applying the Euler operator
D := z
d
dz
(3.65)
to the adapted bases {wgk(z)}, {w
g∗
k (z)} gives the following linear relations
Proposition 3.5.
Dwgk(z) =
k∑
j=−∞
P˜+kjw
g
j (z) (3.66)
Dwg∗k (z) =
k∑
j=−∞
P˜−kjw
g∗
j (z) (3.67)
where the lower triangular matrices P˜± have as entries
P˜+kj =
k∑
i=j
ig−1−j,−ig−i,−k − δjk, j ≤ k, (3.68)
P˜−kj =
k∑
i=j
ig−1k−1,i−1gi−1,j−1 − δjk j ≤ k. (3.69)
Proof. This can again be proved either directly, by inverting the Fourier series expansions
for wgk(z) and w
g∗
k (z), or by using the fermionic identities
Dψ(z) = [Hˆ, ψ(z)], Dψ∗(z) = −[Hˆ, ψ∗(z)]− ψ∗(z), (3.70)
where Hˆ is the fermionic energy operator
Hˆ :=
∑
j∈Z
j :ψjψ
∗
j :, (3.71)
and again evaluating the RHS for the fermionic expressions by introducing the projector ΠN
to the N = 0 or N = −1 fermionic charge sectors.
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The differential recursion matrix P˜+ may again be split into block form
P˜+ =

P˜
−− ... P˜−+ = 0
· · · · · ·
P˜+−
... P˜++

 (3.72)
where the range of indices are again:
P˜−−kl : k ≤ 0, l ≤ 0; P˜
−+
kl : k ≤ 0, l ≥ 1;
P˜+−kl : k ≥ 1, l ≤ 0; P˜
++
kl : k ≥ 1, l ≥ 1. (3.73)
Proposition 3.6. The fermionic representation of the Euler differential matrix elements is
P˜−−kl = −〈0|ψ
∗
−lgˆ
−1Hˆgˆψ−k|0〉, k ≤ 0, l ≤ 0
P˜−+kl = 0, k ≤ 0, l ≥ 1
P˜+−kl = 〈0|ψ−lψ
∗
kgˆ
−1Hˆgˆ|0〉 − δk,−l, k ≥ 1, l ≤ 0
P˜++kl = −〈0|ψ−kgˆ
−1Hˆgˆψ∗−l|0〉, k ≥ 1, l ≥ 1. (3.74)
Note that both P˜−−kl and P˜
++
kl are lower triangular.
Proof. A direct evaluation of the matrix elements.
Remark 3.2. Proposition 3.6 provides a recursive system of linear differential relations
satisfied by the adapted basis elements {wgk(z)}, {w
g∗
k (z)} in the sense that the matrices P˜
±
are lower triangular. This means that, given all the {wgj (z)}’s, for j ≤ k, we can uniquely
determine Dwgk(z) (and similarly for Dw
g∗
k (z)). This is again only a finite system in the case
when the matrices P˜± are of finite band width below the principal diagonal. In Section 4 it
will be shown that this is indeed the case when we require that the number of nonvanishing
parameters si in the abelian group element γˆ−(s) be finite.
3.5 The n-pair correlation function and Christoffel-Darboux type
kernel
The n-pair correlation function is defined by the following VEV
K˜g2n(z1, . . . , zn;w1, . . . , wn) := 〈0|
n∏
i=1
(ψ(zi)ψ
∗(wi)) gˆ|0〉, (3.75)
provided |zi| > |wi| ∀i. Adding the KP multitime flow variables gives the time dependent
correlation function
K˜g2n(z1, . . . , zn;w1, . . . , wn, t) := 〈0|γˆ+(t)
n∏
i=1
(ψ(zi)ψ
∗(wi)) gˆ|0〉. (3.76)
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In particular, for n = 1, t = 0,
K˜g2 (z;w) :=
{
〈0|ψ(z)ψ∗(w)gˆ|0〉 if |z| > |w|.
−〈0|ψ∗(w)ψ(z)gˆ|0〉 if |z| < |w|.
(3.77)
This is equivalent to the following expression in terms of the τ -function
Proposition 3.7.
K˜g2 (z, w) =
τg([w
−1]− [z−1])
z − w
. (3.78)
Proof. See Appendix A.1
By Wick’s theorem, K˜g2n may be expressed as a determinant in terms of the 2-point
function
Lemma 3.8.
K˜g2n(z1, . . . , zn;w1, . . . , wn, t) = det(K˜
g
2 (zi, wj, t)|1≤i,j≤n (3.79)
To express the multipair correlator K˜g2n in terms of the τ -function it is helpful to introduce
the following notation.
Definition 3.1. For a set of n nonzero complex numbers z = (z1, z2, . . . zn), we use the
notation [z−1] to denote the infinite sequence {[z]i}i=1,2,···, of normalized power sums
[z−1] := ([z−1]1, [z
−1]2, . . . ), [z
−1]i :=
1
i
n∑
j=1
1
(zj)i
. (3.80)
Lemma 3.9. For 2n distinct nonzero complex parameters {zi, wi}i=1,...n provided |zi| >
|wi| ∀i, we have
〈0|
n∏
i=1
(ψ(zi)ψ
∗(wi)) = det
(
1
zi − wj
)
1≤i,j≤n
〈0|γˆ+([w
−1]− [z−1]). (3.81)
Proof. See Appendix A.2.
It follows that, for an arbitrary group element g ∈ GL(H), we can express the 2n-point
time dependent pair correlation function (3.77) in terms of the τ -function.
Corollary 3.10.
K˜g2n(z,w, t) =
n∏
j=1
(eξ(t,zj)−ξ(t,wj))τg(t− [z
−1] + [w−1])detni,j=1
(
1
zi − wj
)
(3.82)
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Proof. (See Appendix A.2.) It is first proved for n = 1, by applying Lemma 3.9 for n = 1 to
deduce
〈0|γˆ+(t)ψ(z)ψ
∗(w)gˆ|0〉 = eξ(t,z)−ξ(t,w)〈0|ψ(z)ψ∗(w)γˆ+(t)gˆ|0〉
=
eξ(t,z)−ξ(t,w)〈0|γˆ+(t− [z
−1] + [w−1])gˆ|0〉
z − w
, (3.83)
where we have used eq. (3.22) and then extended to arbitrary n, either by induction or,
equivalently, by the fermionic Wick theorem.
Using Wick’s theorem, we have the following determinantal expression in terms of single
pair correlators and in terms of the τ -function.
Corollary 3.11.
K˜g2n(z,w, t) = det
n
i,j=1
(
eξ(t,zi)−ξ(t,wj)τg(t− [zi
−1] + [wj
−1])
zi − wj
)
. (3.84)
From the fermionic representation, it is also easy to see that the 2-point function at t = 0
may be expressed as a series
Proposition 3.12.
K˜g2 (z, w) =
{∑∞
j=1w
g
j (w)w
g∗
−j+1(z) if |z| > |w|,
−
∑∞
j=1w
g
−j+1(w)w
g∗
j (z) if |z| < |w|.
(3.85)
Proof. A fermionic proof is given in Appendix A.3. Alternatively, eq. (3.85) may be proved
using the n = 1 case of (3.11) and the Schur function expansion (3.31) of the τ -function.
We also have the following Christoffel-Darboux type formula.
Proposition 3.13.
K˜g2 (z, w) =
∑∞
i=0
∑∞
j=0(A˜ijw
g
−j(z)w
g∗
−i(w))− Q˜
+
01w
g
1(z)w
g∗
1 (w)
z − w
, (3.86)
where
A˜ij = Q˜
+
j+1,−i, (3.87)
and Q˜+ij is the recursion matrix appearing in eq. (3.57).
Proof. Multiply the RHS of eq. (3.85) by z − w. Then the result follows from using the
recursion relations (3.55) directly, together with the telescopic cancellation between the two
types of terms coming from the z and w recursion relations. Alternatively, it may be derived
directly from the VEV representation eq. (3.76) by using the fermionic identity
(z − w)ψ(w)ψ∗(z) = [J1, ψ(w)ψ
∗(z)] (3.88)
and inserting sums over complete sets of intermediate states in both terms arising from the
commutator.
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3.6 Multicurrent correlator for general gˆ
In the following, it will be convenient to use the inverse variables xi := 1/zi in expressing
the correlators.
Definition 3.2. We denote the positive frequency part of the current operator as
J+(x) :=
∞∑
i=1
xiJi, (3.89)
and define the multicurrent correlator Jn(x1, . . . , xn) as
Jn(x1, . . . , xn) := 〈0|
(
n∏
i=1
J+(xi)
)
gˆ|0〉. (3.90)
We also introduce the correlators Wn(x1, . . . , xn), defined as multiple derivatives of the
τ -function
Wn(x1, . . . , xn) :=
(
n∏
i=1
∇(xi)
)
τg(t)
∣∣∣∣∣
t=0
, (3.91)
where the commuting parametric family of first order gradient operators ∇(xi) in the t-
variables is defined by
∇(x) :=
∞∑
i=1
xi−1
∂
∂ti
. (3.92)
For later purposes, we also introduce a “connected” version of these quantities, defined by
replacing τg by ln(τg)
W˜n(x1, . . . , xn) :=
(
n∏
i=1
∇(xi)
)
(ln(τg(t))
∣∣∣∣∣
t=0
. (3.93)
Assuming τg(t) to be normalized such the τg(0) = 1, we have, in particular,
W˜1(x1) =W1(x1)
W˜2(x1, x2) =W2(x1, x2)−W1(x1)W2(x2)
W˜3(x1, x2, x3) =W3(x1, x2, x3)−W1(x1)W2(x2, x3)−W1(x2)W2(x1, x3)−W1(x3)W2(x1x2)
+ 2W1(x1)W1(x2)W1(x3)
... =
... (3.94)
From the fermionic formula (3.26) for τg(t) it follows thatWn and the multicurrent correlator
Jn are related by
Lemma 3.14.
Jn(x1, . . . , xn) =
(
n∏
i=1
xi
)
Wn(x1, . . . , xn). (3.95)
Proof. This is immediate from applying (3.91) to the fermionic formula (3.26) for τg(t).
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4 Specialization to the case of hypergeometric τ-functions
4.1 Convolution products
An abelian group that is central to hypergeometric τ -functions is obtained by extending the
semigroup C := {Cρ} consisting of formal convolution products with functions or distribu-
tions on the circle S1 admitting a Fourier series representation
ρ(z) =
∞∑
i=−∞
ρiz
−i−1 (4.1)
i.e. the diagonal action on an element w ∈ H with Fourier representation
w(z) :=
∞∑
i=−∞
wiz
−i−1, (4.2)
consisting of multiplication of their Fourier coefficients
Cρ(w)(z) :=
∞∑
i=−∞
ρiwiz
−i−1, (4.3)
to include the diagonal action of commuting differential operators of the form
exp
(∑
i
αiD
i
)
, (4.4)
where D is the Euler operator (3.65) (or simply the vector field of infinitesimal rotations on
the circle). (These may also formally be represented as a convolution with the series ρ(z) in
which the coefficients in (4.1) are ρi = exp
(∑
j αj(−i− 1)
j
)
.)
In the L2(S1) sense, the convolution product may be viewed as the integral
Cρ(w)(z) :=
1
2πi
∮
S1
ρ(ζ)w
(
z
ζ
)
dζ
ζ
=
1
2πi
∮
S1
ρ
(
z
ζ
)
w(ζ)
dζ
ζ
. (4.5)
Alternatively, in the formal Laurent series sense, the integral 1
2πi
∮
S1
f(ζ)dζ
ζ
may be reinter-
preted as a formal residue at z = 0.
These are essential to the definition of KP or 2D-Toda τ -functions of hypergeometric
type [37, 38], since they correspond to Grassmannian elements of the form
W (ρ,s) := Cργ−(s)(H+) ∈ GrH+(H) (4.6)
for the zero virtual dimension component or, more generally
W
(ρ,s)
N = Cργ−(s)(z
−NH+), N ∈ Z (4.7)
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in the virtual dimension N sector.
In the following, the coefficients
ρi =: e
Ti (4.8)
in the distributional (or formal) series ρ(z) will always be understood as determined by the
weight generating function G and the constants (β, γ), as in [22], such that
r
(G,β)
i = G(iβ) =
ρi
γρi−1
. (4.9)
Since the τ -function is only projectively defined, assuming ρ0 6= 0, we may choose it as ρ0 = 1
and express the coefficients ρj as finite products of the γG(iβ)’s and their inverses [22]
ρj = γ
j
j∏
i=1
G(iβ), ρ−j = γ
−j
j−1∏
i=0
(G(−iβ))−1, j = 1, 2, . . . . (4.10)
Thus
Tj(β, γ) := jln(γ) +
j∑
i=1
ln(G(iβ)), j = 1, 2, . . . , T0 := 0
T−j(β, γ) := −jln(γ)−
j−1∑
i=0
ln(G(−iβ)), j = 1, 2, . . . (4.11)
Although vanishing values ρj = 0 for some negative coefficient j = −n − 1 are allowed, the
relations (4.10) then imply that
ρj = 0 ∀ i ≤ −n− 1 (4.12)
and hence all the coefficients γ|λ|r
(G,β)
λ appearing in the τ -functions (1.26), (1.27) vanish for
partitions of length ℓ(λ) > n.
4.2 Adapted basis, τ-function and Baker function for the hyper-
geometric case
Since γ−(s) is the generating function for the complete symmetric functions,
γ−(s) =
∞∑
i=0
hi(s)z
−i, (4.13)
specializing to the case
g := Cργ−(β
−1s), (4.14)
we have
gij = ρihi−j(β
−1s), g−1ij = ρ
−1
j hi−j(−β
−1s). (4.15)
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The corresponding adapted bases {w
(G,β,γ,s)
k (z)}k∈Z defined by applying the element
Cργ−(β
−1s) and its dual to the basis elements {em := z
−m−1}m∈Z are
w
(G,β,γ,s)
k (z) := Cρ(γ−(β
−1s)zk−1) =
k−1∑
j=−∞
hk−j−1(β
−1s)ρ−j−1z
j , (4.16)
where the coefficients ρj are defined in eq. (4.10). The dual basis, under the Hirota bilinear
pairing (2.11), is defined by
w
(G,β,γ,s)∗
k (z) := ιC
−1
ρ (γ+(−β
−1s)ι(zk−1)) =
k−1∑
j=−∞
hk−j−1(−β
−1s)ρ−1j z
j , (4.17)
where ι is the involution (2.23). Simplifying the notation for the adapted bases in this case
to
w
(G,β,γ,s)
k (z) =: wk(z), w
(G,β,γ,s)∗
k (z) =: w
∗
k(z) (4.18)
these have the fermionic representation (cf. (3.38))
wk(z) :=
{
〈0|ψ−kγˆ
−1
− (s) Cˆ
−1
ρ ψ
∗(z)Cˆργˆ−(β
−1s)|0〉 if k ≥ 1,
〈0|ψ∗(z)Cˆργˆ−(β
−1s)ψ−k|0〉 if k ≤ 0,
(4.19)
which coincides with the basis defined in (4.16), and the dual basis, defined by (3.39),
becomes
w∗k(z) :=
{
〈0|ψ∗k−1γˆ−(−β
−1s)Cˆ−1ρ ψ(z)Cˆργˆ−(β
−1s)|0〉 if k ≥ 1
〈0|ψ(z)Cˆργˆ−(β
−1s)ψ∗k−1|0〉 if k ≤ 0,
(4.20)
which coincides with (4.17).
For k ∈ N+ they define corresponding elements of the Grassmanian:
W (G,β,γ,s) = span{wk(z)}k∈N+ (4.21)
W (G,β,γ,s)⊥ = span{w∗k(z)}k∈N+ (4.22)
The fermionic representation of the group element associated to the weight generating
function γG defined in (4.10) is of the form
gˆ := Cˆργˆ−(β
−1s) (4.23)
where
Cˆρ = e
Aˆ (4.24)
with the algebra element Aˆ is
Aˆ :=
∑
i∈Z
Ti:ψiψ
∗
i : (4.25)
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We therefore have the following fermionic representation of the 2D Toda τ -function
τ (G,β,γ)(t, s) at N = 0 defined by (1.26)
τ (G,β,γ)(t, s) = 〈0|γˆ+(t)Cˆργˆ−(s)|0〉. (4.26)
.
Remark 4.1. Such 2D Toda τ -functions, referred to in [37, 38] as τ -functions of hyper-
geometric type, were considered, for other purposes, in [30], but without identification of
these as Hurwitz generating functions. Fermionic representations of particular families of
the Hurwitz numbers were considered in [5, 7, 20–22,24,33–38,46]
Viewed as a parametric family of KP τ -functions, after the substitution s → β−1s, the
corresponding Baker function and its dual have the fermionic representation
Ψ−(G,β,γ)(z, t, β
−1s) =
〈0|ψ∗0 γˆ+(t)ψ(z)Cˆργ−(β
−1s)|0〉
τ (G,β,γ)(t, β−1s)
, (4.27)
Ψ+(G,β,γ)(z, t, β
−1s) =
〈0|ψ−1γˆ+(t)ψ
∗(z)Cˆργ−(β
−1s)|0〉
τ (G,β,γ)(t, β−1s)
. (4.28)
As particular cases of the expansions (3.44), (3.45), the Baker function and its dual for
this class of hypergeometric τ -functions can be expressed relative to the dual bases {w∗k(z)},
{wk(z)} as
Ψ−(G,β,γ)(z, t, β
−1s) =
∞∑
k=1
w∗k(z)α
(G,β,γ)
k (t, s), (4.29)
Ψ+(G,β,γ)(z, t, β
−1s) =
∞∑
k=1
wk(z)β
(G,β,γ)
k (t, s), (4.30)
where
α
(G,β,γ)
k (t, s) :=
〈0|ψ∗0 γˆ+(t)Cˆργˆ−(β
−1s)ψk−1|0〉
τg(t, β−1s)
, (4.31)
β
(G,β,γ)
k (t, s) :=
〈0|ψ−1γˆ+(t)Cˆργˆ−(β
−1s)ψ∗−k|0〉
τg(t, β−1s)
. (4.32)
4.3 An alternative realization of convolution actions
It is easy to see that for (4.10) the convolution operator can formally be equivalently realized
by the exponential of a differential operator, namely
Cρ = e
T (−D−1) (4.33)
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where the T (x) is viewed as a formal Taylor series satisfying
eT (x)−T (x−1) = γG(βx), (4.34)
and T (0) = 0 with
T (i) = Ti for i ∈ Z. (4.35)
This series, though nonunique, may be given an explicit expression as
T (x) =
∞∑
k=0
(−1)k+1βkAk pk(x), (4.36)
where
A0 = − log γ, (4.37)
Ak =
1
k
∞∑
j=1
ckj , k > 0, (4.38)
the polynomials {pk(x) ∈ xC[x]} are determined by
pk(x)− pk(x− 1) = x
k (4.39)
and are closely related to the Bernoulli polynomials. In particular,
p0(x) = x, (4.40)
p1(x) =
1
2
x (x+ 1) , (4.41)
p2(x) =
1
6
x (x+ 1) (2 x+ 1) , (4.42)
p3(x) =
1
4
x2 (x+ 1)2 , (4.43)
p4(x) =
1
30
x (x+ 1) (2 x+ 1)
(
3 x2 + 3 x− 1
)
, (4.44)
... (4.45)
Their generating function is
1
1− e−a
(eax − 1). =
∞∑
k=0
pk(x)a
k
k!
. (4.46)
Remark 4.2. There are, of course, an infinity of other series T (x) satisfying eqs. (4.34)
and (4.35), obtained, e.g. by adding any periodic function P (x) of unit period satisfying
P (0) = 0.
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The fermionic operator Aˆ appearing in eqs. (4.25), may equivalently be expressed as
Aˆ = resz=0 (:ψ(z)T (−D − 1)ψ
∗(z):) , (4.47)
which satisfies the commutation relations[
Aˆ, ψ(z)
]
= T (D)ψ(z), (4.48)[
Aˆ, ψ∗(z)
]
= −T (−D − 1)ψ∗(z). (4.49)
The adapted basis elements can equivalently be expressed as
wk(z) = e
T (−D−1)γ−(β
−1s)zk−1, (4.50)
w∗k(z) = e
−T (D)γ−(−β
−1s)zk−1. (4.51)
The linearly independent elements {wN+k}k∈N+ span an infinite nested sequence of sub-
spaces
W
(G,β,γ,s)
N := span{wN+k}k∈N+ (4.52)
of virtual dimension N
· · · ⊂ W
(G,β,γ,s)
N−1 ⊂W
(G,β,γ,s)
N ⊂W
(G,β,γ,s)
N+1 ⊂ · · · . (4.53)
This defines an infinite complete flag which, for fixed parameters s and convolution elements
ρ, determines a chain of τ -functions of the mKP hierarchy, defined as determinants of the
corresponding orthogonal projection maps
τ (G,β,γ)(N, t, β−1s) := τ
W
(G,β,γ,s)
N
(N, t) (4.54)
=
∑
λ
γ|λ|r
(G,β)
(λ,N)sλ(t)sλ(β
−1s), (4.55)
where the content product coefficient r
(G,β)
λ , in eq. (1.26) is replaced by the shifted version
r
(G,β)
(λ,N)
:=
∏
(i,j)∈λ
G(β(N + j − i)). (4.56)
Alternatively, viewing the parameters s = (s1, s2 . . . ) as a further infinite set of flow variables,
this defines a hypergeometric τ -function of the 2D Toda hierarchy. Viewing all parameters
{N, t, s} on the same footing, as discrete or continuous flow parameters, we obtain a lattice
of τ -functions of the 2D-Toda hierarchy.
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4.4 Recursion relations in the hypergeometric case
We also introduce an alternative notation for these bases which is used in refs. [1, 2]
Ψ+k (x) := γw1−k(z = 1/x), Ψ
−
k (x) := w
∗
1−k(z = 1/x), (4.57)
where
x =
1
z
. (4.58)
The basis elements {Ψ±k (x)} defined in (4.57) are viewed as elements of the subspaces
W±(G,β,γ,s) := span{Ψ
±
−k(x)}k∈N ⊂ K[x, x
−1, s, β, β−1]((γ)) (4.59)
in the formal series sense. They may be understood as elements of formal power series
analogs of the Sato-Segal-Wilson Grassmannian, consisting of subspaces of the Hilbert space
spanned by powers {zk}k∈Z of the spectral parameter z = 1/x, commensurable with the
subspace spanned by the monomials {zk}k=0,1,....
The Baker function Ψ−(G,β,γ)(z = 1/x, t, β
−1s) and its dual Ψ+(G,β,γ)(z = 1/x, t, β
−1s), are
given by the Sato formula
Ψ∓(G,β,γ)(z, t, s) = e
±
∑
∞
i=1 tiz
i τ (G,β,γ)(t∓ [x], s)
τ (G,β,γ)(t, s)
= e±
∑
∞
i=1 tiz
i
(1 +O(1/z)) , (4.60)
These may be viewed as elements of the subspaces W±(G,β,γ,s) for all values of the KP flow
parameters t.
Specializing eqs. (3.55, 3.56) to this case, the basis elements {Ψ+i (x),Ψ
−
i (x)} satisfy the
recursion relations
Proposition 4.1.
1
γx
Ψ+i =
∞∑
j=i−1
Q+ijΨ
+
j , (4.61)
1
γx
Ψ−i =
∞∑
j=i−1
Q−ijΨ
−
j , (4.62)
where the (nearly) upper triangular matrices Q± are the negatives of the transposes of Q˜∓
Q+kj = γ
−1Q˜−jk, Q
−
kj = γ
−1Q˜+jk. (4.63)
In this case we can express them explicitly as
Q+ij :=
j∑
k=i−1
rGk (β)hk−i+1(β
−1s)hj−k(−β
−1s), j ≥ i− 1 (4.64)
Q−ij :=
j∑
k=i−1
rG−k(β)hj−k(β
−1s)hk−i+1(−β
−1s), j ≥ i− 1. (4.65)
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Applying the Euler operator D to the basis elements {wk, w
∗
k}, we obtain the following
differential linear relations
Proposition 4.2.
Dwk(z) =
∑
P˜+kjwj(z) (4.66)
Dw∗k(z) =
∑
P˜−kjw
∗
j (z), (4.67)
where the elements of the lower triangular matrices P˜± are
P˜±ij =
{
(i− 1)δij ∓ β
−1(i− j)si−j, i ≥ j
0, i < j.
(4.68)
Proof. To see this, we may either use the general formulae (3.69) of Section 3.4, specialized
to the case (4.15) or, more simply, proceed directly. Namely, from (4.51) we have
Dwk(z) = e
T (−D−1)Dγ−(β
−1s)zk−1 (4.69)
= eT (−D−1)(k − 1− β−1S(z−1))γ−(β
−1s)zk−1
= (k − 1)wk(z)− β
−1
∞∑
j=1
jsjwk−j(z), (4.70)
where
S(z) :=
∞∑
k=1
kskz
k (4.71)
and similarly,
Dw∗k(z) = (k − 1)w
∗
k(z) + β
−1
∞∑
j=1
jsjw
∗
k−j(z). (4.72)
This linear action is represented by the matrices P˜± defined in (4.68).
In terms of the notation {Ψ+k (x)}, {Ψ
−
k (x)}, the differential linear relations are
βDΨ+k (x) =
k+1∑
j=−∞
P+kjΨ
+
j (x) (4.73)
βDΨ−k (x) =
k+1∑
j=−∞
P−kjΨ
−
j (x). (4.74)
where D is the Euler operator in the x-variable
D := x
d
dx
= −D. (4.75)
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and the upper triangular matrices P± are the negatives of the transposes of P˜∓
P±ij = −βP˜
±
ji ,
=
{
β(1− i)δij ∓ (i− j)sj−i, i ≤ j
0, i > j.
(4.76)
4.5 The spectral curve and Kac-Schwarz operators
4.5.1 The quantum and classical spectral curve
Now define the differential operator R acting either on H, or formally, on C[[z, z−1]], as:
R :=
γ
z
G(−βD), (4.77)
which acts on the monomial zi:
R(zi) =
γ
z
G(−iβ)zi =
ρ−i
ρ−i−1
zi−1. (4.78)
Applying R to the series for ρ(z), we see this is an eigenvector with eigenvalue 1
Rρ(z) = ρ(z). (4.79)
Applying it to wk gives
Rwk = wk−1 (4.80)
or iterating,
(R)jwk = wk−j. (4.81)
Similarly, defining
R∗ :=
γ
z
G(βD), (4.82)
we have
R∗w∗k = w
∗
k−1 (4.83)
or iterating,
(R∗)jw∗k = w
∗
k−j. (4.84)
It is clear that the operators R and R∗ are invertible.
Equivalently, in terms of the x = 1/z variables, we have the operators
R+ := γxG(βD) = R, R− = γxG(−βD) = R
∗ (4.85)
and eqs.(4.81), (4.84) are equivalent to
(R+)
jΨ+k = Ψ
+
k+j (4.86)
(R−)
jΨ−k = Ψ
−
k+j (4.87)
Using (4.81) and (4.84), we may re-express eqs. (4.70), (4.72) more compactly as
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Proposition 4.3.
(βD + S(R))wk = (k − 1)βwk, (4.88)
(βD − S(R∗))w∗k = (k − 1)βw
∗
k. (4.89)
or, equivalently,
[βD − S(R+)]Ψ
+
k (x) = kΨ
+
k (x), (4.90)
[βD + S(R−)]Ψ
−
k (x) = kΨ
−
k (x). (4.91)
Remark 4.3 (Quantum and classical spectral curves). Since Ψ−0 (x) = w
∗
1(z), Ψ
+
0 (x) =
γw1(z) are the t = 0 evaluation of the Baker function and its dual, respectively, the k = 0
case of eqs. (4.90) and (4.91)
[βD − S(γxG(+βD))]Ψ+0 (x) = 0, (4.92)
[βD + S(γxG(−βD))] Ψ−0 (x) = 0, (4.93)
is satisfied by the Baker function and its dual at t = 0.
These are the quantum spectral curve appearing in refs. [1, 2], and its dual. Taking
the classical limit amounts to replacing βD by xy, where y is the classical variable canonically
conjugate to x. Thus, the classical spectral curve is
xy = S(γxG(xy)), (4.94)
and the dual is the same.
4.5.2 Kac-Schwarz operators
Definition 4.1. If for a given g, an operator a acting on C[[z, z−1]] (e.g. a differential
operator in z) stabilizes the element W gN = g(H
N
+ ) of the Sato Grassmannian (resp. the dual
Grassmannian element W g⊥N )
aW gN ⊂W
g
N (4.95)
or
aW g⊥N ⊂W
g⊥
N , (4.96)
we call it a Kac-Schwarz operator (resp. dual Kac-Schwarz operator) for the corresponding
KP τ -function [28].
Remark 4.4. Particular examples of Kac-Schwarz operators for weighted Hurwitz numbers
were considered in [4, 5].
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Definition 4.2. Define the following operators:
a := eT (−1−D)γ−(β
−1s)zγ−(−β
−1s)e−T (−1−D) = eT (−1−D)ze−T (−1−D) (4.97)
= z
1
γG(β(−1−D))
=
1
R
, (4.98)
a∗ := e−T (D)γ−(−β
−1s)zγ−(β
−1s)eT (D) = e−T (D)zeT (D) (4.99)
= z
1
γG(β(1 +D))
=
1
R∗
, (4.100)
From (4.51) we see that
awk = wk+1 (4.101)
a∗ w∗k = w
∗
k+1, (4.102)
so these are Kac-Schwarz (resp. dual Kac-Schwarz) operators, since they stabilize W
(G,β,γ,s)
N
(and W
(G,β,γ,s)⊥
N ) for all N .
Similarly, define
Definition 4.3.
b := eT (1−D)γ−(β
−1s)Dγ−(−β
−1s)e−T (1−D) = eT (1−D)
(
D − β−1S(z−1)
)
e−T (1−D)(4.103)
= D − β−1S(R) (4.104)
b∗ := e−T (D)γ−(−β
−1s)Dγ−(β
−1s)eT (D) = e−T (D)
(
D + β−1S(z−1)
)
eT (D) (4.105)
= D + β−1S(R∗). (4.106)
Then (4.88) and (4.89) are equivalent to
bwk = (k − 1)wk, (4.107)
b∗w∗k = (k − 1)w
∗
k, (4.108)
so these too are Kac-Schwarz operators for W
(G,β,γs)
N (and W
(G,β,γs)⊥
N )
Moreover, for the operators
c := a−1 b = RD − β−1RS(R) (4.109)
c∗ := a∗−1 b∗ = R∗D + β−1R∗S(R∗), (4.110)
we have
c wk = (k − 1)wk−1 (4.111)
c∗w∗k = (k − 1)w
∗
k−1. (4.112)
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Thus, these also are Kac-Schwarz (and dual Kac-Schwarz) operators for W (G,β,γ,s) and
W (G,β,γ,s)⊥. They satisfy the canonical commutation relations
[c, a] = [c∗, a∗] = 1 (4.113)
and completely specify the point of the Grassmanian.
More generally, for any N ∈ Z, the operators
cN := c−
N
a
, (4.114)
c∗N := c
∗ −
N
a∗
, (4.115)
give
cN wk = (k − 1−N)wk−1, (4.116)
c∗N w
∗
k = (k − 1−N)w
∗
k−1, (4.117)
satisfy the canonical commutation relations
[cN , a] = [c
∗
N , a
∗] = 1 (4.118)
and stabilize W
(G,β,γ,s)
−N (and W
(G,β,γ,s)⊥
N ).
4.6 The pair correlation function in the hypergeometric case
Specializing the Christoffel-Darboux expresssion (3.86) for the pair correlation function
K˜g2 (z, w) to the case (4.23), it may be expressed as follows
Proposition 4.4.
K˜
(G,β,γ,s)
2 (z, w) =
∑∞
i=0
∑∞
j=0 A˜
(G,β,s)
ij w−j(z)w
∗
−i(w)− w1(z)w
∗
1(w)
z − w
(4.119)
where
A˜
(G,β,s)
ij :=
i+1∑
k=−j−1
rGk (β)hi−k+1(−β
−1s)hj+k+1(β
−1s). (4.120)
Here we have used the fact that, for g = Cργ−(β
−1s),g00g
−1
−1,−1 = γ.
Alternatively, in terms of the notation {Ψ±j }j∈N
K˜
(G,β,γ,s)
2
(
1
x
,
1
x′
)
=
xx′γ−1
(∑∞
i,j=0 A˜
(G,β,s)
ij Ψ
+
j+1(x)Ψ
−
i+1(x
′)−Ψ+0 (x)Ψ
−
0 (x
′)
)
x− x′
. (4.121)
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Equivalently, for
K(x, x′) := −γ(xx′)−1K˜
(G,β,γ,s)
2
(
1
x
,
1
x′
)
, (4.122)
we have
K(x, x′) =
∑∞
i,j=0AijΨ
+
i (x)Ψ
−
j (x
′)
x− x′
, (4.123)
where
Aij = −A˜
(G,β,s)
j−1,i−1 = −
j∑
k=−i
r
(G,β)
k hj−k(−β
−1s)hi+k(β
−1s). i, j = 1, 2, . . . , (4.124)
A00 = 1, A0j = Ai0 = 0.
4.7 Finiteness and generating function for Christoffel-Darboux
matrix
In this section we prove that, for polynomial G(z) and S(z), the numerator of the correlator
(4.119), viewed as an integral operator kernel into W , is of finite rank, and that in fact the
expression may be written as a finite sum.
Define the following power series in two variables (r, t)
A(r, t) :=
(
r G
(
S(t)− βt
d
dt
)
− tG
(
S(r) + βr
d
dr
))
1
r − t
(4.125)
Proposition 4.5. The generating function for the Christoffel-Darboux coefficients Aij de-
fined by (4.124) is given by
A(r, t) =
∞∑
i=0
∞∑
j=0
Aijr
itj. (4.126)
In particular, if si = 0, ∀ i > L and gi = 0, ∀ i > M , then
Aij = 0 ∀ i+ j > LM. (4.127)
To prove this, we begin with the following easily proved generalization of the orthogonality
relations satisfied by the complete symmetric functions, valid in the case when only the first
L variables (s1, . . . , sL, 0, 0, · · · ) are nonzero.
Lemma 4.6.
eξ(s,x)Dke−ξ(s,x) =
∞∑
N=0
xN
N∑
n=0
nkhn(−s)hN−n(s) (4.128)
e−ξ(s,x)Dkeξ(s,x) =
∞∑
N=0
xN
N∑
n=0
nkhn(s)hN−n(−s) (4.129)
38
Moreover, if si = 0, ∀ i > L, the following orthogonality relations are identically satisfied
N∑
n=1
nkhn(−s)hN−n(s) = 0, ∀N > kL. (4.130)
Proof. For each N ≥ 0, define the following generating series
S(x, y) := eξ(s,y)−ξ(s,x) (4.131)
=:
∞∑
N=0
SN (x, y) (4.132)
where the SN(x, y) are polynomials of degree N in the variables (x, y)
SN(x, y) :=
N∑
n=0
xnyN−nhn(−s)hN−n(s). (4.133)
For all k ∈ N, we also define two weighted versions of the polynomials SN (x, y)
SN,k(x, y) :=
N∑
n=0
nkxnyN−nhn(−s)hN−n(s) (4.134)
Denoting the Euler operator in x
D := x
d
dx
(4.135)
and applying its kth power to S(x, y), we obtain
DkS(x, y) = P (x)S(x, y) =
∞∑
N=0
SN,k(x, y), (4.136)
where P (x) is the series
P (x) = eξ(s,x)Dke−ξ(s,x). (4.137)
For x = y we have
P (x) =
∞∑
N=0
xN
N∑
n=0
nkhn(−s)hN−n(s) (4.138)
which proves the first equation in 4.129. The second equation follows from the substitution
s→ −s.
If si = 0, ∀ i > L, then P (x) and is a polynomial of degree kL. In this case (4.138)
implies (4.130).
We now turn to the proof of Proposition 4.5.
39
Proof. It is obvious that it is sufficient to prove it for β = 1. For (4.125) we have
A(r, t) = eξ(s,t)−ξ(s,r)
(
r G
(
−t
d
dt
)
− tG
(
r
d
dr
))
eξ(s,r)−ξ(s,t)
r − t
(4.139)
= eξ(s,t)−ξ(s,r)
(
G
(
−t
d
dt
)
−G
(
r
d
dr
)
t
r
)
eξ(s,r)−ξ(s,t)
∞∑
m=0
(
t
r
)m
(4.140)
=
∞∑
m=0
(
t
r
)m(
eξ(s,t)G
(
−t
d
dt
−m
)
e−ξ(s,t) −
t
r
e−ξ(s,r)G
(
r
d
dr
−m− 1
)
eξ(s,r)
)
.
(4.141)
Then, from (4.137) and (4.138) we conclude
A(r, t) =
∞∑
m=0
(
t
r
)m ∞∑
N=0
N∑
n=0
(
tNG(−n−m)− rN−1tG(N − n−m− 1)
)
c(N, n) (4.142)
=
∞∑
N=0
N∑
n=0
c(N, n)
∞∑
m=0
(
tm+Nr−mG(−n−m)− tm+1rN−m−1G(N − n−m− 1)
)
, (4.143)
where we introduced
c(N, n) := hn(−s)hN−n(s). (4.144)
In the first term we can change the summation variable m 7→ m+ 1−N to get
A(r, t) = 1 +
∞∑
N=1
N∑
n=0
c(N, n)
∞∑
m=N−1
tm+1rN−m−1G(N − n−m− 1) (4.145)
−
∞∑
N=1
N∑
n=0
c(N, n)
∞∑
m=0
tm+1rN−m−1G(N − n−m− 1) (4.146)
= 1−
∞∑
N=2
N∑
n=0
c(N, n)
N−2∑
m=0
tm+1rN−m−1G(N − n−m− 1), (4.147)
so that indeed for i, j > 0
Aij = −
i+j∑
n=0
G(j − n)hn(−s)hi+j−n(s). (4.148)
If M and L are finite, then (4.125) is a polynomial of total degree LM , and (4.127) follows.
For arbitrary β we have
Aij = −
i+j∑
n=0
G(β(j − n))hn(−β
−1s)hi+j−n(β
−1s). (4.149)
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which coincides with eq (4.124).
In terms of A˜ eq (4.127) is equivalent to
A˜
(G,β,s)
ij = 0 if i ≥ LM or j ≥ LM. (4.150)
and therefore
K˜
(G,β,γ,s)
2 (z, w) =
∑LM−1
i=0
∑LM−1
j=0 A˜
(G,β,s)
ij w−j(z)w
∗
−i(w)− w1(z)w
∗
1(w)
z − w
. (4.151)
Equivalently, we have the finite form of eq. (4.123)
K(x, x′) =
∑LM
i=0
∑LM
j=0AijΨ
+
i (x)Ψ
−
j (x
′)
x− x′
. (4.152)
4.8 The multicurrent correlators as generating functions for weighted
Hurwitz numbers
In this section, we specialize the multicurrent correlators (3.90) to the case of of hypergeo-
metric τ -functions, for which
gˆ = Cˆργˆ−(β
−1s). (4.153)
In this case
Jn(x1, . . . , xn) := 〈0|
(
n∏
i=1
J+(xi)
)
Cˆργˆ−(β
−1s)|0〉. (4.154)
The correlators Wn are therefore expressed fermionically as
Wn(x1, . . . , xn) =
1∏n
i=1 xi
〈0|
n∏
i=1
J+(xi)Cˆργˆ−(β
−1s)|0〉. (4.155)
We now introduce another set of generating functions for weighted Hurwitz numbers, both
for the connected and nonconnected case.
Definition 4.4.
Fn(s; x1, . . . , xn) :=
∑
µ,ν, ℓ(µ)=n
∑
d
γ|µ|βd−ℓ(ν)HdG(µ, ν) | aut(µ)|mµ(x1, . . . , xn)pν(s)(4.156)
F˜n(s; x1, . . . , xn) :=
∑
µ,ν, ℓ(µ)=n
∑
d
γ|µ|βd−ℓ(ν)H˜dG(µ, ν) | aut(µ)|mµ(x1, . . . , xn)pν(s)(4.157)
=
∑
g
βn+2g−2F˜g,n, (4.158)
F˜g,n(s; x1, . . . , xn) :=
∑
µ,ν, ℓ(µ)=n
γ|µ|H˜
n+ℓ(ν)+2g−2
G (µ, ν) | aut(µ)|mµ(x1, . . . , xn)pν(s) ,
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(4.159)
where mµ(x1, . . . , xn) denotes the monomial sum symmetric function corresponding to the
partition µ, and (g, d) are related by the Riemann-Hurwitz formula
2− 2g = ℓ(µ) + ℓ(ν)− d. (4.160)
Note that Fn, F˜n belong to K[x1, . . . , xn; s; β, β
−1][[γ]] and F˜g,n to K[x1, . . . , xn; s][[γ]].
We may similarly define the multicurrent correlator W˜g,n(s; x1, . . . , xn) for fixed genus g
and n as the coefficients in the expansion
W˜n(s; x1, . . . , xn) =:
∑
g
βn+2g−2W˜g,n(s; x1, . . . , xn). (4.161)
The following result, relating the generating functions Fn, F˜n, F˜g,n to the multicurrent cor-
relators, is proved in [1].
Proposition 4.7.
Wn(s; x1, . . . , xn) =
∂n
∂x1 · · ·∂xn
Fn(s; x1, . . . , xn), (4.162)
W˜n(s; x1, . . . , xn) =
∂n
∂x1 · · ·∂xn
F˜n(s; x1, . . . , xn), (4.163)
W˜g,n(s; x1, . . . , xn) =
∂n
∂x1 · · ·∂xn
F˜g,n(s; x1, . . . , xn). (4.164)
5 Bose-Fermi correspondence and “cut and join” op-
erators
The cut-and-join description of the single and double Hurwitz numbers was introduced
in [18, 49]. It is known that generating functions of general weighted Hurwitz numbers
(or, equivalently, hypergeometric τ -functions) can be described by several versions of cut-
and-join equations, see e.g. [5–7, 29, 32, 43, 46]. Here we describe two different cut-and-join
representations using the bosonization procedure to express these relations both bosonically
and in terms of fermionic VEV’s.
5.1 Bose-Fermi correspondence and cut and join representation
of the τ-function
One of the cut-and-join type representations is a direct generalization of [18, 49] and is
naturally parametrized by the coefficients of log(G)
∞∑
k=0
(−1)k+1βkAkx
k := log(γG(βx)). (5.1)
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introduced in Section 4.2. From (4.36) it follows that element (4.25) can be represented as
Aˆ = log γ
∞∑
j=−∞
j : ψjψ
∗
j : +
∞∑
k=1
(−1)k+1βkAkresz=0 (: ψ(z)pk (−D − 1)ψ
∗(z) :) (5.2)
=
∞∑
k=0
(−1)k+1βkAkQˆk, (5.3)
where the operators
Qˆk := resx=o
(
: ψ(x)pk
(
−x
∂
∂x
− 1
)
ψ∗(x) :
)
(5.4)
=
∞∑
i=−∞
pk(i):ψiψ
∗
i : (5.5)
commute with each other [
Qˆk, Qˆm
]
= 0, k,m ≥ 0. (5.6)
From (4.25) and (5.3), we may express the exponents Ti in terms of the Ai’s as
Ti =
∞∑
k=0
(−1)k+1βkAkpk(i), i ∈ Z. (5.7)
The bose-fermi correspondence is defined by the bosonization map
M0 : F0 → B0
M0|v〉 7→ 〈0|γˆ+(t)|v〉 (5.8)
from the (zero charge sector of the) Fermi Fock space F0 ⊂ F to the corresponding sector
B0 of the Bosonic Fock space B0. The latter is viewed as consisting of symmetric functions
of an infinite number of auxiliary Bosonic variables {ξa}a∈N+ , in terms of which the KP flow
parameters t = (t1, t2, . . . ) are understood as normalized power sums
ti :=
1
i
∞∑
a=1
ξia, i = 1, . . . . (5.9)
This gives rise to the identity
〈0|γˆ+(t) : ψ(z)ψ
∗(w) : |v〉 =
1
z − w
(
∗
∗
eφ(z)−φ(w) ∗
∗
− 1
)
〈0|γˆ+(t)|v〉, ∀ |v〉 ∈ F0, (5.10)
where ∗
∗
. . . ∗
∗
denotes the bosonic normal ordering, which puts all derivatives with respect to
tk to the right of all multiplications by tk’s, and φ is the bosonic operator
φ(x) :=
∞∑
k=1
(
tkx
k −
1
kxk
∂
∂tk
)
. (5.11)
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This allows us to construct a bosonic counterpart for any bilinear fermionic combination∑
aij : ψiψ
∗
j :. In particular, for the operators (5.4), we have the bosonic representation Qk,
which are polynomials in tk and
∂
∂tk
, such that
〈0|γˆ+(t)Qˆk = Qk 〈0|γˆ+(t). (5.12)
From (5.10) it immediately follows [3,43] that a generating function of the bosonic counter-
parts of these operators Qk is
∞∑
k=0
ak
k!
Qk =
1
(ea/2 − e−a/2)2
res
x=0
(
x−1
(
∗
∗
eφ(xe
a/2)−φ(xe−a/2) ∗
∗
− 1
))
. (5.13)
The Qk’s also generate a commutative algebra
[Qk, Qm] = 0, k,m ≥ 0. (5.14)
For example,
Q0 =
∞∑
k=1
ktk
∂
∂tk
, (5.15)
Q1 =
1
2
∑
a,b
(
abtatb
∂
∂ta+b
+ (a+ b)ta+b
∂2
∂ta∂tb
)
, (5.16)
Q2 =
1
3
∞∑
a,b,c=1
(
abc tatbtc
∂
∂ta+b+c
+ (a + b+ c) ta+b+c
∂3
∂ta∂tb∂tc
)
+
1
2
∞∑
a,b=1
a+b−1∑
c=1
c(a+ b− c) tcta+b−c
∂2
∂ta∂tb
+
1
6
∞∑
a=1
a(a2 − 1) ta
∂
∂ta
. (5.17)
From (5.12) we have
〈0|γˆ+(t)e
Aˆ = exp
(
∞∑
k=0
(−1)k+1βkAkQk
)
〈0|γˆ+(t). (5.18)
This gives a cut-and-join type representation for the τ -function (1.26):
τ (G,β,γ)(t, s) = 〈0|γˆ+(t)e
Aˆγˆ−(s)|0〉 (5.19)
= exp
(
∞∑
k=0
(−1)k+1βkAkQk
)
〈0|γˆ+(t)γˆ−(s)|0〉 (5.20)
= exp
(
∞∑
k=0
(−1)k+1βkAkQk
)
exp
(
∞∑
k=1
ktksk
)
. (5.21)
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For the case of simple Hurwitz numbers, considered in Section 6.1 when G(z) = exp(z), if
we put γ = 1, (5.21) reduces to
τ(t, s) = eβQ2e(
∑
∞
k=1 ktksk), (5.22)
which coincides with the cut-and-join representation of [18, 49] for simple (double) Hurwitz
numbers.
5.2 Cut and join equations
If the Ak’s are viewed as the independent parameters defining the weighting, the τ -function
τ (G,β,γ)(t, s) satisfies the generalized cut-and-join equation
β
∂
∂β
τ (G,β,γ)(t, s) =
∞∑
k=1
kAk
∂
∂Ak
τ (G,β,γ)(t, s). (5.23)
It follows from (5.12) and the commutation relations (5.14) that τ (G,β,γ)(t, s) also satisfies
an infinite number of further cut-and-join equations corresponding to the variables Ak and
γ
−γ
∂
∂γ
τ (G,β,γ)(t, s) = −Q0 τ
(G,β,γ)(t, s), (5.24)
∂
∂Ak
τ (G,β,γ)(t, s) = (−1)k+1βkQkτ
(G,β,γ)(t, s). (5.25)
For the case where G(z) is a polynomial, we have an alternative cut-and-join representa-
tion for the single Hurwitz numbers [29, 50]. Namely,
eAˆeJ−1 |0〉 = ee
AˆJ−1e−Aˆ|0〉. (5.26)
Here
eAˆJ−1e
−Aˆ = eAˆ res
z=0
(
z−1ψ(z)ψ∗(z)
)
e−Aˆ (5.27)
= res
z=0
(
z−1(eT (D)ψ(z))e−T (−D−1)ψ∗(z))
)
(5.28)
= res
z=0
(
(e−T (D)z−1eT (D)ψ(z))ψ∗(z)
)
(5.29)
= res
z=0
((R∗ψ(z))ψ∗(z)) (5.30)
= γJ−1 + γ
M∑
k=1
gkβ
k res
z=0
(
z−1(Dkψ(z))ψ∗(z)
)
, (5.31)
where we have used (4.48). Thus
τ (G,β,γ)(t, s = δk,1) = exp
(
γ
(
t1 +
M∑
k=1
gkβ
kVk
))
· 1 (5.32)
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where Vk are the bosonic operators corresponding to res
z=0
(
z−1(Dkψ(z))ψ∗(z)
)
. For example
V1 =
∞∑
k=1
ktk
∂
∂tk−1
, (5.33)
V2 =
∞∑
k,l=1
(
ktkltl
∂
∂tk+l−1
+ (k + l + 1)tk+l+1
∂2
∂tk∂tl
)
. (5.34)
6 Examples
To conclude, we focus upon four specific examples of weighted Hurwtz numbers: the simple
(single and double) Hurwitz numbers of [35, 39]; the strongly monotonic Hurwitz numbers,
corresponding to weights supported curves with theree branch points (Belyi curves) [9,22,29];
the weakly monotonic Hurwitz numbers, corresponding to signed weightings [16,20,22] and
the quantum Hurwitz numbers introduced in [20, 22]. Explicit formulae are provided for:
the content product coefficients entering in the τ -function series, the parameters defining
their fermionic respresentation, the weighting factors defining the Hurwitz numbers, and the
classical and quantum spectral curves entering in the topological recursion approach.
6.1 Simple (single and double) Hurwitz numbers [35,39]
This is the original case studied by Pandharipande and Okounkov. It corresponds to the
exponential weight generating function
G(z) = Exp(z) = ez. (6.1)
The content product formula entering in the Schur function series (1.26), (1.27) for the
τ -function is
r
(Exp,β)
λ = e
β
2
∑ℓ(λ)
i=1 λi(λi−2i+1). (6.2)
The weight WExp(µ
(1), . . . , µ(k)) is the Dirac measure (i.e. the characteristic function) sup-
ported on the partitions consisting only of 2-cycles
µ(i) = (2, (1)N−2), i = 1, . . . , k, (6.3)
WExp(µ
(1), . . . , µ(k)) =
k∏
i=1
δ(µ(i),(s,(1)N−2) (6.4)
and the exponents Ti(β, γ) entering in (4.8), (4.10) and (4.23) are
Ti(β, γ) = iln(γ) +
β
2
i(i+ 1). (6.5)
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The quantum spectral curve is [5]:
βDΨ+0 (x)−
∑
i
isiγ
ixieiβDΨ+0 (x) = 0 (6.6)
where D = x d
dx
is the Euler operator, and the classical spectral curve is
y =
∑
i
isiγ
ixi−1eixy. (6.7)
6.2 Three branch points (Belyi curves): strongly monotonic paths
in the Cayley graph [9,22,29]
For this case, the weight generating function is linear
G(z) = 1 + z =: E(z). (6.8)
The content product formula is
r
(E,β)
λ = β
|λ| (1/β)λ , (6.9)
where
uλ :=
ℓ(λ)∏
i=1
(u− i+ 1)λi
(u)j := u(u+ 1) · · · (u+ j − 1) (6.10)
is the multiple Pochhammer symbol corresponding to the partition λ. The measureWE(µ
(1), . . . , µ(k))
is supported on the set of k = 1 partitions, and hence corresponds to enumeration of coverings
with just three branch points (µ(1), µ, ν) (Belyi curves).
WE(µ
(1), . . . , µ(k)) =
δk,1
ℓ∗(µ(1))
. (6.11)
The exponents Ti(β) entering in (4.8), (4.10) and (4.23) are
TEi (β, γ) = iln(γ) +
i∑
j=1
ln(1 + jβ), TE−i(β) = −iln(γ)−
i−1∑
j=1
ln(1− jβ), i > 0 (6.12)
The quantum spectral curve is [5]:
βDΨ+0 (x)−
∑
i
isiγ
ixi(1 + βD)iΨ+0 (x) = 0 (6.13)
and the classical one is
xy =
∑
i
isiγ
i (x(1 + xy))i . (6.14)
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6.3 Signed Hurwitz numbers: weakly monotonic paths in the Cay-
ley graph [16,20,22]
In this case the weight generating function is
G˜(z) =
1
1− z
=: H(z). (6.15)
The content product coefficient is
r
(H,β)
λ = (−β)
−|λ| ((−1/β))−1λ . (6.16)
The measure WH(µ
(1), . . . , µ(k)) is thus given by the evaluation of the “forgotten” symmetric
functions fλ(c) for the partition with parts {λi} = {ℓ
∗(µ(i))} at c = (1, 0, . . . )
WH(µ
(1), . . . , µ(k)) = (−1)d+k
k!∏k
i=1mi(λ)!
(6.17)
where mi(λ) is the number of colengths ℓ
∗(µ(j)) equal to i. The exponents Ti(β) entering in
(4.8), (4.10) and (4.23) are
THi (β, γ) := iln(γ)−
i∑
j=1
ln(1− jβ), TH−i(β) = −iln(γ) +
i−1∑
j=1
ln(1 + jβ), i > 0 (6.18)
The quantum spectral curve is [5]:
βDΨ+0 (x)−
∑
i
isiγ
ixi(1− βD)−iΨ+0 (x) = 0 (6.19)
and the classical one is
xy =
∑
i
isiγ
ixi(1− xy)−i. (6.20)
6.4 Simple quantum Hurwitz numbers [20,22]
Choosing a real parameter q, 0 ≤ q ≤ 1, we select the parameters ci to be
ci = q
i, i = 1, 2, . . . . (6.21)
The weight generating function for this case is therefore
G(z) =
∞∏
i=1
(1 + qiz) =: E ′(q) =
1
1 + z
e−(
1
1−q )Li2(q,−z), (6.22)
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where Li2(q, z) is the quantum dilogarithm function
Li2(q, z) = (1− q)
∞∑
i=1
zi
i(1− qi)
. (6.23)
This gives the “simple quantum” Hurwitz numbers introduced in [20], [22]. The content
product coefficient for this case is
r
(E′(q),β)
j =
∞∏
k=1
(1 + qkβj) = (−qβj; q)∞, (6.24)
r
(E′(q),β)
λ (z) =
∞∏
k=1
∏
(i,j)∈λ
(1 + qkβ(j − i)) =
∏
(i,j)∈λ
(−qβ(j − i); q)∞
=
∞∏
k=1
(βqk)|λ|(1/(βqk))λ, (6.25)
The weight WE′(q)(µ
(1), . . . , µ(k)) for this case is
WE′(q)(µ
(1), . . . , µ(k)) := mλ(q, q
q, . . . )
=
1
| aut(λ)|
∑
σ∈Sk
qkℓ
∗(µ(σ(1))) · · · qℓ
∗(µ(σ(k)))
(1− qℓ∗(µ(σ(1)))) · · · (1− qℓ∗(µ(σ(1)) · · · qℓ∗(µ(σ(k))))
=
1
| aut(λ)|
∑
σ∈Sk
1
(q−ℓ∗(µ(σ(1))) − 1) · · · (q−ℓ∗(µ(σ(1))) · · · q−ℓ∗(µ(σ(k))) − 1)
,
(6.26)
which may be viewed as the (unnormalized) probability measure of a Bosonic gas with energy
levels
E(µ) := ℓ∗(µ)~ω0 (6.27)
associated to branch points with ramification profiles µ, where
q = e−β~ω0. (6.28)
The exponents Ti(β) entering in (4.8), (4.10) and (4.23) are
T
E′(q)
i (β, γ) := iln(γ) +
i∑
k=1
∞∑
j=1
ln(1 + kβqj) (6.29)
T
E′(q)
−i (β, γ) = −iln(γ)−
i−1∑
k=1
∞∑
j=1
ln(1− kβqj) i > 0 (6.30)
The quantum spectral curve is:
βDΨ+0 (x)−
∑
i
isiγ
ixi
(
∞∏
j=1
1− qjβD
)i
Ψ+0 (x) = 0 (6.31)
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and the classical one is
xy =
∑
i
isiγ
ixi(
∞∏
j=1
1− qjxy)i. (6.32)
Appendix A Fermionic representation of multipair cor-
relators
In the following, we assume that g is lower triangular. This implies, in particular, that the
left vacuum is stabilized by both gˆ and gˆ−1
〈0|gˆ = 〈0|gˆ−1 = 〈0|. (A.1)
A.1 Fermionic representation of K˜g2(z, w)
We provide here and in Appendix A.2 the details of the proofs of Proposition 3.7, Lemma
3.9 and Corollaries 3.10, 3.11. As defined in eq. (3.77), the pair correlator K˜g2 (z, w) may be
expressed fermionically as
K˜g2 (z, w) =
{
〈0|gˆ−1ψ(z)ψ∗(w)gˆ|0〉 if |z| > |w|
−〈0|gˆ−1ψ∗(w)ψ(z)gˆ|0〉 if |z| < |w|.
(A.2)
We now prove Proposition 3.7, which states that this is equivalent to
K˜g2 (z, w) =
τg([w
−1]− [z−1])
z − w
. (A.3)
The general case will then follow from Wick’s theorem, as shown in the next subsection.
Proof. We begin by proving the stronger relations, for all partitions λ,
sλ([w
−1]− [z−1])
z − w
=
〈0|γˆ+([w
−1]− [z−1])|λ〉
z − w
=
{
〈0|ψ(z)ψ∗(w)|λ〉, if |z| > |w|,
−〈0|ψ∗(w)ψ(z)|λ〉, if |z| < |w|,
(A.4)
which, since these are valid for all λ, implies
〈0|γˆ+([w
−1]− [z−1])
z − w
=
{
〈0|ψ(z)ψ∗(w), if |z| > |w|,
−〈0|ψ∗(w)ψ(z), if |z| < |w|,
(A.5)
First, note that the LHS of (A.4) vanishes unless λ is either the trivial partitition λ = ∅ , in
which case
s∅([w
−1]− [z−1]) = 1, (A.6)
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or a hook partition λ = (a|b), with arm length a ≥ 0 and leg length b ≥ 0, for which
s(a|b)([w
−1]− [z−1]) = (−1)b(z − w)z−b−1w−a−1. (A.7)
Turning to the RHS, by Wick’s theorem, 〈0|ψ(z)ψ∗(w)|λ〉 and 〈0|ψ∗(w)ψ(z)|λ〉 also vanish
unless λ = ∅ or λ = (a|b). For the first case, if |z| > |w|
〈0|ψ(z)ψ∗(w)|0〉 =
∑
i∈Z
∑
j∈Z
ziw−j−1〈0|ψiψ
∗
j |0〉
=
1
w
∞∑
i=1
(w
z
)i
=
1
z − w
, (A.8)
and similarly, if |z| < |w|
〈0|ψ∗(w)ψ(z)|0〉 =
∑
i∈Z
∑
j∈Z
ziw−j−1〈0|ψ∗jψi|0〉
=
1
w
∞∑
i=0
( z
w
)i
=
1
w − z
. (A.9)
For λ = (a|b), and |z| > |w|
〈0|ψ(z)ψ∗(w)|(a|b)〉 =
∑
i∈Z
∑
j∈Z
ziw−j−1〈0|ψiψ
∗
j (−1)
bψaψ
∗
−b−1|0〉
= (−1)bw−a−1z−b−1 (A.10)
by Wick’s theorem, while for |z| < |w|,
〈0|ψ∗(w)ψ(z)|(a|b)〉 =
∑
i∈Z
∑
j∈Z
ziw−j−1〈0|ψ∗jψi(−1)
bψaψ
∗
−b−1|0〉
= −(−1)bw−a−1z−b−1. (A.11)
Taking the scalar product of (A.5) with gˆ|0〉 then proves the equivalence of eq. (A.2) with
(A.3).
A.2 The n-pair correlator K˜g2n(z,w)
For a set of n nonzero complex numbers z = (z1, z2, . . . zn), we use the notations [z] and [z
−1]
to denote the infinite sequence {[z]i}i=1,2,···, of normalized power sums
[z]i :=
1
i
n∑
j=1
(zj)
i and [z−1]i :=
1
i
n∑
j=1
(z−1j )
i (A.12)
We now proceed to the proof of Lemma 3.9, which is:
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Lemma A.1. For 2n distinct nonzero complex parameters {zi, wi}i=1,...n, we have
〈0|
n∏
i=1
(ψ(zi)ψ
∗(wi)) = det
(
1
zi − wj
)
1≤i,j≤n
〈0|γˆ+([w
−1]− [z−1]), (A.13)
and Corollaries 3.10, 3.11.
Proof. We proceed by induction on n, recalling that the Cauchy determinant is given by
det
(
1
zi − wj
)
= (−1)
n(n−1)
2
∆(z)∆(w)∏
1≤i,j,≤n(zi − wj)
(A.14)
where
∆(z) =
∏
1≤i<j≤n
(zi − zj), ∆(w) =
∏
1≤i<j≤n
(wi − wj). (A.15)
The case n = 1 is what underlies Proposition 3.7, which was proved in Appendix A.1.
Now assume it is valid for n− 1
〈0|
n−1∏
i=1
(ψ(zi)ψ
∗(wi)) = det
(
1
zi − wj
)
1≤i,j≤n−1
〈0|γˆ+([w
−1]− [z−1]). (A.16)
and multiply both sides on the right by ψ(zn)ψ
∗(wn). The RHS becomes
det
(
1
zi − wj
)
1≤i,j≤n−1
〈0|γˆ+([w
−1]− [z−1])ψ(zn)ψ
∗(wn). (A.17)
Using (3.22) and
e
∑
∞
i=1
1
i
( zn
wj
)i
= 1−
zn
wj
, e
−
∑
∞
i=1
1
i
(wn
wj
)i
=
1
1− wn
wj
(A.18)
e
−
∑
∞
i=1
1
i
( zn
zj
)i
=
1
1− zn
zj
, e
∑
∞
i=1
1
i
(wn
zj
)i
= 1−
wn
zj
(A.19)
we have
γˆ+([w
−1]− [z−1])ψ(zn)ψ
∗(wn) =
n−1∏
j=1
(zj − zn)(wj − wn)
(zj − wn)(zn − wj)
ψ(zn)ψ
∗(wn)γˆ+([w
−1]− [z−1]).
(A.20)
Substituting this into the RHS of (A.17) of the inductive hypothesis and using (A.14) for
the Cauchy determinant, we obtain (A.13).
Remark A.1. The usual fermionic representation of the Baker function Ψg(z, t) and its
dual Ψ∗g(z, t) [40, 41] can be seen to follow as a corollary of the above.
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Corollary A.2.
Ψg(z, t) =
〈0|ψ∗0γˆ+(t)ψ(z)gˆ|0〉
τg(t)
, Ψ∗g(z, t) =
〈0|ψ−1γˆ+(t)ψ
∗(z)gˆ|0〉
τg(t)
. (A.21)
Proof. Taking the n = 1 case of (A.13), evaluating the residue at z = 0 and setting w = z,
or the residue at w = 0, gives the identities
〈0|γ+(−[z
−1]) = 〈0|ψ∗0ψ(z), 〈0|γ+([z
−1]) = 〈0|ψ−1ψ
∗(z). (A.22)
Substituting these into Sato’s formulae for Ψg(z, t) and Ψ
∗
g(z, t) gives
Ψg(z, t) = e
ξ(t,z) 〈0|γˆ+(−[z
−1])γˆ+(t)gˆ|0〉
τg(t)
= eξ(t,z)
〈0|ψ∗0ψ(z)γˆ+(t)gˆ|0〉
τg(t)
Ψ∗g(z, t) = e
−ξ(t,z) 〈0|γˆ+([z
−1])γˆ+(t)gˆ|0〉
τg(t)
= e−ξ(t,z)
〈0|ψ−1ψ
∗(z)γˆ+(t)gˆ|0〉
τg(t)
(A.23)
Substituting the relations (3.22) gives the result (A.21).
A.3 Expansion of K˜2(z, w) in the adapted basis
We now prove Proposition 3.12, i.e. the expansions
K˜g2 (z, w) =
{∑∞
j=1w
g
j (w)w
g∗
−j+1(z) if |z| > |w|,
= −
∑∞
j=1w
g
−j+1(w)w
g∗
j (z) if |z| < |w|.
(A.24)
This can be done in two ways: the first is a direct calculation, using the expression
(A.3) for Kg(z, w) in terms of the τ -function, to obtain a double power series expansion in
z and w by specializing the Schur function expansion of τg(t) at these values and the fact
that the affine coordinates are just the hook Plu¨cker coordinates. The second is a fermionic
calculation, based on again introducing sums over a complete set of intermediate states. We
here present the details of the latter.
Proof. Proof of (A.24). For |z| > |w|, inserting a sum over a complete set of intermediate
states, we have
〈0|gˆ−1ψ(z)ψ∗(w)gˆ|0〉 =
∑
λ
〈0|gˆ−1ψ(z)gˆ|λ;−1〉〈λ;−1|gˆ−1ψ∗(w)gˆ|0〉 (A.25)
By Wick’s theorem, the only partitions that contribute to this sum are those of the form
λ = (1)j, j = 0, 1, . . . . Substituting
|(1)j;−1〉 = (−1)jψ∗−j−1|0〉, (A.26)
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into the sum therefore gives
〈0|gˆ−1ψ(z)ψ∗(w)gˆ|0〉 =
∞∑
j=0
〈0|gˆ−1ψ(z)gˆψ∗−j−1|0〉〈0|ψ−j−1gˆ
−1ψ∗(w)gˆ|0〉
=
∞∑
j=1
wgj (w)w
g∗
−j+1(z). (A.27)
A similar calculation shows, for |z| < |w|
〈0|gˆ−1ψ∗(w)ψ(z)gˆ|0〉 =
∞∑
j=0
〈0|gˆ−1ψ∗(w)gˆψj|0〉〈0|ψ
∗
j gˆ
−1ψ(z)gˆ|0〉
=
∞∑
j=1
wg−j+1(w)w
g∗
j (z). (A.28)
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