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Abstract
We consider Schro¨dinger equations with variable coefficients and
the harmonic potential. We suppose the perturbation is short-range
type in the sense of [7]. We characterize the wave front set of the
solutions to the equation in terms of the classical scattering data and
the propagator of the unperturbed harmonic oscillator. In particular,
we give a “recurrence of singularities” type theorem for the propagation
of the period t = π.
1 Introduction
In this paper we consider a Schro¨dinger operator with variable coefficients
and the harmonic potential:
H = −
1
2
n∑
j,k=1
∂xjajk(x)∂xk +
1
2
|x|2 + V (x)
on H = L2(Rn), n ≥ 1. We denote the unperturbed harmonic oscillator by
H0:
H0 = −
1
2
△+
1
2
|x|2 on H,
and we supposeH is a short-range perturbation of H0 in the following sense:
Assumption A. ajk(x), V (x) ∈ C
∞(Rn;R) for j, k = 1, . . . , n, and (ajk(x))j,k
is positive symmetric for each x ∈ Rn. Moreover, there exists µ > 1 such
that for any α ∈ Zn+,∣∣∂αx (ajk(x)− δjk)∣∣ ≤ Cα〈x〉−µ−|α|,∣∣∂αxV (x)∣∣ ≤ Cα〈x〉2−µ−|α|
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for x ∈ Rn with some Cα > 0, where 〈x〉 =
√
1 + |x|2.
Then it is well-known that H is essentially self-adjoint on C∞0 (R
n), and
we denote the unique self-adjoint extension by the same symbol H. We
denote the symbols of H, H0, the kinetic energy and the free Schro¨dinger
operator by p, p0, k and k0, respectively. Namely, we denote
p(x, ξ) =
1
2
n∑
j,k=1
ajk(x)ξjξk +
1
2
|x|2 + V (x), p0(x, ξ) =
1
2
|ξ|2 +
1
2
|x|2,
k(x, ξ) =
1
2
n∑
j,k=1
ajk(x)ξjξk, k0(x, ξ) =
1
2
|ξ|2.
We denote the Hamilton flow generated by a symbol a(x, ξ) on R2n by
exp(tHa) : R
2n → R2n. We also denote
π1(X) = x, π2(X) = ξ for X = (x, ξ) ∈ R
2n.
Let (x0, ξ0) ∈ R
2n. (x0, ξ0) is called forward (backward, resp.) nontrap-
ping (with respect to k) if
|π1(exp(tHk)(x0, ξ0)| → ∞
as t → +∞ (t → −∞, resp.). If (x0, ξ0) is forward/backward nontrapping,
then it is well-known
(x±, ξ±) = lim
t→±∞
exp(−tHk0) ◦ exp(tHk)(x0, ξ0)
exists, and S±: (x0, ξ0) 7→ (x±, ξ±) are locally diffeomorphic (see, e.g., Naka-
mura [7], Section 2.).
Now we present our main results of this paper. Let us recall our harmonic
oscillator H0 has a period 2π, i.e., e
−i2πH0ϕ = ϕ for ϕ ∈ H. Moreover, we
have
e∓iπH0ϕ(x) = ϕ(−x), ϕ ∈ H.
Our first result concern the evolution by H up to time π. We denote
u(t) = e−itHu0, u0 ∈ H.
We denote the wave front set of a distribution f by WF (f).
Theorem 1.1. (i) Suppose (x0, ξ0) is backward nontrapping, and let 0 <
t0 < π, u0 ∈ H. Then
(x0, ξ0) ∈WF (u(t0)) ⇐⇒ (x−, ξ−) ∈WF (e
−it0H0u0).
(ii) Suppose (x0, ξ0) is forward nontrapping, and let −π < t0 < 0, u0 ∈ H.
Then
(x0, ξ0) ∈WF (u(t0)) ⇐⇒ (x+, ξ+) ∈WF (e
−it0H0u0).
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Remark 1.2. We note that microlocally e−itH0 is a rotation in the phase
space. More precisely, for any reasonable symbol a = a(x, ξ),
e−itH0aw(x,Dx)e
itH0 = aw
(
cos(t)x+ sin(t)Dx,− sin(t)x+ cos(t)Dx
)
,
where aw(x,Dx) denotes the Weyl-quantization of a. Hence, in particular,
(x0, ξ0) ∈ WF (e
−itH0u0) if and only if there exists a symbol: a ∈ C
∞
0 (R
2n)
such that a(x0, ξ0) 6= 0 and∥∥aw(cos(t)x− sin(t)Dx, h(sin(t)x+ cos(t)Dx))u0∥∥ = O(h∞)
as h→ 0.
At the time t = ±π, u(t) behaves differently. We denote the set of
forward (backward, resp.) nontrapping points by T+ (T−, resp.) ⊂ R
2n\0 :=
{(x, ξ) ∈ R2n, ξ 6= 0}. S± are diffeomorphism from (R
2n \ 0) \ T± to R
2n \ 0,
and hence S−1± are well-defined from R
2n\0 to (R2n\0)\T±. We also denote
the antipodal map in R2n by Γ, i.e., Γ(x, ξ) = (−x,−ξ).
Theorem 1.3. (i) Suppose (x0, ξ0) is backward nontrapping, and let u0 ∈ H.
Then
(x0, ξ0) ∈WF (u(π)) ⇐⇒ S
−1
+ ◦ Γ ◦ S−(x0, ξ0) ∈WF (u0).
(ii) Suppose (x0, ξ0) is forward nontrapping, and let u0 ∈ H. Then
(x0, ξ0) ∈WF (u(−π)) ⇐⇒ S
−1
− ◦ Γ ◦ S+(x0, ξ0) ∈WF (u0).
The microlocal singularities of solutions to Schro¨dinger equations have
been attracted attention during the past years, especially after the publica-
tion of the break-through paper by Craig-Kappeler-Strauss [1] in 1996 (for
more literature, see references of [1] and [7]). On the other hand, the sin-
gularities of solutions to the harmonic oscillator type Schro¨dinger equations
have been studied by several authors, including Zelditch [11], Yajima [9],
Kapitanski-Rodnianski-Yajima [6], Doi [2] and Wunsch [10]. Most of these
works concern the case with constant coefficients with potential perturba-
tions. In particular, if the metric is flat, i.e., if ajk(x) = δjk, then S± is the
identity map, and Theorem 1.3 recovers results in [11], [9], [6] and [2]. In
fact, if the metric is flat, Theorem 1.1 is also obtained by Doi [2], and this
paper is partially motivated by this beautiful work. Moreover, he also con-
sidered a class of long range type perturbations, i.e, when V (x) = O(|x|) as
|x| → ∞, and demonstrated that a shift of singularities occurs. Microlocal
smoothing effect for the Schro¨dinger equations on scattering manifolds with
harmonic potential is studied by Wunsch [10].
In a sense, this paper is an analogue of a work by Nakamura [7] where the
microlocal singularities of asymptotically flat Schro¨dinger equations is stud-
ied (see also a closely related work by Hassel-Wunsch [3] and Ito-Nakamura
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[5]). The main difference (and the novelty) is the analysis of the classical tra-
jectories with high energies. In [7], the standard classical scattering theory is
sufficient to prove the propagation of singularities (with a scaling argument).
However, in the presence of the harmonic potential, the high energy asymp-
totics of the classical trajectories is completely different from the long-time
asymptotics. Thus we need to obtain precise high energy asymptotics of
the trajectories using the time evolution of the harmonic oscillator, and it
is carried out in Section 2. This situation is somewhat similar to the case of
such analysis for Schro¨dinger equations with long-range perturbations [8],
but the asymptotics itself is naturally completely different. We also note
that our results have much in common with a paper by Zelditch [11], at
least in spirit, and our results may be considered as generalizations of his
results to variable coefficients cases.
The main results are proved in Section 3, and the argument is similar to
[7]. However, the scaling argument is slightly more complicated, and we try
to give a more transparent formulation (see the last part of Section 2 and the
beginning of Section 3). In the last section, we discuss generalizations of our
main theorems to the case when the harmonic potential is inhomogeneous.
Throughout this paper, we use the following notations: Our Hilbert
space is H = L2(Rn), and the space of the bounded operators on H is
denoted by L(H). The Fourier transform is denoted by
uˆ(ξ) = Fu(ξ) = (2π)−n/2
∫
Rn
e−ix·ξu(x)dx,
and the inverse Fourier transform is denoted by uˇ(x) = F∗u(x). For a
smooth symbol a(x, ξ) on R2n, we denote the Weyl quantization by aw(x,Dx),
i.e., for u ∈ S(Rn), a Schwartz function on Rn,
aw(x,Dx)u(x) = (2π)
−n
∫∫
ei(x−y)·ξa(x+y2 , ξ)u(y)dy dξ.
We use the S(m, g)-symbol class notation of Ho¨rmander [4].
2 High energy asymptotics of the classical flow
In this section, we study the high energy behavior of the classical flow gener-
ated by p(x, ξ). More precisely, we consider the properties of exp(tHp)(x0, λξ0)
as λ → +∞. Throughout this section, we suppose (x0, ξ0) is forward non-
trapping, and consider the case t > 0. The case t ≤ 0 can be considered
similarly.
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For λ > 0, we write
pλ(x, ξ) =
1
2
n∑
j,k=1
ajk(x)ξjξk +
|x|2
2λ2
+
1
λ2
V (x),
pλ0(x, ξ) =
1
2
|ξ|2 +
1
2λ2
|x|2.
Then, by direct computations, we learn
π1(exp(tHp)(x, λξ)) = π1(exp(λtHpλ)(x, ξ)),(2.1)
π2(exp(tHp)(x, λξ)) = λ · π2(exp(λtHpλ)(x, ξ)).(2.2)
Hence, it suffices to consider exp(tHpλ)(x, ξ) for 0 ≤ t ≤ λt0, instead of
exp(tHp)(x, λξ) for 0 ≤ t ≤ t0.
We note, for each fixed t ∈ R,
(2.3) lim
λ→∞
exp(tHpλ)(x, ξ) = exp(tHk)(x, ξ)
by the continuity of the solutions to ODEs with respect to the coefficients.
Hence, if t > 0 is large and then λ > 0 is taken sufficiently large (after
fixing t), π1(exp(tHpλ)(x0, ξ0)) is far away from the origin by virtue of the
nontrapping condition. The next lemma claims that this statement holds
for 0 ≤ t ≤ λδ with sufficiently small δ > 0.
Lemma 2.1. There exists δ > 0 and a small neighborhood Ω of (x0, ξ0) such
that
|π1(exp(tHpλ)(x, ξ))| ≥ c1t− c2 for 0 ≤ t ≤ λδ, (x, ξ) ∈ Ω
with some c1, c2 > 0.
Proof. In the following, we denote
exp(tHpλ)(x, ξ) = (y
λ(t;x, ξ), ηλ(t;x, ξ)).
By the conservation of the energy: pλ(yλ(t), ηλ(t)) = const., and the ellip-
ticity of the principal symbol, we easily see
1
λ2
|yλ(t;x, ξ)|2 + |ηλ(t;x, ξ)|2 ≤ C, (x, ξ) ∈ Ω, t ∈ R,
where Ω is a small neighborhood of (x0, ξ0). Hence, in particular, we have
|yλ(t;x, ξ)| ≤ C〈t〉, |ηλ(t;x, ξ)| ≤ C
for t > 0 with some C > 0. On the other hand, by direct computations, we
have
d2
dt2
|yλ(t)|2 = 2
d2
dt2
(
yλ ·
dyλ
dt
)
= 2
d
dt
(∑
j,k
ajk(y
λ)yλj η
λ
k
)
= 4pλ(yλ, ηλ) + 2W (yλ, ηλ),
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where
W (yλ, ηλ) =
∑
j,k,ℓ
ajk(y
λ)(akℓ(y
λ)− δkℓ)η
λ
j η
λ
k
+
∑
j,k,ℓ,m
∂ajk
∂xℓ
(yλ) aℓm(y
λ)ηλmy
λ
j η
λ
k
−
∑
j,k,ℓ,m
ajk(y
λ)
∂aℓm
∂xk
(yλ)yλj η
λ
ℓ η
λ
m −
1
λ2
∑
j,k
ajk(y
λ)yλj y
λ
k
−
1
λ2
∑
j,k
ajk(y
λ)
∂V
∂xk
(yλ)yλj −
1
λ2
|yλ|2 −
2
λ2
V (yλ).
Combining these, we learn
d2
dt2
|yλ(t)|2 ≥ 4pλ(yλ, ηλ)− c4(〈y
λ〉−µ + λ−2〈yλ〉2).
We note pλ(x0, ξ0) = k(x0, ξ0) + O(λ
−2) and k(x0, ξ0) > 0, and hence
pλ(x0, ξ0) > 0 for large λ. Since λ
−2〈yλ〉2 = O(〈t/λ〉2), if 0 ≤ t ≤ δλ
with sufficiently small δ > 0, the last term of the right hand side of the
above inequality is small and
d2
dt2
|yλ(t)|2 ≥ 3pλ(yλ, ηλ)− c4〈y
λ〉−µ
for the initial condition (x, ξ) ∈ Ω. By the nontrapping condition and (2.3),
if T0 > 0 is sufficiently large and λ is large (depending on T0), then
c4〈y
λ(T0)〉
−µ ≤ pλ(x, ξ) for (x, ξ) ∈ Ω, and
d
dt
|yλ(T0)| > 0.
Then by the standard convexity argument, we learn
|yλ(t)|2 ≥ |yλ(T0)|
2 + pλ(x, ξ)(t− T0)
2 for t ∈ [T0, δλ],
and this implies the assertion.
Lemma 2.2. Let δ > 0 and Ω as in the previous lemma, and let σ ∈ (0, δ).
Then
lim
λ→∞
exp(−σλHpλ
0
) ◦ exp(σλHpλ)(x, ξ) = S+(x, ξ),
for (x, ξ) ∈ Ω.
Proof. We denote
(zλ(t;x, ξ), ζλ(t;x, ξ)) = exp(−tHpλ
0
) ◦ exp(tHpλ)(x, ξ),
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and we show the convergence of (zλ(σλ), ζλ(σλ)) to S+(x, ξ) for (x, ξ) ∈ Ω.
We recall
exp(−tHpλ
0
)(x, ξ) =
(
cos( tλ )x− λ sin(
t
λ)ξ,
1
λ sin(
t
λ)x+ cos(
t
λ)ξ
)
since pλ0 is the scaled harmonic oscillator. Thus
zλ(t) = cos( tλ )y
λ(t)− λ sin( tλ)η
λ(t), ζλ = 1λ sin(
t
λ)y
λ(t) + cos( tλ )η
λ(t).
By direct computations, we have
d
dt
zλk = −
1
λ
sin( tλ )y
λ
k + cos(
t
λ )
dyλk
dt
− cos( tλ )η
λ
k − λ sin(
t
λ)
dηλk
dt
(2.4)
= −
1
λ
sin( tλ )y
λ
k + cos(
t
λ )
∑
j
ajk(y
λ)ηλj − cos(
t
λ )η
λ
k +
1
λ
sin( tλ )y
λ
k
+ sin( tλ )
(
λ
2
∑
i,j
∂aij
∂xk
(yλ)ηλi η
λ
j +
1
λ
∂V
∂xk
(yλ)
)
= cos( tλ)
∑
j
(ajk(y
λ)− δjk)η
λ
j
+ sin( tλ )
(
λ
2
∑
i,j
∂aij
∂xk
(yλ)ηλi η
λ
j +
1
λ
∂V
∂xk
(yλ)
)
= O(〈yλ〉−µ) +O(λ〈yλ〉−µ−1 + λ−1〈yλ〉1−µ)
= O(〈t〉−µ)
for 0 ≤ t ≤ δλ. Similarly, we have
d
dt
ζλk =
1
λ2
cos( tλ )y
λ
k +
1
λ
sin( tλ )
dyλk
dt
−
1
λ
sin( tλ )η
λ
k + cos(
t
λ)
dηλk
dt
(2.5)
=
1
λ2
cos( tλ )y
λ
k +
1
λ
∑
j
ajk(y
λ)ηλj −
1
λ
sin( tλ)η
λ
k −
1
λ2
cos( tλ )y
λ
k
− cos( tλ)
(
1
2
∑
i,j
∂aij
∂xk
(yλ)ηλi η
λ
j +
1
λ2
∂V
∂xk
(yλ)
)
=
1
λ
sin( tλ)
∑
j
(ajk(y
λ)− δjk)η
λ
j
− cos( tλ)
(
1
2
∑
i,j
∂aij
∂xk
(yλ)ηλi η
λ
j +
1
λ2
∂V
∂xk
(yλ)
)
= O(λ−1〈yλ〉−µ) +O(〈yλ〉−µ−1 + λ−2〈yλ〉−(µ−1))
= O(〈t〉−µ−1)
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for 0 ≤ t ≤ δλ. Moreover, for each t ∈ R, we have
lim
λ→∞
d
dt
zλk (t) =
∑
j
ajk(y˜)η˜j − η˜k +
t
2
∑
i,j
∂aij
∂xk
(y˜)y˜j η˜j
=
d
dt
(y˜k − tη˜k),
lim
λ→∞
d
dt
ζλk (t) = −
1
2
∑
i,j
∂aij
∂xk
(y˜)η˜iη˜j =
d
dt
η˜k,
where (y˜(t), η˜(t)) = exp(tHk)(x, ξ). By using the dominated convergence
theorem, we conclude
lim
λ→∞
zλ(σλ) = x+ lim
λ→∞
∫ σλ
0
dzλ
dt
dt = x+
∫ ∞
0
d
dt
(y˜ − tη˜)dt
= lim
t→+∞
(y˜(t)− tη˜(t)) = π1(S+(x, ξ)),
lim
λ→∞
ζλ(σλ) = ξ + lim
λ→∞
∫ σλ
0
dζλ
dt
dt = ξ +
∫ ∞
0
d
dt
η˜(t)dt
= lim
τ→+∞
η˜(t) = π2(S+(x, ξ)).
This completes the proof of the lemma.
Lemma 2.3. Let 0 < σ < π, and let Ω be a small neighborhood of (x0, ξ0)
as in the previous lemmas. Then
lim
λ→∞
exp(−σλHpλ
0
) ◦ exp(σλHpλ)(x, ξ) = S+(x, ξ)
for (x, ξ) ∈ Ω.
Proof. It suffices to consider the case δ < σ < π, and we fix such σ. Let
ε > 0, and we show that if
max(|zλ(σλ)− x+|, |ζ
λ(σλ)− ξ+|) > ε
then λ is bounded from above, where (x+, ξ+) = S+(x, ξ), and (z
λ, ζλ) is
as in the proof of the previous lemma. Our claim then follows from this
assertion by contradiction.
We first note
yλ(t) = cos( tλ)z
λ(t) + λ sin( tλ)ζ
λ(t).
For the moment, we suppose |zλ(t)− x+|, |ζ
λ(t)− ξ+| ≤ ε. Then we have
|yλ(t)| ≥ λ sin( tλ )(|ξ+| − ε)− (|x+|+ ε) ≥ δ1λ
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with some δ1 > 0 provided δλ ≤ t ≤ σλ, ε < |ξ+|/2 and λ ≥ λ0, where δ1
and λ0 depend only on |x+| and |ξ+|. Then, by using formulas (2.4) and
(2.5), we learn
∣∣∣∣ ddtzλ(t)
∣∣∣∣ ≤ Cλ−µ,
∣∣∣∣ ddtζλ(t)
∣∣∣∣ ≤ Cλ−µ−1.
Now we choose λ sufficiently large that
max(|zλ(δλ) − x+|, |ζ
λ(δλ) − ξ+|) ≤
ε
2
,
and suppose
max(|zλ(σλ)− x+|, |ζ
λ(σλ)− ξ+|) ≥ ε.
Then there exists t0 ∈ (δλ, σλ) such that
max(|zλ(t0)− x+|, |ζ
λ(t0)− ξ+|) = ε
and
max(|zλ(t)− x+|, |ζ
λ(t)− ξ+|) ≤ ε for δλ ≤ t ≤ t0..
By the above observation, we learn
|zλ(t0)− x+| =
∣∣∣∣zλ(δλ) − x+ +
∫ t0
δλ
dzλ
dt
(t)dt
∣∣∣∣
≤ |zλ(δλ) − x+|+ C(t0 − δλ)λ
−µ
≤ |zλ(δλ) − x+|+ C(σ − δ)λ
−(µ−1),
|ζλ(t0)− ξ+| =
∣∣∣∣ζλ(δλ)− ξ+ +
∫ t0
δλ
dζλ
dt
(t)dt
∣∣∣∣
≤ |ζλ(δλ)− ξ+|+ C(σ − δ)λ
−µ.
Thus we have
ε = max(|zλ(t0)− x+|, |ζ
λ(t0)− ξ+|) ≤
ε
2
+ C(σ − δ)λ−(µ−1),
and hence λ ≤ (2C(σ − δ)/ε)1/(µ−1) . This proves the assertion.
The next theorem follows immediately from Lemma 2.3.
Theorem 2.4. (i) Suppose (x0, ξ0) is forward nontrapping, and let 0 < σ <
π. Then there exists a neighborhood Ω of (x0, ξ0) such that
lim
λ→∞
π1
(
exp(−σHp0) ◦ exp(σHp)(x, λξ)
)
= π1(S+(x, ξ)),
lim
λ→∞
λ−1π2
(
exp(−σHp0) ◦ exp(σHp)(x, λξ)
)
= π2(S+(x, ξ))
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for (x, ξ) ∈ Ω, and the convergence is uniform in Ω.
(ii) Suppose (x0, ξ0) be backward nontrapping, and let −π < σ < 0. Then
there exists a neighborhood Ω of (x0, ξ0) such that
lim
λ→∞
π1
(
exp(−σHp0) ◦ exp(σHp)(x, λξ)
)
= π1(S−(x, ξ)),
lim
λ→∞
λ−1π2
(
exp(−σHp0) ◦ exp(σHp)(x, λξ)
)
= π2(S−(x, ξ))
for (x, ξ) ∈ Ω, and the convergence is uniform in Ω.
We introduce several notations as a preparation for the proof of our main
results. We set
ℓ(t;x, ξ) = (p ◦ exp(tHp0))(x, ξ) − p0(x, ξ)
=
n∑
j,k=1
(
ajk(cos(t)x+ sin(t)ξ)− δjk
)
(− sin(t)xj + cos(t)ξj)×
× (− sin(t)xk + cos(t)ξk) + V (cos(t)x+ sin(t)ξ).
Then it is easy to show that ℓ(t;x, ξ) generates the scattering time evolution:
St = exp(−tHp0) ◦ exp(tHp).
Similarly,
ℓλ(t;x, ξ) = (pλ ◦ exp(tHpλ
0
))(x, ξ) − pλ0(x, ξ)
generates the time evolution:
Sλt = exp(−tHpλ
0
) ◦ exp(tHpλ).
We denote the scaling with respect to ξ by Jλ, i.e.,
Jλ(x, ξ) = (x, λξ) for (x, ξ) ∈ R
2n.
Then by (2.1) and (2.2), we have
exp(tHp) ◦ Jλ = Jλ ◦ exp(λtHpλ), exp(tHp0) ◦ Jλ = Jλ ◦ exp(λtHpλ
0
),
and hence we also have
(2.6) St ◦ Jλ = Jλ ◦ S
λ
λt.
3 Proof of main results
In this section, we mainly concern the case (x0, ξ0) is forward nontrapping,
and prove the part (ii) of Theorem 1.1.
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We first consider the property of eitH0e−itH for t ≤ 0. Let v0 ∈ C
∞
0 (R
n),
and we consider
v(t) = eitH0e−itHv0.
Then it is easy to observe
d
dt
v(t) = −ieitH0(H −H0)e
−itHv0
= −i
(
eitH0He−itH0 −H0
)
v(t) = −iL(t)v(t),
where L(t) = eitH0He−itH0 − H0. We recall, for any reasonable symbol
a(x, ξ), we have
eitH0aw(x,Dx)e
−itH0 = (a ◦ exp(tHp0))
w(x,Dx),
without the remainder terms, since p0(x, ξ) is a quadratic form in (x, ξ), and
we employ the Weyl quantization. Thus we have
L(t) = (p ◦ exp(tHp0))
w(x,Dx)− p0(x,Dx) = ℓ
w(t;x,Dx),
i.e., ℓ(t;x, ξ) is the Weyl-symbol of L(t). This is in fact expected, since
eitH0e−itH is the quantization of St.
Let Ω be a small neighborhood of (x0, ξ0) as in the last section, and let
f ∈ C∞0 (Ω) be such that f(x0, ξ0) > 0, and f(x, ξ) ≥ 0 on R
2n. We then set
fh(x, ξ) = f(x, hξ), h = λ
−1,
where h > 0 is our semiclassical parameter. We consider the behavior of
G(t) = eitH0e−itHfw(x, hDx)e
itHe−itH0
as h→ 0. The operator valued function G(t) satisfies the Heisenberg equa-
tion:
(3.1)
d
dt
G(t) = −i[L(t), G(t)], G(0) = fw(x, hDx).
The corresponding canonical equation of the classical mechanics is
∂ψ0
∂t
(t;x, ξ) = −{ℓ, ψ0}(t;x, ξ), ψ(0;x, ξ) = f(x, hξ)
and the solution is given by
ψ0(t;x, ξ) = (fh ◦ S
−1
t )(x, ξ)
since St is the Hamilton flow generated by ℓ(t;x, ξ). Now we note
fh(x, ξ) = f(x, ξ/λ) = (f ◦ J
−1
λ )(x, ξ).
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Hence, recalling (2.6), we learn
fh ◦ S
−1
t = f ◦ J
−1
λ ◦ S
−1
t = f ◦ (St ◦ Jλ)
−1
= f ◦ (Jλ ◦ S
λ
λt)
−1 = f ◦ (Sλλt)
−1 ◦ J−1λ .
In other words, we have
ψ0(t;x, ξ) = (fh ◦ S
−1
t )(x, ξ) = (f ◦ (S
λ
λt)
−1)(x, hξ).
We expect
G(t) ∼ ψ0(t;x,Dx) = (f ◦ (S
λ
λt)
−1)(x, hDx)
for small h > 0, and we construct the asymptotic solution to the Heisenberg
equation (3.1) with the principal symbol ψ0(t;x, ξ).
Lemma 3.1. Let −π < t0 < 0, and set I = [t0, 0]. There exists ψ(t;x, ξ) ∈
C∞0 (R
2n) for t ∈ I such that
(i) ψ(0;x, ξ) = f(x, hξ).
(ii) ψ(t;x, ξ) is supported in St ◦ Jλ(Ω) = Jλ ◦ S
λ
λt(Ω).
(iii) For any α, β ∈ Zn+, there is Cαβ > 0 such that
∣∣∂αx ∂βξ ψ(t;x, ξ)∣∣ ≤ Cαβh|β|, t ∈ I, x, ξ ∈ Rn.
(iv) The principal symbol of ψ is given by ψ0, i.e., for any α, β ∈ Z
n
+, there
is Cαβ > 0 such that
∣∣∂αx ∂βξ (ψ(t;x, ξ) − ψ0(t;x, ξ))∣∣ ≤ Cαβh1+|β|, t ∈ I, x, ξ ∈ Rn.
(v) If we set G(t) = ψw(t;x,Dx), then∥∥∥∥ ddtG(t) + i[L(t), G(t)]
∥∥∥∥
L(H)
= O(h∞)
as h→ 0, uniformly in t ∈ I.
Proof. Given the classical mechanical construction above, the construction
of the asymptotic solution is quite similar to (or slightly simpler than) the
proof of Lemma 4 of [7]. We note ℓ(t;x, ξ) ∈ S(〈ξ〉2, dx2 + dξ2/〈ξ〉2) locally
in x, and π1(supp (ψ0(t; ·, ·))) is contained in a compact set by virtue of the
asymptotic property: Sλλt ∼ S+ as λ→∞. We omit the detail.
Now the proof of Theorem 1.1 is almost the same as the proof of Theo-
rem 1 of [7], and we simply refer the reader to the paper.
Finally, we show Theorem 1.3 follows from Theorem 1.1.
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Proof of Theorem 1.3. We prove the part (i) only. We note
WF (e−i(π/2)H0u) =WF (uˆ),(3.2)
WF (ei(π/2)H0u) =WF (uˇ) = Γ(WF (uˆ)).(3.3)
In fact, e−i(π/2)H0 is the Fourier transform. (See also Remark 1.2.)
We set (x′, ξ′) = S−1+ ◦ Γ ◦ S−(x0, ξ0) so that
(3.4) (x−, ξ−) = Γ(x
′
+, ξ
′
+), where (x
′
+, ξ
′
+) = S+(x
′, ξ′).
By Theorem 1.1 (i) with t0 = π/2, and u(π/2) as the initial condition, we
have
(x0, ξ0) ∈WF (u(π)) ⇐⇒ (x−, ξ−) ∈WF (e
−i(π/2)H0u(π/2))
⇐⇒ (x−, ξ−) ∈WF (uˆ(π/2)).
We have used (3.2) in the second step. On the other hand, by Theorem 1.1
(ii) with t0 = −π/2, and u(π/2) as the initial condition, and using (3.3), we
also have
(x′, ξ′) ∈WF (u0) ⇐⇒ (x
′
+, ξ
′
+) ∈ WF (e
i(π/2)H0u(π/2))
= WF (uˇ(π/2)) = Γ(WF (uˆ(π/2))).
By (3.4), this implies the claim of Theorem 1.3 (i). The part (ii) is proved
similarly.
4 Inhomogeneous harmonic oscillators
Here we consider the case when the harmonic potential is inhomogeneous,
i.e.,
H0 = −
1
2
△+
1
2
n∑
i,j=1
bijxixj ,
with a positive symmetric matrix (bij), and
H = −
1
2
n∑
i,j=1
∂xiaij(x)∂xj +
1
2
n∑
i,j=1
bijxixj + V (x).
We assume (ajk(x)) and V (x) satisfy Assumption A. By an orthogonal trans-
form, we can diagonalize the harmonic potential, and hence we may assume∑
bijxixj =
∑n
j=1 ν
2
j x
2
j , where ν
2
j > 0, j = 1, . . . , n, are eigenvalues of
(bij). The behavior of the inhomogeneous harmonic oscillator depends on
the number theoretical properties of (νj)
n
j=1. If there exist no t0 > 0 such
that
(4.1) t0νj ∈ πZ, j = 1, . . . , n,
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then it is well-known that the recurrence of the evolution operator does not
occur, i.e., there are no t0 6= 0 such that e
−itH0 = I. In this case we have
the following result:
Theorem 4.1. Suppose (x0, ξ0) is backward nontrapping, and suppose that
there are no t0 > 0 such that (4.1) hold. Then for any t > 0,
(x0, ξ0) ∈WF (e
−itHu0) ⇐⇒ (x−, ξ−) ∈WF (e
−itH0u0).
Obviously, an analogous result holds for t < 0, but we omit it here.
If there exists t0 > 0 such that (4.1) holds, then we have the following
result:
Theorem 4.2. Let t0 > 0 be the smallest positive number satisfying (4.1),
and let mj = t0νj/π ∈ Z. We set
Γ˜(x1, . . . , xn, ξ1, . . . , ξn) = (σ1x1, . . . , σnxn, σ1ξ1, . . . , σnξn)
for (x, ξ) ∈ R2n, where σj = 1 if mj is even, and σj = −1 if mj is odd.
Suppose (x0, ξ0) is backward nontrapping. Then for 0 < t < t0,
(x0, ξ0) ∈WF (e
−itHu0) ⇐⇒ (x−, ξ−) ∈WF (e
−itH0u0),
and
(x0, ξ0) ∈WF (e
−it0Hu0) ⇐⇒ S
−1
+ ◦ Γ˜ ◦ S−(x0, ξ0) ∈WF (u0).
The proofs of these theorems are similar to Theorems 1.1 and 1.3, and
we omit the detail. We only note the fact that
exp
[
−it0
(
−
1
2
d2
dx2
+ ν2j
x2
2
)]
u(x) = (F2mju)(x) = u(σjx)
for u ∈ L2(R), j = 1, . . . , n.
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