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Abstract 
Many previous studies invariably focused on the linear relationship between R&D investment and 
firm performance while overlooking there may be a quadratic effect, which may cause mixed and 
conflicting empirical findings, and leave some business cases difficult to understand. Thus, in this 
study, using a sample of 1923 IT companies from three industry sectors (i.e., hardware, computer 
chips and software), we empirically examine the quadratic relationship between R&D investment and 
firm performance within each IT industry sector. We find that there exists significant quadratic R&D-
firm performance relationship within all these industry sectors. We further find that R&D investment 
has more impact on firm performance in software companies than in hardware and computer chips 
companies. From these results, we make theoretical and managerial implications. 
Keywords: Research and Development, Firm Performance, IT Companies, Hardware Industry, 
Computer Chips Industry, Software Industry. 
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1 INTRODUCTION 
"Can HP Protect Its Printer Kingdom?" -- 
"HP spends about $1 billion each year on research and development for its printing and imaging 
group. That's more than double Dell's entire R&D budget." However, "Dell's two-year-old foray into 
the printer business is building more momentum than many expected. For (Dell) not being in the 
market two years ago, that's pretty significant," says Tony Ursillo, analyst at Loomis Sayles & 
Company. 
--BusinessWeek , 2004 
Nowadays, advances in technology are made at an accelerated pace all over the world. To gain 
competitive advantages in business, many firms engage in costly research and development (R&D) 
activities to develop innovations (Thatcher and Pingry 2009). R&D has been playing a critical role in 
firms’ productivity, growth and long-run performance (Long and Ravenscraft 1993; Vivero 2002). 
R&D investment has been shown to pay off in a majority of industries (Graves and Waddock 1994). 
Therefore, returns to investment in R&D is a subject of considerable interest to accountants, firm 
managers, policy makers, and economists in general (Hall et al. 2009).  
However, empirical studies have shown mixed or even conflicting results. Based on the empirical 
research that has examined the relationship between R&D investment and firm performance, R&D 
has shown a linear impact. Some researchers have found that intensive investment in R&D positively 
contributes to firm performance (e.g., Long and Ravenscraft 1993), while some researchers contend 
that R&D has a negative effect on firm performance (e.g., Gou et al. 2004). There are also a small 
number of studies that could not find a significant effect of R&D investment (e.g., Lin et al. 2006).  
Past studies about R&D investment may present counter intuitive results for practitioners to 
understand. On the one hand, according to prior studies, if R&D-firm performance relationship is 
linearly positive, it implies that investment in R&D will persistently bring profits to the firm. 
However, every company has its limitations of management capabilities (Penrose and Pitelis 2009), 
and innovations from R&D may be easily duplicated by rivals (Huang and Liu 2005), thus we doubt 
the case that R&D investment can definitely create sustainable competitive advantage and bring 
profits endlessly. On the other hand, if R&D-firm performance relationship is linearly negative, it 
implies that investment in R&D will constantly cause loss to the firm. As such, there should not be 
any firms that invest in R&D at all, which again presents a counter intuitive result. Therefore, we 
begin to doubt, does firm performance linearly depend on R&D investment? 
All these doubts show that R&D should have been playing a more complicated role, instead of a 
simple linear impact outlined in existing academic studies, in influencing firm performance. 
Moreover, the real-world case from BusinessWeek outlined above further confirm the fact that R&D-
firm performance relationship is complex. As such, more investigation is needed to explore the 
underlying impact of R&D investment on firm performance. 
Therefore, we propose a potential reason for the above counter intuitive academic research findings, 
and the real-world business case: previous studies almost invariably focus on the linear effects of 
R&D investment in predicting firm performance while overlooking that there may be a nonlinear 
effect. This constitutes a research gap to be addressed in this study. 
We conduct our empirical analysis in the context of IT (information technology) companies. IT 
companies include many different industry sectors, e.g., hardware, computer chips, software, which 
are different from each other in terms of firm level characteristics (e.g., firm size) and industry 
characteristics (e.g., industry competition). Thus we believe that R&D impact might be different 
across IT industry sectors. As such, if R&D plays different roles in different industry sectors, then 
investigating R&D impact without differentiating industry sectors might derive inaccurate research 
conclusions. Thus, an industry sector-based investigation of R&D-firm performance relationship and 
the comparison of R&D roles across these sectors are necessary. However, these have not been 
addressed in previous literature. Therefore, in order to provide more accurate and complete research 
conclusions, we further categorize IT companies into three distinct industry sectors: hardware, 
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computer chips and software, and try to investigate the importance of R&D investment across these 
sectors. 
To sum up, our research questions are: (1) Is there a nonlinear relationship between R&D investment 
and firm performance in the context of IT companies? (2) How does the impact of R&D investment 
on firm performance vary across different IT industry sectors, i.e., hardware, computer chips and 
software? 
We explore our research questions using data from 1923 firms over 20 years (1990-2009).  Our 
empirical evidences show that R&D intensity has a nonlinear (quadratic) relationship with firm 
performance, controlling for firm and industry characteristics. Specifically, it is interesting to find that 
there exists a U-shaped R&D-firm performance relationship in all IT industry sectors (i.e., hardware, 
computer chips, software). We further find that R&D investment has more significant effect on firm 
performance in the software industry sector than in the other two. Our findings may provide insights 
for practitioners, especially for those IT companies dealing with multiple-industry businesses. Our 
findings may help them better understand R&D-firm performance relationship, and apply R&D 
investment strategies to different IT industry sectors. 
This paper is organized as follows. The next section briefly reviews some theoretical background and 
proposes our research propositions. Section 3 presents our empirical model. Section 4 introduces the 
data. Section 5 presents the estimations method, empirical results and the robustness checks. In the 
final section, we discuss the findings, implications and limitations. 
2 LITERATURE AND RESEARCH PROPOSITIONS 
Investment in R&D is actually an investment in intangible assets that contributes to the long-term 
growth of the firm. Many researchers are interested in investigating the subject of returns to 
investment in R&D. Some previous studies contend that R&D expenditures are positively correlated 
with firm performance (Branch 1974; Erickson and Jacobson 1992; Ito and Pucik 1993; Long and 
Ravenscraft 1993). However, some other researchers have reported different empirical results. For 
example, Ayadi et al. (1996), Gou et al. (2004) and Lin and Chen (2005) conclude that R&D intensity 
has a significant negative effect on firm profitability and productivity, and Lin et al. (2006) find that 
the R&D-firm performance nexus is not significant. Moreover empirically, some big companies, 
which have extensive experience in R&D investment, could not get what they expected after a large 
amount of R&D expense was made. Such mixed, conflicting empirical results and complicated 
business cases indicate that the relationship between R&D investment and firm performance is 
complicated and more investigation is needed. 
Correlation and multiple regression analysis have customarily been employed to examine R&D 
contributions (Connolly and Hirschey 2005; Huang and Liu 2005). However, past studies mainly 
assumed that the relationship between R&D investment and firm performance is linear, either positive 
or negative contemporaneously or across time periods. Assume it is a positive linear relationship, as 
long as more R&D investment is made, more improvement in firm performance will be achieved. If it 
is a negative linear relationship, as long as R&D investment is made, performance will become 
poorer. Obviously, empirical evidences show that this cannot last unendingly (e.g., Huang and Liu 
2005), otherwise it will lead to an endless increase in R&D investment or no R&D investment at all, 
which is not rational. This assumpton that R&D-firm performance relationship is linear in past studies 
might have ignored some important facotrs. 
First, R&D investment will incur a great cost to a company. Increase in R&D investment may bring 
profits, but it will also increase the firm’s aggregate R&D cost (Shy 1995). As such, firm performance 
cannot be simply considered as linearly dependent on R&D investment.  
Second, based on the theory of the growth of a firm, it is impossible for a company to extend itself 
endlessly due to the limitations of management capabilities (Penrose and Pitelis 2009). As such, firm 
growth is usually much constrained in the firm’s management capabilities. Consequently, even 
through R&D investment is currently generating positive value, it is impossible to go beyond the 
management capabilities limit and persist endlessly.  
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Third, according to Foster’s (1986) S-curve theory, high R&D investment cannot definitely generate 
performance. When R&D investment reaches a certain critical point, the productivity will descend, 
which calls for “decreasing returns to R&D” (Becker and Speltz 1983).  
Above factors show that there exist potential threshold effects. Thus, we posit that there exists a 
potential nonlinear relationship between R&D investment and firm performance. Moreover, some 
previous studies about investments and performances have shown further support for the shape of the 
nonlinear relationship. Ittner and Larcker (1998) and Cañibano et al. (2000) posit that the influence of 
non-financial measures or intellectual capital investments and company performance is a quadratic 
relationship. As such, based on above discussion, we further postulate that R&D investment may have 
a nonlinear (quadratic) relationship with firm performance.  
Since we deem this research as an exploratory effort to uncovering potential relationship between 
R&D investment and firm performance, we derive research propositions rather than formal 
hypotheses. Therefore, based on the discussion above, we postulate that: 
        Proposition 1a: R&D investment has a significant quadratic relationship with firm performance 
in hardware industry sector. 
        Proposition 1b: R&D investment has a significant quadratic relationship with firm performance 
in computer chips industry sector. 
        Proposition 1c: R&D investment has a significant quadratic relationship with firm performance 
in software industry sector. 
3 EMPIRICAL MODEL SPECIFICATION 
According to the suggestions from Hitt et al. (1997) and Ittner and Larcker (1998), the method for 
examining quadratic effect is the introduction of squared terms as independent variables, which is the 
approach employed in this study. Apart from this, according to previous literature, it is unlikely that 
the latest R&D investment will become productive immediately, because of the lag from expenditure 
to innovation, and from innovation to commercialization. Thus, it seems reasonable to introduce lag 
terms of R&D investment into the empirical model. A few examples exist in the literature where the 
use of alternative lag distributions has been explored. Mansfield et al. (1971) report a median lag from 
R&D to innovation of about three years for firms. Using patent renewal data, Pakes and Schankerman 
(1984) derive a gestation lag between R&D outlay and its first revenues in the range of 1.2 to 2.5 
years. Seldon (1987) discriminates among different lags in the forest products industry on the basis of 
correct signs and t-statistics. And the best-fitting lags were found at two years, for both private and 
public R&D. Thus, based on these empirical evidences, we decide to consider the lag terms of R&D 
investment up to three years. Therefore, we adopt the following empirical model: 
 
• αi: Unobserved firm specific characteristics of firm i;  
• ROAit: Return on assets of firm i in year t, firm performance measure;  
• RDit: R&D intensity of firm i in year t; R&D investment measure;  
• FSIZEit: Firm size of firm i in year t; 
• COMPit: Competition intensity for firm i in year t; 
• θt: A set of year dummy variables indicating 1990-2009; 
• εit: Error term. 
We employ this regression model to examine the relationship between R&D investment (RDit) and 
firm performance (ROAit). In explaining the impacts of R&D investment on firm performance, we 
also control for other important relevant factors at the firm, industry and time chronological levels: (1) 
firm size (FSIZEit), (2) industry competition intensity (COMPit), and (3) year dummies (θt). We 
consider i as each individual firm, and a year as a time frame. Since all the variables in our model are 
time-varying and more importantly, fixed effects model estimation is consistent, we thus use a fixed 
effects specification as our benchmark for estimation. 
3 3
2
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0 0
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4 DATA DESCRIPTION 
4.1 Data Sources 
We use data from COMPUSTAT database to test our model. For the purpose of our analysis, we 
define IT companies as those with industry SIC codes of 3570-3577 (hardware), 3674 (computer 
chips) and 7370-7376 (software) (Talmor and Wallace 1998). We obtain an unbalanced panel data set 
for 1923 IT companies (341 hardware, 256 computer chips, and 1326 software) from year 1990 to 
2009. Table 1 displays a summary of these companies. 
 
Category SIC Code Industry Description 
Number 
of Firms 
Hardware 3570 COMPUTER & OFFICE EQUIPMENT 10 
3571 ELECTRONIC COMPUTERS 54 
3572 COMPUTER STORAGE DEVICES 50 
3575 COMPUTER TERMINALS 12 
3576 COMPUTER COMMUNICATION EQUIPMENT 125 
3577 COMPUTER PERIPHERAL EQUIPMENT 90 
  Total 341 
Computer 
Chips 
3674 SEMICONDUCTORS & RELATED DEVICES 256 
 Total 256 
Software 7370 SERVICES-COMPUTER PROGRAMMING, DATA PROCESSING 238 
7371 SERVICES-COMPUTER PROGRAMMING SERVICES 28 
7372 SERVICES-PREPACKAGED SOFTWARE 772 
7373 SERVICES-COMPUTER INTEGRATED SYSTEMS DESIGN 255 
7374 SERVICES-COMPUTER PROCESSING & DATA PREPARATION 33 
  Total 1326 
  All Total 1923 
Table 1. Industries Included in IT Companies 
 
4.2 Dependent and Independent Variables 
Firm performance, the dependent variable in our study, is measured by annual return on assets (ROA), 
which is calculated as net income divided by total assets. Net income and total assets were obtained 
from COMPUSTAT database. ROA is an accounting measure for firm performance and it is widely 
adopted by many studies (e.g., Anderson et al. 2000; Coombs and Gilley 2005; Gedajlovic and 
Shapiro 1998; Henderson and Fredrickson 2001; Hogan and Lewis 2005; Kato et al. 2005; Tosi et al. 
2000). 
Research and development (R&D) investment, the independent variable in our study, is measured by 
R&D intensity (i.e., R&D expenditures as percentage of sales). R&D expenditures and sales were also 
obtained from COMPUSTAT database. Many past studies have tried to investigate the linear 
relationship between R&D investment and firm performance where R&D intensity is usually adopted 
(e.g., Erickson and Jacobson 1992; Finkelstein and Boyd 1998; Henderson and Fredrickson 2001). 
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4.3 Control Variables 
As mentioned, firm performance can be influenced by many other factors besides R&D. Therefore, in 
order to avoid potential omitted variable problem, we include controls for firm and industry 
characteristics (i.e., firm size, industry competition intensity). 
Firm size is measured by the natural logarithm of total assets (Finkelstein and Boyd 1998), which was 
obtained from COMPUSTAT database. Empirical studies show that large firms may have greater 
resources to develop sustained R&D programs and exploit innovations (e.g., Guay 1999), so firm size 
may have effect on organizational performance (Im et al. 2001). Thus, we try to account for the effect 
of firm size in our study. 
Competition intensity is measured by the number of competing firms within same industry. 
Competition tends to shape technology-performance relationships (Barney 1986; Porter 1991). And 
firms are facing intensive competition which may influence firm development (Bandyopadhyay et al. 
2005; Dong et al. 2009). 
Table 2 presents descriptive statistics for all variables. Table 3 reports correlations among variables.  
 
 
Hardware Industry Computer Chips Industry Software Industry 
Mean Median S.D. Mean Median S.D. Mean Median S.D. 
RD 0.221 0.115 0.588 0.265 0.149 0.602 0.285 0.159 0.637 
FSIZE 4.432 4.099 2.275 5.230 5.067 2.045 3.979 3.952 2.011 
COMP 39.390 39.000 18.510 131.290 144.000 33.783 244.560 254.000 149.936 
ROA -0.127 -0.007 0.516 -0.073 0.018 0.699 -0.322 -0.041 1.550 
Notes:  
1. 1923 IT companies based on annual data from 1990-2009 
2. S.D.: Standard Deviation 
3. Variable Definitions 
    RD: R&D Intensity, R&D Expenditures as % of Sales 
    FSIZE: Firm Size, ln(Total Assets), Total Assets: $ millions 
    COMP: Industry Competition Intensity, Number of Competitors within Same Industry 
ROA: Return on Assets, Net Income Divided by Total Assets 
(These variable definitions apply to all following tables) 
Table 2. Descriptive Statistics 
 
 
Hardware Industry Computer Chips Industry Software Industry 
RD FSIZE COMP ROA RD FSIZE COMP ROA RD FSIZE COMP ROA 
RD 1.000    1.000    1.000    
FSIZE -0.184 1.000   -0.171 1.000   -0.167 1.000   
COMP 0.012 -0.137 1.000  0.057 0.271 1.000  0.066 0.039 1.000  
ROA -0.418 0.281 -0.047 1.000 -0.307 0.264 -0.066 1.000 -0.190 0.250 -0.021 1.000 
Table 3. Correlations 
 
Before the formal estimations, we first plot the relationship between the dependent variable, return on 
assets, and the independent variable, R&D intensity, across IT industry sectors. Figure 1 shows the 
scatter plots. These plots show potential quadratic relationship between R&D intensity and return on 
assets. 
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Figure 1. Return on Assets and R&D Intensity across IT Industry Sectors 
 
5 MODEL ESTIMATIONS AND RESULTS 
5.1 Model Estimations 
We performed a four-stage analysis with our data. Since we incorporate R&D intensity squared terms 
in the model, in order to reduce collinearity problem, the linear R&D intensity terms would be 
standardized before calculating the squared terms. 
In stage 1, we estimated a benchmark model (Model 1) which includes only a subset of variables 
specified in section 3 (i.e., excluding all the linear and squared lag terms of R&D intensity).  
In stage 2, likelihood ratio (LR) test was used to determine how many linear lag terms of R&D 
intensity should be considered. Procedures in this stage were as follows: (1) Model 1 served as the 
benchmark model (restricted model), Model 1 with the first linear lag term of R&D intensity served as 
the full model (Model 2), and then LR test was performed to determine whether Model 2 is better than 
Model 1; (2) Model 1 served as the benchmark model (restricted model), Model 1 with the first and 
second linear lag term of R&D intensity served as the full model (Model 3), and then LR test was 
performed to determine whether Model 3 is better than Model 1; (3) Model 1 served as the benchmark 
model (restricted model), Model 1 with the first, second and third linear lag term of R&D intensity 
served as the full model (Model 4), and then LR test was performed to determine whether Model 4 is 
better than Model 1. If there were more than one model from Model 2-4 better than Model 1 (i.e., p-
value of LR test is below 0.05), then the best one (i.e., with highest R2) was picked out from the 
“better models” in this stage to serve as a new benchmark model for stage 3. Thus, we could decide 
the number of linear lag terms of R&D intensity to be included.  
If LR test results show that at least one linear lag term above should be considered, then in stage 3, 
LR test was again used to determine the squared lag terms of R&D intensity. The procedures were 
similar to those in stage 2. But in this stage, all the LR test were based on a new benchmark model 
(the best one from stage 2) and squared instead of linear lag terms of R&D intensity were tested. 
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Likewise, Model 5, Model 6 and Model 7 were produced, and one of these three was picked out as the 
best model using the same strategy in stage 2.  
In the final stage (stage 4), based on the best model from stage 3, Hausman specification test was 
performed to choose between fixed effects and random effects models. Since we have three sub data 
sets (hardware sector, computer chips sector and software sector), all the above procedures were 
applied to each of them. Moreover, in order to account for heteroskedasticity and serial correlation 
problems in panel data set, cluster robust standard errors are reported. 
5.2 Estimation Results 
 
 Stage 1 Stage 2 Stage 3 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 
RD -0.269** 
(0.113) 
-0.242** 
(0.107) 
-0.244** 
(0.106) 
-0.214** 
(0.104) 
-0.229** 
(0.099) 
-0.198 
(0.101) 
Z_RD_S 0.011*** 
(0.004) 
0.009** 
(0.004) 
0.009** 
(0.004) 
0.008** 
(0.004) 
0.009*** 
(0.003) 
0.007 
(0.004) 
RD_L1  -0.039** (0.016) 
-0.030** 
(0.012) 
-0.038*** 
(0.014) 
-0.149 
(0.079) 
-0.179** 
(0.081) 
RD_L2   -0.099 (0.101) 
-0.128 
(0.101) 
-0.089 
(0.094) 
0.186 
(0.105) 
RD_L3    0.081 (0.041)   
Z_RD_L1_S     0.005 (0.003) 
0.006** 
(0.003) 
Z_RD_L2_S      -0.012 (0.007) 
Z_RD_L3_S        
FSIZE -0.018 
(0.031) 
-0.020 
(0.031) 
-0.022 
(0.031) 
-0.022 
(0.031) 
-0.022 
(0.031) 
-0.022 
(0.030) 
COMP -0.986 
(2.473) 
-1.030 
(2.477) 
-1.427 
(2.541) 
-0.948 
(2.504) 
-1.734 
(2.553) 
-1.156 
(2.500) 
INTERCEPT 0.143 
(0.150) 
0.158 
(0.151) 
0.199 
(0.157) 
0.169 
(0.156) 
0.225 
(0.164) 
0.162 
(0.158) 
Observations 1555 1555 1555 1555 1555 1555 
Overall R2 0.0395 0.0487 0.0798 0.0700 0.0874 0.0725 
PLR Test / 0.1031 0.0002 0.0000 0.0185 0.0000 
Notes:  
1. Dependent Variable: ROA (Return on Assets) 
2. Fixed Effects Estimation. 
3. Year dummies are not reported in this table for brevity 
4. Cluster robust standard errors are reported in parentheses 
5. **p<0.05; ***p<0.01 
6. Variable definition 
    Z_RD_S: (RDit)2, RDi,t was standardized before the product 
    RD_L1: 1-period lag term of R&D intensity, RDi,t-1 
    RD_L2: 2-period lag term of R&D intensity, RDi,t-2 
    RD_L3: 3-period lag term of R&D intensity, RDi,t-3 
    Z_RD_L1_S: (RDi,t-1)2, RDi,t-1 was standardized before the product 
    Z_RD_L2_S: (RDi,t-2)2, RDi,t-2 was standardized before the product 
Z_RD_L3_S: (RDi,t-3)2, RDi,t-3 was standardized before the product 
(These variable definitions apply to all following tables) 
Table 4. Estimation Results of Stage 1, 2, 3 for Hardware Industry 
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 Stage 1 Stage 2 Stage 3 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 
RD -0.367*** 
(0.075) 
-0.453*** 
(0.071) 
-0.445*** 
(0.070) 
-0.446*** 
(0.069) 
-0.448*** 
(0.072) 
-0.448*** 
(0.071) 
-0.437*** 
(0.073) 
Z_RD_S 0.045*** 
(0.009) 
0.048*** 
(0.008) 
0.045*** 
(0.009) 
0.046*** 
(0.009) 
0.047*** 
(0.008) 
0.047*** 
(0.009) 
0.045*** 
(0.009) 
RD_L1  0.134 (0.073) 
0.167** 
(0.080) 
0.157 
(0.080) 
0.165 
(0.104) 
0.159 
(0.097) 
0.155 
(0.092) 
RD_L2   -0.056 (0.031) 
-0.024 
(0.049) 
-0.025 
(0.052) 
-0.013 
(0.068) 
0.064 
(0.103) 
RD_L3    -0.038 (0.029) 
-0.038 
(0.030) 
-0.036 
(0.032) 
-0.103 
(0.059) 
Z_RD_L1_S     -0.001 (0.011) 
-0.001 
(0.010) 
-0.004 
(0.012) 
Z_RD_L2_S      -0.001 (0.004) 
-0.008 
(0.009) 
Z_RD_L3_S       0.005 (0.004) 
FSIZE -0.015 
(0.028) 
-0.013 
(0.028) 
-0.014 
(0.028) 
-0.016 
(0.028) 
-0.015 
(0.028) 
-0.015 
(0.028) 
-0.015 
(0.028) 
INTERCEPT 0.158 
(0.118) 
0.137 
(0.120) 
0.147 
(0.121) 
0.157 
(0.122) 
0.156 
(0.123) 
0.153 
(0.127) 
0.153 
(0.127) 
Observations 1324 1324 1324 1324 1324 1324 1324 
Overall R2 0.0393 0.0290 0.0384 0.0441 0.0460 0.0442 0.0386 
PLR Test / 0.0029 0.0012 0.0010 0.8731 0.9531 0.3274 
 Notes: There is only 1 industry in computer chips sector, COMP is the same for all firms, so it is omitted 
Table 5. Estimation Results of Stage 1, 2, 3 for Computer Chips Industry 
 
 Stage 1 Stage 2 Stage 3 
Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 
RD -0.615 
(0.489) 
-0.486 
(0.444) 
-0.490 
(0.445) 
-0.492 
(0.448) 
-0.438 
(0.449) 
-0.534 
(0.452) 
-0.535 
(0.449) 
Z_RD_S 0.011 
(0.046) 
0.007 
(0.044) 
0.008 
(0.044) 
0.008 
(0.044) 
0.004 
(0.044) 
0.010 
(0.045) 
0.009 
(0.044) 
RD_L1  -0.314 (0.202) 
-0.331 
(0.208) 
-0.332 
(0.208) 
-0.627 
(0.325) 
-0.496 
(0.307) 
-0.423 
(0.328) 
RD_L2   0.045 (0.104) 
0.048 
(0.109) 
0.053 
(0.106) 
-0.371 
(0.251) 
-0.425 
(0.256) 
RD_L3    -0.023 (0.118) 
-0.001 
(0.113) 
0.049 
(0.106) 
0.302 
(0.202) 
Z_RD_L1_S     0.023 (0.014) 
0.015 
(0.015) 
0.012 
(0.015) 
Z_RD_L2_S      0.020** (0.009) 
0.021** 
(0.009) 
Z_RD_L3_S       -0.015 (0.008) 
FSIZE 0.295*** 
(0.083) 
0.285*** 
(0.081) 
0.286*** 
(0.081) 
0.285*** 
(0.082) 
0.280*** 
(0.081) 
0.270*** 
(0.081) 
0.274*** 
(0.082) 
COMP 0.054 
(0.405) 
0.027 
(0.389) 
0.0389 
(0.3924) 
0.037 
(0.392) 
0.089 
(0.395) 
0.107 
(0.393) 
0.097 
(0.394) 
INTERCEPT -1.534*** 
(0.485) 
-1.444*** 
(0.474) 
-1.457*** 
(0.476) 
-1.448*** 
(0.490) 
-1.395*** 
(0.486) 
-1.288*** 
(0.494) 
-1.351*** 
(0.504) 
Observations 4296 4296 4296 4296 4296 4296 4296 
Overall R2 0.0631 0.0693 0.0684 0.0698 0.0713 0.0736 0.0796 
PLR Test / 0.0000 0.0000 0.0000 0.0018 0.0000 0.0000 
Table 6. Estimation Results of Stage 1, 2, 3 for Software Industry 
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In stage 2, LR test results show that for hardware industry sector, only two (i.e., the first and the 
second) linear lag terms of R&D intensity should be considered, while for computer chips industry 
and software industry, all three (i.e., the first through the third) linear lag terms should be incorporated 
into the model. 
In stage 3, based on the results from stage 2, LR test was performed again. And the results show that 
for hardware industry, only the first squared lag term should be incorporated into the model; no 
squared lag term should be considered in computer chips industry; and all three squared lag terms 
should be included in software industry. 
In stage 4, we performed Hausman specification test based on the best model from stage 3 to choose 
between fixed effects and random effects models. The results show that for all three models, the p-
values of Hausman specification tests are all below 0.05, indicating that fixed effects specification, 
instead of random effects specification, should be chosen for estimations. 
The estimation results of stage 1, 2 and 3 for hardware industry, computer chips industry and software 
industry are shown above in Table 4, 5 and 6, respectively. And Table 7 summarizes the estimation 
results about the final models for all IT industry sectors. 
 
 Hardware Computer Chips Software 
RD -0.229** 
(0.099) 
-0.446*** 
(0.069) 
-0.535 
(0.449) 
Z_RD_S  0.009*** 
(0.003) 
0.046*** 
(0.009) 
0.009 
(0.044) 
RD_L1 -0.149 
(0.079) 
0.157 
(0.080) 
-0.423 
(0.328) 
RD_L2 -0.089 
(0.094) 
-0.024 
(0.049) 
-0.425 
(0.256) 
RD_L3  -0.038 (0.029) 
0.302 
(0.202) 
Z_RD_L1_S 0.005 
(0.003)  
0.012 
(0.015) 
Z_RD_L2_S   0.021** (0.009) 
Z_RD_L3_S   -0.015 (0.008) 
FSIZE -0.022 
(0.031) 
-0.016 
(0.028) 
0.274*** 
(0.082) 
COMP -1.734 
(2.553) (omitted) 
0.097 
(0.394) 
INTERCEPT 0.225 
(0.164) 
0.157 
(0.122) 
-1.351*** 
(0.504) 
Observations     1555     1324     4296 
Overall R2    0.0185    0.0441    0.0796 
Notes: There is only 1 industry in computer chips sector, COMP is the same for all firms, 
so it is omitted. 
Table 7. Final Estimation Results for all IT Industry Sectors 
 
For all three final models in Table 7, the fixed effects estimation results show that, for hardware and 
computer chips industry sectors, only current R&D intensity terms (RD and Z_RD_S) are significant, 
both linear R&D intensity terms (RD) have negative signs, while the squared term (Z_RD_S), which is 
the focus of this study, appears to be positive. This indicates that there exists a quadratic (U-shaped) 
R&D-firm performance relationship in both hardware and computer chips industry sectors. And for 
software industry sector, only one R&D intensity term, the two-year squared lag term (Z_RD_L2_S), 
is significant, and it also appears to be positive, this as well shows the quadratic (U-shaped) R&D-
firm performance relationship in this industry sector. Moreover, the plausible reason for the negative 
effect of linear R&D investment (RD) is that firms with a high productivity are likely to reduce their  
R&D investments since the marginal benefits are now not as attractive as they were (Aw et al. 2007). 
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5.3 Robustness Checks 
We replaced the dependent variable return on assets (ROA) with another firm performance measure, 
return on sales (ROS), which is calculated as net income divided by sales. ROS is widely used in past 
literature to measure firm performance (Bharadwaj 2000; Mitra and Chaya 1996; Ranganathan and 
Jha 2008; Santhanam and Hartono 2003; Smith et al. 1998; Wang 2010). We employed the same 
estimation methods from the above case. Table 8 shows the estimation results about the “best models” 
for each IT industry sector with ROS as the dependent variable. 
 
 Hardware Computer Chips Software 
RD -5.758*** 
(0.247) 
-1.256*** 
(0.118) 
-3.247*** 
(0.399) 
Z_RD_S  0.086*** 
(0.010) 
0.037** 
(0.018) 
-0.060 
(0.036) 
RD_L1 0.985*** 
(0.222)  
-1.914*** 
(0.432) 
RD_L2 0.353 
(0.250)  
-0.949*** 
(0.327) 
RD_L3 0.559*** 
(0.099)   
Z_RD_L1_S -0.031*** 
(0.008)  
0.123*** 
(0.028) 
Z_RD_L2_S -0.027*** 
(0.010)  
0.040*** 
(0.013) 
Z_RD_L3_S  
   
FSIZE -0.087 
(0.057) 
-0.137*** 
(0.022) 
-0.410*** 
(0.079) 
COMP -0.900 
(7.610)   (omitted) 
-2.022 
(1.593) 
INTERCEPT 0.918 
(0.397) 
0.762*** 
(0.114) 
2.566*** 
(0.541) 
Observations     1555     1324     4296 
Overall R2    0.5048    0.1705    0.0591 
Notes:  
1. Dependent Variable: ROS (Return on Sales) 
2. There is only 1 industry in computer chips sector, COMP is the same for all firms, so 
it is omitted. 
3. **p<0.05; ***p<0.01 
Table 8. Robustness Checks 
 
The best models here are different from those in the ROA case since our dependent variable is 
replaced with ROS. The estimation results above show that for hardware industry sector, all three 
R&D intensity linear lag terms and two R&D intensity squared lag terms should be included in the 
model; for computer chips industry sector, no lag terms should be included; and for software industry 
sector, the model includes the first two linear as well as squared lag terms. With respect to the focus 
of this study, hardware industry sector still shows the positive significant squared term in the current 
period (Z_RD_S), which is consistent with the ROA case. Moreover, two other squared lag terms, 
Z_RD_L1_S and Z_RD_L2_S, are also significant, which shows a quadratic (inverted U-shaped) 
R&D-firm performance relationship. However, this significant relationship was not detected in the 
ROA case. For computer chips industry sector, the model shows that Z_RD_S is still significant with 
the same sign. Finally for software industry sector, Z_RD_L2_S remains positively significant, 
moreover, the Z_RD_L1_S is also significant and positive as well, which also shows a quadratic (U-
shaped) R&D-firm performance relationship, although this was not detected in the ROA case. 
Therefore, based on the robustness checks results, all significant relationships detected in the ROA 
case were also supported in the ROS case. Furthermore, the ROS case shows some other significant 
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quadratic relationships between R&D intensity (in other periods) and firm performance. In summary, 
we are confident with the existence of quadratic effect of R&D intensity on firm performance. 
5.4 Marginal Effects 
In order to compare the impact of R&D investment across different IT industry sectors and periods, 
based on the best models shown in Table 7, we computed the marginal effects at mean values. And in 
order to give more intuitive sense, we reported the marginal effects of linear R&D intensity terms. 
Table 9 summarizes the marginal effects. 
 
 Hardware Computer Chips Software 
Current Term of R&D (RD) -0.229 (0.099) 
-0.446 
(0.069) 
-0.535 
(0.449) 
One-Period Lag term of R&D (RD_L1) -0.149 (0.079) 
0.157 
(0.080) 
-0.423 
(0.328) 
Two-Period Lag term of R&D (RD_L2) -0.089 (0.094) 
-0.024 
(0.049) 
-0.425 
(0.256) 
Three-Period Lag term of R&D (RD_L3)      N/A -0.038 (0.029) 
0.302 
(0.202) 
Notes: RD_L3 is not included in the final model of hardware industry sector 
Table 9. Marginal Effects of R&D Intensity 
 
Comparison of marginal effects of R&D intensity across industry sectors shows that R&D intensity is 
most “influential” in software industry sector among these three, which indicates that with the same 
amount of R&D investment, R&D will have more impact on ROA in software companies than in the 
other two. Furthermore, comparison of different terms of R&D intensity within each industry sector 
shows that the current term of R&D intensity (RD) has largest effect on ROA in all three industry 
sectors. 
6 DISCUSSIONS AND CONCLUSION 
6.1 Findings and Implications 
The purpose of this study is to empirically test the quadratic relationship between R&D investment 
and firm performance in the context of three IT industry sectors (i.e., hardware, computer chips, 
software). Moreover, the importance of R&D investment across different IT industry sectors and time 
periods is also investigated. Returning to our research propositions, it is obvious that R&D-firm 
performance is not a simple linear relationship. As indicated by the results, we are confident that there 
exists a quadratic relationship between R&D investment and firm performance. 
Furthermore, marginal effects show that R&D will affect firm performance more significantly in 
software industry sector than in the other two, which means with same amount of investment in R&D, 
software companies will earn or lose more money (depends on currently the company is getting 
positive or negative impact from R&D investment) than other companies. Finally, our results also 
show that in these three IT industry sectors, usually the R&D investment will have more impact on 
firm performance in the same year period when the investment is made than in the following years. 
With the findings uncovered above, this study offers some theoretical implications. 
First, past studies have associated R&D investment to firm performance with a linear relationship. 
However, our findings present some evidence to the quadratic effects. This may provide a tentative 
explanation for the mixed and conflicting results about R&D-firm performance relationship in past 
studies. This finding outlines the new role of R&D investment in firm growth. 
Second, we find that past studies did not discuss R&D investment across IT industry sectors. 
However, the role of R&D in a certain sector might not remain the same when it is in another sector. 
Thus, it would outline a clearer picture of R&D roles if the importance of R&D investment is 
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compared across IT industry sectors. In this study, we show that R&D investment has more impact on 
firm performance in software companies than in the other two. 
Third, with the quadratic relationship in IT companies being discovered, this may lead to a new 
understanding about IT companies, and especially in different IT industry sectors. Thus, many new 
issues for research are also raised. For example, the precise threshold for R&D investment in a certain 
IT industry sector, the R&D investment strategies across IT industry sectors for best profits, etc. 
This study provides some practical implications as well. 
First, our study uncovers a quadratic R&D investment-firm performance relationship in all three IT 
industry sectors. Specifically, it is a U-shaped relationship between current R&D investment and firm 
performance in hardware and computer chips industry sectors; and it is also a U-shaped relationship 
between R&D investment and firm performance in software industry sector, but this significant effect 
comes from the 2-period R&D lag term. This finding of the quadratic effects indicates that if the 
company has invested in R&D but is currently unable to profit, it does not definitely mean R&D 
investment is incorrect. Instead, the potential reason might be that R&D investment needs some time 
to generate value and then bring profits, which responses to prior studies (e.g., Mansfield et al. 1971; 
Pakes and Schankerman 1984). 
Second, based on the robustness checks, the results reveal some potential evidence that there also 
exists a quadratic (inverted U-shaped) relationship between R&D investment (in other periods) and 
firm performance, which does not contradict with our findings from the main estimation, where this 
significant relationship was not detected. However, we can also provide some tentative explanation 
for this. According to Ittner et al. (2001), who suggests that over-investment is associated with lower 
accounting returns, which means “more is not always better”. This implies that R&D investment will 
bring profits at first, but managers should still be cautious, because the company is getting closer to 
that threshold after which R&D investment will become “saturated” and start losing money. 
Third, the marginal effects show that R&D is more “influential” in software industry sector than in the 
other two, which means that same amount of change in R&D investment will affect firm performance 
more significantly in software companies. This may provide insights for practitioners, especially for 
those IT companies dealing with multiple-industry businesses. This may help them better apply 
different R&D investment strategies to different industry sectors in order to imcrease the chances for 
more profits. For example, if a company is dealing with multiple-industry businesses, and the R&D 
investments are generating positive value, then managers can invest more in software sector than in 
the other two sectors since R&D investment in software sector will bring profits more easily. 
Fourth, the marginal effects also show that in all three IT industry sectors, the current R&D 
investment appears to have largest impact on firm performance, which implies that usually R&D 
investment in IT industry does not need a long time to generate value in IT companies. Instead, it 
suggests that R&D investment may influence firm performance more greatly within the same period 
when the investment is made than in the following periods. This may also help managers better 
understand the R&D-firm performance relationship in IT industry. 
6.2 Limitations 
While this research has found some new findings, we acknowledge some limitations. First, the sample 
sizes for different IT industry sectors are different. Specifically, we have a much larger sample size 
for software industry sector than the other two sectors, which may bring some statistical effects. 
However this is consistent with the actual situation in IT industry. We did not reduce the sample size 
of software industry because we tried to avoid some selection bias. Second, the introduction of 
squared terms of R&D intensity may bring collinearity problem. However, this introduction of 
squared terms was necessary due to our research context, and we already employed standardization to 
reduce this problem. Third, since there is a quadratic relationship, it would be interesting to find out 
the maximum or minimum threshold. However, this is not the focus and has not been addressed in this 
study, which might serve as the direction for future research. 
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