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Abstract
In this paper we deal with nonlinear second-order boundary value problems with impulses. The impulsive
functions depend implicitly on the different considered variables and the boundary value conditions are
nonlinear. In both cases functional dependence on the solution is allowed. The existence results follow
from the existence of a pair of well-ordered lower and upper solutions.
© 2006 Elsevier Inc. All rights reserved.
Keywords: Boundary value problem; Impulses; Lower and upper solutions; Functional dependence
1. Introduction
The theory of impulsive differential equations is experiencing a rapid development in last
years. The reason is that it is richer than the corresponding theory of classical differential equa-
tions and it is more adequate to represent some processes arising in various disciplines (see
monograph [12] and references therein).
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ear differential equations with impulses have appeared. One of the main tools used to deduce
existence of solutions is the method of lower and upper solutions. Such a method has been em-
ployed by a large number of authors in nonimpulsive equations. One can see the surveys [6–8]
of C. De Coster and P. Habets for recent and classical results in this field.
One of the most studied types of boundary value conditions have been the periodic ones.
So one can find different kind of existence results for first- [3,20,22], second- [9,17–19] and
higher-order [4,14] periodic boundary value problems with impulses.
Different natural processes involve a nonlinear behavior of the solution at the endpoints
of the interval, some papers in this direction have been obtained for first- [1,2,11,13,15] and
second-order [10,16,21] impulsive equations.
In all the cited papers the impulses are presented in an explicit form, that is, the value of u(t+k )
and/or u′(t+k ) is given as a function of the values of u(tk) and/or u′(tk). In this paper we consider
the case in which both (and more) variables are included in a same expression. Since we do not
impose on the expression to be one-to-one in any on the involved variables, we cannot give, in
general, the values of u(t+k ) or u′(t
+
k ) as an explicit function of u(tk) or u
′(tk).
Moreover, some models in control theory consider the dependence of the solution at the
endpoints involved with its value at the whole interval, so it is interesting to study boundary
conditions in which functional dependence of the solutions was considered, it is the case studied
in [5] for nonimpulsive equations. Here we treat it and consider such a functional dependence
even in the impulsive functions. As far as we know this is the first time in which such kind of
general functions is considered in the theory of impulsive equations.
The paper is organized as follows. In Section 2 we introduce the fundamental tools and no-
tations that will be used along the paper. Section 3 is devoted to the main result of the paper in
which we deduce existence of solutions lying between a pair of well-ordered lower and upper
solutions. It is important to note that in the definitions of these functions we allow corners, that
is, the regularity is weaker than the solutions of the problems. Furthermore, the nonlinear bound-
ary conditions and the implicit impulses cover previous situations given in the literature. So we
generalize those results and give easier proofs of the results. In Section 4 we present an example
of the obtained results.
2. Definitions, notations and preliminary results
In this section we introduce the main tools that we will use along the paper.
For a real valued measurable function u defined a.e. on the interval I ⊂ R, we put for all
q  1,
‖u‖∞ = sup ess
t∈I
∣∣u(t)∣∣ and ‖u‖q =
(∫
I
∣∣u(s)∣∣q ds) 1q .
For given Banach spaces A and B , let C0(A;B) be the set of all functions f :A → B which
are continuous on A. If B = R, we write C0(A). Furthermore, let Cm(I) be the set of functions
having continuous derivatives on I of order i = 0, . . . ,m. For 1  q ∞ we define Lq(I) as
the set of functions u Lebesgue measurables on I such that ‖u‖q is finite. Wm,q(I ) will be the
set of functions u ∈ Cm−1(I ) such that u(m−1) is an absolutely continuous function in I with
u(m) ∈ Lq(I).
It is well known that Cm(I) and Wm,q(I ) are Banach spaces with the norms
‖u‖Cm(I) = max
∥∥u(k)∥∥∞k=0,...,m
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‖u‖Wm,q(I ) = max
k=0,...,m
∥∥u(k)∥∥
q
.
Let p ∈ N, a finite subset P of the interval [0, T ], such that
P = {t1, . . . , tp},
and 0 = t0 < t1 < · · · < tp < tp+1 = T is called a division of the interval [0, T ].
We denote J0 = [0, t1] and, for all k = 1, . . . , p, Jk = (tk, tk+1].
In order to define the concept of solution of our problem we consider the following sets:
CmP =
{
u : [0, T ] → R: for all k = 0, . . . , p, u ∈ Cm(Jk), there exist u(l)
(
t+k
)
,
k = 1, . . . , p and u(l)(t−k )≡ u(l)(tk), k = 1, . . . , p + 1;
l = 0, . . . ,m},
W
m,q
P =
{
u : [0, T ] → R: u|(tk,tk+1) ∈ Wm,q(tk, tk+1), k = 0, . . . , p
}
for m ∈ N∪ {0}, 1 q ∞.
It is not difficult to verify that the spaces CmP and W
m,q
P are Banach spaces with the norms
‖u‖CmP = maxk=0,...,p ‖u|Jk‖Cm(Jk)
and
‖u‖Wm,qP = maxk=0,...,p ‖u|(tk,tk+1)‖Wm,q(tk,tk+1).
Remark 1. Let us note that the convergence of a sequence {un} ⊂ CmP (respectively Wm,qP ) in
this space is equivalent to the convergence of all sequences {(un)|Jk } in Cm(Jk) (respectively
Wm,q(tk, tk+1)) for each k = 0, . . . , p.
We say that f : [0, T ] × S → R, S ⊂ R2, satisfies the Carathéodory conditions on [0, T ] × S
if f has the following properties:
(i) for each x ∈ S the function f (·, x) is measurable on [0, T ];
(ii) for almost each t ∈ [0, T ] the function f (t, ·) is continuous on S;
(iii) for each compact set K ⊂ S there is a function mK(t) ∈ L1[0, T ] such that∣∣f (t, x)∣∣mK(t) for a.e. t ∈ [0, T ] and all x ∈ K.
For the set of functions satisfying the Carathéodory conditions on [0, T ] × S we write
Car([0, T ] × S).
In this paper we are interested in the study of the following nonlinear impulsive boundary
value problem
u′′(t) = f (t, u(t), u′(t)) for a.e. t ∈ [0, T ]\P, (1)
g1
(
u(0), u(T )
)= 0
g2
(
u(0), u(T ),u′(0), u′(T ),u
)= 0
}
, (2)
Ik
(
u(tk), u(t
+
k )
)= 0
Mk
(
u(tk), u
(
t+
)
, u′(tk), u′
(
t+
)
, u
)= 0
}
for k = 1, . . . , p. (3)k k
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(H1) f ∈ Car([0, T ] ×R2).
(H2) Ik ∈ C0(R2) are nondecreasing in the first variable, Mk ∈ C0(R4 ×C1P ) are nonincreasing
in the third variable, nondecreasing in the fourth variable and nondecreasing in the fifth
variable for k = 1, . . . , p.
(H3) g1 ∈ C0(R2) is nondecreasing in the second variable, g2 ∈ C0(R4 ×C1P ) is nondecreasing
in the third and fifth variables and nonincreasing in the fourth one.
Definition 2. A function u ∈ W 2,1P , which satisfies Eq. (1) and fulfills conditions (2) and (3) is
called a solution of the problem (1)–(3).
Remark 3. We note that our boundary conditions include Dirichlet conditions (for the choice
g1(x, y) = x and g2(x, y, z,w,u) = y) as well as the periodic ones (g1(x, y) = y − x and
g2(x, y, z,w,u) = z −w) and a great variety of nonlocal boundary conditions such as
max
t∈[0,T ]
{
u(t)
}= c, u(0) = u(T ) or
T∫
0
u(s)ds = c, u(T ) = d,
where c, d ∈ R. Similar comments are valid for the impulsive conditions.
It is important to note that by defining Ik(x, y) = x − y and Mk(x, y, z,w,u) = w − z we
give existence results for the nonimpulsive problem.
In the present paper our main assumption is the existence of lower and upper solutions of the
problem (1)–(3).
Definition 4. A function α ∈ W 1,∞P is called a lower solution of the problem (1)–(3) if for each
t0 ∈ (0, T ) \ P either
D−α(t0) < D+α(t0)
or there exists an open interval I0 ⊂ (0, T ) \ P such that t0 ∈ I0, α ∈ W 2,1(I0) and
α′′(t) f
(
t, α(t), α′(t)
) (4)
for a.e. t ∈ I0.
For all k = 1, . . . , p, functions Ik(α(tk), ·) are one-to-one and there exist α′(t−k ) and α′(t+k )
satisfying the following properties:
Ik
(
α(tk), α
(
t+k
))= 0Mk(α(tk), α(t+k ), α′(t−k ), α′(t+k ), α).
Moreover, g1(·, α(T )) is one-to-one and there exist α′(0+) and α′(T −) satisfying
g1
(
α(0), α(T )
)= 0 g2(α(0), α(T ),α′(0+), α′(T −), α).
Definition 5. A function β ∈ W 1,∞P is called an upper solution of the problem (1)–(3) if for each
t0 ∈ (0, T ) \ P either
D−β(t0) > D+β(t0)
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β ′′(t) f
(
t, β(t), β ′(t)
)
for a.e. t ∈ I0
is valid.
Moreover, for all k = 1, . . . , p, functions Ik(β(tk), ·) are one-to-one and there exist β ′(t−k )
and β ′(t+k ) satisfying the following properties:
Ik
(
β(tk), β
(
t+k
))= 0Mk(β(tk), β(t+k ), β ′(t−k ), β ′(t+k ), β).
Moreover, g1(·, β(T )) is one-to-one and there exist β ′(0+), β ′(T −) satisfying
g1
(
β(0), β(T )
)= 0 g2(β(0), β(T ),β ′(0+), β ′(T −), β).
To deduce the existence results we assume the following hypotheses:
(H4) There exist a lower solution α and an upper solution β of the problem (1)–(3) such that
α(t) β(t) for each t ∈ [0, T ].
(H5) There exists ϕ ∈ C0([0,∞); (0,∞)) such that
∞∫
0
s ds
ϕ(s)
= ∞ (5)
and ∣∣f (t, u, v)∣∣ ϕ(|v|) (6)
for a.e. t ∈ [0, T ], each u ∈ R such that α(t) u β(t) and each v ∈ R.
3. Existence result
In this section we prove the main result of this paper in which we deduce the existence of
at least one solution of the nonlinear problem (1)–(3). Before doing that, we state the following
existence and uniqueness result for linear impulsive problems.
Lemma 6. Let f˜ ∈ L1[0, T ] and Ak,Bk ∈ R, for each k = 0, . . . , p. Then the linear impulsive
Dirichlet problem⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u′′(t) = f˜ (t), a.e. t ∈ [0, T ]\P ,
u(tk) = Bk−1, k = 1, . . . , p,
u
(
t+k
)= Ak, k = 1, . . . , p,
u(0) = A0,
u(T ) = Bp,
has a unique solution u ∈ W 2,1P , which can be written, for each t ∈ Jk , k = 0, . . . , p, in the form
u(t) =
tk+1∫
gk(t, s)f˜ (s)ds + tk+1 − t
tk+1 − tk Ak +
t − tk
tk+1 − tk Bk.tk
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gk(t, s) =
⎧⎨
⎩
(tk−t)(tk+1−s)
tk+1−tk , if tk  t  s  tk+1,
(tk−s)(tk+1−t)
tk+1−tk , if tk  s < t  tk+1,
for each k = 0, . . . , p.
Proof. The solution of the linear problem can be obtained by solving the following Dirichlet
problems⎧⎪⎨
⎪⎩
u′′(t) = f˜ (t), a.e. t ∈ Jk,
u(tk) = Ak,
u(tk+1) = Bk,
with u ∈ W 2,1(Jk) for all k = 0, . . . , p.
Obviously, gk are Green’s functions related with these problems. 
Now, by assuming that conditions (H1)–(H5) hold, we can define
r = max
k=0,...,p
{
1
tk+1 − tk
}(‖α‖∞ + ‖β‖∞)
and a constant K > r such that
K∫
r
s ds
ϕ(s)
> ‖α‖∞ + ‖β‖∞.
Existence of such a constant is guaranteed by (5) and the fact that ϕ(0) > 0.
Further, let us consider the functions
δK(y) = min
{
K,max{y,−K}} for all y ∈ R,
and
γ (t, u) = min{β(t),max{u,α(t)}} for all t ∈ [0, T ] and u ∈ R,
coupled with functionals Ak,Bk :C1P → R given by
A0(u) = γ
(
0, u(0)+ g1
(
u(0), u(T )
))
,
Ak(u) = γ
(
t+k , u
(
t+k
)+ Ik(u(tk), u(t+k ))),
Bk−1(u) = γ
(
tk, u(tk)+Mk
(
u(tk), u
(
t+k
)
, u′(tk), u′
(
t+k
)
, u
))
,
for k = 1, . . . , p and
Bp(u) = γ
(
T ,u(T )+ g2
(
u(0), u(T ),u′(0), u′(T ),u
))
.
Moreover, we define, for each u ∈ C1P fixed, function f¯u : [0, T ] → R as follows:
f¯u(t) ≡ f
(
t, γ
(
t, u(t)
)
, δK
(
d
dt
(
γ
(
t, u(t)
))))
.
Now, we enunciate the following result. As we will see, it is fundamental in the proof of the
next theorem. It can be proved in a similar way to [23, Lemma 2].
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(i) ddt γ (t, v(t)) exists for a.e. t ∈ [0, T ]\P ;
(ii) ddt γ (t, vn(t)) → ddt γ (t, v(t)) for a.e. t ∈ [0, T ]\P .
So, we are in a position to prove the main result of this paper.
Theorem 8. Assume hypotheses (H1)–(H5) hold. Then there exists at least one solution u ∈ W 2,1P
of the problem (1)–(3) such that
α(t) u(t) β(t) for each t ∈ [0, T ]. (7)
Proof. STEP 1. Existence result of an auxiliary problem.
Consider now the following problem:
(PM)
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
u′′(t) = f¯u(t), a.e. t ∈ [0, T ]\P ,
u(tk) = Bk−1(u), k = 1, . . . , p,
u
(
t+k
)= Ak(u), k = 1, . . . , p,
u(0) = A0(u),
u(T ) = Bp(u).
Note that, from the definitions of functions γ and δK , Lemma 7 and hypothesis (H1), by
redefining ddt (γ (t, u(t))) as zero in the null set in which it does not exist, we have that f¯u is well
defined in the whole interval [0, T ] and it belongs to L1([0, T ]).
Let us define the operator F :C1P → C1P by
(Fu)(t) =
tk+1∫
tk
gk(t, s)f¯u(s)ds + tk+1 − t
tk+1 − tk Ak(u)+
t − tk
tk+1 − tk Bk(u),
for each u ∈ C1P and t ∈ Jk , k = 0, . . . , p.
Here gk are defined in Lemma 6.
Since f¯u ∈ L1([0, T ]), we have that operator F is well defined. Moreover, it is not difficult to
verify that the fixed points of the operator F are the solutions of the auxiliary problem (PM).
From hypothesis (H1) we know that there is h ∈ L1([0, T ]) such that∣∣f¯u(t)∣∣ h(t), a.e. t ∈ [0, T ].
As a direct consequence, we deduce that for each u ∈ C1P and t ∈ [0, T ], the inequalities∣∣(Fu)(t)∣∣ T ‖h‖1 + 2(‖α‖∞ + ‖β‖∞)
and ∣∣(Fu)′(t)∣∣ ‖h‖1 + 2r
are satisfied. These inequalities imply that there exists a bounded, closed ball Ω in C1P , such that
F :Ω → Ω .
Lemma 7, the Lebesgue dominated convergence theorem and the continuity of functions Ak
and Bk imply the continuity of operator F in C1 .P
1020 A. Cabada, J. Tomecˇek / J. Math. Anal. Appl. 328 (2007) 1013–1025It is not difficult to verify that, for all k = 0, . . . , p, the sets
Fk =
{
(F u)|Jk ; u ∈ Ω
}
,
are equicontinuous in C1(Jk).
So let {un} be a bounded sequence in C1P and, as a consequence, {(un)|J0} is bounded in
C1(J0) and there is a subsequence {u1n} of {un} such that {(F u1n)|J0} converges in C1(J0). By
recurrence we can ensure the existence of {ukn} a subsequence of {uk−1n } such that {(F ukn)|Jk }
converges in C1(Jk). So, {F upn } converges in C1P , i.e., operator F is compact.
From Schauder’s fixed point theorem, it follows that there exists at least one fixed point u ∈
Ω ⊂ C1P . It is easy to see that this fixed point u ∈ W 2,1P and it is a solution of the problem (PM).
STEP 2. The solution satisfies the inequalities (7).
Let k ∈ {0, . . . , p}. From the definition of γ , it follows that
α
(
t+k
)
 u
(
t+k
)
and α(tk+1) u(tk+1).
We will show that u− α is nonnegative on Jk .
Assume that there exists ξk ∈ (tk, tk+1) such that
min
t∈(tk,tk+1)
(u− α)(t) = (u− α)(ξk) < 0,
and there exists 	 > 0 such that
(u− α)(ξk) < (u− α)(t) < (u− α)(ξk + 	) = 0 for all t ∈ (ξk, ξk + 	). (8)
Then
D+(u− α)(ξk) 0D−(u− α)(ξk),
i.e.,
D+α(ξk)D−α(ξk).
This inequality, together with the definition of the lower solution α, implies that there exists an
open interval Ik = (ξk, ξk +δ) for some 0 < δ  	, such that ξk ∈ Ik and α ∈ W 2,1(Ik) satisfies (4)
for a.e. t ∈ Ik . So, we have that (u− α)′(ξk) = 0 and
(u− α)′(t) =
t∫
ξk
(u− α)′′(s)ds 
t∫
ξk
(
f¯u(s)− f
(
s,α(s),α′(s)
))
ds = 0,
for all t ∈ Ik , which contradicts (8).
Similarly, we can prove that β − u is nonnegative on [0, T ].
STEP 3. A priori bound of the first derivative.
We will prove that ‖u′‖C0P K . From (7) it follows that
u′′(t) = f (t, u(t), δK(u′(t))) for a.e. t ∈ [0, T ]. (9)
Assume that there exists k ∈ {0, . . . , p} such that
sup
∣∣u′(t)∣∣>K.t∈Jk
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∣∣u′(ξk)∣∣ |u(tk+1)− u(t+k )|
tk+1 − tk  r.
From these two inequalities it follows that there exists an interval [a, b] ⊂ Jk such that the fol-
lowing four cases can occur:
(i) u′(a) = r , u′(b) = K and r  u′(t)K for all t ∈ [a, b],
(ii) u′(a) = K , u′(b) = r and r  u′(t)K for all t ∈ [a, b],
(iii) u′(a) = −r , u′(b) = −K and −K  u′(t)−r for all t ∈ [a, b],
(iv) u′(a) = −K , u′(b) = −r and −K  u′(t)−r for all t ∈ [a, b].
Assume that the situation (i) holds (the other cases are similar).
From (6) and (9) it follows that∣∣u′′(t)∣∣= ∣∣f (t, u(t), δK(u′(t)))∣∣= ∣∣f (t, u(t), u′(t))∣∣ ϕ(∣∣u′(t)∣∣)= ϕ(u′(t)),
for a.e. t ∈ [a, b] and then
u′(t)u′′(t)
ϕ(u′(t))
 u′(t) for a.e. t ∈ [a, b].
Integrating this inequality and using substitution s = u′(t) we have
K∫
r
s ds
ϕ(s)
=
b∫
a
u′(t)u′′(t)
ϕ(u′(t))
dt 
b∫
a
u′(t)dt  ‖α‖∞ + ‖β‖∞,
which contradicts the definition of K and, as a consequence, u satisfies the differential equa-
tion (1).
STEP 4. Impulsive conditions (3) are fulfilled.
In order to prove (3), it is enough to show that
α(tk) u(tk)+Mk
(
u(tk), u
(
t+k
)
, u′(tk), u′
(
t+k
)
, u
)
 β(tk) (10)
and
α
(
t+k
)
 u
(
t+k
)+ Ik(u(tk), u(t+k )) β(t+k ) (11)
for k = 1, . . . , p.
If the first inequality in (11) is not valid, i.e.,
α
(
t+k
)
> u
(
t+k
)+ Ik(u(tk), u(t+k )),
we deduce that α(t+k ) = u(t+k ) and 0 > Ik(u(tk), α(t+k )).
Using (H2) and the inequality α  u, we get
0 > Ik
(
u(tk), α
(
t+k
))
 Ik
(
α(tk), α
(
t+k
))
,
which contradicts the definition of a lower solution.
The second inequality in (11) can be proved in a similar way. Thus, the first equality in (3) is
satisfied.
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α(tk) > u(tk)+Mk
(
u(tk), u
(
t+k
)
, u′(tk), u′
(
t+k
)
, u
)
,
which implies that α(tk) = u(tk). From the fact α  u we have α′(t−k ) u′(tk).
The chain of equalities
Ik
(
α(tk), α
(
t+k
))= 0 = Ik(u(tk), u(t+k ))= Ik(α(tk), u(t+k ))
together with the definition of α, give us the relation u(t+k ) = α(t+k ) and, consequently u′(t+k )
α′(t+k ) (from the fact α  u).
Using (H2), we attain the following contradiction:
0 >Mk
(
u(tk), u
(
t+k
)
, u′(tk), u′
(
t+k
)
, u
)
Mk
(
α(tk), α
(
t+k
)
, α′
(
t−k
)
, α′
(
t+k
)
, α
)
 0.
STEP 5. The solution satisfies the boundary conditions (2).
We will prove that equalities (2) hold.
As in the last step, it suffices to prove that
α(0) u(0)+ g1
(
u(0), u(T )
)
 β(0) (12)
and
α(T ) u(T )+ g2
(
u(0), u(T ),u′(0), u′(T ),u
)
 β(T ). (13)
We will prove the first inequality in (12), by contradiction.
If α(0) > u(0) + g1(u(0), u(T )) then, by using the definition of γ , we conclude that
u(0) = α(0).
According to assumptions (H3) we have
0 > g1
(
α(0), u(T )
)
 g1
(
α(0), α(T )
)
,
which contradicts to the definition of α.
Second inequality in (12) can be proved similarly.
Let the first inequality in (13) be not satisfied, as a consequence, we have u(T ) = α(T ) and
g2
(
u(0), α(T ),u′(0), u′(T ),u
)
< 0.
According to g1(u(0), u(T )) = 0 and the definition of function α, we get
g1
(
α(0), α(T )
)= 0 = g1(u(0), u(T ))= g1(u(0), α(T )).
The definition of α warrants that u(0) = α(0). From these facts and the relation α  u it follows
u′(T ) α′
(
T −
)
and α′
(
0+
)
 u′(0).
Using assumptions (H3) we get
0 > g2
(
u(0), α(T ),u′(0), u′(T ),u
)
 g2
(
α(0), α(T ),α′
(
0+
)
, α′
(
T −
)
, α
)
which contradicts to the definition of α.
In view of STEPS 2–5, we deduce that the function u obtained in STEP 1 is a solution of the
problem (1)–(3). 
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g1
(
u(0), u
)= g2(u(T ),u)= 0, (14)
we can deduce similar existence results by redefining in this case, the lower solution α as in
Definition 4 but assuming
g1
(
α(0), α
)
 0 g2
(
α(T ),α
)
,
and the reversed conditions in β .
Moreover, the following conditions are assumed:
• g1 :R × C0P ([0, T ]) → R is continuous and the functions g1(α(0), ·) and g1(β(0), ·) are
nondecreasing.
• g2 :R × C0P ([0, T ]) → R is continuous and the functions g2(α(T ), ·) and g2(β(T ), ·) are
nonincreasing.
We note that these conditions include the Dirichlet ones as a particular case. In this case the
definition of α and β allow them to be different from 0 at the endpoints of the interval. So we
improve the previous definition of lower and upper solutions for Dirichlet problems given in the
framework of conditions (2).
It is important to note that the multipoint boundary value conditions
u(0) =
r∑
i=0
aiu(τi), u(T ) =
s∑
j=0
bju(ξj ),
with ai  0, i = 0, . . . , r , bj  0, j = 0, . . . , s, 0 < τ0 < · · · < τr  T , 0  ξ0 < · · · < ξs < T ,
are also covered.
Remark 10. If, instead of the implicit conditions (3), we consider the following ones
Ik
(
u(tk), u
)= Mk(u(t+k ), u)= 0, k = 0, . . . , p. (15)
Assuming the existence of a pair of well-ordered lower an upper solutions that satisfies the con-
ditions in Definition 4 but assuming
Ik
(
α(tk), α
)
 0Mk
(
α
(
t+k
)
, α
)
,
and the reversed conditions in β , together with
• for all k = 0, . . . , p, functions Ik :R × C0P ([0, T ]) → R are continuous and the functions
Ik(α(tk), ·) and Ik(β(tk), ·) are nondecreasing;
• for all k = 0, . . . , p, functions Mk :R × C0P ([0, T ]) → R are continuous and the functions
Mk(α(t
+
k ), ·) and Mk(β(t+k ), ·) are nonincreasing,
we can deduce similar existence results to the ones obtained in Theorem 8.
It is interesting that, as a consequence of the two previous remarks, we obtain four differ-
ent existence results by combining boundary–impulsive conditions (2)–(3), (2)–(15), (14)–(3) or
(14)–(15).
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In this section we present an example in which the existence results, given in the previous
section, are exposed.
Example 11. Let us consider the following nonlinear impulsive boundary value problem:
(E1)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u′′ = u5 +√|u′| + cos t, for all t ∈ (0,2)\{1},
u3(1) = u(1+),
u5(1) = −(u′(1))3 + u(1
2
)
+ u
(
3
2
)
,
u(0) = u(2),
u′(0) = u′(2)+ inf
t∈[1/2,3/2]u(t).
It is not difficult to verify that problem (E1) is of the form (1)–(3) for the particular case of
T = 2, p = 1, t1 = 1 and
f (t, x, y) = cos t + x5 +√|y|,
I1(x, y) = x3 − y,
M1(x, y, z,w,u) = −x5 − z3 + u
(
1
2
)
+ u
(
3
2
)
,
g1(x, y) = y − x,
and
g2(x, y, z,w,u) = z −w − inf
t∈[1/2,3/2]u(t).
One can verify that, for a negative constant C  −1, conditions (H1)–(H5) hold for
α(t) =
{
C for t ∈ [0,1],
C3 + [C −C3](t − 1) for t ∈ (1,2],
and β(t) = −α(t) for all t ∈ [0,2].
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