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Since the advent of Terahertz (THz) quantum cascade lasers (QCLs) in 2002, they 
have seen significant improvement in output power, operating temperature, and 
spectral coverage as well as having been widely applied to astronomical applications, 
imaging, and spectroscopy because of their high output power and narrow spectral 
linewidth. In this work, three techniques, self-mixing gas spectroscopy, THz amplitude 
modulation and THz nearfield imaging, will be experimentally studied and 
demonstrated. These techniques can either expand or increase the efficiency of their 
corresponding applications using other techniques. 
The dissertation starts with a brief introduction of the basic knowledge of THz 
QCLs and some characterization methods for a THz system, as well as a summary of 
their main applications and their current capabilities.  
When the lasing of a THz QCL is suppressed, it becomes a quantum cascade 
amplifier (QCA), which compared with a THz QCL can enhance the sensitivity in both 
spectroscopy and imaging applications. A THz QCA has been achieved by adhering an 
antireflection-coated Si lens to the QCL facet and is then used as the source for THz 
gas spectroscopy based on a self-mixing effect, in which the THz QCL functions as 
both the light source and the detector. This offers an approach to achieving a compact 
spectroscopy system with a fast response. 
For spectroscopy, communication and astronomical applications, the ability to 
actively control the amplitude of the THz radiation is desired. This has been 
demonstrated with a graphene loaded metamaterial device, with which and a PID 
feedback loop, the output power fluctuation of a THz QCL is reduced from 1.52% to 
0.043% of the total power. 
An amplitude stabilised THz source is also essential for high resolution THz 
imaging, where amplitude fluctuations will distort the acquired THz images. A 
scattering type nearfield microscope (s-SNOM) with a better than λ/1000 resolution 
has been demonstrated with a tuning fork based atomic force microscope (AFM) and a 
partially suppressed THz QCL. The detection scheme is also harnessing the self-mixing 
effect. Compared with conventional detection methods, this can give a fast response 
and high sensitivity, which are essential for high-speed high-resolution imaging. The 
performance of this home-built THz s-SNOM has then been significantly improved by 
vibration isolation and electronic noise reduction and it has been used to examine a 






spatially map the electric field distribution on a metamaterial device and image 
subsurface plasmons. By using tips of different materials, it has also been found that a 
gold coating can improve the THz sensitivity of the system.  
Afterwards, to optimise the design of metamaterials, a special metasurface has been 
designed to study the influence of the geometric parameters on the optical performance 
of it. This can be achieved by probing the electric field distribution of the metasurface 
with the THz s-SNOM. The dissertation is then concluded with all the results obtained 
and a brief overview of what can be done in the future in related research fields. 
 
Binbin Wei 
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Terahertz (THz) radiation offers many intriguing research opportunities, ranging 
from fundamental science to practical applications. In this chapter, an overview of the 
application of THz radiation and THz sources will be given. At the same time, two of 
the most widely used THz sources, THz quantum cascade laser (QCL) and THz time- 
domain spectroscopy (TDS), will be discussed in detail as well as the production of THz 
functional materials with a metamaterial approach. A brief introduction is then given 
for three important applications of THz radiation investigated later in other chapters, 
which are spectroscopy, communication and imaging.  
The THz region, which lies at the gap between visible light and microwave, as 
shown in Figure 1.1, is usually loosely defined by the frequency range from 0.1 THz to 
10 THz [1], [2]. It is often referred to as the last frontier of the electromagnetic spectrum 
because of the relatively low maturity of components and systems for THz applications, 
compared to photonics and electronics. However, many breakthroughs have been made 
during the last two decades, ranging from the sources, detectors and modulators, etc. 
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[1], [3]–[11], which are the key components for a THz system. This has promoted the 
development of a variety of THz applications, including information and 
communication technology [12]–[15], non-destructive evaluation [16], biomedical 
research and technology [17], [18], environmental monitoring [19], sensing and 
imaging [20]–[22], etc.    
 
Figure 1.2 shows some of currently existing THz sources, which are mainly derived 
from three approaches. The first and oldest approach is optical THz generation. In this 
approach, THz radiation is produced either through nonlinear optical effects (such as 
optical rectification (OR) [23], [24], difference-frequency generation (DFG) or optical 
parametric oscillation (OPO) [25], [26]), or generating an ultrafast photocurrent in a 
photoconductive switch or semiconductor antenna using either electric-field carrier 






The second approach is based on solid-state electronic devices, which have entered 
from the low frequency end of the THz range, among which sits the uni-travelling-
carrier photodiode (UTC-PD) that exhibits promising characteristics [29]. It produces 
high-quality sub-THz waves by the means of photo mixing and the emission is typically 
tunable up to 1.5 THz. The THz waves in a UTC-PD are generated by the optical beating 
of the light from two different wavelength laser diodes (LDs) with the emission 




frequency being defined by the difference between the two wavelengths. They can 
produce a typical power on the order of mW at 300 GHz [30] and µW at 1 THz [31]. 
The final approach is the semiconductor laser, namely THz QCL, which will be 
discussed in detail in the next section. Apart from that, other approaches have been 
explored as well, such as the resonant tunnelling diodes (RTDs) [32], free-electron laser 
[33], etc. 
 
Since being first demonstrated, THz QCLs have become one of the most promising, 
high power, compact source of THz radiation [34]. They utilise intersubband transitions 
inside a semiconductor’s conduction band to achieve THz emission. The advantage of 
using intersubband transitions is that the emission frequency is no longer determined 
directly by the band gap of the materials. Instead, it is set by the design of the active 
region, which enables tuning of the emission frequency over a large bandwidth without 
changing the material system. This is achieved by changing the energy separation of the 
electronic states through changing the size of quantum wells. Though the idea of using 
intersubband transitions for radiation amplification was first proposed in 1971 by 
Kazarinov and Suris [35] in a superlattice structure, it took more than 20 years before 
the birth of the first QCL in 1994 operating in the mid-infrared [36] because of 
significant technical challenges. It took a further 8 years before demonstration of the 
first THz QCL in 2002 [37].   
The first THz QCL worked at 4.4 THz with a maximum operating temperature of 
50 K. Now, with all these years of development, the spectral coverage, output power 
and temperature performance of THz QCLs have seen dramatic improvement. The 
emission frequency covers a range from 1.2 THz to 7 THz [38][39]. As for the output 
power, THz QCLs working in continuous wave (CW) mode can already produce an 
output of 100 mW [40] while the output power of a pulsed one can already reach 2.4 W 
[41].  Meanwhile, the temperature performance has also improved greatly. With the 
application of metal-metal waveguides, the highest operating temperature has reached 
210 K, allowing operation with a thermoelectric cooler [42]. 
 
The basic operating principle of a quantum cascade laser can be understood through 
Figure 1.3 by taking a longitudinal-optical (LO) phonon active region design as an 
example.  In this five-state system, electrons in the state 1'  are injected to the upper 





then takes place between state 5 and 4. The lower radiative state (state 4) is selectively 
delocalized by anticrossing it with the excited state in the wide quantum well (state 3), 
where a fast depopulation through resonant phonon scattering into state 2 happens. As 
a result, the lifetime of state 4 is quite short (usually several ps). The energies of a 
resonant phonon in GaAs and AlAs are around 36 meV and 50 meV, respectively. 
Therefore, the energy difference between state 3 and state 2 is designed to be a value 
between these two numbers depending on the material percentage of the quantum well 
barriers. Here, it is 39.3 meV. In addition, due to a relatively thick barrier, the scattering 
time of the upper lasing state to the injector doublet 2 and 1 is quite long (usually tens 
of ps), so that a population inversion is established. The electrons in state 1 will then be 
injected into the upper radiative state of the next period. This process goes on across the 
whole active region.  
 






























As with other types of lasers, a rate equation model can be used to understand the 
requirements to achieve lasing within a QCL. The active region can be simplified as a 
three-level system, as shown in Figure 1.4 [44]. Population inversion, and thus laser 
action, occurs between level 3 and level 2. The injector is assumed to consist of only 
one level with a constant population gn . Under the right applied bias, it will be aligned 
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with the upper level of the next period so that electrons will be injected via resonant 
tunnelling into the upper state (n=3 state) from the ground state of the injector in the 
previous period at a rate of /J e . Three processes are related to the electrons in the n=3 




respectively and escaping into the continuum with a lifetime esc .  Thus, the following 
relationship exists 
1 1 1 1
3 32 31 esc   
− − − −= + + , (1.1) 
where 3 is the life time of the n=3 state. At the same time, there is also a possibility
that electrons are thermally activated to the state n=2 with an equilibrium population 
2
tn . This process can be approximated by an activated behavior 
/
2 g
t kTn n e−=  , (1.2) 
where gn is the sheet doping density of the injector and Δ is the energy difference
between the Fermi level of the injector and the n=2 state of the laser transition. 
Therefore, assuming that the electron density within the three levels are 1n , 2n and 3n





















= + − −  , (1.4) 











= − − + 
  
  . (1.5) 
Here, S is the photon density, which is defined as the photon flux per period and unit 
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active region width. It has a different unit from the electron density in , which is defined 
as sheet density per period. It should be noted that these equations only represent one 
period of the active region. rn  is the refractive index. tot is the total modal loss, which 
is a sum of the waveguide loss w  and mirror loss m .   is the fraction of the 
spontaneous emission coupled in the laser mode while sp is the lifetime of spontaneous 
emission. cg is the gain cross-section, which is usually considered as one for all the 













=   , (1.6) 
where 32z is the dipole matrix element, 322 is the full width at half maximum (FWHM) 
broadening of the transition,  is the wavelength and pL is the length of the period. 
is the total overlap factor, which indicates the optical overlap of the mode with the gain 
medium [45].  
When the laser operates below the threshold current, the time derivatives in the rate 
equation and the photo density S  should all be zero. In addition, as esc 3τ       τ  , the 
amplified spontaneous emission can be neglected, as it only becomes significant when 
the current is extremely close to the threshold. From the first two equations, the 











 = − − = − 
 
 . (1.7) 
where eff 3 2 32(1 / )   = − is the effective lifetime and relates the population inversion
to the electrical pumping. From the equation (1.7), it can be seen that population 
inversion can only happen when eff 0  , or in other words 2 32  . The threshold 


























The output power P is proportional to the photon density S and the mirror loss m1 by: 











=       
         (1.10) 
with 
p
N , A, and sL  denoting the number of QCL stages, the area of the current cross-
section and the cavity length. When the current density becomes larger than the 
threshold, the gain is clamped and S  climbs linearly. The slope efficiency   for the 
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                         (1.11) 
From equation (1.9) and equation (1.11), it can be seen that to achieve a low threshold 
and high efficiency laser, the following design optimisation should be pursued: a large 
ratio of upper-state to lower-state lifetime 32 2/  , a low waveguide loss w , a narrow 
transition linewidth 32  and a long upper-state lifetime 3 . Following these criteria, 
several active region designs and two types of waveguides have been developed for 
THz QCLs, which will be discussed in the next two sections. 
 
The goal of the active region designs that will be discussed here is to provide the 
maximum gain while minimizing the accompanying loss. Traditionally, the peak gain 










 , (1.12) 
where N is the three-dimensional intersubband population inversion, 21f is the 
oscillator strength between the upper and lower transition states and  is the transition 
linewidth. Up to now, four types of active region designs have been developed. 
 
In a chirped superlattice design, several quantum wells are coupled together in a 
superlattice to create so-called minibands of states when an appropriate electric field is 
applied. A population inversion is established based on the idea that intra-miniband 
scattering (scattering of electrons between the tightly coupled states within the 
miniband) is favoured over inter-miniband scattering. The radiative transition takes 
place between the lowest states of the upper minibands and the highest state of the lower 
















To improve injection efficiency, the bound-to-continuum design shown in Figure 
1.5 (b) was developed [47]–[50]. It is a modification of the chirped superlattice design 
in that the lower radiative state remains the same and the depopulation is still through 
intra-miniband scattering. What makes a difference is that the upper radiative state is 
essentially made to be a bound ‘defect’ state in the minigap [47] so that the injector 
states couple more strongly with the upper state than with the lower miniband, making 
the injection process more selective. Compared with a chirped superlattice design, the 
bound-to-continuum design possesses a more diagonal transition but a smaller oscillator 
strength as the overlap within the miniband states is reduced. As the injection efficiency 
is improved and a longer upper state lifetime is obtained, the bound-to-continuum 
design shows a better temperature and power performance [50]. However, the highest 
operating temperature is still limited because of the scaling of miniband width with the 
photon energy. For a bound-to-continuum design to work, the miniband width w needs 
to be much larger than the broadening of each individual level   and larger than the 
thermal energy kT [51]. The energy of THz photons is around 10 meV for THz QCLs, 
therefore, the miniband width is around this number as well.  At a higher temperature, 
the broadening of each individual level will be larger and either the w  or w kT
condition will be broken when the temperature increases to a certain number. 
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Meanwhile, the depopulation of the upper radiative states through thermally activated 
LO-phonon scattering will be increased at a higher temperature, making it more difficult 
to achieve a population inversion.  
As the name suggests, this design achieves depopulation, which has been discussed 
in Section 1.3.2, through a LO-phonon mediated transition. In this design, the lower 
radiative state is brought into a broad tunnelling resonance with the excited state in the 
adjacent quantum wells, so that its wave function is spread over several quantum wells, 
as shown in Figure 1.5 (c). Consequently, there is a strong spatial overlap between the 
lower radiative state and the injector states, achieving a fast depopulation through LO-
phonon scattering. Since it was first demonstrated at MIT [52], many variations have 
been developed. Also, most of QCLs with high temperature performance are achieved 
through the combination of this design with a metal-metal waveguide [53].  
To achieve very long wavelength operation, hybrid structures have been developed. 
In a hybrid design, phonon-assisted depopulation has been incorporated with a bound-
to-continuum optical transition [51][54], shown in Figure 1.5 (d). The direct coupling 
between the upper state and the extractor well is reduced since they are physically 
separated by the length of the miniband region. The alignment condition on the 
extraction stage is also relaxed by the fact that it has to be satisfied over the width of 
the miniband and no longer over the one of a single state [51]. 
The waveguide is another critical component of a QCL, which is used to confine the 
radiation. There are two things to consider when designing a QCL waveguide: 
maximising the overlap of the waveguide mode with the active region  and 
maintaining a low waveguide loss w . To achieve lasing, at least the following 
threshold condition should be satisfied 
th w mg   = + . (1.13) 
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For a GaAs interface, R1=R2=0.32, and thus the mirror loss of a 2.5 mm laser will 
be 4.56 1cm− . To reduce the mirror loss, a high reflection coating can be applied to the 
facets of the laser. As for the waveguide, unlike the situation in mid-infrared QCLs, it 
is unrealistic to use dielectric mode confinement to confine radiation in a THz QCL for 
two reasons [40]. At first, the guiding layer thickness in such a waveguide scales 
approximately with the wavelength  , so that 10 μm  of material would be required 
to obtain effective confinement, which is beyond the achievable thickness of 
conventional epitaxy process. Furthermore, loss due to free carrier absorption increases 
as 2 for frequencies above the plasma frequency. To overcome these obstacles, two
waveguides using surface plasmons to confine the radiation have been developed. 
When two adjacent media have dielectric constants with opposite signs, there will 
be a surface plasmon at the boundary [55]. In a THz QCL waveguide, it usually exists 
at the metal-semiconductor interface. The electric field vector of the surface plasmon is 
perpendicular to the plane of the interface and the direction of propagation. It has a 
maximum intensity at the interface and decays exponentially when travelling through 
both materials. As the skin depth of surface plasmon in metal is usually very small, its 
intensity decays very quickly into the metal layer. 
In a single-plasmon waveguide, a thin heavily n+ doped layer is grown between the 
active region and the semi-insulating GaAs substrate [37], as shown in Figure 1.6. Since 
the n+ layer is thinner than the THz skin depth, the mode has a large overlap with the 
substrate. As a result, the optical mode is not only confined between the top metallic 
contact layer and the n+ doped layer, but also extends substantially into the substrate, 
as shown in Figure 1.7.  Nonetheless, the overlap with any doped semiconductor is 
small, which contributes to a minimized free-carrier loss.  It is a compromise between 
a large overlap of the mode with the active region ( ) and a small waveguide loss ( wa ) 
to choose the thickness of the n+ doped layer because both  and wa will increase when 
the thickness is increased. Typical values of   lie in the range 0.2-0.5 [56] in a single-
plasmon waveguide.  
However, this waveguide has two disadvantages. The first is that a ridge narrower 
than about 100 μm tends to squeeze the mode into the substrate, which sets a limitation 
of the minimum device area [43]. Secondly, at lower operation frequencies (<2 THz), 
the mode extends further into the substrate, which results in a reduction in   and makes 
it harder for the QCL to lase. Its main advantages are the ability to achieve high output 





power (up to 2.4 W [41]) thanks to the reduced mode confinement and a high quality, 















In a metal-metal waveguide, metal layers are placed above and below the active 
region (Figure 1.8), so that the optical mode can be nearly totally confined inside the 






















Here, waveguide losses are dominated by absorption in the metal, and any re-
absorption from the active region itself [46].  One advantage of this waveguide is that 
it has a good temperature performance due to a large overlap factor, which allows the 
use of a thinner and narrower ridge, giving better thermal management. Its drawbacks 
are the complexity to process, a lower output power and a poor beam profile. At present, 
the most widely used metal in MM waveguides is gold, but copper has demonstrated 
similar performance [57]. 
 
Standard characterization is conducted to test the performance of the laser to see 
whether it works as designed. The most important properties of a THz QCL are the 
electrical performance, current-voltage (IV) and current-light (IL) responses, and the 
spectrum. For applications which need the information of beam size and modal quality, 
a far-field beam profile scan is necessary as well. 
 
Light-current-voltage (LIV) measurements are standard techniques in QCL 
characterisation. Figure 1.10 gives a schematic of the electronic configuration of the 
setup used for LIV measurements. To avoid heat build-up, the THz QCL is usually 
operated in a pulsed mode with high repetition rate (usually 10kHz for a single-plasmon 
THz QCL). The current through the device is measured using a pick-up coil and fed 
into an oscilloscope, which also measures the voltage applied to the device. The output 
power of the laser is detected by a THz detector (such as a Golay cell or bolometer) and 
the signal is then sent to a lock-in amplifier, which requires a reference pulse, supplied 
by a separate function generator at a frequency where the detector has the best signal to 
(b) 




noise ratio (SNR). The reference pulse gates the pulse generator as well as triggering 
the oscilloscope. All the data are finally fed into a NI data collector and displayed 
through a programme written with LabVIEW. 
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LIV responses of  a 2.67 THz single-plasmon waveguide THz QCL with a bound-
to-continuum active region design measured using the method mentioned above are 
plotted in Figure 1.11 (a). At 4.5 K, the threshold current density is 104 -2Acm  and the 
maximum output power is 77 mW. When the operating temperature is increased, the 
threshold current increases and the dynamic range (the current density range within 
which the THz QCL lase) becomes smaller. The highest operating temperature of this 
QCL is 85 K, at which the threshold current is 225 -2Acm . Figure 1.11 (b) shows the 
IV response of the QCL at 4.5 K. As can be seen, the THz QCL goes through 4 stages 
when the bias current/voltage is increased. To explain the difference between the 4 
stages with respect to the alignment of the active region band diagram, the three-level 
system simplification in the rate equation model is utilised, as shown in Figure 1.12. 
The upper radiative state, the lower radiative state and the ground injector state are 
labelled as |1 , | 2 and | g , respectively. At zero bias (stage a in Figure 1.11 (b)), the 
states in all the periods are at the same level, shown in Figure 1.12 (a). During stage b, 
the bias voltage is increased, the states start to shift but are yet to become aligned, shown 
in Figure 1.12 (b). In this stage, the QCL still cannot lase but there is a small leakage 
path from the injector to the injector in the next period. When the laser gain overcomes 





aligned, shown in Figure 1.12 (c). The QCL starts to lase from this point until the start 
of stage d, where the upper state | 2  and ground state | g  starts to anti-cross, shown in 
Figure 1.12 (d). The discontinuous drop in the QCL differential resistance reveals the 













Another important characteristic of a QCL is its spectrum, which is measured 
through Fourier Transform Infrared Spectroscopy (FTIR). A FTIR spectrometer is 
essentially a Michelson Interferometer, where the radiation from the source (THz QCL) 
is directed to a beam splitter. Half of the radiation is reflected from a fixed mirror while 
the other half is reflected from a mirror moving continuously over a specific distance. 
An interference pattern is produced finally when two beams are recombined at the 
detector. 
In this work, a Bruker IFS66v/S FTIR spectrometer is used to take all the spectra 
data and its maximum spectral resolution is 7.5 GHz. The spectra of a 2.7 THz QCL 
with a single-plasmon waveguide and bound-to-continuum active region design at 
different biases are measured. It is operated in pulsed mode at a frequency of 333 Hz to 
minimize heating and to obtain an optimal response from the bolometer. The results are 
displayed in Figure 1.13, which show that there are four modes in this laser. At low bias 
current (1300 mA), it operates in a single mode at 2.676 THz. When the bias current is 
increased to 1500 mA, it becomes multi-mode with a dominant mode at 2.703 THz.  































To measure the beam profile of a THz QCL, the detector is placed on an xyz-stage 
which is driven by a stepping motor. By moving the stage, the detector can scan across 
the x-y plane and, therefore a plot of intensity as a function of position can be recorded. 
Typical beam profiles of a single-plasmon and a metal-metal waveguide THz QCLs are 





It can be seen that for a single-plasmon THz QCL, the light beam is asymmetric in two 
directions because of the shape of the laser facet and mode profile in the waveguide. 
For a metal-metal THz QCL, the light beam is more divergent compared with the one 
for a single-plasmon THz QCL and with multiple lobes. Therefore, for all the self-
mixing setups in this thesis, single-plasmon THz QCLs have been used because of the 
better beam quality, which makes it easier to couple the light from an external cavity 
back into the internal cavity of the QCL. 
 

































THz TDS is a powerful and unique spectroscopic technique with the capability of 
broadband THz generation and detection at room temperature. It has been used for 
contact-free optical property measurements of metal thin films [60], [61], 2D materials 
[62], [63], semiconductors [64], [65], metamaterials [66]–[68] and superconductors 
[69]. It has also been used to identify chemical components because of the THz 
fingerprint of many chemicals [70], [71] and to image buried features due to the strong 
penetration ability of THz radiation [70], [71]. These features make it particularly 
valuable for fundamental science, security, and medical applications. 
 
In a THz TDS system, the time-domain signal directly measures the transient 
electric field rather than its intensity. This is achieved by sampling the unknown THz 
field with a known femtosecond laser pulse, which is referred to as the read-out pulse. 
As the detector is only sensitive if both pulses arrive simultaneously, it records the 




convolution of the short read-out pulse with the longer THz pulse. The optical pulse is 
so short that it can be described as a delta-function, which allows us to measure the THz 
field as a function of time. Furthermore, as the detector is sensitive to the sign of the 
electric field, it gives phase information as well.  
At this moment, the measured signal corresponds to the THz field amplitude at a 
single point in time. To measure the signal at all time-points, the read-out pulse is 
delayed relative to the THz pulse using a mechanical delay line. As shown in Figure 
1.15, the output of the laser is split into two beams. One of the beams generates THz 
radiation, while the other one is used for the read-out of the THz signal. By moving the 


















The THz TDS system used in this work is the Tera K15 from Menlo Systems. The 
laser source is a mode-locked laser with a wavelength of 1560 nm and a repetition rate 
of 100 MHz. Both the THz emitter and detector are photoconductive antennas, which 
will be discussed in the next section. The configuration in Figure 1.15 shows the 
transmission scheme, however, the optical path can be rearranged for reflection 
measurements as well.  
 
The THz emitter is the key component of any THz TDS system. It transforms the 
femtosecond optical pulses emitted by a titanium-sapphire laser or a mode-locked fiber 
laser into picosecond THz pulses. There are three widely used techniques to generate 





When the surface of bulk or film semiconductors is photo-excited by an ultrashort 
optical pulse with photon energy above the bandgap of the material, a charge dipole will 
form in the vicinity of the semiconductor surface. This is because of the combined effect 
of a difference in mobilities for electrons and holes and the break of symmetry provided 
by the surface, which leads to an effective charge separation in the direction 
perpendicular to the surface [73]. 
The second technique is the photoconductive switch, or Auston switch, which 
consists of two transmission line antennas patterned on a semiconductor substrate. It 
uses an above-band-gap laser pulse to generate carriers in the conduction band of a 
semiconductor under an applied bias voltage [74]. The bias accelerates the newly 
formed carriers, which generate an electromagnetic pulse as an electron will emit 
electromagnetic radiation when its velocity changes [75].  
The last technique is generating THz pulses through a nonlinear optical effect, 
namely optical rectification [76]. Optical rectification is the difference frequency 
analogue of second harmonic generation. When a light pulse interacts with a nonlinear 
medium, wave mixing between two frequency components, 1  and 2 , occurs, which 
will generate a sum-frequency component 1 2 + , as well as a difference-frequency 
component 1 2 − . As the optical pulses have significant bandwidths, the high-
frequency components can mix with the low-frequency components within a given 
pulse to produce a pulse at the difference frequency. Since the optical pulses have a 
bandwidth of a few THz, the difference frequencies fall in the THz range. The advantage 
of this approach is that as a non-resonant method, the THz pulse width is not limited by 
the response time of the material but only limited by the optical laser pulse width [74]. 
Some of the shortest THz pulses to date have been generated in this or a similar fashion 
[77], [78]. 
 
Like THz pulse generation, there are also several different approaches for detecting 
THz radiation. For a THz TDS system, as both the amplitude and phase information of 
the signal need to be acquired, coherent detection methods are needed. Thermal 
detectors like bolometers and Golay cells are not suitable here as they can only measure 
the total energy of the THz pulse instead of the evolution of the electric field over time. 
There are mainly two techniques used for THz detection in a TDS system: 
photoconductive detection and electro-optical sampling [79]. 
Photoconductive detection uses a similar or even identical device with the one used 
for photoconductive generation. Unlike in THz generation, the gap between the metal 




antennas on the semiconductor substrate is not externally biased. Instead, the electrical 
bias is created by the electrical field of the THz electromagnetic pulse. When the laser 
beam is focused on the semiconductor gap, it generates free carriers, which increases 
the conductivity of the device. As a result, a current directly proportional to THz electric 
field is generated. Because the carriers in the semiconductor substrate have an extremely 
short lifetime (the carrier lifetime in LT-GaAs is typically about 100 to 300 fs [80]), the 
THz electric field strength is only sampled for an extremely narrow slice 
(femtoseconds) of the entire electric field waveform. Therefore, it gives a sharp 
temporal response, which in turn leads to a large THz bandwidth. The THz-driven 
current is on the order of picoamperes to nanoamperes [80], which means an amplifier 
is needed to acquire the signal. 
When an amplified laser system is used, it is better to detect the pulses via 
electrooptic sampling (EOS) rather than with photoconductive antennas [81], [82]. It 
uses the same materials as for the generation of terahertz radiation by optical 
rectification. It is based on the Pockels effect in which the detector crystal becomes 
birefringent under the influence of an applied voltage. When the optical sampling pulse 
travels through the crystal at the same time as one point in the THz pulse, its polarization 
is slightly rotated. The magnitude of rotation is proportional to the magnitude of the 
THz field while the direction of rotation is determined by the sign of the field. A delay 
line is added to control when the readout pulse arrives at the detector crystal relative to 
the THz pulse. Therefore, the entire pulse amplitude as a function of time can be mapped 
out by scanning the delay line [74]. The signal is acquired through a lock-in amplifier, 
which is phase-locked to an optical chopper that modulates the THz generation. Within 
a pump-probe experimental setup, the chopper is used to modulate the pump beam. 
 
All the TDS measurements in this work are conducted with the Tera K15 from 
Menlo Systems. Therefore, it is necessary to know how to gather useful information 
from the raw waveforms acquired with this TDS system. The waveform for the THz 
pulse after it has passed through four lenses and air (no sample present) is shown in 
Figure 1.16 (a) and its Fourier transform is shown in Figure 1.16 (b). On the waveform, 
there is no current before -83 ps due to a lack of input electric field. From there on, the 
detector receives radiation from the emitter and generates some photocurrent, which 
first increases slightly and then begins to decrease. After this, the charges accelerate in 
opposite directions on the emitter; the induced dipole caused by the separation of 





photocurrent. After -77 ps, the photocurrent starts to oscillate and eventually attenuates 
below the noise floor. In the frequency domain, the signal has the highest amplitude at 
about 300 GHz and the signal level is above the noise floor below 3 THz. Many sharp 
dips can be seen in Figure 1.16 (b), which is due to water absorption.  
 
 
For most of our target applications, the THz QCL will be used as the light source 
and the QCLs fabricated in our group usually operate between 1.5 THz to 3.5 THz. To 
measure devices that work in this frequency range, the TDS system needs to have a 
good SNR. To push the TDS system to have a reasonable SNR between 3 THz and 3.5 
THz, two measures need to be undertaken: using a long integration time and nitrogen 
purging. Figure 1.16 (c) shows the waveform of the pulse in a nitrogen-purged 
environment with 300 s integration time.  Figure 1.16 (d) shows its Fourier transform. 
As can be seen, most of the water absorption lines have disappeared and the noise floor  
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has been pushed up to about 4 THz. 
 A metamaterial sample (which will be discussed in the next section) with gold 
features on a SiO2/Si substrate is then measured in the system. To obtain the 
transmission spectrum of just the gold features, the substrate is taken as a background 
reference. At first, the waveforms of the pulse after passing through both the substrate-
only area and the area with gold features are taken in a nitrogen-purged environment 
with 300 s integration time, as shown in Figure 1.17 (a). Because of the multiple 
reflections on the sample surface, more than one peak appears on the waveforms. The 
time separation between the two peaks is twice the time that it takes for the pulse to 
travel through the sample, which gives the thickness or refractive index when either of 
these two is known. The multiple reflections in the frequency domain introduce a Fabry-
Pérot effect on the transmission spectrum, which will increase the difficulty for data 
analyzing. As one peak contains all the information needed for deducing the 
transmission spectrum, the waveform is truncated to contain a single peak using an 


























































































appropriate window. Here, a 15 ps Hanning window is applied and the resulting 
waveform is shown in Figure 1.17 (b). Both truncated waveforms are then Fourier 
transformed into the frequency domain, shown in Figure 1.17 (c), which shows the 
transmission spectrum of the substrate and substrate plus gold features. Therefore, the 
difference of the two gives the transmission spectrum of the gold features, as shown in 
Figure 1.17 (d). The spectrum shows a reduced transmission at about 2.25 THz as the 
gold features are resonators at 2.25 THz. All the TDS data will be analysed in the same 
way for the following chapters. 
 
The lack of materials that have a strong response in the THz was one of the factors 
that hindered the progress of THz research. The electric response of natural conductive 
materials typically takes place at high frequencies (optics range) [83]. For magnetic 
response, inherently magnetic materials can be found that exhibit resonances at lower 
frequencies (microwave range). As a result, there is a natural breakpoint between 
magnetic and electric response in conventional materials between 1-3 THz, where 
electric response is dying out from the high-frequency end and magnetic response is 
dying out from the low-frequency end [84]. Unfortunately, this is the frequency range 
where most THz QCLs operate but nature does not provide any strongly dielectric or 
magnetic materials. However, the advent of metamaterials provides a solution for 
functional materials in this spectrum region. 
Metamaterials are artificial electromagnetic (EM) media that are structured with 
resonating features, whose size and spacing are much smaller than the wavelength of 
EM waves. As a result, the microscopic detail of each individual feature cannot be 
sensed by EM waves. Instead, EM waves sample the average result of the collective 
response of the whole inhomogeneous objects assembly, which can be characterized by 
an equivalent homogenous material with effective relative permittivity ( r,eff ) and 
permeability ( r,eff ) at the macroscopic level [85]. The EM properties of the material 
are then derived mainly from the structures and sizes of these resonating elements rather 
than from atoms or molecules as for conventional materials [86]. Therefore, 
metamaterials can be engineered to work at a designed frequency with a wide range of 
optoelectronic characteristics, which sometimes cannot be found on natural materials. 
Because of this, the name meta (beyond nature) is given. Examples for this include the 
negative-index materials (NIMs), in which both the permittivity and permeability are 
negative at the same frequencies [87]. NIMs have not been found in nature. 




Various resonator structures have been developed to date, such as wire antenna [88], 
[89], Swiss rolls [90], split-ring-resonator [91]–[94], pair of crosses [95], metallic wire 
grids [95], etc. They have been designed for different applications: mainly electric or 
magnetic response and negative refractive index [66]. Resonant structures with a variety 
of electromagnetic properties have been demonstrated for modulating amplitude [92], 
[96], frequency [97], phase [98] and polarization [66] of EM waves. For negative 
refractive index metamaterials, they can be utilised for exciting applications like 
cloaking of objects from EM fields [99]–[103] and a superlens for nanoscale imaging 
[104], [105]. In this thesis, split-ring-resonator based metamaterial devices are used for 
THz modulation purposes, the detail of which will be discussed in Chapter 3. 
 
Thanks to the advancement in THz sources, detectors, modulators and other THz 
devices, the THz gap is shrinking fast. THz technologies have seen application in a wide 
range of areas. This thesis will explore some of the applications of THz technology in 
spectroscopy, communication and imaging. Therefore, it is necessary to have an 
overview of what THz technologies can offer to these applications.   
 
Spectroscopy studies the absorption and emission of light and other radiation by 
matter as a function of the wavelength of the radiation. Historically, experiments in the 
terahertz region have been performed by Fourier-transform interferometry using 
radiation from a black-body source and a low-temperature bolometer as a detector. It is 
based on Fourier analysis of the time dependence of the reflected/ transmitted pulse, 
which gives the absorption/transmission as a function of frequency. This method is still 
useful today, but its application is limited. Thanks to breakthroughs in THz sources, it 
is now possible to generate broad band THz pulses or continuous-wave THz radiation, 
as discussed in Section 1.2. Room temperature THz detectors have been developed as 
well. The development of THz TDS is one of the main milestones that open a door to a 
whole branch of applications. 
Compared with conventional infrared spectroscopy, THz spectroscopy has some 
important differences. First of all, unlike the absorption of infrared radiation in a solid, 
gas or liquid, which is typically due to the excitation of vibrational modes of the 
intramolecular bonds,  the absorption of THz waves is due to low energy vibrations, 
such as the phonons in a semiconductor crystal or molecular vibrations in an organic 





THz spectroscopy an important tool in identifying different substances, especially when 
they are hidden behind other layers because many materials are transparent to THz 
radiation [106]. In addition, as a low energy and non-ionizing radiation, it is suitable for 
spectroscopy of biomedical samples [107]. 
For security checks, THz spectroscopy makes it possible to differentiate explosives 
from safe materials [108]. Most common explosives have characteristic absorption lines 
in the range 0.2–3.0 THz, and these can be investigated even when covered by clothes 
or paper, which have no spectral lines in this region. As a particular spectroscopic 
signature is unique to an individual compound, it is also possible to determine if a 'white 
powder' is an explosive or a harmless entity, even in the presence of 'confusion 
materials' that have a similar visual appearance. 
In the cultural heritage field, because of the unique spectral signatures of different 
materials, THz spectroscopy can be used to analyse artists’ materials [109]. This 
provides a non-invasive approach to obtain material information of ancient artworks, 
which is very useful for art conservation and restoration [110]. 
In the pharmaceutical industry, it is essential to know the polymorphic form of a 
compound as different polymorphic forms of the same compound may have different 
effects on the human body. THz spectroscopy can be used to investigate the differences 
between the two polymorphic forms of a compound as it can reveal information about 
the crystallinity of a material [111].  
At the same time, in astronomy, THz radiation is also one of the most-used 
diagnostics, harboring spectral signatures of ions, atoms, and molecules that are 
important for astrometric studies. As a result, THz spectroscopy will facilitate our 
understanding of the composition and origin of the Solar System, the evolution of matter 
in our Galaxy, and the star formation history of galaxies over cosmic timescales [112].  
For fundamental research, THz spectroscopy, especially THz TDS, offers an 
approach to probe the optical properties of materials and to characterise THz devices 
[60], [62]–[64], [69], like THz modulators, which in another way, promotes the 
development of THz technologies. 
 
Compared to traditional microwave wireless communication, THz communication 
has the potential to achieve a much higher data transmission rate. According to the 
Shannon formula [113], the information capacity C is associated with the bandwidth, 
W, and the SNR: 




2= log (1 )C W SNR+  . (1.15) 
Therefore, a wider bandwidth can in principle offer a higher information capacity. 
It is obvious that the use of a higher carrier frequency in the THz range (0.1–10 THz) 
is mandatory when the minimum bandwidth reaches several tens of GHz. At the same 
time, THz signals also allow higher link directionality and offer a lower chance of 
eavesdropping when compared to their millimeter counterparts [114]. 
The biggest obstacle for THz communication is atmospheric attenuation [115], 
which limits the transmission distance. Because of this, the carrier frequency should be 
chosen depending on the application as the attenuation becomes stronger towards higher 
frequencies, as shown in Figure 1.18. For long distance (1-10 km), medium distance 
(100 m-1 km), and indoor (10 m-100 m) communications, < 150 GHz, <350 GHz and 
<500 GHz carrier frequencies need to be chosen, respectively [30]. There are two 
transmission windows above 600 GHz, which can also be used for indoor 
communications. Above 1 THz, the atmospheric attenuation is so strong that it is only 





THz waves are also appealing for space communications. On one hand, compared 
to microwave communication, THz communication can offer higher information 
capacity and does not suffer from the atmospheric attenuation for communications 
beyond the low earth orbit. On the other hand, compared to free space optical 





longer THz wavelengths give much larger beam widths, which increases the tolerance 
of beam alignment between the transmitter and the receiver. 
There are two approaches to building up a THz communication system: photonics-
based approaches and all electronics-based approaches. For photonics-based 
techniques, a high modulation index is obtained with optical-to-THz conversion using 
photon-mixing. A high-speed amplitude and/or phase coding is also introduced from 
optical coherent network technologies, which have been widely developed since the 
2000s and are now a mature platform for fibre-optic core networks [116]. Coming to 
THz communication, photonics has played a key role in the THz transmitter field. The 
UTC based communication systems have been developed in several laboratories [117]–
[121] and up to 100 Gbit/s data transmission rate has been achieved [121]. Regarding 
THz receivers, electronics-based approaches remain more efficient. The most widely 
used receiver is a waveguide-integrated detector using GaAs Schottky barrier diodes 
initially developed for radio astronomy applications [122]. Many THz communication 
systems use photonic transmitters combined with an electronic receiver. Some all 
electronics-based systems have been developed by borrowing techniques from radio 
astronomy [123], [124]. 
In many photonics-based THz communication systems, especially in networks using 
a modulation scheme known as quadrature amplitude modulation (QAM) [125], [126], 
a THz amplitude modulator is needed. Many THz modulation techniques have been 
developed, based on semiconductor electron-hole modulation [127], [128], 
metamaterial modulation [129]–[132] and some other modulation schemes. Active 
control of the output power of a THz QCL with a metamaterial modulator will be 
discussed and demonstrated in Chapter 3, which will be very useful for future THz 
communication. 
 
Imaging with THz radiation has several advantages because it is a different region 
of the electromagnetic spectrum and can provide complementary information to that 
obtained with radiation at other frequency ranges. Compared to lower frequency 
imaging, it can achieve a higher spatial resolution because of the shorter wavelength; 
compared to the higher frequency imaging (infrared and visible light) it can image 
hidden objects as many commonly used materials, such as bags, clothes, many plastics, 
etc., are relatively transparent to THz radiation. Its high sensitivity to water content 
along with the fact that it is non-ionizing finds it applications in biomedical sciences, 
agriculture, etc. In addition, because many materials carry a unique THz spectroscopic 




signature, THz radiation can be used for material recognition combined with 
spectroscopy methods. 
Despite the fact that the potential value of THz imaging has been recognized for 
quite some time, the first THz imaging system was demonstrated just two decades ago 
in 1995 after the THz TDS system was developed [133]. Before that, it was hindered 
by the lack of suitable THz sources and detectors. Since then, a variety of THz sources 
and detectors have emerged, and many THz imaging systems have been developed to 
meet different application needs. Depending on the sample and the information of 
interest, either transmission or reflection imaging can be adopted. In addition, on top of 
active illumination imaging, passive THz imaging, which captures THz radiation either 
emitted or scattered by the imaging objects instead of illuminating the object with a 
light source, has also become an important topic of research [134], [135]. 
There are two limitations for conventional THz imaging. The first one is the long 
imaging acquisition time. Because of the lack of THz cameras, in most THz imaging 
systems, image acquisition is done through raster scanning the sample pixel by pixel. 
The development of a fast and sensitive THz focal plane array detector has been a 
research goal in this field for many years. One of the earliest attempts is to use a large-
area electro-optic crystal, which converts the THz signal to optical signal, therefore a 
conventional CCD can be used to acquire the image [136]. However, the large area of 
the optical read-out beam means that a high power or amplified laser pulse is needed, 
which makes the system large and complex. Therefore, this approach is impractical for 
many applications. The combination of the invention of the THz QCL and the 
microbolometer focal plane array makes it possible to do video-rate imaging with a 
compact system as the output power of a THz QCL is large enough to be detected by 















CMOS 32×32 80 0.3 – 1.3 0.4 140 30 
GaAs 
heterostructure 
64×64 1500 0.05 – 0.7 1 50 24 
Microbolometer 320×240 50 0.6 – 4.0 0.03 18 (at peak) 25 






Up to now, four types of focal plane arrays have been developed, with their typical 
specifications displayed in Table 1.1 [139], [140]. All of them operate at room 
temperature with video-rate readout. The availability of these array cameras will 
significantly facilitate THz research with high power sources. For instance, one such 
camera can be used to optimizing the alignment of a delicate THz optical path, which 
is usually challenging. 
Another approach to improving the image acquisition speed is single-pixel imaging, 
which produces images by interrogating a scene with a series of spatially resolved 
illumination patterns while measuring the correlated intensity on a detector without 
spatial resolution [141]–[146]. It is a compressing imaging method, in which images 
can be acquired with fewer measurements than image pixels [146]. In single-pixel 
imaging, a single-pixel camera is usually used. It consists of a spatial light modulator 
(SLM) and a single-pixel detector (SPD). The SLM generates random masks for the 
illuminating light or the receiving light. When one measurement is done, the signal from 
the SPD is a random combination of information from all the pixels. An image of the 
scene is reconstructed from M ≤ N (N is the pixel number, which is determined by the 
SLM) light measurements taken by a single sensor sequentially from different 
combinations of the N pixels as determined by random 0/1 test functions, where ‘0’ 
means light cannot transmit the SLM at this pixel while ‘1’ means light can transmit at 
this pixel. When considering THz imaging, the difficulty will be the THz SLM. Up to 
now, mainly two types of SLMs have been achieved for THz applications.  
A metamaterial SLM has been developed for a THz single-pixel imaging system 
[144], shown in Figure 1.19 (a). In another way, the optical pulse used to generate the 
THz pulse can be modulated with a conventional SLM, which will produce a spatially 
modulated THz pulse [141], shown in Figure 1.19 (b). Many image reconstruction 
methods have been developed as well thanks to the advances in signal processing [147], 
[148][149], [150]. However, research is still ongoing, trying to understand precisely 
how the image properties are compressively sensed, and to develop new algorithms to 
reconstruct an image. 
Another limitation of conventional THz imaging is the resolution. Due to the much 
longer wavelength, it cannot achieve a resolution as high as its visible or infrared 
counterparts with conventional imaging techniques due to diffraction. Many new 
techniques have been developed to push the resolution beyond the diffraction limit, 
among which nearfield imaging techniques have seen many applications in THz 
frequency range. A detailed introduction of THz nearfield imaging will be given in 
Chapter 4. Most of these techniques were adapted from more conventional photonics or 





There are also some sub-wavelength imaging techniques which are unique to the 
THz range. One such example is Laser Terahertz Emission Microscopy (LTEM) [151]–
[153]. Many materials emit a burst of THz radiation when illuminated with short optical 
pulses because of ultrafast photogeneration of charges followed by carrier acceleration 
in a local potential. This generated THz signal can be detected in the far field, using 
common optoelectronic techniques. In a LTEM, the sample is illuminated with a 
femtosecond laser pulse, focused using conventional optics to the diffraction limit. The 
optical illuminating beam is raster scanned across the sample and the corresponding 
THz signal is taken at each scanning position to form the THz image. In this way, the 
image not only contains information about the THz response of the sample, but also has 
a spatial resolution determined by the optical spot size rather than by the THz 









This thesis focuses on the application of THz technology with a THz QCL in two 
different areas: spectroscopy and nearfield imaging, as well as providing power-stable 
and controllable THz sources for various THz applications. 
Chapter 2 demonstrates THz spectroscopy based on the self-mixing effect of a 
quantum cascade amplifier (QCA). The concept of a QCA and the principle of self-
mixing spectroscopy are discussed. Based on these concepts, an exemplar gas 
spectroscopy setup is designed and demonstrated. 
In Chapter 3, the output power of a THz QCL is stabilised and actively controlled 
with a graphene loaded metamaterial modulator. This involves the design, simulation, 
fabrication and test of the modulator, which is then incorporated into a feedback system 
to control the output power of a THz QCL. The effectiveness of the stabilization is 
evaluated with the Fourier transform and Allan Variance. 
In Chapter 4, a THz scanning-type nearfield microscope is homebuilt based on a 
THz QCL and a quartz tuning fork atomic force microscope. The principles of nearfield 
imaging and atomic force microscopy are discussed. The system is built and 
demonstrates a resolution better than λ/1000 on THz image. The performance of the 
system is further improved by reducing tip oscillation and electronic noises. 
In Chapter 5, the application of the THz nearfield imaging system is explored with 
different samples. Imaging of plasmonic resonance, electric field mapping and 
subsurface imaging are demonstrated. The influence of the tip material on the 
performance of the system is studied as well. Furthermore, THz metamaterials with 
varied geometric parameters have been designed based on COMSOL simulations and 
THz TDS measurements and have been fabricated to study the influence of different 
geometric parameters on the optical properties of the metamaterial devices. These 
samples can also be measured in a THz s-SNOM system, which will help people to 
understand the working mechanism of this type of devices and find directions to 
optimise the device design.  
Chapter 6 summarises all the work having been done in this thesis and gives 
suggestions of potential improvement or applications for current techniques. Several 
new research ideas closely related to the work presented in this thesis are proposed as 
well. 
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THz spectroscopy can provide information which cannot be obtained with 
spectroscopy at other frequency ranges. In this chapter, a THz gas spectroscopy system 
based on a THz quantum cascade amplifier is proposed and demonstrated. A THz QCL 
is first made into an amplifier, which can be achieved in several different approaches, 
as to be discussed. This is then put into an external cavity as the light source for the 
spectroscopy system, which utilises a self-mixing detection method by monitoring the 
laser voltage. Measurement of methanol absorption is demonstrated with this system. 
Furthermore, two critical elements for achieving a broadband spectroscopy system with 
an external cavity THz QCL, broadband antireflection coating and frequency tuning are 
discussed. 
As at other frequency ranges, a THz amplifier is useful to produce coherent radiation 
with high SNR at the THz frequency range. This work builds on the modification of a 
THz QCL gain medium to achieve an amplifier [155]. Two requirements need to be 
satisfied to achieve a THz amplifier in this case, namely, gain of THz radiation and 
suppression of the lasing.  The first condition is automatically met when using the ridge 
of a QCL as the gain medium of the amplifier. To suppress lasing, an angled front facet 
could be utilised to minimise facet reflections [156]. However, it deforms the wavefront 
as well as the beam quality, resulting in a severely astigmatic beam. Another method is 
applying an anti-reflection coating on one of the QCL facets, which is the most 
commonly used method [155] and will be discussed in the next section.  
According to the Fresnel equations, two conditions need to be met to achieve zero 
reflection:  
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Another material having been exploited is parylene C, which has a refractive index 
of 1.62 [159].  It is often used in industrial applications as a coating layer for corrosion 
resistance and electrical insulation. It possesses many properties, such as deposition of 
films >10 µm, good thermal and mechanical stability, low absorption across the THz 
range (11.0 ± 2.2 cm-1 at 2.0 THz [160]), which lend it to an effective THz AR coating. 
Taking the QCL active region refractive index of ~3.6 and a surrounding refractive 
index of 1, the reflectivity as a function of film thickness when parylene C is used as 
the AR coating can be calculated, as shown in Figure 2.2 and gives a minimum 
reflectivity of ~3% for an optimum coating thickness of 16 µm at 2.9 THz.  
ARn airn cavitynwhere  is the refractive index of the coating,  and  are the refractive index 
of the air and the cavity medium, m is an odd integer and  is the wavelength of 
radiation. A schematic diagram of the coating is shown in Figure 2.1. As the refractive 
index of a THz QCL ridge is about 3.6 [157] and the refractive index of air is nearly 1.0 
in the THz frequency range, this gives a refractive index of 1.9 for the anti-reflection 
(AR) coating. Therefore,
2SiO  becomes an ideal material for AR coating because its 
refractive index can be tuned between 1.9 and 2.1 depending on the deposition method 
and parameters used during the coating process [158]. However, according to equation 
(2.1), the thickness of the coating increases as the frequency of the laser goes down. 
Generally, a coating thickness of 10-20 µm (13.16 µm for 3 THz and 19.74 µm for 2 
THz if the refractive index of the
2SiO  is 1.9) is necessary at THz frequency range, 
which poses a great difficulty on the coating process as it is challenging to get 
2SiO
coating thicker than 10 µm.  

































Full suppression of THz radiation from a 2.9 THz QCL with parylene C coating has 
been demonstrated [155]. The parylene C coating is deposited onto both facets of the 
laser by vapour deposition under vacuum conditions at room temperature with a rate of 
0.2-0.3 µm per minute. Actual coating thicknesses are measured from planar GaAs 
control chips coated during the same process runs. The optimal thickness measured in 
the experiments is 17.7 µm instead of the calculated 16 µm. The discrepancy between 
the observed experimental and theoretical AR coating thickness on the laser facet to 
fully suppress lasing is attributed to (a) the differences in coating a planar to a facet 
surface and (b) potential variations in the refractive index of parylene, since a reduction 
of 0.1 equates to increasing the optimum thickness by ~1 µm.  
 
For many applications, such as spectroscopy and imaging [162], the THz QCA is 
utilised in an external cavity. In this case, only one fact of the laser is coated, and an 
external reflector is put next to it, acting as the second cavity mirror, as shown in Figure 
2.3 (a). The lasing will be restored with the external cavity when the cavity loss is 
reduced to below the gain of the active region.  
To make it easier to couple the radiation from an amplifier to the external cavity and 
then couple it back, a silicon lens is usually attached onto one facet of the laser.  Instead 
of applying an antireflection coating directly on the laser facet, the silicon lens is coated 
first and then attached to the laser facet, as shown in Figure 2.3 (b). As the antireflection 




coating is now on Si, which has a refractive index of around 3.43 [163], it is still 
effective to use parylene C as the antireflection coating. Furthermore, as the square root 
of the refractive index of Si (1.85) is closer to 1.62 than that of QCL cavity (1.9), a 
lower minimum reflection can be achieved (2% instead of 3% compared to coating 
directly on the QCL facet). 
 














A QCL (QCL-A in Appendix A) with a 2.9 THz bound-to-continuum active region 
design is modified into a QCA with an AR coated Si lens. The thickness of coating is 
18 µm. A gold coated flat mirror is then put next to the Si lens to form an external cavity 
QCL. The LIV responses of the original laser, the QCA and the external cavity QCL 
are displayed in Figure 2.4.  
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When the AR coated lens is applied on the QCL, the lasing is totally suppressed and 
the QCL becomes a QCA. When the mirror is added, the lasing is restored and the 
maximum power reaches the similar level as the original QCL. However, the threshold 
current of the external cavity QCL is still higher than the original QCL, which means 
the loss of the external cavity (mainly comes from the coupling loss) is larger than the 
internal laser cavity.  
 
When the emitted laser radiation is coupled back from an external reflector into the 
internal laser cavity through an emission facet of the laser, the reflected radiation will 
interfere with the internal laser field, which will cause a perturbation to many 
characteristics of the laser, such as emission frequency, threshold gain, output power 
and terminal voltage [164]. This effect is called self-mixing. In the case of a QCL, self-
mixing will induce a perturbation on the differential resistance of the QCL as it will 
influence the photon density and thus photon-assisted transport. The result is a voltage 








In a QCL, it is hard to couple a large number of photons back to the cavity because 
of the facet reflection. However, in a QCA, as the facet is covered with AR coating, this 
can be easily achieved. When a gold coated flat mirror is put next to the QCA, an 
external cavity QCL will be formed, as shown in Figure 2.3 (b), and the lasing can be 
restored. Figure 2.5 gives the current-voltage curve (measured with the same setup 
shown in Figure 1.10) of a 2.9 THz QCA (modified from QCL-B in Appendix A) with 
and without external feedback from the gold coated flat mirror. The QCL is operated in 
pulsed mode (10 kHz, 5 duty cycle). The voltage perturbation is the difference between 
the two current-voltage curves. As can be seen, the highest voltage perturbation for the 
external cavity QCL can reach 125 mV. In addition, the voltage perturbation is 
correlated with the intensity of the external cavity QCL, which is measured at the rear 
facet of the QCL. This proves an enhanced photon-assisted transport. Therefore, the 
external feedback strength can be measured by monitoring the voltage of the QCL. 
It needs to be mentioned here that the QCA self-mixing setup here is different from 
a normal QCL self-mixing setup, where there is no AR coating on the QCL facet. For 
the latter situation, the system operates at a weak feedback scheme and the voltage 
perturbation signal VSM is not only dependent on the feedback strength but also sensitive 
to the phase difference between the internal laser field and the external feedback 
because of the interference between them [165].  
Therefore, any change on the optical path length and the wavelength will affect the 
self-mixing signal as well. For the QCA approach, as there is no internal laser field, no 
interference exists in the system. Therefore, the self-mixing signal is solely determined 
by the feedback strength. 
 
THz molecular spectroscopy has significant scientific potential since many 
absorption and emission molecular lines of interest in astrophysics [2] and atmospheric 
sciences fall in this spectral region [166], where many chemical species have very 
strong characteristic rotational and ro-vibrational transitions. Moreover, for gases, the 
typical absorption strengths are ~100 times stronger than in the microwave region. The 
QCL is a particularly attractive source for this application as it offers a quantum-limited 
spectral purity below any other semiconductor sources [167]. To date, most THz QCL 
spectroscopy approaches have required external instrumentation (detectors, mixers or 
spectrometers). Clearly the self-mixing detection approach afforded by the THz QCL 
offers several operational advantages. 
 














If a QCL reveals a significant stark shift, the spectrum of it will be shifted within a 
frequency range when the applied bias on it is tuned.  In such a situation, when the laser 
goes through a gas-cell containing gas with absorption lines at this frequency range, 
there will be some absorption lines on the current-intensity curve of the QCL, as shown 
in Figure 2.6.  
In addition, when the gas-cell is put inside an external cavity (as shown in Figure 
2.7), the external cavity will provide a frequency, thus voltage dependent feedback to 
the internal cavity. Considering the effect of self-mixing, there should also be a dip on 
the current-voltage curve where the voltage is equal to the corresponding voltage of the 
frequency at which there exists the absorption line. Therefore, this effect can be utilised 
for spectroscopy. Compared with the traditional approach for spectroscopy by 
measuring the frequency-intensity curve with a frequency tuneable QCL, this approach 















For self-mixing spectroscopy, three critical elements need to be determined before 
carrying out the experiment, which are the active region design, waveguide type of the 
THz QCL as well as gas species. First of all, bound-to-continuum active region design 
is chosen as the radiation transition in it is usually quite diagonal, which can contribute 
to a large stark-shift [38]. As to the waveguide, single-plasmon waveguide is chosen for 
the reason that it gives a good beam quality, therefore, the laser radiation can be easily 
coupled back into the internal cavity. Most of the devices to be used in this experiment 
work at frequencies around 2-3 THz, where methanol has many strong absorption lines. 
As a result, methanol is utilised in this work.  
 
The absorption spectrum of methanol is simulated to find a suitable frequency range, 
where there are strong methanol absorption lines but no strong water absorption lines. 
Water lines will introduce background noise when the experiment is performed in an 
ambient environment and should be avoided. In the ambient environment, it is difficult 
to accurately control the pressure of the water vapor. If water absorption lines overlap 
with some methanol lines, these lines cannot be used for gas spectroscopy as the 
humidity of the environment might change over time and it will be difficult to isolate 
the absorption of methanol from water vapor absorption. As a result, it is essential to 
find a spectral range where methanol does not have overlapping absorption lines with 
water vapor. When the spectral range is decided, the light source can be chosen from 
the THz QCLs which can lase in this spectral range.  
For gas spectroscopy, the most significant parameter is the absorption strength/ 
coefficient 
gas . It determines the single pass Beer–Lambert power transmission factor 
T, which can be obtained from the Beer–Lambert law as 
gas gasexp( )T L= −   (2.2) 
where 
gasL is the length of the gas-cell. The absorption coefficients of water and 
methanol can be calculated using cataloged data from Jet Propulsion Laboratory (JPL) 
database [168]. The cataloged absorption coefficient values are calculated at 300 K, 
which can be converted into HITRAN [169] intensities with a temperature adjustment 
to values at 296 K (the temperature at which all the parameters in HITRAN database 
are taken and of the lab where the experiments will be conducted) with the following 
equation [170] 









" 1 1 300
(296 K) exp






    
 − −    
     
 . (2.3) 
Here, HS is the line intensity, aI is the isotopic abundance of the gas, JPLI is the line 
intensity from the JPL database, h  is the plank constant, c  is the speed of light,  "E  is 
the lower-state energy of the transition (can also be obtained from the JPL catalog) and 
Bk  is the Boltzmann constant. For linear molecules, n=1 and n =3/2 for nonlinear 
molecules. The number 182.99792458 10  is used to convert the units from nm2MHz of 
JPL to HITRAN units cm-1/(molecule/cm2). The line intensities are incorporated with a 
Voigt profile to account for self-broadening at 1 Torr, giving a FWHM of 30 MHz (from 
the HITRAN database [169]). It also accounts for the Doppler broadening, the FWHM 
of which can be calculated through the following equation [171] 
ij A B
FWHM






=                           (2.4) 
where 
ij  is the wavenumber of the spectral line transition (cm
-1) in vacuum, M is the 
molar mass of the isotopologue in grams and 
AN is the Avogadro constant.  
The absorption spectra of methanol and water have been simulated with this method 
within the spectral range between 2.245 THz to 2.255 THz at 1 Torr and 296 K, shown 
in Figure 2.8. The absorption intensity of water is magnified by 10 times for clarity. As 
can be seen, there are many methanol lines between 2.2458 THz and 2.2472 THz and 
there is no water absorption line in this region, which makes this spectral range suitable 









A 2.25 THz single-plasmon QCL (QCL-C in Appendix A) is utilised as the light 
source firstly because it hits the right spectral range, can operate with a single mode 
within a large current density range and has a bound-to-continuum active region [172]. 
The layer structure of the active region as well as the conduction band diagram of it 
calculated with Nextnano under an electric field of 1.6 kV/cm is shown in Figure 2.9. 
The calculated transition energy is 9.087 meV, which corresponds to 2.2 THz.  
 






















The transition frequencies at different bias voltages are calculated as well, as shown 
in Figure 2.10. When the bias voltage is increased from 1.5 kV/cm to 1.8 kV/cm, the 
transition frequency changes from around 2.1 THz to 2.29 THz, which is a very large 
shift. This shows that this active region design has a potential of achieving a large Stark-
shift. However, in practice the bias voltage of a QCL cannot be changed by such a large 
value because of the limited dynamic range, which will limit the frequency tuning range. 
Also, as the longitudinal modes are constrained by the cavity length, stark-shift can only 
cause mode hopping in a QCL. However, according to the Kramers Kronig relationship, 
because of stark-shift, the refractive index of the active region will be tuned when the 
bias voltage is changed. Therefore, fine frequency tuning of a THz QCL can still be 




achieved by changing the bias voltage, but the tuning range will be small as the current 
change induced refractive index change is usually small.  
 

























































Spectra of QCL-C at different currents are then measured with the FTIR, shown in 
Figure 2.11. The spectra are plotted with the intensity normalised and show a central 
frequency at about 2.2473 THz, which is 47.8 GHz higher than the transition frequency 
calculated with the Nextnano. The difference mainly arises from two places, the 
difference between the nominal layer thickness and the real layer thickness and the 
simplifications made in the Nextnano calculations. Despite the difference, the Nextnano 
calculation gives a close prediction of the emission frequency of a THz QCL. It can be 
also seen from Figure 2.11 that the lasing frequency is shifted by 1 GHz (from 2.2468 
THz to 2.2478 THz) when the bias current is increased from 725 mA to 850 mA.  
 





































QCL-C (2.5 mm ridge) and another QCL (QCL-D in Appendix A, 2 mm ridge) 
made from the same wafer (V208), are measured in the setup in Figure 2.6. It is found 
that an absorption dip on the current-intensity curve can be seen even without a gas-
cell, as shown in Figure 2.12.  The current-intensity curves of the devices are then 
measured when the Golay cell is placed at different locations: just next to the high-
density polyethylene (HDPE) window of the cryostat or behind two parabolic mirrors. 
For both QCLs, when the Golay cell is put next to the window, there is no absorption 
line on the current-power curve. However, when the Golay cell is 15 cm away after two 
parabolic mirrors from the window, a strong absorption dip can be seen on both of the 
current-power plots. As there is no gas-cell in the optical path, the absorption is not 
from methanol. One possibility for this is the absorption of water vapor in the air. 
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To confirm this assumption, two other experiments are conducted. In the first 
experiment, the current-intensity curves of QCL-D are measured when the Golay cell 
is put at different distances from the THz window. The intensity values are normalised 
so that the strength of absorption can be compared at different distances. If it is 
absorption of water vapor, the absorption strength should increase when the distance 
gets larger. The results are plotted in Figure 2.14 (a), which confirms that the dip on the 
curve is due to absorption of something in the air.  
The second experiment is designed to further confirm that the absorption is from 
water. In this experiment, the whole THz system is put inside a large sealed plastic box 
with a small hole on the top surface of it (a schematic diagram of the setup is displayed 
in Figure 2.13).  Before the measurement, nitrogen gas is injected into the box from the 
top surface. Consequently, nearly all the water vapor inside the box will be forced out.  
















The current-power curves of the laser (shown in Figure 2.14 (b)) are then measured 
when there is a continuous nitrogen gas flow and every five minutes after the nitrogen 
gas flow is turned off. It is evident that, when the air in the sealed plastic box is replaced 
by nitrogen gas, the absorption line disappeared. Also, it can be seen that, after the gas 
flow is stopped, the absorption line becomes stronger as the air goes back into the box 
gradually. These two experiments demonstrate that the dip is due to absorption of water. 
Therefore, the two lasers are not suitable for methanol gas spectroscopy. 
 































































When checking Figure 2.8 again, a strong water absorption line can be found at 
2.2475 THz, which is very close to frequency of QCL-D (2.2473 THz) when the current 
is 0.8 A. Even though it is 5 times weaker compared to the methanol absorption lines 
around the same frequency, it absorbs a large amount of the THz QCL power.  This 




proves the assumption of water absorption and demonstrates that the absorption 
spectrum simulation method used here is valid. 
 
As the QCLs from the V208 wafer (QCL-C and QCL-D) have been identified as 
unsuitable for gas spectroscopy because of the strong water absorption line, another 
THz QCL needs to be found as a suitable light source. To find a suitable frequency 
range, the absorption spectra of water and methanol are simulated with the method 
described in the previous section. It is found that there is no water absorption line 
between 2.352 THz and 2.354 THz. Meanwhile, there are several strong methanol 




Therefore, a 2.352 THz QCL (QCL-E in Appendix A) which has the same active 
region design but not from the same wafer with the V208 lasers is chosen and tested. 
Figure 2.16 shows its spectra at different currents, which give a centre frequency of 
about 2.352 THz.  
When the current is increased from 0.67 A to 0.94 A, the emission frequency is blue 
shifted by about 2 GHz. Compared to a V208 QCL, the frequency of the QCL-E is 
slightly higher. There might be two reasons for this. Firstly, the thickness of the layers 
in different MBE growth processes can differ by about 1% . In addition, even if two 
QCLs are processed from different parts of the same wafer, because of the growth rate 
difference from the center to the edge, there will be a thickness change on each layer, 
thus shifting the frequency. Therefore, QCL-E already meets two conditions of a 
suitable light source for self-mixing spectroscopy. 

































V220 250um 1.5mm 10kHz, 6%DC, bolometer,














The last but most important condition of the light source is a measurable self-mixing 
signal. To increase the sensitivity, a QCA instead of a QCL is used here. The QCA is 
achieved in the same way as discussed in Section 2.1.2 from QCL-E, namely by 
attaching an anti-reflection coated Si lens onto one QCL facet. The thickness of the 
antireflection parylene C coating is 22 µm. It is then made into an external cavity QCL 
with a flat gold coated mirror. Figure 2.17 shows the LIV response of the QCA with 
and without external feedback. A voltage perturbation of 90 mV is achieved when using 
a flat gold mirror as an external feedback element. Up to now, QCL-E has met all the 
requirements of the light source and therefore will be used in the final experiment.  
 















































Figure 2.18 shows a schematic of the final setup for the self-mixing gas spectroscopy 
experiment. The QCA (modified from QCL-E) is operated at 10 kHz with 6% duty 
cycle. A traditional double pass gas cell (with 210 mm path length) has been 
constructed: a vacuum arrangement with polyethylene windows, a methanol gas 
reservoir, dual gas bleed valves, a vacuum gauge and high vacuum pumping to control 
the gas concentration in the cell. The full spectroscopy arrangement collimates the THz 
beam from the QCA using a pair of off-axis parabolic mirrors which passes through the 
gas cell, as shown in Figure 2.18. Also incorporated into the set-up is a traditional Golay 
cell detector; as lasing is only rebuilt with optical feedback, the measured THz output 
signal will be dependent on the level of feedback which is determined by the THz 























For signal acquisition, to be able to detect and record the small voltage perturbation 
signal, a differential detection method is utilised in this work. As shown in Figure 2.18, 
pulser 1 generates a 10 kHz pulse to bias the QCL. A second pulser (pulser 2) is used 
to generate a reference signal, which has the same repetition rate (10 kHz) and pulse 
duration as the bias pulse. The two signals are then fed into a differential amplifier after 
passing through a band pass filter, which will filter the background noise. The amplified 
differential signal is then measured with a lock-in amplifier. Before the measurement, 
the amplitudes of the two pulses are adjusted to get a minimum differential signal. 
During the measurement, when the terminal voltage of the external cavity QCL changes 
because of the gas absorption induced optical feedback change, it will generate a larger 
differential signal, which is determined by the gas concentration. 




To demonstrate the effectiveness of this approach, both the optical power and the 
voltage perturbation signal of the external cavity QCL with a gas cell are recorded at 
the same time with different methanol concentrations. Figure 2.19 shows the 
measurement results. When the methanol pressure is increased from 0 mbar to 24 mbar, 
the output power reduces, and this is replicated in the voltage perturbation. An 
absorption feature can be seen on both graphs at different gas pressures. The position 
of the absorption feature is different at different pressures, which might due to the 
refractive index difference of the gas at different pressures. 
 






























































Furthermore, the position (QCL bias current) of the maximum absorption at 
different gas pressure on the two graphs matches with each other, as shown in Figure 
2.20. Therefore, instead of measuring the output power, the voltage perturbation can be 
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For this setup, even though the lasing of the QCL is suppressed, the reflectivity of 
the laser facet is still above 3% (3% is the lowest reflectivity that can be achieved with 
parylene C, as shown in Figure 2.2). Therefore, the QCL cavity mode will still influence 
the lasing mode. When the current, thus the frequency is changed, the phase difference 
between the internal cavity and the external cavity will change, which will generate a 
self-mixing fringe when the external cavity feedback is a weak feedback. However, in 
this case, the system operates at a strong feedback regime, therefore, the influence of 
the internal cavity is negligible and there is no self-mixing fringe. 
Compared to measuring the power, there are three advantages measuring the 
terminal voltage. First of all, the response of terminal voltage change is very fast, which 
is determined by QCL dynamics and is usually at picosecond level [173]. In addition, it 
is more sensitive to measure the voltage than to measure the power. Also, an additional 
power detector is not needed for the self-mixing setup, making it possible to achieve a 
compact system. 
 
For gas spectroscopy, it is desirable to have a broadband system. A broadband self-
mixing spectroscopy system can be achieved if the normal external cavity QCL can be 
replaced with a broadband external cavity QCL. There are two requirements to achieve 
this. The first one is to have a broadband THz QCA, which requires an active region 
with a broadband gain and a broadband lasing suppression. Several THz QCL active 
regions with broadband gain have been developed up to now [38], [49], [174]–[177], 
which is not the focus of the work in this thesis and will not be discussed in detail. The 
broadband lasing suppression can be achieved either through a broadband AR coating 
(Section 2.6.1) or applying AR coating centred at different frequencies on the two facets 
of the QCL (Section 2.6.2). The second one is an external element to tune the frequency 
of the external cavity QCL, which will be discussed in Section 2.7. 
 
A broadband AR coating at THz frequency range is essential for achieving a 
broadband THz quantum cascade amplifier, which could be used for a wide range of 
applications, such as frequency tunable external-cavity THz QCLs, spectroscopy, etc.   
Due to the small bandwidth, standard dielectric quarter-wave AR coatings discussed 
in the previous section are not suitable for applications with multiple wavelengths or 
broadband terahertz emission. As a result, new structures need to be exploited to 
promote research in these areas. To date, several structures have been developed to 




achieve broad band AR at THz frequency range. To begin with, ultrathin (nm thickness) 
metallic layers were demonstrated to work as efficient impedance-matching layers in 
the terahertz frequency ranges and show broadband performance [178]. This method 
was then improved further by using randomly nanostructured gold films, which reveals 
a significantly better broadband AR performance than homogeneous metal films at least 
in the terahertz frequency range [179]. It has been experimentally demonstrated that 
reflected electric field amplitude of a broadband terahertz pulse in a silicon substrate 
can be suppressed to below 1% of that without coating. However, when a THz wave 
passes through such a coating, there is a severe absorption, which will significantly 
reduce the input power. 
Another possible approach to achieving broadband AR coating is using the thin film 
structure, which has been widely used to achieve a designed reflectivity for a variety of 
optical components and can achieve better AR properties. Figure 2.21 gives an example 




At Z=-L, the x  component of the electric field xE and the y  component of the 
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where 1Z  is the impedance of the first layer and r is the field reflectivity.  As a result, 
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Here, loadZ is the value of the ratio x y(0) / (0)E H  existing on the plane 0z = . It is the 
input impedance of whatever lies to the right of 0z = . layerZ is the impedance of the 
layer being considered.  According to equation (2.8), there are two special situations 
 
2
in layer loadquarter-wave layer:     tan( )= ,         /kL Z Z Z = .  (2.9) 
in loadhalf-wave layer:     tan( )=0,          kL Z Z=  .                 (2.10) 
Considering the case of using a series of quarter-wave layers and according to equation 
(2.7), to achieve totally anti-reflection, the following condition needs to be satisfied: 
             in 1Z Z=  . (2.11) 
Assuming that the multilayer is composed of one layer with refractive index 1n  and a p 
times’ repetition of two different layers with refractive index being 2n  and 3n  
respectively, then the input impedance for the first layer will be 
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As a result, the condition of anti-reflection is 
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If one more layer of refractive index 2n  is added to the multilayer film, then the anti-











 . (2.14) 
If there is just one layer, then the condition becomes 





1 2 airn n n= .  (2.15) 
which is just the condition described in equation (2.1). Therefore, instead of just coating 
a single layer, it seems to be a promising approach coating a multilayer on the facet to 
achieve a better anti-reflection condition. When it comes to the THz QCL coating, in a 
two layer situation, if the refractive indexes of the two layers are 2.85 and 1.517 and 
they are coated with quarter-wave thicknesses at 3 THz, the reflection spectrum of the 
coating will be the one shown in Figure 2.22. It gives a reflectivity of below 0.1% from 
2.8 THz to 3.2 THz. Therefore, if suitable coating materials can be found, this approach 
can provide a very low reflectivity within a broadband. 
 

























Meanwhile, a so-called multilayer inverted photonic structure was developed based 
on the gradient index anti-reflection theory [181]. This structure seems to be promising 
to provide broadband AR for a THz QCL cavity as it could be fabricated on GaAs 
substrate and have a good AR performance at the THz frequency range. For a three-
layer design, its structure is shown in Figure 2.23, which can be fabricated using iron 
etching. According to the simulation, these structures can achieve a reflectance smaller 
than 0.1 at frequency from 2 THz to 10 THz. In addition, by changing the structure 
period and depth, the AR frequency range can be tuned.  
 





Another approach to achieving broadband QCA is applying AR coatings centred at 
different frequencies on the two facets of a broadband THz QCL. Here, silicon lenses 
with AR coatings at 2.8 THz and 3.0 THz are attached on the facets of a single-plasmon 
THz QCL with a bound-to-continuum active region design (QCL-F in Appendix A) 
[182] and 1.1 mm cavity length. The transmission spectra of the two lenses are shown 
in Figure 2.24. For both AR coated lenses, the transmission is higher than 67% from 
2.75 THz to 3.0 THz, which is the spectral range of QCL-F. 
 























 2.8 THz antireflection coating
 3.0 THz antireflection coating
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Figure 2.25 gives the current-voltage-intensity response of QCL-F with different 
configurations. When only one lens (with AR coating at 3.0 THz) is attached onto one 
facet of the QCL, the QCL is partially suppressed and the output power is about 10 
times lower compared to the original laser. After the second lens (with AR coating at 
2.8 THz) is attached, the QCL is totally supressed from lasing. The figure also shows 
that current-voltage responses of the QCL are different in the three configurations. The 
terminal voltage of the QCL is higher when lasing is suppressed. The reason is that 
when the lasing is suppressed, the photo-assisted transport in the semiconductor active 
region of the QCL is lower, therefore the resistance is higher. 
 











 Particially suppressed with one AR coated lens































Furthermore, to evaluate the performance of the QCA as an amplifier, as shown in 
Figure 2.26 (a), it is put next to a seeding laser (QCL-G in Appendix A), which has the 
same active region design as the QCA (V557), on the same cold finger. The distance 
between the seeding laser and the QCA is about 0.5 mm. The seeding laser is also 
processed into a single-plasmon waveguide and has a cavity length of 2.5 mm. During 
the experiment, the bias current of the seeding laser is kept at a fix value while the bias 




current of the QCA is increased from 0 A to 1.1 A. Figure 2.26 (b) displays the output 
power of the whole system at different seeding laser bias currents. When the QCA bias 
current is larger than 0.2 A, there is a power enhancement on the system, which is 
dependent on the QCA bias current. The enhancement reaches the maximum when the 
QCA bias current is at Jmax (the current at which the original laser for the QCA has the 
highest power). The corresponding gain curves of the QCA at different seeding laser 
bias currents have been calculated as well (gain= out in10log( / )P P ), as shown in Figure 
2.26 (c). Here inP is the power without the amplifier while outP  is the power with the 
amplifier. The gain curves all follow the same trend and the highest gain is achieved at 




























































The spectra of this system in different operating conditions, shown in Figure 2.27, 
have been measured with an FTIR as well to study the influence of the QCA on the 
emission frequency of the seeding laser. The bottom graph (with no QCA bias current) 
in Figure 2.27 gives the spectra of the seeding laser after the radiation goes through a 
QCL ridge. As can be seen, five modes exist at different bias currents and there is a red 
shift on the frequency of the main lower frequency (2.83 THz) mode when the bias 
current is increased. When the QCA is biased above the threshold current, the red shift 
is not present anymore and the emission frequency is dominant by the seeding laser 
despite the fact that there is still difference between the spectra of the same seeding laser 
current when the QCA bias is different.  
From Figure 2.26 (b), it can be seen that the gain of the QCA is almost consistent 
when the seeding laser bias current is changed from 1 A to 1.6 A, which means the gain 
of the QCA covers at least a spectral range from 2.83 THz to 2.91 THz  (the frequency 
of the two main modes of the seeding QCL). A wider spectral coverage of the gain curve 
can be achieved if an active region with a broader gain curve is utilised. 
 








































When a broadband THz QCA is ready, a frequency tuning element is then needed 
for the external cavity laser. A variety of approaches have been developed to tune the 
frequency of a THz QCL. 
 
One of the original method to tune the frequency of a QCL is by changing the 
operation temperature of it as the temperature dependence of the refractive index 
causes a decrease in frequency towards higher temperatures. Nonetheless, this is a rather 
inconvenient and inherently slow approach and the frequency tuning range is small with 
a maximum fractional frequency change of at most 33 10−  [183]. 
Electric field tuning offers another approach. Stacking together two active region 
designs with different frequencies in a single QCL makes it possible to switch the lasing 
between two frequencies by changing the bias voltage applied on the device [184].  
Also, using some special active region design, the QCL can lase at another frequency 
by reversing the applied bias [185]. In addition, a THz QCL which could be tuned in a 
step-wise manner from 3.07 to 3.40 THz by changing the applied electric field across 
the device has been demonstrated by reducing the gallium growth rate successively 
during growth of the active region [186].  Furthermore, Stark shift of the intersubband 
transition could be exploited to achieve step-wise frequency tuning [38]. A 240 GHz 
shift has been achieved through this approach. A broadband multimode laser with 
emission spanning over 1.2 THz of bandwidth has also been demonstrated by 
employing a single active region design based on a resonant phonon two-quantum well 
scheme [187]. 
A common method used to achieve single mode operation of a laser is distributed 
feedback, which could also be adopted to a THz QCL. Since the grating is written into 
the crystal of the laser, there is small flexibility to mechanically change the periodicity 
of it. Consequently, this method usually needs to be used with the combination of the 
previous two methods. One feasible approach to achieve a broad tuning range is to 
fabricate a DFB-QCL arrays [188]. Another potential approach is to produce a 
periodicity switchable grating inside the waveguide of a QCL using surface acoustic 
waves (SAW). Simulations have been conducted to theoretically examine the feasibility 
of it [189]. 
A novel tuning mechanism based on a unique ‘wire laser’ device for which the 
transverse dimension is much smaller than the central wavelength was demonstrated by 




Hu et al. from MIT [190]. Sinusoidal corrugations are etched on one side of a metal–
metal ridge waveguide to provide first-order distributed feedback to achieve single-
mode operation and the transverse mode outside the solid core was manipulated by a 
movable object to change the resonant frequency of the cavity, thus tuning the laser, as 
shown in Figure 2.28. A 137 GHz (3.6%) tuning from a single laser device at 3.8 THz 
was achieved with continuous single-mode redshift and blueshift tuning for the same 




More recently, a method of tuning terahertz lasers via graphene plasmons was 
reported [191]. In this work, a hologram designed to define multi-colour THz QCL 
emission was firstly introduced to the metalized laser ridge surface as a series of 
subwavelength slits to achieve an aperiodic distributed feedback (ADFB) QCL, as 
shown in Figure 2.29. Then, a layer of graphene was transferred onto the ADFB QCL 
and a polymer electrolyte (LiClO4, PEO) layer was manually deposited over the 










On top of the above methods, tunable THz emission has also been achieved through 
difference frequency generation in mid-infrared quantum cascade lasers. Room 
temperature single mode THz emission from 1.0 to 4.6 THz with output power up to 
32 μW was obtained respectively within two mid-infrared active regions based on the 
single-phonon resonance scheme and a Cerenkov phase-matching [192]. Furthermore, 
an external-cavity terahertz quantum cascade laser source tunable between 1.70 and 
5.25 THz was demonstrated with a Littrow configuration, as shown in Figure 2.30 
[193]. Despite the advantage of the ability to work at room temperature, there are two 
difficulties to overcome within this approach. Firstly, due to the low efficiency of the 
difference frequency generation, at present the output power of such devices is 
relatively low compared with a THz QCL. Besides, apart from the THz radiation, there 






External cavity QCL is a research field that attracts intensive attention regarding to 
frequency tuning. In external cavity lasers, tunable feedback is provided by the insertion 
of a controllable optical element like a grating or a movable mirror [194]. In practice, 
there are two things to consider for achieving an effective external cavity. The first one 
is to efficiently suppress the unwanted reflections at the device facet. At present, this is 
commonly achieved by depositing an AR coating on the device facet coupled to the 
external optics [158][159]. Another thing is to improve the coupling efficiency of the 
radiation to an external element. In this case, a silicon hyper-hemispherical lens can be 
attached to the facet to focus the light, thus enhancing the coupling efficiency [195]. A 
grating is the most commonly used feedback element and by tuning the angle of a 
grating a 165 GHz tuning can already be achieved, as shown in Figure 2.31 [195]. 






Among all the previous discussed approaches, the external cavity method is 
promising for self-mixing spectroscopy as an external cavity always exists in a self-
mixing setup. There are two differences between the setup discussed in Section 2.5 
(Figure 2.18) and a broadband setup: the normal QCA needs to be replaced with a 
broadband QCA; a frequency selective element (be it a grating or metamaterial 
frequency modulator) instead of a flat mirror is needed as the external reflector, as 
shown in Figure 2.32.  The broadband amplifier has been discussed in Section 2.6. For 
external cavity frequency tuning, two methods have been developed in our group: 
grating and graphene loaded metamaterial arrays. Here, the first approach will be 


































The external cavity tuning configuration is also based on a fully suppressed THz 
QCL (or QCA) as the gain medium, which is optically coupled to a Littrow grating to 
provide the optical feedback. The ruled reflection (Littrow) grating was made using low 
expansion glass as the substrate with aluminum on top, for a blaze wavelength of 112.5 
µm (2.67 THz), a groove density of 7.9 g/mm and nominal blaze angle of 26.75 deg.  
The grating behaves as a band-pass filter where the bandwidth is determined by the 
beam spot size on the grating: the larger the illuminated area on the grating, the narrower 
the reflection bandwidth is. Figure 2.33 (a) shows a schematic of this Littrow grating 
configuration while Figure 2.33 (b) gives the reflection spectra of the grating at different 







The THz QCA (modified from QCL-A in Appendix A) source is a 2.2 mm long, 
250 µm wide 2.9 THz bound-to-continuum active region single plasmon QCL coupled 
to an AR coated silicon lens. Directly mounting the AR coated silicon lens on the front 
facet of the laser reduces the reflection from the laser/air facet of the laser. The hyper-
hemispherical lens also provides a more collimated beam. The dominant feedback 
frequency is determined by the angle of the grating, such that an 8 degrees shift of the 
angle would theoretically cover ~1THz, as shown in Figure 2.33 (b), which covers the 
widest QCL lasing bandwidths [176]. 
Adjusting the grating angle, single mode frequency tuning is achieved. As shown in 
Figure 2.34 (data taken by my colleague Dr. Yuan Ren), 103 GHz tuning is achieved 











Frequency hopping is observed between the longitudinal modes of the device spaced at 
17 GHz, which is due to longitudinal cavity modes associated with the Fabry-Pérot 
waveguide. To achieve continuous frequency tuning, this needs to be avoided and the 
reflectivity of the QCL facet needs to be further reduced, which requires an AR coating 
with a broadband response and better performance. 
 

















































 +28.1o  2.831 THz
 +27.9o  2.848 THz
 +27.7o  2.864 THz
 +27.5o  2.900 THz
 +27.3o  2.916 THz










Figure 2.35 shows the laser emission wavelength as a function of the grating angle. 
The solid line represents the theoretical calculation of the wavelength, as 2 sind =  
(α is the light incident angle and d is the line spacing of the grating). The deviations of 
the measured wavelength values from the calculated ones are within the 17 GHz free 
spectral range of the Fabry-Pérot cavity of the laser itself. The tuning range of this 
external cavity as a percentage of centre frequency is 3.6%. The performance of this 
set-up is consistent with previously published external cavity results, 90 GHz centred 
at 4.8 THz (1.9% range) using SiO2 as the AR facet coating and a mechanical mirror 
[158] and 165 GHz centred at 4.4 THz (3.8% range) using a silicon lens coated with 
low density polyethylene with a Littrow grating [195]. However, the use of Parylene C 
extends this approach across a wider frequency range and in particular lower THz 
frequency range that is interesting to spectroscopic applications.  





























In this chapter, a self-mixing spectroscopy setup has been demonstrated using a THz 
QCA. Several key elements (light source, gas and data acquisition method) of the setup 
are discussed and an exemplar experiment is performed to demonstrate the effectiveness 
of this approach. A potential approach for broadband spectroscopy has been proposed 
as well. 
The self-mixing spectroscopy system is based on an external cavity THz QCL, 
which consists of a THz QCA and an external feedback element. In this work, an AR 
coated Si lens is attached to one facet of a THz QCL to make it an amplifier.  
The active region design for the amplifier to be used for the setup is then decided by 
considering whether it has a clear Stark-shift for tuning the frequency through changing 
the bias. The final choice of the active region design is a bound-to-continuum design 
with a central transition frequency around 2.3 THz. The simulated transition frequency 
of it shows a clear Stark-shift. Two THz QCLs are fabricated from two different wafers 
with this active region design. Their emission frequencies are 2.247 THz and 2.352 
THz, respectively. 
The 2.247 THz laser is first tested and features a strong water absorption line when 
the bias current is around 0.8 A, which is confirmed by the absorption line simulation 





experiments. Around 2.352 THz, the simulated absorption spectra present no strong 
water absorption lines but many methanol absorption lines. As a result, this THz QCL 
has been chosen as the final light source. 
The 2.352 THz QCL is made into a QCA, which forms an external cavity THz QCL 
with a gas cell in the optical path of the external cavity. The self-mixing signal (voltage 
perturbation) is recorded with a differential signal method, which is comparable to the 
power signal taken at the same time with a Golay cell. It shows that the voltage 
perturbation is proportional to the methanol pressure. 
Finally, a proposal for broadband gas spectroscopy with a THz QCA is suggested. 
Two approaches to achieving a broadband QCA, broadband AR coating/structure (the 
thin film structure and the inverted photonic structure) and two AR coated lenses, have 
been discussed as well. The two-lenses approach has demonstrated about 80 GHz 
bandwidth, which is promising for broadband spectroscopy applications. An external 
cavity THz QCL with a broadband QCA and a grating as frequency tuning element is 
then demonstrated, which gives about 103 GHz frequency shift with a 1.1-degree 
grating angle change. 
The work in this chapter has demonstrated the potential of using a THz QCA for gas 
spectroscopy with the self-mixing detection method. Compared with using a THz QCL, 
this approach can give higher sensitivity as the QCA is more sensitive to the external 
feedback change. The self-mixing detection offers a fast response and the possibility of 
a more compact spectroscopy system. It also removes the need of a THz detector and 
has a potential for broadband gas spectroscopy applications.    
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In this chapter, an all-electronic approach to actively stabilising the output power of 
a THz QCL is demonstrated, using a graphene loaded metamaterial device. This 
configuration can be used to generate a stable THz signal or one with a designed 
waveform. To demonstrate the effectiveness of this approach, a THz modulator based 
on graphene and metamaterials is designed and fabricated. The theory of modulation, 
design procedures, including finite element software simulation, and fabrication process 
of the metamaterial device are also discussed. A series of experiments are then designed 
and implemented to confirm the results of both theory and simulation.  
THz QCLs are widely used solid-state sources for astronomical applications [196], 
imaging [162], and spectroscopy [197] because of their high output power [46] and 
narrow spectral linewidth [167].  A THz source with a stable output power is needed 
for many applications. During astronomical observations, long integration times are 
required to achieve a suitable SNR, which requires the amplitude of the light source to 
be kept stable within the integration time [198]. For imaging, it is also important to have 
a stabilised THz source for conducting accurate quantitative measurements of a sample. 
In QCL-assisted spectroscopic applications [199], active amplitude stabilization is also 
required, e.g., when monitoring the presence/concentration of noxious or greenhouse 
gases with high precision. Additionally, THz wireless communication is a promising 
application of THz sources; there have already been successful demonstrations of high 
bit rate sub-THz communications [125], [200]. In many protocols for communication 
applications, precise control of the laser intensity is required, thus aiding the reduction 
in bit error rate.  
However, there are many factors that introduce fluctuations into the THz QCL 
output power. Firstly, it is sensitive to bias voltage instability and temperature 
fluctuations [201], which are intrinsically present in the measurement setups used to 




operate the laser [202]. In addition, light propagating through an external unpurged 
atmosphere suffers from extra power fluctuations due to strong THz absorption [203]. 
Furthermore, frequency instabilities will lead to power fluctuations as well: both 
quantum limited frequency fluctuations [167] because of intrinsic line broadening and 
mode-hopping due to changing operating conditions. Therefore, it is of great importance 
to realise an active stabilization of the output laser power. 
Significant work has been done to stabilise the QCL frequency. With mode-locking, 
the frequency fluctuations can be reduced below 1 kHz [167] and with active bias 
current control the frequency stability has been improved from 15 MHz to 300 kHz 
[204].   
To date, amplitude stabilisation of the THz QCL has concentrated on passive control 
of the operating conditions of the QCL through precise control of the cryostat’s 
temperature and using a stable power source. An alternative active approach is 
compensating the fluctuation through active amplitude modulation, which can be done 
by active control of the transmission through an external element. In reference [202], a 
swing arm attenuator (voice coil), the transmission of which can be tuned by changing 
the bias voltage, is used to modulate the output power of a THz QCL, as shown in Figure 
3.1 (a). A proportional-integral-derivative (PID) control loop is then used to keep the 
laser output power stable: when the power measured on the hot electron bolometer 
mixer (the DC current of the mixer) increases, the attenuation of the voice coil will be 
increased and vice versa.  The power transmitted through the attenuator in two laser 
working modes (free running and amplitude stabilised) are shown in Figure 3.1 (b). 










The approach used in this work, in order to make the system more compact, is to 
replace the voice coil with a graphene loaded metamaterial modulator. The transmission 
of the modulator can be tuned by changing the bias voltage applied on the graphene. A 
PID control loop is used to adjust the bias in response to the transmitted laser power. 
 
To achieve amplitude stabilization, an active amplitude modulator is typically 
employed, and graphene loaded metamaterial arrays provide an extremely promising 
solution, particularly in terms of modulation depth, speed [205] and ease of 
implementation [91]. Metamaterials provide strong confinement of the EM radiation at 
a designed frequency [92], primarily determined by the shape and size of the resonant 
unit, rather than its material composition, and are normally engineered as metallic 
features on a dielectric substrate. The electrical conductivity of graphene can be 
significantly tuned by modifying the carrier concentration [206]. The combination of 
these concepts is the key to achieving efficient tunable reflectivity/transmittivity within 
a certain frequency range. To date, many THz modulators have been developed based 
on graphene loaded metamaterials [207] with different resonator structures, among 
which the split-ring resonator (SRR), with a schematic geometry shown in Figure 3.2 
(a),  has proved to be suitable for amplitude modulation purposes. Compared to the 
conventional dipole antenna structure, the SRR has a sharper resonance, which is 



















3.2 Graphene loaded metamaterial as a THz amplitude modulator 
 
68 
The SRR elements were first proposed for negative permittivity metamaterials 
[208]. The same year saw the fabrication of  an SRR array on a semiconductor substrate 
for modulating THz radiation [92]. In this device, the SRR array and the substrate form 
a Schottky diode, as shown in Figure 3.2 (b). The current density and thus conductivity 
of the substrate at the gap can be tuned by varying the bias between the Schottky and 
Ohmic contacts.  An equivalent circuit model (shown in Figure 3.2 (c)) is built to study 
the electric properties of the device, with L being the inductance of one sub ring, R being 
the Ohmic loss of the SRR, C being the capacitance and VR   being the dissipation loss 
due to the substrate free carrier absorption within the split gap. The total impedance of 














  .          (3.1) 
At resonance, the reactance of the circuit is zero, which means the imaginary part of 
Z is zero (










=  . (3.2) 
As can be seen from equation (3.2), when varying the bias, the value of VR  and C, 
which are determined by the current density of the substrate within the split gap, will 
change, thus altering the resonant frequency. The Q factor of the circuit, which 
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Increasing the bias will increase the depletion in the substrate, giving a larger R and 
C, which will increase the Q factor and vice versa. Therefore, active modulation of the 
amplitude can be achieved through this approach. An alternative of using a Schottky 
diode is to use a layer of graphene to tune the capacitance and resistance within the split 
gap area. Graphene loaded SRRs operating with ultra-low bias have been demonstrated 
[209], [210], and 100% modulation depths have been achieved by combining an active 
metamaterial with a THz QCL [97]. In this thesis, an SRR device based on this approach 
is designed to operate at 2.85 THz (the frequency of the laser that will be used) and 
fabricated. 
3.2 Graphene loaded metamaterial as a THz amplitude modulator 
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The device used in this work is based on the SRR modulator reported in reference 
[97]. Figure 3.3 (a) and (d) give the geometry and corresponding geometrical 
parameters of an SRR element, respectively. It follows the same design from Chen’s 
work [92] but with different geometrical ratios, making sure that there are no too small 
features on the device so that it is easy to be fabricated. The device adopts a back-gate 
scheme, as shown in Figure 3.3 (b). The substrate is p-doped silicon with a layer (300 
nm) of thermal oxide (
2SiO ) on top. A monolayer of graphene is transferred onto the 
oxide [211] and then a 100 nm layer of dielectric ( 2 3Al O ) is applied on it to protect the
graphene. The SRR features are then thermally evaporated onto this dielectric layer. 
Two big electrodes are evaporated on the sides of the device so that the graphene can 
be back-gated by applying a bias between the p-doped silicon substrate and these 
electrodes. Figure 3.3 (c) shows the scanning electron microscopy (SEM) micrograph 









Name Expression       Description 
a Variable SRR length 
b 1.75·a SRR pitch in x direction 
c 2·a SRR pitch in y direction 
d 0.36·a SRR plate width 
e 0.8 µm SRR capacitive gap 
f 2 µm SRR metal width 
t 100 nm SRR thickness 
X 3 mm Active area device width ?⃑? 









Amplitude stabilization of a THz QCL with graphene loaded metamaterial 
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k E
To get the right dimensions for the SRR unit cell, a finite-element simulation is 
completed using COMSOL Multiphysics. Figure 3.4 shows the unit cell of the SRR 
used in the simulation and the radiofrequency (RF) module is used to study the 
frequency response. The model in the simulation is built to analyse the response of the 
device to an incoming plane wave with wavevector  and electric field . The 
governing equation is the electric wave equation in frequency domain 
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Here 0 is the vacuum permittivity; r , r  and are the relative permeability, the 
frelative permittivity, and the conductivity of the material; is the frequency. The 
detailed material parameters used in the simulation are listed in Table 3.1. The 
permittivity for the p-doped Si is determined by the Drude free-carrier expression for 
semiconductor materials as given by the following equation [212] 
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         (3.5) 
,Si is the high frequency relative permittivity. n is the free charge carrier density. e is 
the elementary charge. 0 f is the free space permittivity. is the frequency of the 
melectromagnetic radiation, and is the effective charge carrier mass and τ the average 
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Si,DC ·cm is taken from the resistivity of the Si substrate (100 ). Correspondingly,
14 3n 1.310  cm− 10ps  f( )and .The conductivity  and permittivity r f( ) of 
Au/graphene can also be calculated with the Drude model. For Au, they can be 






















+  . (3.8) 
The DC conductivity of Au Au,DC
74.4 10is taken as  S/m and the scattering time Au
132.310− s [213], [214]. The Drude model permittivity for the graphene is taken to be 
is taken as  

















,               (3.9) 
where 
G is the simulated thickness of the graphene layer. It is the factor that allows a 
bulk property like permittivity to be defined for a two dimensional system such as 
graphene by scaling the sheet conductivity [89]. G,AC G( , )
S V f is the complex sheet 















       (3.10) 
where G,DC
S  is the DC sheet conductivity of the graphene, 
GV is the applied bias, G  is 
the average scattering time. 
Material Air Au Si Graphene 
r 1 1 1 1 1 1 
r 1 r,Au ( )f 3.9 [215] r,Si ( )f r,G G( , )V f 9.1 [97] 
S
























 0 Au f( ) 0 Si f( )
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 In the simulation, the THz wave enters the unit cell via an electromagnetic port 
boundary on the upper z surface (S11 port) with a linearly polarized electric field either 
in the x  or y direction. The wave vector of this port is perpendicular to the SRR surface 
(in the z direction). The wave vector should remain in the same direction when passing 
through the device and arriving at port S21. Because of the periodic nature of the device, 
it is sufficient to just simulate one unit-cell and apply appropriate periodic boundary 
conditions: the Floquet boundary condition. For the Si substrate and air area, because 
the device structure is symmetric in both directions, periodical boundary conditions can 
be applied in both directions ( x  and y ). For the 
2SiO , Au, Graphene and 2 3Al O layers, 
as they are very thin, the loss due to wave vector mismatch is negligible, the same 
periodic boundary conditions can be applied on them as well. Finally, perfectly matched 
layers are added next to both ports (S11 and S12) to avoid back-reflection. 
The transmission spectrum of the device is obtained through the S21 parameter, 
which is the scattering parameter at port 2 from port 1. The transmitted power is  
2
21| |tP S= (3.11) 
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Light polarised in x direction
(b) 































A parametric sweep of the nominal size a (12.6 µm, 12.7 µm, 12.8 µm and 12.9 µm) 
of the SRR is first done to get the resonance frequencies of four different sized devices. 
In this simulation, the graphene is not added into the model to get the response of a 
static device. Figure 3.5 shows the transmission spectrum when the polarization of light 
is in: (a) x direction; (b) y direction. There is no resonance within the frequency range 
simulated when the light polarization is in the x  direction while a strong resonance can 
be seen around 2.8 THz for all the devices when the light polarization is in the y
direction. This also confirms that the chosen nominal sizes are approximately correct 
for devices designed to work around 2.85 THz.  
Final device chips use all 4 different sizes to increase the usability of the fabrication 
as there is usually a small mismatch on the resonance frequencies between simulated 
and fabricated devices. From equation (3.2), it can be seen that, when increasing a, the 
inductance L will increase, which results in a lower resonance frequency, as confirmed 
by the simulation. When the nominal size is increased from 12.6 µm to 12.9 µm, the 
resonant frequency decreases from 2.91 THz to 2.8 THz. 
To study the modulation of transmission with changing the graphene conductivity, 
a parametric sweep of the graphene conductivity varying from 0.3 mS to 0.6 mS is done. 
These numbers are taken from sheet conductivity measurements of the graphene layer 
which undergoes the same fabrication steps with the graphene used on the sample and 
gate voltage from 10V to 40 V. Figure 3.6 gives the simulated transmission spectra of 
the 12.8 µm device at different graphene conductivities. When increasing the sheet 
conductivity from 0.3 mS to 0.6 mS, the transmission increases by 7% (from 21.5 % to 
28.5%) and a modulation depth of 32.56% can be obtained. Meanwhile, the resonant 
frequency shifts by 30 GHz.   
 

































The fabrication of the device takes 16 steps, as shown in Figure 3.7. A 525 ± 25 µm 
thick, Boron doped p-Si substrate with a 300 nm thermal oxide (
2SiO ) is first cleaved 
into small chips measuring 10 mm 10 mm  and large area monolayer chemical vapour 
deposition (CVD) graphene [211] is transferred onto the 
2SiO  layer.  
The first step is to fabricate a reliable back contact for back-gating. The chip is put 
into a thermal evaporator upside down with graphene being covered by a layer of photo 
resist for protection. A layer of 10/90 nm Ti/Au is then evaporated onto the back surface 
of the chip.  
The next stage is to define the graphene pattern. The graphene layer is spin coated 
with a layer of Shipley 1805 positive photoresist at 5000 rpm for 60 s followed by a soft 
bake at 90 °C  for 60 s. This is followed by define an array of four 3 mm 3 mm
squares, by photolithography using a dosage of around 2150 mJ/cm with a 436 nm 
wavelength. For this sample, large area graphene is used and no alignment mask for 
graphene is needed. However, a rough alignment of the graphene pattern relative to the 
chip edges is performed to make sure that the pattern is in the centre of the chip surface. 
The sample is developed in MF319 for 90 s afterwards to remove the photoresist at the 
area exposed and then exposed to two 45 s rounds of low power (<100 W) microwave 
induced oxygen plasma to remove the graphene that is not covered by photoresist. To 
remove the residual of photoresist, the sample is cleaned in acetone, then isopropyl 
alcohol (IPA) and dried with N2 gas.  
After the graphene pattern is defined, the source and drain electrodes for biasing the 
graphene need to be evaporated on top of the graphene. This follows the similar 
procedure with defining the graphene pattern: spinning coating the sample with a layer 
of Shipley 1813 positive photoresist at 5000 rpm for 60 s followed by a soft bake at
90 C for 60 s; over-exposing the sample with the photolithographic pattern for the 
source/drain electrodes at a dosage of around 2300 mJ/cm with a 436 nm wavelength; a 
120 s immersion of the sample in chlorobenzene for an undercut profile to ease the lift-
off; developing the sample in MF319 for 120 s; thermally evaporating a layer of 10/80 
nm (nominal values) Ti/Au; leaving the sample in acetone for 24 hours; lift off, cleaning 
and drying. In this stage, a set of alignment marks for aligning subsequent steps are 
evaporated on the sample as well. 
The graphene layer is then encapsulated by a 100 nm layer of 2 3Al O deposited via 
atomic layer deposition (ALD). The stop-flow mode ALD technique is used to 
uniformly deposit an encapsulation layer on the graphene which is continuous and pin-
hole free, resulting in a high graphene mobility. This layer also passivates the graphene, 










The SRR pattern is then evaporated on top of the ALD layer. As the features are 
very small, electron beam (E-beam) lithography is used here. Two layers of positive 
polymethyl methacrylate (PMMA) E-beam resist are spin coated on the sample. The 
resist used and corresponding spin coating parameters are listed in Table 3.2. The 
sample is then aligned with the alignment masks defined before and exposed with an 
electron beam. Afterwards, it is developed in IPA: MIBK: MEK at a ratio of 15:5:1 for 
6 seconds and then cleaned with IPA. A layer of 10/80 nm Ti/Au is then thermally 
evaporated onto the sample, which is followed by 24 hours’ immersion in acetone for 
lift-off. 
At this stage, the source and drain electrodes are covered by the ALD layer. To get 
access to the electrodes, a further lithographic step is required in order to open apertures 
in the dielectric film and wire-bond the source and drain electrodes. After the exposure, 
the sample is put into MF319 for a long time to remove the oxide layer on top of the 
electrode as the developer can also etch oxide. Another thermal evaporation of 10/90 
nm Ti/Au is done to provide more metal for Au wire bonding.  
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Finally, the chip is cleaved into four parts and each part is mounted onto a chip 
carrier, which has a hole in the centre for transmission measurement of the sample. Au 
wires are then used to bond the electrodes to the carrier for electrical connection.  
 
The device used in the final setup is the SRR with the nominal size a being 12.8 µm 
and is fabricated by my colleague Stephen Kindness. The 12.8 µm device is chosen as 
its measured resonant frequency is closest to the QCL frequency. All the results below 
are measured on this device. The sheet resistance of the graphene layer is first measured 
by applying a voltage between the source and drain electrodes to check whether the 
metal contact and the electric connection work. Two Model 2400 Keithley 
source/measure units (SMUs) are used with the first one sourcing a constant current 
between source and drain and the second one sweeping a DC voltage applied between 
the p-doped Si substrate and graphene contacts. The voltage required to provide this 
constant current between source and drain is then measured, thus the resistance can be 
determined.   






















































Figure 3.8 shows the resistance and calculated differential resistance at different 
back-gate voltages. The graphene sheet conductivity range is then determined to be
0.3 1.1 mS− , giving a reference for the conductivity values used for COMSOL 
simulations. The Dirac point, the back-gate voltage of minimum graphene carrier 
concentration and thus zero differential resistance, of the device is 35 V.  
Once confirmed that the electric connection is working and the sheet conductivity 
of graphene can be tuned within a usable range, a THz time-domain spectroscopic 
(THz-TDS) system (Menlosystems, model K-15) is used to get the transmission spectra 
of the device when the back-gate voltage is changed from 0 V to 30 V. The spectra are 
displayed in Figure 3.9 and show a resonance around 2.8 THz, which is 50 GHz lower 
than the COMSOL simulation results. Considering some parameters in the simulation 
have been simplified, it is expected to see a slight mismatch between the simulation and 
measurement results. The transmission is reduced by 6.25% (from 31.65% to 25.4%) 
when the back-gate voltage is increased from 0 V to 30 V at 2.85 THz, which gives a 
modulation depth of 24.6%. 
 


























To actively control or stabilise the output power of a THz QCL, a PID control loop 
can be used with two possible optical path configurations: transmission or external 
cavity.  The transmission configuration is not sensitive to alignment, thus very stable, 
which is a desirable feature for stabilization purposes. As a result, the transmission 
configuration is first utilised in this work. The disadvantage of using this configuration 
is that the modulation depth will not be as high as in an external cavity setup, where the 




modulation effect will be amplified by the Fabry–Pérot cavity and can be as high as 
100% [228]. The external cavity configuration will be discussed in Section 3.6. 
 
In the transmission configuration, as shown in Figure 3.10, the output power of the 
QCL passing through the SRR device is modulated. To avoid the formation of an 
external cavity, the parabolic mirror is aligned so that the reflection from the SRR 
device will not go back to the laser cavity. Therefore, the operation of the SRR device 
will not intervene in the operation of the QCL.  
 
 






























































The light source is a 2.85 THz single-plasmon QCL (QCL-G in Appendix A) with 
a bound-to-continuum active region design [182]. It is mounted onto a cold finger in a 
continuous flow He cryostat, the temperature of which is held at 5 K with an average 









3.3 Experimental configuration: transmission 
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rate of 10 kHz and a 5% duty cycle. The LIV of the laser is shown in Figure 3.11 (a). 
The output power of the laser reaches its maximum at 1.0 A, which is also the current 
at which the laser is operated during all the following measurements. The spectra of 
the laser output at different bias currents are shown in Figure 3.11 (b). It has a main 
emission peak at 2.85 THz when operating at 1.0 A. CW emission is compatible 
with this approach by modifying the experimental setup with an additional optical 
chopper. 
To test the effectiveness of the SRR device as an amplitude modulator, two sets of 
experiments are conducted: output power and output power modulation at different gate 
voltages. The same setup is used in both experiments and the schematics of it is 
displayed in Figure 3.12. The optical setup is the one shown in Figure 3.10. For the 
electronics part, a constant DC voltage G,DCV and a 1 kHz square wave pulse G,ACV are
fed into a mixer (a sum amplifier). The output of the mixer is a square wave pulse with 
a DC offset and is applied onto the back-gate of the SRR device while the graphene on 















In the first experiment, the pulse generator is off ( G,AC 0V = ), meaning that the back-
gate voltage of the device is kept at a DC voltage, which is swept from -10 V to 50 V 
and the corresponding output power of the laser transmitted through the SRR device is 
recorded with a lock-in amplifier at 300 Hz (the gating frequency for the QCL bias). 
The black line in Figure 3.13 gives the power transmitted through the device at different 
gate voltages, which shows the opposite trend compared with the resistance curve in 
Figure 3.8 as lower resistance gives a high transmittance.  
Amplitude stabilization of a THz QCL with graphene loaded metamaterial 
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The purpose of the second experiment is to find out at which offset G,DCV the highest
power modulation can be achieved when the gate voltage is changed by 10 V . In this 
experiment, the amplitude of the square wave is set to be 10V ( G,AC 10V V=  ). As a
result, the output of the mixer is a 10 V square wave with a constant offset swept from 
-10 V to 50 V. The transmitted power through the SRR device is measured at the
frequency of the square wave using a lock-in amplifier, which will only show the power 
change when the gate voltage is changed from G,AC +10 VV  to G,AC -10 VV . The 
modulation depth is then calculated by dividing this power change with the absolute 
power at this gate voltage. As can be seen from the red line in Figure 3.13, when 
G,AC =23 VV , the highest modulation (2.7%) can be reached. At the Dirac point, a 0% 
modulation is expected. This is seen at about 38.5 V, which is slightly higher compared 
with the number from the resistance measurement (35 V). This is suspected to be due 
to the hysteresis of the graphene charges, as observed for this type of device [216], and 
in agreement with previous measurements. 
Figure 3.14 (a) gives a 3D illustration of the setup while Figure 3.14 (b) shows a 
schematic of the electronic components implemented for the amplitude stabilization and 
control of the QCL. A 4 mm diameter uncoated high-resistivity hyper-hemispherical Si 
lens is attached onto the facet of the laser to collimate the beam and an off-axis parabolic 
mirror is then used to focus the collimated beam onto the hybrid graphene-SRR array. 
The output power of the laser after passing through the SRR device is collected with a 
liquid-He cooled Si-bolometer. The signal recorded by the bolometer is first extracted 




by a lock-in amplifier at a reference frequency of 1 kHz, which is also the modulation 
frequency given to the QCL, and then sent to the PID controller. This generates a DC 
output when the signal from the bolometer deviates from a designated setpoint, which 
can be adjusted to determine the target power of the laser after transmission through the 
SRR device. The output voltage range of the PID controller is -10 V to 10 V. This DC 
output is applied on the back gate of the SRR device to control its transmission 

































There are many THz detectors available to use and the Golay cell is one of the most 
commonly used detectors. It can work at room temperature and is a very compact device 




though it can only work at very low frequencies (below 500 Hz, above which the signal 
to noise level is low). The bolometer is chosen here for its high S/N ratio and relatively 
high frequency response (up to 2 kHz), which are important features for an effective 
PID control. In principle it could be possible to use similar integrated devices [217], 
[218] as both detectors and modulators, removing the need for an external cryogenic 
detector and extending the PID control bandwidth. This will be discussed later in 
Section 6.2.2. However, in this first demonstration of amplitude stabilization a more 
conventional, higher responsivity cryogenic Si bolometer detector is used to allow an 
optimal experimental set-up. 
 
A PID control loop is used to keep the transmitted power stable at the setpoint and 
a commercial PID controller (SIM 960 Analog PID Controller) from Stanford Research 
Systems is chosen due to its high bandwidth (100 kHz). It combines analog signal 
handling with digital control, which allows adjustment of the PID parameters and 
setpoint on the computer through an RS-232 interface. Additionally, the low-noise front 
end brings better performance to noise sensitive applications. Another useful feature is 
the up to 1000× settable gain, which removes the need for input preamplification. The 
output of the controller is a -10 V to 10 V voltage signal, which can be directly applied 
on the back-gate of graphene with a 20 V offset. This also eliminates the need for output 
signal amplification before sending the signal back to the close loop. 
For a PID control loop, the choice of the PID parameters is important. A badly 
chosen parameter set will give a long response time or lead to oscillations 
(underdamped) of the controlled variable. Here, a square wave is applied on the setpoint 
and the PID parameters are tuned to give a quick response with no oscillations.  
 
In this work, three signals need to be recorded: the output power of the laser, the 
setpoint of the PID controller and the output voltage of the PID controller. To achieve 
high speed data transmission, the signals are acquired using a NI USB 6002 DAQ device 
with a maximum sampling rate of 50,000 samples per second and 8 analog input 
channels, before recorded on a computer through a LabVIEW program. As this is an NI 
product, it is also convenient to be integrated with the control panel for the PID 
controller in the same LabVIEW program. 
 





In this section, active amplitude stabilisation of a THz QCL with the SRR device 
and the system shown in Figure 3.14 will be discussed. The PID controller setpoint is 
fixed at a constant number, which determines the target output power of the QCL. This 
is performed to test the effectiveness of the SRR device in keeping the laser output 
power stable. During the measurement, the data acquisition rate of the programme is set 
to be 6000 sample/s.  
 
Figure 3.15 summarises the key results of this measurement. In Figure 3.15, the top 
graph shows the time variation of the laser power transmitted through the SRR 
modulator. The bottom graph shows the corresponding PID controller output voltage. 
It can be seen that during the first 60 seconds, the PID controller is on, and the power 
is stabilised at around 10. At 60 seconds, the PID controller is switched off and the 
power starts oscillating. When the PID controller is switched on again at 153 seconds, 
the power returns to 10 and stabilises there.  
 
 
Several small spikes can be seen on the output power curve in Figure 3.15. To find 
out the reason for this, the figure is zoomed in within the blue-shadowed area and shown 









































in Figure 3.16. There are two such spikes within this time frame and they are labelled 
with blue shadows in the graph. As can be seen from the graphs, when there is a spike 
on the power curve, there is also a spike or an abrupt change on the PID controller 
output. This reveals that there might be some abrupt disturbances in the system, which 
introduce abrupt changes on the QCL output power. The response of the feedback loop 
is not fast enough to compensate the disruptions.  
 


































To characterize the stabilization, the QCL power is recorded in three different 
experimental configurations: (1) laser passing through the SRR modulator with PID (2) 
without PID control and (3) a free running laser (the SRR is not in the optical path). 
Figure 3.17 compares the stability of the power in the three aforementioned 
experimental conditions, which give peak-to-peak fluctuation magnitudes of 0.0043, 
0.054, and 0.152, respectively. With the PID controlled SRR device switched on, the 
fluctuation of the QCL power is reduced from 1.52% to 0.043% of the total power, 
which is more than a 30-fold improvement with this non-optimized stabilisation 
approach. The PID control loop plus the modulator in the setup has a certain bandwidth, 
the high frequency fluctuations of the QCL power beyond which cannot be 
compensated, which is the main reason for the residual amplitude fluctuations [219]. 







To analyse the noise property of the laser output power in the three different 
conditions in frequency domain, a fast Fourier transform (FFT) is performed for each 
output power waveform to get the frequency components of the noise. The sampling 
frequency and sampling time are 6000 Hz and 60 s, respectively. Therefore, the 
frequency bandwidth is 3000 Hz and the frequency resolution is 1/60 Hz. 0 Hz 
components are removed for all the waveforms to magnify the visibility of the 
components at the remaining frequencies. The noise levels show very different 
characteristics at low frequency range (<5 Hz), middle frequency range (from 5 Hz to 
100 Hz) and high frequency range (≥100 Hz), thus they are analysed separately. The 
amplitudes of the frequency components are converted to the percentage of the average 
output power, which is labelled as PQCL, in all the graphs for comparison.  
In all three situations, noise is mainly distributed in the low frequency range, as 
shown in Figure 3.18 (amplitudes of the low frequency components are much higher 
than the high frequency ones). This indicates the existence of temporal drift in the 
system, the cause of which might be the oscillation of the optical bench, usually sub 
hertz.  
For a free running laser and the laser system without PID control loop, the low 
frequency components have higher amplitudes (larger than 0.02% the amplitude of the 
average output power) compared to the PID controlled laser. When the PID control loop 
is used, the amplitudes of all the low frequency components have been reduced below 




0.01% the amplitude of the average output power. This shows the system’s ability to 
suppress low frequency noise. 































The amplitudes of the middle frequency range components in the three situations 
are displayed in Figure 3.19. When the SRR device is put into the system (with or 
without PID control loop), it introduces noise at 50 Hz and 60 Hz (they only exist for 
the system with SRR device) into the system. The 50 Hz noise might appear due to the 
electrical noise in the system as it is at the line frequency. Similarly, there are also noise 
components at 100 Hz, 150 Hz, 250 Hz, etc, which are all multiples of 50 Hz. The origin 
of the 60 Hz noise needs to be further investigated. 
 




















































In the high frequency range, as shown in Figure 3.20, the noise distribution of the 
system without PID and with PID are similar, with some high amplitude components 
which cannot be seen for the free running laser. This indicates putting the SRR device 
into the optical path introduces high frequency noise into the output power. What is 
interesting is that there is a small burst of noise at a certain high frequency range for all 
of them (1400-1800 Hz for the free running laser and 2000-2600 Hz for the other two). 
The reason of this cannot be easily explained at the scope of this work and needs further 
investigation. 
 

















































The Allan variance (AVAR), also known as two-sample variance, is a measure of 
frequency stability in clocks, oscillators and amplifiers. It is named after David W. 
Allan and expressed mathematically as 
2 ( )y  . It is defined as  
( )
22
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= − +  ,                  (3.12) 
where   denotes the expectation operator, is the observation period and x is the data 
point of a time series. Figure 3.21 is a typical Allan Variance plot [220]. Different 
sources of noise can be identified on this plot from the slope of the plot, as shown in 
Figure 3.21.  
 







To evaluate the stability of the system under the three different conditions (free 
running, through the SRR device without PID control and laser system with PID 
control), the Allan Variances of the laser output power in these three conditions are 
calculated, with the results shown in Figure 3.22.   
 































The first minimum point on the plot is called the Allan time, which determines the 
longest observation time for a system before the noise builds up. As can be seen, the 
Allan Variance plots of a free running laser (black) and a laser without stabilization 
(blue) are very similar. However, when the SRR device is put into the optical path, the 
Allan time increases slightly, due to the small aperture on the device, which filters out 
some of the low frequency and middle frequency noise from the output power, as shown 
in Figure 3.18 and Figure 3.19. Both plots become unstable at around 0.4 s. For a 
stabilised laser with PID control, the Allan Variance plot is very different from the 
previous two. The Allan time is increased from about 2 ms to about 30 ms, which is 14 
times longer and means that the output power is more stable with the PID control loop. 
There is still room for further optimisation by reducing bias instability of the QCL 
(electronic noise in practice and the flat part on the plot). Apart from that, this noise 
analysis does not separate the noise from the lock-in and the detector, which are all 
subject to electronic noise and temperature change. On all three plots, the random walk 
noise (with a 1/2 slope) exists. Considering that the laser is a multimode laser, this may 
be due to the frequency instability of the QCL and can be further improved by adding 
frequency stabilisation onto the system.  
 
Another application of this system is to actively control the output power of a THz 
QCL. To test its capability for this, different waveforms are superimposed onto the PID 
voltage setpoint, and the corresponding laser output power is recorded.  
A 1 Hz square wave, given by a function generator, is applied onto the setpoint first 
and the amplitude and offset of the square waves are 0.011V and 5.188V, respectively. 
Figure 3.23 shows the response of the system to it. As can be seen, the output of the 
PID controller is also a square wave with the same frequency as the setpoint, but with 
an inverted phase. This is due to the negative feedback of the PID loop: a higher 
feedback signal gives lower transmittivity and thus lowers the transmission power. The 
QCL power follows the waveform of the setpoint with the same amplitude and 
frequency. There are some oscillations on the output power, which might be attributed 
to the variation in setpoint. This active control is effective for a time frame longer than 
3 minutes, as shown in Figure 3.23 (b), making it suitable for experiments in 
spectroscopy and communications. The time variation of the PID controller output also 
reveals the fluctuation of the QCL power with respect to time. 





The response of the system to several other waves have been measured as well with 
the results shown in Figure 3.24. For both a sine wave and a triangle wave input, the 
output power can follow the same waveform, which further demonstrates the system’s 
potential to generate THz signal with an arbitrary waveform. 
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As an amplitude stabilisation setup, the stability of the setup itself is essential for a 
robust system. Measurements have been done over multiple days without any 
realignment to test the stability of the system when it is in an ambient environment. The 
active power control is done three days after the power stabilization measurement with 
the results displayed in Figure 3.25. When the PID is on in both measurements, the 











































To achieve a high modulation depth (of up to 100% [53]), an external cavity 
configuration is explored, as the modulation of the SRR device can be amplified by the 
external cavity due to the Fabry–Pérot effect. A schematic of the external cavity 
configuration is shown in Figure 3.26. In this configuration, the THz QCL (QCL-G) is 
totally suppressed from lasing by a silicon lens with an antireflection coating (18 µm 
parylene C) on it. The SRR device works as a reflectivity tunable mirror, forming an 
external cavity with the suppressed laser. A parabolic mirror is used to focus the light 




onto the SRR array, and the output power is measured from the other QCL facet with a 
bolometer. By tuning the reflectivity of the SRR device, the gain of the external cavity, 




The same device in the transmission setup is used here as the modulator. Figure 3.27 
shows the output power of the external cavity QCL at different bias current in three 
different feedback conditions. When there is no feedback, the QCL does not lase. When 
either a gold coated mirror or the modulator is used as a feedback element, the lasing is 
restored. The output power of the mirror feedback QCL is almost twice as high as the 
one of a modulator feedback QCL. The threshold current for the modulator feedback 
QCL is 100 mA higher than its counterpart. This is because at 2.85 THz, the reflectivity 
of the mirror and the modulator is around 99.7% and 70%, respectively. Therefore, the 
feedback from the modulator will be weaker compared with the mirror. 










































To test the modulation ability of the SRR device, the output power of the external 
cavity QCL is measured when the back-gate voltage is changed from -10 V to 60 V, 
with the result shown in Figure 3.28. A 20% modulation is achieved with 30 V voltage 
change and the Dirac point is at 39 V, consistent with the previous results for the 
transmission scheme. The modulator is then put into a feedback loop similar to the one 
used in Section 3.3.6 but with different PID parameters. However, it is difficult to keep 
the feedback loop stable due to the instability of the external cavity, which is sensitive 
to the alignment and any mechanical vibrations will introduce fluctuations onto the laser 
output power. 
 

























 -10 V to 60 V




 Figure 3.29 shows the output power drift of the QCL with feedback from a gold-
coated flat mirror and the SRR device, which shows the long-period instability of the 
setup. Even for the feedback from the mirror, the output power fluctuates significantly 
but the peak power stays around the same value, which reveals that mechanical 
instability exists in the setup. When the SRR is used as the feedback element, the 
fluctuation becomes more severe as the surface area of the SRR device is much smaller 
than the mirror and close to the spot size of the QCL (the device size is 3 mm 3 mm
and the beam size is about 1.5 mm 1.5 mm ), which makes it more sensitive to 
alignment. The output power changed to a new value at around 300 s, which might due 
to mode hopping and is undesired for amplitude stabilisation.  





























 Feedback from the SRR device
(b)
 





To improve this, a pinhole with a diameter of 1 mm  is put in front of the SRR 
device. As shown in Figure 3.30, the amplitude of fluctuations reduces significantly 
with the pinhole and the long period drift is not present as well. 
 

























 Feedback from a mirror
 Feedback from the SRR device
 Feedback from the SRR with a pinhole
 
 




However, as shown in Figure 3.31, even with the pinhole, the fluctuation amplitude 
is still about 10% of the output power, which is not suitable for output power 
stabilisation.  There are several causes for the instability: the vibration induced by the 
pump used to evacuate the cryostat, the air currents and mode hopping of the laser, etc., 
which can all be resolved with an improved setup in a closed environment with active 
vibration isolation employing a single mode laser. As this is a proof of concept, these 
optimisations have not been carried out but could be an interesting project for future 
research. 
 





























In this chapter, amplitude stabilization of a 2.85 THz single-plasmon QCL with a 
graphene loaded SRR amplitude modulator has been demonstrated.  
An SRR device has been designed for modulation purposes with COMSOL 
simulations. The device is then tested with a TDS system, which demonstrates a good 
agreement between measured transmission spectra and simulation results and confirms 
the expected resonance frequency and modulation ability. 
 The modulator works at room temperature and is capable of 2.7% modulation of 
the transmitted laser power, corresponding to a voltage setpoint at 20 V with a 20 V 
(peak to peak) AC voltage superimposed. This modulation is sufficient to be used for 
effective laser amplitude stabilization, despite the fact that there is significant room for 
optimization of the demonstrated system. The magnitude of the fluctuation in laser 
power is reduced from 1.52% to 0.043%. The efficiency, flexibility and robustness of 




this approach have also been demonstrated using several active control configurations 
for the QCL output, without affecting the amplitude stability.  
The noise of the output power in different situations has also been analysed through 
FFT in frequency domain and the stability has been evaluated with Allan Variance in 
terms of observation time, which all prove a reduction of noise and improvement of 
amplitude stability with the PID feedback loop. 
In addition, a higher modulation depth (20%) has been achieved with an external 
cavity configuration and has been exploited for amplitude stabilization. However, due 
to the instability of the external cavity induced by vibrations in the experimental 
environment, a stable feedback loop cannot be achieved. It may be possible to overcome 
this in the future by improving the mechanical stability of the system. 
Furthermore, for some metamaterial structures, like the dipole antennas, they can be 
used for both modulation and detection of THz radiation [205][218]. Therefore, it is 
possible to use one such devices as an integrated device for amplitude stabilisation so 
that no extra detector is needed, and a more compact system can be achieved, which 
will be further discussed in Section 6.2.2. 
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Chapter 4 
Over time, there has been a lot of effort to develop techniques for improving the 
resolution of an optical microscope. With the advent of nearfield imaging technique, 
the resolution has been brought below the diffraction limit [221]. Especially for 
scattering-type scanning nearfield optical microscopy (s-SNOM), it has achieved 
nanometre resolution from the visible to THz frequency range [222], which allows us 
to study many phenomena: plasmonic resonance in nano-structures [223]–[226], optical 
properties of solid-state and two-dimensional materials [227], [228], inspection and 
mapping of quantum objects [229], to name a few. In this chapter, the theory of nearfield 
imaging is discussed and an s-SNOM operating at THz frequency range is developed 
based on a tuning fork system and a THz QCL.  
By definition, microscopy is the science of investigating small objects and structures 
using a microscope. Therefore, increasing the resolution to be able to see smaller 
features has always been the goal for the research in this field. After conventional 
microscopy was established in the 17th century, the resolution of an optical microscope 
has been improved considerably and it has been adopted in applications from medicine 
and chemistry, to physics and other technologies. However, for a conventional optical 
microscope, the highest resolution it can achieve is fundamentally determined by the 
diffraction limit because of the wave nature of light. 
In a classical optical microscope, the resolution is fundamentally limited by the 
diffraction of light, which was first realised by German physicist Ernst Abbe. He found 
that the ultimate resolution of an imaging system is not constrained by the equipment 
quality, instead by the aperture of its optics and the wavelength of the light source [230]. 




Because of diffraction, for a system using light with wavelength λ, traveling in a 
medium with refractive index n and converging to a spot with half-angle  , the 
resolution limit 







=   (4.1) 
where NA sinn =  is called the numerical aperture of the objective. From equation 
(4.1), in air, because n=1, the highest resolution that can be achieved will be /2 .  
The fundamental limiting factor is still the wavelength of the light. To increase the 
resolution, a shorter wavelength should be used, however, this results in a high photon 
energy, which may damage the sample. Besides, in some situations, to get more 
information of a sample, optical images at different wavelengths need to be taken. In 
this case, a system having similar resolution at different wavelengths would be useful.  
At the same time, the numerical aperture can be increased by increasing the 
refractive index; this can be achieved by filling the space between the sample and the 
objective with high refractive index ( ) liquid, such as water (n=1.33) or Cedar Oil 
(n=1.51) or placing a hemispherical lens with high refractive index in contact with the 
sample.  However, as can be seen, the resolution improvement of these approaches is 
still highly limited by the variation range of the refractive index.  
In life science, fluorescence microscopy has been developed to push the resolution 
towards the diffraction limit. It uses fluorescence and phosphorescence instead of, or in 
addition to, scattering, reflection, and attenuation or absorption of light, to study the 
properties of organic or inorganic substances [231]. For a fluorescence microscope, the 
resolution is usually determined by the spot size of the light. To reduce the focal spot 
size, several concepts emerged during the mid-20th century: confocal [232], 4Pi and 
5I M  microscopy [233], [234], the resolution of which can be better than 100 nm. 
However, as the spot size is limited by diffraction, they still cannot break the diffraction 
limit. 
 
To further improve the optical resolution, several techniques that could overcome 
the diffraction limit have been developed, which can be classified into two groups: far-
field approaches and nearfield approaches. For far-field approaches, the optical signals 
(typically fluorescence) are collected at a normal working distance while the nearfield 
techniques operate in proximity to the sample and collect evanescent signals that decay 






For a far-field fluorescence microscope, breaking Abbe’s barrier is about discerning 
an arbitrary number of densely packed and similarly labelled features within a /2n  
circle, which is not limited by diffraction and possible if the features can be recorded 
sequentially.  If the markers of each feature can be successively transferred to a signal-
giving “bright” state A, while keeping the other markers in a state B that is “dark” [236], 
reading out the bright ones allows assembly of a sub-diffraction image, provided that 





Two ways of signal switching are possible: targeted readout mode and stochastic 
readout mode, the principle of which is displayed in Figure 4.1. Stimulated emission 
depletion (STED), ground state depletion (GSD) and saturated pattern excitation 
microscopy (SPEM) are based on the targeted readout concept. In targeted readout 
mode, one of the two states (here A) is established at a sub-diffraction-sized spot at the 
position of a zero to read out an unknown number of fluorophore molecules. The image 
is assembled by deliberate translation of the zero.  
In photoactivatable localization microscopy (PALM) and stochastic optical 
reconstruction microscopy (STORM), the stochastic readout mode is adopted and a 
single switchable fluorophore from a random position within the diffraction zone is 




switched to a stable state A, while the other molecules remain in state B. The coordinate 
is calculated from the centroid of the diffraction fluorescence spot measured by a 
pixelated detector. The coordinate pops up stochastically depending on where the 
interrogated marker molecule is located.  
For both approaches, a specific state is established in a region ( /2 )n to characterize 
the features from this region [237] and the resolution is determined by the size of this 
region, which is defined by a single molecule. 
 
Aside from fluorescence, surface plasmons (those that are either excited on the 
metallic surface or localized in a small metallic tip) also provide a method of 
overcoming the diffraction limit of light, which opens the door for nearfield approaches. 
On a metallic surface, surface plasmon polaritons (SPP) travel along the surface as 
an evanescent wave and the travelling speed is lower than the light speed. If the 
frequency of the plasmon is the same as the frequency of the light, the wavelength of 
the surface plasmon will be smaller than that of the light [238]. In this way, a shorter 
wavelength is achieved without changing the refractive index or using a short 
wavelength light source. Based on this principle, several techniques that can overcome 
the diffraction limit of the light source have been developed. The SPP on a gold thin 
film were used for subwavelength imaging and the 502 nm line of an argon-ion laser 
was used to excite the SPP [239]. The superlens phenomenon has been used for super 
resolution imaging as well [104]. The resolution of such systems is mainly determined 
by the wavelength of the SPP, which is usually below 100 nm for visible light. 
Inspired by scanning microscopy, such as SEM, and scanning tunnelling 
microscopy (STM), scanning nearfield optical microscopy (SNOM) has been developed 
by combining the interaction mechanisms of optical microscopy with the high 
resolution of scanning probe methods [240]. The SNOM techniques can be classified 
into two groups depending on whether an aperture is used or not, namely aperture 
SNOM and apertureless SNOM.  
The idea of aperture SNOM was first presented in 1972 [241], and its resolution has 
been improved significantly since then.  In aperture SNOM, a small aperture, through 
which the sample is illuminated, is placed near the sample surface. The aperture creates 
a sub-wavelength size light source, not limited by diffraction but determined by the 
aperture size [242]. When scanning the aperture across the sample,  the optical field at 
each scanning point is probed with sub-wavelength spatial resolution [243], which is 
then combined to form the optical image of the sample. As the size of aperture is limited 




by the fabrication technique and also determines how much light can transmit through 
the aperture, it cannot be extremely small. Therefore, the resolution of such a system, 
which is determined by the aperture size, cannot be as high as the apertureless SNOM. 
In apertureless SNOM, a nano-sized probe (usually with diameter of several or tens 
of nanometre) scans the sample surface to form an image with a resolution much better 
than the diffraction limit [244]. Compared to the SPP on a metallic surface, there is no 
propagation of SPP in the tip because of its small size, and hence losses related to the 
retardation of SPP do not exist [238]. Therefore, the resolution of the microscope is 
comparable to the size of the confined field, which is the same as the size of the probe. 
As the scattered light from the probe is measured, apertureless SNOM is also called 
scattering-type SNOM (s-SNOM).  
 
An s-SNOM is a combination product of a scanning probe microscopy (SPM) and 
optical imaging. Figure 4.2 shows a basic experimental setup of the s-SNOM, in which 
an Atomic Force Microscope (AFM) is used as a base instrument to scan across the 
sample in proximity to a tip to get the topography. The tip region is illuminated by a 
focused light beam and the scattered light is recorded by a detector to give an optical 
image of the sample. For an s-SNOM to operate, there are usually four things to  
consider: how to get the topography; how to understand the optical contrast; how to 
reduce the background noise and how to increase the signal to noise ratio of the system, 













 In an s-SNOM, a SPM captures the topography image of the sample. It can achieve 
nanoscale resolution by scanning a sharp probe across a sample and recording the 
topography as a function of tip position. The first SPM was invented by Binnig et al. in 
the form of Scanning Tunnelling Microscopy in 1982 [245]. Soon after that, they 
invented the AFM in 1986 [246], which has since become one of the most widely used 
SPMs. Most of the s-SNOM systems in the literature use it as the base setup. The AFM 
is a combination of the principles of the scanning tunnelling microscope and the stylus 
profilometer. It incorporates a probe that does not damage the surface. The operation 
principle of an AFM is shown in Figure 4.3. A sharp tip is scanned across the sample 
surface and it follows contour B to maintain a constant force between the tip and the 
sample with a feedback loop. Depending on which feedback mechanism is used, the 






In a cantilever-deflection AFM, the tip is mounted at the end of a flexible cantilever, 
which will deform when the force between the tip and sample changes due to the sample 
topography or vibrations in the system. A feedback loop keeps the force constant by 
changing the tip height, which reflects the topography of the sample. The force between 
the tip and sample needs to be measured as a feedback signal. The most commonly used 
method for measuring the force in a cantilever system is the beam deflection 
measurement [247]. Figure 4.4 shows the principle of this method [248]. Here, a laser 
beam is reflected off the back of the cantilever and collected by a position-sensitive 
detector (PSD) consisting of two or four closely spaced photodiodes, whose output 
signal is passed to a differential amplifier. Bending of the cantilever results in the 




difference of the amount of light collected by different photodiodes, producing an 
output, which is proportional to the deflection of the cantilever and used as the feedback 
signal. In this method, the tip is dragged across the sample surface, therefore, it is called 





In many situations, to protect the sample, it is necessary to keep a small distance 
between the tip and sample surface. One possible way of doing this is to drive the 
cantilever with a piezoelectric actuator so that it oscillates at its mechanical resonance 
frequency in proximity to the sample with a few nm oscillation amplitudes, which is 
sensitive to interaction forces between the tip and the sample and varies when these 
forces change [250]. As a result, the oscillation amplitude can be monitored with the 
beam deflection method as well and it is used as the feedback signal here. This method 
is called the non-contact mode. 
When working in an ambient environment, a liquid meniscus layer of water will 
develop on most samples. In this case, it is difficult to keep the tip close enough to the 
sample surface to detect the force change without colliding it. To overcome this, tapping 
mode was developed [251], in which the cantilever is driven to oscillate up and down 
at or near its resonance frequency with the amplitude varying from several nm to
200 nm . The amplitude and frequency of the driven signal are kept constant, which 
gives a constant oscillation amplitude of the cantilever when there are no external 
perturbations. Changes of topography will induce an oscillation amplitude change, 
which can be measured in the same way as in non-contact mode and is used as the 
feedback signal. 




Cantilever-deflection AFM is the most commonly used AFM nowadays. However, 
it presents issues when scanning in a dark environment is needed during the 
measurement as a laser is needed for the tip position measurement. Therefore, a 
feedback mechanism without using a laser is needed, and a tuning fork offers the ability 
to measure the tip position without any other external elements. Furthermore, if 
measurements at cryogenic temperature need to be done, the compactness of the tuning 
fork system makes it suitable to operate in a very limited space. The final goal of this 
work is to build a cryogenic system that could measure semiconductor devices at low 
temperature. Therefore, the tuning fork AFM has been chosen for our system, which 
will be discussed in detail in Section 4.4. 
 
The main difference of an s-SNOM from an AFM is that there is an optical nearfield 
interaction between the tip and sample when the tip region is illuminated by a laser, 
which is also the reason why an optical image can be obtained. Several models have 
been developed to understand the optical nearfield interaction. For a qualitative 
explanation of the material contrast, the point-dipole model is usually used. Here it is 
assumed that the shaft of the tip does not affect the way that a sample influences the 
nearfield between the tip and the sample, and the tip is simplified as a polarizable sphere 















4.2 Principle of the s-SNOM 
105 
Figure 4.5 shows the basic idea of this model, in which the tip is modelled as a 
polarised sphere with radius r ( r λ) and relative permittivity t  sitting above the 
sample surface at a distance of a. Therefore, the polarizability of the tip can be 














When applying an electric field in the sample area, only the component of electric field 
that is perpendicular to the sample surface will introduce a strong nearfield interaction 
because of the antenna effect of the tip shaft.  Figure 4.6 gives the surface charge density 
distribution on the tip when it is illuminated with a plane wave polarized either 
perpendicular or parallel to the tip axis. As can be seen, when the electric field is parallel 
to the tip axis, there is a field enhancement, while there is no field enhancement in the 
other polarization [221]. As a result, here only the component of electric field that is 
perpendicular to the sample surface will be considered. The sphere becomes polarized 
with dipole moment p E= , so that the electric field of the induced tip dipole can be 
described as  






    . (4.3) 
Figure 4.6 Nearfield interaction induced surface charge density when a tip with 5 nm tip 
radius is illuminated by an 810 nm plane wave with the polarization perpendicular to the tip 
axis (a) and parallel to the tip axis (b). The surface charges form a standing wave in each 
case. In (a) the surface charge wave has a node at the end of the tip, whereas in (b) there is a 
large surface charge accumulation at the foremost part, responsible for the field enhancement 
[221]. 




This electric field will induce surface charges in the sample, which sits below the 
tip with relative permittivity 
s . To simplify the calculation, the sphere is replaced by 
a point dipole of the same direction and equal strength, located in the centre of the 
sphere. In the electrostatic approximation, the nearfield between the tip dipole and the 
sample can be described by a ‘mirror’ point dipole inside the sample at a distance of 
2( )z r+  from the tip dipole, with its direction parallel to the tip dipole and a dipole 
moment 'p p=  [5], where 










   (4.4) 
is the dielectric surface response function [253] or surface reflection factor [254] of the 
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.   (4.6) 
The total field of the tip-sample system is the superposition of the tip field and image 
dipole field, which is 
total ' (1 ) '(1+ )p p p p E  = + = + =   .                   (4.7) 















   .           (4.8) 
According to scattering theory, the scattered field from a point dipole is proportional to 
its polarizability, therefore  
       sca effE E ,
 (4.9) 
where scaE is the scattered field and also the signal to be measured. During a 
measurement, the input field is usually constant, thus the optical signal is directly 
determined by eff . According to equation (4.8),  the effective polarizability is 




determined mainly by the sample material β, the tip material and shape α, and the 
distance between the tip and the sample z, the influence of which on the performance of 
an s-SNOM will be discussed in the following sections. 
The point dipole model can only give a qualitative explanation of the nearfield 
signal. For a better quantitative explanation and prediction of optical contrast, the finite 
dipole model was introduced [255], [256], which takes the elongated shape of the tip 
into account and the tip is treated as a prolate spheroid much smaller than the 
wavelength. It is found that the tip nearfield can be much better described by a finite 
dipole consisting of point charges Q0 and -Q0 rather than by the field of a point dipole. 
This model gives a good quantitative prediction of the optical contrast in an s-SNOM 
measurement but involves more mathematical complexity. For the purpose of 
understanding the principle of s-SNOM, the point dipole model is enough to give direct 
conclusions of practical significance, which as a result will be used in further 
discussions.  
 
It is revealed from equation (4.8) and (4.4) that, the sample affects the nearfield 
interaction only through the relative permittivity s  taken at the illumination 
wavelength. Although the tip material and size as well as the distance z also influence 
the nearfield signal, during an imaging process, they should be constant. As a result, the 
optical contrast of an s-SNOM is determined only by the local permittivity of the 
sample. 
 
In equation (4.8), both α and β are generally complex numbers. Therefore, the 
effective polarizability eff will be a complex number as well. 
eff eff
iA e  = ,  (4.10) 
where effA  is the relative amplitude and there is generally a non-zero phase shift ϕ 
between the incident and the scattered light. Considering a practical situation where the 
sample material is silicon with relative permittivity  = 15 and the tip sphere is gold, with 
radius a = 10 nm and relative permittivity  = -106000 + 193000i (at 3 THz) [257], the 
change of amplitude and phase of the effective permittivity is shown in Figure 4.7. As 
can be seen, at large distance, both the amplitude and phase does not change much but 
they increase dramatically when the distance is smaller than the tip radius.  
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In s-SNOM, when the tip is illuminated by a light source, the physical size of the 
beam spot causes reflections from either the tip shaft or the sample surface, which 
introduce a massive background noise. To get the real isolated optical signal out, a way 
to suppress the background noise needs to be developed. The nonlinear dependence of 
eff on the distance, as shown in Figure 4.7 offers us a solution. By modulating the 
distance between the tip and sample, the real optical signal will be modulated at the 
same frequency while the background signal doesn’t change much. Due to the 
nonlinearity of the nearfield signal, demodulating the overall signal at high order 
harmonics will eliminate the background signal. Figure 4.8 gives the amplitude of the 
nearfield signal taken in an experiment at different harmonics, which shows that the 
choice of a high order harmonics eliminates the background, and also steepens the 
nearfield response [253]. 
 
The s-SNOM not only has the advantage of high resolution, but also gives a highly 
enhanced field intensity near the probe, owing to the resonance of localized SPP. The 
enhancement factor strongly depends on the shape and the size of the probe. Figure 4.9 






Most microscopy techniques mainly work well in visible or infrared. However, with 
the development of knowledge and technology in mid-infrared, far infrared, and even 




longer wavelengths (THz), microscopes that can work in these long wavelength ranges 
are needed to understand some interesting phenomena that can only happen in these 
ranges. A special advantage of s-SNOM over any other form of optical microscopy is 
that it can work with mid-infrared and even longer wavelength light illumination [253]. 
In fact, for metals the conductivity increases monotonically with wavelength in the 
infrared, which will enhance the antenna performance of the metal tip, giving it a better 
performance in the long-wavelength or THz spectral regions. 
THz imaging is appealing in several areas. In biomedical research fields this non-
ionizing radiation has been used for diagnostics, due to its capability of discriminating 
between healthy and cancerous tissues [258]. Besides, many materials which are opaque 
in visible or infrared are transparent to THz radiation [259], such as some plastics, 
cardboard and ceramics, etc, making THz radiation suitable for package inspection, 
quality control and non-destructive testing. In addition, the longer wavelength of THz 
waves enables greater penetration into substances, for example in the detection of skin 
cancers below the surface. Also, many chemicals exhibit unique spectral fingerprints in 
the terahertz range, which can be used for identification and chemical analysis.  
The combination of THz radiation with nearfield imaging opens a wide range of 
research possibilities. In semiconductor physics, THz nearfield imaging has proved to 
be a viable tool for inspection of integrated devices with sub-wavelength resolution 
[229]. It is well known that THz radiation is sensitive to the doping level of 
semiconductor devices. Accordingly, it can be implemented for the inspection and 
mapping of quantum objects even when covered by a dielectric layer, as an alternative 
and/or complementary technique to photoluminescence techniques. It can also be used 
for nanoscale chemical materials identification via molecular vibrational spectroscopy 
[260]–[263], polariton mapping in 2D materials [223], [224], [226], [264]–[266], and 
studies of metal–insulator transitions [267], [268] and strongly correlated quantum 
materials [269], [270]. 
 
Like in other frequency ranges, nearfield imaging in THz spectral range was first 
demonstrated with an aperture type setup by Hunsche et al. in 1998 [242], which is 
shown in Figure 4.10. The whole system is based on a THz TDS system. By focusing 
the THz radiation onto a tapered metal tip with a small exit aperture and scanning a 
sample in the nearfield of this aperture, a spatial resolution of better than /4  was 
demonstrated.  
 






3 years later, a collection mode THz nearfield imaging setup was developed by 
Mitrofanov et al. [243]. As shown in Figure 4.11, instead of putting a small aperture on 
the scanning tip, a nearfield probe, which consists of a small aperture in a metallic 
screen and a photo-conducting antenna, was used and the sample was illuminated by a 
uniform THz beam with a spot size larger than the sample. A 7 µm (11.67 λ/1000) 
resolution was achieved at 0.5 THz with this setup. The spatial resolution of the 
conventional aperture type nearfield setup is determined by the aperture size. However, 
the usable aperture size is limited by the strong reduction of light transmission through 
the aperture, which was found by Bethe and Bouwkamp to follow a power law: 6T d
(d is the diameter of the aperture) [271]. Recently, a new THz nearfield probe with THz 
nanodetectors embedded in the aperture region has been developed [272]. With this 
detector, evanescent THz field, which does not follow the six-power dependence, is 










The first THz s-SNOM was demonstrated by Kersting et al. in 2003 based on a THz 
TDS system [273]. The setup is shown in Figure 4.12, where the THz beam is focused 
to the diffraction limit onto the surface of the sample and part of the incident radiation 
is scattered and absorbed by the tip-surface system. The transmitted THz radiation is 
detected either by electro-optic sampling or with a bolometer. They achieved a spatial 





Since then, with the advancement of THz sources and detectors, many other THz s-
SNOMs with different light sources (gas laser [229], THz QCL [274]–[276], THz TDS 
[277], etc.) and detection methods (direct measurement of scattering light [229], [253], 
[273], self-detection [274], [276], etc.) have been developed. The resolution has 
improved significantly as well. A spatial resolution of 40 nm at 2.54 THz was achieved 
by Hillenbrand et al. in 2008 with a continuous-wave CH3OH gas laser, which is the 
first time to achieve a better than λ/1000 resolution within the THz range [229]. They 
imaged a semiconductor transistor and demonstrated simultaneous THz recognition of 
materials and mobile carriers in a single nanodevice, which opens the door to 
quantitative studies of local carrier concentration and mobility at the nanometre scale. 
 
QCL based THz nearfield imaging techniques can also be classified into two groups 
as with other nearfield imaging techniques: aperture type and scattering type. An 
aperture based system was first demonstrated by Degl’Innocenti et al. in 2009, with the 
setup shown in Figure 4.13 [278]. In this setup, a square aperture was placed in 




proximity (4 µm) to the sample and a THz QCL lasing at 105 µm was used as the light 
source. A λ/10 resolution has been achieved with this setup. A nearfield imaging setup 
has also been developed with the nearfield probe in reference [272] and a 3.4 THz QCL. 
 


















To achieve a higher resolution, a THz s-SNOM was developed with a QCL by Dean 
et al. in 2016 [274]. The schematic of the setup is shown in Figure 4.14, where the light 
from a 2.53 THz QCL is focused onto the tip of a horizontally oriented platinum-iridium 
needle using a pair of off-axis parabolic reflectors, with the beam axis forming a 50
elevation angle relative to the needle shaft. Here, the needle is kept at a constant height  
and the sample is scanned to get the THz response image. The scattered signal from the 
tip-sample nearfield interaction is detected with a self-mixing scheme, where the 
voltage perturbation of the QCL due to the external feedback from the scattering signal 
is measured. As no external detector is needed, the system can be very compact. With 
this setup, 1 µm (8.43 λ/1000) and 7 µm (59 λ/1000) resolutions have been achieved in 
the x and y directions, respectively. 
 
Tuning forks have long been used as pitch standards for musical instruments. They 
were first introduced to quartz crystal resonators as a frequency standard in 1928 [279]. 
After they were applied on wrist watches in the late 1960s, they soon largely replaced 
the mechanical pendulums or springs as the dominant resonators for wrist watches 
[280], [281]. Economic and practical considerations within the watch industry have 
helped to shrink their size such that they are now appropriate as AFM sensors. Like 
piezoresistive sensors [282], quartz tuning forks have the advantage of self-sensing, 
therefore, the use of optics is not necessary and operation in ultrahigh vacuum and low 
temperatures are easily implemented [283]–[285], which is helpful for SPM. The tuning 
fork was first used as the position sensor for an AFM in 1988 [286], not long after the 
invention of the AFM itself. The past three decades have seen a significant improvement 
of the quartz tuning fork performance and the development of a wide range of 
applications based on it. This section will discuss the principle of a tuning fork as a 
distance sensor and how it can be incorporated into an AFM. 
 
The basic principle of a tuning fork is familiar to musicians or physicists [281], 
[287]: it is a resonator composed of two prongs connected together at one end, and its 
resonance frequency is determined by its geometry and material. In a quartz tuning fork 
(QTF), the prongs are made from quartz with electrodes subsequently deposited on the 
surface [288], [289]. Using the piezoelectric material (quartz) makes it possible to 
replace the mechanical excitation of a tuning fork with an electronic excitation thanks 




to the piezoelectric effect, which also allows direct measurement of the oscillation 
properties of the tuning fork, like amplitude and frequency, through the voltage.  
A preliminary analytical study of the tuning fork can be performed by approximating 
the right half-section of a QTF as an L-shape bar and then its frequency is analysed by 
a cantilever beam model with Sezawa’s theory which accounts for the effect of the 
clamped position of tuning fork base [290]–[295]. According to the theory, the 








=     (4.11) 
where α is the eigenvalue of the boundary condition equation, L is the length of the 
probe, E is the Young’s modulus, ρ is the mass density, I (𝑏ℎ3/12) is the moment of 
inertia and A is the cross-sectional area. b is width and h is the height of the cross-section 
of the cantilever beam. An even simpler model, in which it is assumed that each prong 
of the tuning fork behaves as a clamped beam, can give a reasonably accurate prediction 
of the resonance frequency of the tuning fork. A set of resonant frequencies are 
established and the angular frequency for the first resonant mode is approximately 






=   (4.12) 
where 
0 is the resonant frequency and a is the thickness of the prong. For a standard 
commercial QTF, 
0 is usually around 32 kHz. 
As a resonator, the oscillation of the tuning fork can be described by a mechanical 
model, which has an equivalent electric model as a series resistor-inductor-capacitor 
circuit [296], [297], as shown in Figure 4.15. The tuning fork is modelled as a damped 















( , ) ( ) ( , ) ( ) ( , )mx z t h z x z t k z x z t+ + = F ,                         (4.13) 
which can be also expressed as equation (4.14), where x is the oscillation of the tuning 
fork, z is the distance between the tip and sample surface, γ is the damping constant, 
0
is the resonance frequency, and F is a constant driving force. 
                                   2 -iωt0( , ) ( ) ( , ) ( ) ( , )mx z t m z x z t m z x z t Fe + + =  (4.14) 
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which is a Lorentzian function with a Q-factor 
0 0( ) ( )( )








 ,  (4.16) 
where ∆f is the FWHM of the resonance. As can be seen, both the oscillation amplitude 
x and the Q factor are dependent on the distance z. During the oscillation, the movement 
of the left prong and the right prong will cancel out at the centre. This means there is no 
centre-of-mass movement and results in a very high Q factor, which is typically of the 
order of 103–104 at ambient conditions and can be several orders of magnitude higher 
in vacuum. 
 
QTFs have been widely used as force sensors for SPM [282]–[286], [298]–[306]. In 
an AFM, when the probe (tuning fork with tip attached) approaches the sample surface, 
two forces will be influenced: the dissipative friction force associated with the second 
term in equation (4.14) and a reactive elastic force due to the third term in equation 
(4.14). Both of them are contributed from two parts: a static part which is determined 
by the physical properties of the tuning fork and a near-field interaction induced 
contribution. To get the interaction part of the damping factor, the oscillation equation 
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with 0x  being the oscillation amplitude. If z → , int ( )z should go to zero. As a result 
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.       (4.18) 
The third term in equation (4.13) gives the relationship between the mass and the 
stiffness 2
stat 0 ( )k m=  . By combining this with equation (4.14), the friction force can 
be calculated as  
                 
friction 0 0 stat 0
int int 0 0
0 0
( ) ( ) ( )
( ) ( ) ( ) ( ) 1
( ) ( ) 3 ( )
z x z k x
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As the resonant frequency
0 changes much slower with distance than the amplitude 0 ,x  
0 0( ) / ( )z    can be dropped from the term in the bracket.  In addition, the voltage V 
due to the induced charge at the surface of the tuning fork is directly proportional to the 
oscillation amplitude [221] and thus  
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The elastic force can be obtained in a similar way as  
                                  
2
elastic 0
int int 0 stat 02
0
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     (4.21) 
In a realistic case, for instance, a 32 kHz tuning fork, with spring constant 
stat 40kN/mk = and a quality factor with attached tip being ( ) 1200Q   , oscillates at an 
amplitude of 
0 ( ) 10 pmx  = . An amplitude change of 10% will give 
friction
intF  of about 
20 pN, which is much weaker than for the 5 Hz induced frequency shift elasticintF
(amplitude ~110 pN) [221].  
 
























Figure 4.16 shows the trends of friction force and elastic force when the Q factor 
changes, showing that the elastic force is larger than the friction force. Therefore, 
measuring the friction force will give a higher sensitivity. However, measurements of 
friction
intF rely on measurements of amplitude variations which are inherently slow for high 
Q-factors. As a result, measurements of frequency shifts and thus of elastic
int ( )F z represents 
a good compromise between sensitivity and speed. 
 
When the tip is approaching the sample surface, both the elastic and friction force 
will increase, which will give a larger k and γ. As a result, 
0  will increase and 0x  will 
decrease, since 0 /k m =  and 0 0/( )x F m = . The ratio of 0( )/ ( )x z Q z is independent 
of z [221], so that as the probe gets closer to the surface, a reduction in the oscillation 
amplitude always corresponds to a proportional drop in the Q factor. Therefore, the 
distance between the tip and sample surface can be measured by monitoring either the 
oscillation amplitude or the frequency of the tuning fork, which can then be used as a 
feedback signal to keep the tip sample distance constant through a negative feedback 
loop, as shown in Figure 4.17. In the feedback loop, the oscillation amplitude or 
frequency is first measured and compared to the setpoint, which generates an error 
signal. After the error signal is transformed into voltage signal and amplified, it is 
applied on the piezo positioner, which will move the tip to a new height and change the 
oscillation amplitude or frequency. Therefore, every time the tip-sample distance 






For an SPM, the response time of the tip position to the tip-sample distance change 
is an important parameter, which will determine the achievable scanning speed. For a 
resonator, the response time is mainly determined by its Q factor: the higher the Q factor 














high Q-factor is a prerequisite for high sensitivity. As a result, a compromise is needed 
to adjust the parameters of a tuning fork used for probe–sample distance control so that 
there is sufficient sensitivity to prevent probe or sample damage and the response time 
is sufficiently short to guarantee reasonable scanning speeds. The steady state solution 
of the tip oscillation (equation (4.15)) can be expressed in terms of amplitude and phase 
0 0( ) cos( )x t x t = +  . (4.22) 
where the amplitude is 
( )
2
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When the tip-sample distance z is changed, the resonant frequency 
0  will change 
to new values 
0  at t=0. The new solution can be found through equation (4.14) with 
proper boundary conditions to be [307] 
                                  0ω t/(2 3Q)0 0 t t t( ) cos( ) cos( )x t x t x e t   
− = + + + .      (4.25) 
The solution consists of a steady-state term (left) and a transient term (right). 0x  
and 0 are the new steady-state amplitude and phase, respectively, while ,tx  
t  and t  are the corresponding parameters of the transient term, which are adjusted to 
fit the boundary conditions. The oscillation amplitude will be 
             0 0
/( 3 ) /( 3 )2 2
0 0 0( ) +2 cos[( - ) ( )]
t Q t Q
t t t tx t x x e x x e t
     
 − −  = + + − .  (4.26) 
To illustrate how the Q factor will affect the response time, a numerical simulation 
is performed with equation (4.26) , which gives the oscillation amplitude evolution of a 
32 kHz tuning fork with different Q factors after an abrupt change in tip sample distance, 
with the result shown in Figure 4.18. It can be seen from equation (4.26) that it takes 
about 2 3Q  oscillations for the tuning fork to reach a new steady state and the response 
time of a tuning fork is given by 
0 0





    (4.27) 
For a tuning fork with a Q factor of 500 (most of the tuning fork used in our system has 
a Q factor around 500), the response time is about 200 ms. As a result, if the oscillation 
amplitude is used for feedback, the bandwidth of the feedback loop will be very low 




and the scanning speed will be very slow, especially for high Q factor tuning forks. To 
overcome this, the frequency modulation method was proposed, which utilizes the 
resonant frequency as the feedback signal. In an ideal situation, the resonant frequency 
will change immediately upon a perturbation. It takes at least one oscillation period to 
measure the frequency of an oscillation, which is a much shorter period compared to 
the time of  2 3Q  oscillations. Therefore, in this thesis, the frequency shift is used as 
the feedback for tip-sample separation control. The frequency shift can be measured 
using a Phase Lock Loop (PLL) [289], [308], [309], which needs several oscillations to 
track the relative phase of a signal compared to a reference. 
 




























Considering the advantages of the tuning fork system for low temperature operation, 
self-sensing as well as compactness, the QTF based AFM has been used in this work as 
a base platform for the THz s-SNOM. The home-built system mainly contains two parts: 
the optical part and the AFM part. Figure 4.19 shows a 3-dimensional model of the 
whole setup. The optical part gives the optical image of the sample and includes a THz 
QCL, a cryostat for cooling the THz QCL and two parabolic mirrors for focusing the 
light on the probe. The AFM gives the topography of the sample and includes a scanning 
stage, a QTF tip sample distance control system and a vibration isolation platform. 







The principle of the setup is illustrated in Figure 4.20 (a). The laser light is 
collimated and focused by two 2-inch f/1 off-axis parabolic mirrors with 30° incident 
angle. When the beam is illuminating the metallic tip, a positive change in the laser 
power is detected due to the feedback of the scattered light from the tip. A higher 
feedback in the laser cavity corresponds to a reduced bias measured on the QCL, as 
schematically shown in Figure 4.20 (b) and also in Figure 4.21 (a). The apparatus is 
then arranged for the collection of the scattered light with a self-detection method, 
which will be discussed later.  
The topography of the sample is recorded by a home-built AFM and the sample is 
scanned in the xy plane. For each xy position, measurements are recorded for both the 
height of the tip, yielding the surface topography, and the signal from the lock-in 



















The light source for this THz s-SNOM is a 2.85 THz QCL (QCL-H in Appendix A).  
The QCL is fabricated with a single plasmon waveguide and has a bound-to-continuum 
active region design. In order to enhance the sensitivity of the system, as well as the 
collection of the scattered light, a silicon lens is attached to the QCL with an 18.5 µm 
thick antireflection parylene coating. The lens mounting has two primary aims: 
increasing the collection efficiency of the back-scattered light, and increasing the cavity 
mirror loss, rendering the device more similar to a quantum cascade amplifier [155]. By 
carefully attaching the lens to the facet of the laser using a layer of PMMA, the emission 
can be strongly reduced but not fully suppressed. Partially suppressed laser emission is 
needed in order to align the beam onto the metallic tip. The QCL is operated in a 
continuous flow liquid helium cryostat with the temperature kept at 5 K. The LIV 
characteristics of the device with and without feedback from a gold coated flat mirror 




and the original laser without anti-reflection coating are presented in Figure 4.21 (a). Its 
spectrum is displayed in Figure 4.21 (b). The laser is operated at the current density 
corresponding to the maximum emitted power and mounted into the cryostat such that 
the E-field has a polarization component along the tip shaft as only this component can 
excite strong nearfield interaction. The optical path is finely adjusted in order to have a 
maximal back-scattered signal into the cavity.  
(a) (b) 
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Frequency (THz)  
 
 
The detection method for the THz scattered light used here is a self-mixing scheme, 
which is reported in Figure 4.20 (b). To amplify the small voltage perturbation Vscatt on 
the laser bias VQCL caused by the scattered light, it is first subtracted with an identical 
pulse VRef synchronized to the repetition rate of the QCL 
QCLf , kept fixed to 2 kHz with 
10% duty cycle. The voltage difference between the two pulses V1 and V2 in Figure 
4.20 (a) needs to be kept as low as possible in order to use the minimum sensitivity scale 
on the lock-in amplifier, thus minimizing the noise. The voltage difference has been 
magnified in Figure 4.20 (b) for clarity. The difference in voltage is then amplified and 
fed to the lock-in amplifier which takes the resonant frequency of the tuning fork 
tff as 
its reference. The amplitude of the output signal from the lock-in amplifier is finally 
taken as the THz signal. 
In this system, the self-mixing effect is in a different regime compared with the one 
discussed in Chapter 2. Here, as the QCL is only partially suppressed from lasing and 
the feedback signal (scattering light) from the scanning tip is very weak (< 1 nW) 
compared to the QCL output power (around 0.2 mW), the system operates in a weak 
feedback regime like the normal self-mixing arrangement. Therefore, the self-mixing 
signal is dependent on both the laser frequency and the optical path length, which 
determine the phase difference of the laser filed between the internal cavity and the 
external cavity.  





Topography data obtaining with the s-SNOM is measured using a home-built tuning 
fork AFM. Several key elements are needed for building an AFM: a tuning fork with 
tip attached, controllable stages for adjusting the probe height and scanning the sample, 
and a microscope for monitoring the probe position, along with associated illumination. 
A feedback loop is also needed for keeping the tip-sample distance constant. In addition, 
software is needed for acquiring the data for tip height as a function of xy coordinates. 




The tuning forks used in the setup are from a commercial company (Mad City Labs, 
Inc.) and have dimensions of 4×1×0.25 mm, as shown in Figure 4.22. The tuning fork, 
which has a typical resonant frequency of 30 kHz, incorporates a tungsten tip, with a 
2 mm length, 80 µm diameter, and a <50 nm tip radius. The tuning fork is mounted on 
a probe board, which has two configurations depending on the tuning fork oscillation 
direction: shear force and normal force. In this work, as the tapping mode will be used, 
the normal force configuration will be adopted and the tuning fork oscillates in the 
direction perpendicular to the sample surface, as shown in Figure 4.23 (a), which 
produces the modulation for background noise elimination. 
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The whole probe board/tuning fork module is then attached on a nano-positioner 
(NANO-OP65 from Mad City Labs, Inc.) with 65 µm travel range and 0.13 nm 
minimum step-size. A micro-positioner (SPM-MZ from Mad City Labs, Inc.) with a 25 
mm travel range and 95 nm minimum step-size is used to bring the tip close to the 
sample surface with a distance within the travel range of the nano-positioner. When the 
system is brought into close proximity to the sample surface, the tuning fork resonance 
is damped, such that the amplitude, frequency or phase can be used as a feedback signal 
to keep a constant tip-sample distance, typically between 30 nm and 100 nm.  
For sample scanning, two piezoelectric stages (from Physik Instrumente Ltd) with 
250 µm travel range in each direction and 0.4 nm minimum step size are employed. 
Two manual positioners (from Thorlabs Inc.) with 12 mm of travel and 100 nm 
minimum step-size are used to roughly adjust the position of the sample before a scan. 
To be able to see the probe height and roughly the scanning area by eye, an optical 
microscope is constructed using a CMOS camera with 2048×2048 pixels over a 1 inch2 
detection area, coupled with a ×10 objective lens. The microscope is connected to the 
computer so that its captured image can be shown in real time on the screen. It is 
positioned at a ∼45◦ angle with respect to the vertical, to allow both the probe and 
sample to be in the field of view once the probe is within 50 µm from the surface. 
The feedback loop is fulfilled with a commercial controller (MadPLL from Mad 
City Labs, Inc.), which can use either oscillation amplitude, frequency or phase as a 
feedback signal. The controller records the tip height as well. A LabVIEW program 
records the height value at each point during a snake scan to form the topography.  
For many measurements, the sample is not level when it is scanned. As a result, 
there is usually a tilt on the topography image. This does not have any influence on the 
THz image as the THz signal is only determined by the distance between the tip and the 
sample, which is always kept constant. However, for the topography image, it will 
deteriorate the image contrast, and some fine structures might be buried within this tilt. 
To increase the topography image contrast, a flattening process is performed for all the 
topography images. To remove the tilt, two lines are chosen near the two edges on the 
image in the y direction. The tip height is then averaged along the two lines, with 
average values of A and B. The difference of them (A-B) is then divided by the number 
of the lines between them Ln to give the slope in the y direction (A-B/ Ln). All the lines 
in the y direction is recalculated by taking the first line as a reference and removing the 
tilt. For instance, for a data point x in the nth line, it will be recalculated as 
nn (A-B/L )x x = −  . The same processing is also applied to the lines in the x direction.  
 





A typical measurement example is showed in Figure 4.24, taken by Dr. Robert 
Wallis. This picture reports (a) the optical micrograph of the sample, (b) the topography 
and (c) the THz scattered image. The scanned sample area is a 14 μm  9 μm  
rectangle, which consists of metallic features over a SiO2 substrate. The sample has two 
overlapping metallic areas.  The metallic region defined with optical lithography (Ti/Au 
10/500 nm) is reported in blue. The metallic area fabricated with electron beam 
lithography (Ti/Au, 80/20 nm) is indicated in green. 
 
(a) (b) (c) 
 
 
   
 
 
Assuming that the relative permittivities are 3.9 for SiO2 and -106000 + 193000i  
for the Au features [214], [257] respectively and the W-tip has an apex radius of  40 
nm and tip of – 37817.448-i 60952.753 [213], the effective polarizability 
eff of the 
nearfield interaction at different areas can be calculated with equation (4.8) for different 
tip-sample distances, as shown in Figure 4.25. It shows a reduced polarizability, hence 
scattering efficiency, for the dielectric substrate SiO2 with respect to the Au area. Also, 
a nearfield effect can only be observed when the distance between the tip and sample is 
smaller than 40 nm, comparable to the tip radius. 
The THz image presented in Figure 4.24 (c) shows comparable values for the 
scattering signals on the SiO2 and the thicker Au evaporation. In contrast, the THz signal 
recorded over the metallic evaporation obtained via E-beam lithography, corresponding 
to the horizontal stripe, presents a significantly increased signal in comparison with 
them. The scattering signal intensities in the SiO2 and E-beam Au area are averaged in 
the two area respectively, which gives an average intensity of 8.5 µV and 20 µV. 
Therefore, the THz signal on E-beam gold is 2.35 times the one on SiO2, which is much 
higher than 1.3, the number calculated using equation (4.8) and reported in Figure 4.25. 
 




This might be attributed to the increased roughness, as also shown by the topography, 
and uniformity of this area. The induced dipole itself and the tip radius have sizes 
comparable to the roughness and to the total thickness of this metallic layer which might 
interact efficiently with the total scattering [310]. At the same time, the (z+r)3 
dependence in the effective polarizability’s denominator causes the distance behaviour 
of the signal to steepen with increasing demodulation harmonic [311]. This will 
introduce discrepancy between the measured and calculated signal ration as well as only 









A second scan over the red rectangular area of Figure 4.24 has been recorded with 
a 100 nm step-size and the topography and corresponding THz signal are reported in 
Figure 4.26 (a) and (b), respectively. Several profiles have been extracted from the 
dashed area of Figure 4.26 (b), to measure the resolution, which, as shown in Figure 
4.26 (c), is calculated to be  78 nm, by using the 10%-90% criterion. This corresponds 
to a spatial resolution of  /1200, which is comparable to the resolution achieved at 
these frequencies with a methanol gas laser [229], but obtained with an emitting source 
with < mW emitting power and without the need of an extra detecting element. At the 
same time, this system yields an improvement of more than 10 times compared to 
similar nearfield systems implementing THz QCLs [272], [278].  
 



























































































As a first demonstration of an s-SNOM based on tuning fork AFM and a THz QCL, 
the setup is put on a rigid optical bench, which does not have oscillation isolation and 
is operated in an ambient environment.  It is stable enough to scan a sample with large 
height contrast in topography but struggles to measure finer structures as it is even 
difficult to get a faithful topography of the sample with this setup. If the topography 
resolution is not sufficiently high, it is impossible to get a high resolution on the THz 
image. Therefore, several measures have been taken to increase the stability of the 
system, and thus the topography resolution. I would like to acknowledge the help from 












The first thing to do is reducing the air current, which can be achieved by putting 
the whole setup in a closed box. A sound isolation box (SIB), shown in Figure 4.27, is 
made to reduce both the air current and the vibrations induced by sound waves, as 
usually seen in an AFM setup. The box is made with plastic panels with an aluminium 
frame. Sound absorption foam is put on the panels to absorb external sounds.  
Figure 4.28 compares the tip oscillation amplitude before and after using the SIB. 
As can be expected, a drop in the amplitude is seen (from 200 nm to about 100 nm). 
Without the SIB, there is a long-time drift on the tip position, which is reduced with the 
SIB as well. For all the future measurements, they will be conducted with the SIB. In 
the future, the SIB will be sealed for nitrogen purge, so that the influence of the water 
vapor can be reduced, which might increase the sensitivity of the system as the water 
absorption of the THz scattering signal will be reduced. 






































The setup initially sits on a rigid optical bench, which does not provide any vibration 
isolation. To reduce the mechanical vibration, the setup is moved from the rigid optical 
bench onto a floating optical bench, which uses pneumatic vibration isolators with 
automatic re-leveling and tie bar flange as table supports. The isolators can isolate 94% 
of the vibration at 5 Hz and 98% of the vibration at 10 Hz [313]. However, two of the 
isolators are broken, therefore, the floating optical bench can only provide passive 
vibration damping. Because of the large mass, it cannot isolate high frequency 
vibrations. To improve the damping at high frequency, a passive isolation platform 
PTT600600 IsoPlate Support Plate from Thorlabs is put between the floating optical 
bench and the setup. The transmissibility curve of it is shown in Figure 4.29. As can be 







































































The tip position over time is recorded in this configuration, which is shown in Figure 
4.30 (a) and gives an about 50 nm oscillation amplitude. The tip position is Fourier 
transformed to analyse the frequency domain properties of the oscillation, as shown in 
Figure 4.30 (b). There is a very large component at about 1.2 Hz. Vibrations at around 
2.4 Hz, 3.6 Hz also exist in the system. They are suspected to originate from the slow 
oscillation of the optical bench as the resonance frequency of the pneumatic vibration 
isolators for bench supporting is around 1 Hz. The Thorlabs passive isolation platform 
can only suppress high frequency noises while the low frequency component remains. 
Furthermore, there is still a considerate amount of high frequency vibration left. 
To evaluate the resolution of the new configuration, two calibration samples (grating 
structures with different heights on a Si substrate with 3 µm period) have been 
measured: one with a grating height of 108 nm and the other 20 nm. The results are 
shown in Figure 4.31. Both graphs have been flattened. For the 108 nm sample, even if 
the topography is not good, the structure of a grating can still be seen. However, for the 
20 nm high sample, it is even hard to see the grating structure. As a result, to see features 
with a height contrast around 20 nm, the stability of the setup needs to be further 
improved. An obvious approach is to eliminate or reduce the amplitude of the 1.2 Hz 












To further reduce the high frequency vibrations as well as the effect of the 1.2 Hz 
noise and its high order harmonics, an active isolation platform (AIP) TS-150/LP is 
purchased from HWL Scientific Instruments GmbH and put underneath the setup. The 
whole system is still put on the floating optical bench.  The transmissibility curve of the 
AIP in the vertical direction is shown in Figure 4.32. As can be seen, it can reduce 68 
% and 99% vibration at 2 Hz and above 10 Hz, respectively. It can also reduce the 1.2 




It can operate in three different modes, the definition of which is listed in Table 4.1. 
The first mode is off/off mode, when the AIP is not powered. In this case, the AIP is 
locked and functions as a rigid support, which means it provides no vibration isolation. 
The second mode is on/off mode, when the AIP is powered but the active isolation is 
off. The AIP is unlocked and can provide passive isolation. In the last mode, the AIP is 
powered, and the active isolation is switched on. This is the normal operation mode of 
the AIP and it provides active isolation in this case.  
 
Operation mode AIP Active isolation Isolation 
off/off off off no 
on/off on off passive 
on/on on on active 




To evaluate the effect of the AIP, the tip position is recorded when the AIP works 
in three different operation modes. The results are displayed in Figure 4.33 (a) and their 
Fourier transforms can be seen in Figure 4.33 (b). 
 
(a) (b) 



























































In the off/off mode, the oscillation amplitude is about 180 nm and there is a strong 
1.2 Hz component in the spectrum. In the on/off mode, the oscillation amplitude does 
not change much compared with the one in the off/off mode, but the component at 1.2 
Hz becomes smaller, which means the AIP can compensate part of the 1.2 Hz noise 
even when just being used as a passive platform. However, when the active isolation is 
turned on (the on/on mode), the tip starts to oscillate with a 500 nm amplitude, which 
is unexpected. Thankfully, however, the 1.2 Hz component reduces further. When 
looking at the frequency domain, two sub-Hz components pop up with large amplitudes 
and some higher frequency components are generated as well. One possible reason of 
this is that the new frequency components are generated when the AIP is fighting with 
the 1.2 Hz noise induced by the floating table as its ability to compensate low frequency 
noise is limited.  
To prove that the instability of the tip height is caused by the fighting between the 
AIP and the floating optical bench, the whole system is moved from the floating optical 
bench back to the rigid one. The tip position is then recorded in the same three operation 
modes as on a floating optical bench, with the results shown in Figure 4.34 (a). In the 
off/off mode, the tip oscillation amplitude is about 80 nm. In frequency domain, there 
are four peaks, one at low frequency (<3 Hz) and one each at 8 Hz, 12 Hz and 19 Hz. 




When the AIP operates as a passive platform, the oscillation amplitude is reduced to 
about 50 nm because the noises at low frequency and 12 Hz have been compensated as 
can be seen from the frequency domain. When the active isolation is turned on, the 
oscillation amplitude is further reduced to about 10 nm, which is comparable to some 
commercial AFMs. In the frequency domain, most of the high frequency components 
are eliminated and there is only slightly low frequency component left. 
 
(a) (b) 





















































A scan is then performed on the previously measured 20 nm high grating calibration 
sample in two operation modes: with (on/on) and without (on/off) active isolation. The 
results are shown in Figure 4.35. The tilts in the two graphs have been removed. When 
the active isolation is off, the grating feature could be seen but not obviously due to 
several ups and downs on the surface. When the active isolation is on, the feature of a 
grating could be clearly seen, and the surface is smooth. Besides, the difference between 
the height of the grating pitch given by this measurement and given by a commercial 
AFM is very small. 
Vertical resolution can now be better than 10 nm, achieved by covering the system 
with a sound isolation box and using an active isolation platform on a rigid optical 
bench, as well as isolating the vibrations of the vacuum pump from the optical bench.  
This provides a suitable platform for attaining THz images. However, a good 
topography does not guarantee an efficient THz signal and other measures need to be 
implemented to improve the sensitivity and SNR of the THz signal. 
 








Several sources of electronic noises exist in the original s-SNOM setup, which 
deteriorate the SNR of the system. To detect the small scattering signal and enhance the 
sensitivity of the system, the electronic noise needs to be reduced as well. Figure 4.36 
gives a schematic of the electronic configuration of the setup. Two pulsers are gated by 
the same function generator at 980 Hz so that two synchronised pulses can be produced. 
The repetition rate of the two pulses are the same (1 kHz). One pulse (from pulser 2) is 
used to bias the QCL while the other (from pulser 1) is set as a reference signal. The 
terminal voltage of the QCL is subtracted from the reference signal and then amplified 
by the differential amplifier, the output signal of which is then detected at the tuning 
fork resonant frequency with a lock-in amplifier.  
 
 
Several modifications have been performed to reduce the electronic noise. To 
analyse the origin of electronic noises, the waveforms of the four most important 
























be seen, since the frequency of the gate voltage is set only slightly lower than the 





If zooming in just to the falling edges of the voltages, it can be seen that the bias 
pulse for the QCL and the reference pulse from the second pulser are out of sync (with 
different durations), shown in Figure 4.38 (a).  
  
 

























































 Differential signal X 50
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The rise times, frequencies and amplitudes of the two pulses might be slightly 
different from each other as well. As the differential signal from the two is taken as the 
THz signal, any difference between the two will generate an output signal. Therefore, 
minimising the difference between the two pulses is important for getting a smaller 
background noise. To achieve this, the trigger voltages for the two pulsers are adjusted 
so that they will generate two pulses at the same time point. After this, the two pulses 
start to rise at the same time, as shown in Figure 4.39 (a). Furthermore, the frequency 
and the duty cycle of the reference pulse is adjusted to get the same pulse duration. As 
shown in Figure 4.38 (b), the falling edges of the reference pulse and the QCL voltage 








































In addition, as the resistance of a THz QCL is usually much smaller (around 10 Ω) 
than the coupling resistance of the electronic instruments (usually 50 Ω), there is a large 
impedance mismatch between them. This will generate a spike on the QCL voltage 
when the QCL is switched on and off, as shown in the bottom graphs in Figure 4.38(a) 
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and Figure 4.39 (a). The two spikes introduce a large noise into the THz signal, which 
is acquired by monitoring the QCL voltage. To overcome this, an equivalent circuit, 
which consists of a resistor and a Zener limiting diode and is designed and made by my 
colleague Wladislaw Michailow, is connected to the QCL and the reference load to 
reduce the effects of impedance mismatch. By adjusting the resistance of the variable 
resistor on the reference path, the reference path can be balanced. In this way, the spike 
on the QCL voltage is largely reduced, as shown in Figure 4.38(b) and Figure 4.39 (b). 
Another measure that could reduce the system noise is optimising the cable lengths. 
Preferably, short cables should be used as they introduce less resistance into the 
corresponding electrical paths. In the cases where long cables need to be used, another 
cable with the same length should be used for the reference path.   
These modifications give a significant reduction in electronic noise, by more than 
50 times (the number is calculated by comparing the background signal without THz 
light measured with the lock-in amplifier before and after the improvement) and allow 
for an increased gain to be used on the differential amplifier, 20 times (1000×) what 
was previously possible (50×). 
Recently, a method for conditioning the self-mixing signal of a THz QCL imaging 
system has been reported [315], as shown in Figure 4.40. The QCL voltage pulse is first 
time-gated to remove the leading and the trailing edges, as shown in Figure 4.40 (c), 








voltage ramp with the same slope is then digitally synthesised and subtracted from the 
truncated pulse with analog hardware. The resulting signal is amplified and recorded. 
A reference signal is taken with the system before a measurement when there is no 
optical feedback. During the measurement, this reference signal is subtracted from the 
measured real-time signal to get the self-mixing signal. This method removes not only 
the noise introduced by impedance mismatch but also all the artefacts in the QCL bias 
circuit. Therefore, this can be implemented in our setup in the future to further reduce 
the electronic noise.  
 
In this chapter, a THz s-SNOM based on self-mixing technique using QCLs and a 
tuning fork AFM has been demonstrated. A 78 nm resolution, corresponding to 
<λ/1000, has been achieved with a QCL emitting around 2.85 THz. The sensitivity of 
this approach has been further enhanced by partly suppressing the lasing action and 
simultaneously increasing the collection efficiency with an antireflection coated lens 
attached to a laser facet.  
Several measures, including adding a sound isolation box, isolation of the pump 
vibration and utilisation of an active isolation platform, have been implemented to 
improve the topography of the system, which reduces the amplitude of the tip oscillation 
from about 150 nm to below 10 nm.  
In addition, several optimisations have been done on all the electronic connections 
to reduce the electronic noise including reference pulse synchronisation, QCL 
impedance matching and cable length optimisation. The resulting background 
electronic noise is reduced by more than 50 times and a higher gain can be used on the 
differential amplifier, giving a higher sensitivity and SNR.  
The research represents significant progress in the field of THz microscopy and 
paves the way to unique investigations of semiconductor devices, quantum objects, 
bidimensional materials and biological samples. 
















As a research tool, the s-SNOM lends researchers the ability to look at the optical 
properties of devices or samples with nanometre resolution. At THz frequency range, 
this makes it possible to study the THz response of a variety of materials, varying from 
semiconductors [316] and metamaterials [317] to lowdimensional materials [318]–
[320], and from quantum dots [321]–[323] to biological samples [324]. It can reveal 
resonances caused by excitonic, plasmonic, and/or vibrational energy states, as the 
critical length scale for these physical phenomena lies between 10 nm and 10 µm [325], 
[326], which cannot be reached by conventional far-field imaging due to the diffraction 
limit. In this chapter, the THz s-SNOM will be used to study several physical 
phenomena within THz nanostructures and to characterise the optical property of 
metamaterials.  
An s-SNOM can reveal optical information of a sample with nanometre resolution. 
One important application of this is the study of the fundamental properties of nano 
scale resonant structures. For instance, it can be used to study the fundamentals of length 
scaling and the coupling effect between adjacent antenna segments of optical antennas, 
which has been demonstrated in the infrared by Olmon et al. [327]. Here, an infrared s-
SNOM with a CO2 laser (λ = 10.6 μm) and interferometric homodyne detection was 
used to investigate the resonances of linear gold wire antennas designed for the mid-
infrared by probing the z direction nearfield component. Figure 5.1 (a) and (b) are the 
topography graphs of two antennas with different lengths (2 µm and 3.4 µm) while 
Figure 5.1 (c) and (d) are corresponding optical images, which reveal that the dimers 
with individual segments optically coupled across a small gap have a resonant 
behaviour emerging from a superposition of individual monomer modes, reminiscent 
of a linear quadrupole. The coupling between the two segments is mainly manifested 
by resonant effects due to the current-field and local field enhancement effects, which 
are all determined by the separation of the segments.  







Similar measurements have been done with two-photon luminescence micro-
spectroscopy [328]. The evolution of the modal field with wavelength, both in the gap 
and along the two coupled gold nanowires forming the antenna, is directly visualized in 
Figure 5.2. At resonance (730 nm), the luminescence for the gap area is enhanced by at 
least 80 times. A dynamical charge redistribution due to the nearfield coupling between 
the two arms has been observed as well. These provide fundamental information of 
antenna structures and criteria for optimisation of similar structures to get a strong 
coupling effect and resonant interaction, which are essential for modulation and 
detection purposes. THz s-SNOM has the potential of getting similar information for 








At the same time, the s-SNOM is a useful tool to study plasmonic resonance of 
graphene, which can be utilised to manipulate optical fields and the energy flow of light 
through plasmon polaritons [329], [330]. This is essential for information and 
communication technologies. Real-space imaging of plasmon fields in a graphene nano 
structure (tapered graphene ribbon on the carbon-terminated surface of 6H-SiC [331]), 
has been demonstrated with a 9.7 µm s-SNOM [224]. A diagram of the setup is shown 
in Figure 5.3 (a) and Figure 5.3 (b) gives the nearfield image , where fringes parallel to 
the edge of the ribbon in its wider axis can be seen. This was explained to be the 
interference pattern between the backward and forward propagating plasmons, which is 
confirmed by numerical calculation of the local density of optical states, as shown in 
Figure 5.3 (c). Furthermore, by changing the gate voltage applied to the tapered 
graphene ribbons on a Si/SiO2 (300 nm) substrate, plasmonic switching and active 






Similar research has been done for graphene nanoribbons on a Al2O3 substrate, 
where mode patterns of surface plasmons and edge plasmons have been observed [332]. 
When graphene is etched into different shapes, it will act as a nanoresonator, which will 
support a set of plasmonic sheet modes at different frequencies [226]. A nano graphene 




disc on a SiO2 substrate supports different modes when the size changes. The modal 
profiles of graphene disks with a diameter changing from 50 nm to 450 nm has been 
imaged by an s-SNOM, as shown in Figure 5.4 (a), which is confirmed by numerical 
simulations in Figure 5.4 (b). It is also found that, for the same graphene disk, it supports 





For plasmonic applications, graphene with high mobility is needed as it can support 
plasmons with a long lifetime. To evaluate the mobility of a graphene sheet, it is 
necessary to know the layer information as the electrical [333], [334] and magnetic 
properties of graphene, such as mobility and conductivity, are highly influenced by the 
number of layers and the stacking structure, which can bring drastic changes in band 
structures [333], [335]. For samples on a conducting substrate or in freestanding 
conditions, high-resolution electron microscopy [336] and scanning tunnelling 
microscopy [337] can successfully visualize stacking domains and their boundaries with 
about 1 nm resolution. Other conventional far field spectroscopy [333], [338] and 
Raman spectroscopy [339]–[341] can be used to get the stacking information for 
samples on a dielectric substrate but the resolution is relatively low (about 1-10 µm). 
5.1 State of art 
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The s-SNOM offers an approach to producing a nanometre resolution image of the layer 
structure for few-layer graphene on a dielectric substrate. Figure 5.5 shows an s-SNOM 
image of the stacking structures of few-layer graphene [342]. The topography and 
visible light (633 nm) nearfield image can only give the layer information while the 
infrared (3.39 μm) nearfield image can differentiate between the different stacking 
structures of triple-layer graphene.  
Compared to light at other frequency ranges, THz radiation has several unique 
properties: low energy, transparency to many materials and great penetration, as 
discussed in Section 4.3. The combination of the last two allows us to image features 
below the surface of a thin layer of THz transparent material. Because the tip is 
separated from the material which will contribute to the nearfield effect by a layer with 
finite thickness, the nearfield signal will not be as strong as when there is no 
encapsulation layer present. One example is imaging a gold grating embedded in a 
dielectric layer [277], as shown in Figure 5.6. The THz nearfield microscopy used here 
is based on an atomic force microscope and THz time-domain spectroscopy, shown in 
Figure 5.6 (a). The AFM topography just shows a flat surface while the grating feature 
is clearly seen on the THz image. The time evolution of the THz signal can also be 
acquired with this system.  It is also found that first order demodulation at the AFM tip 
resonant frequency on the lock-in amplifier is preferred for subsurface imaging, 
especially for nanostructures embedded in thick films because the first-order 
demodulation has the longest interaction length, and a lateral resolution comparable to 
higher-order demodulation. 
Application of the THz s-SNOM 
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Because of their low energy, THz photons can excite molecular vibrations and 
phonons, as well as electrons of non-metallic conductors [1], [2]. As a result, THz s-
SNOM also offers intriguing possibilities for material and device characterization of 
semiconductor devices at nanometre resolution. Simultaneous THz recognition of 
materials and mobile carriers with a 40 nm resolution in a semiconductor transistor 
has been demonstrated with a 2.54 THz s-SNOM, as shown in Figure 5.7 (c). In 
contrast to the IR image in Figure 5.7 (b), the THz image can also reveal the highly 
doped poly-Si gate (n ≈ 1019 cm-3) and the highly doped Si regions (n ≈ 1019 cm-3) just 
below the metallic NiSi source and drain contacts. This can facilitate the optimization 
of growth for low mobility materials, which has been difficult to achieve due to the 
lack of information on dopant distribution and junction properties [229].  
(a) (b) 




An infrared s-SNOM, using a CO2 laser with wavelength λ = 10.6 μm, has been used 
to map free-carriers in axially modulation-doped silicon nanowires, as shown in Figure 
5.8 (a). Figure 5.8 (b) shows the AFM topography and nearfield signal from a nanowire 
encoded with alternating sections of boron-doped and intrinsic silicon, demonstrating 
that infrared s-SNOM is sensitive to both p-type and n-type free-carriers for carrier 
densities above ∼1 × 1019 cm−3 [343]. The THz s-SNOM also has the potential to 
achieve the same function as it has been demonstrated to be sensitive to mobile carrier 
concentrations in the range 1017-1018 cm-3 [229]. Therefore, THz nearfield microscopy 
enables quantitative studies of local carrier concentration and mobility at the nanometre 
scale and potentially the characterization and optimization of optoelectronic properties 





All the measurements in this chapter are performed on the home-built THz s-SNOM 
discussed in Chapter 4. For the surface emitting photonic crystal (SEPHC) QCL and the 
dipole antenna array, they are measured with the setup before the topography 
improvement and electronic noise reduction discussed in Section 4.6 and 4.7 , which is 
named V1 s-SNOM. The measurements with the indium tip in Section 5.7.4 are 
performed with the V1 s-SNOM as well. For the other measurements, they have all been 
conducted with the improved setup, which is named V2 s-SNOM.  
The light source for the two setup versions is the same THz QCL (QCL-H in 
Appendix A), with the LIV and spectra shown in Figure 4.21. The LIV of the QCL did 
Application of the THz s-SNOM 
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not change much during all the measurements. Figure 5.9 shows its LIV after the Si lens 
dropped off and was reattached on it. The LIV looks similar compared to the one shown 
in Figure 4.21 with the threshold current and dynamic range close to their counterparts. 
The QCL is operated in pulsed mode at 2 kHz with 10% duty cycle. The temperature of 
the cryostat is kept at 5 K. The current of the QCL is kept at 1 A to get the maximum 
output power. 
The detection method used is the self-mixing detection discussed in Section 4.5.1. 
For all the measurements, the amplitude signal from the lock-in is taken as the THz 
signal.  The integration time of signal is usually 300 ms. If other integration time is 
used, it will be specified for that measurement.   








































5.3 Electric field mapping of a SEPHC QCL 
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For all the measurements in this Chapter, the light illustration geometry is the one 
shown in Figure 5.10. The THz light goes on the sample with a 45-degree angle. Its 
polarisation is indicated by the green arrow ?⃑?. Therefore, it has components in both x
𝐸𝑥⃑⃑⃑⃑⃑and z directions 𝐸𝑧⃑⃑⃑⃑⃑. The z component will introduce field concentration when it
illuminates the scanning tip, which will give a contrast on the THz image between areas 
with different material susceptibility.  The x component will apply an electric field on 
the sample in the x direction. If the sample has a resonant structure, both of them exist 
during a s-SNOM measurement. The overall THz signal is the summary of the two. 
(d) (e) 
Application of the THz s-SNOM 
150 
To explore the potential of the V1 s-SNOM, it is first used for mapping the 
plasmonic resonances supported by resonant metallic features.  A SEPHC QCL [344] 
based on triangular arrays of holes and emitting around 2.85 THz is chosen since its 
emission overlaps well with the s-SNOM frequency. The interest in this sample, which is 
used as a passive element at room temperature, stems from its patterned metallic top 
contact area, and the relative plasmonic resonances supported. Figure 5.11 (a) shows 
a schematic of the sample, which is a chip holding 6 SEPHC QCLs on it. The structure of a 
single SEPHC QCL can be seen in Figure 5.11 (b), the top contact of the laser is patterned 
with a photonic crystal structure. The frequency response of the photonic crystal is 
mainly determined by two geometric parameters a and r, which are defined as the 
distance between the centres of two holes and the radius of the holes, as shown in Figure 
5.11(c). For this sample, a and r are 38 µm and 10 µm, respectively.  Figure 5.11 (d) 
gives an optical microscope image of the tip and sample in the s-SNOM while Figure 5.11 
(e) shows a SEM micrograph of the top contact for the SEPHC QCL. The depth of the 
holes is about 0.6 µm. Due to the lift-off process during the fabrication, the borders of the 
holes present significant sharp ripples, as shown by the SEM of the inset in Figure 5.11 (e). 
4 22 10 W/μm−
The patterned metallic surface of the QCL supports dipole modes because of the 
periodical microcavity structures on it. To analyse the electric field distribution, a 
COMSOL Multiphysics simulation is performed with the electric field and wave vector of 
the input light in the directions shown in Figure 5.11 (e). The input power of the electric 
field is 1 W (power density of  4 22 10 W/μm− ). Here, the z component of the electric 




field is analyzed as only this component has a strong nearfield interaction with the tip, 
as shown in Figure 4.6. Besides, for the THz s-SNOM, the absolute value instead of the 
real value of the electric field is recorded because of the signal acquisition method used. 
Therefore, for all the simulations in this chapter, the absolute value of electric field z 
component will be calculated. The simulation result for the SEPHC QCL is displayed 
in Figure 5.12, which includes the topological feature of a raised lip around the hole and 
shows that the resonant plasmonic modes supported at 2.85 THz have two distinct peaks 
for each microcavity along the direction of the incident E-field. 
 
The sample is then scanned in the V1 THz s-SNOM. The scanning area is a
50 μm 50 μm square and the step size is 0.5 µm. A 500 ms delay is added into each 
step of the measurement to get a stable THz signal. The overall scanning time is about 
90 mins. The measurement parameters are summarised in Table 5.1. Figure 5.13 (a), (c) 
report the topography and the retrieved THz scattered signal acquired simultaneously 
while Figure 5.13 (b), (d) display the corresponding 3-dimensional images. The THz 
light is polarised in the x direction. All the topography images have been flattened in 













V1 50 50   0.5 500 300 90 
 
The topography of the SEPHC QCL is consistent with the SEM micrograph, 
showing a metal triangular lattice of holes along the two directions. The image has been 
smoothed over 3 points and in some points the tip lost contact with the surface, resulting 
in missing rows, which have been substituted with the first neighbouring points. This 
operation did not affect the THz signal and also had marginal effects on the topography. 
To get the depth of the holes and also the difference between the THz signal in x, y 
directions, four line profiles have been extracted along the two corresponding lines 
(shown in Figure 5.13 (a), (c)) in two directions with the results shown in Figure 5.14.  
The topography line profiles reveal that the height of the holes is around 0.6 µm, which 
is consistent with the design specifications for the microcavities. The ripples due to the 
lift-off are also correctly recorded by the s-SNOM topography and can be seen on the 
line profiles in Figure 5.14 (a), (b), which gives a height of about 300 nm for the ripples.  










5.3 Electric field mapping of a SEPHC QCL 
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The THz image (shown in Figure 5.13 (c), (d)) and the corresponding profiles 
(shown in Figure 5.14 (c), (d)) in contrast to the topography, exhibit an asymmetry in 
the vertical direction with respect to the horizontal one. In particular, two annular peaks 
are evident along the polarization direction, in good agreement with the simulations 
presented in Figure 5.12. This is consistent with the resonant plasmonic modes 
supported by the photonic crystal metallic structure.   
The sample is then rotated by 30 degrees to the left and scanned again with the THz 
light polarised in the direction indicated with the yellow arrow in Figure 5.15 (also 
rotated by 30 degrees to the left). The measurement parameters are in Table 5.2. Figure 
5.15 shows the recorded topography as well as the THz image. As can be seen, when 
the sample and the light polarisation are rotated by 30 degrees, the THz response is 
rotated correspondingly by 30 degrees as well. This further confirms the simulation 
result as displayed in Figure 5.16, which shows that the plasmonic resonance is always 
along the light polarisation direction.  
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THz s-SNOM, as a uniquely sensitive approach, also allows the retrieval of 
dielectric/plasmonic modes supported in buried resonant structures at these frequencies, 
as discussed in Section 5.1. Here it is used to image the plasmonic resonance of a dipole 
antenna array buried underneath a dielectric layer, which will help us to better 
understand the working principle of the device and give directions on improving its 
performance. 
 
The sample under investigation is similar to the one reported in reference [218]. 
Figure 5.17 (a) shows a schematic of the sample. Arrays of planar antennas are 
connected in series, which are then all joined together by graphene squares. Since the 
antennas are finally connected to the source and drain pads, they not only provide the 
plasmonic resonance capable of concentrating the light in the gap region, but also act 
as electrodes, thus efficiently collecting all the photocurrent contributions arising from 
the illuminated graphene areas. The whole structure is fabricated on a SiO2/Si substrate. 
The geometry of the antenna array is shown in Figure 5.17 (b). The antenna length L is 
adjusted so that the antenna array will resonate at 2.85 THz. The antenna width W, gap 
width g and lateral spacing Δx are 1 µm, 0.3 µm and 1.75 µm, respectively.  
 











Before fabricating the sample, COMSOL simulations are undertaken to find the 
optimal size for the antennas, which would resonate at 2.85 THz, the same as the 
operating frequency of the s-SNOM. The average energy at the gap between the 
antennas for three antenna arrays with different antenna lengths (18 µm, 19 µm and 20 
µm), and resonant frequency around 2.85 THz are simulated. Figure 5.18 gives the 
simulated results, which reveal that the three arrays present resonances at 3.05 THz, 
2.89 THz and 2.75 THz, respectively. Therefore, the 19 µm antenna array hits the right 
resonant frequency. 












































To have a rough understanding of what is expected to appear on the nearfield image, 









polarized in two directions are simulated with COMSOL Multiphysics with a 1W input 





3 22.59 10 W/μm−
 
 When the polarization is parallel to the main axis of the antennas, a concentrated 
electric field presents at the gap area, which is about 60 MV/m. When the polarization 
is rotated by 90° thus perpendicular to the main axis, there is no concentrated field at 
the gap area anymore. Instead, only a slightly stronger electric field can be seen at the 
edge of the antennas compared to other regions. The average electric field at the edge 
area is about 3 MV/m, which is 20 times weaker compared with the previous situation. 
 
The 19 µm antenna array is then fabricated by my colleague Long Xiao with a 
similar procedure discussed in Section 3.2.3. Monolayer graphene, grown by CVD 
[345] is first transferred onto a SiO2/Si substrate (300 nm/525 µm thick) and selectively 
etched in an oxygen plasma chamber after an electron beam lithography in order to 
define an array of graphene squares. Each square has an area of 9 µm2. The antenna 
array is then fabricated via electron beam lithography, Ti/Au metal evaporation (14/91 
nm) and lift off. The gap between two antenna arms is about 300 nm. The graphene 
squares are designed in the position to short the gap between the antenna arms.  
In order to reduce the hysteresis [346] and bring the Dirac point to bias voltages 
lower than 100-120 V, which has been observed in previous strongly p-doped samples, 
a conformal dielectric layer (100 nm of Al2O3) is deposited on top of the sample via 
ALD in stop-flow mode using H2O/TMA precursors, thus encapsulating the graphene 
[347]. Due to this dielectric layer, other imaging techniques or s-SNOM at other 
frequency ranges cannot get information from underneath it. However, the strong 




penetration ability of THz radiation makes the THz s-SNOM a unique tool to study such 






To further confirm the resonant frequency of the sample, it is tested in a THz TDS 
(Menlo) system. Figure 5.21 shows its transmission spectra when the incident light has 
different polarization directions. A resonant dip at about 2.75 THz (0.14 THz lower than 
the simulation result) can be seen when the light is polarized along the main axis while 
there is nearly no resonance present when the polarization is perpendicular to the main 
axis.  The transmission of data is normalised using the SiO2/Si substrate as a reference. 
The normalised transmission at 2.85 THz is about 20% and 50% for the parallel and 
perpendicular polarisations. 
 
   
 





The antenna array is then imaged with the V1 s-SNOM when no gate voltage is 
applied on it. In the following two measurements, all the parameters, apart from the 
scanning area, are kelp the same. The scanning area for the light polarisation along the 
antenna main axis is 4 μm 3.5 μm . For the polarisation perpendicular to the antenna 
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When the orientation of the incident light polarization is along the antenna main 
axis, the THz image and the corresponding extracted profile, shown in Figure 5.22 (c), 
(d) respectively, present a strong E-field enhancement in the gap area. This is in good 
agreement with the simulation result reported in Figure 5.19 (a). The line profile is 








In contrast, when the sample is scanned with the light polarization perpendicular to 
the main axis of the antenna, a weak THz signal is still observable at the boundary 
between the metallic antennas and the dielectric, as shown in Figure 5.23 (b), but no 
resonant enhancement of the E-field is observed in the gap. It can also be seen that the 
scattering signal is much weaker (around 85 µV), as shown in the line profile in Figure 
5.23 (b), compared to the one with the light polarization parallel to the antenna axis 
(700 µV at the gap area). The line profile is obtained by averaging all the lines from 
1.5 μm to 2 µm in the y direction. 
After measuring the antenna array as a static device, another attempt is made to 
measure it in the s-SNOM as a dynamic device, the reflectivity of which can be tuned 
by back gating. However, when applying a back-gate voltage, the leakage current goes 
across the device is very high (around 1 mA), which makes it unsuitable to act as a 
dynamic device. New samples which can be backgated with the same geometry will be 









The THz s-SNOM is then used to image the electric field distribution of a device 
with a slightly more complicated geometry. Here, it is the SRR device used for 
amplitude modulation in Chapter 3. Being able to map the electric field distribution will 
help people to better understand the mechanism of the modulation. The structure and 
geometry of the device are shown in Figure 3.3. This device is covered by a large single 
sheet of graphene; therefore, it will damp the resonance of the resonator and give a less 
concentrated electric field, meaning a lower THz signal for the s-SNOM measurement. 
 
Before undertaking s-SNOM measurements, the electric field distribution within a 
single split-ring resonator with a nominal size a of 12.8 µm is simulated with COMSOL 
Multiphysics with an input power of 1 W (power density of 3 21.8 10 W/μm− ). The 
simulated distributions for the absolute value of the electric field z component are 
shown in Figure 5.24 (a) and Figure 5.24 (b) for different input electric field directions, 
which are the THz signal distributions expected to see in the s-SNOM measurement.  
 
    
 
When the input electric field is in the x direction, the electric field is stronger at the 
edges of the arms on the two sides. In contrast, when the electric field is in the y 
direction, a field concentration can be seen within the gap area. It can also be seen from 
the simulation that, the SRR has a lower field concentration at the gap area compared 
to the antenna as the average electric field at the gap for the SRR is 5 MV/m while the 
one for the antenna array is about 60 MV/m. Considering the input power density for 




the antennas array is 1.44 times the one for the SRR, the electric field at the gap of the 
antennas is about 8.33 times the one for the SRR, which is almost an order of magnitude 
stronger. Therefore, a higher sensitivity is necessary to get the information of the 




After the upgrade of the system, the same SRR device is scanned in the V2 s-SNOM 
with the light polarized in the x direction (perpendicular to the capacitive gap) and the 
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Figure 5.26 (a) and (b) shows the recorded topography as well as the THz image. 
The topography is significantly improved compared to the one taken with V1 s-SNOM 
and gives the height of the gold on the device as about 110 nm, which is consistent with 
the design specification (100 nm). The SRR feature can be seen clearly and the surface 
of the metal looks flat. On the THz image, a strong signal can be seen at the gap region, 
which reveals a concentrated electric field there, in good agreement with the simulation 
result. Line profiles are extracted for both the topography and THz images in Figure 
5.25 (a) and (b).  The correlation of the gap on the topography and a reduced scattering 
signal on the THz image can be seen on the line profiles shown in 5.25 (c) and (d). As 
the electric field is only concentrated at the gap region in this situation, it reveals that 
large area graphene is not necessary for modulation. This gives us a direction for 
improving the performance of the SRR device as a modulator because small area 










It needs to be pointed out that an inverted signal is seen here because the phase 
difference between the feedback signal from scattering and the internal laser field is 
close to 180 degree. The voltage perturbation is dependent on the optical path length, 
which determines the phase difference, as shown in Figure 5.27 [348]. Therefore, when 
the phase difference is 180 degree, the system operates in a similar condition as the 
valley position on the blue curve. The scattering signal gives a destruction interference 





The sample is then rotated by 90 degrees so that the polarization of the THz light is 
parallel to the gap and scanned in the V2 s-SNOM. All the scanning parameters are the 
same with the previous measurement. The topography gives the same height for the 
metal, as shown in Figure 5.28 (a) and also confirmed by the line profile in Figure 5.28 
(c). The THz response is displayed in Figure 5.28 (b), which shows the outline of the 
SRR geometry and a slightly stronger electric field on the side arms, which is also 
consistent with the simulated result. On the x direction line profiles in Figure 5.28 (c) 
and (d), a correlation can also be seen between the gold structure on the topography 
image and the THz scattering signal. On the y direction line profiles, the gap can be 
seen on the topography line scan but there is no correlated signal on the THz line scan, 
as shown in Figure 5.29. As a result, this non-resonant response will not make a big 
contribution to the modulation as the electric field is not confined at the gap area. This 
explains why this device can only modulate the light when it is polarized perpendicular 
to the gap. 
 













Following on the resonant structures, a metasurface sample has been measured in 
the THz s-SNOM. The device is similar to the one reported in reference [349]. It is a 
broadband metasurface THz absorber with fractals as the base geometry, as shown in 
Figure 5.30. Two fractal features (level 1, shown in Figure 5.30 (a), and level 3, shown 
in Figure 5.30 (b)) are distributed periodically on the substrate, which consists of three 
layers: Si, metal (Ti/Au) and polyimide.  The fractal cross behaves as a resonator here. 
Fractals with different orders will resonate at different frequencies. Therefore, 
combining fractals of several different orders together will generate a broadband 
resonance. To optimise the design, it is essential to know which resonant modes exist 
for fractals with different orders or sizes, and the s-SNOM has the potential to image 





COMSOL simulations are performed to get the response of one unit of the periodical 
feature when it is illuminated by a plane wave at 2.85 THz in two directions (0° and 
45°). Here 0° means the polarization of the light is parallel to the y axis in Figure 5.31. 
As shown in Figure 5.31 (a), when the light is polarised along one axis of the cross, it 
excites a resonance mode along this direction. A strong electric field exists at the edge 
of its arm in the excited direction while a weak electric field exists on the other arm. 
Because of the symmetry of the sample, it will have the same response if it is rotated 
by 90°. When the sample is rotated by 45°, the electric field of the light will have an 
equal component in both the x and y directions. Therefore, a symmetric electric field 




distribution is expected, as confirmed by the simulation result in Figure 5.31 (b). Also, 
the electric field is stronger at the edge of the cross branches while the electric field in 





As discussed in the previous section, the metasurface has different responses when 
the incident light is polarised in different directions. To prove this, it is imaged in the 
V2 s-SNOM. 
 
Only two situations (0° and 45°) need to be considered here because of the symmetry 
of the geometry. The sample is first scanned with the light polarised along one of the 
cross arms, here in the y direction. The scanning parameters are displayed in Table 5.5. 
As can be seen from  Figure 5.32 (a), the topography reveals the geometry of the fractal 
cross clearly and an asymmetry can be seen on the THz image. There is a strong THz 
signal along the y direction while not much signal can be seen along the x direction, 
which means there is a strong electric field along the y direction while the electric field 
along the x direction is negligible. This is in good agreement with the simulation result 
shown in Figure 5.31 (a). When the sample is rotated by 45°, the asymmetry is broken, 
and similar levels of signal is recorded in both directions. For three 3rd order fractals, 
the electric field is higher on the high order branches and lower in the centre, which 
again is consistent with the simulated results. However, for one 3rd order fractal (bottom 
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left), the electric field at the centre of the fractals is of similar strength with the one at 
the edge of all the branches, which might be an artefact of the THz signal. Further 
investigation is needed to find the reason for this mismatch between the COMSOL 
simulation and THz s-SNOM image. 
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0 degree 80.4 80.4  0.6 500 300 150 
45 degree 84 84  0.6 500 300 165 
0 degree 45 degree 
Application of the THz s-SNOM 
168 
Usually, the THz QCL in the s-SNOM setup is operated at the bias current 
where it gives maximum power (1 A for this QCL). When the operating current is 
increased from 1 A to 1.2 A, the power of the QCL drops because the energy bands 
starts to misalign, as can be seen from Figure 4.21 (a). For the metasurface, this 
means the incident electric field becomes weaker, which will give a reduced THz 
signal. This has been observed during our measurement. Three scans are 
performed when the operating current of the QCL is changed from 1 A to 1.2 A. The 
other scanning parameters are kept the same for all the scans and are displayed 
in Table 5.6. From the results in Figure 5.33, it can be seen that the THz response 
becomes weaker when the operating current is increased. The signal nearly halves 
when the current is increased to 1.2 A, which is expected as the power of the QCL 
drops from 2.5 mW to 1.1 mW,  as can be seen from Figure 4.21 (a).
Polarisation 
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45 degree 22.2 22.2  0.3 500 300 50 
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During the measurement, it is found that the signal integration time chosen on the 
lock-in amplifier has a large effect on the SNR ratio of the THz signal. In principle, a 
longer integration time shall give a larger SNR at the cost of the scanning speed. As a 
result, it is useful to find an integration time that could give a reasonable SNR and 
scanning speed at the same time. Here, the same feature is imaged by the s-SNOM with 
the integration time being 30 ms, 100 ms and 300 ms. The corresponding step delay 
times for these three measurements are set to 60 ms, 200 ms and 600 ms, respectively. 
The other measurement parameters (scanning area, step size) are the same as the scans 
in the last section and the QCL is operated at 1 A. The measurement results are 
displayed in Figure 5.34. As can be seen, for all the measurements, the quality of the 
topography looks nearly the same. This means that 60 ms is already long enough for the 
tip to settle down when the height of the sample changes. Therefore, if the sensitivity 
of the nearfield is high enough, the scanning speed of the s-SNOM can be higher than 
160 Hz. However, for the THz image, the image quality looks very different at different 
integration times. At 30 ms, the SNR is too low to see a clear signal. When the 
integration time is increased to 100 ms, it can already give a reasonable SNR. Therefore, 
100 ms is a suitable compromise between the scanning speed and the system SNR for 
future measurements. 
30 ms 100 ms 300 ms 
5.6 Metasurface Fractal-Cross Absorbers 
Application of the THz s-SNOM 
170 
Apart from THz nanoimaging of functional devices, the system can also be used to 
analyse how to improve the contrast of the THz image. For instance, it can be used to 
find an optimum material or geometry for the tip. According to equation (4.2) and 
equation (4.8), the material of the tip has an influence on the nearfield interaction. 
Therefore, it is necessary to investigate which material can help to give a larger optical 
response. For nearfield interaction, the most important optical property of the tip is the 
relative permittivity . As this property is frequency dependent, it is essential to find 
out 
which materials have a smaller real part of at THz frequency range as a smaller 
real part will give a larger effective polarizability. 
At the same time, scanning tips with resonant structures can enhance the field 
concentration within the tip apex area, which can be achieved by exploiting the 
lightning rod effect or adiabatically compressing an electromagnetic wave propagating 
along a long, tapered metal wire [4], [350], [351]. For the normal cone shaped tips, it is 
found that a large field enhancement can be achieved when the length of the tip is close 
to the wavelength of the light source [352], [353]. The resonant length can be calculated 
as , here is the tip length, is the wavelength of the light source and  is 
the geometric factor depending on the geometry and material of the tip.  
To analyse the influence of optical properties of the tip material on the nearfield 
signal, the amplitude and phase of the effective polarizability eff for several different 
tip-sample systems have been calculated with the equation (4.8). The relative 
permittivity of several metal materials is displayed in Table 5.7.  
Material Tungsten Gold Silver Titanium 
real -37817.448 -106000 -133710 -6495.0594
imag 60952.753 193000 218450 15728.015 
t
t
L /2 = L  
Among these four materials, tungsten, gold and silver are commonly used at THz 
frequency range and there are commercial tips available either with the material or 
coated with the material. Therefore, these three materials have been used in this 
calculation. The sample has been chosen to be Au on 2 which , SiO is the most 
commonly used material system for our devices. The calculated results are shown in 
5.7 Tip material and geometry 
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However, the situation is quite different for the phase. For different tip materials, 
the phase changes are different, as shown in the top graph in Figure 5.35. Since the self-
mixing effect is phase sensitive, a larger phase difference will also give a stronger 
signal. As can be seen from Figure 5.36, for the same material group, Au and Ag give 
a larger phase change compared to W. As a result, Au and Ag tips or Au- and Ag-coated 
tips are preferred for THz s-SNOM. 
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Figure 5.35, from which it can be seen that the amplitudes of eff for different materials 
are nearly the same. This is expected as the real parts of t for these metals are all large 
negative numbers, which gives a nearly equal to 1 value for the amplitude of 









As discussed in the last section, because a gold tip can introduce a higher phase 
change difference between Au and SiO2 compared to a tungsten tip, for samples with 
Au features on a SiO2 substrate, the gold (or gold coated) tip can give a better contrast. 
This has been further confirmed by imaging gold features on a SiO2/Si substrate with a 
gold coated tungsten tip. 
Firstly, the stability of the tip is evaluated by recording the topography of a sample 
with a simple structure. Here, a gold coated tungsten tip from Nanonics is incorporated 
into the V2 s-SNOM. The Q factor of the probe and the tip radius are similar to the 
tungsten tips used before. Therefore, a similar topography resolution shall be expected, 
which is confirmed by recording the topography of a gold corner on a SiO2/Si substrate, 
shown in Figure 5.35 (a). The scanning parameters are displayed in Table 5.8. A line 
profile extracted from it gives a resolution of about 50 nm, which can be improved by 
reducing the step size. Also, for current applications, a 50 nm step size is small enough 
to reveal the necessary information as the smallest feature scanned is at least 100 nm in 
size. The line profile gives the thickness of gold as 75 nm, which is consistent with the 
result from an AFM measurement. It also shows that the gold surface is flat on the 
topography, which indicates a low tip oscillation amplitude during the measurement. 
 
s-SNOM Area (μm μm ) Step size (µm) Delay time (ms) Scanning time (min) 









Then, the tip is used for imaging a more complex structure: a coupled resonator. The 
sample measured here consists of Au resonators on a SiO2/Si substrate. The resonators 
are out of resonance with the QCL frequency (new resonators will be designed to work 
at 2.85 THz in Chapter 6). Therefore, it is only expected to see a contrast between Au 
and SiO2. A s-SNOM scan is performed with the parameters shown in Table 5.9.  Figure 
5.38 (a) shows the topography of the resonator, which has very sharp contrast at the 
geometry boundaries, further confirming that a high resolution can be achieved with 
this gold coated tip. The yellow region is the Au feature and it is expected to have a 
stronger THz response, as can be seen from the THz image shown in Figure 5.38 (b), 
which looks blurred. One possible reason for this is that the sensitivity of the THz 
response is not high enough to produce a sharp contrast, which can be attributed to a 




















The performance of the gold coated tungsten tip and a bare tungsten tip is compared 
by measuring the same feature. The sample measured is a gold feature (100 nm 
thickness) on a SiO2/Si substrate. During the optical alignment, the gold coated tungsten 
tip used in the last measurement is crashed onto the sample due to an unexpected 
vibration on the optical bench. It is then replaced by a second gold coated tip with a 




tuning fork of larger size. The second probe does not work stably in the system, as can 
be seen from the topography taken with it in Figure 5.39 (a). Despite the bad 
topography, the THz contrast between Au and SiO2 can still be seen, as shown in Figure 
5.39 (c). The same feature is then imaged with a tungsten tip. The scanning parameters 
for the two measurements are all the same apart from the step size, which is 0.5 µm for 
the tungsten tip and 1 µm for the gold coated tungsten tip. The THz signal integration 
time is 100 ms and the step delay is 200 ms. Figure 5.39 (b) and (d) give the topography 
and THz image taken with the tungsten tip. Compared with the images taken with the 
gold coated tip, the topography looks better, but the contrast of the THz image is slightly 






Furthermore, a large area scan is performed for a gold letter “Z” on a SiO2/Si 
substrate. The scanning parameters are summarised in Table 5.10.  The topography is 
still not good, as can be seen from both Figure 5.40. However, the THz contrast between 




the gold and SiO2 is very strong, which is even better than the contrast of the topography 
image, as shown in Figure 5.40 (a). The QCL light is then attenuated with a piece of 
paper, the transmission of which is about 40 %. Therefore, the THz signal will be 16% 
the one without attenuation as the THz light passes through the paper twice. When the 
THz light is attenuated with the paper, the THz contrast becomes much weaker (150/100 
for SiO2/Au compared to 250/50 when there is no attenuation), which is expected and 
























The sensitivity of the THz s-SNOM is mainly determined by scattering efficiency 
of the tip in coupling the nearfield interaction at the tip apex into the far-field [355]. It 
has been demonstrated that the scattering efficiency can be improved if the length of 
the tip is comparable to the wavelength of the light being scattered, when the tip behaves 
as a resonant dipole antenna [356]. Such a tip is called a resonant tip. To study the 
influence of the tip geometry on its scattering efficiency, a traditional non-resonant 
tungsten tip and a resonant indium tip are compared. The tungsten tip is from Mad City 
Labs, Inc, which is the tip generally used in the setup as it is highly compatible with 
their MadPLL control system. The resonant indium tip is from Oleg Mitrofanov’s group 
in UCL. Indium is chosen here as it is very easy to fabricate into a tip shape on the 
tuning fork. 
 
Tip Tungsten tip Indium tip 
Length ~2 mm 50-150 µm 
Radius < 50 nm 50-100 nm 
 
Both tips are metal wire tips with similar shapes. The length of the tungsten tip is 
much longer than the THz wavelength while the one of the indium tip is much shorter 
and close to the resonant length of THz radiation. The detailed numbers are displayed 












An indium tip is incorporated into the V1 s-SNOM and tested. It is similar to the 
one reported in reference [352] and fabricated directly onto a bare quartz tuning fork by 
Thomas Siday from UCL. The tuning fork with indium tip is then incorporated into our 
THz s-SNOM. During the first attempt, the PID control loop could not detect it when 
the tip is approaching the sample surface. As a result, the tip crashes onto the sample 
surface. One potential reason for this is that the tuning fork with indium tip attached has 
a much larger Q factor (3000) compared to the one with a tungsten tip attached (200-
1500) as the indium tip has less mass than the tungsten tip.  A larger Q factor means a 
slower response. In addition, the PID loop is optimized for Q factor between (100-1500) 
and might not be able to keep a probe with a Q factor of 3000 stable on the sample 
surface.  
To overcome this, two measures have been taken. The first one is to reduce the Q 
factor of the tuning fork by damping it with a larger mass, which can be achieved by 
attaching more indium on the tuning fork. After several attempts, the Q factor of the 
tuning fork with tip, which could be measured directly by its response to an excitation 
signal with the MadPLL setup and software, is reduced from 3000 to 800, which is 
within the optimum working range of the PID loop. The second measure is to adjust the 
PID parameters of the feedback loop when the tip is on the sample surface. With these 
two improvements, the tip can stay on the sample surface stably enough for a 
topography measurement. However, during this process, the tip crashes onto the sample 
surface several times and becomes blunt with a radius around 1 µm, which is estimated 









One of the microcavity on the surface of the SEPHC QCL in Section 5.2 has been 
scanned with the indium tip and the topography is compared with the topography of a 
similar hole acquired with a tungsten tip, shown in Figure 5.42 (a). With such a tip 
radius, it is difficult to get a good topography, as displayed in Figure 5.42 (b). It has 
also been found that the tip is degrading during the scanning and becomes blunter, 
which indicates that the tip might still have been touching the sample surface at some 
point within the scanning process. One possible explanation for this is that the tip is too 
soft and the elastic force it experiences when approaching the sample surface is much 
smaller than the one for the tungsten tip. As a result, a larger gain might be necessary 
for the feedback loop in this case. 
After the topography comparison, the THz image of a gold corner on a GaAs 
substrate is taken with the indium tip. Its topography is shown in Figure 5.43 (a), in 
which the bottom left is gold and the top right is GaAs. A clear contrast can be seen 





Graphene loaded metamaterials are promising devices for amplitude [97], frequency 
[358] and polarization [359] modulation of THz radiation. To optimise the performance 
of such devices, it is necessary to have a good understanding of their working principles, 
which can be studied with the THz s-SNOM. The measurements in the previous sections 
can only give a qualitative explanation for the working principle of these devices. To 
quantitatively characterise the performance of such a device, a more systematic study 
needs to be performed. In this section, two graphene loaded metamaterial devices, SRR 








COMSOL simulations and fabricated to study the influence of these parameters on the 
THz properties of them. These two geometries have been chosen because they have 
been demonstrated to have the ability to modulate the amplitude or frequency of a THz 
QCL[97] [358], which are essential for many THz applications. 
 
For an SRR, its optical properties are mainly determined by four structural 
parameters: the nominal size a, line width f , gap width e, and metal thickness t, as 
shown in Figure 5.44. They determine the inductance, resistance and capacitance in the 
LRC model of an SRR. The relationship between these parameters and the resonance 
frequency as well as average electric field at the gap region has been studied with 
COMSOL simulations. Here, the thickness of metal is kept as a constant value (100 nm) 
and the power of the input electric field is 1 W for all the simulations. The SRR is put 
on a SiO2/Si substrate. The details about the simulation and the parameters used for the 
simulations have been discussed in Section 3.2.2. The average electric field is obtained 
by averaging the electric field over the gap area (the red area in Figure 5.44), which 
takes into account all the three components of the electric field. It indicates how strong 
the field concentration is at the gap area, which is an important parameter for an SRR 





For an SRR, the resonance frequency is in reverse proportion to its nominal size 
because a larger size gives a smaller inductance, which leads to a lower resonance 
frequency. This is confirmed by the simulation results, as shown in Figure 5.45. In this 











0.08 μm and 1 µm, respectively, only the nominal size a has been changed from 10 µm 
to 14.5 µm, which results in a resonant frequency shift from 3.2 THz to 2.1 THz. The 
results also show that the average electric field at the gap does not change when the line 
width and the gap width stay the same. The resonant frequency/wavelength for different 
nominal sizes are extracted from Figure 5.45 and plotted in Figure 5.46. As can be seen, 
the relationship between the nominal size a and the frequency (f)/wavelength (λ) can be 
fitted with a reciprocal/linear function, which can be used to predict the optimal nominal 
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The influence of two other variables, line width ratio Lw and gap width e on the 
resonant frequency and average electric field is then studied. The resonant frequency 
and average electric field are simulated with the nominal size a kept constant as 10 µm. 
The line width ratio Lw and gap width e are increased from 0.07 a to 0.09 a and 0.2 µm 
to 0.4 μm , respectively. The simulation results are plotted in Figure 5.47. As can be 
seen, both the line width ratio and the gap width have influence on the resonant 
frequency and the average electric field. A larger line width gives a blue shift on the 
resonant frequency and a lower average electric field. For the gap width, it has a large 
effect on the average electric field. When the gap width is halved, the average electric 
field has more than doubled, which is reasonable as the same energy is concentrated in 
a smaller area. The increase of the gap size also gives a blue shift on the resonant 






The influence of the gap size is then investigated further as the variation range of it 
is much larger compared to the line width ratio. Besides, compared to the line width 
ratio, the gap size has a much larger influence on the average electric field at the gap 
area within its variation range. Here, both the nominal size a (10 µm) and the line width 
ratio Lw (0.09) of an SRR are kept constant while the gap width is increased from 
50 nm  to 1000 nm, with the results shown in Figure 5.48 (a). To get the relationship 
between the gap size and the average electric field as well as the resonant frequency, 




nonlinear fits of the simulated average electric field ( gapE ) and resonant frequency (f) 
at the gap area with the gap size is performed, as shown in Figure 5.48 (b). The average 
electric field increases almost linearly and slowly with the gap size reducing when the 
gap is wider than 400 nm. After the gap size is reduced to smaller than 400 nm, it goes 
up exponentially when the gap size is further reduced. A higher average electric field 
means a more concentrated field, which is beneficial if the device is used for modulation 
purposes. At the same time, the resonant frequency changes in a similar way. As can be 
seen from Figure 5.48 (a), it does not change much when the gap is broader than 400 
nm and a big shift happens when the gap size is further reduced. Therefore, several 






























































The electric field distribution of an SRR with different gap sizes has been simulated 
as well, as shown in Figure 5.49. The nominal size of the SRR is 10 µm and the line 
width ratio Lw is 0.09. When the gap size is large (>500 nm), the charges mainly 
distribute around the edges of the two ring arms. When the gap size is reduced, the 
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This device can be used for three different experiments. Firstly, it can be used to 
study the modal field evolution if a THz s-SNOM scan is performed on the SRRs on a 
vertical line (different nominal sizes but same gap size). As the frequency of the THz 
QCL used in the s-SNOM is fixed, when scanning on SRRs with different nominal 
sizes, it will go through different resonant conditions: close to resonance, on resonance 
and then off resonance.  It is equivalent to sweeping the laser frequency for the same 
SRR. 
Secondly, a large scan can be taken on the whole area to find the SRR that gives the 
strongest THz response at the light source frequency. If the laser source is 2.85 THz, 
this will help to find the optimal nominal size and gap size for an SRR array to have a 
very strong resonance at 2.85 THz. On the current SRR array, according to the 
simulation results, all the SRRs in the blue-shadowed area have a resonant frequency 
around 2.85 THz. 
90Furthermore, another array with the same layout but rotated by  is put next to 
the previous array. Therefore, two SRRs with the same geometric parameters but 
orientations perpendicular to each other can be imaged in the same scan to study the 
influence of the light polarisation on the electric field distribution.  
5.8.1.5 Large area SRR arrays for THz TDS measurements 
Apart from the areas of SRRs with different sizes, two arrays of SRRs with single 
nominal size and gap size are put on the sample for THz TDS characterisations, so that 
the validity of the simulation results can be evaluated by comparing the TDS 
measurement results with the simulated ones. The parameters of the SRRs for these two 
devices are displayed in Table 5.12. They are designed to have resonant frequencies at 
2.2 THz and 3.1 THz, respectively. 
Table 5.12 Parameters of SRRs for TDS characterisation 
Nominal size Line width Gap width Designed resonant frequency 
SRR1 13.5 µm 1.08 µm 0.3 µm 2.2 THz 
SRR2 9 µm 0.72 µm 0.2 µm 3.1 THz 
5.8.1.6 SRR Sample layout 
Both the patterned SRR array and the large area SRR array are put on the same 
sample. It is divided into 4 small rectangular areas, which are labelled as (a), (b), (c), 
(d) in Figure 5.51. The size of each area is 1.1 mm × 1.6 mm, which is large enough for
TDS measurements. 
Application of the THz s-SNOM 
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77 41 54
Area (a) is filled with the patterned SRR array shown in Figure 5.50 with two 
orientations. 90-degree patterned array (patterned array rotated by 90 degrees) and 
patterned array are put on this area in alternate lines, starting from the top with the 90-
degree patterned array. 20 arrays in total are filled into this area.  
Area (b) is covered by a patterned SRR array similar to the one shown in Figure 
5.50 but with the nominal size of the SRR varying from 9 µm to 13.5 µm with a 0.5 µm 
step. The gap size is still changed from 1 µm to 0.1 µm with a 0.1 µm step. The SRRs 
in this area cover a resonant frequency range between 3.5 THz and 2 THz. For area (a) 
and area (b), 60% of the patterned arrays have graphene at the gap area of the SRRs and 
the corresponding SRRs are connected to the bonding pads (areas with purple outline 
in Figure 5.51) with gold wire, so that the graphene can be gated. 
Area (c) and area (b) are filled with a large area array of SRR1 and SRR2, with
and SRRs, respectively. All the SRRs have graphene in the gap area and 58





Figure 5.51 The layout of the graphene loaded SRR device 
5.8.1.7 Sample fabrication 
The sample is then fabricated in a similar way as discussed in Section 3.2.3 with the 
same substrate. The difference for fabrication of this sample is that the graphene is put 
on the sample after the SRR metallisation. Therefore, it is suspended on top of the metal 







The transmission spectra of these two devices are measured with THz TDS after the 
SRR metallisation and before the graphene transfer, Figure 5.53 shows the comparison 
between the simulated transmission spectra of the devices and the ones measured with 
the TDS. The simulated resonant frequencies are slightly higher than the measured ones 
(60 GHz for SRR1 and 20 GHz for SRR2). The reason might be that the geometry and 
material properties parameters used in the simulation are not exactly the same compared 
with the ones of the fabricated devices. This confirms that the simulations are vali






























The second interesting geometry to study with the THz s-SNOM is the coupled 
resonator (CR), which is also called electromagnetically induced transparency (EIT) 
device. The geometry of a CR is shown in Figure 5.54, which is based on the design in 
reference [358]. A single coupled resonator consists of two individual resonators (a dark 
resonator and a bright resonator) sitting next to each other.  Here, a is the nominal size 
of the CR, and all the other parameters are related to it with the ratio in Figure 5.54. All 












A coupled resonator array with a connecting wire on it usually has three resonant 
modes, as shown in Figure 5.55. The properties of these three modes of a coupled 
resonator array with a 0.81 scale (a nominal size of 16.2 µm) are displayed in Table 
5.13. The first resonant mode appears as a result of the connecting wire, which has the 
lowest resonant frequency and much weaker resonant strength compared to the other 
two modes. The two other modes are a result of the nearfield capacitive coupling 
between the individual resonances of the dark resonator and the bright resonator, which 
are split into two hybridized modes, with a low frequency “bonding” resonance at 1.75 
THz and a high frequency “anti-bonding” resonance at 2.35 THz. These two modes also 
have different electric field distributions. For bonding modes, the carries concentrate at 
both the side gaps and the centre gap, therefore a high electric field is present in these 
regions as well. For anti-bonding mode, the carries only concentrate at the centre gap, 
where the highest electric field exists. A summary of the information for these three 
modes can be seen in Table 5.13. 
 
(a) (b) (c) 
 
 








Compared with an SRR, more variable parameters have influence on the optical 
properties of a CR: the sizes of the bright and dark resonators, the distances (vertical 
distance and horizontal distance) between them and gap size of the bright resonator. 
Here, the CR shown in Figure 5.54 is used as a template and it is scaled to other sizes 
to get different resonant frequencies. Figure 5.56 gives the transmission spectra of CRs 
with scales from 0.4 to 0.7 and a fixed gap size (0.4 µm for both the centre gap and the 
side gaps), which cover a spectral range from 1.8 THz to 3.7 THz for the bonding mode 
and 2.6 THz to 5.1 THz for the anti-bonding mode.  
 






























To investigate how the resonant wavelengths for the two modes changes with the 
CR scale, they are extracted from the simulation results and plotted in Figure 5.57. The 
centre gap size and the side gap size are kept fixed (0.4 µm for both). A linear fitting 
can be performed to the resonant wavelength with scale for both modes, which means 




both resonant wavelengths increase linearly when the CR scale is increased. It can also 
be seen that the change slope with scale for the anti-bonding mode is higher than the 
bonding mode (254.9 compared to 163.8 for the bonding mode). This means, when 
increasing the CR scale, the resonant wavelength of the anti-bonding mode increases 
faster than the bonding mode. 
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The influence of the centre gap size is studied as well. Here, the scale and the side 
gap size of the CR are kept constant (0.65 and 0.4 µm, respectively), while the centre 
gap size is reduced from 1000 nm to 100 nm. The simulation results in Figure 5.58 show 
that a smaller gap size gives a higher field concentration, thus a higher electric field at 
the gap region. However, the gap size does not have an obvious influence on the 
resonant frequency of the bonding mode. For anti-bonding mode, the resonant 
frequency is blue-shifted when increasing the centre gap size. 
Two CR arrays (array a and array b) with different scales and gap sizes are then 
designed, as shown in Figure 5.59. The scales of the CRs are chosen such that their anti-
bonding mode resonant frequencies (for array a) or bonding mode resonant frequencies 
(for array b) are between 2 THz and 3 THz.  The scales and gap sizes are labelled in 





Two devices are also designed with large area CR arrays, which have the anti-
bonding and the bonding mode at around 3 THz, respectively. The geometric 
parameters and the corresponding simulated resonant frequencies for the two arrays are 
displayed in Table 5.14. The side gap is 0.4  
 















The device a, device b, CR1 and CR2 are then fabricated on the same chip with the 
SRR sample discussed in the previous section in the same process, which is called CR 
sample in this thesis. The layout for the CR sample is displayed in Figure 5.60. It is very 
similar to the SRR sample layout and also have four 1.1 mm×1.6 mm areas.  Area (a) 
and area (b) are filled by array a and array b with two orientations. Area (c) and area (d) 






The transmission spectra of the two large area devices CR1 and CR2 are measured 
with THz TDS after the metallisation of the CRs. The results are shown in Figure 5.61, 
where the COMSOL simulation results and the TDS results are compared. For both 
CR1 and CR2, the resonant frequencies of the bonding mode (2.095 THz and 3.065 
THz) agree well with the simulated results (2.190 THz and 3.078 THz) while the 
resonant frequencies of the anti-bonding mode are about 150 GHz higher than the 
simulated ones. It can also be found that, the frequency differences between the two 
modes for the two devices are larger compared with the COMSOL simulations. The 
frequency difference is mainly determined by the resonant frequency difference and the 
coupling strength between the bright and the dark resonators. Therefore, either the 
simulation gives an inaccurate resonant frequency or the coupling between the two 
resonators is not modelled properly. Further investigations are needed to find out the 









































In this section, THz metamaterials with varied geometric parameters have been 
designed and fabricated to study the influence of different geometric parameters on the 
optical properties of the metamaterial devices systematically. Two widely used 
metamaterial structures (SRR and CR) for THz applications are studied with COMSOL 
simulations. Two parameters are mainly considered here: the nominal size and the gap 
size.  
The COMSOL simulations give a systematic prediction on the influence of the 
geometric parameters. For both structures, the resonant wavelength is proportional to 
the nominal size. As to the gap size, a larger gap size will blue shift the resonant 
frequency. The gap size is also the main influence factor of the average electric field at 
the gap area. When the gap size is larger than a critical number (400 nm here for the 
SRR device), the average electric field increases almost linearly and slowly with the 
gap size reducing. After the gap size is reduced smaller than the critical number, the 
average electric field goes up exponentially with the gap size further reduced. The 
determining factors of the critical number need to be further investigated. Therefore, a 
compromise needs to be made between a good field concentration and ease of 





In addition, the transmission spectra of two large area SRR arrays and two large area 
CR arrays are measured with THz TDS. The results show that COMSOL simulations 
give a good prediction of the resonant frequencies with about 50 GHz frequency 
difference between the TDS data and simulated data. 
Due to time constraints, THz s-SNOM measurements of these devices have yet been 
conducted and need to be finished in the future. Therefore, the next step is to map the 
electric field distribution in our THz s-SNOM setup to study the evolution of the mode 
profile when changing the geometric parameters or the graphene conductivity (changing 
the gate voltage). This study will facilitate understanding of the working mechanism of 
these devices and give directions to optimise the device designs. 
 
In this chapter, the THz s-SNOM has been used for different imaging applications, 
which demonstrate its capability for several research purposes. Firstly, it has been used 
to characterise several resonant structures and the plasmonic resonances within these 
structures have been visualised. The THz image of the SEPHC QCL shows how the 
electric field is concentrated in one direction at the edge and distributed in a photonic 
crystal structure, proving the ability of the system for recording the local electric field. 
The imaging of the dipole resonance of the wire antennas confirms the effectiveness of 
the COMSOL simulation and demonstrates the subsurface imaging ability of the THz 
s-SNOM. For the SRR device, the electric field distribution mapping reveals the 
operation principle of the device as a modulator.  
The contrast of the images of the SRR device is not great, which reveals the 
necessity of further improving the THz sensitivity of the system. To achieve this, two 
measures have been taken. Firstly, a different tip material, gold, has been tested to see 
the influence of tip material on the THz contrast. Both theoretical calculation and THz 
s-SNOM measurement prove that the gold coated tungsten tip can give a higher THz 
contrast compared to the bare tungsten tip. The second approach is using resonant tips, 
and an indium tip with a length close to the THz wavelength has been tested in the s-
SNOM. The THz contrast still exists despite the poor topography due to the softness of 
the material. Therefore, resonant tips with harder materials or an optimised PID 
feedback loop for soft tips should be explored in the future.  
On top of that, the influence of the integration time has been studied, and it shows 
that the 100 ms integration time gives a good compromise between the scanning speed 
and the THz image contrast. 




Two graphene loaded metamaterial samples are finally designed to study the 
influence of the geometric parameters on the resonance frequency and field 
concentration effect of two metamaterial geometries, SRR and CR. The study shows 
that COMSOL simulations can give close predictions of the metamaterial resonant 
frequencies and several geometric parameters (nominal size, line width ratio and gap 
size) can be tuned for an SRR to meet a certain resonant frequency. It also shows that 
the gap size needs to be reduced below a certain number to be able to see a strong field 
concentration effect. The results give a direction for optimisation of the performance of 





























THz technology is a relatively new and fast-growing research field with many 
advancements during the last several decades. However, there are still many scientific 
or technological problems to be solved in this field. In this chapter, the contribution of 
this work to the THz world in terms of spectroscopy, modulation and nearfield imaging 
will be summarised. On top of that, further research based on work in this thesis and 
several new ideas about research in the THz field will be proposed. 
In this thesis, three important applications of THz technologies (gas spectroscopy, 
amplitude stabilization and nearfield imaging) have been studied and experimentally 
achieved with THz QCLs. Technologies related to these three applications have been 
discussed as well. 
In Chapter 2, a gas spectroscopy setup based on self-mixing with an external cavity 
THz QCL has been demonstrated. To achieve this, two technologies have been studied 
and developed. Firstly, a THz QCA was developed from a THz QCL by attaching an 
AR coated Si lens. Secondly, a differential detection method based on self-mixing of an 
external cavity QCL was used to detect the small voltage perturbation signal. Compared 
with normal detection methods, it provides a faster and more sensitive response. To 
achieve broadband spectroscopy, a broadband THz QCA and a frequency tuning 
element are needed. Two approaches for achieving a broadband THz QCA have been 
proposed: broadband AR coating and the two lenses configuration. For frequency 
tuning, a broadband external cavity THz QCL was demonstrated with a Littrow grating, 
which could give 103 GHz frequency tuning around the central frequency of ~2.9 THz 
with a grating angle change of 1.1 degree.  






With the advancement of THz modulators, it becomes possible to actively control 
the amplitude, frequency as well as polarization of THz radiation, which are the key 
technologies for many THz applications such as communication, imaging, etc. Chapter 
3 presented an active amplitude control and stabilization setup with a 2.85 THz QCL. 
The amplitude of the QCL output was modulated by a graphene loaded metamaterial 
array and the modulation was actively controlled with a PID feedback loop. With the 
active control, the system can generate THz radiation with a designed waveform (square 
wave and sine wave modulation have been demonstrated). The magnitude of the 
fluctuation in QCL output power was reduced from 1.52% to 0.043% of the total output 
power as well. 
Furthermore, to achieve a higher modulation depth, an external cavity configuration 
was explored. It gave a higher modulation depth (20% compared to 2.7% of a direct 
transmission scheme) of THz radiation but also introduces instability into the system 
due to mechanical vibrations. 
 
THz s-SNOM is a powerful research tool for semiconductor physics. In Chapter 4 
and Chapter 5, an s-SNOM has been developed with a THz QCL based on a tuning fork 
AFM. The home-built s-SNOM can record topography and THz response of a sample 
simultaneously and has a resolution of better than 78 nm. As a tuning fork instead of 
cantilever is used, the system also provides a dark environment for measurement, which 
is essential for many quantum devices. In addition, low temperature AFMs with tuning 
forks have been demonstrated before [360]. Therefore, tuning fork based s-SNOM is 
promising for cryogenic temperature operation as well, which is the working condition 
for most quantum devices. 
To improve the system’s performance (resolution and stability), a sound-isolation-
box and an active vibration isolation platform were utilised to reduce the mechanical 
instability and an impedance match and pulse synchronization were performed to reduce 
the electronic noise. 
Several THz functional devices have been studied with the THz s-SNOM after it 
was built. Firstly, it was used to characterise several resonant structures: a SEPHC laser 
and a wire antenna array. The plasmonic resonances within these structures have been 
visualized, which is confirmed by COMSOL simulations. Another examined sample is 




an SRR array, the electric field distribution mapping of it reveals the operation principle 
of the device as a modulator.  
To improve the sensitivity, resonant tips as well as tips with different materials have 
been theoretically studied and tested in the setup, which proves that the gold coated 
tungsten tip can give a higher THz contrast compared to the bare tungsten tip. It has 
also been found that a 100 ms integration time and second order demodulation can give 
a better contrast. 
 
For all the work presented in this thesis, there is still clearly some room for 
improvement. When it comes to THz spectroscopy, frequency tunable THz sources are 
essential. Acoustic waves might offer a new approach to frequency tuning of a THz 
QCL. For active control of THz radiation, as discussed in Section 3.7, an integrated 
device can be used for both modulation and detection. In addition, the resolution and 
sensitivity of the THz s-SNOM can be further improved and it will be useful to develop 
a cryogenic temperature THz s-SNOM. For THz metamaterials, apart from the function 
as a frequency or amplitude modulator, they also have the potential of being a THz 
spatial light modulator, which is the key element for THz single-pixel imaging.  
 
In conventional semiconductor lasers, the acousto-optic effect has been widely used 
for frequency shifting, amplitude modulation and deflection. It has also been 
demonstrated that this technique can be adopted in infrared QCLs [361]. A tunable 
infrared QCL was achieved by incorporating an Acousto-optic Modulator (AOM) in the 
external cavity. By changing the frequency of the AOM, the wavelength of the QCL 
could be tuned from 8.5 µm to 9.8 µm. Besides, the tuning frequency can reach 1 MHz.  
In principle, if an AOM could work at THz frequency range, it could also be used for 
frequency tuning in an external cavity THz QCL by modulating the feedback of the 
laser cavity, which provides an approach to fast frequency tuning of THz QCLs.  
Figure 6.1 gives a schematic diagram of the setup that could be used for AOM 
frequency tuning of a THz QCL. Two parabolic mirrors and a plane mirror are placed 
on the optical path of a QCA to form an external cavity. Then an AOM is placed 
between the second parabolic mirror and the flat mirror. When the light beam goes 
through the AOM, a large proportion of it will be diffracted by the AOM and the 
diffraction angle is correlated with the frequency. Consequently, when the mirror is 




fixed, only the photons with a specific frequency can be coupled back to the QCA and 
thus achieve self-oscillation, which is a prerequisite for lasing. By changing the 
modulation frequency of the AOM, the frequency of the photons that satisfy the angle 







Another possible approach to tuning the frequency of a THz QCL with a bulk 
acoustic wave is using it to modulate the thickness of semiconductor layers in the active 
region, which will shift the transition frequency of a QCL as well. High speed 
modulation of a single-plasmon THz QCL output power has been demonstrated with a 
single-cycle, bipolar, acoustic strain (coherent phonon) pulses generated in the Al layer 
deposited on the back surface by optically exciting it with ~40 fs, 800 nm pulses from 
a 1 kHz repetition rate Ti:Sapphire amplified laser system [362]. The acoustic pulses 
will induce a transient change on the voltage (or voltage modulation) across the QCL, 
which is shown in the bottom graph in Figure 6.2. This voltage change will then 
modulate the output power of the QCL, as shown in the top graph in Figure 6.2.  
If a frequency tunable standing acoustic wave can be generated within the active 
region, the width of the quantum wells will be tunable as well, which will modulate the 
lasing frequency of the QCL. One problem to be solved for this approach is to find an 
appropriate way to generate a frequency tunable acoustic wave within the QCL active 
region. 
 







On top of bulk acoustic waves, surface acoustic waves (SAW) also have the 
potential to modulate the optical field of a QCL. Compared with using an AOM for 
frequency tuning, using SAW seems to be a more direct approach as it will provide a 
distributed feedback inside the laser cavity. If this can be achieved, it will be a very 
stable and convenient frequency tunable THz source as there is no need for an external 








Figure 6.3 gives a schematic of a possible configuration of a QCL with interdigitated 
transducers (IDTs) on top. It is now possible to fabricate the transducer of SAW on top 
a QCL ridge. SAW have been adopted in the field of electron transport in a 
semiconductor material for many years. As a result, the fabrication method of a SAW 
transducer on a semiconductor material substrate is mature. At present, using ZnO as 
the acousto-optic material, considerably strong SAW can already be produced [363]. 
Fabrication of it on top of a GaAs substrate has been demonstrated as well. This is also 
a field having attracted many researchers. Theoretical calculations and simulations have 
been conducted to prove the feasibility of this approach [189][364]. However, there has 
been no experimental demonstration of this up to now. As a result, there is still much 
work to do in this field. 
 
Because of its unique optoelectronic properties, graphene has been exploited for 
many photonic applications. As demonstrated in the previous sections, graphene loaded 
devices can be used for optical modulation. Additionally, photodetectors based on 
graphene, other two-dimensional materials and hybrid systems have been demonstrated 
as well [365]–[367]. For certain applications, such as amplitude stabilization of a laser, 
simultaneous optical modulation and detection are necessary or will largely reduce the 
size and complexity of the whole system. Therefore, building an integrated device 
which can be used for both modulation and detection is of great interest.  
There are several possible approaches to achieving this. One such choice, which has 
been demonstrated by Youngblood and his colleagues [368], is a dual layer graphene 
device. Two layers of graphene, separated by a dielectric layer (
2 3Al O ), are integrated 
on a planarized silicon photonic waveguide. The device is in configuration of a simple 
field effect transistor (FET): the bottom layer (the channel) acts as an optical absorber 
and can collect photogenerated carriers, while the top layer acts as a transparent gate 
electrode, which can tune the electrical and optical properties of the bottom graphene 
layer. A schematic of the device configuration is shown in Figure 6.4 (a). Figure 6.4 (b) 
gives the SEM micrograph of the device. Two asymmetric source and drain contacts 
made of titanium/gold (light blue) and palladium/gold (dark yellow) dope the graphene 
(light purple) to be n- and p-type, respectively. A 100 nm layer of dielectric ( ) 
is put between the gate and the channel, which induces a lateral p−i−n junction, shown 
in Figure 6.4 (c). A near infrared photodetection responsivity of 57 mAW-1 and 
modulation depth of 64% with GHz bandwidth has been achieved with this device. 
 
2 3Al O







Another possible approach is to use a single layer metamaterial device loaded with 
small area graphene squares instead of a large area graphene layer, thus the graphene 
properties of each square can be tuned independently.  The metamaterial feature array 
should be suitable for both detection and modulation.  
This approach has been initially explored with an antenna geometry, which has 
demonstrated effective photodetection at room temperature around 2 THz and 2.7 THz, 
yielding a maximum responsivity of ~2 -1mA W  [218]. A schematic of the device is 
shown in Figure 6.5 (a). The Ti/Au antennas (10/65 nm) sit on top of a SiO2/Si (300 
nm/525 µm) substrate with small squares of graphene underneath the gap areas; the 
device can be biased with a back gate. The dimensions of the antenna geometry and the 















Name Expression Description 
L 22.5 / 24.5 / 26.5 μm Antenna length 
w 2 µm Antenna width 
g 500 nm Antenna gap 
Δx 1.5 L Antenna lateral spacing 
t 100 nm Antenna thickness 
 
To get the optimal size of the antenna so that it will resonate at the QCL operating 
frequency, finite-element simulations have been performed with COMSOL 
Multiphysics to calculate the reflection spectra of antenna arrays with different antenna 
lengths. As shown in Figure 6.6 (a), when the length of the antennas is changed from 
22.5 µm to 28.5 µm, the resonant frequency decreases from 2.35 THz to 1.86 THz. The 
THz QCL to be used has a central frequency of 2.25 THz, which is far away from the 
resonant frequency of the 28.5 µm array. Therefore, only the 22.5 µm, 24.5 µm and the 
26.5 µm antenna arrays are fabricated. To further analyze the modulation ability of this 
device configuration, the reflection spectra of the 22.5 µm device (because it hits the 
right resonant frequency) at different graphene conductivities have been simulated as 
well with the results shown in Figure 6.6 (b). When the conductivity is increased from 
0.3 mS to 0.6 mS, the reflectivity can be changed by about 8% and a 12.8 % modulation 
depth can be achieved. 
 




















 L=22.5 m, =0°
 L=24.5 m, =0°
 L=26.5 m, =0°
 L=28.5 m, =0°
 L=22.5 m, =90°
 L=24.5 m, =90°
 L=26.5 m, =90°
 L=28.5 m, =90°
 






























The devices have alreay been fabricated by my colleague Long Xiao with a similar 
procedure to the fabrication of the SRR device as discussed in Section 3.2.3. Figure 6.7 
(a) gives an SEM micrograph of it. The device is first electronically tested to see 
whether the resistance of the graphene on the antenna arrays can be tuned by chaging 
the gate voltage. The back-gate on the 24.5 µm antenna array is not working, therefore, 
only the 22.5 µm (Antenna 1) and the 26.5 µm (Antenna 2) arrays have been measured, 
with the results shown in Figure 6.7 (b). The dirac point are -20V and -6 V, respectively. 
The diract point for Antena 2 is higer than Antenna 1, as it was exposed in air for a 
longer time, which will n-dope the granphene and increase the dirac point.  Small area 
graphene graphene square in the gap between two antennas) is used for this device, the 
resistance measured here is the the sum of the contact resistance between the metallic 
antenna and graphene [369]. However, the change of it still reflects the change of the 
graphene resistance of all the small squares as the contact resistance of the Au antennas 
dose not change much when the bias voltage is changed. This graph shows that the 
resistance, thus the conductivity, of the graphene on the device can be tuned by 
changing the gate voltage. Therefore, the reflectivity of the graphene loaded antenna 













The device is then measured in a THz TDS system to get its THz response. Firstly, 
an XY scan is conducted to locate the antenna arrays on the sample, with the results 
shown in Figure 6.7 (c). A difference can be seen between the gold electrodes and other 
areas as they have a much higher reflectivity. Afterwards, finer measurements are 
performed to get the reflection spectra of the different arrays. As can be seen from 
Figure 6.7 (d), the 22.5 µm, 24.5 µm and 26.5 µm antenna arrays have resonant 
frequencies of 2.34 THz, 2.25 THz and 2.13 THz, respectively. Idellay, the 24.5 µm 
antenna array should be used for further amplitude stabilisation experiment. However, 
as the back-gate of it is not working, the 22.5 µm antenna array will be used as the 
resonant frequency of it (2.34 THz) is very close to the laser frequency (2.25 THz). The 
next step is to test the modulation ability of the device with a THz QCL. 
 
 
However, the current device cannot be used in a feedback loop for both detection 
and modulation. When changing the bias voltage of the device, the photocurrent used 
for detection of the QCL power will change as well even when the QCL power stays 
the same. There are two ways to overcome this. The first one is a double-layered device, 
where the top layer is a modulator while the bottom layer is a detector. It can be designed 








achieving this is a hybrid device. On this device, SRRs and dipole antennas are put next 
to each other in alternate lines, as shown in Figure 6.8, and they can be biased 
independently. Therefore, the modulation and detection can be separated from each 
other. Both approaches can be explored if the 22.5 µm antenna array in Figure 6.7 can 
give a large enough modulation depth with the THz QCL measurement.  
 
At the same time, the same principle used for amplitude stabilization in this thesis 
can be applied to frequency stabilization, where a frequency modulator instead of an 
amplitude modulator will be utilised. This approach does not need a frequency comb, 
or complex electronics, which will be useful for portable and applicative spectroscopic 
measurements. 
 
One important application of THz s-SNOM is inspection and even manipulation of 
quantum objects, which is also one of the final goals of building the THz s-SNOM 
system in this work. For many quantum objects, it only works at cryogenic 
temperatures. Therefore, to measure them, a cryogenic temperature s-SNOM is needed.  
There are several problems to solve to achieve this. The first one is to push the QTF- 
based AFM to work at low temperature. Compared with room temperature, the 
properties of the tuning fork will be different, and the vibration isolation will be more 
difficult at low temperature. The second difficulty will be coupling the THz light from 
a THz QCL into the sample space. As the QCL needs to be cooled down with a separate 
cryostat, there will be at least two optical windows between the QCL and the sample, 
which will absorb a considerate amount of the scattering signal. At the same time, it 
will be more challenging to perform the alignment of the optical path. 
Meanwhile, a broadband THz source is useful for THz s-SNOM measurements. It 
can give information of a sample at different wavelengths. The QCA based broadband 
external cavity QCL is a possible approach. 
 
As discussed in Section 5.8, the THz s-SNOM can be used to study the modal 
evolution within a resonant structure and a metamaterial sample has been specially 
designed for this. The next step is to measure the sample with the s-SNOM and get the 
electric field distributions of the SRRs/CRs with different overall sizes or gap sizes. As 
graphene is put at the gap area for the samples, it can also be used to study how the 




change of graphene conductivity will affect the electric field distribution within the 
resonant structure. This can be achieved by imaging the same resonator at different 
graphene back-gate voltages. 
 
Spatial light modulators (SLM) are very important for many applications like 
imaging, adaptive optics, etc. Despite the development of THz technologies for so many 
years, there are still not many SLMs which can operate at the THz frequency range. 
Unlike for visible light, the normal liquid crystal SLM does not work well at THz 
frequency range. Therefore, new materials or mechanism needs to be found to spatially 
modulate THz radiation. One promising approach is using metamaterials, which have 
already been used in microwave and infrared for spatial light modulation purposes. 
Figure 6.9 shows a 1-bit digital metasurface operating at GHz frequency range, which 
has 64 pixels. The phase response of each pixel can be changed between 0 and π when 
the bias voltage is on and off. Therefore, a spatially patterned light beam can be 






A similar device has been demonstrated for mid-infrared as well, as shown in Figure 
6.10. The device is a graphene loaded SRR array, which is very similar to the device 
used in Chapter 3 for amplitude modulation. The SRRs are divided into a 6×6 array. 
Each element in the array functions as a pixel and all the pixels are electronically 
isolated from one another so that they can be biased independently. A spatial reflection 
pattern of “CINT” at λ = 8.3 μm has been achieved by selectively applying ‘ON’ and 
‘OFF’ gate voltages.  
 







For metamaterials, their optical properties are mainly determined by the geometric 
parameters. By adjusting the sizes of the aforementioned devices, they might work at 
THz as well. There are also many techniques for THz modulations as well, either 
through direct [144], [372]–[374] or indirect ways [141]. Among all these approaches, 
the graphene loaded metamaterials are easier to fabricate compared with other 
approaches and can offer a high modulation depth. Also considering the research 
experience in the research group on this type of devices, it will be the best choice for 
the first attempt. The SRR device in the Section 3.2 has demonstrated its ability for THz 
modulation. If the device can be divided into small pixel areas, which can be biased 
separately, it can be used as a THz SLM. The problem to be solved is finding a proper 
approach to control the gate voltages of the individual pixels independently. If 100 
pixels are defined, 100 voltages need to be applied on the device separately, which will 
be a challenging task. 




One important application of the THz SLM discussed in the previous section is 
single pixel imaging, which has been discussed briefly in Section 1.6.3. If the graphene 
loaded metamaterial device works well as a THz SLM, it can be used to generate the 
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QCL-A Reference [182] 2.9 2.2 250 V427 
QCL-B Reference [182] 2.9 3 250 V427 
QCL-C Reference [172] 2.25 2.5 250 V208 
QCL-D Reference [172] 2.25 2 250 V208 
QCL-E Reference [172] 2.35 2 150 V220 
QCL-F Reference [182] 2.85 1.1 250 V557 
QCL-G Reference [182] 2.85 2.5 250 V557 
QCL-H Reference [182] 2.85 2 250 V557 
 
Comments: 
1. All the THz QCL in this thesis are fabricated with single-plasmon waveguide. 
2. All the active region designs are bound-to-continuum. 
