Abstract-The capacity region of multiple-input multipleoutput (MIMO) broadcast channel (BC) has attracted considerable attention recently. The greedy block MMSE QR decomposition with dirty paper coding (greedy block MMSE-DP) scheme is a solution to achieves extremely close to channel capacity with limited feedback of channel state information at transmitter (CSIT). In this paper, we analysis the performance and consider the reconfigurable implementation of greedy block MMSE-DP. Numerical results indicate that the greedy block MMSE-DP approach significantly outperforms the TDMA-MIMO approach in terms of the system throughput even when a large amount of quantization error is added to the feedback information (e.g., when signal-to-quantization-error ratio (SER) values are 14, 10, and 6 dB). The scheme is shown to be appropriate for reconfigurable implementation.
I. INTRODUCTION
Recently, the investigation of the capacity region has been of concern in a multiple-input multiple-output (MIMO) broadcast channel (BC), where the base station has multiple transmit antennas and each user has possibly multiple receive antennas (see [1] and references therein). In [2] , it was shown that an achievable rate region for the multiple-input single-output (MISO) BC is obtained by applying dirty paper coding (DPC), namely known interference cancellation, at the transmitter [3] . Sum-power iterative water-filling (SP-IWF) provides the optimum transmission policies, whereas reducing the computational complexity and feedback overhead is still an ongoing research area [1] , [4] . For cost-effective implementation in terms of complexity and feedback overhead, the greedy multichannel selection diversity scheme based on block MMSE QR decomposition with DPC (greedy block MMSE-DP) has been recently proposed in [5] . In this paper, we analyze the performance of the scheme for the realistic feedback links by considering the quantization in the spatial domain and the quantization error in the feedback information, respectively. Also, we show that the scheme is appropriate for reconfigurable implementation.
The remainder of this paper is organized as follows. Section II introduces the system model. In Section III, the greedy block MMSE-DP scheme is described in detail. The results of performance analysis are presented in Section IV and reconfigurable implementation is discussed in Section V followed by the conclusion.
II. SYSTEM MODEL Consider a K user wireless communication system with multiple transmit antennas at the base station and multiple receive antennas for each user, as shown in Fig. 1 . We assume that the base station has t transmit antennas, user k has r k receive antennas, and the number of all receive antennas in the system is r = K k=1 r k . Also, we consider frequency-flat block fading channels. Interference from neighboring cells is modeled as additive Gaussian noise, as we concentrate on the single cell model. The received signal of user k is expressed as
where x is the t × 1 sum transmit signal vector, i.e., x = K k=1 x k in which x k is the transmit signal vector intended for user k. The total sum transmit power of all users is constrained by P , i.e., tr(
is the transmit covariance matrix of user k. The t × 1 vector z k represents the random additive noise for user k where z k ∼ CN (0, I). H k is a r k × t channel matrix, whose entries are, throughout the paper, assumed to be independent and identically distributed (i.i.d.) circularly symmetric complex Gaussian random variables with zero-mean and unit variance. Also, H k is independent of H j for all j = k.
In general, it is difficult for the base station to have the perfect knowledge of CSIT because the feedback link has delayed lossy characteristics. Hence, the problem at hand is to find the transmit and receive structure that minimizes the feedback rate subject to the performance constraint such that the data throughput is kept as close to the sum capacity as possible.
III. GREEDY BLOCK MMSE-DP
Tu and Blum proposed a greedy algorithm based on QR decomposition, which is referred as ZF-DP coding, for MISO in [6] . As an extension of the ZF-DP, [5] introduces the greedy MMSE-DP algorithm, which applies MMSE filtering and considers the receivers equipped with multiple receive antennas. In this case, the receive array gain is not exploited since no receiver antenna combining is taken. In [5] 
Using space division multiple access (SDMA) approach, the data stream of each user can be allocated to each beam vector of W tx depending on channel conditions. Also, the transmitter adjusts the data rate per-stream independently. Note that by this structure, the scheme uses spatial multiplexing to transmit multiple streams simultaneously to multiple users.
A. Block MMSE-DP
The combination of block MMSE QR decomposition with known interference cancellation, or DPC, is denoted as block MMSE-DP throughout this paper. As the first stage of block QR decomposition, the channel is rotated using the left unitary matrix U k obtained by SVD of the each user channel (i.e.
, which reduces feedback rate overhead. This is equivalent to the process that sets the receiver spatial filtering as W rx = U H k . By feeding back F k instead of H k to the base station, the overhead can be reduced by a factor of 2t 2 /(t 2 − t) as described in [7] , where the rotated channel matrix F k is given by
It can be seen that rotating with the left unitary matrix decomposes MIMO channels into multiple MISO channels
, which is referred to as the rotated channel matrix. We also denote each row of F k as the rotated channel vector. That is, since F H is the combination of the rotated channel vectors f i ∈ C t×1 for i = 1, . . . , r, F can be regarded as the multiple MISO channels.
For the second stage, controlled beamforming, which is implemented by applying MMSE QR decomposition to the combination of the rotated channels, is employed at the base station. As in the algorithm of [6] for MISO, the QR decomposition is obtained using the Gram-Schmidt orthogonalization procedure (e.g. to the rows of F in this case). Hence, the block MMSE QR decomposition consists of two consecutive procedures such that geometrical projection is performed to obtain F using SVD decomposition of H k for all k and then the finite dimensional subspace is determined by QR process with F. Mathematically, MMSE QR decomposition of F leads to the solution for transmit beamforming satisfying the constraints in Theorem 1. The solution is W tx = [w 1 , w 2 , . . . , w r ] where w j for j = 1, . . . , r is given by
when equal power allocation and no ordering are assumed for different f l . The transmitted signal is represented as
whereŝ is the DPC encoded signal vector from the original signal vector s, z = [z
The optimality of block QR decomposition and the actual implementation of this technique, i.e., determining the optimal strategy for power allocation and ordering, are treated in the following two subsections, respectively.
B. Optimality of Block QR Decomposition
In order to derive the procedure employing known interference cancellation, the congregate interfering channel matrix is defined asH
Theorem 1: The objective of the transmit covariance matrix design for block MMSE-DP is to find a covariance matrix set that maximizes the system throughput, subject to the unknown-interference free constraint and the sum power constraint. Note that the unknown-interference free constraint leads to the block MMSE-DP solution, which reduces complexity and feedback overhead at the expense of negligible throughput performance degradation. The transmit covariance matrix satisfying this objective is obtained by QR decomposition of F with appropriate power allocation.
Proof: Details of the proof are given in [5] . Theorem 2: In MIMO BC, the system with beamforming at each receiver using the left singular matrix offers the average throughput that is no worse than using any fixed unitary matrix beam at all receivers.
Proof: Details of the proof are given in [5] .
C. Greedy Multi-Channel Selection Diversity
Multiuser diversity is known as an excellent way to achieve the sum capacity of the multiuser channel. Greedy multichannel selection diversity (MCSD) is processed through the greedy-type ordering and selection of the channel vectors for active users. In the scheme, a number of the strong rotated channel vectors among available multi-user rotated channel vectors are selected. When channel vectors are selected and ordered, diversity gain is achieved with the increase of the number of users as well as the number of antennas for each user. A similar approach for MISO case, called greedy ZF-DP, can be found in [6] . In greedy MCSD, the rotated channel vectors {f i } i are exploited instead of the channel vectors {h i } i , since we consider not only multiuser selection, but also multi-channel section diversity. In addition, each user performs a part of the channel selection process to further reduce the feedback overhead.
Let A ⊂ {1, . . . , r}, |A| ≤ The maximum sum-rate of this system is then given by
The cost function f a (A) is defined as
where Φ a,j = The equality in (6) holds if and only if |A|, ordering, and power allocation of the selected channels are optimized, whereas power is allowed to be equally distributed among the selected rotated channels with P |A| in (6) . Moreover, we also investigate the approach that each user selects and feeds back L active channel vectors out of min(t, r k ) rotated channel vectors corresponding to the L largest eigenmodes, where eigenmode λ k,i = |d k,i | 2 is the power of the ith diagonal element of D k = diag (d k,1 , . . . , d k,min(t,r k ) ). This approach offers further reduction of the feedback amount by a factor of min(t, r k )/L 1 Note that although the feedback amount is significantly reduced by user-side selection, the loss of throughput performance in MCSD is negligible as analyzed in Theorem 3.
up k = U * k because of the channel reciprocity. Furthermore, accuracy of estimating the selected channels among all rotated channels, i.e., F k , corresponding to the strong eigenmodes is much higher than that of direct estimating the original channel matrix, i.e., H k , because of the uplink beamforming gain. In the MCSD scheme, a number of the strong effective (sub) channels, of which the number is larger or equal to one, are selected. The sum-rate achievable with a few selected channels is, surprisingly, almost equal to the sum capacity of total multiple MISO channels {F k } k in (2) .
IV. PERFORMANCE ANALYSIS
In Fig. 2 , we compare the ergodic sum-rate performance in terms of the number of users. The SNR is assumed to be 10 dB. Given the number of users, TDMA-MIMO achieves the maximum sum-rate corresponding to the largest single-user capacity, which shows relatively a small gain in proportion to the number of users. When the number of the active channel vectors is equal to the number of the rotated channel vectors with the number of users being one, the performance of the greedy block MMSE-DP scheme is the same as that of TDMA-MIMO since in both cases receivers feed back the rotated channel matrix The number of transmit antennas is t = 4 and the number of receiver antennas is r k = 2 and r k = 4 for all k. The performance difference between L = 1 and L = r k in greedy block MMSE-DP is negligible in all SNR ranges, while the difference in greedy MMSE-DP is larger than that in greedy block MMSE-DP especially when r k = 2. These facts imply that the performance loss from the quantization in the spatial domain is marginal even with a few users in greedy block In order to show the performance comparison of different quantization levels in each active vector, Figs. 5 and 6 illustrate the results when the quantization noise [8] is added into the feedback information. The sum-rate performance is depicted with respect to the number of users and the amount of distortion (=1/SER), respectively, where SER is the abbreviation of the signal-to-quantization-error ratio. The quantization noise is assumed as Gaussian, and the level is denoted by SER. The quantization error in the feedback information is small when SER is large. From the observation of Fig. 5 based on Fig. 2 , we mention that the performance of block MMSEDP with SER = 6 dB is significantly better than that of TDMA-MIMO without the active vector quantization (SER = ∞ dB). In particular, the former outperforms the later by 150%, 140%, . Ergodic sum-rate of block MMSE-DP for different quantization levels when t=4, r k =4 for all k, and L=1, with respect to the amount of distortion and 120% in terms of the system throughput when SER values are 14, 10, and 6 dB, respectively. This is because the direction change of the active vector suffered from the quantization error can be minimized by a well designed quantizer, as it is possible for single-user MIMO. A main difference from the single user case is that in the multiuser case the quantization error in the feedback information affects not only the beamforming vector used for itself but also the beamforming vectors used for other users. Note that the generation of beamforming vectors is performed simultaneously in the transmitter in the multiuser case, while that generation is performed in each receiver in the single-user case.
V. RECONFIGURABLE IMPLEMENTATION
Wireless MIMO systems would be capable of operating in a wide variety of scenarios with respect to the associated parameters, e.g., the number of users and the degrees of knowledge of CSIT [9] . Reconfigurability, namely adaptability, is an important design principle that can be considered for MIMO systems in a diverse environment. Software defined radio, as an example of reconfigurable systems, attempts to achieve the best performance in each respective case whereas systems without reconfigurability maintain reasonable performance, which is considered to be robust in a varying environment. The study of adaptability in MIMO systems is motivated on a fundamental tradeoff between the number of active eigenmodes and the required feedback rate as discussed in Section IV. The reconfigurable system chooses the best number of active eigenmodes in terms of throughput performance given a constraint on the required amount of feedback. Although the TDMA-MIMO performance strongly depends on the tradeoff, reconfigurability with respect to the number of users offers almost no performance benefit for the TDMA-MIMO system as shown in Fig. 2 . However, a significant performance advantage is observed for greedy MCSD with block MMSE-DP. Fig. 7 compares a reconfigurable system against a robust system with the predetermined parameters in terms of sum rate. It is assumed that t = r k = 4 for all k. Based on the aforementioned MIMO fundamental trade-off, the reconfigurable MCSD operates with the variable number of active vectors: L = 4 for K = 1, L = 2 for K = 2, and L = 1 for K = 4. Note that the total amount of feedback stays the same for all three cases, i.e. KL = 4. For robust systems, however, we consider MCSD with the fixed number of active vectors for all K, e.g., L = 1, 2, 4, since it does not allow operating with variable parameters. Thus, the required amount of feedback increases by the number of active vectors as a single user is added to the system. The figure represents that the reconfigurable system has the throughput performance two times higher than that of the robust system with L = 1 at K = 1, since it selects L = 4 for K = 1. On the other hand, the reconfigurable system chooses L = 1 for K = 4 and decreases the required feedback rate four times lower than that of the robust system with L = 4 and K = 4. Hence, we can see that the reconfigurable system can reduce a considerable amount of feedback by adaptively selecting the number of active vectors without losing noticeable performance. The figure also shows that the throughput of the reconfigurable system asymptotically converges on that of the robust system with the highest performance as the number of users increases.
VI. CONCLUSION
In this paper, we have analyzed the performance of greedy block MMSE-DP, which is a multiuser MIMO transmission scheme. The scheme has employed block MMSE-DP at the transmitter, which reduces the computational complexity of designing transmit covariance matrices. Using MCSD in combination with block MMSE-DP, the scheme with partial CSIT has been shown to still achieves the near-optimal sum capacity. It also has been indicated that the greedy block MMSE-DP approach outperforms the TDMA-MIMO approach without quantization noise in the feedback information by 150%, 140%, and 120% in terms of the system throughput even when the signal-to-quantization-error ratio (SER) values are chosen to be 14, 10, and 6 dB, respectively. Moreover, the scheme has been shown to be appropriate for reconfigurable implementation and to have significant performance advantages, e.g., two times more throughput gains at K = 1 compared to the robustoriented design.
