Abstract. In this paper, we prove the convergence of a finite-volume scheme for the time-dependent convection-diffusion equation with an L 1 right-hand side. To this purpose, we first prove estimates for the discrete solution and for its discrete time and space derivatives. Then we show the convergence of a sequence of discrete solutions obtained with more and more refined discretizations, possibly up to the extraction of a subsequence, to a function which meets the regularity requirements of the weak formulation of the problem; to this purpose, we prove a compactness result, which may be seen as a discrete analogue to the Aubin-Simon lemma. Finally, such a limit is shown to be indeed a weak solution.
Introduction
We address in this paper the discretization by a finite volume method of the following problem: The existence of such a weak solution (and to more general nonlinear elliptic and parabolic problems) has been proven in [4] ; further developments (in particular, concerning the uniqueness of solutions) can be found in [1, 2, 3, 20, 11] .
The motivation of this study lies in the fact that Problem (1.1)-(1.
3) is a model problem for a class of convection-diffusion-reaction equations with L 1 data encountered in the so-called Reynolds Averaged Navier-Stokes (RANS) modeling of turbulent flows. In this class of models, the effects of turbulent stresses are taken into account by an additional diffusion term in the momentum balance equation of the averaged Navier-Stokes system governing the evolution of the mean velocity field v and pressurep. This system of equations is given here for reference, in the case of incompressible flows, with μ the laminar viscosity and g a forcing-term:
The additional diffusivity μ t , called "turbulent viscosity", needs to be modelled by an algebraic relation. Usually, this relation involves a set of characteristic turbulent scales (χ i ) 0<i≤n ; for instance, the turbulent kinetic energy k (m 2 /s 2 ), its dissipation rate ε (m 2 /s 3 ) or the turbulent frequency scale ω (s −1 ) are used in two equation models like the k − ε model of Launder-Spalding and the k − ω model of Wilcox. Turbulent scales themselves have to be computed by solving a set of scalar convection-diffusion equations, commonly called "turbulent transport equations", which share the same structure:
In these equations, following from the Boussinesq hypothesis, every source term f χ i is linear (with a bounded coefficient) with respect to |∇v| 2 = d i,j=1 (∂ jvi ) 2 , withv i the i-th component ofv. Sincev satisfies the classical energy estimate of the Navier-Stokes analysis, which can be derived from system (1.4), ∇v belongs to L 2 (Ω × (0, T )), and the right-hand side of equation (1.5) lies in L 1 (Ω × (0, T )). Let us mention that convection-diffusion equations with L 1 data are also encountered in electrodynamics modeling [6] or heating by induction [8] .
In this paper, we show that a sequence of approximate solutions obtained by a backward-in-time and upwind finite volume method converges up to a subsequence towards a functionū which is a weak solution of the problem, in the sense of Definition 1.1. To this purpose, we extend to the time-dependent case techniques developed for steady problems with L 1 data, for a single elliptic equation in [16, 10] and for a system of two coupled elliptic equations arising in heat dissipation by the Joule effect in [6] . Note that all of these works (including the present one) only apply License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
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to the standard two-point approximation of the diffusion flux (and so to particuliar meshes, see Remark 2.1), the extension to more general finite volume schemes being still an open problem. Similar studies in the finite element framework, for a single elliptic equation and with meshes still satisfying similar assumptions, may be found in [17, 7] . The presentation is organized as follows. In Section 2, we define the approximation spaces and describe the discrete functional analysis framework which is used in the subsequent developments. Then we prove an abstract compactness result, which may be considered as a discrete analogue of the classical Aubin-Simon lemma (Section 3). The scheme is then given (Section 4), then we derive estimates satisfied by the discrete solution (Section 5), and conclude by the convergence analysis (Section 6).
Discrete spaces and functional framework
An admissible finite volume discretization of Ω, denoted by D, is given by D = (M, E, P), where:
(1) M is a finite family of non empty open polygonal (d = 2) or polyhedral (d = 3) convex disjoint subsets of Ω (the "control volumes") such that
E is a finite family of disjoint subsets of Ω (the "faces" of the mesh), such that, for all σ ∈ E, there exists a hyperplane E of R d and K ∈ M with σ = ∂K ∩ E and σ is a nonempty open subset of E. We assume that, for
we denote in the latter case σ = K|L. We denote by E ext the set of the faces included in ∂Ω and E int = E \ E ext the set of internal faces. (3) P is a family of points of Ω indexed by M, denoted by P = (x K ) K∈M .
The family P is supposed to be such that, for all
Remark 2.1. The possibility to build the family P restricts in practice the choice for the mesh. In applications, we only use rectangles (or rectangular hexahedra in 3D), acute angle simplices or Voronoï cells.
By |K| and |σ|, we denote hereafter, respectively, the measure of the control volume K and of the face σ. For any control volume K and face σ of K, we denote by d K,σ the Euclidean distance between x K and σ and by n K,σ the unit vector normal to σ outward from K. For any face σ, we define 
be the space of functions piecewise constant over any cell K ∈ M. For a finite q ≥ 1, we define a discrete W 1,q 0 -norm by:
We also define:
For q > 1, we associate to this norm a dual norm with respect to the L 2 inner product, denoted by || · || −1,q ,M with q given by 1/q + 1/q = 1 if q is finite and q = 1 if q = +∞, and defined by:
As a consequence of the discrete Hölder inequality, the following bound holds for any q, r ∈ [1, +∞] such that q ≤ r:
and, consequently, for any q, r ∈ [1, +∞] such that q ≤ r:
We denote by ξ M > 0 a positive real number such that:
The greatest real number satisfying these inequalities may be considered as a measure of the regularity of the mesh.
The following discrete Sobolev inequalities are proven in [12, Lemma 9.5, p. 790] and [9, 13] .
Lemma 2.2 (Discrete Sobolev inequality). For any
In addition, the following bound is proven in [13, Lemma 5.4 ].
Lemma 2.3 (Space translates estimates).
Let v ∈ H M , and letv be its extension by 0 to R d . Then:
The following result is a consequence of the Kolmogorov's theorem and of this inequality. (Ω), the regularity of u being a consequence of the fact that its gradient is bounded in any
, by a constant which does not depend on p.
Furthermore, we suppose given a uniform partition of the time-
In addition, for any u ∈ H D and 1 ≤ n ≤ N , we define ∂ t,D (u) n ∈ H M (referred to hereafter as the discrete time derivative of u) by:
A compactness result
The aim of this section is to establish a compactness result for sequences of functions of H D which are controlled in the discrete L 1 (0, T ; W 1,q 0 (Ω)) norm, and the discrete time derivative of which is controlled in the discrete L 1 (0, T ; W −1,r (Ω)) norm, r not being necessarily equal to q . A new difficulty (with respect with previous analyses which can be found in [12, chapter IV] or [14] ) lies in the fact that the space norms for the function and its time-derivative are not dual with respect to the L 2 inner product, which leads us to derive a discrete equivalent of Lions' Lemma 3.1 below. Then we prove a discrete analogue of the Aubin-Simon compactness lemma, using the Kolmogorov theorem. 
Let us state a discrete version of this lemma suitable for our purpose, taking B 1 = L q (Ω) and replacing B 0 and B 2 by a sequence of discrete spaces, associated to meshes the step of which tends to zero, endowed with the || · || 1 
Proof. Let us suppose that this result is wrong. Then there exists ε > 0 and a sequence of discrete functions (u k ) k∈N such that:
Let (v k ) k∈N be given by:
and hence,
Thus, thanks to Theorem 2.1, possibly up to the extraction of a subsequence,
By the definition of the || · || 1,r ,M norm, we have:
We thus get, for k ∈ N:
and, passing to the limit when
vϕ dx = 0.
Since this latter relation is valid for any ϕ ∈ C ∞ c (Ω), this is in contradiction with the fact that v L q (Ω) = 1.
Remark 3.3. At first glance, Lemma 3.2 may seem to be slightly more general than its continuous counterpart, since it does not require an assumption on the values of q and r which would ensure that L q (Ω) is imbedded in W −1,r (Ω). We show in Appendix A that the situation is in fact the same at the continuous level, i.e., that a continuous counterpart of inequality (3.1) also holds in the continuous case, for any q and r in [1, +∞).
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3.2. Estimation of time translates of discrete functions. Let us first introduce some notation. For n ∈ Z, we denote by t n the time t n = n δt (so the definition of t n extends to n ∈ Z the definition already given in Section 2 for 0 ≤ n ≤ N ). LetH D be the space of discrete functions defined over R d × R by simply supposing that:
(i) the time discretization covers R, such thatū
n results from the extension by zero to R d of a function of H M , which we denote by u n .
For a positive real number τ , let χ n τ : R → R be the function defined by χ n τ (t) = 1 if t < t n < t + τ and χ n τ (t) = 0 otherwise. Then, for a.e. x ∈ R d and a.e. t ∈ R, the differenceū(x, t + τ ) −ū(x, t) can be expanded as follows:
In addition, the function χ n τ is the characteristic function of the interval (t n − τ, t n ) and thus:
Lemma 3.4 (Estimate of the time translates of a function ofH D
, and let us suppose that there exists a positive real number C such that:
Let > 0. Let δ be given by:
and, finally, let τ 0 be given by:
Then:
Proof. Let α > 0 and C(α) be a positive real number such that, for any v ∈ H M , an inequality of the form of Lemma 3.2 holds:
Let τ be a positive real number, andū be a function ofH D , its restriction to Ω being denoted by u. We have, for t ∈ R:
This inequality yields:
We have, for T 1 :
By identity (3.3), we get for T 2 :
By the triangle inequality and Relation (3.4), we thus obtain:
Gathering the estimates of T 1 and T 2 yields
and it is now easy to verify that the choice of α and τ suggested by the statement of the lemma yields the desired inequality. The case of negative τ follows by remarking that, by a change of variable in the integration over time,
3.3. A discrete Aubin-Simon lemma. We are now in position to prove the following compactness result. 
Then, up to the extraction of a subsequence, the sequence 
Consequently, we get:
where we have defined (u k ) 0 (which does not appear in the statement of the theorem) as (u
Since the function |ϕ| is bounded by 1, we easily get:
In addition, we have, for 0 ≤ n ≤ N − 1:
Thus, for any 1 ≤ s ≤ r, denoting by s either
We have for T 1 :
which is controlled by ||∂ t,D (u k ) n+1 || −1,r,M thanks to inequality (2.2). The term T 2 satisfies: 
where C 2 only depends on Ω, ξ, s and q. Applying similar arguments for N ≤ n ≤ 2N yields
where C 3 only depends on ϕ, Ω, ξ, s, q and C. We may now apply Lemmas 3.2 and 3.4 to obtain that, for any > 0, there exists τ 0 only depending on Ω, ξ, C and such that
In addition, from Lemma 2.3, we have:
Multiplying by δt k and summing over the time steps yields:
Since, ∀k ∈ N,ū k vanishes outside Ω × (−T, 2T ), Hölder's inequality (2.1) yields 0, T ) ). The regularity of the limit of subsequences is a consequence of the bound on the space translates, namely the fact that the right-hand side of (3.7) is linear with respect to |y| (see [13, Section 5 
.2.2]).
Remark 3.5 (Regularity of the limit). When the functions of the sequence are more regular than in the assumption of Theorem 3.1, the limit may be also. For instance, if we suppose . This result will be used hereafter.
The scheme
For σ ∈ E int and 0 ≤ n ≤ N , let v n+1/2 K,σ be defined by:
The backward first-order in time discretization of (1.1) reads:
where the approximation of u on an internal edge is given by the usual upwind choice:
The initial condition for the scheme is obtained by choosing, for the value of u 0 over a cell K ∈ M, the mean value of u 0 over K:
Estimates
Let θ ∈ (1, 2) and let us define the function φ, from R to R by: The function φ enjoys the following features:
(1) The function φ is positive over R + , negative over R − , and increasing over R; the function φ is positive and convex over R.
(2) The function |φ | is bounded over R; precisely speaking, we have:
(3) Relation (5.2) yields:
In addition, if we denote by C φ the positive real number defined by C φ = min(φ(1), φ (1)), we get, by convexity of φ:
In addition, since, for s ∈ [0, 1] and θ ∈ (1, 2), 1 + |s| θ ≤ 2, we easily get
This function φ is used in the proof of the following stability result.
Lemma 5.1. Let u ∈ H D be the solution to the scheme (4.2)-(4.4), and φ be the real function defined over R by (5.1). Then the following bound holds for
where C only depends on Ω, f , u 0 and θ. Since, for any θ ∈ (1, 2), s φ (s) ≥ 0 for s ∈ R and φ is an increasing function over R, this inequality provides a bound
Proof. Let us take φ (u n+1 ) as test-function in the scheme, i.e. multiply (4.2) by φ (u 
Since the advection field v is divergence-free, by the definition (4.1), we get:
Thanks to Proposition B.1 of Appendix B applied with ρ K = ρ * K = 1, ∀K ∈ M, we thus obtain:
Reordering the summation in T n+1 d
, we have:
Finally, since φ is bounded over R + by Relation (5.2), we get:
Multiplying by δt and summing from n = 0 to n = M − 1, we thus get:
which concludes the proof thanks to the definition (4.4) of u 0 , inequality (5.3) and inequality (5.4).
The following lemma is a central argument of estimates in the elliptic case. It may be found in [16] , and is recalled here, together with its proof, for the sake of completeness.
Lemma 5.2. Let v be a function of H M and φ be the real function defined over R by (5.1). Let T d (v) be given by:
Then the following bound holds for 1 ≤ p < 2:
, where C 1 and C 2 only depend on p and on the regularity of the mesh, i.e. on the parameter ξ M defined by (2.3).
Proof. Let us first introduce some notations. For any face σ ∈ E and any function v ∈ H M , we define:
and
Note that, for σ ∈ E, the quantity a σ is nonnegative. With these notations, we have:
By Hölder's inequality, we get:
. From the expression of φ, we thus get:
By a similar argument, we also have:
Inequality (5.6) thus yields ||v||
Using the inequality (a + b) α ≤ 2 α (a α + b α ) valid for any positive real numbers a, b and α, we get:
Remarking that, for any K ∈ M, the total weight of the term |v K | θp/ (2−p) in the last two sums (summing all its occurrences) is at most equal to σ∈E(K) |σ| d σ and that this quantity is bounded by C |K|, with C only depending on the regularity of the mesh, we get:
, and thus, finally,
, which easily yields the desired inequality.
We are now in position to prove the following estimate, by a technique which is reminiscent of the method used in [4] for the continuous case. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Proof. In this proof, we denote by C i a positive real number only depending on Ω, T , f , u 0 , p, θ and the parameter ξ M characterizing the regularity of the mesh. Thanks to Lemma 5.2, we get, for 1 ≤ p < 2:
Since p < 2, the discrete Hölder's inequality yields:
. From Lemma 5.1, we know that:
Let us now apply the inequality (a + b)
This last relation yields the existence of C 4 and C 5 such that:
The discrete Sobolev inequality ||v||
, which holds for any v ∈ H M with p * = dp/(d − p), yields:
The idea to conclude the proof is now to modify the right-hand side of this relation to obtain an inequality of the form:
with an exponent β < 1, which will yield a control on
and, consequently, on
To this purpose, we first use an interpolation inequality, to bound u n L θp/(2−p) (Ω) as a function of (a power of) u n L p * (Ω) and u n L 1 (Ω) , which is uniformly bounded by Lemma 5.1; then an Hölder inequality allows to change the exponent (to p) of this latter norm. Let us recall the interpolation inequality of interest, valid for 1 < r < q:
Thanks to this inequality and the fact that, for 0
This inequality is valid if
. We may now apply Hölder's inequality to get:
provided that ζr < p, which reads:
Expliciting the values of p * and r as a function of θ and p, it may be seen that this inequality is valid for:
When this inequality is satisfied, since 1 ≤ p < 2, we have (2 − p)/2 < 1 and (2 − p)rζ/2p < 1, and we are thus able to conclude the proof as announced. For 
Then all the inequalities of this proof are valid for θ = θ(p), which yields the desired bound.
Proposition 5.4. Let u ∈ H D be the solution to the scheme (4.2)-(4.4). Then the following bound holds:
where C only depends on Ω, T , f , v, u 0 and the regularity of the mesh, i.e. on the parameter ξ M defined by (2.3).
Proof. Using the notation (5.5), the scheme reads:
Let v ∈ H M . Multiplying each equation of the scheme by v K and summing over the control volumes, we get:
Reordering the sums and supposing, without loss of generality, that any face σ is oriented in such a way that v
:
where, by assumption on the velocity field, |v
By the discrete Cauchy-Schwarz inequality, we thus get:
where C only depends on v and the parameter ξ M governing the regularity of the mesh.
By a similar computation, we get for T n+1 2
Finally, the term T n+1 3 satisfies:
which, summing over the time steps and using Proposition 5.3, concludes the proof.
Convergence analysis
In this section, we prove the following result. + 1) ). We now show that this function is a weak solution to the continuous problem.
Let
. For a given discretization M k and δt k , we denote by ϕ n K the quantity:
Let us now multiply by ϕ n K each equation of the scheme, multiply by δt and sum over the control volumes and the time steps, to obtain:
with, dropping for short the superscripts k and using the notation (5.5):
For the first term, we get, reordering the sums:
which yields
the terms R 1 and R 2 being defined below. Using the fact that u is piecewise constant, the first one reads:
. The term R 2 reads:
We now turn to the convection term, which we write T c = T c,1 + T c,2 , with:
For this proof, we choose not to use the fact that the velocity field is divergencefree, which is useless for the convergence (but has been used for stability). By the definition of v n+1/2 K,σ , the term T c,1 reads:
We now decompose T c,2 = T c,3 + R 4 where T c,3 is chosen to be:
and, by difference and reordering the sums, we obtain for R 4 :
where, without loss of generality, we have chosen for the faces the orientation such that v n+1/2 K,σ ≥ 0. We thus get:
Let us now turn to the diffusion term. By a standard reordering of the summations, we get:
which reads
Hence, reordering once again the sums, we get:
Finally, we have for the last term:
Finally, gathering all the terms and remarking that −div(ϕv) + ϕdiv(v) = −v · ∇ϕ, we get:
with |R| ≤ C (h+δt) where C is controlled by the estimates satisfied by the solution, the regularity of v and ϕ and independently of the mesh. Letting h and δt tend to zero in this equation and then integrating by parts the diffusion term thanks to the regularity of the limit thus concludes the proof. (1) X is compactly imbedded into B.
(2) There exists a vectorial space F such that B and Y are imbedded into F and, for all sequence
Proof. For short, we restrict the exposition to the case where (ii) holds, which allows a simple proof with the classical Aubin-Simon compactness result. We take G = B + Y with the norm defined in Remark A.2. we obtain that the sequence
and B is continuously imbedded in G. Then the Aubin-Simon compactness lemma gives the desired result.
Remark A.5. We give here some precision on the sense of "∂ t u ∈ L q ((0, T ), Y )". Let X and Y two Banach spaces and p, q ∈ [1, ∞] . Assuming that u ∈ L p ((0, T ), X), the weak derivative of u is defined by its action on test functions, that is its action on ϕ for all ϕ ∈ C ∞ c ((0, T )) (note that ϕ takes its values in R). Actually, if ϕ ∈ C ∞ c ((0, T )), the function (∂ t ϕ) u belongs to L p ((0, T ), X) and therefore to L 1 ((0, T ), X) and the action of ∂ t u on ϕ is defined as:
In order to give a sense to " Let φ be a regular real function, and let us suppose that ρ, z and v are regular scalar (for ρ and z) and vector-valued (v) fields, and that v · n = 0 on ∂Ω. Then we have:
Taking for z one component of the velocity itself and φ(s) = s 2 /2, this computation is the central argument of the so-called kinetic energy conservation theorem. If z satisfies ∂ t (ρz)+div(ρzv) − div(λ∇z) = 0, λ ≥ 0, choosing φ(s) = min(0, s) 2 , using φ(z) as a test function and applying (B.2) yields the fact that z remains nonnegative, if its initial condition is nonnegative (which can also be seen by noting that, thanks to (B.1), we have ∂ t (ρz) + div(ρzv) = ρ ∂ t z + v · ∇z , and this latter operator is known to satisfy a maximum principle).
The aim of this section is to prove a discrete analogue to (B.2). We thus generalize the proofs already given for the specific choices for φ mentioned above, namely for φ(s) = s 2 
Let φ be a real convex function defined over R, and let (z K ) K∈M and (z * K ) K∈M be two families of real numbers. For σ ∈ E int , σ = K|L, we denote by z σ the quantity defined by z σ = z K if F K,σ ≥ 0 and z σ = z L otherwise. Then:
Proof. Let us write:
The first term may be split as T 1 = T 1,1 + T 1,2 with
By convexity of φ, we get:
The second term reads T 2 = T 2,1 + T 2,2 + T 2,3 with:
By Relation (iii) of (B.3), the terms T 1,1 and T 2,1 cancel, and T 2,2 may be written as:
Reordering the sums in T 2,3 and using Relation (ii) of (B.3), we get:
Without loss of generality, let us suppose that we have chosen, in the last sum, the orientation of σ = K|L in such a way that F K,σ ≥ 0. We thus get, since z σ = z K :
which is nonnegative by convexity of φ. Finally, we thus get:
