Abstract -This paper describes the histogram bins matching approach for CBIR. Histogram bins are reduced from 256 to 32 and 16 by linear grouping and effect of this dimensionality reduction is analyzed, compared, and evaluated. Work presented in this paper contributes in all three main phases of CBIR that are feature extraction, similarity matching and performance evaluation. 
I. INTRODUCTION
Image retrieval is one of the vast areas of research where researchers are working for various different aspects of content based image retrieval (CBIR). Major components to be addressed in CBIR are feature extraction, feature matching, query specification and performance evaluation. Feature extraction mainly based on the three primary contents of the image that are color, texture, and shape [1] - [4] .There are three major categories of texture -based techniques, namely, probabilistic/statistical, spectral, and structural approaches. Shape representations can be categorized into two types as boundary based or region based. A boundary based representation uses only the outer boundary characteristics of the object, while a regionbased representation uses the entire region. Shape features may also be local or global. Local shape features are obtained from the subpart of the image or object whereas global shape feature considers the entire object. [5] - [7] . Color is most widely used visual feature which is simple and robust to represent. Various techniques are developed in different color spaces. Focusing on these primary contents individually and by combining them various methods are designed and developed for feature extraction in image retrieval and pattern matching applications. [8] - [10] . Instead of using only one content for feature representation, it has been found by many researchers that combination of them like, color with texture or color and shape vice versa or combining all three produces better results [7] [8] , [11] - [13] . Many have worked with partitioning of an image into different regions then for each region the color histogram will be computed called local histograms. These histograms then will be used as feature vectors for comparing the images. Various techniques have been invented for image retrieval based on histogram processing. Histogram is one of the simple features of the image that takes simple computations and reduces the computational complexity. It is widely used in CBIR field because of the property that it is invariant to scaling and rotation [14] - [16] . In this paper the proposed methods are mainly focusing on the color histogram technique. Work done in this paper is experimented with database of 2000 RGB images. It includes 20 classes where few classes are taken from Wang database [17] . Each database image will be separated into R, G and b components and for each component a histogram will be computed separately. histogram bins used as feature vectors and also by computing different features from histogram bins data new features are obtained and feature vector databases are prepared for all 2000 images in the database. Work proposed in this paper is organized as follows. Section II describes algorithmic view of the proposed techniques for feature extraction phase along with preprocessing work done. Section III discusses the similarity measures used for image indexing and retrieval along with the performance evaluation parameters. Section IV presents the experimental set up and Section V presents the results and discussions followed by conclusion in Section VI.
II. ALGORITHMIC VIEW OF THE PROPOSED TECHNIQUES
Proposed algorithms are designed for feature extraction basically focusing on the color contents of the image. Color content is the primary image visual feature which is simple and robust to extract. It is invariant to scaling and rotation transformation. Color feature can be represented in various different color descriptor formats such as color coherence vector, color structure, color spaces, cumulative histograms, local color histograms Global color histograms, Color correlogram etc [15] - [18] .
A. Histogram Histogram
Image histogram is a graphical representation of the intensity distribution in a digital image. In simple words image histogram is just a bar graph of pixel intensities. Pixel intensities are plotted along with the xaxis and numbers of occurrences for each of these intensities are plotted across y axis.
The purpose of a histogram is to take the data (pixelsgrey level information) that is collected from a image and then display it graphically to view the distribution of the data. Histogram gives summary of count of pixels in the number of bins. Histogram bins are representing the no of grey levels in the image. By default Matlab generates 256 bins for the image histogram that represents 0 to 255 intensity levels of the image. [19] [20] .
We are using the color histograms for the image representation and comparison. We follow the following framework based on color histograms for the image under feature extraction process. Different aspects considered for this histogram based features and their use are explained below.
B. Feature Extraction Frame Work for Proposed
Algorithms Framework shown in Figure. 1 is briefing the idea of proposed algorithms as part of feature extraction phase executed and explored in this paper. There are different types of feature vectors computed and each type of feature vector is stored in separate databases. To have the multiple types of features, the algorithms used for feature extraction and representation are explained below. First two, are the basics or say common steps for all types of features to be extracted.
Step three onwards there are little variations used in histogram bins data extracting and representing process. One variation is based on the dimension of the feature vector. Other one is the form of using the histogram bins data.
As shown in Figure 1 Feature extraction starts with first two steps:
Step 1: Read the image from database and split it into R, G and B planes. Initially we have used all 256 bins data as feature vector. Image features details are given as follows.
Step Fig.4 . According to this we are linearly grouping the 8 consecutive bins of histogram till 256. Linear grouping is nothing but adding total pixels falling in those consecutive 8 bins. This gives the set of 32 bins that is what the dimension of feature vector reduced to 32 bins. Tonal contents in the collected as count of pixels are represented in following forms to be used as feature vectors.
Step Based on these steps different types of feature vectors are extracted with respect to color and the way of processing and representing the bins data. After feature extraction the next important phase we come across is feature matching between database and the query image. This comparison process is carried by means of similarity measures which are discussed as follows.
III. SIMILARITY MEASURES AND PERFORMANCE EVALUATION PARAMETERS
These both the aspects are essential to test the flawless working of the system and to evaluate the performance of the proposed approaches based on these factors on some common ground.
A. Similarity Measures:
Once the preprocessing of feature vector database is done the user can fire the query as an example image to the system. System computes the feature vector for the same. Query image and database image feature vectors are then compared by means of the similarity measures. It is responsible for the finding the distance between them which will be interpreted in terms of relevancy with each other [21] - [25] . In this paper we have worked out five distance measures and one similarity measure i.e angular distance. The first five includes Minkowski distance from order 1 to order 5(Nomenclature used for them are L1 to L5) and Cosine correlation distance is used as sixth distance measure.
Minkowski Distance : To try effect multiple similarity measures Minkowiski order parameter r is used from order 1 to 5. 
where D(n) and Q(n) are Database and Query feature Vectors resp.
It is computed in terms of cos θ as angular distance measure between query and database feature vectors. (2) Equations of the similarity measures used in this paper are given above in equation 1 and 2.
B. Performance Evaluation Parameters
Once the system is ready to face the query from the user it will compute feature vector for it. This feature vector will be compared with all database images (features) by means of similarity measure. This process generates set of images as an output for the query fired to the system. It contains the images relevant to query or some images which are irrelevant. Ideally the system should not contain any irrelevant image. But still this area has scope for researchers to work for achieving 100 % results where retrieval set for any given query will have only relevant images. Whenever any new approach is being explored it should be evaluated with some scale or parameter so that the efficiency of the approach can be determined [26] - [27] . It will also help the users and the researchers to interpret that how far they from the ideal CBIR system. To do the same, we have used three parameters to evaluate the performance of the system through all possible perspectives of CBIR users. Three parameters used are namely PRCP (Precision Recall Cross over Point), LS (Longest String), and (LSRR) i.e Length of String to Retrieve all Relevant Images). Equations 3, 4 and 5 are defining these three parameters.
PRCP : Precision Recall Cross over Point
Where, precision and recall are defined as follows in equation 3 and 4. 
IV. EXPERIMENTATION DETAILS
Performance of the CBIR systems will be evaluated when the query enters into the system and system generates the retrieval result for it. Speed of retrieval depends on the technique used for feature extraction and also the preprocessing done. Preprocessing done for any system is either preparing the feature vector database for all database images or the processing the query image based on some common criterion to bring it in acceptable format for the system.
A. Preprocessing Work:
As preprocessing work of this paper, we have executed the proposed algorithms for all the database images (i.e 2000 images) Based on the algorithms multiple feature vector databases (RGB, total of intensities, mean of intensities, count of pixels etc) for three different sizes of features i.e 256, 32 and 16 executed are prepared. Image database details are given as follows:
B. Image Database
To execute and check the performance of proposed algorithms experimentation is carried out over database 
C. Query Specification
As the feature vector databases are ready for all images in the database, to complete the experimentation process, A query should be fired to the system to retrieve the relevant images. This phase is called query specification. There are many ways to fire the query to the system. It includes query by content, query by class (category), query by example image etc [28] - [29] . In this experimentation the query specification used is -query by example image‖ approach. To check the working and active role of the system all approaches 
V. RESULTS AND DISCUSSION
This section is presenting the results obtained for execution of each query for each approach with each similarity measure named as L1 to L6 (based n size, type of feature). The results discussed, observed, and evaluated using PRCP, LSRR, and LS parameters.
A. PRCP: Precision and Recall Cross Over Point
As said earlier this parameter is cross over point of conventional parameters precision and recall. In many CBIR systems it has been observed that when precision is high recalls falls down and if recall is high then precision falls down. This is because it depends on the threshold selected for the distances sorted in ascending order to retrieve the set of images for the given query.
In this paper instead of taking or determining the threshold on trial and error basis we used the following logic to retrieve the images. What we do here is we sort the distances of query image with database images in ascending order. In this experimental set up, total length of sorted distances is 2000. Then we select first 100 images out of these 2000 images and we take the count of query relevant images from this 100 only. As we have 100 images of each class in the database and the count of images relevant to query is also taken out of 100; it generates the cross over point where precision and recall both are same.
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OR Criterion: According to this criterion image being retrieved in any one color will be retrieved in the final set. (i.e. R OR G OR B). It has brought very good improvement in the retrieval set of images similar to query. If we see the total retrieval of 200 query images for each individual color we found that the values are less than 5000. But after applying OR criterion we could retrieve more than 7000 relevant images for the total execution of 200 query images.
We have followed this application of OR criterion for execution of all 200 query images with respect to each of the six similarity measures. This is done for both types of feature vectors i.e count of pixels and total of intensities.
Summary of the results obtained for 256 bins for each similarity measure are given in table XIII. Here we can see that the best results are highlighted in yellow color. We found that here L1 and CD measures proving best among all. The best result obtained is 8970 out of 20000, for count of pixels with L1 measure. It means precision and recall is reached to 0.44.
Next, we have executed the same set of 200 query images for the feature vectors Total of intensities and mean of intensities with dimension 32 and 16 bins for red, green and blue intensities separately. Results obtained for red, green and blue colors considered separately are observed and here also we thought of applying the OR criterion to combine and refine these results so that retrieval can be improved. Following tables XIV to XV are presenting the results for 32 bins and tables XVII and XVIII for 16 bins after applying the OR criterion for all six distance measures.
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B. LS: Longest String
As per the definition of LS parameter the results should be as high as possible to prove the best performance of the system. While retrieving the results of LS we have done the additional analysis for checking the performance of each color R, G and B. We have considered only the maximum LS obtained from the results obtained for all 10 queries from each class for R, G and B colors separately. We have marked the color of the maximum LS. Results obtained for LS with 256 bins approach for total of intensities and counts of pixels are shown in Table XX and XXI respectively. Each value in the tables is out of 100 as we have 100 images of each class in the database. As discussed above the Table XX shows the result of LS with the performance analysis of colors R, G and B. It can be observed in the table that Red color is performing better among three. The maximum LS in all distance measures is from class Dinosaur only (highlighted in yellow color). Observing the results with respect to similarity measures we found that L1 and CD are better as compared to other measures. (AVG is 14.4 for L1 and 11.6 for CD and then next in queue is L2 i.e 11.3).
C. LSRR (Length of String to Retrieve all Relevant)
Same process is applied for the other evaluation parameter i.e LSRR. Here also we have checked the performance of R, G and B colors. Here only minimum of 10 queries from each class is taken into consideration. The only difference between two parameters is that for LSRR the result should be as low as possible; as it is the measure of the length to be traversed to collect all relevant images from database. In LSRR results obtained for 256 bins for total and mean of intensities, as we are interested in the discussion of best i.e Minimum LSRR, we have highlighted the minimum values obtained with respect to each measure in yellow color. The best among them is CD measure where we can see that the average of 20 queries and also the individual results the minimum among all is obtained for CD measure. Next best is L1 i.e AD measure. If we check the color performance here we found red is dominating in total of intensities and green in count of pixels in 256 bins approach.
Same process is applied to 32 and 16 bins approach for total and mean of intensities. Here we have considered only the max and average values for LS and minimum and average for LSRR parameters respectively. These results are shown in tables numbered from XXIV to XXXI. Best results are highlighted in yellow. Color analysis is also done for these results and we found in 32 as well as in 16 bins approach for mean of intensities green is better whereas for total of intensities red is better for parameter LSRR. Similarly in LS parameter we found for mean results red is performing better and for total of intensities blue is better.
VI. CONCLUSION
This paper explores the simple histogram based bins approach for image retrieval. It actually explores the advantage of simple computations (histogram) for feature extraction process. Dimensionality reduction is also worked out by simple linear grouping of 256 bins of histogram to generate 32 and 16 bins out of 256 bins of original histogram. Performance evaluation is done using three parameters PRCP, LS and LSRR and discussed in previous section in detail. Here are the few conclusions drawn for the proposed algorithms.
The first important factor to be discussed is PRCP results. The best value obtained for PRCP is 8970 for 256 bins with count of pixels. We have extracted the best results from each approach discussed above as follows. Now the conclusion can be drawn easily from the above table that 256 bins are performing better as compared to 32 and 16 bins approach, for PRCP and for average value of LS and LSRR. But the computations require for 256 are more than that of 32 and 16 bins approaches which increases the time complexity as well.
Parameter
Comparing the results based on type of feature vector we found that total of intensities is doing well in all cases as compared to mean of intensities.
As this paper has also explored the use of multiple similarity measures i.e first five orders of Minkowski from 1 to 5 named as L1 to L5 and the sixth one is cosine correlation measure. We have compared their performances too. We found that L1 i.e Absolute distance and CD i.e cosine correlation distances are producing good results as compared to other 4 similarity measures. The next one in queue is Euclidean distance which is most commonly used similarity measure in CBIR systems by many researchers.
