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We develop a theory of quantum oscillations in insulators with an emergent fermi sea of neutral
fermions minimally coupled to an emergent U(1) gauge field. As pointed out by Motrunich [1], in the
presence of a physical magnetic field the emergent magnetic field develops a non-zero value leading
to Landau quantization for the neutral fermions. We focus on the magnetic field and temperature
dependence of the analogue of the de Haas-van Alphen effect in two- and three-dimensions. At
temperatures above the effective cyclotron energy, the magnetization oscillations behave similarly
to those of an ordinary metal, albeit in a field of a strength that differs from the physical magnetic
field. At low temperatures the oscillations evolve into a series of phase transitions. We provide
analytical expressions for the amplitude and period of the oscillations in both of these regimes and
simple extrapolations that capture well their crossover. We also describe oscillations in the electrical
resistivity of these systems that are expected to be superimposed with the activated temperature
behavior characteristic of their insulating nature and discuss suitable experimental conditions for
the observation of these effects in mixed-valence insulators and triangular lattice organic materials.
I. INTRODUCTION
In the past few years a number of materials that are
in close proximity to the metal to Mott insulator tran-
sition have come to the forefront as prime candidates
to harbor spin liquid phases, notably the triangular lat-
tice organic materials κ−(BEDT-TTF)2Cu2(CN)3 and
EtMe3Sb[Pd(dmit)2]2 [2–5]. These materials are charge
insulators that lack spin order down to the lowest tem-
peratures. Theoretically, such phases of matter can be
understood to arise when the electron is splintered apart
into fractionalized excitations that carry its charge and
spin separately [6, 7]. The precise nature of the spin
liquid realized in these materials is still contended, but
remarkably, the dmit compound remains a thermal con-
ductor with a finite intercept of the ratio of heat con-
ductivity to temperature down to the lowest measurable
temperatures [4], in spite of displaying clear charge in-
sulating behavior. It is believed that a good starting
point to describe the phenomenology of these organic
spin liquids is a state with a Fermi surface of emergent
neutral spin-1/2 fermions (dubbed spinons) [8, 9].
In other fascinating recent developments, mixed va-
lence insulators such as samarium hexaboride (SmB6)
have been seen to display de Haas-van Alphen (dHvA)
oscillations in their magnetization in an applied ex-
ternal magnetic field. Initially these oscillations were
attributed to the metallic surface state that SmB6 is
known to possess [10, 11]. However subsequent exper-
iments have raised the dramatic possibility that these
quantum oscillations are a bulk effect in this electrical
insulator [12, 13], possibly related to other mysterious
low-temperature anomalies in the thermodynamic and
optical properties [10–12, 14–16]. Inspired by this sit-
uation, we recently described a new phase of matter
- dubbed composite exciton Fermi liquid - in a mixed
valence insulator with neutral fermionic quasiparticles
(coupled to a dynamical U(1) gauge field) that form
a Fermi surface [17]. The composite exciton Fermi liq-
uid is sharply distinct from other proposals which either
posited a Fermi surface of Majorana fermions [18, 19],
nearly gapless bosonic excitons [20], or magnetic break-
down mechanisms in inverted band insulators [21–23] as
descriptions of the phenomena in SmB6.
In conventional phases of matter that have a con-
served charge, charge neutral quasiparticles are neces-
sarily bosons. However, in the presence of fractionaliza-
tion, neutral fermions can emerge and they can in turn
form a Fermi surface under suitable conditions. The
spinon Fermi-surface state is one such example. Another
classic example is the half-filled Landau level where a
charge neutral fermion (i.e. the composite fermion1)
emerges, albeit in a metallic phase [26]. The fermionic
composite-exciton, recently proposed by us for corre-
lated mixed-valence insulators [17] is yet another exam-
ple of this phenomenon.
Can electronic solids with a neutral Fermi surface in
an external magnetic field show a de Haas-van Alphen
effect? Can they display quantum oscillations in other
properties (such as the resistivity at a non-zero temper-
ature)? This would be remarkable because conventional
insulating phases respond in a rather innocuous way to
applied magnetic fields: a magnetization that is linear
in the external field usually develops typically with an
opposite direction to try to screen it (diamagnetism)2,
and the resistivity displays a smooth temperature acti-
vated behavior. Such behavior is in stark contrast to
the situation in ordinary metals which at low temper-
atures display oscillations of magnetization and resis-
tivity as a function of the magnetic fields with a fre-
quency that diverges as 1/B at low fields, rendering the
response a non-analytic function of B. Such behavior
1 For arguments on neutrality of composite fermions see [24, 25].
2 We are imagining a non-magnetic insulating state.
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2is a fingerprint of the non-perturbative modification in
the low energy spectrum of the metal associated with
Landau quantization. It would therefore be striking to
realize insulating phases of matter displaying such quan-
tum oscillations at weak magnetic fields, which are often
thought to be fingerprints of metallic behavior.
The possibility of observing quantum oscillations in
a Mott-insulator with a spinon Fermi-surface was first
studied in a pioneering work by Motrunich [1], in
the context of the organic material κ-(ET)2Cu2(CN)3.
Motrunich emphasized that generically in the presence
of an external magnetic field, an internal magnetic field
of the emergent gauge field will develop leading to Lan-
dau quantization of the spinons. Within this model,
Motrunich found, quite remarkably, that the strength
of such an effective magnetic field experienced by the
spinons could even be larger than the one experienced
by bare electrons3. Another important property empha-
sized in Motrunich’s work was the softening of the stiff-
ness of the emergent magnetic field as one goes deeper
into the insulating phase. As we will see, this effect
makes the magnetization response of fractionalized neu-
tral fermi seas differ qualitatively from those of met-
als once the temperature is lower than the effective cy-
clotron energy of the neutral fermions. In particular,
this allows for the average value of the emergent mag-
netic field to self-consistently adjust itself to lower the
energy. One of the concerns of Motrunich’s work was
that such reduced stiffness would lead to an enhanced
tendency to form non-uniform states analogous to Con-
don domains observed in metals [27–33]. As we will
argue, we believe that this will not preempt the obser-
vation of quantum oscillations in neutral fermi seas in
the semiclassical regime, to the same extent that it does
not preempt the observation of quantum oscillations in
metals. However, in practice it will change the precise
shape of the oscillatory component of the magnetiza-
tion as a function of the external magnetic field. We
will also show that quantum oscillations will occur in
the finite temperature resistivity but may be hard to
observe except under certain suitable conditions that
we will describe.
Our study is constructed around a minimal low energy
effective field theory for the neutral fermi sea, and we
have deliberately attempted to keep our results as uni-
versally applicable as possible. One of our focus, which
complements that of Motrunich, is that we have devel-
oped a detailed quantitative theory of the temperature
dependence of the quantum oscillations. In particular,
we study how the high temperature regime, that closely
resembles that of a metal, evolves into the low tempera-
3 The strength can be defined operationally in a gauge invariant
fashion by considering the amount of Aharonov-Bohm phase
that the spinon acquires in a loop enclosing some given small
area as compared to that acquired by the electron.
ture regime previously identified by Motrunich. We will
show that at low temperatures the quantum oscillations
can be viewed as an infinite sequence of phase transi-
tions between states in which the emergent magnetic
field takes different values, and we will see how this ten-
dency evolves into the more conventional form of quan-
tum oscillations as the temperature is raised. Our re-
sults are widely applicable to fractionalized phases with
fermi surfaces of neutral fermions with a charge-gap,
i.e. for insulating states4. These include the conven-
tional U(1) spin liquids with spinon fermi surface and
the composite exciton Fermi liquid in mixed valence in-
sulators [17].
Our paper is organized as follows: In Section II we
discuss the general setup and principles needed to com-
pute the magnetization of fractionalized neutral fermi
seas. In Section III we study quantum oscillations in the
magnetization of two-dimensional fractionalized neutral
fermi seas, and will show the interesting property that
their period at low temperatures will in general be dif-
ferent from their period at higher temperatures. In Sec-
tion IV we will develop the theory of quantum oscilla-
tions in three dimensional fractionalized fermi seas, such
as that for the composite exciton Fermi liquid proposed
to arise in mixed valence insulators [17]. In contrast
to the two-dimensional case, the period of the oscilla-
tions in three dimensions does not change with temper-
ature. In Section V we will show that fractionalized
fermi seas can display also a form of Shubnikov-de Haas
oscillations in the resistivity at finite temperature su-
perimposed with the activated behavior characteristic
of charge insulators. We close in Section VI with a sum-
mary of our results and a discussion on their implica-
tions on current and future experiments both in organic
spin liquids and in mixed valence insulators. We sum-
marize the main formulas for the amplitude and period
of the oscillations in Table I.
II. GENERAL SETUP
A. Low energy field theory
We are considering phases of matter which can emerge
out of a Hilbert space where the local degrees of free-
dom are electrons that couple minimally to the static
external gauge-field A = (A0,A). We assume that the
total electron number, Q ∈ Z, is a good quantum num-
ber and we will refer to this quantum number as the
charge. We are interested in phases with an emergent
fermion with no physical charge, coupled to an emer-
gent U(1) gauge field, which we denote a = (a0,a), and
4 They are not applicable to the half-filled Landau level which is
metallic.
3a gapped boson that carries the physical charge Q = 15.
Let us denote the neutral fermionic creation and an-
nihilation operators by ψ†, ψ (where they satisfy the
usual anticommutation algebra) and the bosonic opera-
tors by ϕ†, ϕ. Suppose now that the physical electron
is represented in terms of these emergent fractionalized
quasiparticles as: c† = ψ†ϕ†. These fractionalized parti-
cles must necessarily carry gauge charge under a, which
we denote as q, because they are non-local 6. Moreover,
these excitations carry opposite gauge charge under a,
as demanded by locality of the physical electron. With-
out loss of generality, we take them to be qψ = 1 and
qϕ = −1.
In the above representation, we recover the ordinary
metallic phase when the boson is condensed, 〈ϕ〉 6= 0,
while an insulating state with a Fermi-surface of the
neutral fermion can emerge when the boson is gapped,
〈ϕ〉 = 0. For concreteness, let us write down a La-
grangian describing the low energy physics as follows:
L = ψ†
(
i∂t − a0 − (p− a)
2
2mψ
)
ψ
+ |(i∂µ + aµ −Aµ)ϕ|2 − g|ϕ|2 − u
2
|ϕ|4 + · · · (1)
where u, g,mψ are effective parameters, and any other
terms that are invariant under gauge transformations
of a are also allowed7. Here the fermions have a finite
density, and our interest is to describe the response of
the system in the fractionalized phase to the presence
of an external magnetic field B = ∇ × A. All of the
discussion that follows in this paper can be viewed as
a mean field treatment of the physics contained within
this Lagrangian.
B. Thermodynamics of magnetic systems
Let us briefly review the thermodynamics of magnetic
fields in matter for the sake of completeness. Thermody-
namic quantities that are well behaved and that do not
undergo spontaneous symmetry-breaking typically fall
into two categories: conserved quantities and param-
eters of the Hamiltonian that can be macroscopically
5 This is one of the simplest patterns of fractionalization that
allows for the emergence of a neutral fermion in a Hilbert space
of microscopic electrons.
6 Namely ψ† and b† cannot be written in terms of of a finite
number of electron creation/annihilation operators acting over
a finite region of space.
7 Strictly speaking this Lagrangian is appropriate near the crit-
ical point associated with boson condensation at fixed boson
number. Otherwise a linear in time derivative term for the bo-
son would dominate over the relativistic quadratic term at low
energies. However these details will not affect the mean field
treatment that we employ here as the only requirement is that
the bosons are gapped.
controlled. Faraday’s law implies that one can consider
the average physical net magnetic flux in any direction
as a conserved quantity:
Bi =
1
V
ˆ
ddx Bi(x). (2)
Thermodynamics of any system in the presence of
magnetic fields can be described in a microcanonical
magnetic ensemble, by specifying Bi, or in a magnetic
canonical ensemble, by specifying an associated conju-
gate variable to Bi, which is Hi. In this paper, we will
perform our calculations in the microcanical ensemble
and specify Bi. The conceptual advantage of viewing Bi
as a conserved quantity is that one can consider systems
placed on strictly periodic geometries with a non-zero
average Bi and describe their thermodynamics without
boundaries, entirely bypassing questions related to the
external sources of magnetic fields and boundary cur-
rents. If u is the energy of the system per unit volume
(including the “vaccum” magnetic field energy), s its en-
tropy per unit volume, then f , its Helmholtz free energy
per unit volume, is:
f(T,B, {λ}) = u− Ts, (3)
where {λ} denotes the set of other non-magnetic ther-
modynamic variables. The stability of the thermody-
namic state requires the following to be a positive defi-
nite matrix:
∂2f
∂Bi∂Bj
∣∣∣∣
T,{λ}
. (4)
If we use units in which the vacuum magnetic field en-
ergy density is B2/2 (i.e. the vacuum permeability is
set to 1), the physical magnetization of a system is given
by:
4piM = B − ∂f
∂B
. (5)
Therefore, the task of describing the static magnetic re-
sponse of a system reduces to finding the form of the free
energy as a function of the average magnetic field. The
conjugate field Hi can be obtained as Hi = ∂f/∂Bi
8.
8 In experiments one can only control the external magnetic field
B0 in which the sample is placed and this generally differs from
the field B inside the sample. B will ultimately be determined
by details of the sample geometry. In the case of an ellipsoidal
sample one controls the following linear combination B0 = (1−
n)H+nB, where n ∈ [0, 1] is the demagnetization factor. Thus
B0 interpolates between H, at n = 0, in the limit in which the
ellipsoid becomes a cylindrical rod, and B, at n = 1, in the
limit in which the ellipsoid becomes a flat pancake [27].
4III. MAGNETIZATION OF TWO
DIMENSIONAL FERMI SEA
In metals, at low temperatures, f(B) can have a neg-
ative second derivative, implying the absence of stable
homogeneous states. Since the average of B is con-
served, the system will phase separate into regions of
locally different B, a phenomenon known as Condon-
Domain formation [27, 28]. As we will see these in-
stabilities are not typical at low temperatures for the
fractionalized fermi seas of our interest, in spite of them
displaying an analogue of dHvA oscillations. Instabili-
ties of this sort will be present however over a region of
finite temperatures as described in section IV B.
A. Two dimensional metals
Let us briefly recapitulate the magnetostatics of met-
als with a single fermi surface in a magnetic field B. At
zero temperature their energy density is:
u(n,B) = ne(n,B) +
χ
2
B2, (6)
where n is the electron density, e the kinetic energy per
electron, and χ the magnetic susceptibility of all back-
ground gapped matter including the magnetic energy of
vacuum9. For simplicity we consider spinless electrons.
If fermion-fermion interactions can be ignored, and as-
suming a parabolic dispersion, we have (~ = e = c = 1):
e(n,B) = e(n, 0)
(
1 +
νf (1− νf )
ν2
)
, (7)
e(n, 0) =
pin
me
, (8)
where ν = N/Nφ = nΦ0/B = 2pin/B = S/(2piB) is
the filling of the Landau level spectrum and we write
as ν = νi + νf , where νi,f are the integer and fractional
parts of ν, and S = pik2F is the area of the Fermi surface.
e is depicted in Fig. 1(a). Therefore, the electronic
contribution to the magnetization is:
4piMe ≡ −n∂e
∂B
= 2µen
νi(1 + νi)
ν
− µen(1 + 2νi), (9)
where µe = 1/2me is the Bohr magneton. The jump
in the magnetization, which can be associated with the
amplitude of the magnetic oscillations at zero tempera-
ture, is given by:
9 Note that in 2D the vacuum contribution contains a prefactor
of the film thickness d.
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FIG. 1: (Color online) Electronic contribution to (a) energy
and (b) magnetization for a two-dimensional electron gas at
zero temperature.
4piδMe ≡4piMe(ν → (n+ 1)+)− 4piMe(ν → (n+ 1)−)
=2µen.
(10)
Notice that the second derivative of the energy is:
∂2e(n,B)
∂B2
= −2e(n, 0)
(nϕ0)2
νi(1 + νi), ν /∈ Z. (11)
This implies that for:
νi(1 + νi) > 2pimeχ =
χ
12χe
, (12)
the metal will be thermodynamically unstable except at
the discrete values of B for which the Landau levels are
completely filled ν ∈ Z, since the energy curve has a
infinite second derivative and is locally concave around
these singular points as depicted in Fig. 1. In the above
expression, χe ≡ 1/(24pime) is the Landau diamagnetic
susceptibility of a spinless two-dimensional metal with
parabolic dispersion.
B. Two dimensional neutral Fermi sea at T = 0
Since the neutral Fermi sea is a uniform state, at a
mean field level, we can consider the internal magnetic
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FIG. 2: (Color online) (a) Contribution of the neutral fermion and the gapped boson in fractionalized neutral fermi sea to
energy. (b) Emergent magnetic field as a function of phyisical magnetic field (horizontal and vertical dashed lines indicate
values obtained from Eq. (15) and Eq. (17) respectively.). (c) Contribution to net magnetization (orange and green envelopes
correspond to the amplitude obtained from Eq (21)). All curves are at zero temperature and in the two-dimensional case.
field, b = ∇×a, to be uniform. Unlike the physical mag-
netic field B, however, the average value of the internal
field b is not an independent thermodynamic quantity10.
At small B, the mean field energy of the system is:
u = nψ(n, b) +
χϕ
2
(b−B)2 + χ
2
B2. (13)
Here ψ is the kinetic energy per particle of the neutral
fermions, n is their density, b is the internal magnetic
field, χϕ is the magnetic susceptibility of the gapped
bosons, and χ is the susceptibility of all background
trivial gapped matter. The form above follows simply
from adding the energy of the boson,
χϕ
2 (b−B)2, which
has a quadratic form at small fields because the boson is
gapped, and the kinetic energy of the neutral fermions.
The essential point is that since b is a dynamical de-
gree of freedom it will be self-consistently adjusted to
minimize the energy, unlike B which is a fixed thermo-
dynamic parameter. Therefore, operationally, the task
is to find the minimum of the energy in Eq. (13) with
respect to b at any given B.
Let us define the neutral fermion filling factor with
respect to b as νψ = 2pin/b = S/(2pib), and similarly de-
note νψi,ψf the integer and fractional parts of νψ. Notice
that under the approximation of a parabolic dispersion
for the neutral fermions, ψ has the same form as e
given in Eq. (7) except that me → mψ and ν → νψ. At
small enough fields the following condition is satisfied:
νψi(1 + νψi) > 2pimψχϕ =
χϕ
12χψ
, (14)
10 Strictly speaking b is a conserved quantity at low energies.
This is because monopole fluctuations of b are irrelevant in
the infrared [34, 35]. However these fluctuations will always
be present and lead to relaxation of global value of b. We will
ignore the more subtle issue that this relaxation process might
be slow due to irrelevance of monopole fluctuations and assume
that on sufficiently long time scales the system relaxes the spa-
tial average of b to the global minimum of the free energy.
and when this happens, the local minima of Eq. (13)
are always achieved at integer filings of the Landau lev-
els of ψ. This remarkable tendency, first identified in
Motrunich’s work [1], can be traced back to the exis-
tence of cusps in the energy per particle at integer fill-
ing as a function of particle number (i.e the cyclotron
gaps, see Fig. 2(a)). It tells us that the internal magnetic
field, b, will remain locked at a constant value for a finite
range of B so that the neutral fermions fill an integer
number of Landau levels within such range, as depicted
in Fig. 2(b). Interestingly, any integer filling at a given
external B, describes a metastable state because it is
a local minima of the free energy. The ground state is
selected from these metastable states as the one having
the absolute lowest energy. These different metastable
states can thus be labeled by an integer p:
bp = 2pin/p, p ∈ Z, (15)
and their energy is:
up(n,B) = nψ(n, 0) +
χϕ
2
(bp −B)2 + χ
2
B2, (16)
where we have used the special property that the kinetic
energy of any number of completely filled Landau levels
is identical to the kinetic energy at zero field for Galilean
fermions. The critical fields at which the ground state of
the system transitions from filling νψ = p+ 1 to νψ = p
is given by:
Bp = pin
(
1
p
+
1
p+ 1
)
. (17)
For Bp+1 ≤ B ≤ Bp the fermion filling factor is νψ =
p+1. For this range of magnetic fields, the contribution
to the magnetization from the neutral fermi sea and
the gapped boson is locally a decreasing function of the
physical magnetic field:
4piM = −χϕ
(
B − 2pin
p+ 1
)
. (18)
6The behavior of this magnetization is depicted in
Fig. 2(c). Remarkably, the period of the oscillations
is controlled by the bare magnetic field. In other words
the oscillations are periodic in 1/B with a period given
by:
∆
(
1
B
)
=
1
2pin
=
2pi
S
, B  S, T = 0, (19)
where S is the area of the Fermi surface. Let us thus de-
note by ν = 2pin/B. Therefore, to find the integer filling
describing the ground state, p(ν), at a given magnetic
field B, we need to solve the following inequality:
2p(p+ 1)
2p+ 1
≤ ν ≤ 2(p+ 1)(p+ 2)
2p+ 3
, p ∈ Z, ν ∈ R. (20)
For p  1 the inequality reduces to: p + O(1/p) ≤
ν − 1/2 ≤ p + 1 + O(1/p), and thus can be solved by
p ≈ [ν−1/2]. The size of the jump of the magnetization
at the transition from νψ = p+ 1 to νψ = p is therefore:
4piδM ≡4piM(B → B−p )− 4piM(B → B+p ) =
2pinχϕ
p(p+ 1)
≈ 2pinχϕ
(
B
2pin
)2
, p 1.
(21)
Notice that the neutral fermi sea displays generically
a concave energy as a function of B except at dis-
crete points, as illustrated in Fig. 2(a). Therefore, the
spinon fermi surface does not suffer from the generic
low-temperature thermodynamic instabilities that we
encountered in a metal (compare Figs. 1(a) and 2(a)).
The physical picture for why this happens is that the in-
ternal magnetic field can adjust itself until the neutral
fermions completely fill an integer number of Landau
levels, and when this happens the system enjoys the
stability of being able to form a uniform fully gapped
state11.
Since the magnetization of the neutral fermions is lo-
cally a decreasing function of B (Fig. 2(c)), one could
say that the neutral fermion system tends to be differ-
entially diamagnetic, unlike electrons which tend to be
differentially paramagnetic at low temperatures. This
distinction will be washed out at higher temperatures.
Notice, however, that the magnetization of the neutral
fermion is not a strictly decreasing function of B be-
cause the curve is piece-wise discontinuous (Fig. 2(c)).
11 This state is technically a chiral spin liquid. It is also easy to
argue that this state is stable beyond the simple mean field pic-
ture we describe in the main text, because the gauge field fluc-
tuations will be gapped at long wavelengths due to the Chern-
Simons term induced by the neutral fermions forming an integer
quantum Hall state.
C. Two-dimensional neutral Fermi sea at finite T
In this section, we consider the magnetic response
of the system at a finite temperature when the neu-
tral fermion cyclotron spacing is much smaller than the
temperature broadening but the temperature is much
smaller than the fermi energy of the neutral fermion
and any other scale associated with the gap of the bo-
son, specifically n/mψ  T  b/mψ. To leading order
in small b and B the free energy of the system is:
f = f0(B) +
χψ
2
b2 +
χϕ
2
(B − b)2, (22)
where χψ characterizes the diamagnetic coefficient of
the neutral fermi sea that expresses the energy cost for
b to be non-zero (i.e. the analogue of the Landau dia-
magnetic susceptibility of a metal) and it is given by
(spinless fermions): χψ = 1/(24pimψ), but we will keep
it as an unspecified coefficient for generality, and f0 in-
cludes the contribution of the background trivial gapped
matter and the magnetic energy of vacuum.
bB =
χϕ
χψ + χϕ
B ≡ αB. (23)
B − bB = χψ
χψ + χϕ
B = (1− α)B. (24)
Therefore, for |χψ|  |χϕ| the internal field experienced
by the fermions tends to track the external field (α→ 1),
while in the opposite limit the neutral fermions experi-
ence just a small fraction of the field while the bosons ex-
perience almost the full external field (α→ 0). The lat-
ter is typically what one expects if the bosons are deep in
an insulating phase, as their energy would hardly change
in the presence of an effective field, B−b, implying that
χϕ → 0 as we move deeper into the insulator. The oppo-
site behavior, χϕ →∞, is what one expects if the boson
is condensed, developing a Meissner effect for the effec-
tive field, B − b. Across a continuous phase transition
between the insulator and the metal [36, 37], assuming
the transition is of the kind that occurs at fixed boson
density, one expects that χϕ diverges as one approaches
the metal from the insulating side because in the metal
the boson has condensed. This implies that in the phase
transition between an ordinary metal and the fraction-
alized neutral fermi sea, the coefficient α that relates
the effective field experienced by the neutral fermions,
b, to the physical magnetic field, B, starts continuously
decreasing from 1 at the critical point (see Fig. 3)12.
12 It is worth bearing in mind that the value of this coefficient in
the fractionalized phase is not universal and can be even larger
than 1 under special circumstances, as found by Motrunich due
to the proximity to the uniform flux phase of the spinon fermi
sea that he considered [1].
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FIG. 3: (Color online) Qualitative behavior of the parame-
ter α that controls the effective magnetic field experienced
by the neutral fermions in response to a physical magnetic
field across the transition from metal to fractionalized neu-
tral fermi surface, driven by a parameter g which controls
whether the boson is gapped (g > 0) or condensed (g < 0).
At small fields and at temperatures higher than the cy-
clotron energy, the contribution to the physical magne-
tization of the neutral fermi sea depends linearly on the
external field:
4piM = −
(
1
χ−1ϕ + χ−1ψ
)
B ≡ −χ0B. (25)
The physical content of this expression is that whichever
of the two components (i.e. the fermions or the bosons)
is less responsive in changing its energy in the presence
of an effective magnetic field, will dominate the magne-
tization response to external fields. Notice that this is
opposite to the case of “stacking” two physical systems
for which the respective χ’s add up and hence the more
responsive component dominates. This result is an ex-
ample of the well-known Ioffe-Larkin rule for addition
of electromagnetic response functions for partons [38].
D. Magnetic oscillations of two-dimensional
neutral fermi sea at finite T
The oscillatory part of the free energy of the neutral
fermi sea can be estimated at a mean field level by using
the classic result from two-dimensional metals [28]:
fosc =
χoscb
2
2
∞∑
k=1
(−1)k
k2
kτS
2pib
sinh(kτS2pib )
cos
(
kS
b
)
. (26)
Here S is the area of the neutral Fermi surface, S =
pik2F = 4pi
2n, τ = 2pi2T/F , F = k
2
F /(2mψ) and χosc
is a parameter controlling the amplitude of the oscil-
lations, which for spinless parabolic fermions is χosc =
1/(2pi3mψ). This form also holds for arbitrary disper-
sions within an effective mass approximation around the
Fermi surface, with corrections from non-parabolicity
appearing as higher powers in (b/S). The task is to min-
imize the sum of the energies from Eqs. (22) and (26) as
a function of b. At low temperatures, namely when the
temperature is lower than the effective cyclotron energy
of the neutral fermions (T  ωψ ≡ b/mψ), and at low
b (b  S), the minima of the free energy will be dom-
inated by the oscillatory part, because this term will
dominate the derivative of the energy due to the diver-
gence of its oscillation frequency as 1/b for b→ 0. This
allows to recover the result found in Section III B, that
the minima will be pinned at a fixed value of b within
a range of B. These correspond to the minima of fosc
which are given by:
bp =
S
2pip
=
2pin
p
, p ∈ Z. (27)
One thus recovers the result of Eq. (15). Therefore the
free energy of the p−th metastable state can be approx-
imated at low temperature as:
fp ≈f˜0 + χψ + χϕ
2
(bp − bB)2 + χosc
2
b2p
( ∞∑
k=1
(−1)k
k2
)
,
=f˜0 +
χψ + χϕ
2
(bp − bB)2 − pi
2χosc
24
b2p,
(28)
where bB was defined in Eq. (23) and f˜0 = f0 +χ0B
2/2
includes the linear in B contribution to magnetization
from Eq. (25). Following a similar line of reasoning as
in Section III B, one finds the following behavior for the
amplitude of the oscillatory part of the magnetization
at low temperatures:
4piδMosc ≈
χ3ϕ
(χϕ + χψ − pi2χosc/12)2
S
2pi
(
2piB
S
)2
,
=2pinχϕ
(
B
2pin
)2
, B  S, T  ωψ.
(29)
At low temperatures (T  ωψ) the period of the oscil-
lations can be estimated to be:
∆
(
1
B
)
≈
(
χϕ
χψ + χϕ − pi2χosc/12
)
2pi
S
,
=
2pi
S
, B  S
(30)
where in the second line of the two preceding equations
we have used the relation χψ = pi
2χosc/12, valid for
parabolic fermions, and we have recovered the results
of Eq. (21) and Eq. (19). Now, at higher tempera-
ture (T & ωψ ≡ b/mψ) the oscillatory contribution to
8the free energy is negligible compared to the smooth
part from Eq. (22). In this case, the minimum of the
free energy will be achieved when b = bB = αB, and
generically there is a single solution and no multiple
metastable states. In this regime the free energy of the
equilibrium state can therefore be approximated as:
f ≈f˜0 + fosc(b→ bB). (31)
Therefore the functional form of the magnetic oscilla-
tions of the neutral fermi sea at higher temperature are
essentially the same as that of a metal but in an effective
field given by bB . Therefore the leading contribution to
the oscillatory magnetization at small b (bB  S) is:
4piMosc ≈χoscαS
2
∞∑
k=1
(−1)k+1
k
kSτ
2pibB
sinh
(
kSτ
2pibB
) sin(kS
bB
)
bB  S, F  T & ωψ.
(32)
An interesting feature of the oscillations in two dimen-
sions is that the period of the oscillations has different
behavior at low temperatures (T  ωψ) than at high
temperatures (F  T & ωψ). While at low temper-
atures we found a period given in Eq. (30), at higher
temperatures we have
∆
(
1
B
)
=
2piα
S⊥
, B  S, T & ωψ. (33)
On the other hand, at high temperature, the amplitude
of the oscillations is therefore given by,
4piδMosc ≈χoscαS
∞∑
k=1
(−1)k+1
k
kSτ
2pibB
sinh
(
kSτ
2pibB
)
bB  S, F  T & ωψ.
(34)
Notice that if we were to naively extrapolate the ampli-
tude of the oscillations to the low temperature regime,
we would obtain the following amplitude: 4piδMnaiveosc ≈
χoscαS log(2), B  S, T  bB/mψ, which would over-
estimate the correct result given in Eq. (29). Similarly if
we extrapolate the low temperature result to high tem-
peratures we would overestimate the result of Eq. (32).
This motivates a simple functional form that interpo-
lates between the two regimes and that captures rea-
sonably well the crossover region:
1
4piδMosc
≈
1
4piδMosc(T  ωψ) +
1
4piδMosc(T & ωψ)
,
(35)
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FIG. 4: (Color online) (a) Energy of three-dimensional frac-
tionalized neutral fermi sea as a function of magnetic field
(the scale is u0 = (χϕ + χψ)(S⊥/2pi)2) (b) Internal field b
as function of the rescaled external field bB = αB. Dashed
horizontal and vertical lines correspond to the values ex-
pected from Eqs. (40) and (42) respectively. Both curves
were computed from direct numerical minimization of the
model described in Section IV B, and parameters were chosen
as χosc/(χϕ + χψ) = 0.1 and effective temperatures τ = 0.1
(green) and τ = 0.5 (blue). In the energy, the smooth back-
ground term associated with Eq. (25) is not included.
where the formulas for the right hand side are given in
Eqs. (29) and (32) respectively. A simple approximation
is to keep the leading harmonic in the oscillatory part,
as is done in the celebrated Lifshitz-Kosevich formula
for metals, to obtain
1
4piδMosc
≈ 1
χϕ
S
2pi
(
2piB
S
)2 + 1
χoscαS
Sτ
2pibB
sinh
(
Sτ
2pibB
) . (36)
IV. MAGNETIZATION OF THREE
DIMENSIONAL FERMI SEA
There are several important qualitative differences
between three and two-dimensions that we now wish
to emphasize. First of all, gauge-field fluctuations are
weaker in three-dimensions and hence one expects the
kind of mean field treatment that we have outlined to
be more reliable. On the other hand, in three dimen-
sions the spectrum of the fermions in a magnetic field
9is that of Landau bands that disperse along the di-
rection of the magnetic field instead of Landau levels,
which leads to important quantitative differences with
respect to the two-dimensional case. In spite of this
difference, the analysis in three-dimensions parallels in
several ways that in two dimensions. For example, we
will find in three dimensions the same tendency for the
internal magnetic field to remain pinned at certain dis-
crete values at ultra-low temperatures, in spite of the
presence of Landau bands rather than Landau levels.
Hence, the ultra-low temperature quantum oscillations
will become a series of phase transitions between differ-
ent metastable states, similar to two-dimensions. Simi-
larly, the high temperature behavior of the oscillations
will again resemble those of an ordinary metal experi-
encing an effective magnetic field bB = αB; an impor-
tant qualitative difference with two-dimensions is that
the period of the oscillations will not change with tem-
perature.
A. Three dimensional neutral Fermi sea at finite T
Consider a three dimensional fractionalized Fermi sea.
For generality, we assume an anisotropic dispersion with
effective mass mz along the z−axis and m⊥ in the
xy−plane, and take the magnetic field to act along the
z−direction. Now at temperatures that are higher than
the transverse cyclotron energy (F  T  b/m⊥), the
free energy has the same form as in Eq. (22)
f = f0 +
χψ
2
b2 +
χϕ
2
(B − b)2, (37)
except that the coefficients are different (for spinless
parabolic fermions χψ = νF /(12m
2
⊥) = n/(8m
2
⊥F ),
νF = 3n/(2F ), n = ((2F )
3mzm
2
⊥)
1/2/(6pi2)). Once
again, the minimum of the energy is achieved at the
same field and the contribution to the magnetization
from the partons has the same form,
bB =
χϕ
χψ + χϕ
B ≡ αB,
4piM = −
(
1
χ−1ϕ + χ−1ψ
)
B ≡ −χ0B.
(38)
Now at lower temperatures, the oscillatory part of the
free energy becomes important and we will have an extra
contribution of the form [27, 28],
fosc =
χoscb
2
2
(
2pib
S⊥
)1/2
×
∞∑
k=1
(−1)k
k5/2
kτS⊥
2pib
sinh(kτS⊥2pib )
cos
(
kS⊥
b
∓ pi
4
)
,
(39)
where χosc = (mzF )
1/2/(4pi2m⊥), S⊥ is the area of
the cross-section of the Fermi surface perpendicular to
the magnetic field, and the −(+) signature is for an
electron-like (hole-like) dispersion in the direction of the
field, namely for mz > 0 (mz < 0). Much like in metals,
to derive this expression one does not need to assume
that the dispersion of the fermions is exactly parabolic.
More generally, the dominant contribution to the field
dependence of the free energy at small fields (b  S⊥)
arises from the cross sections of extremal area of the
fermi surface that are orthogonal to the applied mag-
netic field. One assumption is that there are no non-
trivial Berry surface terms, but otherwise the formula
can be applied if mz is understood to arise from the
curvature of the dispersion near a given extremal cross
section and m⊥ is understood as the cyclotron mass for
states near such a cross section. The mathematical de-
tails of the derivation in this more general case parallel
identically those for a conventional metal provided in
Ref. [27].
Similar to the situation in tw dimensions, at low tem-
peratures (T  b/m⊥) and small fields (b  S⊥) the
derivative of the free energy will be dominated by the os-
cillatory part, due to the diverging oscillation frequency
as 1/b. Therefore the minima of the free energy will
be controlled by the oscillatory part, which is indepen-
dent of B. Therefore we encounter again a multiplicity
of metastable states associated with the different local
minima of the oscillatory part of the free energy, which
are approximately given by:
b ≈ bp ≡ S⊥
2pip± pi/4 , p ∈ Z. (40)
This staircase behavior of the internal field is depicted in
Fig 4(b) where we show the explicit numerical solution
of a simplified model that includes a single harmonic of
the oscillatory free energy described in Sec. IV B. On a
given metastable state, the free energy can therefore be
approximated as,
fp ≈f˜0 + χψ + χϕ
2
(bp − bB)2 − cχosc
2
b2p
(
2pibp
S⊥
)1/2
,
(41)
where c is a pure number which corresponds to the
absolute value of the minimum of the periodic func-
tion
∑∞
k=1
(−1)k
k5/2
cos
(
kS⊥
b ∓ pi4
)
, which is approximately
c ≈ 0.87. The critical field at which the system switches
from the (p+ 1) to the p metastable state can be found
by solving for fp = fp+1, and is found to be,
bB(p) ≈ bp + bp+1
2
−
cχosc
(
2pi
S⊥
)1/2
χψ + χϕ
b
5/2
p − b5/2p+1
2(bp − bp+1) . (42)
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FIG. 5: (Color online) (a) Oscillatory magnetization of a
three-dimensional fractionalized neutral fermi sea as a func-
tion of magnetic field (the scale is 4piM0 = χϕ(S⊥/2pi)). The
green and yellow envelopes correspond to the amplitude ex-
pected from the simplified formula of Eq. (36). The inset
is a zoom-in to the small field region illustrating the good
agreement with the formula. (b) The second derivative of
the oscillatory component of the free energy with respect to
the effective field bB = αB. The curve shows clearly how the
delta function-like spikes in the second derivative, occurring
at the discontinuous jumps of the magnetization, transform
into the regions where the second derivative is smooth but
negative where instabilities might appear (see discussion in
Section IV B). Both curves were computed from direct nu-
merical minimization of model described in Section IV B,
and parameters were chosen as χosc/(χϕ+χψ) = 0.1 and ef-
fective temperature τ = 0.5. The smooth background term
associated with Eq. (25) is not included.
For bB(p) < bB < bB(p− 1), the internal magnetic field
will remain pinned at the value b = bp, and the contri-
bution to the physical magnetization coming from the
boson and the neutral fermion, including their linear
contribution described in Eq. (25), is
4piMp ≈ χϕ(bp −B). (43)
It is interesting to note that the differential susceptibil-
ity of the Fermi sea plus the charged gapped-boson is
diamagnetic and coincides with the susceptibility of the
charged boson in the bare external field B. The physical
picture behind this phenomenon in the low temperature
regime is that when the system is in the p-th metastable
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FIG. 6: (Color online) (a) Amplitude of the magnetization
oscillations in fractionalized neutral fermi surfaces as a func-
tion of dimensionless temperature τ . The blue dots corre-
spond to direct result from numerical study of model de-
scribed in Section (IV B) and the red line is the behavior
expected from the Eq.(36). (b) Comparison of the ampli-
tude of the fractionalized neutral fermi surface (blue) from
(a) with that expected for a conventional metal (orange)
with the same effective mass and subjected to the same ef-
fective magnetic field strength (to generate the orange plot
we simply use the formula valid for T  bB/m⊥ but plot it
over the entire temperature range). Parameters were chosen
as χosc/(χϕ + χψ) = 0.1 and effective field 2pibB/S⊥ = 0.1.
state, the internal field and the fermionic energy become
pinned and do not change with small changes of the ex-
ternal magnetic field, leaving the energy of the boson as
the only changing part in response to the external mag-
netic field that contributes to the magnetization. The
behavior of the magnetization is depicted in Fig 5(a),
obtained from an explicit numerical solution of a sim-
plified model described in Sec. IV B. The amplitude of
the magnetization jump between adjacent metastable
states (i.e. amplitude of oscillations) can be estimated
to be
4piδM ≈ χϕS⊥
2pi
(
2pibB
S⊥
)2
, bB  S⊥, T  bB/m⊥,(44)
which is similar to that found in Eq. (29) in the two-
dimensional case. Interestingly, and in sharp contrast
to the two dimensional case, the period of the oscilla-
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tions at low temperatures is still governed by the aver-
age field bB , the same that as we shall see governs the
oscillations at higher temperature. The period of the
oscillations can be obtained from Eq. (42), by comput-
ing the range of 1/B over which the solution remains in
the p-th metastable state. Following this, at low tem-
peratures, one finds that the oscillatory portion of the
magnetization will be periodic as a function of 1/B with
a period given by
∆
(
1
B
)
=
2piα
S⊥
, bB  S⊥, T  bB/m⊥, (45)
namely the periodicity is that of a metal but in a field
reduced by the factor α = χϕ/(χψ + χϕ).
Let us now consider the behavior of the oscillations
at higher temperatures (F  T & bB/m⊥). Here
the contribution to the free energy from the oscillatory
component is negligible, and therefore the energetics of
the internal field is dominated by the smooth part of
the free energy given in Eq. (37). As a consequence,
there is generically a single equilibrium state and not
the plethora of metastable states realized at lower tem-
peratures. Similar to the two dimensional case, the free
energy of the equilibrium state can therefore be approx-
imated as
f ≈f˜0 + fosc(b→ bB). (46)
Therefore the functional form of the magnetic oscilla-
tions of the neutral fermi sea at higher temperatures are
essentially the same as that of a metal but in an effective
field given by bB . Therefore the leading contribution to
the oscillatory magnetization at small b (bB  S) is
4piMosc ≈χoscαS⊥
2
(
2pibB
S⊥
)1/2
×
∞∑
k=1
(−1)k+1
k3/2
kSτ
2pibB
sinh
(
kSτ
2pibB
) sin(kS
bB
∓ pi
4
)
,
bB  S, F  T & ωψ.
(47)
As in two-dimensions, we can propose an interpolation
between the low and intermediate temperature regimes
for the amplitude of magnetic oscillations following the
formula (35). A simple approximation is to keep the
leading harmonic in the oscillatory part, as is done for
the Lifshitz-Kosevich formula of metals, to obtain
1
4piδMosc
≈
1
χϕ
S⊥
2pi
(
2pibB
S⊥
)2 + 1
χoscαS⊥
(
2pibB
S⊥
)1/2 τS⊥
2pibB
sinh
(
τS⊥
2pibB
) .
(48)
In Fig. 6 we illustrate the behavior of the amplitude ob-
tained from an explicit numerical solution of the model
with a free energy with a single harmonic described in
section IV B. We see that Eq. (48) captures the low
and high-temperature behavior accurately and provides
a good match for the crossover region as well.
Interestingly, in three dimensions, the period of the
oscillations at higher temperatures coincides with that
at low temperatures (Eq. (45)), and can be read off from
Eq. (47) to be
∆
(
1
B
)
=
2piα
S⊥
, bB  S⊥. (49)
We would like to conclude this section by briefly dis-
cussing the impact of disorder. The impact of weak
short range impurities in the amplitude of oscillations is
qualitatively similar to that of temperature [27]. Colli-
sions off impurities will broaden the energy levels of the
fermions on a scale of the order of the scattering rate
∼ 1/τimp. Therefore, at a mean field level, heuristically
the impact of disorder can be captured by replacing the
temperature in all of our discussion with ∼ T + 1/τimp.
More specifically, the impact of impurities can be cap-
tured by adding an additional suppression to the ampli-
tude of oscillations in the form of a Dingle-type factor,
∼ exp
(
−2pim⊥
bτimp
)
, (50)
where τimp is the quantum lifetime of the neutral
fermion as a result of scattering off impurities. Thus
a simple way to estimate the impact of disorder is by
absorbing this Dingle factor into the coefficient χosc →
χosc exp (−2pim⊥/(bBτimp)) that controls the amplitude
of the oscillations in our previous discussions. One in-
teresting consequence of including this factor occurs in
the two-dimensional systems discussed in Section III D.
Following Eq. (30), we expect that the period of oscilla-
tions at low temperatures in two-dimensions can depend
on the strength of disorder and magnetic field via this
factor.
There is an interesting consequence of disorder be-
yond the mean field level in two-dimensions. As even
featureless disorder is expected to couple like a ran-
dom field to the energy density, following general argu-
ments [39–41], the first order transitions that we have
encountered at low temperatures in two-dimensions will
be rounded into continuous transitions. However, if dis-
order is weak, the rounding will be mild and the transi-
tions could in practice appear to be essentially discon-
tinuous.
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FIG. 7: (Color online) Three kinds of behavior: “generically stable/discontinuous” regions have discontinous magnetization
as function of B field (see Fig. 5(a)) but the only thermodynamic instabilities occur at the isolated values of magnetic
field associated with discontinuities; “fully stable continuous” regions have continuous magnetization and no thermodynamic
instabilities; “unstable” regions have thermodynamic instabilities over finite ranges of magnetic fields (although not for every
magnetic field, as stable and unstable regions alternate as the magnetic field is swept). (a) Regions at fixed temperature
τ = 0.2 as a function of the parameter α = χϕ/(χϕ + χψ) controlling the effective field experienced by the neutral fermions
bB = αB. (b) same as (a) but plotted as a function of the physical magnetic field B instead of bB . (c) Regions as a function
of effective temperature τ and bB for fixed α ≈ 0.9. All plots are generated using the ratio χosc/χψ = 3
√
2 for spinless
parabolic fermions and in the limit χ → 0 to allow visualization of the unstable regions. In the more realistic limit χ → ∞
the unstable region will shrink to become an increasingly thin sliver, but the generically stable/discontinuous region will
remain largely unchanged.
B. Intermediate temperature instabilities in
neutral fermi seas
Metals in two and three dimensions have low tem-
perature instabilities towards phase separation. As we
have seen in the previous two sections, at low tem-
peratures fractionalized neutral Fermi seas find a way
to circumvent these generic instabilities by adjusting
their internal magnetic fields to find local minima of
the free energy which remain thermodynamically sta-
ble. At elevated temperatures neither metals nor frac-
tionalized Fermi seas will display instabilities simply be-
cause the oscillatory component of the magnetization
will be exponentially suppressed. There remains to be
explored the intermediate temperature regime at which
the crossover between these two kind of behaviors hap-
pens. This will be the subject of discussion in this sec-
tion.
We will begin describing a direct numerical analysis
of this intermediate regime and will later provide ana-
lytic results. We consider a simplified model with only
the leading harmonic of the oscillatory part of the free
energy in three dimensions. We therefore use the fol-
lowing total free energy of the system (including the
background matter and vacuum energies):
f ≈
(
χ+
χϕχψ
χϕ + χψ
)
B2
2
+
χψ + χϕ
2
(b− bB)2
− χoscb
2
2
(
2pib
S⊥
)1/2 τS⊥
2pib
sinh( τS⊥2pib )
cos
(
S⊥
b
∓ pi
4
)
.
(51)
Here the first term is the explicit expression for f˜0,
which includes the energy of the vacuum and back-
ground matter in the term proportional to χ. The form
above is enough to capture the essential physics even at
low temperatures, but more so at intermediate temper-
atures since the exponential temperature suppression is
more pronounced for the higher harmonics.
The task is to numerically minimize Eq. (51) as a
function of b for fixed B. Typical numerical solutions
are depicted in Figures 4 and 5. Figure 4(b) shows the
typical staircase behavior of the internal magnetic field
as a function of external field. As the temperature is in-
creased this staircase smoothens and transforms into a
straight line as evidenced in the low field portion of the
green curve in Fig. 4(b). Figure 5(b) displays the be-
havior of the magnetization that results from this stair-
case. The magnetization is a discontinuous function of
external field at low temperatures and transforms into
a continuous function as temperature is increased. The
low temperature discontinuities can be thought of as
first order phase transitions. In particular Fig. 5(b) dis-
plays the second derivative of the free energy without
the f˜0 smooth background (see description of f˜0 below
Eq. (28)). We notice that the second derivative has neg-
ative delta-function-like spikes at the fields for which the
magnetization jumps discontinuously. Beyond a critical
field (or temperature) these delta function spikes disap-
pear and become regions with negative second deriva-
tives of the free energy (Fig. 5(b)). As discussed in the
introduction, a negative second derivative of the free
energy indicates a thermodynamic instability towards
phase separation.
Thus we see that the fields at which the first order
transitions happen are expected to turn into the regions
at which thermodynamic instabilities occur over a finite
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FIG. 8: (Color online) (a) Dimensionless temperature τ and
α = χϕ/(χϕ + χψ) phase diagram of different regions for a
constant average internal effective field 2piS⊥
bB
= 55. The dots
joined by solid lines correspond to the regions determined
from direct numerical study. The blue and orange dashed
lines are the boundaries obtained from solving exactly the
inequalities appearing in Eqs. (53) and (56) and the green
and red dotted lines are obtained from the approximations
described in Eqs. (55) and (58). (b) Analogous to figure (a)
but holding the physical magnetic field fixed at 2piS⊥
B
= 45
instead of the effective field bB . All plots are generated using
the ratio χosc/χψ = 3
√
2.
region of fields, as parameters are varied (i.e field is
decreased or temperature is increased). In order for a
thermodynamic instability to occur, the full free energy
must have a negative second derivative with respect to
the external field, including the magnetic energy of vac-
uum. Thus, the criterion for thermodynamic stability
is:
∂2f
∂B2
> 0, (52)
where we imagine that we have explicitly solved for b as
a function of B while taking the derivatives. Notice that
this second derivative will contain χ, which accounts for
the energy of vacuum as well as the background trivial
matter. Therefore, the regions over which instabilities
occur are dictated by the somewhat extrinsic parameter
χ.
To facilitate numerical identification, we perform the
numerical analysis in the limit χ → 0, so that there
is no background helping stabilize the uniform state13,
and will discuss later on the more realistic case of large
χ. Phase diagrams depicting the behavior as a function
of the different dimensionless parameters of the prob-
lem are presented in Figs. 7 and 8 in the limit of χ→ 0.
Figure 8 shows the three kinds of regimes present in the
problem. At high temperatures we have the fully sta-
ble quantum oscillations regime that resembles that of
a metal but in a reduced effective field bB = αB. In
this regime the magnetization curve is continuous and
the stability criterion in Eq.(52) is always satisfied. We
label this regime as “fully stable continuous” behavior
in the plots. At low temperatures we have a regime in
which the internal gauge field remains “pinned” at cer-
tain values as the external field is swept giving rise to
the staircase pattern described in Section IV. In this low
temperature regime instabilities occur at isolated values
of the field bB for which the system transitions between
different metastable states, giving rise to discontinuous
jumps in the magnetization. We label this region in the
plot as “generically stable discontinuous” region. Fi-
nally there is the intermediate region between these two
regimes where the stability condition in Eq. (52) is vi-
olated over finite ranges of magnetic field bB , at which
phase separation will occur. Notice that generically the
system will have an alternation of regions that are sta-
ble and unstable as the magnetic field is swept in this
regime. We label this region “unstable” in the plots.
The limit χ→ 0 makes the size of the unstable region
as large as possible; however this exaggerates its size in
comparison to the expected realistic behavior. We will
now provide a quantitative description of the instability
boundaries that can be used for more realistic estimates.
The internal magnetic field experienced by the neutral
fermions b will be pinned whenever the second derivative
of the smooth part with respect to b is smaller than the
second derivative of the oscillatory part. Thus discon-
tinuous behavior can be estimated to occur whenever
the following inequality is satisfied (assuming low fields
b S⊥),
χϕ + χψ < 2pi
2χosc
(
S⊥
2pib
)3/2 τS⊥
2pib
sinh( τS⊥2pib )
. (53)
The region bounded by this inequality is depicted in
Fig. 8 as a dashed blue line. For the above to be satis-
fied, one needs that the following number be less than
O(1):
13 We are restricting to the natural case of χ being strictly positive
otherwise the background “vacuum” would have instabilities of
its own.
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χϕ + χψ
2pi2χosc
(
2pibB
S⊥
)3/2
< O(1). (54)
One can then replace xsinh x ∼ e−x at x & 1 to obtain a
simple closed form expression in order to estimate the
critical temperature at which discontinuities appear,
T1 ≈ bB
2pi2m⊥
log
(
max
[
1,
2pi2χosc
χϕ + χψ
(
S⊥
2pibB
)3/2])
,(55)
which is depicted as a dotted green line in Fig. 8 that
captures qualitatively well the trends and values of the
numerical solution. The second temperature scale is
that at which the second derivative with respect to B
becomes negative and generic instabilities appear when-
ever the following inequality is satisfied:
χ+
χϕχψ
χϕ + χψ
<
2pi2α2χosc
(
S⊥
2pibB
)3/2 τS⊥
2pibB
sinh( τS⊥2pibB )
.
(56)
To obtain a solution to this inequality one needs that
the following is satisfied:
χ+
χϕχψ
χϕ+χψ
2pi2α2χosc
(
2pibB
S⊥
)3/2
< O(1). (57)
Using a similar approximation scheme, one obtains:
T2 ≈ bB
2pi2m⊥
max{T1,
log
(
max
[
1,
2pi2α2χosc
χ+
χϕχψ
χϕ+χψ
(
S⊥
2pibB
)3/2])
}.
(58)
The appearance of T1 in the above inequality comes
from the fact that in order to use the approximation
b ≈ bB = αB one has to assume that the critical temper-
ature derived from the inequality (56) is larger than T1.
Therefore, T2 should be taken as the largest value be-
tween T1 obtained from inequality (53) and the one ob-
tained from the inequality (56). As one approaches the
metal to insulator transition χϕ → ∞, α → 1, bB → B
and other quantities such as χψ and χosc can be assumed
to remain non divergent within mean field approxima-
tion. In this limit T1 → 0 whereas T2 becomes the value
that dictates the temperature for the Condon-domain
formation instability in ordinary metals:
lim
α→1
T2 ≈
B
2pi2m⊥
log
(
max
[
1,
2pi2χosc
χ+ χψ
(
S⊥
2piB
)3/2])
.
(59)
This occurs only for fields satisfying
χ+ χψ
2pi2χosc
(
2piB
S⊥
)3/2
< O(1). (60)
The maximum as a function of B of Eq. (59) is achieved
whenever
Bmax ≈ S⊥
2pie
(
2pi2χosc
χ+ χψ
)2/3
∼ 6− 30 Tesla, (61)
where e is Euler’s constant, and where we used the
typical values of the diamagnetic response of metals
χosc ∼ χψ ∼ 10−6χ and typical metallic densities
n ∼ 1028−1029m−3. This leads to the following estimate
for the maximum temperature for the phase separation
instability in a typical metal
lim
α→1
Tmax2 ≈
3F
4pi2e
(
2pi2χosc
χ+ χψ
)2/3
∼ 10−5F ∼ 0.4− 3 Kelvin.
(62)
for F ∼ 2 − 10 eV. These numbers are in good agree-
ment with the parameters at which the Condon domain
instabilities are typically seen [29–33].
Unlike the physical magnetic field in metals, the frac-
tionalized neutral Fermi surfaces can generically relax
the global internal gauge field, reducing the region of
instabilities to isolated values of the magnetic field at
low temperatures, as we have described. One of the
main differences between the phenomena in fractional-
ized states and that in metals is that the range of ef-
fective fields bB over which the discontinuous behavior
occurs will become wider as we enter further into the
insulating regime (α → 0) as indicated by Eq. (54).
In both cases however the typical temperature for the
appearance of instabilities is controlled by the effective
cyclotron frequency T ∼ bB/m⊥ of the fermions up to
logarithmic corrections. Phase diagrams as a function of
dimensionless temperature τ and α are shown in Fig. 8
in the limit χ → 0. This exaggerates the region for
instabilities but allows to visualize it more easily.
Let us discuss the more realistic limit χ→∞ in frac-
tionalized neutral Fermi surface states. The boundary
given by T1 will remain essentially unchanged because
it is independent of this parameter. On the other hand
the boundary given by T2 will shrink and become a
thin sliver surrounding the region given by T1. The re-
gion bounded by T1 corresponds to the behavior of the
fractionalized Fermi sea that we have labeled “gener-
ically stable discontinuous” in the plots. The region
of effective fields bB for this regime is expected to be
considerably larger than that of the conventional Con-
don Domain formation in ordinary three dimensional
metals. The critical temperature for a given field is
still controlled by the effective cyclotron frequency of
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the neutral fermions T1 ∼ bB/m⊥, up to logarithmic
corrections. Unlike metals, the region of instability in
magnetic fields can even extend into the deep quantized
regime. To appreciate this more directly we can re-
cast the inequality (54) that describes the field region
of “generically stable discontinuous” behavior as follows
B . S⊥
2pi
(1− α)2/3
α
(
2pi2χosc
χψ
)2/3
. (63)
Since the ratio χosc/χψ is expected to be of order 1,
this extends well into the deep quantized regime of B ∼
S⊥/α as we move deeper into the insulating limit, α→
0 (contrast this range of fields with that in metals in
Eq. (60) and (61)). In this ultra-quantum regime the
critical temperatures for the appearance of generically
stable but discontinuous behavior are on the order of the
Fermi temperature. In fact the maximum temperature,
T1, is achieved at a field on the order of that in Eq. (63)
and has typical values of the form
Tmax1 ≈
3F
4pi2e
(
2pi2χosc
χϕ + χψ
)2/3
∼ 0.5F ,
(64)
where in the second line we did the estimate considering
the limit χϕ → 0. We caution however that to achieve
the ultra-quantum regime of the neutral fermions be-
comes harder as one goes deeper into the insulator,
since the effective field experienced by the fermions is
reduced by the factor α. Moreover, our theory is de-
veloped under the assumption of small fields, bB  S⊥,
so strictly speaking we are naively extrapolating outside
the regime of control of the theory, but the qualitative
point that we wish to emphasize is the trend that the
critical temperatures separating the fully stable uniform
phases from the phase separation instability regimes will
become typically much higher in fractionalized Fermi
seas as we move deeper into the insulator.
We close this section by noting that Condon domain
formation in metals occurs at temperatures of the order
of Kelvins which are well above those for which the de-
Haas van-Alphen effect is still visible. Thus in practice
the domain formation does not affect the observation
of the de-Haas van-Alphen effect in metals, but changes
the harmonic content of the shape of the measured mag-
netization as a function of field. In the semiclassical
regime, we expect that the same will largely hold in
fractionalized Fermi seas, namely the domain formation
will not prevent the observation of magnetization os-
cillations in systems with neutral Fermi surfaces, but
will simply change the precise shape of the magnetiza-
tion curve, especially its higher harmonics, just like in
metals. Perhaps the fact that this phenomenon is ex-
pected to survive to higher temperatures and magnetic
fields might facilitate the observation of these domains
in fractionalized Fermi seas with a sizable value of the
parameter α.
V. RESISTIVITY OSCILLATIONS OF
FRACTIONALIZED FERMI SEA
In this section, we will consider the possibility that
electrical insulators with emergent neutral Fermi sur-
faces display quantum oscillations in their resistivity at
finite temperature. As we will see, these oscillations will
be superimposed on the activated temperature depen-
dence, characteristic of the insulating behavior of such
phases. We will discuss suitable conditions that will
make more likely their observation in actual materials.
Even though the phase under consideration is an in-
sulator, it will generically have a finite resistivity at fi-
nite temperature. The Ioffe-Larkin rule [38] states that
the resistivities, rather than the conductivities, of the
Fermionic and bosonic partons add up to produce the
physical net resistivity of the system,
ρ = ρψ + ρϕ. (65)
Since the boson is gapped one expects an Arrhenius-
type activated behavior of its resistivity with an energy
scale controlled by the charge gap (∆)
ρϕ ≈ ρ0ϕe
∆
T . (66)
The fermion, however, experiences an effective magnetic
field and hence will develop an oscillatory component in
the resistivity. Detailed theories of quantum oscillation
of resistivities are rather involved. Here we will follow
a simple approach that captures correctly the order of
magnitude of the effect in metals. In metals the main ef-
fect of the magnetic field is to change the scattering rate
off impurities. Such rate is proportional to the density
of states and hence oscillates as a result of the Landau
quantization [27]. Following the analogous derivation
for a metal detailed in Ref. [27], one obtains that the
resistivity will have an oscillatory component given by,
δρoscψ
ρ0ψ
∼ 1
νF
(
m⊥b
S⊥
)2
∂2fosc
∂b2
≈
χosc
24χψ
(
2pib
S⊥
)1/2 ∞∑
k=1
(−1)k+1
k1/2
kSτ
2pib
sinh
(
kSτ
2pib
) cos(kS
b
∓ pi
4
)
,
(67)
where ρ0ψ is the resistivity of the fermions at zero ef-
fective field, δρoscψ is the oscillatory component of the
resistivity, and fosc is given in Eq. (39). As we have
seen in the previous section, the internal magnetic field
experienced by the Fermions is bB = αB, in the high
temperature regime T & ωψ. However, apart from the
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TABLE I: Summary of the behavior of the period ∆(1/B) (in units of 2pi/S⊥) and amplitude 4piδMosc (in units of χϕS⊥/(2pi))
of the magnetization oscillations in two-dimensional and three-dimensional fractionalized fermi seas. Here α = χϕ/(χψ +χϕ)
and ωψ = αB/m⊥ (units e = c = ~ = 1). χosc controls the amplitude of the oscillations; in the clean limit of spinless Galilean
fermions, it is given by χosc = 12χψ/pi
2 in two-dimensions and χosc = 3
√
2χψ in three-dimensions. The impact of a short-
range disorder potential can be captured by adding a Dingle factor into this coefficient χosc → χosc exp (−2pim⊥/(αBτimp)).
2D 3D
period T  ωψ χϕχψ+χϕ−pi2χosc/12 α
period T & ωψ α α
Amplitude T  ωψ
(
χϕ
χϕ+χψ−pi2χosc/12
2piB
S
)2 (
2piαB
S⊥
)2
Amplitude T & ωψ 2piαχoscχϕ
2pi2T
ωψ
sinh
(
2pi2T
ωψ
) 2piαχosc
χϕ
(
2piαB
S⊥
)1/2 2pi2Tωψ
sinh
(
2pi2T
ωψ
)
rescaling of the effective field, the functional from of the
oscillatory component of the resistivity is essentially the
same as that in metals. At lower temperatures the inter-
nal magnetic field will follow a stair-case type behavior
around the average value bB = αB, due to the pinning
of the internal field at the local minima of the free en-
ergy described in Section. IV. This will typically lead to
a form of the resistivity oscillations that is more anhar-
monic than that of metals at low temperatures. In spite
of this, at the mean field level, the period and the am-
plitude of the oscillations is expected to have the same
functional form as that in metals, even at low temper-
atures (T  ωψ). Therefore the amplitude of the oscil-
latory component of the resistivity is expected to follow
an expression analogous to the Lifshitz-Kosevich form,
δρoscψ
ρ
∼ ρ
0
ψ
ρ0ϕe
∆
T
(
2pibB
S⊥
)1/2 S⊥τ
2pibB
sinh
(
S⊥τ
2pibB
)e− 2pim⊥bBτimp . (68)
Here we have added a Dingle factor to capture the im-
pact of disorder on the amplitude of resistivity oscilla-
tions. Notice that the oscillatory component is expo-
nentially small relative to the total resistance due to
the temperature activated resistive background. In this
sense, we expect that the effect will be hard to detect
in strongly insulating materials with a large charge gap.
In addition the Dingle factor highlights that disorder
will contribute further to reduce the amplitude of the
oscillatory component, eventually suppressing the effect
at strong disorder. Therefore the ideal materials for
the observation of this effect will lie in a “sweet spot”
that corresponds to those which have a relatively small
charge gap and thus are not strongly insulating, while
being sufficiently clean for the amplitude of the oscilla-
tions to be visible.
However, we wish to emphasize that the above is the
dependence based on the mean field theory under the
assumption that the effective magnetic field only af-
fects the fermion scattering by changing their density
of states. As we have discussed in Section IV B there
is a large region in which the solutions with uniform
effective field b are unstable to states with inhomoge-
neous values of b. We believe that, in the semiclassical
regime b  S⊥, this will not have a substantial effect
on the major features of the oscillations because the
fluctuations of the effective field are between the values
associated with consecutive minima of the free energy,
and therefore should not change dramatically the disor-
der landscape. Thus we expect that this effect will not
hinder the observation of the resistivity oscillations but
will change details such as the precise harmonic content
of the oscillations and perhaps even enhance the scat-
tering off domain walls leading to larger amplitude of
the resistivity oscillations. This expectation is partly
based on the rule of thumb that such domain formation
in metals does not affect the essential observation of the
Shubnikov-de Haas effect.
We would like to mention a caveat that applies to the
mixed valence insulators for which we have conjectured
the presence of the composite exciton Fermi liquid [17].
These materials are known to possess a metallic sur-
face [10, 12] which has even been argued to have a topo-
logical origin [42]. The net resistance of these materials
can be modeled as arising from two resistors in parallel
accounting for the surface and the bulk conduction,
Rtot =
RsurfRbulk
Rsurf +Rbulk
. (69)
At temperatures well below the crossover value at which
the resistivity ceases to have the activated Arrhenius-
type behavior and saturates into a metallic surface dom-
inated regime, most of the electrical current will flow
through the surface because in this regime Rbulk 
Rsurf . The bulk resistance can then be split as the sum
of the resistance of the boson and the fermions, follow-
ing the Ioffe-Larkin rule, as Rbulk = Rϕ + Rψ. Taking
the limit Rϕ → ∞ in Eq. (70) leads to the following
leading behavior of the net resistance,
Rtot ≈ Rsurf − e−∆T R
2
surf
R0ϕ
+ e−2
∆
T
RψR
2
surf +R
3
surf
(R0ϕ)
2
,(70)
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where we have used an Arrhenius form for the boson
resistance Rϕ = R
0
ϕe
∆
T to highlight its temperature de-
pendence. Therefore we see that the contribution from
the bulk quantum oscillations of the neutral fermions is
effectively exponentially suppressed when the tempera-
ture is well below the value for which the resistance sat-
urates, simply because the electrical current is shunted
through surface of the material. Therefore, the effect
we have mind should be extracted from temperatures
higher than this crossover temperature, which in princi-
ple, can be pushed to lower temperatures by increasing
the size of the sample as this enhances its volume to
surface ratio.
To summarize this section, we have seen that the
fractionalized Fermi sea will behave as an insulator in
the sense that the resistivity will increase as the tem-
perature is lowered, but, unlike conventional insulators,
this smooth rise will be accompanied by an oscillatory
component that resembles that of a metal. The phys-
ical origin of this effect can be traced back to the fact
that the finite amount of thermally induced bosonic car-
riers will self-consistently set an internal electric field
when a steady current flows, which will itself act on the
fermions. This effect might be most visible in systems
where the charge gap of the insulator is not so large so
as to completely overwhelm the oscillatory component
arising from the neutral Fermi sea.
VI. SUMMARY AND DISCUSSION
We have developed a quantitative theory of quantum
oscillations in the magnetization of fractionalized neu-
tral Fermi seas in response to external magnetic fields,
with special focus on the temperature dependence of
these oscillations. Table I summarizes some of our main
formulae describing magnetization oscillations in two-
and three-dimensional fractionalized neutral Fermi seas.
In these systems, the neutral fermions experience an in-
ternal magnetic field of the emergent gauge field that is
set in self-consistently due to the diamagnetism of the
gapped charge carrying degrees of freedom.
Quite generally, the oscillations display distinct be-
havior depending on whether the temperature is lower
or higher than the effective cyclotron energy of the neu-
tral fermions. At high temperatures the oscillations re-
semble those of a metal, albeit in an effective field that
has a different strength from the physical magnetic field
inside the sample. At low temperatures the system dis-
plays a multiplicity of metastable states and quantum
oscillations can be viewed as a series of phase transi-
tions between these states. This phenomenon resembles
Condon domain formation in ordinary metals, but it is
distinct from it because of the ability of the internal
gauge field to adjust itself to minimize the free energy.
As a result, the instabilities at low temperatures occur
only at isolated values of the external magnetic field,
rather than over finite ranges as is the case in ordinary
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FIG. 9: (Color online) The composite exciton fermi liquid
state can have a direct metal to insulator transtion to an or-
dinary compensated semimetal. The proximity of a material
with the composite exciton fermi liquid phase to such a crit-
ical point will enhance the possibility to observe quantum
oscillations by enhancing the effective field of the fermions
and reducing the activated resistive background of the in-
sulator. An analogous statement can be made for a system
with a spinon fermi surface state which is in proximity to a
metal to insulator transition quantum critical point.
metals. We believe that even if experiments reach such
ultra-low temperature regime this will not hinder the
essential observation of quantum oscillations but will
affect details, such as the precise amplitude of different
harmonics, as is the case in metals.
We have also discussed an analogue of the Shubnikov-
de Haas oscillations of the resistivity in metals. In the
present case this is possible because of the thermal ac-
tivation of current carrying quasiparticles. Following
the Ioffe-Larkin rule that dictates the addition of the
resistivities of the partons, we conclude that the frac-
tionalized neutral Fermi sea will display an oscillatory
resistivity superimposed with the more conventional ac-
tivated resistivity behavior that characterizes insulators.
A. Connections to materials
As we have seen, the composite exciton Fermi liquid
phase that we have proposed to arise in mixed valence
insulators [17] supports quantum oscillations as a result
of the fact that an external magnetic field induces a fi-
nite value for the emergent magnetic field to which the
neutral fermions couple. The parameter α that controls
the strength of the internal magnetic field experienced
by the fermions is expected to approach 1 as the system
approaches a critical point between the insulator and a
compensated semi-metal (see Fig. 9). Certain mixed va-
lence insulators might lie closer to such a critical point,
enhancing the field experienced by the neutral fermion
and thus enhancing the possibility to observe quantum
oscillations. In fact, more recent measurements on a
mixed valence insulator compound different from SmB6,
display clear bulk quantum oscillations and have a finite
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intercept for the ratio of κxx/T [43] down to the lowest
measurable temperatures, in a clear indication of the
formation of a Fermi surface of neutral fermions. As we
have discussed, the observation of resistivity oscillations
would require to meet certain suitable conditions— the
material should not be strongly insulating or else it will
be hard to detect the oscillations on top of a large ac-
tivated resistive background and at the same time it
should be sufficiently clean as for the oscillations to re-
main sizable. Therefore the proximity to a critical point
separating the composite exciton fermi liquid from a
compensated semimetal (see Fig. 9) will also enhance
the chance to observe resistance oscillations because of
the reduction of the insulating charge gap. One impor-
tant caveat for mixed valence insulators with metallic
surfaces is that the resistivity measurements should be
performed above the temperature where the resistivity
saturates due to surface dominated transport. Observa-
tion of resistance oscillations that meet these conditions
would provide independent evidence of the presence of
bulk oscillations in these materials.
Resistivity oscillations would also be an important
tool in the elucidation of the nature of the quantum spin
liquid phases in the organic materials. Importantly, in
these materials the metal to insulator transition can be
driven in a clean fashion by applying pressure [44–47].
A natural question that arises is: what is the fate of
Shubnikov-de Haas effect that is present in the metal as
one tunes the pressure to drive the metal to insulator
transition? Given that the metal-insulator transition
is either continuous or very weakly first order [47], we
expect that the Shubnikov-de Haas oscillations will per-
sist into the insulating phase. Previous experimental
attempts to detect quantum oscillations in these mate-
rials were at ambient pressure and studied the magneti-
zation. However no oscillations were detected [48]. This
suggests that the parameter α may be too small at ambi-
ent pressure. Based on the considerations in this paper
we advocate searching for quantum oscillations in the
resistivity under pressure close to the metal-insulator
transition where α will approach 1. We expect that even
on the insulating side there will be quantum oscillations
superimposed on the activated resistivity as described
in this paper. The pressure induced tunability of the
charge gap and the high quality of the organic materi-
als might facilitate finding the “sweet spot” to observe
the resistivity oscillations that we have described.
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