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Abstract. The ability to independently describe operational rules is in-
dispensable for a modular description of programming languages. This
paper introduces a format for open-ended rules and proves that conserva-
tively adding new rules results in well-behaved translations between the
models of the operational semantics. Silent transitions in our operational
model are truly unobservable, which enables one to prove the validity of
algebraic laws between programs. We also show that algebraic laws are
preserved by extensions of the language and that they are substitutive.
The work presented in this paper is developed within the framework of
bialgebraic semantics.
1 Introduction
In order to scale to the complexity of real-world programming languages, a mod-
ular way of describing semantics is highly desirable. When dealing with incre-
mentally constructed languages, one should anticipate on future extensions or
changes to the language. Moreover, a concrete program seldom uses all the con-
structs provided by the language. When reasoning about a program it is conve-
nient to narrow the semantics down to the part of the language which is actually
used. True modularity offers the possibility to build an ad hoc semantics, easing
the construction of correctness proofs.
Mosses [15] advocates to define higher-level language constructs out of so-
called “funcons”, language-independent fundamental programming constructs.
It is highly desirable that algebraic rules between programs are preserved under
the addition of new funcons, since this avoids the repetition of proofs.
The present paper provides a fundamental perspective on this issue, built
on the framework of Turi and Plotkin’s bialgebraic semantics [20]. One of the
advantages of this work is that it can be implemented in a functional language
such as Haskell as well as in a theorem prover like Coq. In fact, part of this
work has already been formalized within Coq, based on [13].
Each operation corresponding to a funcon has a number of defining opera-
tional rules, which may manipulate the state, or invoke an external operation.
For example, the rule for a condition-less loop would be loop x =⇒ seq x (loop x).
The double arrow indicates that the transition is deemed silent, it does not gen-
erate an observable side-effect. To handle two subsequential commands, loop
invokes the external operation seq. This mechanism is comparable to interfaces
in object-oriented languages. Thus, we consider the operational rules correspond-
ing to some construct as open-ended, empowering true modularity in language
descriptions. By commencing with an empty language and then incrementally
extending this with new constructs, a full language is obtained.
Silent transitions are indispensable in providing independent descriptions of
the operations. An alternative version of the previous rule, which avoids the
use of a silent transition, can be defined by performing a “look-ahead”, i.e.
x
a−−→ x′ ` loop x a−−→ seq x′ (loop x). The problem with this version is that the
resulting rule is no longer modular. It makes implementation assumptions on seq,
namely that seq always makes a step on its first statement. Such assumptions
clearly violate the independency principle. On the other hand, representing silent
transitions as distinguished labels does not make them truly unobservable, as
loop x is no longer (behaviorally) equivalent to seq x (loop x), unless one resorts
to the more complex notion of weak bisimulations. Moreover, rules for silent
transitions are often not purely structural. For example, the rule seq skip x =⇒ x
inspects the first argument of the head operation before it can be applied.
In this paper we treat structural operational rules and rules for silent tran-
sitions as separate classes. A generalization of the categorical interpretation by
Turi and Plotkin [20] of the GSOS rule format accommodates the structural
rules. For the silent transitions we apply an altered construction of Klin [9].
The standard notion of bisimulation between computations expresses that
both computations exhibit the same observational behavior. Unfortunately, stan-
dard bisimulation is not preserved by language extensions [16]. De Simone [5]
introduced Formal-Hypothesis bisimulations, which take into account that vari-
ables in terms being evaluated may exhibit arbitrary behavior. A pair of FH-
bisimilar (open) terms is called an algebraic law. We prove that our notion of
language extension preserves algebraic laws. Moreover, we show that algebraic
laws are substitutive, in the sense of [18]. This property eases reasoning about
programs, since it allows program fragments to be replaced by other simpler
fragments, provided these are FH-bisimilar.
In summary, the contributions of this paper are threefold:
– We introduce a rule format, called “open GSOS”, which enables the mod-
ular description of operational semantics. Moreover, we provide a definition
for conservative extensions of open GSOS rules, and show that there exists
a well-behaved translation between the operational semantics described by
open GSOS rules and the operational semantics described by conservative
extensions of these rules.
– We add support for rules with silent transitions to open GSOS, in such a
manner that silent transitions are truly unobservable while well-behavedness
of the translation between the base and extended operational semantics re-
mains intact.
– We formalize the notion of algebraic laws within the bialgebraic framework,
prove that these laws are preserved through conservative language exten-
sions, and prove that they are substitutive. This transfers results from [16]
and [18] to the setting of bialgebraic semantics.
Basic definitions are provided in Section 2, followed by three sections (Sec-
tion 3, 4, and 5) corresponding to the above bullets. Section 6 shows how the
resulting operational models can be executed. Related work is discussed in Sec-
tion 7 and conclusions are drawn in Section 8. The reader is expected to have
some familiarity with category theory and bialgebraic semantics.
2 Preliminaries
This section recalls some basic definitions. A good introduction to the field of
bialgebraic semantics is provided in [10], further background can be found in [7].
The (open) terms TX, generated by an endofunctor F , where X acts as the
variables, are the least solution to the equation Y ∼= X + FY . This means that
there is an isomorphism κX : TX → X + FTX, and we call the left and right
components of the inverse morphism ηX : X → TX and ψX : FTX → TX
respectively. We will also use the auxiliary morphism φX := ψX ◦ FηX . The
functor F , called the signature functor, stands for the grammar of the language,
and is specified by cases, e.g. FX := skip | seq (x y : X) | loop (x y : X).
The terms come with a principle which says that there is a unique morphism
satisfying the following diagram, for any morphism f : X → Y and algebra
g : FY → Y :
X
η //
f ))
TX
fold f g
FTX
ψoo
F (fold f g)
Y FY
g
oo
(1)
We have called this unique morphism fold f g, to emphasize that this corresponds
to folding over terms, familiar from functional programming. One can show that
the functor T is a monad, i.e. it has a unit, η : Id → T , and a join operation
µ : TT → T , subject to the following conditions:
µ ◦ Tµ = µ ◦ µT (2)
µ ◦ ηT = µ ◦ Tη = id. (3)
Algebras such as ψX play a crucial role in the syntax, and dually coalgebras
play a crucial role for the behavior. A B-coalgebra consists of a state-space, i.e.
a set X of states, together with a morphism c : X → BX. Sometimes we will
also call c itself a coalgebra. One calls the pair 〈D,pi〉 a copointed endofunctor
if there is a natural transformation pi : D → Id. The leading example will be
DX := X ×BX (we assume that the underlying category has products).
A relation R ⊆ X ×X is a bisimulation relation between the coalgebras c, d
if there exists a morphism γ such that the following diagram commutes:
X
c 
R
∃γ
pi1oo pi2 // X
d
BX BR
Bpi1
oo
Bpi2
// BX
Here, R is considered to be an object of the underlying category. When B is a
polynomial functor, it is equivalent to say that any pair 〈x, y〉 ∈ R implies that
〈c x, d y〉 ∈ Rel(B)(R), where Rel(B)(R) ⊆ BX × BX is the lifting of R to B,
see Chapter 3 in [7].
In Section 4 we will need to make the additional assumption that the un-
derlying category is CPPO-enriched. This holds true when the homsets, V say,
are cppo’s (i.e. (small) posets with a least element and closed under LUBs and
omega chains), and that composition is continuous in both arguments. Tarski’s
theorem asserts that for every continuous Ψ : V → V , if Ψ f ≥ f , then the least
fixpoint of Ψ exists, and it is equivalent to Ψ∗ f :=
⊔
n∈N Ψ
n f .
3 Rule Format
In [20] it was shown that the operational rules in the GSOS format can be
understood as a natural transformation FD → BT . In this section we intro-
duce a more general rule format, which we call “open GSOS”, tailored to the
independent description of operational rules.
3.1 Open GSOS
As an example, consider the constructs in Figure 1. We can define the higher-
level construct while by combining these:
while c b := catch (loop (if c b break)).
In this section we will strictly consider rules for non-silent transitions. For
the behavior functor, set BX := S → B0X, where B0X := 1 + S × X, and S
represents the states. In this case, the type for the GSOS format is isomorphic
to FD×S → 1 +S×T . The option “1” is for operations which do not have any
defining operational rules, i.e. skip, stuck, true, false. Such operations are called
values, as they are only to be inspected by the rules [4]. We can send values to
1, to ensure that the rules are completely defined, e.g. skip 7→ 1.
The rule for seq can be defined as follows:
〈seq 〈x, xB〉 〈y, yB〉, s〉 7−→ B0 (λx′, seq x′ y) (xB s),
if true x y =⇒ x
if false x y =⇒ y
x
a−−→ x′ ` if x y z a−−→ if x′ y z
seq skip x =⇒ x
x
a−−→ x′ ` seq x y a−−→ seq x′ y
loop x =⇒ seq x (loop x)
catch skip =⇒ skip
x
{ex′=false,...}−−−−−−−−−→ x′ ` catch x {ex
′=false,...}−−−−−−−−−→ catch x′
x
{ex′=true,...}−−−−−−−−−→ x′ ` catch x {ex
′=false,...}−−−−−−−−−→ skip
break
{ex′=true,−}−−−−−−−−−→ stuck
Fig. 1. Example operational rules.
where the argument pairs stand for the variable and the behavior of that variable,
respectively, thus x, y : X and xB , yB : BX. The signature functor is FX :=
seq (x y : X).
The rules for catch, which catches loop breaks, have been provided in MSOS
notation [14]. The curly brackets indicate the pattern the label is matched on.
Primed component names (e.g. ex′) indicate an update of the state. We can
interpret the catch rules as follows:
〈catch 〈x, xB〉, s〉 7−→
{
B0 (λx
′, catch x′) (xB s) if is ex (xB s) = false
B0 (λx
′, skip) (reset ex (xB s)) if is ex (xB s) = true
This rule requires that states come with a component s.ex ∈ {true, false}. To
query whether an exception has been thrown, we use is ex : BX → {true, false},
defined by
1
 //
false
〈s, x〉  // s.ex,
and reset ex : B0X → B0X to reset the exception component, inherited from
reset ex S : S → S:
1
 //
1
〈s, x〉  // 〈reset ex S s, x〉.
We have defined a rule for the signature FX := catch (x : X), however, the
result points to skip, which is not included in F . We introduce a generalization
of the GSOS rule format that permits such a discrepancy between the set of
defined operations, the ingoing signature functor F , and the resulting terms T ′,
which are generated by the outgoing signature functor F ′.
Definition 1 (Open GSOS). Suppose that we have functors F, F ′, B, and that
T ′ is the free monad generated by F ′. A rule in open GSOS format is a natural
transformation ρ : FD → BT ′.
We will assume the existence of a natural transformation ιF,F ′ : F → F ′
between signature functors. The intuition is that ιF,F ′ corresponds to the set
inclusion of the operations (function symbols) corresponding to each of the sig-
natures, and henceforth we shall call this morphism an inclusion, but formally
all we require is that ιF,F ′ is natural. It is straightforward to extend ιF,F ′ to
the terms by induction, yielding a monad morphism ιT,T ′ : T → T ′. Likewise
we have an inclusion for the behavior functors and the obvious extension to
the copointed behavior functors. When the types are obvious, we will omit the
subscripts.
3.2 Operational model
The following is a generalization of [20]. In this section, the monads T and T ′
are the free monads over F and F ′, respectively.
Definition 2. Suppose that there exists a natural transformation ι : T → T ′
between monads T and T ′. An open distributive law of T, T ′ over the copointed
functor D is a natural transformation Λ : TD → DT ′, subject to the following
three coherence conditions:
D
ηD //
Dη′ &&
TD
Λ
DT ′
TTD
TΛ //
µD 
TDT ′
ΛT ′ // DT ′T ′
Dµ′
TD
Λ
// DT ′
TD
Λ //
Tpi1 
DT ′
(pi1)T ′
T
ι
// T ′
From left to right, the first condition says that the law should behave trivially
on variables, the second condition characterizes the compositionality of the se-
mantics, and the third condition says that the first component of the result is
essentially the input, included into T ′.
Proposition 1. There exists a map ρ 7→ Λρ, which is a one-to-one correspon-
dence between natural transformations ρ : FD → BT ′ and open distributive laws
Λρ : TD → DT ′.
Proof. From an open GSOS rule ρX we obtain a morphism Λ
ρ
X : TDX →
DT ′X := fold (Dη′X) (Dµ
′
X ◦ ρ˜T ′X) by recursion, using the auxiliary morphisms
ψ˜
FD
F (η◦pi1)−−−−−−→ FT ψ−→ T
ρ˜
FD
〈ψ˜,ρ〉−−−−→ T ×BT ′ ιT,T ′×id−−−−−−→ DT ′
.
The inverse is:
ΛρX ◦ φDX = ΛρX ◦ ψDX ◦ FηDX
= Dµ′X ◦ ρ˜T ′X ◦ FΛρX ◦ FηDX
= Dµ′X ◦ ρ˜T ′X ◦ F (ΛρX ◦ ηDX)
= Dµ′X ◦ ρ˜T ′X ◦ FDη′X
= Dµ′X ◦DT ′η′X ◦ ρ˜T ′X
= D(µ′X ◦ T ′η′X) ◦ ρ˜T ′X
= Did ◦ ρ˜T ′X
= ρ˜T ′X .
The first coherence condition holds by the definition of Λρ. The verification
of the second condition is entirely analogous to Lemma 3.5.2i in [2]. In order to
verify the third coherence condition for Λρ, we show that the next two diagrams
commute. We do so by applying induction on the terms, i.e. (1).
First, consider the following commuting diagram:
D
ηD //
pi1 
TD
Tpi1
FTD
ψDoo
FTpi1
Id
η′ ))
η // T
ι
FT
ψoo
Fι
T ′ F ′T ′
ψ′
oo FT ′
ιT ′
oo
Now, consider the following diagram:
D
ηD //
Dη′ ))
pi1

TD
Λρ
FTD
ψDoo
FΛρ
DT ′
(pi1)T ′ 
DT ′T ′
Dµ′oo
µ′◦(pi1)T ′T ′tt
FDT ′
ρ˜T ′oo
F (pi1)T ′
Id
η′
// T ′ F ′T ′
ψ′
oo FT ′
ιT ′
oo
Everything but the bottom right pentagon commutes trivially. Note that by
using the definition of ρ˜, we can split up the pentagon as follows:
DT ′T ′
(pi1)T ′T ′ 
FDT ′
ρ˜T ′oo
ψ˜T ′tt F (pi1)T ′

T ′T ′
µ′ 
TT ′
ιT ′oo
T ′ F ′T ′
ψ′
oo FT ′
ιT ′
oo
The bottom region follows from the commutativity of the following diagram, in
which we have unfolded the definition of ψ˜:
TT ′
ιT ′

FTT ′
ψT ′oo
FιT ′ 
FT ′T ′
ιT ′T ′ 
id
T ′T ′
µ′ 
F ′T ′T ′
F ′µ′ 
ψ′
T ′oo FT ′T ′
Fµ′ 
ιT ′T ′
oo FT ′
id
Fη′
T ′oo
FηT ′oo
T ′ F ′T ′
ψ′
oo FT ′
ιT ′
oo
This completes the proof. uunionsq
In the proof, Λρ is obtained from ρ by induction over the terms.
Any open distributive law Λ, whether obtained from an open GSOS rule or
not, induces an operational model :
opΛ
X
h−→ BX
TX
T 〈id,h〉−−−−−→ TDX ΛX−−−→ DT ′X (pi2)T ′X−−−−−−→ BT ′X
.
The operational model takes an environment h (hypotheses about the behav-
ior of variables) and maps it over the terms, and then applies the distributive
law. The projection pi2 leaves us with the resulting behavior. Throughout the
rest of this paper we will use the notation h+ := (ιB,B+)X ◦ h, to denote the
inclusion of the environment h into the extended behavior.
In light of Proposition 1, it is also possible to derive the operational model
directly from a GSOS rule.
First we need the following lemma.
Lemma 1. For all morphisms k, h, g as in the diagram below, there exists a
unique morphism f that makes the diagram commute:
X
ηX //
k %%
TX
f
FTX
ψXoo
F 〈g,f〉
B F (A×B)
h
oo
Proof. Remark that h◦F 〈g, f〉 = h◦F (g×id)◦F 〈id, f〉. Then apply the structural
recursion theorem with accumulators, i.e. Theorem 5.1 in [20]. uunionsq
Lemma 2. The operational model opΛρ h, where the distributive law is obtained
from a GSOS rule ρ, is equivalent to the unique morphism op′ρ h in following the
diagram:
X
ηX //
h 
TX
op′ρ h
FTX
ψXoo
F 〈ιX ,op′ρ h〉
BX
Bη′X
// BT ′X BT ′T ′X
Bµ′X
oo FDT ′X
ρT ′X
oo
Proof. Consider the following expansion of opΛρ :
X
ηX //
〈id,h〉 
TX
T 〈id,h〉
FTX
ψXoo
FT 〈id,h〉
DX
ηDX //
pi2

Dη′X
''
TDX
ΛρX
FTDX
FΛρX

ψDX
oo
DT ′X
pi2
BX
Bη′X
// BT ′X BT ′T ′X
Bµ′X
oo FDT ′X
ρT ′X
oo
The triangle commutes by the first coherence condition of Λρ, the rest follows
by definition. Since the above diagram commutes, we can conclude by Lemma 1
that the operational models are equivalent. uunionsq
In Section 4 we will introduce a Λ which is a distributive law, depending on some
conditions. In that case, the above lemma does not apply, and we will prefer to
make use of the original version. In Section 5, the distributivity of Λ will be
essential, and we make use of the alternative version to prove the main result of
that section.
3.3 Operational conservative extensions
A language extension relates two open GSOS rules, the base language and the
extended language. We call an extension conservative when the base language,
as included in the extended language, retains its original behavior, see also [1].
In the rest of this paper we will omit the word “conservative”, as everything we
do is in this spirit.
As a convention, we will write F+, F
′
+ (T+, T
′
+) for the in- and outgoing
signatures (terms) of the extended language, respectively, and B+ (D+) for the
(copointed) behavior functor.
Definition 3. Let ρ : FD → BT ′ and ρ+ : F+D+ → B+T ′+ be open GSOS
rules. Then ρ+ is a rule extension of ρ if the diagram below holds.
FD
ρ 
ιD // F+D
F+ι // F+D+
ρ+
BT ′
Bι
// BT ′+ ιT ′
+
// B+T ′+
Let Λ : TD → DT ′ and Λ+ : T+D → D+T+ be natural transformations. Then
Λ+ is a law extension of Λ if the diagram below holds.
TD
Λ 
ιD // T+D
T+ι // T+D+
Λ+
DT ′
Dι
// DT ′+ ιT ′
+
// D+T ′+
We view the full language as a closed set of rules that is obtained by gradually
extending a base language with new rules. If we take the liberty to assume a
category of partial functions as the underlying category, we can also view the rule
extension as the inequality ρX ≤ (ρ+)X between the two families of morphisms
{ρX}X∈C and {(ρ+)X}X∈C , and the full language would be the join of all sub-
languages. However, this is not general enough for Section 4.
Proposition 2. Suppose that the signature inclusions satisfy:
ιF ′,F ′+ ◦ ιF,F ′ = ιF+,F ′+ ◦ ιF,F+ .
Then, if ρ+ is an extension of ρ, then Λ
ρ+ is an extension of Λρ.
Proof. The proof proceeds by induction on the terms. At the core of the induction
proof, one is required to show that ρ˜′U ′ is an extension of ρ˜T ′ (recall from
Proposition 1 that ρ˜ is used as an intermediate step to obtain the distributive
law Λρ from a rule ρ). This can be proved by considering the two cases where we
post-compose the equality to be proved with the projections pi1 and pi2. In the
first case, the commutativity can be proved making use of the assumption about
the signature inclusions. In the second case, one makes use of the assumption
that ρ′ is an extension of ρ. The full proof has been carried out in Coq. uunionsq
Proposition 3. Suppose that Λ+ is an extension of Λ. Let h : X → BX be
arbitrary. Then it holds that opΛ+ is an extension of opΛ, i.e.
TX
opΛ h 
ιX // T+X
opΛ+ h+
BT ′X
BιX
// BT ′+X ιT ′
+
X
// B+T ′+X
Proof. We prove that the following diagram commutes.
TX
T 〈id,h〉 
ιX // T+X
T+〈id,h+〉T+〈id,h〉tt
TDX
ιDX
//
ΛX 
T+DX
T+ιX
// T+D+X
(Λ+)X
DT ′X
DιX
// DT ′+X ιT ′
+
X
// D+T ′+X
The square in the top part follows by naturality of ιT,T+ , the triangle follows
using the definition of ιD,D+ , the bottom region follows from Proposition 2. The
theorem follows trivially by making use of naturality of pi2. uunionsq
4 Silent Transitions
It is trivial to represent silent transitions by adjusting the behavior functor to
X+BX. However, the problem with this approach is that for example the terms
seq skip x and x have different semantics, since in this case the silent transitions
are not truly unobservable, therefore and bisimilarity does not hold.
In this section, we introduce a merging of silent transition rules with an
existing open distributive law, resulting in an operational model where silent
transitions are truly unobservable. We will need to assume that the underlying
category is CPPO-enriched, to ensure the existence of a least fixpoint construc-
tion. Specifically, the examples are aimed at a category of partial maps.
4.1 Unfolding rules and their conservative extensions
A rule for a silent transition typically consists of an operation of the base lan-
guage applied to a computed value, e.g. seq skip x =⇒ x. In Section 3 we had
two kinds of signatures: the ingoing and the outgoing signature. We add a third
signature functor F ′′, which consists of the operations of the original ingoing
signature functor F , together with the computed values. Rules for silent transi-
tions will be regarded as maps T ′′ → TT ′′, where T ′′ is the free monad generated
by F ′′. For example, the aforementioned rule has the corresponding mapping
seq skip x 7−→ x. We call these maps unfolding rules if they unfold variables in
a trivial way:
Definition 4. An unfolding rule is a natural transformation r : T ′′ → TT ′′,
subject to the condition r ◦ η′′ = Tη′′ ◦ η.
Set v : T → Id := [id,⊥] ◦ κ. This auxiliary morphism is called a variable
classifier, used to query whether a given term is a variable. The infinite unfolding
of r is r := Φ∗X (ηX ◦ v′′X), the least fixpoint of Φ:
Φ
T ′′
f−→ T
T ′′ r−→ TT ′′ Tf−−→ TT µ−→ T
.
One can show that this is a well-formed definition in a CPPO-enriched category,
and that it is a natural transformation, see [9]. We compute a few examples:
– r (if true (if false x y) z) = y
– r (loop x) = seq x (seq x (seq x . . .))
– r (skip) = ⊥
We also wish that r behaves as the identity on terms which have no silent
transition rules acting on them, e.g. r (seq x y) = seq x y. This is not warranted
by Definition 4, but can be solved by requiring that r is based on a decomposition
structure [9].
Definition 5. Suppose that we have unfolding rules r : T ′′ → TT ′′ and r+ :
T ′′+ → T+T ′′+. Then r+ is an unfolding rule extension of r if the following condi-
tion is satisfied:
T ′′
r 
ι // T ′′+
r+
TT ′′
Tι
// TT ′′+ ιT ′′
+
// T+T ′′+
Lemma 3. vT ′′ ◦ ιT,T ′′ = vT .
Proof. As follows:
vT ′′ ◦ ιT,T ′′ = [id,⊥] ◦ κ′′ ◦ ιT,T ′′
= [id,⊥] ◦ (id + (ιF,F ′′ ◦ FιT,T ′′)) ◦ κ
= [id,⊥] ◦ κ
= vT .
Note that the second step follows by the definition of ιT,T ′′ . uunionsq
Lemma 4. r+ ◦ ιT ′′,T ′′+ = ιT,T+ ◦ r.
Proof. We proceed by fixpoint induction on Φ.
Base case. Making use of Lemma 3 in the second step: η+ ◦ v′′+ ◦ ιT ′′,T ′′+ =
η+ ◦ v′′ = ιT,T+ ◦ η ◦ v′′.
Induction step. Assume that (ιT,T+)X ◦ f = g ◦ (ιT ′′,T ′′+ )X for some f : T ′′X →
TX and g : T ′′+X → T+X. Consider the following diagram:
T ′′X
ιX //
rX 
Φf
//
T ′′+X
(r+)X
Φg
oo
TT ′′X
TιX //
Tf 
TT ′′+X
ιT ′′
+
X
//
Tg 
T+T
′′
+X
T+g
TTX
TιX //
µX 
TT+X
ιT+X // T+T+X
(µ+)X
TX
ιX
// T+X
The top and bottom squares follow from the definition of Φ, the pentagon on
the left is the assumption of this lemma, the top middle square by the induction
hypothesis, the bottom middle square by naturality of ιT,T+ , and the pentagon
on the right by the fact that ιT,T+ is a monad morphism.
This completes the proof. uunionsq
4.2 An open distributive law for silent transitions
We incorporate the infinite unfolding into a law of type T ′′D → DT ′ by setting
Λr := Λ◦ rD. One can view Λr as an extension of Λ, in the sense of Definition 3.
In this situation, the inclusion of the ingoing terms is r, and since the behavior
functors and outgoing signatures are equal, the inclusion of the outgoing terms
is the identity. With (Λ+)
r+ being the usual extension counterpart, we can prove
the following theorem.
Theorem 1. op(Λ+)r+ is an extension of opΛr .
Proof. As in Proposition 3 we need to prove the statement for an arbitrary
h : X → BX. We show that everything in the following diagram commutes:
T ′′X
ιX //
rX 
opΛr h
//
T ′′+X
r+X
op
(Λ+)
r+ h+
oo
TX
ιX //
opΛ h 
T+X
opΛ+ h+
BT ′X
BιX
// BT ′+X ιT ′
+
X
// B+T ′+X
The top square commutes by Lemma 4, and the other regions commute by
Proposition 3. Note that for the two side regions we instantiate ιT ′′,T with r and
r+. This is permitted, as the only requirement about ιT ′′,T by Proposition 3 is
that it is a natural transformation. uunionsq
Lemma 5. Λr is a natural transformation, and satisfies the first and third co-
herence condition of open distributive laws.
Proof. The first point is obvious, since Λr is a composition of two natural trans-
formations.
The second condition follows by Λr ◦ η′′D = Λ ◦ rD ◦ η′′D = Λ ◦ ηD = Dη′,
making use of Lemma 11 in [9], and the first coherence condition of Λ.
The third condition can be proved, with r ◦ ιT,T ′ being the inclusion mor-
phism. Making use of naturality of r and the third coherence condition of Λ we
can see that the following diagram commutes:
T ′′D
rD //
T ′′pi1 
TD
Λ //
Tpi1
DT ′
(pi1)T ′
T ′′
r
// T
ι
// T ′
This concludes the proof. uunionsq
If r contains “non-regular” rules such as seq skip x =⇒ x, then Λr fails to
be compositional, i.e. it does not meet the second coherence condition. This
can be seen by considering the layering of seq skip x as an instance of TTDX
into seq (η skip) (η x). Then the upper leg of the diagram results in ⊥, since
ΛrX skip = ⊥, while the lower leg does not result in ⊥. By requiring that r is
regular, a notion due to Klin [9], we can show that Λr is an open distributive
law.
Definition 6. An unfolding rule r is regular if it can be generated by recursion
from a rule r0 : F
′′ → TT ′′ such that r0 ◦ ιF,F ′′ = Tη′′ ◦ φ.
Thus, the previous rule is not regular, but the rule for loop (see Figure 1) is.
Proposition 4. If r is a regular unfolding rule, then Λr is an open distributive
law.
Proof. What remains to verify is that Λr satisfies the second coherence condition,
as the other conditions have already been proved in Lemma 5.
Theorem 30 in [9] says that when r is regular, then r is a monad morphism
from T ′′ to T . Consider the following diagram in which we have unfolded the
definition of Λr:
T ′′T ′′D
T ′′rD //
µ′′D

T ′′TD T
′′Λ //
rTD 
T ′′DT
rDT ′ // TDT ′
ΛT ′ // DT ′T ′
Dµ′

TTD
TΛ
OO
µD 
T ′′D
rD
// TD
Λ
// DT ′
The region on the left commutes due to r being a monad morphism, the square
commutes by the naturality of r, and the remaining region commutes due to the
second coherence condition of Λ. uunionsq
5 Algebraic Laws
It is desirable that bisimulation relations remain intact under extensions of the
language, so that bisimilarity proofs have to be checked only once. As it turns out,
whether this holds depends on the precise definition of bisimulation one chooses
to work with. In this section we consider a variant of the standard notion of
bisimulations, called Formal-Hypothesis bisimulations, tailored to the fact that
the state-space of the operational model consists of the terms. The perhaps most
straightforward choice, also called Closed-Instance bisimilarity, demands that all
substitutions of variables with closed terms are again bisimulations. However, CI-
bisimulations are not preserved by language extensions [16]. The reason for this is
that only substitutions with closed terms from the base language are considered
by the hypotheses.
FH-bisimulations, introduced by De Simone [5], take into account that the
variables of the terms in question may exhibit arbitrary behavior. CI- and FH-
bisimulations have only been studied in the context of transition systems, and
not of a generic B-coalgebra. We introduce FH-bisimulations here, adapted to
our coalgebraic setting.
Definition 7 (FH-bisimulation). A relation R ⊆ TX × TX is an FH-bisim-
ulation relation on opΛ if for every environment h : X → BX, it holds that R
is a bisimulation relation on opΛ h.
Since FH-bisimulations relate terms, we call a pair of such terms an algebraic
law. Some obvious examples can be found by formulating silent transition rules
as algebraic laws: seq skip x = x and catch skip = skip. Note that if the terms
are closed, then the definition coincides with standard bisimulations.
5.1 The preservation of algebraic laws
We can prove that algebraic laws are preserved by conservative language exten-
sions, by making use of the fact that the operational behavior is preserved from
Theorem 1.
Theorem 2. Suppose that R ⊆ TX × TX is an FH-bisimulation relation on
opΛ, and that B = B+. Then
R+ := {〈(ιT,T+)X x, (ιT,T+)X y〉 | xR y}
is an FH-bisimulation on opΛ+ .
Proof. First note that R+ and R are isomorphic; we will denote the correspond-
ing morphisms by pi+ : R+ → R and ι+ : R → R+. Let h : X → BX be given.
The assumption of the theorem says that for any h, there exists a morphism
γh satisfying the bisimulation diagram in Section 2. We claim that the follow-
ing composition is the required morphism to prove that R+ is a bisimulation
relation:
R
γh−−→ BR
R+
pi+−−→ R γh−−→ BR Bι+−−−→ BR+
.
We verify this by the commuting diagram below for i = 1, 2, making use of
Theorem 1.
R+
pi+ 
pii

R
pii //
γh 
TX
ιX //
opΛ h
T+X
opΛ+ h
oo
BR
Bpii //
Bι+ 
BTX
BιX
BR+
Bpii
// BT+X
Thus, the claimed bisimulation mapping is correct, which finishes the proof. uunionsq
The premise of Theorem 2 essentially means that the extended language can
not add any new effects. As a simple example to see how this fails without this
premise, first consider the law catch x = x in the absence of exceptions (i.e. for
every state s, set s.ex = false) as the base language, and then add states with
exceptions to the extended language.
5.2 Combining algebraic laws
Just as in the situation with standard bisimulations, there exists a greatest FH-
bisimulation relation, notation
FH↔, which is the union of all FH-bisimulation
relations. It is straightforward to show that
FH↔ itself is an FH-bisimulation rela-
tion, and that it is an equivalence relation.
Lemma 6. There is a greatest FH-bisimulation relation, notation
FH↔. It is the
union of all FH-bisimulation relations.
Proof. Suppose that we have v
FH↔ w. Then there exists an FH-bisimulation
relation R such that v Rw. This means that for all environments h, that opΛ h v
and opΛ hw are in the lifted relation Rel(B)(R), which implies that they are
also in Rel(B)(
FH↔), for all h, since R is included in the greatest FH-bisimulation
relation. uunionsq
Define the substitution of a function f : X → TX in a term t as t[f ] :=
µX(Tf t). We will be concerned with proving that the following relation is an
FH-bisimulation relation:
R := {〈t[f1], u[f2]〉 | t FH↔ u},
in which f : X → FH↔, a function which assigns to variables an FH-bisimilar
pair of terms, and fi := pii ◦ f for i = 1, 2. Barring that this is valid, and
knowing that loop x = seq x (loop x) is a valid algebraic law, we can use
the substitution f : x 7→ 〈loop x, seq x (loop x)〉 to derive that for example
loop x = seq x (seq x (loop x)). We call this property of FH-bisimulations be-
ing substitutive [18]. We prove this in two steps by considering the special cases
preservation by instantiation (t = u) and preservation by insertion (f1 = f2).
The proofs below make essential use of the assumption that Λ is a distributive
law. In the light of distributive laws obtained from mergings with unfolding rules
as in Section 4, this section only applies to the situation where the unfolding
rules are regular. This assumption provides a well-known property of bialgebraic
semantics, which says that the operational model is compositional.
Lemma 7 (Compositionality). BµX ◦ opΛ (opΛ h) = opΛ h ◦ µX .
Proof. Straightforward, making use of the naturality of µ and the second coher-
ence condition of Λ. uunionsq
Proposition 5. The FH-bisimilarity relation is preserved by instantiation.
Proof. We need to prove that R′ := {〈t[f1], t[f2]〉} is an FH-bisimulation, in
which f : X →FH↔. Remark that we have an isomorphism R′
α

β
T
FH↔, such that:
R′
α
pii
,,T
FH↔
β
GG
Tpii
// TTX
µX
// TX
for i = 1, 2. Suppose that h : X → BX is arbitrary. The commuting diagram
below in conjunction with the above remark shows that R′ is an FH-bisimulation,
with bisimulation mapping Bβ ◦ opΛ γh ◦ α.
T
FH↔ Tpii //
T 〈id,γh〉 
opΛ γh
//
TTX
µX //
T 〈id,opΛ h〉 
opΛ (opΛ h)

TX
opΛ h

TD
FH↔
TDpii
//
ΛFH↔ 
TDTX
ΛTX

DT
FH↔
DTpii
//
pi2 
DTTX
pi2

BT
FH↔
BTpii
// BTTX
BµX
// BTX
The region on the right is exactly compositionality of the operational model. The
squares, from top to bottom respectively, make use of the fact that
FH↔ itself is
an FH-bisimulation relation, and that Λ and pi2 are natural transformations. uunionsq
Definition 8. Given a coalgebra d : Y → BY and f : X → Y , d can be
simulated via f if there exists a coalgebra c : X → BX and a morphism f ′ :
X → Y such that d ◦ f = Bf ′ ◦ c.
For the next proposition, we will need to make the assumption that for any
h, opΛ h can be simulated via f . To see that this is a reasonable assumption, as
an example, for X take an infinitely large set of variables, and BX := A×X, for
some label set A. Go¨del numberings provide a way to assign a unique number
to each well-formed term [19]. This means that there exist enc : TX → X and
dec : X → TX, which form a bijection between X and TX. Then the validity of
the assumption for this choice of B is witnessed by
h′ x := Benc (opΛ h (f x)), f
′ xB := Bdec (xB).
We will need the following technical lemma to prove preservation by insertion.
Lemma 8. If for every h : X → BX, opΛ h can be simulated via f : X →
TX, then opΛ h can be simulated via [f ] by opΛ h
′ for some h′ : X → BX, in
particular, the following diagram commutes:
TX
[f ] //
opΛ h
′

TX
opΛ h
BT ′X
B[f ′]
// BT ′X
Proof. We use the alternative version of the operational model in this proof, i.e.
op′Λ h = opΛ h, see Lemma 2. Assume that ρ corresponds to Λ, as in Propo-
sition 1. Using Lemma 1, we can formulate both legs of the above diagram as
unique morphisms, from which it follows that they are equal. For the upper leg:
TX
op′Λ h
//
X
ηX //
h′ 
foo TX
op′Λ h
′

FTX
ψXoo
F 〈ιX ,op′Λ h′〉
BX
Bη′X //
Bf ′ ((
BT ′X
B[f ′] (∗)
BT ′T ′XBµ′Xoo
BT ′[f ′]
FDT ′XρT ′Xoo
FD[f ′]
BT ′X BT ′T ′X
Bµ′X
oo FDT ′X
ρT ′X
oo
The region on the left follows from the assumption of the lemma. The fact that
the square marked by (∗) commutes can be seen by unfolding [f ′] = µX ◦ Tf ′,
applying the naturality of µ′, and (2), since T ′ is a monad. The rest of the
diagram commutes trivially.
For the lower leg, consider the following commuting diagram:
X
ηX //
f //
TX
[f ] 
FTX
ψXoo
F [f ]
TX
op′Λ h
′

FTX
ψXoo
F 〈ιX ,op′Λ h′〉
BT ′X BT ′T ′X
Bµ′X
oo FDT ′X
ρT ′X
oo
The top part follows from the fact that [f ] = fold f ψX , using (1).
This concludes the proof. uunionsq
Proposition 6. The FH-bisimulation relation is preserved by insertion.
Proof. We need to prove that R′ := {〈t[f ], u[f ]〉 | t FH↔ u} is an FH-bisimulation
relation, where f : X → TX. This means that we need to show that for any set
of hypotheses h : X → BX, and terms t0, u0 : TX such that t0Ru0, it holds
that 〈opΛ h t0, opΛ hu0〉 ∈ Rel(B)(R′).
It follows by the definition of R′ that opΛ h t0 = opΛ h (t[f ]) for some t,
and likewise for u0. By the assumption that opΛ h can be simulated via any
morphism, by Lemma 8 there exist f ′ : X → TX and h′ : X → BX, such that
opΛ h ◦ [f ] = B[f ′] ◦ opΛ h′.
Thus, what remains to prove is that
〈B[f ′] (opΛ h′ t), B[f ′] (opΛ h′ u)〉 ∈ Rel(B)(R′).
It is enough to show that
〈opΛ h′ t, opΛ h′ u〉 ∈ Rel(B)(λx y, (x[f ′])R′ (y[f ′])),
which is equivalent to saying that the above pair is included in Rel(B)(R′),
which is true by the fact that t
FH↔ u. uunionsq
Theorem 3. The FH-bisimilarity relation is substitutive.
Proof. By the previous two propositions, t[f1]
FH↔ t[f2] FH↔ u[f2], and thus by
transitivity of
FH↔ we can conclude that FH-bisimilarity is substitutive. uunionsq
6 Running the operational semantics
This section highlights another application of Theorem 1.
Final coalgebras, i.e. pairs 〈Z, ζ : Z → BZ〉, enjoy the property that there
exists an operator unfold : (X → BX) → X → Z which takes a coalgebra
as its argument and returns a morphism X → Z which maps the state-space
of the argument to the final state-space. This morphism unfold c is the unique
coalgebra homomorphism from c to ζ. Here Z is the greatest solution to the
equation Z ∼= BZ.3
When the rules are closed, then opΛ h (where h : X → BX) is a coalge-
bra and we can “run” the operational semantics by unfolding it, i.e. runΛ h :=
unfold (opΛ h). Set ιZ,Z+ := unfold ((ιB,B+)Z ◦ζ). We can prove that running the
extended operational model is faithful to running the base model.
Proposition 7. Suppose that Λ and Λ+ are closed distributive laws, and that
Λ+ is an extension of Λ. Then for all h : X → BX it holds that ιZ,Z+ ◦runΛ h =
runΛ+ h+ ◦ (ιT,T+)X .
Proof. Both sides of the equation are coalgebra homomorphisms from the coal-
gebra c := (ιB,B+)TX ◦ opΛ h to the final coalgebra ζ+. For the LHS this follows
easily from the definitions, while for the RHS we make use of Theorem 1. By
the fact that ζ+ is final, there is at most one coalgebra homomorphism from c
to ζ+, and thus the equality holds. uunionsq
7 Related Work
The results in this paper were developed within the bialgebraic semantics frame-
work, a body of research initiated by Turi and Plotkin [20].
The theorems in Section 5, which prove that FH-bisimulations are preserved
by conservative extensions, and that FH-bisimulations are substitutive, trans-
fer the original results, obtained in the more traditional set-theoretic approach
to SOS by Mosses et al. [16] and Rensink [18] respectively, to the bialgebraic
framework. FH-bisimulations were originally introduced by De Simone [5].
The dichotomy between value terms and computational terms was empha-
sized by Churchill and Mosses [4], who introduce a rule format built on the tyft
format, which has built-in rules to deal with silent transitions. They provide a
variant of bisimilarity, and prove that it is a congruence in the resulting tran-
sition system. The distributive law Λr of Section 4 has similar characteristics,
through the infinite unfolding of silent transitions. This law is a variant of the
one introduced by Klin [9].
An alternative to considering only free monads as in the present paper, is to
quotient the term monad by the algebraic laws. Bonsangue et al. [3] prove that
if Λ respects the algebraic laws, then there is a unique distributive law Λ′ such
that the quotient map is a well-behaved translation from Λ to Λ′.
A modular variant of GSOS has been provided by Jaskelioff et al. [8] as
part of a Haskell implementation of the bialgebraic framework. They distin-
guish ingoing from outgoing signatures, as in the present paper, but consider
the outgoing signature as an abstract parameter of each modular rule, and add
3 For BX := S → 1 +S×X, as in Section 3, Z is given by the set of partial functions
{f : S∗ → S∗ | f is length and prefix preserving}.
type-class constraints to ensure the inclusion of certain operations in the outgo-
ing signature.
Watanabe [21] provides an interpretation of operational conservative exten-
sions [1] in terms of distributive laws, and proves a variant of Theorem 3, but
does not treat the difference between ingoing and outgoing signatures.
8 Conclusions
We have provided an operational rule format, tailored to the modular description
of programming languages. The semantics supports truly unobservable transi-
tions, as generated by rules for silent transitions. We have proved that algebraic
laws are preserved by conservative extensions of the operational semantics, and
that algebraic laws are substitutive. Our work has been developed within the
bialgebraic framework [20], making it amenable to implementation in a theorem
prover [13].
In future work we wish to ease the condition in Section 5.2 on the distributive
law, enabling the substitutivity of algebraic laws for a wider range of silent tran-
sition rules. We would also like to explore applications to software verification.
In particular, one can view the operational rules of programming languages as
pointwise extensions in the sense of [6]. We expect that this will lead to a struc-
tured way to obtain sound Hoare logics for trace-based semantics such as [17].
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