We develop a panel data count model combined with a latent Gaussian spatio-temporal heterogenous state process to analyze monthly severe crimes at the census tract level in Pittsburgh, Pennsylvania. Our data set combines Uniform Crime Reporting data with socio-economic data from the 2000 census. The likelihood of the model is accurately estimated by adapting recently developed ecient importance sampling techniques applicable to high-dimensional spatial models with sparse precision matrices. Our estimation results conrm socio-economic explanations for crime and, foremost, the broken-windows hypothesis, whereby less severe crimes in a region is a leading indicator for severe crimes. In addition to ML parameter estimates, we compute several other statistics of interest for law enforcement such as elasticities (idiosyncratic, total, short-term as well as long-term) of severe crimes w.r.t. less severe crimes, one-month-ahead out-of-sample forecasts, predictive cumulative distribution functions and validation test statistics based on these cdf's.
Introduction
The spatio-temporal urban distribution of crimes is receiving growing attention not only from researchers (criminologists, sociologists, economists, geographers,...) but also from law enforcement agencies. See, e.g., Ratclie (2013) , Bernasco and Elers (2013) , Tita and Radil (2013) , Roth et al. (2013) or Li et al. (2014) for recent contributions, surveys and extensive lists of references.
Additional references are discussed in Section 2 below. Two quotes from the literature are directly relevant to the present paper. In his overview of current crime analysis, Ratclie (2013, p. 14) states that: At present, the most under-researched area of spatial criminology is that of spatio-temporal crime patterns. Among their discussion of unmet needs for spatio-temporal crime analysis, Roth et al. (2013, p. 238 ) highlight a need to integrate geographic and temporal representation and analyses.
In the present paper, we aim at addressing such needs by proposing a spatio-temporal latent panel model for high-dimensional urban crime count data, which we then apply to a data set consisting of monthly (2008) (2009) (2010) (2011) (2012) (2013) counts of severe crimes (classied as Part I crimes) for the 138 census tracts in Pittsburgh, Pennsylvania. By taking advantage of an Ecient Importance Sampling (EIS) approach recently developed by Liesenfeld et al. (2015) for likelihood evaluations in spatial latent models, we estimate a latent panel count data model that includes temporal as well as spatial dependence, socio-economic census tract characteristics and unobserved heterogeneity (random eects) across census tracts. Not only can the model be estimated by Maximum Likelihood (ML) but a wide range of important auxiliary statistics (for out-of-sample prediction, model validation, model selection) can also be routinely computed.
A further motivation for our paper originates from three earlier papers who analyzed a variety of forecasting models for severe crime in Pittsburgh Cohen et al., 2007) and in Pittsburgh and Rochester, New York (Cohen and Gorr, 2005) . In the absence of potential socio-economic covariates and spatially and temporally lagged dependent variables, they nd that a linear multivariate leading indicator model is typically best for forecasting large decreases in crime volume, while various forms of exponential smoothing provide the best average forecast point accuracy according to mean squared and mean absolute percentage forecast error. Relative to these contributions, we benet from two key advantages. First, as mentioned above, we are able to generalize the numerical EIS procedure developed by Liesenfeld et al. (2015) for likelihood functions in latent spatial count models to account not only for spatial but also for temporal lags as well as unobserved and observed (socio-economic) heterogeneity. Second, we benet from access to highly disaggregated and, foremost, internally consistent data at the census tract level combining Uniform Crime Reporting (UCR) data classied according to the handbook of the U.S. Department of Justice (2004) with socio-economic data from the 2000 census.
As a preview of our main results, we test alternative socio-economic explanations for severe crime intensities and nd strong conrmation of the`broken-windows' phenomenon, whereby the intensity of less severe crime in a census tract provides a leading indicator for more severe crimes.
See, e.g., Wilson and Kelling (1982) , Anselin et al. (2000, p. 225) , Cohen and Gorr (2005) and Cohen et al. (2007) . In particular, our model allows us to compute both short-term and long-term elasticities of severe crimes w.r.t. less severe crimes. Foremost, by exploiting the spatial component of our model, we can compute`total' elasticities for the city of Pittsburgh in response to a reduction in less severe crimes in any given census tract. Such results highlight the critical importance of fully accounting for urban spatial dependence but could also provide a useful tool for ecient allocation of law enforcement resources.
We also run sequential one-month-ahead out-of-sample forecasts that demonstrate the superior predictive performance of our model relative to exponential smoothing (a widely used and typically hard to beat benchmark). Moreover, we can produce complete predictive distributions, not just point predictions, from which predictive forecasts intervals can be obtained. Last but not least, we also use these predictive distributions to produce statistical validation of our forecasting model. The paper is organized as follows. In Section 2 we provide a review of the literature on the socioeconomic determinants of variations in crime rates across geographic regions and their spatial and temporal dependence. In Section 3 we describe the data. Section 4 presents the spatio-temporal panel count data model used to analyze severe crimes and in Section 5 we outline the numerical spatial EIS procedure which we use for likelihood inference. The empirical results are discussed in Section 6 and conclusions are drawn in Section 7.
2 Predictors and dependence in time and space of crime rates
Predictors
Empirical research in criminology commonly applies regression models to explain observed variations in crime rates across geographic regions with xed boundaries such as counties (Baller et al., 2001 ), police precincts , census tracts (Helbich and Arsanjani, 2014) , or census block groups (Willits et al. 2013) . The theoretical background consists of sociological theories of crime including social ecology theories and place-based theories (see, e.g., Anselin et al., 2000) .
Social ecology theories such as the social disorganization theory (Shaw and McKay, 1942) explain the geographical variation in crime levels in terms of varying social conditions of the population.
Under place-based theories, including the routine activities theory (Cohen and Felson, 1979 ) and the rational choice theory (Cornish and Clarke, 1986) , the geographical variation of crime levels is determined by the intersection in time and space of suitable targets, motivated oenders and the absence of crime suppressors. Those theories point to several indicators of structural (environmental, urbanistic, sociological and economic) conditions which may help predicting the geographical distribution of crime rates. Structural predictors used in empirical studies include measures for population structure (size and density), composition of the resident population (percentage of white and African-American population, age structure), family cohesion (percentage of female-headed households, divorce rate), socio-economic structure (income gures, unemployment rates), and condition of buildings and houses (rental and homeowner vacancy rates) see, e.g., Land et al. (1990 ), Tolnay at al. (1996 , Baller et al. (2001) , Kubrin (2003) , and Helbich and Arsanjani (2014) .
Spatial dependence
A common stylized fact in empirical criminology is that levels of violence and crime activity are not randomly distributed across geographical regions. Instead similar levels cluster in space, which implies positive spatial autocorrelation, consistent with a fundamental property of spatial data whereby there is a tendency for observations that are in close geographic proximity to be more alike than those that are further apart (Tobler's, 1970 , rst law of geography). If criminal activities are solely determined by the structural factors included in a regression model there should be no spatial dependence beyond that generated by structural similarities of regions that are in close geographic proximity (Baller et al., 2001 ). However, spatial clustering typically cannot be completely explained by common measures of structural similarity between geographical regions (see, e.g., Moreno and Sampson, 1997 , Moreno et al., 2001 , Baller, et al., 2001 , and Tita and Radil, 2013 .
Spatial correlation has attracted growing attention in empirical criminological research for two reasons (see, e.g., Baller et al., 2001) . The rst one is statistical. If spatial correlation in the data is ignored, then estimates for the eects of covariates and the corresponding standard errors may be biased and inconsistent (see Anselin, 1988) . Thus, modelling spatial correlation is critical when assessing the marginal eects of structural covariates on crime rates. The second reason is that spatial dependence by itself is of substantive importance in crime analysis since positive spatial autocorrelation is interpreted as evidence of the spatially diusive and contagious nature of certain types of crime (see, Tolnay et al., 1996 and Sampson, 1997) . Such eects may reect interacting criminals and gangs linked together by rivalry networks (Tita and Greenbaum, 2008 ) and/or`subcultural' processes in which case violence spreads throughout the population and regional areas via direct social contacts (Loftin, 1986) .
In order to explicitly incorporate spatial correlation, regression models used to explain the variation in crime rates are typically generalized to include either spatially correlated errors (spatial error models) or spatially lagged dependent variables (spatial lag models) see, e.g. Baller et al. (2001) , Morenho et al. (2001) and Kubrin (2003) . Spatial error models are appropriate in cases where spatial dependence is treated as a nuisance resulting from omitted spatially correlated structural factors rather than being of substantive interest of its own. Instead spatial lag models are more compatible with the notion of diusion and contagion processes. However, it is important to recognize that these models are designed to nd only indirect evidence of diusion and contagion and that they are unable to discover the actual mechanisms through which criminal events in one geographical area inuence events in other areas at later times (see Baller et al. 2001, p. 567 ).
Temporal dependence
When observations are available in the form of panel data for a cross-section of regional areas with xed boundaries at dierent points in time, it becomes possible to model complex combinations of spatial heterogeneity and or spatial and temporal dependence in crime rates (see Anselin et al., 2000, p. 241) . A dynamic panel-data setting also provides a natural basis for joint time-space forecasting of crime activity which can support tactical deployments of police resources (Gorr and Harris, 2003 , Cohen and Gorr, 2005 , and Roth et al., 2013 .
There are several reasons to expect not only spatial but also temporal dependencies as well as seasonal regularities in levels of criminal activity in areal units. For example, convergence of crime opportunities in space and time, as emphasized by place-based routine activity theories, could be facilitated by various physical and social features that provide a setting more or less conductive to crime, such as local population composition or urbanistic conditions (Anselin et al., 2000, p. 220) .
Temporal persistence and the slowly changing nature of such (observed or unobserved) features lead to systematic temporal dependence in time series of frequency counts of crime observed for geographic areas (Li et al., 2014, p. 181) . If some of those physical and social features are stable over time but unobservable, the implied spatial heterogeneity cannot be controlled for in a panel regression analysis and gives rise to temporally correlated errors. In order to account for such unobserved spatial heterogeneity we shall use a random eect approach with an area-specic timeinvariant error component 1 .
1 An alternative way to capture time invariant spatial dierences would be to use a model with xed-eect areaspecic dummy variables. However, such a model requires the estimation of a larger number of additional parameters, leading to a signicant loss of degrees of freedom.
The interpretation of spatial autocorrelation in terms of diusion and contagion also implies inter-temporal linkages of crime rates within regional areas since these concepts inherently assert time-sequential processes (see, Bernasco and Elers, 2013, p. 710) . For example, spatial diusion reecting interacting gangs implies a chronology of criminal actions and counter-reactions due to the retaliatory nature of gang violence and leads to temporal persistence of crime rates. Such persistence can also be expected if the contagious nature of crime is the result of`subcultural' processes whereby violence spreads across the population via social contacts so that an increase in assaults in a given area may set-o a chain reaction of criminal events extending to neighboring areas (Tita and Radil, 2013, p. 107) . In a panel regression model such spatio-temporal persistence can be accounted for by including not only spatially but also temporally lagged dependent variables.
Furthermore, high levels of urban crime are typically concentrated in relatively few small areas.
Empirical evidence suggests that such crime hot spots may arise rst as a concentration of soft crimes (e.g., vandalism, gambling and public order disturbances) that later hardens into more serious crimes (e.g., assaults, robbery and homicides) see, e.g., Anselin et al. (2000) and the references cited therein. Explanations for this temporal development of crime hot spots emphasize that public signs of disorder like vandalism, gambling and 'broken windows' foster increases in more serious crime, since they signal a loss in the ability to exercise social control, further attracting and perpetuating crimes (Wilson and Kelling, 1982) . This`broken-windows' phenomenon suggests that the intensity of soft crimes observed in a given regional area may serve as a leading indicator for the number of serious crimes in that area (Anselin et al., 2000 , p. 225 and Cohen and Gorr, 2005 , Cohen et al., 2007 . In order to make use of the leading-indicator properties of soft crimes when specifying a predictive panel model for severe crimes we shall include them as lagged explanatory variables.
Finally, crime appears to be a seasonal phenomenon and empirical evidence suggests that, for example, frequencies of violent crimes such as assaults and homicides are higher in summer and lower in winter (see, Cohen, 1941) . Under the`temperature aggression hypothesis' this seasonality is attributed to weather which increases violent crimes via ambient temperature and anger arousal (see, . Within the routine activity theory regular temporal patterns can be viewed as a result of seasonality which gives rise to changes in one or more of the conditions propitious to crime (such as existence of suitable targets and motivated oenders and absence of crime suppressors). In order to take potential seasonality into account we shall include monthly seasonal dummies in the panel regression model. Part I oenses, also known as index crimes regroup serious felonies in the following eight categories: criminal homicide, forcible rape, robbery, aggravated assault, burglary, larceny-theft (except motor vehicle theft), motor vehicle theft and arson. The UCR program's founder selected these oenses because they are serious crimes, they occur regularly in all areas of the country and they are likely to be reported to police. The count data for Part I oenses consist of the numbers of oenses in these categories that are known to law enforcement. Part II oenses includes 21 categories of non serious felonies and misdemeanors ranging from other assaults to runaways (persons under 18) for which only arrest data were collected.
Our dependent variable y it is dened as the number of Part I oenses in census tract i (i = 1, . . . , 138) in month t (t = 1, . . . , 72) for a total of 9,936 individual observations. In Table 1 we provide a list of the Pittsburgh census tracts with their i-ordering as used throughout the paper.
As discussed above and further below, the lagged number of Part II oenses will prove to be a key predictor variable for y it .
In addition, in order to account for heterogeneity across census tracts, we collected data from the 3.2 Some descriptive statistics
As we are dealing with a total of 9,936 observations, we computed time and census tracts averages of Part I crimesȳ i (i = 1, ..., 138) andȳ t (t = 1, . . . , 72). In Figure 1 we provide a color coded map of the time averagesȳ i , highlighting signicant spatial clustering and heterogeneity across census tracts (time averages and standard deviations of Part I crimes are reported in Table 1 ). In Panel (a) of Figure 2 , we provide a time plot ofȳ t and of the corresponding averages for Part II crimes.
These plots illustrate signicant seasonal patterns in line with the ndings of . Less apparent at this aggregate level but more visible from the individual census tract time series
(not presented here), we observe a tendency for Part II crimes to lead Part I crimes. This is a signicant observation and one that will be carefully tested and fully conrmed by our statistical analysis. It has important policy implications in line with the`broken-windows' hypothesis (Wilson and Kelling, 1982 , Anselin et al., 2000 , and Cohen and Gorr, 2005 .
In Panel (c) of Figure 2 , we present the Moran's I statistics for spatial correlation period by 2 These census tracts include business districts and hospitals (203, 9800), zoo and parks (708, (9801) (9802) (9803) (9804) (9805) , industrial parks (9806-9809), cemeteries (9810-9811), and stadiums (9812).
period (see Moran, 1948 or Cli and Ord, 1972) . They are computed under the spatial weight matrix used for our spatial models (see Section 4 below). These statistics are standardized in Panel (d) of Figure 2 , with a critical value of 1.96 at the 5 percent level. We nd that the null hypothesis of no spatial correlation is rejected in all but two months.
Next we computed the temporal autocorrelation function of y it for the 138 census tracts. In Panel (b) of Figure 2 , we reproduce the mean autocorrelations across census tracts. The results unambiguously point toward the inclusion of a lagged dependent variable in our count model. In summary, our descriptive analysis highlights the need for a count model that allows for temporal as well as spatial correlation, together with signicant heterogeneity across census tracts.
Part of that heterogeneity will be captured by selected regressors (including lagged Part II crimes) and the remainder by random eects.
Model specication
Our specication for the number of severe crimes y it reported for census tract i in month t consists of a panel data count model combined with a latent Gaussian spatio-temporal state process. It assumes that the y it 's are mutually independent conditional on the latent state variables λ it , with
Poisson distributions whose non-negative mean is specied as θ it = exp(λ it ). The corresponding conditional probability density function (pdf ) of y it given λ it is given by
where λ it represents the log of the conditional mean of y it . The latent process is assumed to be a linear Gaussian dynamic panel model in space and time as discussed, e.g., by Elhorst (2010 Elhorst ( , 2012 and Baltagi et al. (2014) . It has the following form:
where λ t = (λ it ) denotes the N × 1 vector of the state variables in period t, t = ( it ) the N × 1 vector of error terms, and X t the N × K matrix whose ith row x it = (x ikt ) consists of K covariates observed for census tract i in period t. Potential covariates include (i) observed (time-invariant) socio-economic variables which might aect the rate of severe delinquency, (ii) monthly dummy variables that capture potential seasonality in severe crime activity, and (iii) the log of less severe crime lagged by one month which, according to the broken-windows hypothesis, serves as a potential leading indicator for severe crimes. The N × N matrix W = (w ij ) represents the contiguity relations across the N census tracts, where we set w ij > 0 only if the borders of tract i and j share at least one common point and w ij = 0, otherwise (`queen contiguity'). Following the usual convention, the diagonal elements w ii are set to zero. The spatially lagged state variable W λ t captures potential diusion and contagion eects in severe crimes and the parameter ρ measures the intensity of the resulting global spatial correlation. The temporally lagged state variable λ t−1 with persistence parameter κ accounts for potential census-tract specic intertemporal linkages of crime rates. Moreover, the spatially and temporally lagged states imply that the covariates in x it have not only a contemporaneous and census-tract specic impact but also time-persistent and spatially expanding eects on severe crime rates.
In order to account for potential unobserved time-invariant heterogeneity in the crime rates across census tracts we assume that the error terms in Equation (2) follow a Gaussian randomeect specication of the form
where the N × 1 vector τ = (τ i ) contains census tract-specic eects that are not accounted for by variables in X t , and e t = (e it ) is the N ×1 vector of idiosyncratic disturbance terms. N N (·, ·) denotes an N -dimensional Gaussian distribution and I N the N -dimensional identity matrix. Moreover it is assumed that τ and t are independent of each other, conditionally on X t .
Conditions for invertibility of (I N − ρW ) and temporal stability of the dynamic spatial panel specication for the state variables as given by Equation (2) are discussed in Elhorst (2012) and Baltagi et al. (2014) . For a W matrix with real eigenvalues, a sucient condition for invertibility is that ρ ∈ (1/ζ max , 1/ζ min ), where ζ min and ζ max are the extreme eigenvalues. For an invertible (I N −ρW ), the model for the state variables in Equations (2) and (3) implies the following Gaussian distribution for λ t given (λ t−1 , τ, X t ):
with
and the temporal stability (conditional on the covariates) is guaranteed if the largest absolute eigenvalue of the persistence matrix K * is smaller than one. As discussed further below in Section 5.1, likelihood based inference requires an appropriate, yet operational treatment of the initial latent state λ 1 in Equations (2) and (4). Finally, note that since census tracts share a common boundary only with a small number of other tracts, the spatial weight matrix W and the resulting precision matrix H as given in Equation (5) are sparse with a very large proportion of zero entries, as typical for spatial applications.
In order to account for missing observations for socio-economic covariates in the 14 census tracts without a regular resident population (parks, cemeteries, etc.) we specify the regression function
2) using a dummy-variable approach. Specically, lets partition x it and 
1 , γ
(1) 2 and γ (2) . Under this partitioning the regression function for census tract i is specied as
5 EIS based likelihood inference
Likelihood evaluation for the spatio-temporal Poisson panel model discussed in Section 4 requires high-dimensional integration in order to marginalize the joint distribution of the y it 's w.r.t. the latent state and random-eect variables, for which we use the spatial EIS approach introduced in Liesenfeld et al. (2015) . Spatial EIS combines the original EIS principle developed by Richard and Zhang (2007) for high-dimensional MC integration with sparse matrix algebra, which allows for fast computation on the large sparse precision matrices typically found in high-dimensional spatial applications. In fact, sparse matrix operations signicantly reduce operation counts and memory requirements relative to the corresponding operations on dense matrices (see, e.g., Gilbert et al., 1992 , LeSage and Pace, 2009 , Pace and LeSage, 2011 . This combination of EIS with sparse matrix algebra ensures that accurate MC likelihood evaluations remain computationally feasible even in high-dimensional latent spatial Gaussian models. EIS also enables us to compute MC estimates for the conditional mean of functions of the latent state variables λ it and random eects τ i given the observed data (smoothing) as well as moments and probabilities of (out-of-sample) predictive distributions for the dependent variable. As we shall see below, those MC estimates are instrumental in the selection of the covariates to be included in the model and the assessment of the predictive performance of the model. Spatial EIS is outlined in the next sections: In Section 5.1 we discuss our assumption for the initial condition λ 1 and present the resulting form of the likelihood integral; Section 5.2 briey outlines the EIS principle (details of its spatial implementation for the models are regrouped in Appendix 2); In Section 5.3 we present smoothing and prediction based on EIS.
Likelihood
Likelihood inference based on the unconditional likelihood function would require the stationary distribution of the rst-period state variables f (λ 1 |X 1 , τ ) as implied by the conditional distribution (4). However, that stationary distribution is not available due to the presence of time-varying covariates in X t 3 . In order to cope with this`initial-condition problem' we treat λ 1 = (λ i1 ) as a non-stochastic vector and set λ i1 equal to ln(y i1 ), which represents our best guess for the latent log conditional mean λ i1 = ln E(y it |λ it ). This treatment of the initial-condition problem allows for an easy implementation of (conditional) ML based on spatial EIS and appears to be justied in our application for two reasons. First, with T = 72 the likelihood contribution of the rst period is a relatively small part of the total likelihood; second, as we shall see in the application discussed below, the estimated largest eigenvalue of the persistence matrix K * is of a moderate size, implying that the impact of λ 1 on future λ t -values dies out quickly.
An alternative treatment of the initial condition consists of approximating f (λ 1 |X 1 , τ ) by taking the conditional distribution of λ 1 |X 1 , X 0 , X −1 , ..., τ and capturing the spatial heterogeneity generated by the unobservable pre-sample values X 1 , X 0 , X −1 , ... by a latent random-eect variable (see Appendix 1). At the cost of additional modications of the spatial EIS algorithm presented in Section 5.2 and Appendix 2 below, we also implemented ML based on this approximation to the unconditional likelihood. However, since the results we obtained for an initial baseline model indicate that the conditional and approximated unconditional ML lead to essentially the same conclusions, we decided to continue with the simpler conditional ML approach.
Evaluation of the conditional likelihood function requires integrating the joint density of the counts, states and random-eects w.r.t. the latent N (T −1) state and the N random eect variables.
Let λ (t) = (λ 2 , . . . , λ t ) , X (t) = (X 2 , . . . , X t ), and y (t) = (y 2 , . . . , y t ) , where y t = (y it ) denotes the N × 1 vector of the count response variables in period t. Let ψ denote the parameters to be estimated. The likelihood integral to be evaluated is of the form
and
where f (y it |λ it ) is the Poisson density given in Equation (1) while f (τ i ) and f (λ t |λ t−1 , X t , τ ) are the Gaussian densities dened by Equations (3) and (4), respectively. Note that the likelihood integral (8) can not be evaluated analytically since the response variables are non-Gaussian with a mean that is non-linear in the temporally and spatially correlated latent states.
Spatial EIS
Following Richard and Zhang (2007) , the EIS procedure for MC-evaluation of the likelihood function in Equation (8) is based upon an auxiliary importance sampling (IS) density for λ (T ) and τ of the
where {k(λ (T ) , τ ; a), a ∈ A} denotes a preselected class of parametric density kernels indexed by a vector of (auxiliary) parameters a and with known integrating factors denoted by χ(a). For any given a, the corresponding IS MC estimate of the likelihood integral (8) obtains aŝ
where {(λ
(independently and identically distributed) draws from the IS density m(λ (T ) , τ ; a). For any given ψ, EIS aims at selecting a value of a that minimizes the MC sampling variance of the IS ratio ω under these draws.
A (near) optimal valueâ obtains by selecting an initial IS density m(λ (T ) , τ ;â [0] ) and solving iteratively the following sequence of least squares (LS) approximation problemŝ
where {(λ In order to select an EIS kernel k, which approximates the target ϕ(λ (T ) , τ ) dened in Equations (8)- (10), we note that the product f (λ (T ) |X (T ) , τ, λ 1 )·f (τ ) in ϕ denes a Gaussian kernel in (λ (T ) , τ ).
Hence, it is natural to construct k as a Gaussian kernel in (λ (T ) , τ ) which includes that product together with a Gaussian kernel approximation to the product of independent Poisson densities
, which is the sole non-Gaussian term in ϕ. It follows that k is constructed as
where a * = (a * it ) and a * it = (α it , β it , κ it ). The product of the three Gaussian factors in Equation (14) 4 In the present application, the number of iterations L is preset at L = 20, which proves sucient for convergence to a close xed-point approximationâ =â [21] . This relatively large value of L is necessitated by the fact that, as explained below, the LS problem in (13) is transformed further into a total of N T = 9, 936 independent lowdimensional auxiliary LS problems.
produces an EIS kernel k for a Gaussian EIS density m, whose parameter a obtains analytically from a * and ψ. Since factors common to ϕ and k cancel out in the EIS regression (13), it follows that the latter simplies into N (T − 1) independent low-dimensional linear LS regressions of
, for i = 1, ..., N, t = 2, ..., T.
The initial EIS kernels k * it in Equation (15) are dened as second-order Taylor-series approximations of ln f (y it |λ it ) in λ it . This produces an initial value for the a * -vector which can be combined with
Note that the resulting optimal joint EIS density m(λ (T ) , τ ;â) to be used for the MC likelihood estimation according to Equation (12) λ (T ) . Hence, a`brute force' implementation of EIS becomes rapidly computationally prohibitive as N T increases. However, the precision matrix H in our application is a sparse matrix with a large portion of zero entries. Thus, the key to a computationally feasible high-dimensional EIS implementation for our model lies in a recursive construction of the joint EIS density that operates on the sparse precision matrix H (instead of the dense covariance matrix H −1 ) and, foremost, preserve its sparsity throughout the entire recursion. A description of our specic spatial EIS implementation is provided in Appendix 2.
5 As discussed in Liesenfeld et al. (2015) , in more general latent Gaussian spatial models allowing for truncated, censored or degenerated (Probit) response densities f (y it |λ it ), the EIS parametersâ andâ * would need to be obtained by a recursive sequence of interdependent LS-EIS regressions. Such a sequential EIS implementation becomes necessary in order to account for the integrating factors associated with response densities that depend on latent state variables and, therefore, enter the targets to be approximated by the EIS kernels. For the Poisson model under consideration with a response density which is neither degenerated nor censored or truncated we can implement EIS based on independent EIS regressions (see Equation 16 ), so that we can construct the joint EIS density m(λ (T ) , τ ; a) directly rather than from a sequence of conditional EIS densities. As reported in Liesenfeld et al. (2015) , this reduces signicantly the computing time relative to a sequential EIS implementation.
Smoothing and Prediction
Once the parameters ψ have been estimated by ML-EIS, the EIS procedure can be used to compute additional statistics of interest such as the smoothed (posterior) estimates of the random eects τ (as in Section 6.2) and functions of the state variables λ as well as moments and probabilities of the out-of sample one-step-ahead predictive distribution of the dependent variable y (as in Section 6.4).
All such computations rely upon a straightforward extension (propagation) of the EIS procedure implemented for likelihood evaluations in Section 5.2.
Let g(λ T +1 , λ (T ) , τ ) denote a function of interest (dependence on X T +1 , X (T ) and the model parameters ψ is ignored in the notation). Its conditional mean given y (T ) is given by
where ϕ(·) denotes the EIS target given in Equation (8) and f (λ T +1 |λ T , τ ) is the Gaussian transition density as dened by Equation (4). The conditional mean (17) is to be evaluated at the ML-EIS estimates of ψ. The denominator is the likelihood function in Equation (8), estimated using the EIS kernel k(λ (T ) , τ ;â) and IS ratios ω(λ (T ) , τ ; a) as dened in Equation (12). Since the transition density f (λ T +1 |λ T , τ ) is already a Gaussian density it can be used to draw directly λ T +1 |λ T , τ and propagate the EIS trajectories {λ
. Thus, the ratio of integrals in Equation (17) is estimated bŷ
whereω denotes the normalized EIS ratiō ω λ
Note that this EIS ratio does not depend on λ T +1 since f (λ T +1 |λ T , τ ) being already Gaussian need not be EIS approximated. Also the fact that we use the same EIS draws to estimate both the numerator and denominator in Equation (17) induces positive correlation between their respective EIS estimates, thereby reducing further the MC variance ofΓ S . Next we discuss how this MC-EIS estimate of the conditional expectation of a function g(λ T +1 , λ (T ) , τ ) can be used to compute several statistics of interest.
(i) The conditional (posterior) mean of the random eectsτ = E(τ |y (T ) ) and the dependent variables E(y it |y (T ) ) (i = 1, . . . , N ; t = 2, . . . , T ) given the sample information obtain from
respectively.
(ii) The one-step-ahead predictive mean E(y iT +1 |y (T ) ) (i = 1, . . . , N ) obtains from
(iii) The one-step-ahead predictive cumulative distribution function (cdf ) P (y iT +1 ≤ y|y (T ) ) for any integer value y ≥ 0 obtain from
(iv) We can also use the predictive cdf in Equation (22) to compute randomized Probability Integral Transformation (PIT) residuals that can be used to test the validity of our predictive model (see Jung et al., 2006 and Czado et al., 2009) . Specically, let y o iT +1 denote the (ex-post) observed value of y iT +1 and
with P a (0) = 0. If the predictive model is valid, then the randomized predictive PIT residuals, dened as
are uniformly distributed on [0, 1] (U [0,1] ). Using the inverse of a standardized Gaussian cdf, denoted by Φ, the variable ξ iT +1 can be transformed into a N(0, 1) variable
Thus, if the predictive model is valid, the normalized predictive PIT residuals ξ * iT +1 should follow a standard normal distribution.
Empirical results
Our descriptive analysis in Section 3.2 suggests that, in addition to spatio-temporal dependence and random eects for heterogeneity, our model needs to include seasonal dummies as well as lagged Part II crimes as covariates. Furthermore, we propose to explore whether the socio-economic census tract covariates we collected might explain some of the heterogeneity across census tracts, thereby reducing the variance of the random eects. However, with a (potential) total of 11 seasonal dummies and 15 covariates, a full joint specication search would prove computationally expensive.
Moreover, it would fail to take full advantage of the orthogonality between the seasonal dummies (constant across census tracts) and the socio-economic variables (constant over time). Thus, we follow instead a sequential specication search consisting of the four following steps:
Step 1: We estimate a`baseline model' in which the matrix of covariates X t consists solely of an intercept, lagged log Part II crimes and eleven months dummies, where we select February (typically the lowest crime month) as the base month.
Step 2: We rely upon Equations (18)- (20) to compute MC-EIS estimates for the posterior means of the random eectsτ i (i = 1, . . . , N ) under the baseline model. Next, we regress those estimates on our 15 socio-economic covariates together with the time averages of log part II crimes, whose inclusion follows from Mundlak (1978) and Wooldridge (2002, p. 487) , with the objective of selecting a parsimonious subset of random eect covariates.
Step 3: We re-estimate a`full model' by adding the selected covariates to the baseline model.
Step 4: We produce a`predictive model' by eliminating insignicant seasonal dummies and covariates from the full model.
We now discuss in turn the results obtained from these four steps.
Baseline model
The ML-EIS estimates for the baseline model based on an EIS simulation sample size of S = 500
and L = 20 EIS iterations are reported in Table 2 . We note immediately that the key parameters of interest (coecients for the temporal lag κ, the spatial lag ρ, random eect standard deviation σ τ and slope coecient for lagged Part II crime) are all highly signicant. Also, the maximum eigenvalue of the persistence matrix K * is less than 1, which is a sucient condition for the spatiotemporal stability of the model. These results indicate substantial positive spatial and temporal dependence in Part I crime rates, after controlling for lagged Part II crime and seasonal eects and, also substantial unobserved census-tract specic heterogeneity. The signicant positive coecient for lagged Part II crime is fully in line with the broken-windows hypothesis (Wilson and Kelling, 1982 and Cohen and Gorr, 2005) . As for the seasonal dummies, which capture the dierence in the seasonality between Part I and Part II crime (see Panel (a) of Figure 2) , it is apparent that we can reduce their number since some of their slope estimates are fairly close to each other. However, as mentioned above, such a reduction is essentially irrelevant for steps 2 and 3 and will be postponed until step 4. Another important reason for such postponement is that log Part II crime being itself seasonal, we do not want to restrict the seasonal pattern of Part I crime before we produce our nal (predictive) estimate of the coecient of lagged log Part II crime in step 4.
Random eects covariates
In Table 3 (panel 1 to 4), we report the results of four auxiliary regressions for the estimated random eectsτ i as obtained from the baseline model by Equations (18) typically occur in disadvantaged communities and regions with a large population size (see, e.g., Baller et al., 2001 , Helbich and Arsanjani, 2014 , Kubrin, 2003 , and Tita and Radil, 2013 ).
We also note that Alp-II alone provides a better t than our 15 socio-economic covariates, with an adjusted R 2 of 0.48 versus 0.34, suggesting that Alp-II might provide a good proxy for the latter. In panel 3 of Table 3 , we report a benchmark regression of theτ i 's on Alp-II as well as the 15 socio-economic covariates. In line with the previous results, we nd a fairly high R 2 of 0.68. For interpretation of the slope coecients it is important to note that with the inclusion of Alp-II in the auxiliary regression the coecients of the socio-economic variables in panel 3 represent dierential eects between the intensity of Part I and Part II crime. Specically, panels 3, 2 and 5 correspond respectively to the following auxiliary regressions:
where X (se) denotes the matrix of the 15 socio-economic covariates. Equation (26) implies that the coecients of the socio-economic variables in panel 3 are given by π 2 = π 3 − π 1 π 4 . The majority of those dierential eects are statistically insignicant; the most signicant dierence we observe for Bdh, suggesting that less severe crime is substantially more concentrated in regions with a low education level than severe crime.
Finally, we proceed to a`general-to-specic' simplication search, whereby we eliminate from the regression in panel 3 the least signicant covariates one at a time. As reported in panel 4 of 
Full model
Next, we extend the baseline model by adding Alp-II, Lmi, U18, Bdh and Fhh to the list of covariates and a dummy for census tracts with missing observations for socio-economic covariates according to Equation (7). The results are reported in the right panel of Table 2 . The estimated coecients of the additional covariates are consistent with those obtained in the auxiliarŷ τ i -regression in panel 4 of Table 3 but are less signicant since they are now unconditional on
, an issue to be addressed in the next section. Compared to the baseline model we nd thatσ τ has been greatly reduced from 0.486 to 0.256, corresponding to a substantial 77 percent heterogeneity variance reduction. In parallel with this variance reduction the estimated spatial lag coecient ρ has also been reduced from 0.442 to 0.374 but remains statistically highly signicant indicating that socio-economic similarities between census tract help to explain part, but not all, of the spatial clustering in severe crime rates. Also, it conrms the spatially diusive and contagious nature of severe crime (Tolnay et al., 1996 , Moreno and Sampson, 1997 and Loftin, 1996 .
In contrast, the estimated temporal lag coecient κ and the idiosyncratic standard deviation σ e are essentially unchanged, as expected from the fact that the added covariates are time invariant.
Also the coecient of lagged Part II crime is nearly unchanged and remains statistically highly signicant. As apparent from the results and conrmed further in the next section, the substantial log-likelihood gain of 76.6 (full versus baseline model) is essentially due to the inclusion of Alp-II and Bdh whose coecients are both highly signicant. We already discussed the interpretation of and 5632 to the North Side (adjacent to the stadiums), see Figure 1 . In Figure 4 we display a color map of the short-term and long-term elasticities for all the Pittsburgh census tracts w.r.t. a reduction in Part II crime in downtown Pittsburgh. From a crime reduction policy viewpoint these elasticities could play an important role for ecient allocation of scarce police resources.
Predictive Model
For prediction purposes, it is important that we simplify further the model by eliminating unnecessary seasonal dummies and insignicant covariates, as long as it minimally impacts the goodness of t. The slope estimates for the seasonal dummies under the full model (see Table 2 ) suggests that we can safely capture seasonality with only three dummies (March, April to August and September to January). Moreover, we can also eliminate the insignicant covariates Lmi, U18, and
Fhh. This leaves us with a fairly parsimonious total of 8 variables in X t (constant, three seasonal dummies, three covariates and one missing data dummy). The ML-EIS results for the simplied model reported in Table 4 , indicate that this elimination of 11 variables produces a log-likelihood ratio test statistics of only 7.6, which is insignicant at the 0.25 level. Moreover, the impact of that elimination on the remaining coecients is minimal. Last but not least, the remaining coecients are now all highly signicant even at the 0.1 percent signicance level except for the missing data dummy which is essentially irrelevant for policy analysis. Such high signicance is important from a classical perspective since it guarantees that parameter uncertainty will be essentially negligible relative to model uncertainty for prediction purposes.
One important by-product of our model are one-step-ahead predictions. In order to assess its predictive performance and validity we conducted an extensive out-of-sample predictive exercise for the last year of our sample 2013. Specically, for each month t = T + 1 in 2013, we re-estimated the model using data up to period T and produced for each census tract a one-month-ahead point prediction for month T + 1 using the MC-EIS estimate of the predictive mean E(y iT +1 |y (T ) ) in
Equations (18), (19) and ( Table 5 . We nd that monthly as well as yearly our model outperforms exponential smoothing, except for May and June, where the latter performs slightly better. This is a very positive outcome since univariate exponential smoothing is considered to be a competitive benchmark (see, Gorr et al., 2003, or Cohen and Gorr, 2005) .
Next, we test the predictive validity of our model over the same forecast period by computing the one-step-ahead predictive PIT residuals according to Equations (22) to (25). A quantilequantile (QQ) plot of the normalized predictive PIT residuals ξ * iT +1 in Equation (25) for the full year is shown in Figure 5 and indicates no signicant deviation from standard normality. This is conrmed further by the following auxiliary statistics for ξ * iT +1 we report in the left panel of Table   5 : mean, standard deviation, Jarque-Bera test statistic for normality (see, e.g., Lütkepohl, 2007) and corresponding P -values which indicate that the Null hypothesis of normality is never rejected at the 10 percent level (5 percent for July 2013).
As shown by Equation (22) and illustrated by the computation of the predictive PIT residuals, we could also trivially produce complete one-step-ahead predictive cdfs for all 138 census tracts, as well as predictive probabilities for relevant count intervals.
Conclusions
Our ndings are important at three dierent levels: Computations, criminology and law enforcement. From a computational viewpoint, we conrm the feasibility of (numerically) accurate likelihood evaluation for a high-dimensional spatio-temporal heterogeneous state-space count model.
It also allows for evaluation of a wide range of additional statistics of empirical relevance such as elasticities w.r.t. to covariates, out-of-sample predictive distributions and model validation test statistics.
From a criminological perspective, our results relative to the impact of local socio-economic covariates on severe and less severe crimes largely support prevailing conjectures in the literature.
Moreover, they strongly conrm the`broken-windows' hypothesis and enables us to use less severe crimes as a key leading indicator of more severe crimes. This implies that the coecients of the retained covariates in our predictive model represent dierential impacts between the intensity of severe and less severe crimes.
Last but not least, the computation of idiosyncratic as well as total elasticities enables us to quantify the impact of a reduction of less severe crimes on severe crime, both locally and globally through spatial diusion. In combination with the immediate availability of one-month ahead forecast statistics (means, cumulative distributions, predictive intervals) we believe that our model could play a useful role in the ecient allocation of scarce law enforcement resources, in line with but more detailed than in the pioneering results of Cohen and Gorr (2005) and Cohen et al. (2005) .
Repeated innite back-substitution starting at t = 1 yields
where
, where ⊗ denotes the Kronecker product and vec(·) the operator that stacks the columns of a matrix into a vector (see, e.g. Hamilton, 1994, p. 265) .
The heterogeneity in the mean of the normal distribution (A-3) which is generated by the unobserved pre-sample values of the covariates via the term
can be approximated by an N × 1 vector of latent independent Gaussian random variables, say
. This produces the following random-eect specication for λ 1
where ι = (1, . . . , 1) . Integrating the resulting joint Gaussian density for (λ 1 , ξ)|(X 1 , τ ) with respect to ξ leads to the following operational density for λ 1 |(τ, X 1 ) which can be used to approximate the full unconditional likelihood:
Appendix 2. Implementation of spatial EIS This appendix rst details the recursive construction of the joint (E)IS kernel k(λ (T ) , τ ; a) in Equation (14) and of the corresponding density m(λ (T ) , τ ; a) in Equation (11). Next, we discuss how to exploit the sparsity of the precision matrix H in Equation (5).
Derivation of the EIS kernel in Equation (14). We use the generic notation f L (z|µ, Σ)
to denote a multivariate Normal density for a random vector z ∈ R L with mean vector µ and covariance matrix Σ. Our rst step in the construction of the EIS kernel k(λ (T ) , τ ; a) consists in the recursive derivation of the joint conditional density f (λ (T ) |τ, λ 1 ) in Equation (14), where we omit X (T ) for the ease of notation. Also we use
as a short-hand notation for the spatial multiplier.
Lemma 1. The joint density for λ (t) given (τ, λ 1 ) implied by Equation (4) is -8) where, for t = 2 -9) and, for t > 2 -12) Proof: The initial parameter values in Equation (A-9) follow from Equation (4) for t = 2.
The recursions for the subsequent parameter values in Equations (A-10) and (A-11) obtain by application of standard Gaussian algebra to the product of f (λ t |λ t−1 , τ ) ≡ f (λ t |λ (t−1) , τ, λ 1 ) in Equation (4) and f (λ (t−1) |τ, λ 1 ) in Equation (A-8).
Note that the partitioned covariance matrix in Equation (A-11) implies the partitioned precision matrix:
In order to combine f (λ (T ) |τ, λ 1 ) as obtained from Lemma 1 with f (τ ) ≡ f (τ |λ 1 ) in Equation (10) and the Gaussian kernel k * (λ (T ) ; a * ) dened in Equation (15), we write the Gaussian density in Equation (A-8) as -14) with η = (λ (T ) , τ ), and
Next, the kernel k * (λ (T ) ; a * ) in Equation (15) is written as a joint Gaussian kernel in λ (T ) -18) where A = diag(α it ) for i = 1, . . . , N and t = 2, . . . , T , β = (β 2 , . . . , β T ) with β t = (β 1t , . . . , β N t )
(A-19)
Finally, the Gaussian kernel k(λ (T ) , τ ; a) in Equation (14) obtains as the product of the three densities/kernel in Equations (A-14), (A-18), and (A-19) and can be written as
Its integrating factor in Equation (11) is given by -22) Exploiting sparsity of H using sparse matrix algebra. Since H and G t are sparse, it follows from recursion (A-13) that H (T ) and subsequently P in Equation (A-21) are themselves sparse. Hence, we can signicantly accelerate the computations required to obtain the EIS density by running the recursion using sparse matrix functions. Moreover, we can also exploit sparsity to accelerate sampling from the large N T -dimensional EIS density m(η; a) associated with the kernel k(η; a) in Equation (A-20) . Specically, let η = µ + u, with µ = P −1 q and u ∼ N N T (0, P −1 ), where µ obtains directly by solving the sparse system P µ = q, thereby avoiding computationally costly inversions of P . Next, we reorder the elements in u according to a Symmetric Approximate Minimum Degree (SAMD) permutation of P (see, Amestoy et al. 1996) . The resulting SAMDpermuted u-vector denoted byũ withũ ∼ N N T (0,P −1 ) has a precision matrixP with a sparse Cholesky factorizationP = L L, where L is upper triangular. Draws fromũ obtain as follows: -23) where D = (d ij ) denotes the N × N matrix of spatial multipliers as dened in Equation (A-7).
Therefore,
where d i denotes the ith row of D. Let z jt denote lagged Part II crime for census tract j and, for convenience let its logs be stacked in the rst column of X t with slope coecient γ 1 , so that x j1t = ln(z jt ), j = 1, . . . , N.
(A-25)
It immediately follows that
Therefore, the N × N matrix of the (time invariant) short-term elasticities of the µ it 's w.r.t. the z jt 's (i, j = 1, ..., N ) is given by -27) Note that the diagonal elements of Φ short represent the idiosyncratic short-term elasticities of Part I crime in the N census tracts w.r.t. their respective lagged Part II crime. We can also compute the corresponding`total' elasticities for Pittsburgh.
where µ it as given in Equation (A-24) is evaluated by setting X t to its time average and λ t−1 to its approximate time average ln[(1/T )
Long-term elasticities. To nd long-term elasticities, we proceed by (innite) forward substitution in the λ t -Equation (A-23) under a xed scenario X t = X ∀t which yields
t+ . -30) and its (conditional) stationary covariance matrix Ψ is that of the innite sequence υ t . Its closed form is given by (see, e.g. Hamilton, 1994, p. 265) 
(A-32) where δ i denotes the i'th row of ∆ and ψ ii the i'th diagonal element of Ψ. It follows that
When computing the long-term impact of a permanent change in z jt (lagged Part II crime in census tract j) we need to account for the fact that such a change also aects its time average. Assuming that these two variables are stacked in columns 1 and 2 of X, we have x j1 = x j2 = ln(z j ), where z j denotes the (hypothetical) permanent value assigned to z jt . It immediately follows that the long-term elasticities are given by Equation (A-27), where D is replaced by ∆ and γ 1 by (γ 1 + γ 2 ),
i.e.
(A-34)
Long-term elasticities for total Pittsburgh are then given by under 3 3 − 4 4 − 5 5 − 6 6 − 7 7 − 9 9 − 10 10 − 13 over 13
Northside-adjacent to the stadiums (5632) Downtown (201) Southside ( 
