Dynamic futures hedging strategies have been shown to be effective in a number of markets, but the gain in risk reduction over simple, constant hedges varies. This paper examines the hedging effectiveness of German stock index DAX futures and shows that the application of a dynamic hedging strategy based on a GARCH(1,1) covariance structure, combined with an error correction of the mean returns, yields economically significant in-and out-of-sample improvements in welfare over a simple constant hedge and over a dynamic hedge with the error correction but without the GARCH(1,1) covariance structure. A nonparametric test of the model's forecasts shows that it is able to predict both portfolio returns and investor utility significantly better than the simpler alternative models considered.
INTRODUCTION
The German stock index DAX started trading in August 1990, and its futures and other derivative products were introduced in July 1991. The entry into index and related derivatives comes nine years after the Value Line and Standard and Poor's index futures made their debuts, and during which time a handful of other index futures have entered the fray. These introductions are the competitive responses of exchanges to increased demand for financial vehicles that permit global risk management, portfolio allocation, market timing and arbitrage strategies.
The traditional hedging function of futures markets becomes the natural focus of attention for the recently created stock index futures. The hedging of basic risk is grounded in the mean-variance framework of Markowitz (1952) , and was originally applied to futures hedging by Johnson (1960) , Stein (1961) , and Ederington (1979) . Constant hedge ratios that are estimated by ordinary least squares regression of historical returns of the cash position against the historical returns of the futures instrument minimize the unconditional variance of the basis by definition, and will therefore perform better than naive or onefor-one hedges in the sample from which they were estimated; however, the practical use of these hedge ratios is to establish positions for the future, and the use of constant hedge ratios as forecasts may not be optimal if the joint distribution of cash and future prices is time-varying, resulting consequently in suboptimal out-of-sample performance.
There is evidence that stock return distributions are time-varying (Pindyck, 1984; Poterba and Summers, 1986; Bollerslev, 1987; French et al., 1987; and Baillie and DeGennaro, 1990) , and that this time-variability can be taken into account by appropriately conditioning the estimation of the first and second moments and cross-moments of the joint distribution of cash and futures prices (Figlewski, 1984 (Figlewski, , 1985 Lee et al., 1987) . Autoregressive conditional heteroscedasticity (ARCH) models introduced by Engle (1982) and generalized (GARCH) by Bollerslev (1986) are proving to be useful in this regard. ARCH and GARCH models may afford better prediction of changes in the basis by internalizing the temporal variability of the covariance matrix of spot and futures price changes and by allowing shocks to volatility to persist.
This study examines a hedging model which relies on a bivariate GARCH(1,1) covariance structure and an error-correction of mean returns. We find that this dynamic model is statistically and economically superior to a constant hedge in maximizing investor welfare, and that its superiority hinges on the GARCH(1,1) covariance structure.
DYNAMIC HEDGING
Following a two-period framework, which is common in studies of the kind of dynamic hedging described here, specify the random return on a hedged portfolio by
where b t Ϫ 1 is the hedge ratio to be used in period t; s t is the change in the natural logarithm of the spot price; and f t is the change in the natural logarithm of the futures price. The covariance matrix of spot and futures price changes is given by
where ⍀ t Ϫ 1 is the information set at t Ϫ 1. An investor with mean-variance tastes,
and risk aversion parameter ␥ Ͼ 0, chooses b t Ϫ 1 to maximize end-of-period utility. The investor's optimal demand for futures is then
where the first term is the conditional, risk-minimizing hedge ratio, and the second term is the conditional, speculative demand for futures. Equation (4) highlights the fact that the welfare-maximizing futures position coincides with the risk-minimizing position only if speculative demand is zero, and that ignoring conditioning information reduces the model to its constant-hedge counterpart.
The empirical model appears below, with y the (N ϫ 2) vector representing the conditional cash and futures price changes s and f with mean t , and H their conditional covariance matrix.
where ⑀ t ͉⍀ t Ϫ 1 is t v (0,H t ) and
, the difference in the natural logarithms of the futures and spot price levels, is an error-correction term, motivated by Granger (1981) and Engle and Granger (1987) , which accounts for the two series being cointegrated despite their nonstationarity. Support for an error correction in modelling spot prices and forward or futures prices is found in Barnhart and Szakmary (1991) , Bessler and Covey (1991) , Kroner and Sultan (1993) , and Gagnon and Lypny (1997) . The parameterization of the conditional covariance matrix used here guarantees positive definiteness and is adopted from Engle and Kroner (1995) .
DATA AND ANALYSIS
The data set was provided by Deutsche Bank, Frankfurt, and consists of weekly closing prices on Wednesday for the DAX index and its near-time delivery futures contract for the period July 1991 to December 1994, for a total of 207 observations. Wednesday prices are used to mitigate possible weekend effects, although all results obtained are largely unaffected by the day of the week used. The standard futures contract size is DM100 per index point, and the minimum price movement is 0.5. Wednesday-to-Wednesday percentage changes are obtained by computing differences in the natural logarithm of price, multiplied by 100. The first 157 observations are used for model estimation, 1 and the remaining 50 for forecasting. Trading in the nearby contract is typically fairly active up to the last day of trading. To avoid expiration effects and thin trading near expiration, the hedge is rolled over into the next contract maturity for the last hedging prior to the nearby contract's expiration; in other words, data from the last two Wednesdays of the nearby contract's maturity are not used. Although the cash market closes at 1:30 p.m. and the futures market at 5:00 p.m. local time, we do not deal with the potential estimation biases resulting from the non-synchronicity of the data (Scholes and Williams, 1977; Cohen et al., 1983; Fowler and Rorker, 1983) . Table 1 summarizes an analysis of the empirical distribution of cash and futures returns that reveals characteristics consistent with time-varying volatilities. Ljung-Box (1978) portmanteau tests for up to 24th-order serial correlation in the residuals of each series, computed as simple deviations-from-mean, as well as ARCH tests (Lagrange multiplier tests) for serial correlation in the squared residuals, are consistent with time-varying conditional heteroscedasticity. The results of the Phillips-Peron test is consistent with the series being cointegrated. Table 2 reports the results from the maximum likelihood estimation of the equation (5). Four alternative models, CONST, ECT, GARCH, and GARCH-ECT, are estimated by imposing various parameter restrictions on y and H. CONST is a constant hedge model obtained by restricting ␦, A and G to zero; ECT is a dynamic model that includes the error correction but does not permit timevariation in the covariance matrix, and is obtained by restricting A and G to zero; GARCH permits time variation in the covariance matrix but omits the error correction (␦ ϭ 0); and GARCH-ECT imposes no restrictions. The use of the t distribution to model errors is supported by the small estimated degrees of freedom, v, ranging from 5 to 6. 2 Likelihood ratio tests, reported at the bottom of Table 2 , are used to compare the models. The results show that CONST possesses significantly less explanatory power than any of the three dynamic models, with likelihood ratio statistics of Ϫ29.1 (p ϭ 0), Ϫ12.9 (p ϭ 0.044), and Ϫ 42.1 (p ϭ 0) when compared to ECT, GARCH and GARCH-ECT. It is also true that restricting the encompassing GARCH-ECT to ECT, by disallowing time-variation of the covariance matrix, or GARCH, by removing the error correction, results in significantly less explanatory power (likelihood ratios of Ϫ13 (p ϭ 0.042) and Ϫ29.2 (p ϭ 0)). This suggests that the GARCH-ECT model is the candidate with the best hedging potential. In the next section, the hedging effectiveness of GARCH-ECT is compared to CONST and ECT. The GARCH model is dropped from the analysis because it is the weakest of the three dynamic models. This table reports joint maximum likelihood estimates of the mean returns and covariance matrix of returns on the DAX index and its futures contract. The parameters are estimated in the context of a bivariate GARCH(1,1) model, with an error correction of the mean equations, as described in equation (5). The index 1 refers to the cash residuals, the index 2 to futures residuals. Four models, CONST, ECT, GARCH and GARCH-ECT, are estimated by restricting various parameters to zero; restricted parameters appear as dashes (-) in the table. Likelihood ratio test statistics of the restrictions, denoted as LR, appear at the bottom. LR is distributed as Chi-square with degrees of freedom equal to the number of restrictions. All nestings are tested; for example, the test of the restrictions imposed to yield the ECT model (versus the GARCH-ECT model) can be found in the centre column of tests with LR ϭ Ϫ13 and p-value of 0.042.
HEDGING EFFECTIVENESS
Hedging effectiveness has been measured by a simple variance-or riskminimization criterion. The appropriateness of this criterion depends on whether mean futures returns are zero; if they are not, hedging may be 'too expensive'. We note, for example, that the mean futures return is significantly positive under the ECT model in Table 2 . Table 3 presents in-and out-of-sample comparisons of the hedging effectiveness of the CONST, ECT, and GARCH-ECT models under the risk-minimization criterion implied by the first term of equation (4). The table contains the mean portfolio return and portfolio variance for hedge ratios that minimize portfolio variance. In-sample, the ECT model yields the lowest variance (0.3715), but, when mean returns are also considered, no one hedging strategy is first-degree dominant. 3 Out-of-sample, the GARCH-ECT model yields the lowest variance (0.4976) and the highest mean return, clearly dominating the other two strategies.
Hedging effectiveness is more appropriately assessed according to the welfare criterion implied by maximization of expected utility as in equation (3), where hedge ratios are computed according to equation (4) in its entirety, and where the greater transactions costs of the dynamic strategies are accounted for. Table  4 presents the utility of a mean-variance investor with risk aversion parameter equal to 3 who follows the three strategies. At the beginning of the first week, the investor takes a position in futures implied by the computed hedge ratio. For each subsequent week, the hedge ratios under the dynamic models, ECT and GARCH-ECT, are revised, and the investor's portfolio is rebalanced if expected utility is higher, net of transaction costs. The round-trip cost of rebalancing is assumed to be 0.10%. 4 Shown are the mean and variance of portfolio returns over the respective sample periods. The column headed Utility is the 'actual' utility, for the period, computed from the mean and variance columns. The column headed Expected Utility is the average utility expected under optimal rebalancing, and the last column shows the number of times the portfolio was rebalanced. In-sample, the GARCH-ECT model yields both the highest actual and expected utility. Out-of-sample, the ECT is expected to yield the highest utility, but the GARCH-ECT model delivers the highest actual utility (Ϫ1.3122 versus Ϫ1.4545). It appears, therefore, that the GARCH-ECT model is the most effective. The effectiveness of the GARCH-ECT strategy is robust to variation in risk aversion and transaction costs. Table 5 replicates the utility and expected utility computations of Table 4 for transactions costs in the range 0.05% to 0.15% and risk aversion in the range 1 to 6. Each cell in the body of the table records the rank order, from highest to lowest, of welfare attained for the three models, where G stands for GARCH-ECT, E stands for ECT, and C stands for CONST. When, for example, the GARCH-ECT model yields the highest expected and actual utility, the ECT model the second highest, and the CONST model the lowest, the cell in the table shows GEC. In-sample, the GARCH-ECT model was most effective for more than two-thirds of the risk aversion-transactions cost combinations. Only at relatively low levels of risk aversion and high transaction cost, as would be expected, does either the CONST or ECT models dominate. In most instances, the ECT model ranked second, which is consistent, at least intuitively, with the estimation results. Out-of-sample, the effectiveness of the GARCH-ECT model is more pervasive, ranking highest for all combinations, but the ECT model fell to third place. These results suggest that internalization of the time-varying nature of the covariance matrix in hedge ratio estimation is valuable to such strategies.
While favourable out-of-sample performance is valuable support for a model, one may ask whether the performance in a single forecast period is significant. Further support for the GARCH-ECT model is provided by tests showing that the ECT model is not able to predict returns or utility as accurately. provides sign tests, as proposed by Diebold and Mariano (1995) , for the median difference in forecast error of the ECT and GARCH-ECT models. Forecast error for each model is measured first as the absolute value of the difference between expected and realized portfolio return. The numbers under the Return Error Differential column are the number of weeks for which the return error under the ECT model exceeded that of the GARCH-ECT model. Error is also measured as the absolute value of the difference between expected and realized utility for an investor with quadratic tastes, and a risk aversion parameter equal to 3. 5 The error differential is the difference between the ECT errors and the GARCH-ECT errors for either returns or utility; it is binomially distributed with parameters equal to the sample size and 0.5. The table shows that the in-sample median difference in forecast errors for both returns and utility is significantly positive, indicating a greater predictive accuracy for the GARCH-ECT model. Out-ofsample, the median difference in forecast error is significant for returns but marginally insignificant for utility (p ϭ 0.1013).
COMMENTARY
This study has provided evidence that a dynamic, futures hedging strategy, modelled as a bivariate GARCH(1,1) process for the covariance matrix and an error-correction process for means, is economically and statistically superior to a conventional, constant hedge with or without error-correction of means. When applied to hedging the DAX index, the strategy yielded in-and out-of-sample improvements in utility for a mean-variance investor; moreover, the utility improvements are enjoyed over a wide range of plausible risk aversion and transaction costs levels. Non-parametric tests support the robustness of the model, indicating that it is able to forecast both portfolio returns and utility with significantly less error than the alternative models considered.
How do the results presented here compare with those obtained recently for other stock indices? The comparison is difficult because different researchers have used different models. Gagnon and Lypny (1997) generate similar insample, welfare improvements for a GARCH(1,1) dynamic hedge when applied to the Toronto 35 Index; their work, however, does not consider an error correction. Other studies have limited their analyses of hedging effectiveness to risk minimization and have not accounted for the rebalancing costs of dynamic strategies. Holmes (1996) studies the hedging effectiveness of FTSE-100 stock index futures in a GARCH and error-correction framework, and finds that simple ordinary least squares hedges dominate the dynamic strategies under risk minimization. Park and Switzer (1995) find that a constant-correlation GARCH model combined with an error correction leads to improvements in variance reduction for the MMI, S & P 500, and Toronto 35 Index, but sadly, the economic significance of these improvements is not evaluated. Future research may well consider applying a consistent hedge ratio model to all indices for the basis of comparison.
