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Is Random Forest a Superior Methodology for
Predicting Poverty? An Empirical Assessment
Introduction
Poverty is a key policy concern in most countries, and in most countries, particularly in those with high levels, poverty is measured with consumption expenditures. Unfortunately, consumption expenditures are relatively complex to measure and monetary poverty is, therefore, considered complex and expensive to assess. For these reasons, poverty status is often assessed with poverty proxies, with these proxies being indicators that are highly correlated with consumption and poverty, but easier to observe and collect data on. Ethiopia is an example of a country in such a situation. For the trend in poverty, Ethiopia relies on household consumption surveys every five years; however, ideally Ethiopia would have poverty numbers at a higher frequency, which could be attained through poverty proxies. Further, it has been proposed to address poverty in Addis Ababa by providing the poor a cash transfer (World Bank, 2015) . Here, households' poverty status is also assessed through poverty proxies. Hence, poverty proxies are in many cases a key instrument for both defining levels of poverty and designing instruments to reduce poverty.
The lessons from evaluations of tracking of poverty over time through poverty proxies are positive and indicate that the approach is capable of tracking poverty over time (Sumarto et (2014)), but the evaluations also show that the method can be sensitive to the exact model applied. In many cases, the model used to predict over time is constructed in cross-section surveys from a single year. The assumption is that within-country variation in consumption and poverty proxies is informative on changes in consumption over time. This can be a strong assumption, which we return to below. In this context, model fit (measured by r-square) has been found to improve the accuracy of predictions (Christiaensen et al., 2012) , though model fit has also been found insufficient by itself to guarantee high accuracy. In evaluations where year one is used to construct a model, and year two used to evaluate accuracy, around 50 percent of models produce predictions within the 95 percent confidence interval of the measured level in year two (Christiaensen et al. with some formalization of a selection procedure. However, in their empirical evaluation using data from Jordan, they still find large variation in accuracy for different estimation models. In the case of Jordanian data, more elaborate models, including a larger range of variables, always perform better. They find that for estimations over only two years, in perfect settings, relatively elaborate models are needed for accurate predictions. successfully track quarterly poverty in Morocco using labor market surveys. Similar efforts in Sri Lanka, however, were unsuccessful (Newhouse, 2014) , arguably due to differences in questionnaire and sampling design. Hence, with lack of several rounds of data and clear guidance on selection of proxy variables, model fit is usually the preferred selection method, which is the aspect to which this paper contributes.
In this paper, we contribute to the existing literature on poverty proxies by considering an alternative algorithm for model selection and prediction of poverty status. The current common practice for estimating the trend in poverty relies on different variations of linear regressions. The imputation method developed for small area estimation by Elbers et al. (2003) (known as the ELL method) is commonly used by the World Bank. The Multiple Imputation, (MI hereafter) command in Stata is similar to ELL 2 and is also commonly used for survey-to-survey predictions of poverty. We evaluate the MI method as the current common practice, while also noting that the ELL and MI methods are very similar.
As an alternative to linear regression based methods, we evaluate the Random Forest (RF hereafter) method (Breiman, 2001 models. Comparing out of sample accuracy in three countries (Bolivia, Timor-Leste and Malawi) they find that quantile RF is not substantially better at predicting the overall poverty status of households. Quantile RF is, however, better at correctly estimating a poor household as poor, while it also has higher leakage (wrongly classifying a non-poor household as poor). The assessment is made for USAID, which in their valuation of methods punish errors in identifying the poor higher than other errors, and McBride and Nichols therefore conclude that RF can significantly improve our-of-sample performance by 2-18 percent.
To compare the accuracy of MI and RF, we apply both methods to two rounds of consumption expenditure surveys that measure poverty in six different countries. We implement two evaluations. First, we take one year of data and split it into two random samples. We generate a prediction model in the first half of the sample and evaluate the model's accuracy in the second half of the sample. Second, we implement the same setup, but using two years of data, where year one is used for modeling, while year two is used for evaluation of prediction accuracy. The first evaluation compares technical model fit and prediction only, while the second evaluates the prediction in the context of a changing economic environment.
We find that RF often has higher accuracy in predicting poverty, particularly at the rural/urban levels (as opposed to the national level). However, RF is not always more accurate and for predictions at the national level the differences in accuracy between methods is small. Hence, the very automated RF tool, that requires very little knowledge on behalf of the user, performs as well or better than current common practice. However, none of the combinations of selection and estimation methods consistently predicts poverty accurately over time, highlighting that technical model fitting within one year can be insufficient for accurate predictions over time.
Section 2 outlines the methodology applied, Section 3 describes the data, and Section 4 evaluates prediction outcomes, while Section 5 concludes.
Implementation of methods
A technical comparison of RF to linear predictions is not straightforward, as the two approaches come from different strands of literature, and generally have little in common, except that they can both be used to achieve the goal of interest: predicting poverty. This section highlights some key differences between the linear regression based imputations and RF, but, for an introduction and more in depth description on the methods themselves, see James et al. (2013) The predictive mean matching option and 100 repetitions to impute log consumption.
Stepwise To obtain RF predictions, the trees are built based on the steps outlined below and implemented in the Anaconda package in Python:
1. Split the data set in half, into a learning and evaluation sample.
2. Draw a random sample of ⅔ of observa ons with replacement for each tree from the learning data set.
3. Grow a tree based on the selected random sample:
3.1. For every node in the decision tree, randomly sample the square root of the total number of variables (called features within the literature) as potential splitting variables.
3.2. Select the variable used for splitting in each node that has the lowest Gini impurity or entropy value.
3.3. Grow each tree until a split leads to fewer than 4 observations in a leaf, or until no split leads to further decrease in Gini impurity or entropy value.
4. Repeat steps 2 and 3, 500 times.
Based on these 500 trees, a main output is the share of times (called the score function) that a household is found to be poor or not. Hence, each tree (which is a prediction model by itself) predicts the status for each household, and the score function is the average prediction for 500 different trees (or prediction models). The large number of trees is, in part, why some argue that RF is a more robust predictor, as it does not rely on a single prediction model. The reliance on standardized and automated variable selection methods provides the cleanest comparison, with minimal involvement from researchers. Further, some also use RF as a variable selection method.
Based on the 500 trees you can gauge which variables are more important than others, by counting the number of times each variable is selected for a tree. This is known as the importance score and can be used as a selection method in-by-itself. The variable selection from RF is compared to Stepwise and LASSO, by comparing predictions from MI and RF, based on the 25 variables with the highest importance score. This latter evaluation, with only 25 variables, also shows if RF is a useful tool to track poverty in a realistic setting, where cost of data collection is a critical aspect.
In the most common applications, even the explanatory variables vary between these two approaches.
MI usually predicts the consumption distribution from which the poverty headcount is calculated, while RF usually predicts a poor/non-poor dummy. As such, the MI method, unlike the application of RF, can produce additional welfare indicators that rely on the distribution of income or consumption, as depth of poverty and a number of different inequality measures. Both methods are however capable of predicting both explanatory variables.
3,4
Though both approaches utilize bootstrapping elements, they also differ in this aspect. MI relies on one model with a set of selected variables, while RF estimations are based on a large set of different models. MI estimate distributions of coefficients and errors and make draws from these distributions in each replication, but always use the same underlying model with the same set of explanatory variables.
The prediction model is at household level, even though the outcome indicator of interest -poverty headcount -is a national population statistic. Reflecting this, evaluations were undertaken with household, population and no weights. In Stata neither the Stepwise nor the LARS package allow using weights at the variable selection stage. The RF algorithm on the other hand allows weights that affect the splitting of variables and therefore alter the loss function. The weights in RF are not used when samples of observations are drawn for each tree, while MI on the other hand does allow the use of weights at this stage.
Data
The evaluation utilizes data from six countries: Albania, Ethiopia, Malawi, Rwanda, Tanzania, and Uganda. Poverty is defined as monetary poverty, and the evaluation follows the definition as applied by the government and statistical agencies in each of the countries. In all countries poverty is defined based on consumption expenditure aggregates.
These countries are considered to have comparable consumption data for at least two years, but also represent good variation in number of years between surveys and level and trend in poverty. 5 This allows testing of different estimation models in different circumstances.
The level of poverty varies from 12.5 % in Albania to 50.2 % in Malawi in the most recent year (Table 2) .
Over four and five years respectively, Rwanda and Uganda both experienced substantial and significant poverty reduction in both rural and urban areas. In both cases, poverty was reduced more in rural areas than in urban areas, while urban areas continued to have lower levels of poverty. In Albania, poverty fell at the national level over three years, but was driven by significant poverty reduction in rural areas, while urban poverty did not change significantly. In Malawi, urban poverty fell substantially over five years, though it was insufficient to significantly change poverty at the national level. Finally, in Tanzania, poverty in rural areas increased by five percentage points over just two years, while poverty did not change significantly in urban areas. 6 These diverse trends in poverty test if the approaches are capable of replicating poverty at different levels and with different trends. Notes: Numbers might not match official numbers as sample at times varies from those used in official reports, due to missing observations n some explanatory variables. *In Malawi, the sampling for urban areas was changed from only sampling four major urban areas to sampling urban areas in all districts. The change can jeopardize comparability and poverty rates for the four major urban areas, as well as for all urban areas presented.
Appendix table A1 shows full references to data sources.
Ethiopia, Malawi, Albania, and Rwanda are cross-section household surveys with large samples. The first year of data for Uganda and Tanzania is a large, cross-section sample, while the second year is a panel impact on the consumption aggregate or its distribution. To be conservative, the Ethiopean data is only used in the analysis relying on a single year. 6 In the published data, the increase in poverty is only significant at the 10 % level, while here it is found to be significant at 5 % level. The exclusion of households with missing explanatory variables could drive this difference. following a part of the first year of data. In both panels, split and moving households were tracked. In all six countries, data are collected from the following eight sections of the questionnaire:
demographics, education, food consumption, non-food consumption, housing quality, ownership of durable goods, employment, and location. All categorical variables have been turned into dummies and extremely skewed variables were excluded.
Results
To compare the two approaches the results are based on a comparison of the prediction accuracy of the following six models:
1. RF using Gini impurity loss function.
2. RF using Entropy loss function.
MI with Stepwise variable selection.
4. MI with LASSO variable selection.
5. MI with 25 variables based on importance score from RF 6. RF with 25 variables based on importance score from RF.
To evaluate more closely the methodological aspects only, the first section shows results based on predictions within same year based on a randomly split sample, where one-half is used to build a model, the other half used to evaluate accuracy of predictions. The second section evaluates prediction accuracy over time based on two years of data, where year one is used for modeling and year two used to evaluate 7 See complete documentation of surveys on www.worldbank.org/lsms. prediction accuracy. The later illustrates a realistic setting in which the economic environment changes over time.
The Gini impurity loss function is not to be confused with the Gini coefficient measure of inequality, which might be more familiar to many. The Gini impurity loss function is a measure of how often a randomly chosen element from the set would be incorrectly labeled if it were randomly labeled according to the distribution of labels in the subset. For further details see the documentation in the python package.
Predictions within same year
Comparing prediction accuracy from the linear regression based models and RF, using one year of data randomly split into two halves, shows that both approaches do well at the national level, though RF models are generally more accurate. 8 Mean square error (MSE) between the predicted poverty rate and the measured poverty rate for RF and MI estimations is on average very similar. However, looking at MSE for urban and rural areas combined, RF has notably higher accuracy in four out of six countries, and is better at the mean (Column 7 and 8 vs 3 and 4, Table 3 ). The results are consistent with RF being perceived as a more robust method. The pattern of RF and MI being similar at the national level, with higher accuracy at the urban/rural levels for RF, is observed for both variable selection methods (Stepwise vs. LASSO), and for different loss functions for RF (Gini vs. Entropy) ( Table 3) .
The results are not systematically better for MI using Lasso or Stepwise, though accuracy can be model dependent. See for instance predictions for Ethiopia, where Lasso is very accurate, while Stepwise is not (Column 1 and 2, Table 3 ). High accuracy at national level is also not a guarantee for high accuracy at lower levels. In Malawi, for instance, poverty is accurately predicted with both Lasso and Stepwise at national level, but poorly predicted at urban and rural levels. RF does not seem sensitive to variation in loss function, as both Gini or entropy loss functions leads to very similar results in all countries (Table 3) . Predicting poverty with MI based on the 25 variables with the highest importance score from RF leads to improved accuracy in four out of six countries and a lower average error, indicating that RF variable selection might have some advantages (Table 4 , column 4 and 5) compared to Stepwise and Lasso, though all models perform well.
Restricting RF predictions to a limited set of variables also illustrates a realistic setting in which poverty is tracked with smaller surveys that only collects data on a limited number of aspects. 9 There is no loss of accuracy in predicting poverty using the restricted model with only 25 variables compared to the full model without restrictions (Table 4 ). There are minor variations in each country between the full and restricted models, with the restricted models slightly more accurate on average. Hence, the RF approach also predicts poverty accurately using only a small model, and can therefore be a real alternative for tracking of poverty with predictions. Poverty is a population statistic and all final estimates are calculated using appropriate population weights from the surveys. The underlying model is generally a household model, as all members of households are given the same poverty status. As mentioned in the introduction, applying household weights in RF alters the loss function, thereby influencing the estimation models, while neither Stepwise nor Lasso in Stata have this option. Appendix table A3 shows that prediction accuracy does not systematically depend on the type of weight or if weights are applied at all, when using MI, though there is some notable variation in accuracy for the same country and model. For RF, this sample of countries indicates that population weights marginally improve performance over household weight or no weights, though the variations in accuracy are too small to draw firm conclusions.
Predictions over time
Results thus far have focused on prediction within the same time period allowing a cleaner comparison of different approaches; this part focuses on predictions over time. Predictions over time show that none of 9 Kilic and Sohnesen (2014) find that changing the questionnaire from a long to a short version can, by itself, lead to different predictions of poverty. the methods is consistently accurate enough (Table 5) . Here accurate enough is seen as national estimates that fall within the 95 percent confidence interval of the measured level in year two. The results shaded in grey are national poverty estimates that are outside the measured 95 percent confidence interval of the survey poverty headcount. For RF, three out of five estimates are within this threshold, while five out of ten are within this threshold for MI. Hence, only about half of the models predict poverty accurately.
The relatively favorable results found for RF in urban/rural areas in 3 are not found for predictions over time, and no selection nor any prediction method consistently perform better than the others. It's noteworthy that the variation in prediction error between Lasso and Stepwise in some cases is quite large.
This illustrates how results can be sensitive to the exact model applied. 
Conclusion
Random Forest has been used successfully as a data driven prediction method in different fields of research. This paper shows that Random Forest is also a good predictor of poverty; in some cases, a better predictor than current commonly applied methods. Random Forest is not the most accurate method in all cases, it is, however, more robust and does not make as large prediction errors at rural/urban levels as commonly applied linear regression models. This is fully in line with the RF literature that emphasizes that the reliance on many models makes RF a more robust predictor. The reliance on multiple models is an integrated part of the RF approach, and though such iterative approaches and resilience testing by applying multiple models could be applied to linear regression methods, it is rarely done in any systematic way. The lack of any industry standard and lack of readily available programs for such iterative approaches within a linear regression framework likely hamper widespread and systematic use. RF is simple and automated to use and could be used instead of, or as a complement to, other methods currently in use.
Existing evaluations show that you can fit a model on cross-section data and use it to predict poverty over time, but also that technical model fit, in itself, is an insufficient decision criteria. Large variations in predictions for different models indicate that some models are incapable of taking price and economic changes into account. This evaluation supports these observations, as only about half of the models accurately predict poverty over time. However, the prediction errors are mostly found in Tanzania and Uganda, both -and the only -countries that rely on panel data. This could indicate that the attrition between survey rounds adds a systematic bias to the predictions. 
