Abstract. Anderson introduced a p-adic version of soliton theory. He then applied it to the Jacobian variety of a cyclic quotient of a Fermat curve and showed that torsion points of certain prime order lay outside of the theta divisor. In this paper, we evolve his theory further. As an application, we get a stronger result on the intersection of the theta divisor and torsion points on the Jacobian variety for more general curves. New examples are discussed as well. A key new ingredient is a map connecting the p-adic loop group and the formal group.
A key step in our theory is a map (3.17) connecting the p-adic loop group and the formal group, which is constructed using the theory of the Hasse-Witt matrix and Artin-Hasse exponential. We expect this new map could be useful for other purpose.
1.1. Cyclic quotient of Fermat curves. Let p be a prime and K a finite extension of Q p . Let d be an odd prime such that p ≡ 1 mod d and let a ∈ Z be such that 1 < a < l.
We consider the smooth projective model X of an affine curve over K defined by
The genus of X is g = (d − 1)/2. Let ∞ be the unique point on X which does not lie above the affine curve (1.1). The Jacobian variety Jac(X) and theta divisor Θ of X are defined as the group of isomorphism classes of invertible sheaves on X of degree zero and (1.2) Θ := {L ∈ Jac(X) | H 0 (X, L((g − 1)∞)) = 0} ⊂ Jac(X)
respectively. For any n ∈ Z >0 , we denote by Jac(X)[p n ] the subgroup of Jac(X) consisting of the elements of order divisible by p n . Fix a primitive d-th root of unity ζ d ∈ K * which actually belongs to Z p ⊂ K by the assumption p ≡ 1 mod d. We define
where ζ d L makes sense since Jac(X)[p n ] is a Z p -module. We have Jac(X)[p n ] 1 ∼ = Z/p n Z if K is sufficiently large (see Prop. 4 
.8). A part of Anderson's result is the following:
Theorem 1.1 (Anderson [1] ). We have Jac(X)[p] 1 ∩ Θ = {0}.
We will generalize this result by showing the following: Theorem 1.2. For any n ∈ Z >0 , we have Jac(X)[p n ] 1 ∩ Θ = {0}.
Remark 1.3.
(1) In Thm. 1.1, Anderson also proved a similar statement for certain translates of Θ (see Rem. 5.2). We will generalize this result as well (see Thm.
5.1).
A similar remark applies to Thm. 1.4 below too. (see Thm. 4.11).
(2) When X is a hyperelliptic curve (that happens if and only if a = 2, (d+1)/2, d−1), Thm. 1.2 (and the same statement for p ≡ −1 mod d) was proved by Grant [6] .
Main result.
In order to state our main result, we introduce some notations and definitions. Let p be a prime and K a finite extension of Q p . Let X be a smooth projective geometrically connected curve over K of genus g ≥ 2. Suppose that X admits a smooth projective model X over the ring of integers O K in K. We write Y := X ⊗ O K F for the special fiber of X, where F is the residue field of K. Suppose also that we are given a distinguished K-rational point ∞ ∈ X(K) and write ∞ ∈ Y (F) for the reduction of ∞.
Recall that the Weierstrass gap sequence of X at ∞ is defined by W G ∞ (X) := {n ∈ Z ≥0 | H 0 (X, O X (n∞)) = H 0 (X, O X ((n − 1)∞))}, (1.4) which is a subset of {1, 2, . . . , 2g − 1} with cardinality g. This definition applies to Y and ∞ as well. We define Jac(X), Jac(X)[p n ] and Θ as in §1.1 (see (1.2) and around). The main results of this paper are the following two theorems. Theorem 1.4. Let δ : X → X be an automorphism of X defined over K such that δ(∞) = ∞. We suppose the following conditions:
(1) The order d of δ satisfies d ≥ 2g + 1 and p ≡ 1 mod d;
(2) Y is ordinary;
It then turns out that, for any uniformizer t at ∞, the value ζ d = (t/δ * (t))(∞) of the rational function t/δ * (t) at ∞ is a primitive d-th root of unity and is independent of the choice of t (see §4.6). Let n ∈ Z >0 and define Jac(X) [ In some cases, we expect that Theorem 1.5 combined with other methods could be used to determine the set Jac(X)[p] ∩ Θ completely. (A similar strategy is taken in [2] and [24] for the Manin-Mumford conjecture.) In this paper, however, we do not pursuit this direction and leave it as a further problem. Remark 1.6.
(1) Theorem 1.2 will be deduced from Theorem 1.4 as a special case.
See Theorem 5.1 for details.
(2) The assumption in Theorem 1.4 is quite restrictive. If X admits an automorphism of prime order d > g + 1, then X must be isomorphic to a cyclic quotient of a
Fermat curve over an algebraic closure of K (see [9] ). There are, however, many curves that admits an automorphism of non-prime order d ≥ 2g + 1. We will discuss such examples in §5.2.
(3) On the other hand, the assumption in Theorem 1.5 is quite mild. Indeed, the assumptions (2) and (3) are satisfied in "generic" situation.
1.3.
The p-adic soliton theory. We explain the outline of the proof. We use the notations introduced in §1.2.
The completion K(X) ∞ of the function field K(X) of X at ∞ is isomorphic to the field of Laurent power series K(( 1 T )). We fix such an isomorphism, and let A be the image of the composition H 0 (X \ {∞}, O X ) ֒→ K(X) ֒→ K(X) ∞ ∼ = K(( 1 T )). Then A is an element of the A-part of the Sato Grassmannian Gr alg A (K), which is by definition the set of all A-submodules V of K((
of an invertible sheaf L on X and a trivialization σ of L on the infinitesimal neighborhood at ∞ is called a Krichever pair. For a Krichever pair
, where the first arrow is induced by σ. Then V (L, σ) ∈ Gr alg A (K), and the correspondence (L, σ) → V (L, σ) defines a bijection between the set of isomorphism classes of Krichever pairs and Gr alg A (K). Consequently, we obtain a surjective map
where Pic(X) is the Picard group of X. (So far the base field K can be arbitrary.) Now let us assume that A has a nice p-adic property which we call strictly integral (see Definition 3.1; roughly speaking, this corresponds to the assumption (3) in Theorem 1.4). Then we have the Sato tau function τ A an : Γ → K which enjoys the 'key property' explained below. Here, Γ is the p-adic loop group which contains a subgroup Γ + of all formal power series h(
] whose radius of convergence is strictly larger than 1. There exists a non-trivial action of Γ on a subset of Gr alg A (K) (which contains A). The 'key property' of the Sato tau function is that, for h(T ) ∈ Γ + , one has τ A an (h(T )) = 0 if and only if [h(T )A] A ∈ Θ. Therefore, given an invertible sheaf P on X, one can prove P ∈ Θ by the following strategy:
When X is given by (1.1), Anderson worked out the constructions (1) and (2) by explicit calculation using the defining equation. We will develop a general theory for (1) and (2) by using the Hasse-Witt matrix of Y and Artin-Hasse exponential. Let us explain a bit more about (2) , under the situation of Theorem 1.4. In order to construct p-torsion points,
for suitable u ∈ O * K . The key property is that the radius of convergence of h(T ) is > 1 and hence h(T ) belongs to Γ + . In order to construct p n -torsion points for n ≥ 1, we will use the Artin-Hasse exponential
The key property is that e AH (T ) belongs to
, and hence h(T ; π) := e AH (πT ) belongs to Γ + for any element π of the maximal ideal of O K . We will construct a certain formal power series l 1 (X) (see (3.33 For (3), we follow Anderson's method [1] . Namely, we use an expression of τ A an (h(T ))
as an infinite sum of the product of the Schur functions and Plücker coordinates (see 1.4. Notations. For an abelian group A and n ∈ Z, we write A[n] := {a ∈ A | na = 0}.
For any scheme S, we denote by Pic(S) the Picard group of S. If X is a smooth projective irreducible curve over a field, we write Jac(X) = {L ∈ Pic(X) | deg L = 0}.
Sato Grassmannian and Krichever correspondence
2.1. Partitions and Maya diagrams. A sequence κ = (κ i ) ∞ i=1 of non-negative integers is called a partition if κ i ≥ κ i+1 for all i ∈ Z >0 and if κ i = 0 for all sufficiently large i. For a partition κ, we define the length l(κ) and weight |κ| of κ by
We write Par for the set of all partitions. The set Par is equipped with a partial ordering defined by λ ≤ κ if and only if
We write Maya for the set of all Maya diagrams. For M ∈ Maya, we define the index
is a (unique) increasing sequence of integers such that M = {s i (M ) | i ∈ Z >0 }. It is well-known (and easy to show) that κ(M ) is indeed a partition, and that
is a bijective map.
2.2. Sato Grassmannian. Let F be a field. We work with the field of Laurent power series
of Z and a natural map
Note that we have
We call V and
, and hence
of all homothety equivalence classes.
Standard basis and Plücker
with a strictly increasing sequence of integers {s i }. There exists a unique basis
correspondence with the set of all
satisfying (1) and (2) above. Let V ∈ Gr alg (F ) and take the standard basis
. The Plücker coordinate P λ (V ) of V at λ ∈ Par is defined to be the common value of (2.3)
for all sufficiently large n. The following lemma is an immediate consequence of definition (see [1, §2.6] ).
(In the next subsection, we will construct examples of A arising from geometry.) It follows that M (A) ⊂ Z ≥0 and there exist integers µ 1 , . . . , µ g A such that
Hence A is an element of Gr alg (F ) of index 1 − g A . There is a decomposition of F -vector spaces (2.6)
We define the A-part of the Sato Grassmannian Gr
Note that Gr 2.5. Coordinate ring of a curve minus one point. Let X be a smooth projective geometrically connected curve of genus g ≥ 2 over F equipped with an F -rational point ∞ ∈ X(F ). LetÔ X,∞ be the completion of the local ring O X,∞ of X at ∞. We fix an
Then A is an F -subalgebra of F (( Suppose we are given a divisor D = P ∈X n P P on X. The associated invertible sheaf
Note that A = V (O X , N ), and that V (L, σ) belongs to the A-part of the Sato Grassmannian Gr
We define the theta divisor Θ by
defines a bijective map, compatible with the product structures, between the set of all isomorphism classes of Krichever pairs and Gr alg A (K). In particular, the semigroup Gr alg A (K) is actually an abelian group. Let us denote by
Krichever pair (L, σ).
(2) We have the following:
(c) Let n ∈ Z and V ∈ Gr alg A (F ). Then, there is an isomorphism
A proof can be found in [1, §2.3-2.4] (see also [16] and [22, §6] ). 
Remark 2.4. The Krichever correspondence can be extended to any integral proper geometrically connected curve X over F with a smooth F -rational point ∞ ∈ X(F ), upon replacing Pic(X) by its compactification [20] (which is no longer an abelian group). See [16] and [22, §6] for details.
2.8. Hermite basis. Let µ = (µ 1 , . . . , µ g ) be as in (2.9) . By Serre duality, we have
Hence there exists a unique basis
is called the Hermite basis.
Let m ∈ Z >0 . It follows from (2.6) that there exist (unique)
The following result is due to Stöhr and Viana:
Proof. For the completeness sake, we recall the proof given in loc. cit. We write b
[m]
is regular except at ∞, and its residue at ∞ is given by c i,
ij . (Here F (X) is the function field of X.) The proposition follows from the residue theorem.
2.9. Hasse-Witt invariant. Suppose now that F is a perfect field of characteristic p > 0.
We also assume p ≥ 2g. There exists an additive map C : [13, A2] ). It is characterized by the following (c i,pµ j ). More generally, for any k ∈ Z ≥0 we have
and hence we get an equality in M g (F )
(1) The matrix e (1) is the Hasse-Witt matrix of X with respect to the Hermite basis.
(2) The following conditions are equivalent:
(a) X is ordinary;
Proof. This is an immediate consequence of Proposition 2.5 and (2.17).
Remark 2.7. In loc. cit., Stöhr and Viana also deal with the case p < 2g, but we will not need this result.
p-adic theory of Sato Grassmannian
In this section, p is a fixed prime number and K is a finite extension of Q p . We write | · | for the absolute value on K such that |p| = 1/p. We set
3.1. The reduction map. We study the relation between Gr alg (K) and Gr alg (F). For
, we write ||a|| := sup i∈Z |a i | ∈ R ≥0 ∪ {∞}.
be the standard basis of V (see §2.3). (Note that ||v i || = 1 if and only if ||v i || ≤ 1 because v i is supposed to be monic.)
(2) We call V integral if V is bounded and ||v i || ≤ 1 for all sufficiently large i ∈ Z >0 .
(3) We call V strictly integral if V is bounded and ||v i || ≤ 1 for all i ∈ Z >0 .
We set Gr
We shall rewrite these properties using the reduction map
The restriction of (3.1) induces a surjection O(V ) → V red . For n ∈ Z, we set
The definitions in 3.1 are best understood in terms of the Maya diagrams of V and V red (see §2.2).
Proposition 3.2. Let V be a bounded element of Gr alg (K).
(1) The following conditions are equivalent:
If these conditions hold, we have κ(V ) ≤ κ(V red ).
(a) V is strictly integral;
the standard basis of V , and let
First we prove (2) . If (a) holds, then
Hence (b) and (c) follow immediately. It is easy to see that (c') is implied by either of (b) or (c). It remains to prove the implication (c') ⇒ (a). We prove its contraposition. Suppose that
is an element of M (V red ) which does not belong to M (V ). This completes the proof of (2).
We prove (1) . Suppose (a). Take
Thus we get the surjectivity of O(V ′ n ) → (V ′ red ) n for all n by (2) . On the other hand,
As we have remarked before (3.3), the
for any n ≥ s n 1 −1 because we have U n = U and U red = (U red ) n . We conclude that
Then V ′ is a strictly integral element of Gr alg (K), and we get
On the other hand, let U be the K-linear span of
. This proves (c).
. Then V ′ is a strictly integral element of Gr alg (K) by (2) , and hence V is integral.
If the condition (b) is satisfied, then s i ≥s i holds for all i. Hence κ(V ) ≤ κ(V red ).
3.2. p-adic analytic Sato Grassmannian. In addition to the field of Laurent power series K(( 1 T )), we will work with another field
This is a complete discrete valuation field whose absolute value is given by
We regard H as an ultrametric Banach algebra over K equipped with a norm · . We define closed subspaces H + and H − of H by We regard both K(( 1 T )) and H as K-linear subspaces of i∈Z KT i (which itself is no longer a ring). For a subset W of H, we set
This defines an injective map alg : Gr
(2) Let V ∈ Gr alg (K). The following conditions are equivalent:
Consequently, we get a bijective map
whose inverse is given by V → V an .
For a subset W of H, we set O(W ) := {w ∈ W | ||w|| ≤ 1} and M(W ) := {w ∈ W | ||w|| < 1}. There is a canonical surjective map
3.3. The p-adic loop group. For a real number ρ such that 0 ≤ ρ < 1, we define
(When ρ = 0, the group Γ 0 is written by Γ − in [1] .) The p-adic loop group Γ is defined to be the union of Γ ρ for all 0 ≤ ρ < 1.
We have an action of Γ on Gr
for any h(T ) ∈ Γ and W ∈ Gr an (K). This induces an action of Γ on Gr alg,int (K) through (3.4). Explicitly, for V ∈ Gr alg,int (K) and h(T ) ∈ Γ we have
The action of
on Gr alg,int (K) reduces to the trivial action on Gr alg (F), that is,
3.4. Schur function. Let λ be a partition (see §2
If we declare the degree of h i to be i, then S λ (h) is homogeneous of degree |λ|. It follows that, if h(T ) ∈ Γ ρ ∩ Γ + for some 0 < ρ < 1, then we have (1) For h(T ) ∈ Γ, we have τ W (h(T )) = 0 if and only if
(Compare Theorem 2.3 (2d).)
(2) Suppose that W alg is strictly integral (see Definition 3.1). Then the following equality (Sato expansion) holds for any h(T ) ∈ Γ + :
Here P λ (W alg ) is the Plücker coordinate (2.3) and S λ (h) is the Schur function (3.9).
Corollary 3.5. Let W ∈ Gr an (K) be such that W alg is strictly integral. Let 0 < ρ < 1 
whence h(T ; π) ∈ Γ |π| ∩ Γ + . For a finite sequence of positive integers µ = (µ 1 , . . . , µ g ) and
where ρ := max
Proposition 3.6. We suppose one of the following conditions:
(1) Let π ∈ M K \ {0} and set h(T ) = h(T ; π), ρ = |π|. Let κ ∈ Par be a partition
(2) Let g be an integer such that 0 < g < p and π = (π i )
Then we have h(T ) ∈ Γ + ∩ Γ ρ and |S κ (h(T ))| = ρ |κ| . Consequently, we have h(T )W alg ∩
an (K) such that W alg is strictly integral and κ = κ(W alg ).
Proof. It is clear from the definition that h(T ) ∈ Γ + ∩ Γ ρ in both cases. We prove |S κ (h(T ))| = ρ |κ| . The proof of (1) is again the same as Anderson's proof of [1, Lemma 3.5.1]. The point is that, by the latter part of (3.12), one can combinatorially compute S λ (h(T )) for a small partition λ. The result is (see loc. cit.)
where the hook length HL(λ; (i, j)) is by definition the cardinality of the set
By the assumption κ 1 + l(κ) ≤ p, we see that HL(κ; (i, j)) is a p-adic unit for all 1 ≤ i ≤ l(κ), 1 ≤ j ≤ κ i . This shows (1). Next, we consider (2). In this case, S κ (h(T )) is given by the coefficient of T g in h(T ). By assumption, we get
which proves (2). The last statement follows from Corollary 3.5.
3.7. g-dimensional family of p-adic loops. Let A be a K-subalgebra of K(( 1 T )). Assume that A satisfies (2.4) and (3.14)
A is a strictly integral element of Gr alg (K) (see Definition 3.1).
Let A an be the closure of A in H, so that A an is a K-subalgebra of H. By the definition of the action of Γ on Gr an (K) and on Gr alg,int (K) (see (3.7)), we have
We define an abelian group Γ A by
(Here Γ 0 is the group (3.6) with ρ = 0.) We write [h(T )] for the class of h(T ) ∈ Γ in Γ A .
Then we get a well-defined injective map
Recall from §2.4 that the assumption (2.4) implies that M (A) ⊂ Z ≥0 and there exists an increasing sequence 1 ≤ µ 1 < · · · < µ g A of positive integers satisfying (2.5). Set
) and µ := (µ 1 , . . . , µ g ). Using (3.13), we define a map
(It should be noted that (3.17) is not a group homomorphism, even if we endow M ⊕g K with an abelian group structure induced by the formal group in Theorem 4.5 below.) Proposition 3.7. The map (3.17) is injective.
For the proof, we need an auxiliary lemma. Let π ∈ M K . There is a homomorphism (see (3.6))
The kernel of (3.18) is denoted by Γ |π|− . Hence we get an injective homomorphism 19) . Then, we have b µ j = 0 for all j = 1, . . . , g.
Proof.
We take the standard basis {a i (T ) = j a ij T j } i of A (see §2.3). Note that |a ij | ≤ 1 for all i, j by (3.14). Since h(T ) ∈ A an , we can write h(T ) = Take j ∈ {1, . . . , g}. Let l be the smallest integer such that µ j < s l . Then we have
This proves the lemma.
Proof of Proposition 3.7. We take a uniformizer π K ∈ M K . For q ∈ R >0 , we definē
(equipped with an abelian group structure induced by the addition of M K ) if q ∈ Z >0 , andM q K := 0 otherwise. By passing to the quotient, (3.17) induces an injective homomorphism
for any i ∈ R >0 . It suffices to show the the injectivity of the homomorphism (3.20)
induced by (3.17) for all i. Fix i and take π = (π j ) ∈ M ⊕g K . Suppose |π j | ≤ |π K | i/µ j for all j and the class of π belongs to the kernel of (3.20) . We need to show the class
is trivial for all j. This amounts to showing b µ j = 0 for all j = 1, . . . , g, Lemma 3.8 . This completes the proof of Proposition 3.7.
3.8. p n -torsion points. We keep the assumption that A ⊂ K(( 1 T )) is a K-subalgebra satisfying (2.4) and (3.14) . By the assumption (3.14), the decomposition (2.6) restricts to
(Recall that µ = (µ 1 , . . . , µ g ) is a sequence of positive integers satisfying (2.5).) By (3.21), for all k ∈ Z ≥0 there exist (unique)
⊕g and
for all j ∈ {1, · · · , g}. (This is to say, with the notation in (2.16),
.) Using the matrix e (k) , we introduce a vector of formal power series:
⊕g K , we write || π|| := max(|π 1 |, · · · , |π g |). We define for each n ∈ Z ≥0 (3.13) for the definition of h µ (T ; π).) Consequently, we get an injective map
For the proof, we need a lemma, which will be used in the proof of Proposition 3.13 again.
and n ∈ Z >0 . If two elements c and π of M K satisfy |c| < |p n−1 | and |π| ≤ |p| 1/(p n −p n−1 ) , then we have
Proof. For all k ∈ Z ≥0 , we have
(The latter equality holds if and only if k = n, n − 1.) Since the radius of convergence of exp(T ) is |p| 1/(p−1) , it follows that exp(c
, and exp(c
. We are done.
Proof of Proposition 3.9. We calculate
where we used l( π) = 0 at ( * ). Now Lemma 3.10 proves [h µ (T ; π) p n ] = 1 in Γ A . The injectivity of (3.25) follows from Proposition 3.7.
The following proposition will be used in the proof of Theorem 1.5:
Proposition 3.11. Suppose that det(e (1) ) ∈ O * K . Then there exists a finite extension K ′ of K such that, upon replacing K by K ′ , we have |T 1 | = p g and the set
Proof. We shall use the following classical result [8, §3, Satz 10]: LetF be an algebraic closure of F. Let L ∈ M g (F), and let ρ be the rank of the matrix
, where 
Consequently, for any L ∈ GL g (F) we get
To prove the proposition, we may suppose that there exists ̟ ∈ K such that ̟ p−1 = p.
Then we have
By (3.28) and Hensel's lemma, after replacing K by its finite unramified extension, we
, each of which gives rise to an element (π 1 , . . . , π g ) = (̟u 1 , . . . , ̟u g ) of T 1 . Moreover, at least p g − p g−1 elements among them satisfy |u g | = 1 by (3.29), and each of them gives rise to an element (π 1 , . . . , π g ) = (̟u 1 , . . . , ̟u g ) of the set (3.27). We are done.
3.9. Cyclic group action. Let d be an integer such that p ≡ 1 mod d and let ζ d ∈ Z p ⊂ K be a primitive d-th root of unity. We define a K-algebra automorphism δ : (3.14) and the following condition: (3.30) δ restricts to an automorphism of A.
We also assume
By (3.31), we have µ i ≡ µ j mod d for any 1 ≤ i < j ≤ g. Since the action of δ on
) respects the decomposition (3.21), the matrix e (k) introduced in (3.22) must be diagonal. In particular, we have
gg .
We define
so that we have
We also define for each i ∈ {1, . . . , g}
Proposition 3.12. Let i ∈ {1, . . . , g} and n ∈ Z >0 . Suppose that e
Moreover, for any π ∈ T n,i \ {0} there exists s ∈ {1, . . . , n} such that |π| = |p| 1/(p s −p s−1 ) .
For any s ∈ {1, . . . , n}, the cardinality of the set
Proof. It is seen from the derivation that l i (X) has no multiple root. Then the proposition is deduced by looking at the Newton polygon (see, for example, [5, Proposition 2.9]).
There exists a unique continuous K-algebra automorphism H → H which coincides with δ on H ∩ K(( 1 T )). We denote this automorphism by the same letter δ. It induces an automorphism Γ A , which is also denoted by δ. For µ ∈ Z/dZ and a Z p -module M equipped with a Z p -linear automorphism δ of order d, we define (3.37)
Proposition 3.13. Let π ∈ T n,i for some n ∈ Z >0 and i ∈ {1, . . . , g}, and let h(
where we used l i (π) = 0 at ( * ). Now Lemma 3.10 completes the proof.
4. Curves over p-adic fields 4.1. Notations. We use the same notations for p, K, |·|, O K , M K and F as in the previous section. Let π K be a uniformizer of O K . Let X be a regular scheme over O K such that the structure morphism X → Spec O K is separated, smooth and projective of relative dimension one with geometrically connected fibers. We write
for the generic (resp. closed) fiber. Suppose that the genus g of X satisfies g ≥ 2. Suppose also that there exists a section ∞ : Spec O K → X of the structure morphism. We regard the image of ∞ as a reduced closed subscheme of X, which is also denoted by ∞. We write
closed) point of ∞.
Recall that the inclusion map j : X → X (resp. i : Y → X) induces an isomorphism j * : Pic(X) ∼ = Pic(X) (resp. a surjection i * : Pic(X) → Pic(Y )). The composition
is called the specialization. The kernel of this map is denoted by Jac(X): (4.2) Jac(X) := {L ∈ Pic(X) |L = 0}.
4.2.
Existance of a good trivialization. LetÔ X,∞ be the completion of the local ring O X,∞ of X at ∞, which is a regular two dimensional local O K -algebra. The prime ideal P ∞ ofÔ X,∞ defined by ∞ is of height one, hence principal. Thus there is an isomorphism
where v ∞ (resp. v Y ) is the normalized discrete valuation onÔ X,∞ given by P ∞ (resp. the height one prime ideal defined by Y ). We write N for the induced embedding of the
The isomorphism N 0 also induces four maps:
We denote the composition map Spec
Using N andN , we define (see (2.7)).
, then A is strictly integral (see Definition 3.1 (3)).
We will prove a more general proposition. Define a subset of X by (4.6) D * := {P | P is a closed point of X whose reduction is ∞} \ {∞}.
Proposition 4.1 is a special case of the following proposition applied to D = 0:
) be the Krichever pair constructed in §2.6. Then we have the following.
(
For the proof, we need a lemma.
Lemma 4.3. Let f ∈ K(X) be a rational function on X that has no pole on D * . Then,
Proof. Since f can be written as a ratio of two elements of O X,∞ (⊂Ô X,∞ ), Weierstrass preparation theorem shows that there are two distinguished polynomials P (
Since a zero of a distinguished polynomial has absolute value < 1, the assumption implies that Q can be chosen so that it has no zero other than 
, which induces an N -trivializationσ ofL. By construction, we have V (L,σ) = V red (see (3.2) ). Since the degree of an invertible sheaf is preserved by the specialization (4.1), M (V red ) is a Maya diagram having the same index with M (V ). Now (1) follows from Proposition 3.2 (1) . (2) follows from (1) and Proposition 3.2 (2).
4.3. p n -torsion points of the Jacobian. From now on we suppose W G ∞ (X) = W G ∞ (Y ).
Then A (which we defined in (4.5)) is strictly integral by Proposition 4.1, hence we can apply the results of §3.8. Let µ = (µ 1 , . . . , µ g ) be as in (2.9). Let n ∈ Z >0 . In view of (3.8) , the composition of (3.25), (3.16) and (2.12) defines an injective map (see (4.2)) (4.7)
(See (3.13) for the definition of h µ (T ; π).) will not be used in the proof of our main results, but it might be interesting for its own sake.
Let J X /K be the Jacobian variety of X so that J X (K) ∼ = Jac(X). Let J X /O K (resp. J X /O K ) be the Néron model (resp. the formal group) of J X . The group of O K -rational pointsĴ X (O K ) onĴ X is naturally identified with Jac(X) (see (4.2) ).
and that K is absolutely unramified. Then the vector l(X 1 , · · · , X g ) defined in (3.23) gives a logarithm function of a formal group over O K which is isomorphic toĴ X .
Proof. We recall basic facts in [12] . Let (V, 0) be a pointed formal Lie variety over O K . 
where we set
Suppose that (V, 0) has a structure of commutative formal Lie groups with the identity 0. Let m, p 1 , p 2 be the sum and projections
We define the Dieudonné module To use Honda's theory of commutative formal groups, we also need a variant. We let
The Frobenius map
induces the Frobenius action F on these cohomology groups where ϕ is the Frobenius of Gal(K/Q p ). (Actually, one can replace ϕ by any Z p -algebra automorphism ϕ 1 of K
We also get isomorphisms
Let ω V /O K be the space of invariant differentials of V /O K . Then we have a canonical
homomorphism from V to G a , then this map is injective and we may regard ω V /O K as a
free O K -module of rank h and is generated by
is an O K -algebra generated by F subject to a relation F a = a ϕ F for all a ∈ O K . (This algebra is non-commutative unless O K = Z p ).
Now we return to the proof of Theorem 4.5. We follow the same argument as in [12, §VI] . 
. By the Albanese map X → J X defined by using ∞, we have a canonical isomorphism
Then by the formal completion,
we have a basisω 1 , . . . ,ω g of ωĴ
exists an element
which can be seen as an equality in H 1 dR (X/O K ; (p)) as well. We write    ω
It follows that
By looking the n-th coefficients, we have
where we regard as c m = 0 if m is not an integer. Hence we have
On the other hand, the formal power series
) coincides with l(X 1 , · · · , X g ) by Proposition 2.5. By our choice of the Hermite basis, e (0) is the identity matrix. Therefore, the logarithm ofĴ X and l(X 1 , · · · , X g ) have the same Honda type with the same linear term. By [10, Theorem 2], l(X 1 , · · · , X g ) is the logarithm of a formal group over O K that is strictly isomorphic to the formal groupĴ X . 4.6. Good trivialization with respect to a given automorphism. Assume now that we are given an automorphism δ : X → X over K of order d such that δ(∞) = ∞. We also assume d ≥ 2g − 1 and p ≡ 1 mod d. (From Corollary 4.10 onward, we will assume d ≥ 2g + 1.) Note that this implies p ≥ 2g > µ g (see (2.9)), and hence both (3.30) and (3.31) are satisfied. Let ζ d = (t/δ * (t))(∞) ∈ K * be the value of the rational function t/δ * (t) at ∞, where t is a uniformizer at ∞. Note that ζ d is independent of the choice of t. It follows from the following proposition that ζ d is a primitive d-th root of unity. Proposition 4.6. The isomorphism (4.3) can be chosen so that the following diagram is commutative:
where the left vertical map is given by
Proof. We first take an arbitrary isomorphism (4.3). Denote by the same letter δ the
Since the order of δ is d, we have (4.9)
On the other hand, we have v 1 (T )δ(u(T )) = u(T ) by (4.9). Therefore we get δ(u(T ) · From now on, we choose the isomorphism (4.3) in such a way that the diagram (4.8) commutes. By abuse of notation, we denote by δ the isomorphism K(( 4.7. Decomposition of torsion points. We use the notation introduced in (3.37).
Proposition 4.8. Let n ∈ Z >0 and µ ∈ Z/dZ. Suppose that K contains all p n -torsion points on Jac(X), that is,
. . , g} ⊂ Z/dZ and define
Proof. Let T pĴX be the Tate module of the formal groupĴ X /O K associated to the Jacobian variety of X. By Tate's theorem [25] , we have
where C p is the completion of an algebraic closure of K. On the other hand, it is shown
Combining two results, we get det(t ·id −δ|T pĴX ) =
Recall that we assumed 2g − 1 ≤ d so that µ i ≡ µ j mod d for any 1 ≤ i < j ≤ g. Now (1) follows from the isomorphisms Jac(X)[p n ] ∼ = T pĴX /p n T pĴX . (2) is a standard consequence of (1).
4.8. µ-part of the torsion points. For n ∈ Z >0 and i ∈ {1, . . . , g}, the composition of (3.38), (3.16) and (2.12) defines an injective map (See (3.11) for the definition of h(T ; π).)
Proposition 4.9. Let n ∈ Z >0 and i ∈ {1, . . . , g}. Suppose that e
ii ∈ O * K . Then there exists a finite extension K ′ of K such that, upon replacing K by K ′ , we have |T n,i | = p n and (4.11) is bijective.
Proof. Recall that the matrix e (k) = (e (k) ij ) introduced in (3.22) is diagonal (see the remark before (3.32)). From Proposition 2.5 and (2.17), we have e (k)
ii ∈ O * K for all k. By Proposition 3.12 it holds that |T n,i | = p n if we replace K by its finite extension. On the other hand, we have | Jac(X)[p n ] µ i | ≤ p n by Proposition 4.8 (1) . Since (4.11) is injective, it is surjective as well. which sends x and y to x(T ) and y(T ) respectively. We define the trivialization N 0 to be the one induced by (5.1).
Let k ∈ Z ≥0 and write p k − 1 = dm (m ∈ Z ≥0 ). We have
(Here we define in (3.22) . Recall that we have a decompositionĴ X ∼ = ⊕ g i=1Ĵ X,i of the formal groupĴ X /Z p associated to the Jacobian variety of X (see (4.10) ). By Remark 4.7, we get the following result (compare [12] ).
(1) It holds Jac(X)[p n ] 1 ∩ Θ = {0}.
(2) The formal power series
is the logarithm function of a formal group over Z p , which is isomorphic toĴ X,1 /Z p .
