ABSTRACT With the increasing number of in-vehicle sensors and the adoption of various communication interfaces, vehicles have become an ambient sensing platform for many applications such as traffic and weather monitoring, urban surveillance, road safety, and driver behavior analysis. Furthermore, a large number of vehicles can be coordinated to sense large-scale information precisely and efficiently. Such coordination requires enormous communication, computing, and power resources. In this paper, we propose a virtual vehicle (VV) coordination approach based on the theory of group consensus to sense environment information efficiently. Specifically, we first propose a discovery algorithm to find the optimal VV groups. Then, based on multi-group consensus theory, we devise a coordination algorithm to control VV groups to achieve multi-group coordination by adjusting the communication relationships among VVs. Finally, the precise environment information is acquired through the coordination of multiple VV groups. Extensive simulations are provided to demonstrate the effectiveness of the proposed schemes.
I. INTRODUCTION
With many in-vehicle sensors (e.g., radar, lidar, and camera) along with the inclusion of communication interfaces that support vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communication, Internet of Vehicles (IoV) [1] can not only significantly improve the vehicle performance in terms of safety and efficiency, but also enable more diversified and elaborated traffic applications, such as congestion management, traffic control, and route guidance. Moreover, those various in-vehicle sensors also enable IoV to become an ambient sensing platform for the outside world, which can help to efficiently collect data such as weather and environment (e.g., temperature, humidity, rain intensity, etc.), real-time traffic congestion, and gas emission. Moreover, thanks to its moving range and powerful sensing capabilities, IoV holds the potential to effectively perform data collection in a large scale, However, due to devise human and vehicles behaviors, the large-scale environment information sensing exhibits spatial and temporal inhomogeneity. Consequently, the excessive sparseness sensing information results in insufficient sampling, and the excessive density sensing information cause the waste of computing and storage resources. Hence, it is of great importance to coordinate vehicles for sensing environment information adaptively according to their routes.
To obtain the environment information, most of existing works focused on sensing information via various mobile networks and intelligent terminals. To sense local environment information, vehicular communication technologies such as V2V and V2I are adopted [2] - [5] to obtain sensing information of an area of interest. However, these works mainly target on specific local areas, which is not sufficient to accurately describe the large-scale environment. To sense the large-scale environment information, some other works fused all sensing information to depict the environment, such as the information from mobile phone [6] , [7] and probe vehicle [8] - [11] . But these works are still not adequate to provide the precise environment information because of the spatial and temporal inhomogeneity of sensing. To solve the problems, vehicle coordination is a promising way to sense real-time data [12] . Specifically, vehicles sense information in coordination to overcome the problem of imprecise information sensing in the vehicular mobile cloud. In these studies, they only consider the coordination of a small number of vehicles. In reality, sensing large-scale environment information always needs a huge number of vehicles. Hence, an effective vehicle coordination approach is urgently needed for IoV.
In IoV, vehicle is a smart object equipped with a powerful multi-sensor platform, several communications technologies, computation units, and the connectivity to the Internet and other vehicles either directly or indirectly. Therefore, these vehicles as the sensing platform can be coordinated to efficiently sense large-scale environment information. For efficient vehicle coordination, virtual vehicles (VVs), which like agents in cyber physics system, are configured in IoV [13] , [14] . VVs replace physical vehicles in Cloud or Edge to participate into the coordinative computing. Each VV is a controller of an vehicle, and can control the action of the corresponding physical vehicle by sending commands. In other words, the VV likes a vehicles brain existing in the cloud or Edge. Accordingly, communication relationships exist among the VVs, and they can coordinate in the cloud or Edge directly. Based on the VV, this paper proposes a VVs coordination approach to realize vehicles coordination. In the proposed approach, we first find out the optimal VVs groups which can realize the large-scale environment sensing. We then control the VV groups coordination by manipulating the relationship between VVs. In a nutshell, the key contributions of our work are as follows:
1) We first formulate the VV group coordination problem. To solve the problem, we propose a VV coordination approach, encompassing two steps. In the first step, the optimal VVs groups are determined, and in the second step the VV group coordination is controlled. 2) We propose two algorithms: the discovery algorithm for finding the optimal VV groups in accordance with sensing requirement, which is based on the Density-Based Spatial Clustering of Application with Noise (DBSCAN) algorithm, and the coordination control algorithm based on multi-group convergence theory to realize VV groups coordination by adjusting the relationships among VVs. 3) Based on the multi-group consensus theory, the VV groups coordination control algorithm is proven to determine the convergence of VV groups of coordinating VVs. Furthermore, the time that the groups need to achieve VV groups coordination is also obtained theoretically. 4) Finally, we verify the proposed approach through extensive simulations. We first test the discovery algorithm for finding out the optimal VVs groups, and then test the coordination control algorithm for controlling VV groups coordination. The results validate and demonstrate the efficiency of the proposed approach. The remainder of this paper is as follows. In Section 2, we review the related work. The system model is provided and the problem is formulated in Section 3. To solve the VV coordination control problem, two algorithms are proposed in Section 4. In Section 5, conditions for the consensus of the VV groups coordination control algorithm are proven. In Section 6, the simulation results are presented. Finally, concluding remarks are provided in Section 7.
II. RELATED WORK
In this section, we will review the existing works on classic vehicle coordination and group consensus, respectively.
A. VEHICLES COORDINATION
In the literature, there are many works on the vehicle coordination in recent years. Vehicle as a Mobile Sensor [15] or sensing platform [16] are often coordinated for urban sensing by monitoring their surroundings and recognizing objects. A consensus-based approach for platooning was proposed in [17] . This approach is based on vehicle coordination to provide inter-vehicular communication. In contrast to other approaches, it can reconfigure the control topology. Wang et al. [18] studied the multiple vehicle coordination problem from the perspective of wireless energy transmission. The authors leveraged concepts and mechanisms from Named Data Networking to design energy monitoring protocols that deliver energy status information to mobile vehicles through several-vehicle coordination. The work in [19] considered both the social aspects and physical network operational mechanisms, and aimed to efficiently use network resources by encouraging vehicle coordination. Yang et al. [20] studied the problem of three-dimensional offline path planning for a single unmanned aerial vehicle (UAV) through a novel coordination scheme. Jin et al. [21] considered a cooperative UAV team formed by several distinct classes of UAVs to participate in search and tasks over a spatially extended battlefield with targets of various types. Another application of vehicles coordination is used for solving traffic jam [22] , [23] , such as VANET [24] . Form these approaches, vehicles coordinate with each other to select the path exploiting both the VANETs and the public transportation system. However, it is very costly for vehicles to communicate with others through communication network, and they cannot receive the all the data from others and networks. More importantly, they cannot make quick response to an emergency caused by an accident/incident. The essential reason lies in the lack of real-time traffic and other vehiclesąŕ information. In their work, they focus on a small number of coordinating vehicles to provide IoV services. Few studies consider complex service that need a large number of vehicles due to the limitation of control center resources.
To avoid this disadvantage, other approaches are proposed based on agent are proposed [25] . Agent-based transportation systems allow distributed subsystems to collaborate with each other to perform traffic control and management based on real-time traffic conditions [26] . In these systems, there are many types of agents, and each type of agent can only act as a single function module and conduct a certain task. Hence, a vehicle may need communicate with many agents to complete a task, and an agent may provide services for several vehicles. In these studies, traditional agents employ the computation and storage resource to help users complete some task in information space. In other words, traditional agents cannot make decision for vehicles due to the lack of personalize knowledge of individual vehicle and driver. Different from traditional agents, the VV is an image of driver and vehicle, which has the personalized knowledge of the corresponding driver and vehicle [13] . Hence, it can make decisions for the driver in the vehicle. In this paper, we introduce the theory of group consensus to solve VV coordination problem.
B. GROUP CONSENSUS
Generally, the main goal of the group coordination is to design an appropriate algorithm or interaction rule such that several groups can achieve balance [27] . In this regard, the consensus state and convergence rate are crucial aspects of the consensus problem, respectively, indicating whether the multiple dynamic agents have reached consensus and how quickly they have achieved it.
Meanwhile, a variety of theoretical studies have been conducted in the literature. With respect to the consensus problem, first-order [28] and second-order [29] dynamics have been considered. A Laplacian matrix was first used to quantify the convergence speed of the consensus algorithm [30] , [31] . Specifically, a discrete-time model was proposed in [30] , and Jadbabaie et al. in [31] provided a formal analysis for the emergence of alignment based on this model. To minimize the tracking error in the leader-follower model, hybrid LQ-based optimization techniques were considered as an auxiliary method associated with the constructive solution for the initial multi-agent tracking problem [32] , [33] . In addition, some works [29] , [34] focus on the consensus problem of agents using second-order dynamics. In this regard, Ren and Atkins [29] and Yu and Wang [35] and Junyan and Long [36] addressed the group consensus problem by dividing all agents into several groups. Ren and Atkins [29] conducted a formal analysis of information exchange that permit second-order consensus. Junyan and Long [36] assumed that the channels between different groups must exist continuously, and introduced doubletree-form transformations under which dynamic equations of agents are transformed into reduced-order systems. Furthermore, Hu et al. [27] investigated the group consensus problem using a hybrid protocol that includes continuoustime and discrete-time signals to describe the information exchange. In their work, the rigorous mathematical proof of the coordination problem is given, but they only consider the necessary and/or sufficient conditions for the agents to achieve the group consensus.
To sum up, most of existing works can only allow vehicle coordination to perform simple task [17] - [19] . In contrast, we focus on the coordination problem of huge number of VVs. In this work, we propose a VV group coordination control approach to sense the large-scale environment information in IoV based on the multi-group convergence theory [35] , [36] .
III. SYSTEM MODEL AND PROBLEM FORMULATION
Sensing large-scale network environment information always requires coordination of a huge number of vehicles. In this work, we investigate how to sense large-scale environment information based on the theory of group consensus. In this section, we first describe our system model and then formulate the problem.
A. SYSTEM MODEL
As shown in Fig. 1 , there are four major components in the system: the task publisher, control center, VVs, and vehicles. The control center and VVs are configured in the cloud or Edge. The task publisher usually consists of organizations that need to monitor the traffic status or to update their services. The control center, which is owned by a private party or the government agency, can monitor all VVs and allocate tasks to them. A VV is an agent of a real vehicle in the cloud, and it can control the corresponding vehicle. The vehicle is the real executor that performs the task and submits the final results to the corresponding VV.
As for operation, seven procedures are performed as follows. In the procedure of task publishing, the task publisher generates tasks and submits the requirements to the control center. Then, the control center controls VVs through adjusting the communication relationships between the VVs in the procedure of relationship control. In the procedure of task allocation, the control center allocates the tasks to m groups of VVs according to the task requirements. When the task is allocated for each group, each VV in the same group directs the corresponding vehicle to perform the task units in the procedure of executing command. Next,vehicles returns the results to VVs after they complete the task units in the procedure of action report. In the procedure of task report, each group reports the task results to the control center. Finally, the control center returns the results to the task publisher and the task is completed.
A VV is an agent of a vehicle in the Cloud or Edge, and hence VV can make some decisions for physical vehicles according to the vehicle's features. Moreover, VVs have some intelligences, and they can interact with each other in an autonomic fashion in the cloud. For the control center, all VVs can be monitored which implies that control center can obtain all vehicle states. However, VV can make some decisions according to traffic state by itself, and the control center cannot control VVs. Otherwise, it is hard to compute a convergence result with a huge number of VVs due to the limited computing capacity of the control center. Therefore, VVs should coordinate with each other to sense the large-scale environment information. To address this issue, we propose an approach to control the huge number of coordinating VVs based on the theory of group consensus. In the proposed approach, the control center first finds the optimal VVs groups according to the sensing task, and then control each group to achieve coordination by adjusting the communication relationships between the groups.
B. PROBLEM FORMULATION
In this section, we formulate the problem based on the aforementioned system model. For clarity, we first define the key notions in Table 1 .
Let G = (V , E, A) be a weighted undirected graph, where V = {v 1 , v 2 , . . . , v N } denotes a set of VVs, E ⊆ V × V denotes a set of edges, and A = [a ij ] n×n is a nonnegative symmetric matrix that denotes the weight between VVs.
Given a network consisting of N VVs, let x i ∈ R denotes the state of VV v i . Let (G, x) denotes a network with the
∈ R N and the topology graph G. Each VV can be regarded as a node in the graph G, and each edge e ij ∈ E corresponds to an available communication relationship between v i and v j . We say that v i and v j are neighbors if e ij = 1, and the neighbors of v i are denoted by NV i = {v j |eij = 1}. The weight of the edge between v i and v j is denoted by a ij ∈ A, which denotes the quality of communication between two VVs. Note that if a ij > 0, eij = 1.
Suppose that the environment information sensing task needs N VVs for coordination. To conveniently describe the VVs in different groups, we first introduce the definitions of a group and sub-network as follows [18] .
state vector of VVs in V i , and x i,j denotes the state of the j-th VV in group V
i . Definition 2: A network (G q , x q ), where G q = (V q , E q , A q ), q = 1, .., m, is said to be a sub-network of a network (G, x) if 1) V q ⊆ V , E q ⊆ E,
and the weighted adjacency matrix
For a network (G, x), suppose that each VV has the following dynamics:ẋ
where
is the state feedback. According to Definitions 1 and 2, we can formulate the following problem.
Problem Definition: For a sensing task that needs N VVs for coordination, where the N VVs comprise a network (G, x), there are two steps to control the coordinating VVs: 1) Optimal VV group formation: N VVs can be formed the optimal VV groups according to the sensing task, i.e.,
The m groups must be controlled so that they coordinate with each other, i.e., all vehicles states should satisfy lim t→∞ ,
IV. PROPOSED ALGORITHMS
To solve the problems described in Section 3, we propose two algorithms: a discovery algorithm for finding the optimal VVs groups, and a coordination control algorithm for controlling the VVs coordination.
A. VV GROUPS DISCOVERY ALGORITHM
In reality, some VVs may have the same actions at a certain time, and they may keep this action over a period of time. For instance, some vehicles have the same route, and they will go through the same road segments with a small intervals.
Hence, they can form a group to sense environment information for a period of time. To this end, we propose an algorithm to find the optimal VVs groups according to sensing tasks to acquire the environment information. Assuming a network (G, x) composed of N VVs, the graph G = (V , E, A) describes the communication relationships between VVs, where V = {v 1 , v 2 , . . . , v N }, and (v i , v j ) ∈ E if and only if a ij > 0, which indicates v i and v j can communicate with each other directly. Moreover, self-loops are not allowed, i.e., a ii = 0. Here, A = [a ij ] is a weight matrix, and a ij denotes the weight of edge e ij . Given the graph G = (V , E, A) , we have the definition of density-reachable as follows.
Definition 3: Given a weight threshold w and integer nNumber, for a v i ∈ V , if there exists a set S
i ⊆ V \v i that satisfies 1) for any v j , v k ∈ S i , if (a ij ≥ w, a ik ≥ w) → a jk ≥ w, j = k, i, k = 1, 2, . . . , |S i | where |S i | denotes the number of VVs in S i ; 2) |S i | ≥ (nNumber − 1).
then S i is a density-reachable set of v i with regard to w and nNumber.
Similar to the definitions of Eps in [37] , we define a weight threshold Eps that denotes the minimum value of the weight for each pair of VVs in the same group. In addition, the minimum number of VVs in a group is MinPts. To divide these VVs into different groups, we propose an algorithm called the VV groups discovery algorithm based on DBSCAN [38] , [39] .
We input Eps, MinPts, and G = (V , E, A) into the VV groups discovery algorithm, where V = {v 1 , v 2 , . . . , v N }. The algorithm can then obtain the multiple VV groups, denoted by VG = {V 1 , V 2 , . . . , V m }. The VV groups discovery algorithm is described as follows (details are given in Algorithm 1).
Step 1: Obtain the density-reachable set of each VV: Arbitrarily select v i ∈ V (i = 1, 2, . . . , N ), and retrieve V to determine S i with respect to Eps and MinPts; Step 2: Form a group: If there exists an S i in step 1, a new group V j is formed such that
Step 3: Retrieve the remaining VVs until all the VVs have been divided into groups. Set m = j, and return VG and m. From the procedures in the system model in Section 3.1, we know that the task publisher generates traffic tasks and submits the requirements to the control center, where the control center allocates the task to each group. Therefore, VV groups discovery algorithm is performed by the control center. As a result of the discovery algorithm, the optimal VVs groups can be found. In the algorithm, Eps and MinPts are two thresholds determined by the control center. For different values of Eps and MinPts, a part of VVs can form different groups, but some other VVs are borders which cannot participate in the task. Actually, to sense large-scale environment information optimally, it not only needs VVs to 
VG q ← VG + VG q ; 9: q ← q + 1; 10: for v j ∈ V q do 11: Mark v j visited; 12: end for 13: end if 14 : end for 15: return VG; form the optimal groups but also needs to minimize the number of VVs for participation to reduce the data redundancy. Consequently, the VVs should be coordinated to sense the large-scale environment information, and we further propose the VV groups coordination control algorithm to address this problem in the next section.
B. VV GROUPS COORDINATION CONTROL ALGORITHM
To sense precise large-scale environment information optimally, we propose a coordination control algorithm to control VV groups coordination. In the algorithm, VV groups are coordinated by adjusting the communication relationships among them. To better understand the VV groups coordination control algorithm, we first describe the dynamic of the VVs, and then present the algorithm in details.
For a network (G, x) that consists of N VVs and m groups, suppose that the q-th group can construct a sub-network (G q , x q ) with the graph topology G i = (V i , E i , A i ) and the state x q = {x q,1 , x q,2 . . . , x q,n q } T , q = 1, . . . , m. The VV indexes in the group V q are I q = (n q−1 + 1, n q ). To sense the large-scale environment information, m groups should coordinate with each other. Referring to the multi-group consensus formulation in [35] , we have the following formulation for the multi-group consensus problem. (2) where k ∈ [1, m], a)ij > 0 for all i, j ∈ I k , and n k j=n k−1 +1 a ij = 0 for k = i. In addition, given (2), we can have the average-consensus problem [40] of the q-th group as follows.
where a ij ≥ 0 for all i, j ∈ I q . If the states of VVs in (2) satisfy the following condition:
we say that (2) asymptotically solves a multi-group consensus problem. Furthermore, we say that (2) asymptotically solves a multigroup average-consensus problem if the states of the VVs satisfy the following equation:
where k = 1, 2, . . . , m, x j (0) denotes the initial state of VV v j .
Combining the dynamic of VVs in (1) with (2), we can obtain the dynamics of the VVs in different groups as follows. (6) where k ∈ [1, m], a ij ≥ 0 for all i, j ∈ I k , and
We rewrite (6) in matrix form to obtaiṅ
where L = [l ij ] is defined as follows.
Obviously, matrix L is a Laplacian matrix. According to (5) , the weights between the VVs determine the multi-group consensus; therefore, we can control the multi-group coordination by adjusting Laplacian matrix L. Moreover, if these groups can coordinate, they need a period of time to achieve multi-group consensus, i.e., the convergence time. In the proposed approach, the groups are controlled by the control center; and hence, the convergence time is very important if the sensing tasks have time restrictions. The definition of convergence time is given as follows.
Definition 4: For a network (G, x) with N VVs that can be divided into m groups, if m groups can achieve multi-group consensus, there must exist a set of times T = t ij that satisfy
If t min = min(T ), we say that t min is the convergence time.
Assume a sensing task has a convergence time t r according to Definition 4. From the VV groups discovery algorithm, the N VVs can divide into m groups, denoted by in the network (G, x) . In the VV groups coordination control algorithm, we take (G, x) and t r as input. The algorithm then outputs the convergence time t min and the final Laplacian matrix L f . The VV groups coordination control algorithm proceeds as follows (details are given in Algorithm 2).
Step 1: Compute Laplacian matrix L. We first obtain the Laplacian matrix L with (8) (4) . VV groups are controlled so that they can be coordinated to sense the large-scale environment information using the coordination control algorithm. However, there are two aspects of the algorithm that should be explained more clearly, including 1) the determination of L 2 F , and 2) the computation of t min . In the following, we provide the proofs for the two conditions based on multi-group consensus analysis.
V. MULTI-GROUP CONSENSUS ANALYSIS
In this section, we analyze the multi-group consensus problem formulated in (2) . We first present the consensus analysis to obtain the algebraic criterion and convergence time for two groups. We then extend the group consensus from two groups to groups.
For notations, we denote the set of real numbers by R. In addition, we use R n to denote the set of n × 1 real column vectors and (•) T to denote the transpose. Moreover, if A is a matrix, A F represents its Frobenius norm.
A. TWO-GROUP CONSENSUS
Consider a network (G, x) consisting of N VVs with graph topology G = (V , E, A) and states x = (x 1 , x 2 , . . . , x N ) T . Suppose that it can be divided into two groups, where one group includes N 1 VVs and the other group includes N 2 VVs. Denote for j ← 1 to N do 4: l ij ← −a ij ; 5: l ii ← l ii + a ij ; 6: end for 7 compute t min ; 13: if t min ≤ t r then 14 : end if 24: end while
The group consensus problem in (G, x) can then simply be defined to occur when the first N 1 VVs reach a consistent state while the other N 2 VVs reach another consistent state in the presence of the communication relationships between the two groups. According to the definition of a sub-network, the first N 1 VVs constitute a network (G 1 , x 1 ), and the other N 2 VVs constitute another network (G 2 , x 2 ). It is assumed that networks (G 1 , x 1 ) and (G 2 , x 2 ) are connected. For network (G, x), the two-group consensus can now be formulated as follows:
where a ij for v i and v j in the same group, and a ij ∈ R for v i and v j in different groups. Moreover, according to the balance of effect between two sub-networks [18] , [35] we have:
It is clear that information exchange in (9) not only exists in a group but also between different groups. In addition, we say that (9) asymptotically solves a two-group consensus problem if the states of the agents satisfy the following conditions: 1) lim
Furthermore, let x i (0) be the initial state of the i-th VV. We say that protocol (9) asymptotically solves a two-group average-consensus problem if
Given the above analysis, we restate the definition of twogroup consensus as follows according to [35] . 
Definition 5: If there exists a x
* ∈ span{1 N 1 , 1 N 2 }, where 1 N 1 = (1, . . . , 1 N 1 , 0, . . . 0) T ∈ R N and 1 N 2 = (0, . . . 0, 1, . . . , 1 N 2 ) T ∈ R N ,= α1 N 1 + β1 N 2 , where α = (1/N 1 ) N 1 i=1 x i (0) and β = (1/N 2 ) N i=N 1 +1 x i (0), then
it is said that (9) solves a two-group average-consensus problem asymptotically.
Substituting (9) into the dynamics of the VVs yields a twogroup dynamic formulation, as follows.
We may rewrite (10) in matrix form aṡ
is defined as follows:
Note that the sum of each row of Laplacian matrix L is zero under (10) . Therefore, there must be a continuum of equilibrium states of the form x * ∈ span{1 n , 1 m } for (12), in which there exists a unique equilibrium state corresponding to every initial value x(0) ∈ R N .
Let
where 
čthen there exists convergence time t min , such that for all t ∈ [t min , ∞), the two-group average-consensus problem can be solved by the two-group consensus formulated in (9) . Proof: The proof is given in Appendix A. In Theorem 1, the two groups take time t min to achieve two-group average consensus. In other words, the two groups need at least t min to achieve coordination. Therefore, the convergence time is a very important parameter for two-group average convergence. We next discuss the convergence time of two-group average consensus.
Given two groups, let x(0) be the initial state. If they can achieve group convergence, the convergence time must exist according to Theorem 1, and we have the following result. 
T and K is an orthogonal matrix. Proof: The proof is given in Appendix B.
B. MULTI-GROUP CONSENSUS
In what follows, the two-group average-consensus problem is extended to a more general case, i.e., the VVs in a network can reach more than two consistent states asymptotically. Without loss of generality, suppose that a network (G, x) is composed of m sub-networks and N VVs, and the q-th subnetwork has n q VVs with a corresponding topology graph G q , q = 1, 2, . . . , m. Then condition for multi-group consensus as defined in (4) .
For the network (G, x), suppose that the topology graph G is undirected, and the dynamics of the VVs in the multi-group consensus problem are given in (6) . If the dynamic of the VVs satisfy the conditions in (4), we say the dynamic of VVs in the groups can solve the multi-group consensus problem. Furthermore, we say that the dynamics of the VVs in (6) asymptotically solves a multi-group average-consensus problem if the states of the VVs satisfy the following condition:
Similarly, the following theorem presents a criterion to determine whether or not the dynamics of the VVs in groups asymptotically solves the multi-group average-consensus problem. The proof is similar to that of Theorem 1.
Theorem 3: Given the multi-group dynamic formulation in (2), if
the dynamics of the VVs in the groups in (10) The proof can be derived from multi-group consensus theory. We omit it because it is similar to that of Theorem 1.
From Theorem 3, if the communication relationships between groups satisfy the algebraic criteria, the groups can achieve multi-group consensus, i.e., the groups can be coordinated. Hence, we can use the algebraic criterion in Step 2 of Algorithm 2 to determine two-group consensus.
Just as for Theorem 3, we can extend Theorem 2 to many groups and obtain the following results.
Theorem 4: Given the two groups and the final states x * in Definition 4, if (2) solves the multi-group consensus problems, the convergence time t min can be presented as follows.
and K is an orthogonal matrix.
The proof is similar to that of Theorem 2, and we hence omit it due to space limitation.
In Theorem 4, the convergence time can be computed. If traffic tasks have time restrictions, the control center also can adjust the communication relationships between the VVs according to the convergence time in Step 3 of Algorithm 2.
From the above analysis, Algorithm 2 can determine the multi-group consensus using Theorem 3 instead of computing all the states of the VVs. Moreover, for traffic tasks that have time restrictions, the control center can adjust the communication relationships between the VVs in Algorithm 2 by computing the convergence time using Theorem 4.
VI. PERFORMANCE EVALUATION
In this section, we conduct extensive simulations to evaluate the validity of the proposed approach. We first present the simulation setup, and then analyze the simulation results.
A. SIMULATION SETUP
We consider 100 VVs with four attributes: route, type, neighbors, and state. In addition, we use a four-tuple to denote a VV as follows:
where route i is the route of each VV, type i denotes different VVs with a positive integer, NV i denotes the set of neighbors of v i , i.e., N V i = {v j |e ij = 1, j ∈ [1, 100]/i}, and x i is the VOLUME 6, 2018 current state of v i which is a complex function as follows,
where iat 1 , at 2 , . . . , at l denote the attributes of vehicles, such as current position, destination, speed preferences and the willingness for cooperation. The state of VV is weighted by these attributes.
To describe the routes of VVs, we divide all the roads into 500 sections and number all the sections, and then the vehicle route is a collection of road sections. VVs coordination depends on the communication relationships. To quantify the communication relationships, we first assume that the value of communication relationship is 1 when two VVs can communicate directly; otherwise, it is 0. Then, we use the weight in the range of [0,5] to indicate the communication relationship. In our simulation, we set the 100 vehicles with ten types, and each pair of two vehicles has a weight in the range of [0, 5] randomly. Finally, we initialize all the states of VVs within the range of [0,1] randomly. In this simulation, the 100 vehicles can construct a network, and we can verify the proposed approach in this generated network.
B. SIMULATION RESULTS

1) COORDINATION WITH NO CONTROL
To verify our approach, a weight matrix A is generated randomly to describe each edge. This simulates a situation without control. It is easy to obtain Laplacian matrix L from A, and such an L has only one zero eigenvalue and has one negative real part. According to the conditions of average consensus in [36] , we know that the average consensus is not reached, which implies the 100 VVs can not achieve coordination.
As shown in Fig. 2 , the coordination performances of the state trajectories is described by the 100 VVs initial states. In the experiments, each curve denotes one VV's state trajectory. It is clear that the 100 VVs cannot reach multi-group coordination in any case.
2) VV GROUPS DISCOVERY ALGORITHM
In reality, to sense the large-scale environment information, VVs may need to form various groups coordination. In our experiment, we use the VV groups discovery algorithm to find out optimal VV groups based on different Eps and MinPts. We first fix Eps to verify the VV groups discovery algorithm, e.g., Eps = 0.1. With different MinPts, a part of VVs can form different groups which implies that there exists some boundary VVs. As given in Table 2 , as MinPts increases, the number of groups and VVs decreases. From the table, when MinPts is more than 13, the number of groups are essentially unchanged, but the number of VVs may change with different MinPts. Actually, when MinPts is greater than 20, no group can be formed. Hence, selection 14 for MinPts when Eps = 0.1 is most appropriate value in the experiments. Then, we first fix the MinPts to verify the VV groups discovery algorithm, i.e., MinPts = 10. With different Eps, a part of VVs can forms different groups. As given in Table 3 , with Eps increasing, the number of groups is slightly changed but the number of VVs decreases. From the table, when Eps is 1.4, the number of VVs is the least. Hence, selection of 1.4 for Eps is most appropriate in our experiments when MinPts = 10.
In the experiment, we find the VV groups with different Eps and MinPts to meet the different requirements for environment information sensing. The results show that Algorithm 1 can find different VV groups effectively.
3) VV GROUPS COORDINATION CONTROL ALGORITHM
For the different groups determined by the VV groups discovery algorithm, the control center uses the coordination control algorithm to control VV groups coordination to perform traffic tasks. In Table 2 , the 100 VVs can be divided into four groups when Eps = 0.1 and MinPts = 14. Form Fig. 2 , we know that VVs cannot reach group convergence. We first test each groups independence and whether the VVs in each group can converge to the same state, as shown in Fig. 3 . Therefore, the reason that uncontrolled VVs cannot reach group convergence is the communication relationship between the groups. To this end, the control center can use the VV groups coordination control algorithm to adjust the communication relationships between the two groups by increasing or decreasing some weights of the communication relationships between the two VVs in different groups. In addition, Fig. 4 shows the convergence of the state trajectories. In this figure, each group reaches a consistent state.
Similarly, In Table 2 , 100 VVs can be divided into four groups when Eps = 1.4 and MinPts = 10. From Fig. 2 , we know that VVs cannot reach group convergence. We also first test each groups independence and check whether the VVs in each group can converge to the same state, as shown in Fig. 5. Form Fig.5 , it can be seen that VVs in each group can converge to the same state. The reason that uncontrolled VVs cannot reach group convergence is the communication relationship between the groups. Then the control center uses the VV groups coordination control algorithm to adjust the communication relationships between the groups by increasing or decreasing some weights of the communication relationships between the two VVs in different groups. In addition, Fig. 6 shows the convergence of the state trajectories. In this figure, each group reaches a consistent state.
In the proposed approach, the control center first finds the optimal VV groups instead of allocating tasks for each vehicle. Then, the control center performs VV groups coordination control algorithm to realize VVs in the same group coordination by adjusting a part of communication relationships. Otherwise, the conditions of number of vehicles coordination in VV group coordination control algorithm is given in Section 5. Hence, the proposed approach can realize vehicles coordination to sense large-scale environment information optimally.
VII. CONCLUSION
This paper has proposed a VV coordination approach for sensing large-scale environment information in IoV. Two algorithms have been proposed, including the discovery algorithm for finding the optimal VV groups, and the coordination control algorithm for controlling VV groups coordination. Then, the algebraic criterion and convergence time for the VV groups coordination control algorithm are analyzed and VOLUME 6, 2018 obtained based on the multi-group consensus theory. Finally, we have verified the proposed approach through simulations, which show that the discovery algorithm can find out various VV groups according to different Eps and MinPts. Moreover, it is also demonstrated that the coordination control algorithm can efficiently accordance the various VV groups to improve the overall performance. For the future work, we will study machine learning aided optimal VV group formation and coordination. Moreover, we will study the incentive mechanism for vehicle cooperation.
APPENDIX A PROOF OF THE THEOREM 1
According to (13) , (10) can be rewritten equivalently as
. We then have
Assume one VV receives the information of other VVs in another group at time h k . By the theory of ordinary differential equations, the solutions of (11) 
dτ and rewrite (20) as
Hence, (20) can be regarded as a discrete-time multi-agent system consisting of N VVs with time-varying parameters, which should be thoroughly investigated. In addition, we have x 1 ) and (G 2 , x 2 ) are connected.
Let U 1 ∈ R N 1 ×N 1 and U 2 ∈ R N 2 ×N 2 be two orthogonal matrices such that
Then (19) can be rewritten as
Considering C(k) and C (k), we obtain that
We can then rewrite (24) in accordance with (23) , and it is then easy to obtain the following results. Consider the matrix , according to [19, Th. 3] , we have
F ). Moreover, because 1 2 , or we can set t i = 0. Let t min = max{t i }, i = 1, 2, .., N . This is the convergence time, and hence the proof is complete. 
