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DERIVACIÓN DEDUCTIVA DE PROGRAMAS FUNCIONALES CON PATRONES 
RESUMEN 
Una de las dificultades principales en el desarrollo de 
software es la ausencia de un marco conceptual adecuado para 
su estudio. Una propuesta la constituye el modelo transforma-
tivo, que entiende el desarrollo de software como un proceso 
iterativo de transformación de especificaciones: se parte de 
una especificación inicial que va transformándose sucesiva-
mente hasta obtener una especificación final que se toma como 
programa. Este modelo básico puede llevarse a la práctica de 
varias maneras. En concreto, la aproximación deductiva toma 
una sentencia lógica como especificación inicial y su proceso 
transformador consiste en la demostración de la sentencia; 
como producto secundario de la demostración se deriva un pro-
grama que satisface la especificación inicial. 
La tesis desarrolla un método deductivo para la derivación 
de programas funcionales con patrones, escritos en un lenguaje 
similar a Hope. El método utiliza una lógica multigénero, cuya 
relación con el lenguaje de programación es estudiada. También 
se identifican los esquemas de demostración necesarios para la 
derivación de funciones con patrones, basados en la demostra-
ción independiente de varias subsentencias. Cada subsentencia 
proporciona una subespecificación de una ecuación del futuro 
programa a derivar. 
Nuestro método deductivo está inspirado en uno previo de 
Zohar Manna y Richard Waldinger, conocido como el cuadro 
deductivo, que deriva programas en un lenguaje similar a Lisp. 
El nuevo método es una modificación del cuadro de estos auto-
res, que incorpora géneros y permite demostrar una especifica-
ción mediante varios cuadros. Cada cuadro demuestra una subes-
pecificación y por tanto deriva una ecuación del programa. Se 
prevén mecanismos para que los programas derivados puedan con-
tener definiciones locales con patrones y variables anónimas y 
sinónimas y para que las funciones auxiliares derivadas no 
usen variables de las funciones principales. 
La tesis se completa con varios ejemplos de aplicación, un 
mecanismo que independentiza el método del lenguaje de progra-
mación y un prototipo de entorno interactivo de derivación 
deductiva. 
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DEDDCTIVE DERIVATION OF FÜNCTIONAL PROGRAMS WITH PATTERNS 
ABSTRACT 
One of the main difficulties in software development is 
the lack of an adequate conceptual framework of study. The 
transformational model is one such proposal that conceives 
software development as an iterative process of specifications 
transformation: an initial specification is developed and 
successively transformed until a final specification is 
obtained and taken as a program. This basic model can be 
implemented in several ways. The deductive approach takes a 
logical sentence as the initial specification and its proof 
constitutes the transformational process; as a byproduct of 
the proof, a program which satisfies the initial specification 
is derived. 
In the thesis, a deductive method for the derivation of 
Hope-like functional programs with patterns is developed. The 
method uses a many-sorted logic, whose relation to the 
programming language is studied. Also the proof schemes neces-
sary for the derivation of functional programs with patterns, 
based on the independent proof of several subsentences, are 
identified. Each subsentence provides a subspecification of 
one equation of the future program to be derived. 
Our deductive method is inspired on a previous one by 
Zohar Manna and Richard Waldinger, known as the deductive 
tableau, which derives Lisp-like programs. The new method 
incorporates sorts in the tableau and allows to prove a sen-
tence with several tableaux. Each tableau proves a subspecifi-
cation and therefore derives an equation of the program. 
Mechanisms are included to allow the derived programs to con-
tain local definitions with patterns and anonymous and synony-
mous variables; also, the derived auxiliary functions cannot 
reference parameters of their main functions. 
The thesis is completed with several application examples, 
i mechanism to make the method independent from the 
programming language and an interactive environment prototype 
for deductive derivation. 
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1. INTRODUCCIÓN 
Pretendemos con este primer capítulo exponer al lector los 
objetivos perseguidos al realizar la tesis y proporcionarle 
una pequeña guía para la lectura de la misma. Para ello hemos 
organizado el capítulo en cuatro partes. La primera parte pre-
senta el campo de la programación transformativa dé una manera 
general; se describe el modelo de desarrollo de software por 
transformaciones y los conceptos básicos de transformación de 
programas. A continuación se exponen de una manera superficial 
los sistemas transformativos que más relación tienen con la 
tesis. Estos dos primeros puntos proporcionan el contexto 
necesario para explicar razonadamente los objetivos de la 
tesis, que se exponen en el apartado tercero. Por último, se 
describe la estructura de la tesis para facilitar la lectura 
de la misma. 
1.1. NOCIONES BÁSICAS DE TRANSFORMACIÓN DE PROGRAMAS 
Puede decirse que en el mundo occidental toda actividad 
productiva no artística pasa por una serie de etapas resumi-
bles en tres [ACM90]: artesanía, práctica comercial e ingenie-
ría profesional. Dado que la realización de programas es una 
actividad productiva y que hay razones técnicas y sociales 
para no considerarla artística, podemos integrarla en el pro-
ceso evolutivo anterior. Pronto observamos que actualmente la 
producción de software se encuadra más fácilmente en las dos 
primeras etapas que en la tercera y más deseada. Por supuesto, 
el software es un término tan amplio que esta afirmación puede 
resultar demasiado categórica: hay campos o aspectos concretos 
donde se ha alcanzado sobradamente el estado final (p.ej. 
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generación de código de bajo nivel o ciertas aplicaciones de 
gestión). Sin embargo, el estado general de la producción de 
software aún adolece de graves carencias. 
Desde la aparición de la informática se viene intentando 
mejorar el proceso productivo de software, con logros impor-
tantes, como arquitecturas más potentes, lenguajes de alto 
nivel y modelos y entornos de desarrollo de software. Sin 
embargo, ninguno de ellos ha constituido la "bala de plata" 
que mate al hombre-lobo que es la producción de software 
[Brooks87]. 
Una de las principales corrientes de investigación se 
caracteriza por intentar crear una base matemática rigurosa 
sobre la que asentar el software. El objetivo es desarrollar 
instrumentos de análisis y síntesis similares al cálculo en 
las ingenierías. Estos instrumentos serían la base de la ense-
ñanza [DCGMTTY88] y la práctica de la informática. La formali-
zación de los diversos aspectos del desarrollo de software 
permitiría su realización automática, o al menos automatizada 
mediante entornos. De hecho hay aspectos ya formalizados y 
ampliamente utilizados de una manera automática [GoMo87] 
(p.ej. analizadores sintácticos, comprobadores de tipos y con-
troladores de versiones). Sin embargo, estos logros son peque-
ños en relación con lo que aún queda por comprender. 
Podemos concebir una situación ideal en la que el usuario 
explica sus necesidades en lenguaje natural, sea cual sea el 
dominio de aplicación, y ésta es generada automáticamente. Eor 
supuesto, esta situación no es realista hoy [RiWa88], y puede 
que no lo sea nunca. Sin embargo, podríamos acercarnos a este 
ideal si se consiguiere comprender y formalizar el software y 
usar el ordenador como ayuda. La dificultad principal está en 
establecer un marco conceptual adecuado para el estudio del 
software [ACM90], sobre todo de las etapas iniciales: requisi-
tos, especificación y diseño. Su dificultad de formalización 
proviene de que son los aspectos más creativos, con un gran 
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abanico de opciones en su realización. 
Las ideas anteriores guían a un modelo de desarrollo de 
software alternativo de los tradicionales (p.ej. en cascada o 
en espiral), llamado modelo transformacional o transformativo. 
El modelo tiene un gran valor como marco conceptual donde 
estudiar el desarrollo de software, por lo que al menos puede 
adoptarse para el simple estudio del software. Existen múlti-
ples propuestas del modelo transformativo, que difieren en 
aspectos menores. Para concretar el discurso, en lo sucesivo 
nos referimos a la propuesta de [BaChGr83], que reproducimos 
en la figura 1.1. El lector interesado puede consultar 
[Agresti86, Pepper84, Velázquez90] para exposiciones más 



















Figura 1.1. Modelo de la programación transformativa 
El modelo transformativo parte de las necesidades del 
usuario, normalmente expuestas de una manera informal, ambigua 
e incompleta. El análisis de estas necesidades sirve para 
desarrollar una especificación formal, que debe recoger las 
necesidades de una manera precisa y comprensible por el usua-
rio. Entonces se va transformando la especificación paso a 
paso hasta obtener un programa correcto y eficiente. Así pues, 
la implementación es un proceso iterativo de transformación de 
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programas. realizado mediante ordenador. Las transformaciones 
son decisiones de diseño de diversa naturaleza (p.ej. selec-
ción de un algoritmo o mezcla de bucles) y que son lógicamente 
correctas, con lo que se garantiza que el programa desarro-
llado cumple la especificación. Durante el proceso de imple-
mentación se genera automáticamente un registro de las trans-
formaciones realizadas, así como las decisiones de diseño 
implicadas, llamado desarrollo formal o registro de desarro-
llo. Por último, el mantenimiento se realiza sobre la especi-
ficación, ya que es donde se encuentra la función del pro-
grama, reimplementándose posteriormente según el mismo proceso 
de transformación. 
Obsérvese que la especificación es el objeto central del 
modelo, ya que sobre él se realizan la validación con las 
necesidades del usuario, las transformaciones y el manteni-
miento del software. Al final del proceso nos encontramos con 
tres productos: la especificación, el programa desarrollado y 
el desarrollo formal. 
Podemos apreciar mejor las ventajas del modelo transforma-
tivo comparándolo con el modelo de software convencional 
[BaChGr83]: 
- La especificación es formal y sobre ella el usuario 
valida sus necesidades; en el modelo clásico la especi-
ficación es informal, validándose el código ya desarro-
llado. De este modo pueden detectarse inconsistencias o 
faltas al comienzo del proceso. Si además el lenguaje ca 
especificación es ejecutable, se dispone directamente de 
un prototipo que facilita la validación de la especifi-
cación y que está totalmente integrado en el proceso. 
El sistema realiza la gestión de los aspectos mecánicos 
del desarrollo, como conservar la consistencia de los 
detalles del programa. En consecuencia, el programador 
sólo necesita concentrarse en los aspectos creativos del 
desarrollo, y por tanto puede obtener programas más efi-
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cientes. 
- Se evita la etapa de prueba sobre el programa final ya 
que el producto final es correcto, dada la corrección 
formal de las transformaciones y la falta de errores en 
su aplicación por el ordenador. 
El mantenimiento es más fácil de realizar debido a dos 
razones: 
• El mantenimiento se efectúa sobre la especifica-
ción, lo cual es más sencillo de hacer que sobre el 
código, que incluye decisiones de diseño ajenas a 
la funcionalidad del sistema. Esto podría permitir 
incluso su realización por el usuario. 
• El proceso transformativo genera automáticamente 
documentación sobre el diseño en forma de un regis-
tro de desarrollo, evitando la pérdida de las deci-
siones de diseño. Esta información puede ser utili-
zada en la reimplementación (incluso automática) de 
los aspectos no modificados de la especificación. 
No hay una forma única de realizar este esquema básico de 
desarrollo. Básicamente se trata de llevar el principio de 
refino progresivo [Wirth73] hasta sus últimas consecuencias. 
El proceso consiste en partir de una especificación E0 y rea-
lizar una secuencia de pasos de refino hasta conseguir un pro-
grama final P. Obviamente la dificultad de realizar un paso es 
mucho menor que la de realizar el programa completo. Esquemá-
ticamente [Sannella88]: 
« 
EQ —> ... —> Ej_ —> Ej + i —> ... —> Epj = P 
Técnicamente el refino de una especificación E¿ en otra 
Ei+1 s e realiza mediante la aplicación a E¿ de una regla de 
transformación. que produce como resultado E¿+2.. Una regla de 
transformación representa una relación semántica entre dos 
esquemas de especificación. La relación está "dirigida", en el 
sentido de que la aplicación de la regla produce una especifi-
cación más cercana al programa final. 
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Una regla de transformación Rj consta de un patrón inicial 
PIj, un patrón final PFj y una condición de habilitación Cj. 
La aplicación de una reala de transformación Rj a una especi-
ficación E¿ implica hacer coincidir el patrón inicial PIj de 
la regla, mediante una instanciación e de sus variables, con 
una parte o subespecificación SE¿ de E¿. Posteriormente se 
evalúa la condición instanciada C© y, si se cumple, se susti-
tuye SE¿ = (PIj)O en E¿ por.la instanciación (PFj)0, dando 
lugar a E j ^ . Es decir, si representamos E¿ como E¿[(PIj)0], 
E¿+1 es E¿[(PFj)6] (ver notación en el Apéndice A). 
Una transformación es correcta si existe una relación 
semántica entre los esquemas, generalmente de equivalencia. En 
todo caso debe tener propiedades de orden y de monotonicidad 
[PaSt83]. Las propiedades de orden, como reflexividad y trans-
itividad, son necesarias para poder componer transformaciones. 
Las propiedades de monotonicidad garantizan que cambios loca-
les correctos mantienen la corrección global. 
Las reglas de transformación•pueden ser de diversa natura-
leza. Según su ámbito de aplicación pueden dividirse en reglas 
locales y globales. Las primeras sirven para relacionar cons-
trucciones sintácticas del lenguaje, describir propiedades de 
construcciones sintácticas y expresar conocimiento del domi-
nio. Las segundas sirven para propósitos más generales, como 
comprobaciones de consistencia o representación de técnicas de 
programación. Entre medias hay una gama gradual de posibilida-
des. 
Si la especificación es grande, puede hacerse dificil de 
manejar. Una solución es permitir su descomposición en subes-
pecificaciones. que pueden refinarse por separado. Un ejemplo 
de desarrollo [Sannella88] con dos descomposiciones y seis 
pasos de refino se recoge en el siguiente diagrama: 
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E l "> E 2 
+ 
r E 2 ' 
E l ' ~> 
L
 E 2 . . 
- > P 
- > P» 
- > P» 
En -> 
En el diagrama, + y * representan operaciones de composi-
ción de especificaciones. Por tanto, se habria obtenido el 
programa P+(P,*P*') a partir de la especificación E0. Si 
dichos operadores no son utilizables al nivel de programa, 
deben utilizarse otros correspondientes a éstos en dicho 
nivel. Las propiedades de monotonicidad de las transformacio-
nes son especialmente importantes para garantizar la correc-
ción de la composición de especificaciones. 
Puede observarse que el método transformativo tiene varias 
consecuencias adicionales: 
Debe representarse explícitamente, en las reglas de 
transformación, conocimiento de programación. 
- Si hay varios refinos realizables en una especificación 
dada, se explícita la existencia de varios diseños 
alternativos. 
El conjunto total de alternativas de refino existentes en 
el desarrollo de un programa producen un árbol de búsqueda. El 
proceso de desarrollo de un programa concreto se puede ver 
como el recorrido de un camino desde la raíz del árbol hasta 
la hoja que representa el programa desarrollado. Un subárbol 
contiene una familia de programas que comparten decisiones de 
diseño comunes (las que forman el camino que va desde la raíz 
del árbol hasta la raíz del subárbol). El estudio de estos 
árboles por personas es irrealizable si no son programas 
obvios, mientras que un entorno puede facilitarlo. 
El árbol de búsqueda mencionado se refiere a diseños fac-
tibles, es decir, que conducen a algún programa final. Esto, 
sin embargo, no significa que durante el proceso de desarrollo 
no existan alternativas correspondientes a malas decisiones de 
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diseño, y por tanto infactibles. Lo normal será que el proceso 
de desarrollo sea tentativo, incluyendo el retroceso como una 
parte del mismo. Podemos ampliar el árbol de búsqueda incorpo-
rando todos aquellos caminos de desarrollo inviables, obte-
niendo una visión más realista del conjunto de alternativas de 
refino existentes durante el desarrollo. 
El lector puede intuir la existencia de una gran variedad 
de sistemas transformativos al concretar los elementos del 
modelo básico expuesto y de su utilización práctica. Podemos 
clasificar los métodos de transformación según varios crite-
rios [PaSt83, Sannella88], Veamos algunas de sus característi-
cas: 
- Actividad. Tal como se ha planteado el modelo transfor-
mativo, su actividad es el desarrollo completo de pro-
gramas eficientes. También puede utilizarse para objeti-
vos más modestos, como la sola síntesis u optimización 
de programas. Por síntesis se entiende el desarrollo de 
un programa, quizá ineficiente, a partir de una especi-
ficación no algorítmica, mientras que una optimización 
es la mejora, bajo algún criterio, de un programa ya 
existente. Por último, el modelo puede utilizarse como 
marco conceptual para el estudio del software (sobre 
todo de la lógica de los programas), es decir, con fines 
investigadores y docentes pero no productivos. 
Hay algunas actividades que coinciden parcialmente 
con el modelo transformativo. Así el diseño de lenguajes 
de altísimo nivel y sus "supercompiladores" (ver artí-
culos referidos en [Feather87] o contenidos en [BiGu83, 
RiWa86]) comparte las ideas básicas de la transformación 
de programas, pero es menos ambicioso. La adaptación de 
programas a lenguajes o entornos distintos también se 
enfoca a veces análogamente al modelo transformativo 
[Krieg84]. Otro campo relacionado es la construcción de 
ayudantes de programación y tutores inteligentes (ver 
[RiWa90] y las colecciones de artículos de [RiWa86, 
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[SlBr82]). Por último encontramos trabajos en inteli-
gencia artificial que intentan imitar el comportamiento 
humano en la síntesis de planes y programas 
[CoFe8 2,cap.XV, Sussman75]. 
- Dominio de aplicación. Normalmente el dominio de aplica-
ción no está restringido a priori, aunque en la práctica 
sólo pueden desarrollarse programas sobre aquellos domi-
nios de los que se ha suministrado conocimiento al sis-
tema. También suele estar limitado el tamaño de los pro-
gramas manejables. 
Lenguajes. Deben identificarse los lenguajes de especi-
ficación v de programación y la relación entre ambos. 
También hay otras cuestiones, no menos importantes, 
tales como de qué forma se produce la transición entre 
el lenguaje de especificación y el de programación, qué 
significa y cuándo es correcto el refino de una especi-
ficación en otra y si es posible el refino de programas. 
Obsérvese que la actividad del sistema está relacionada 
con los lenguajes, ya que si el lenguaje de especifica-
ción y el de programación son el mismo, siempre se rea-
liza optimización de programas. 
La diferencia entre lenguajes de especificación y de 
programación no siempre es fácil de establecer. A veces 
se utiliza un único lenguaje "de amplio espectro", que 
puede usarse para escribir cualquier producto intermedio 
entre una especificación y un programa eficiente, ambos 
incluidos. En caso de diferenciar entre el lenguaje de 
especificación y de programación, tenemos un amplio sur-
tido donde elegir. Los lenguajes de especificación 
varían de lenguaje natural restringido a lenguajes con 
distinto grado de naturaleza declarativa y operativa. 
Los lenguajes de programación suelen catalogarse de la 
manera usual en lenguajes lógicos, funcionales, impera-
tivos de alto nivel, etc. 
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- Reglas de transformación. Hay tres cuestiones fundamen-
tales sobre ellas: qué reglas utilizar, cómo establecer 
su corrección y cómo derivar nuevas reglas. Estas cues-
tiones están muy influidas por la organización de las 
realas. bien como catálogo bien como conjunto generador. 
La primera es una colección estructurada de reglas de 
transformación, cada una relevante para un aspecto par-
ticular del proceso de desarrollo. Al no adoptar un 
enfoque homogéneo de la programación, la colección puede 
estar incompleta. La segunda organización consiste en un 
pequeño conjunto de transformaciones elementales, que 
recogen principios básicos de programación. Con frecuen-
cia se necesita agruparlas para construir nuevas reglas. 
Suelen utilizarse en combinación con conocimiento adi-
cional sobre el dominio de aplicación. 
- Ayudas por ordenador. En caso de que el modelo no perma-
nezca puramente teórico, sino que quiera utilizarse para 
el desarrollo de programas, deben crearse entornos espe-
cificos. Estos entornos se caracterizan por rasgos como 
grado de automatización del proceso, formas de manejo de 
las reglas, disponibilidad de información sobre el pro-
ceso de transformación y facilidad de documentación del 
proceso transformativo. 
El sistema puede ser automático, semiautomático o 
completamente controlado por el usuario. Por desgracia, 
el primer caso sólo se da en dominios muy concretos o 
imponiendo restricciones al lenguaje de especificación. 
En el segundo, el sistema puede realizar automáticamente 
ciertas tareas, pero en general es el usuario el respon-
sable de la derivación. La automatización de ciertas 
partes rutinarias del desarrollo es esencial si se 
quiere eliminar complejidad al desarrollo transforma-
tivo. En su forma más básica el ahorro en gestión de 
consistencia del programa es superado con creces por el 
esfuerzo de selección de reglas, resultando más complejo 
y menos práctico que el desarrollo normal. 
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El conjunto de reglas de transformación suelen ir 
acompañadas de un mecanismo de gestión. Este facilita el 
acceso y selección de reglas. Una facilidad importante 
es la comprobación de condiciones en el programa, para 
permitir la aplicación de reglas. También se puede per-
mitir la adición de reglas nuevas; a veces es el sistema 
el que genera nuevas reglas mediante operadores de com-
posición y el que prueba su corrección. Asimismo, el 
sistema puede dar consejo al usuario de varias formas 
(p.ej. midiendo el efecto de una transformación o inclu-
yendo información estratégica sobre la selección de 
reglas). 
Uno de los aspectos más importantes del método trans-
formativo es la posibilidad de registrar el proceso de 
derivación de un programa. La forma más sencilla de 
registro es, obviamente, una mera repetición de la 
sesión. Un mecanismo más elaborado debe estructurar el 
desarrollo según objetivos, estrategias y decisiones de 
diseño; sólo así puede utilizarse para reimplementar 
parte de una especificación modificada. 
1.2. PANORÁMICA DE ALGUNOS MÉTODOS TRANSFORMATIVOS 
La bibliografía sobre sistemas transformativos es bastante 
extensa. Podemos citar [BaFe82,cap.X, Biermann85, Fernán-
dez84,cap.l, Sannella88] y sobre todo [Feather87, PaSt83] como 
descripciones panorámicas de diversos sistemas transformati-
vos. Además, el lector interesado puede encontrar recopilacio-
nes de artículos en [Agresti86, BiGu83, BiGuKo84, Meertens87, 
Pepper84, RiWa86]. A continuación describimos muy brevemente 
algunos sistemas con un conjunto generativo de reglas que per-
miten desarrollar programas funcionales. Incluimos tres méto-




Los métodos deductivos toman como especificación inicial 
una sentencia lógica que afirma la existencia de una función 
que satisface ciertas condiciones e intentan demostrar su 
validez lógica, obteniendo como producto de la demostración un 
programa funcional que satisface la especificación. Más con-
cretamente, la especificación de una función f corresponde a 
cierta sentencia lógica: 
(V x) (3 z) if E[x] then S[x,z] 
que expresa que para cualesquiera valores de entrada x que 
satisfagan la condición de entrada E, puede obtenerse un valor 
de salida z que satisfaga la relación de entrada-salida S. 
Los métodos deductivos se remontan a mediados de los años 
60, época en que surgió un gran interés por el uso del ordena-
dor para demostrar teoremas automáticamente. Una aplicación de 
estos sistemas sería desarrollar sistemas que contestaran a 
problemas resolubles por deducción. Una rama de este trabajo 
(p.ej. [Green69]) pretendía que el sistema proporcionara un 
programa como respuesta a una sentencia de especificación. Sin 
embargo, la dificultad de obtener programas recursivos o ite-
rativos frenó temporalmente esta vía. Centrándonos en la deri-
vación de programas funcionales, debemos esperar hasta 
[MaWa80] para obtener un sistema general, llamado el cuadro 
deductivo. 
El cuadro deductivo de Zohar Manna y Richard Waldinger 
[MaWa80] se basa en experiencias previas con un sistema trans-
formativo no puramente deductivo [MaWa79] y posteriormente 
ha evolucionado hacia el sistema deductivo descrito en 
[MaWa87]. Un cuadro deductivo es una tabla formada por un con-
junto de filas y tres columnas. La columna de asertos incluye 
axiomas e hipótesis tomadas como ciertos (normalmente condi-
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ciones de entrada o hipótesis de condición), la columna de 
objetivos contiene las sentencias que en cada momento quedan 
por demostrar y la columna del término de salida recoge el 
término funcional derivado en cada momento. Cada fila contiene 
un aserto o un objetivo y opcionalmente un término de salida. 
El cuadro inicial (sin hipótesis de inducción) para una 







donde a representa un valor de entrada cualquiera y el cuadro 
incluye dos filas, la primera con la condición de entrada como 
aserto, y la segunda con la condición de entrada-salida como 
objetivo por demostrar y la variable z como "programa" obte-
nido hasta el momento. 
El proceso deductivo consiste en aplicar sucesivamente 
alguna regla de deducción a filas existentes, añadiendo al 
cuadro el resultado de la deducción en forma de una o varias 
filas nuevas. El proceso deductivo termina cuando se obtiene 
un objetivo evidentemente cierto, es decir, la sentencia true. 
La regla principal es la regla de resolución [Robinson65, 
Murray82], pero se incluyen algunas otras que reducen la lon-
gitud de la demostración, p.ej. simplificación de sentencias 
lógicas o reemplazamiento de términos por igualdad. Las reglas 
pueden aplicarse a sentencias en cualquier formato, no necesa-
riamente en alguna forma normal (p.ej. clausal), lo cual con-
serva la intuición sobre la deducción en curso. 
Las nuevas filas tienen un término de salida cada vez más 
detallado, ya que van recogiendo información de la deducción 
parcial efectuada. Este término se modifica de una fila a la 
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siguiente al sustituir una variable por un término, como 
resultado de una unificación de subsentencias, o al introducir 
una expresión if-then-else formada por una subsentencia (la 
condición) y dos términos de salida ya existentes en el cua-
dro. Al final de la deducción, el término de salida contiene 
un programa completo. 
El sistema tiene una estructura intuitiva de usar y unas 
reglas potentes y claramente definidas. El proceso deductivo 
permite tanto la síntesis como la optimización de programas 
funcionales. Además, se prevén mecanismos para definir funcio-
nes auxiliares. Como contrapartida, los lenguajes de especifi-
cación y programación están claramente diferenciados (lógica 
de primer orden y términos funcionales tipo Lisp), lo cual 
permite la derivación de cualquier programa funcional excepto 
predicados, ya que éstos pertenecen al lenguaje de especifica-
ción pero no al de programación. Otro inconveniente es que la 
información de tipos debe manejarse explícitamente mediante 
predicados, algo rutinario y tedioso de hacer. 
El método se ha utilizado para la síntesis de una gran 
variedad de programas funcionales. Aparte de algunos programas 
sencillos [MaWa80, MaWa89], el método se ha aplicado a la 
derivación de un algoritmo de unificación [MaWa81, Nardi89], 
diversos algoritmos de ordenación de listas [Traugott89] y 
varios algoritmos numéricos basados en búsqueda binaria 
[MaWa87]. 
En el mismo año se publicó otro método deductivo [BibelSO] 
debido a Wolfgang Bibel. Igual que el cuadro deductivo entra 
en la tradición de demostración de teoremas por resolución, 
el método heurístico de Bibel se encuadra en la de deducción 
natural. Aun así, este autor no se compromete con ningún 
método formal concreto, sino que sus razonamientos los hace de 
una manera intuitiva. 
En su forma más básica el método consiste en modificar la 
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sentencia de especificación mediante la aplicación de una 
secuencia de estrategias. Primero se conjeturan dos valores de 
salida más ciertas hipótesis que deben satisfacer éstos, con-
jeturas que se introducen en la especificación inicial. Dado 
que puede haber varias formas de crear las conjeturas, las 
posibles nuevas especificaciones se ordenan usando información 
del dominio sobre la facilidad de determinación de los valores 
y de satisfación de las hipótesis. Hecho esto se toma la sen-
tencia de especificación modificada minima y se reescribe 
usando una sencuencia de tres estrategias que respectivamente 
pretenden dejarla en forma normal disjuntiva, en forma recur-
siva y con los predicados de condición en forma evaluable por 
máquina. Para problemas más complicados se generalizan algunas 
de estas estrategias y se proporcionan otras adicionales. El 
programa final no está expresado en ningún lenguaje ni estilo 
de programación, sino que es una sentencia lógica susceptible 
de ser ejecutada (recursivamente) si se la impone un control. 
A pesar de las afirmaciones optimistas de Bibel sobre la 
uniformidad y elegancia del método, en conjunto resulta un 
método farragoso y de dudosa generalidad, donde se mezcla la 
lógica de las reglas de transformación (deducción natural) y 
su control (estrategias). Además la pretendida uniformidad 
depende del uso de distintas bases de conocimiento (dominio de 
aplicación, esquemas de recursión) y de la efectividad de las 
estrategias, que no deja de ser una conjetura. El valor prin-
cipal del método son algunas de las estrategias que incorpora 
y su orden de aplicación, que a pesar de su imprecisión, pue-
den ser útiles en un sistema deductivo mas estructurado. 
De una manera informal con el método se han desarrollado 
algoritmos muy diversos: encontrar el máximo elemento de una 
lista, un árbol de mínimo coste recubridor de un grafo y 
algunos otros de dificultad media. Existe un prototipo de 
sistema automático de síntesis [BÍHÓ84]. 
Un tercer método deductivo, llamado de reducción de pro-
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blemas [Smith83], deriva programas que se ajustan a ciertos 
esquemas. Un esquema de función es una definición de función 
con una estructura sintáctica fija pero con algunas partes sin 
concretar. Así, un esquema restringido de divide-y-vencerás 
es: 
F(x) <= if condición(x) 
then ResolverDirectamente(x) 
else Componer"(FxF)"Descomponer(x) ; 
donde F, ResolverDirectamente, Componer y Descomponer son 
metasímbolos que deben instanciarse con símbolos de 
funciones concretas, 
condición es un metasímbolo que debe instanciarse con 
una expresión booleana, 
• representa la composición de funciones, y 
x representa el producto de funciones, definido como 
(FxG)(x,y) = (F(x),G(y)). 
Dada una especificación inicial de una función f, usamos 
el esquema anterior para intentar obtener un programa de divi-
de-y-vencerás que satisfaga la especificación. Basta instan-
ciar adecuadamente los metasímbolos del esquema (en particular 
P por f). Un esquema de función también establece una relación 
entre la especificación de la función principal y las especi-
ficaciones de las funciones auxiliares. Por tanto, dada una 
especificación y un esquema de función, pueden deducirse las 
especificaciones de las funciones auxiliares. El modo concreto 
de obtener las subespecificaciones a partir de la especifica-
ción constituye una estrategia de diseño asociada al esquema. 
Smith utiliza un sistema lógico de deducción natural [Smith82] 
para deducir las subespecificaciones. 
El método de reducción de problemas consta de dos fases 
para el desarrollo de programas, una descendente y otra 
ascendente. En la fase primera, dada una especificación 
inicial y un conjunto de esquemas y estrategias de diseño 
asociadas, se selecciona un esquema y una estrategia de diseño 
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y se obtienen ciertas especificaciones auxiliares. El proceso 
se aplica recursivamente a cada especificación auxiliar, ter-
minando cada rama al encontrar una especificación directamente 
satisfactible por alguna función. El resultado del proceso 
descrito es un árbol donde cada nodo contiene una especifica-
ción y un esquema de programa. Los hijos de un nodo son las 
especificaciones de las funciones auxiliares utilizadas en el 
esquema asociado al nodo. Las hojas son las especificaciones 
elementales satisfactibles directamente. 
La segunda fase del método de reducción de problemas crea 
los programas definitivos a partir del árbol desarrollado. Se 
comienza con las especificaciones elementales incluidas en las 
hojas del árbol y se les asocia la función que las satisface. 
Cada vez que un nodo tiene funciones asociadas con todas sus 
especificaciones hijas, se forma el programa que satisface la 
especificación del nodo instanciando el esquema del nodo con 
las funciones hijas. El proceso termina al contruir el pro-
grama que satisface la especificación de la raíz del árbol, 
es decir, la especificación inicial. 
El método de reducción de problemas resulta adecuado para 
derivar funciones de cualquier complejidad porque sólo afecta 
al tamaño del árbol descompositor. El proceso proporciona un 
programa muy estructurado. También proporciona alguna ayuda 
para completar la condición de entrada de las especificaciones 
[Smith83]. El inconveniente principal del método es su falta 
de generalidad puesto que se restringe a esquemas prefijados. 
Esto también provoca que los programas finales estén excesiva-
mente fragmentados. 
El método se ha aplicado a programas condicionales no 
recursivos [Smith85c] y de divide-y-vencerás [Smith85a, 
Smith85b], estando automatizado. Se ha aplicado a diversos 
problemas, como ordenación de listas, hallar el producto car-
tesiano de dos conjuntos y encontrar el casco convexo de un 
conjunto de puntos planares. 
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MÉTODOS DE OPTIMIZACIÓN 
Varios trabajos se realizaron a comienzos de los años 70 
en el área de optimización de programas funcionales. Estos 
sistemas toman un programa funcional y por medio de transfor-
maciones realizadas sobre el mismo programa, obtienen un pro-
grama equivalente pero más eficiente. Quizá el sistema más 
interesante sea el realizado por Burstall y Darlington 
[BuDa77], conocido como método de despliegue-pliegue. 
El método de despliegue-pliegue precisa el uso de algún 
lenguaje funcional con una disciplina de tipos basada en cons-
tructores. En concreto se han utilizado NPL [Burstall77] y 
Hope [BuMaSa80]. Esta característica permite definir una fun-
ción mediante varias ecuaciones de recurrencia, cada una con 
los parámetros formados por un conjunto de constructores dis-
tintos, es decir, cada una con un patrón distinto. Aparte de 
ventajas para el programador convencional, desde el punto de 
vista de la transformación de programas la separación en ecua-
ciones con patrones diferentes facilita la transformación de 
cada caso por separado. 
La optimización de una función comienza con la definición 
de una función nueva no recursiva que se prevé que puede rea-
lizar el cálculo (u otro parecido) más eficientemente que la 
función inicial. La elección de esta función no suele ser evi-
dente, llamándose con frecuencia "eureka" a este paso. Poste-
riormente se generan varias ecuaciones para dicha función 
mediante la instanciación de algunos parámetros a términos 
formados con constructores distintos. A continuación se trans-
forma cada una de estas ecuaciones para obtener una formula-
ción recursiva. Por último se redefine la función inicial en 
términos de la nueva, que por tanto queda como una función 
auxiliar. 
El conjunto de realas de transformación disponible para la 
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optimización es pequeño, recogiendo una serie de conceptos 
intuitivos de programación: 
1. Definición. Se añade una ecuación no recursiva que 
define una función nueva. 
2. Instanciación. Se añade una instancia, por sustitución 
de algunos parámetros, de una ecuación ya existente. 
3. Despliegue. Dadas dos ecuaciones E<=E* y F<=F', donde 
el lado derecho F' de la segunda ecuación contiene 
alguna instancia E6 de E, se reemplaza en F' dicha apa-
rición de E8 por E'9. 
4. Pliegue. Dadas dos ecuaciones E<=E' y F<=F', donde el 
lado derecho F* de la segunda ecuación contiene alguna 
instancia E'9 de E», se reemplaza en F' dicha aparición 
de E*9 por E9. 
5. Abstracción. Se reescribe la parte derecha de una ecua-
ción mediante la introducción de una definición local. 
6. Leyes. Se reescribe el lado derecho de una ecuación 
aplicando alguna propiedad de función (p.ej. asociati-
vidad). 
Dentro del proceso anterior, la transformación de una 
ecuación (nueva) no recursiva en otra recursiva suele constar 
de una serie de despliegues seguidas de algunas leyes y abs-
tracciones y unos pliegues finales. Esta es la razón de que el 
método se conozca con el nombre de despliegue-pliegue. 
El sistema resultante es sencillo, pero permite realizar 
una gran variedad de optimizaciones y es fácilmente automati-
zable [DarlingtonSla]. Además pueden definirse nuevas trans-
formaciones en función de las ya existentes [DarlingtonSlb, 
Feather82], con lo que se mantiene la corrección del proceso y 
se aumenta la potencia del sistema. También tiene cierta capa-
cidad de síntesis si el lenguaje se amplía con expresiones de 
conjuntos [Darlington75]. Como inconvenientes deben destacarse 
la falta de generalidad del sistema y que sólo garantiza una 
equivalencia débil de los programas derivados [Kott78] (léase 
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una broma de C.A.R. Hoare al respecto en [Meertens87], pág. 
410) . 
El método de despliegue-pliegue se ha utilizado extensiva-
mente, dada su sencillez conceptual y amplia aplicabilidad. 
También ha inspirado otros trabajos de transformación de pro-
gramas, tanto aplicados a lenguajes lógicos [TaSa84] como fun-
cionales [Scherlis81, Reddy88]. Debe destacarse (a pesar de 
tratar con lenguajes atipados, bajo la influencia de Manna y 
Waldinger) el trabajo de W. Scherlis porque las reglas que 
propone garantizan la equivalencia fuerte de los programas 
transformados. 
1.3. OBJETIVOS DE LA TESIS 
Veamos qué objetivos concretos de transformación de pro-
gramas nos hemos propuesto. Para tal fin conviene comentar qué 
lugar ocupan los lenguajes de programación dentro del modelo. 
Es algo obvio que cuanto mayor es el nivel de abstracción de 
un lenguaje de programación, más fácil resulta expresar pro-
gramas con él. Hay dos razones importantes de este hecho: una 
es que la mayor cercanía del nivel de abstracción del lenguaje 
al del dominio de aplicación permite expresar algoritmos y 
tipos de datos sin detalles adicionales, extraños al dominio; 
también sucede que los lenguajes de bajo nivel mezclan la 
lógica de la solución con el control de su ejecución, resul-
tando en semánticas más oscuras. 
Dentro del modelo transformativo es corriente [BMPP89] que 
la transformación de la especificación inicial se haga de una 
manera gradual, con unos programas iniciales sencillos pero 
ineficientes y unos programas finales menos claros pero más 
eficientes. Este proceso puede realizarse más fácilmente si 
los primeros programas se desarrollan en lenguajes declarati-
vos, porque expresan algoritmos independientes de la arquitec-
tura del computador; posteriormente pueden optimizarse, trans-
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formándose en programas dependientes de la arquitectura (impe-
rativos de alto nivel, paralelos, etc.). Dadas las cada vez 
más desarrolladas técnicas de implementación de lenguajes 
declarativos [Peyton87], incluso es posible que en el futuro 
el programa final esté expresado en un lenguaje declarativo. 
(Obsérvese que el proceso corriente de traducción de programas 
escritos en un lenguaje imperativo de alto nivel a otro 
imperativo de bajo nivel también entra en este proceso; sólo 
suele ignorarse porque se sabe hacer de una manera automática 
y eficiente.) Por tanto, parece razonable concentrarse en la 
obtención de programas declarativos a partir de 
especificaciones. 
La restricción a los lenguajes declarativos tiene dos ven-
tajas, como ya hemos mencionado antes. Primero, su obtención a 
partir de especificaciones resultará más fácil. Segundo, su 
semántica más sencilla, y en particular la propiedad de trans-
parencia consultiva ("referential transparency") [EiSa87], 
facilita la manipulación directa de programas. 
Este es el contexto en el que vamos a fijar los objetivos 
de la tesis, al que añadimos tres características adicionales. 
La primera consiste en elegir el estilo funcional frente al 
lógico. La opción se basa en que queremos obtener algoritmos, 
que siempre aparecen en un programa funcional, mientras que no 
es así necesariamente en programas lógicos. Además, la bús-
queda deductiva que hay durante la ejecución de un programa 
lógico restringe su eficiencia, mientras que un programa fun-
cional expresa un método directo y eficiente de cálculo del 
resultado deseado. En realidad sí tendremos cierta búsqueda 
con los programas funcionales, pero una sola vez: durante la 
derivación del programa. 
La segunda característica es que de momento nos interesa 
más la comprensión de los procesos de síntesis que su automa-
tización. Aunque estos dos aspectos están relacionados, los 
distinguimos de manera análoga a la separación entre lógica y 
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control en lenguajes declarativos. Por tanto, nos centramos en 
la lógica de la derivación de programas, dejando de momento su 
control. 
Una última opción es que utilicemos un marco conceptual 
general. En concreto se debe poder obtener la mayor variedad 
posible de programas funcionales, tanto mediante síntesis como 
mediante optimización. Por supuesto, el lenguaje de programa-
ción debe ser un lenguaje funcional moderno. 
Una vez definidas las características deseadas del trabajo 
resultante, vamos a concretar un marco conceptual que permita 
desarrollar dicho trabajo. Examinando los sistemas transforma-
tivos del apartado anterior, nos parece que el sistema de 
Manna y Waldinger [MaWa87] es el más satisfactorio. Este 
método permite realizar tanto la síntesis como la optimización 
de (prácticamente) cualquier programa funcional de primer 
orden (es decir, sin funciones de orden superior). Además su 
estructura conserva la intuición durante el proceso transfor-
mativo. 
El sistema deductivo de Manna y Waldinger está pensado 
para producir programas atipados tipo Lisp. Por tanto, sólo 
puede aplicarse de una manera restringida a lenguajes más 
modernos. En concreto estos lenguajes tienen un conjunto de 
características (p.ej. tipos de datos y definiciones de fun-
ción con patrones) de las que carece Lisp y que permiten un 
estilo de programación más claro. Así pues, dicho sistema sólo 
permitiría obtener un subconjunto del total de programas 
expresables con un lenguaje moderno. Por ejemplo, las funcio-
nes derivadas estarían expresadas mediante una única ecuación. 
El objetivo de la tesis es adaptar el cuadro deductivo de 
Manna y Waldinger para la síntesis de programas funcionales 
basados en ecuaciones de recurrencia con patrones. Esto con-
lleva la posibilidad de conseguir algunas características adi-
cionales, tales como evitar el uso de funciones selectoras de 
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tipos estructurados y utilizar definiciones locales con patro-
nes. Dado que tenemos que elegir un lenguaje funcional ade-
cuado para nuestros propósitos, adoptamos un lenguaje similar 
a Hope; de este modo se podrían realizar fácilmente compara-
ciones con el método de despliegue/pliegue. 
1.4. ESTRUCTURA DE LA TESIS 
Aparte de este primer capítulo introductorio, la tesis 
consta de 5 capítulos más. El Capítulo 2 contiene los princi-
pios lógicos necesarios para la derivación de funciones con 
patrones, pero sin comprometerse con ningún sistema deductivo 
concreto, lo cual se retrasa hasta el Capítulo 3. Describimos 
los lenguajes de programación y especificación utilizados y su 
relación. Esta relación es la base para justificar la transi-
ción de especificaciones a programas y la definición de la 
teoría lógica que usamos para la derivación de funciones. Tam-
bién se identifican varios esquemas de demostración de senten-
cias lógicas, que se utilizarán para la derivación de funcio-
nes con patrones. 
El Capitulo 3 describe en detalle el sistema deductivo. 
Una buena parte del sistema es similar al de Manna y Waldin-
ger, incluyendo su estructura y reglas de deducción, por lo 
que se expone brevemente. Los aspectos propios del uso de 
patrones ocupan una buena parte de la exposición: cómo obtener 
funciones con rango tupia, varias ecuaciones de recurrencia, 
definiciones locales con patrones y variables anónimas y sinó-
nimas. También damos un procedimiento completo de derivación, 
haciendo hincapié en los aspectos, más problemáticos, de la 
introducción de llamadas recursivas y funciones auxiliares. 
El nuevo cuadro deductivo se ilustra aplicándolo en el 
Capítulo 4 a varios problemas. La elección de los ejemplos se 
ha hecho buscando cierta variedad en sus características: 
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objetivo de la derivación (síntesis u optimización de funcio-
nes) , dominio de aplicación (tipos de datos), forma de la 
derivación y posible uso de definiciones locales y parámetros 
anónimos y sinónimos. Podemos destacar una función que halla 
el máximo elemento de una lista y otra de ordenación de lis-
tas. 
El Capítulo 5 contiene un conjunto de cuestiones subsidia-
rias al tema principal de la tesis. Se estudia la adaptación 
de ciertos esquemas inductivos al cuadro de Manna y Waldinger, 
la independencia del método respecto al lenguaje de programa-
ción funcional y el desarrollo de un prototipo de entorno 
interactivo para la derivación deductiva de funciones. 
El capitulo final contiene las conclusiones obtenidas de 
nuestro trabajo y algunas propuestas de trabajo futuro. 
Finalmente se incluyen dos apéndices que complementan la 
información de los capítulos descritos. El Apéndice A da una 
relación de vocablos y notaciones usados, pero no definidos, 
en el cuerpo de la tesis. El Apéndice B contiene la teoría 
lógica usada por el autor para la derivación de varios pro-
gramas, incluyendo los descritos en el Capítulo 4. 
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2. PRINCIPIOS FUNCIONALES Y LÓGICOS 
Antes de desarrollar el sistema deductivo de derivación de 
funciones necesitamos ciertos principios que se elaboran en 
este capitulo: los lenguajes de especificación y programación 
utilizados más los principios lógicos necesarios para la deri-
vación de funciones definidas mediante patrones. En los dos 
primeros apartados describimos respectivamente los lenguajes 
de especificación y de programación; el primero es el lenguaje 
de la lógica multigénero de predicados de primer orden, mien-
tras que el segundo es un lenguaje funcional de primer orden 
similar al lenguaje funcional Hope. En el apartado tercero 
exponemos de una forma muy general la derivación de funciones 
a partir de especificaciones. Posteriormente analizamos la 
relación entre programas funcionales y las teorías lógicas de 
los tipos declarados. Por último, exponemos dos formas distin-
tas de demostrar una sentencia: por inducción y por descompo-
sición; el primer esquema permite derivar programas recursivos 
y el segundo, programas con patrones. Como caso especial, la 
inducción estructural combina características de ambos esque-
mas. 
2.1. LENGUAJE DE PROGRAMACIÓN 
La programación funcional es un estilo de programación 
basado en el cálculo con funciones. No describimos en detalle 
dicho estilo, aunque los conceptos funcionales utilizados se 
encuentran resumidos en el apartado A.7. El lector puede 
encontrar buenas introducciones a la programación funcional en 
[FiHa88, HendersonSO, MacLennan90, Reade89, SaVe88], así como 
a lenguajes de programación funcional en [AlSuSu85, Bailey90, 
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Bird88, WiHo84, Wikstróm87]. En nuestro caso utilizamos un 
lenguaje de programación similar al lenguaje Hope [BuMaSaSO, 
Bailey90, FiHa88], sólo que basado en la lógica de primer 
orden en vez del cálculo lambda. (Por consiguiente no contiene 
características polimórficas ni de orden superior.) Por simi-
litud lo llamamos miniHope. Aunque es descrito brevemente en 
el apartado A.7, a continuación incluimos las características 
predefinidas del lenguaje. 
TIPOS DE DATOS Y FUNCIONES PREDEFINIDOS 
El lenguaje contiene ciertos tipos de datos predefinidos. 
Estos tipos son los enteros no negativos, las listas de ente-
ros y los valores de verdad, y sus valores posibles son 
obvios. En miniHope nombramos a estos tipos con los símbolos 
entero, lista y booleano. El uso del tipo booleano está 
restringido a predicados y conectivas. (Debe recordarse que el 
lenguaje es monomórfico, a diferencia de Hope. En consecuencia 
lista es un tipo, no un operador de tipo. Si se quiere dispo-
ner de listas de otros valores, debe declararse un nuevo tipo 
de listas.) 
El lenguaje contiene el símbolo '#*, que en Hope se uti-
liza como operador de tipo "producto cartesiano" y sirve para 
construir agrupaciones de valores ya existentes. Una agrupa-
ción de valores se llama tupia y puede tener una longitud 
arbitraria pero finita; las tupias de longitud 2, 3, ..., n se 
llaman respectivamente pares, ternas, ..., n-tuplas. Los n 
valores que forman una n-tupla no tienen porqué ser del mismo 
tipo. En miniHope '#' no es un operador de tipo, sino un con-
venio sintáctico para representar distintos tipos. De manera 
estricta cada tipo tupia debería declararse explícitamente con 
una declaración de tipo. Sin embargo, seguimos el convenio de 
Hope por comodidad. Por ejemplo, entero#lista es el tipo de 
los pares entero-lista, que utilizamos en vez del símbolo de 
tipo más convencional parenterolista. 
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Frecuentemente hablaremos de tipos estructurados para 
referirnos a tipos cuyos valores contienen valores de otros 
tipos. Es el caso de tupias, listas, árboles y conjuntos. 
La expresión t : T significa que el término funcional t es 
de tipo T. De esta manera, algunos ejemplos de valores son: 
1047 : entero 
[0,1,2,3] : lista 
true : booleano 
(6, 8) : entero#entero 
(6, [99, 23]) : entero#lista 
Obsérvese que una lista de enteros se representa ence-
rrando éstos entre corchetes y separándolos con comas. Asi-
mismo, una tupia se representa encerrando sus elementos entre 
paréntesis y separados con una coma. 
Todos los tipos se declaran mediante constructores, 
incluso los tipos predefinidos (aunque en la práctica estos 
tipos no necesiten declararse). Asi, las declaraciones de los 
tipos entero y lista, en caso de necesitarse, serian: 
data entero ===== 0 ++ succ entero ; 
data lista ===== nil ++ entero:: lista ; 
Obsérvese que los enteros no negativos se forman a partir 
de cero y el sucesor de algún otro entero. Asimismo las listas 
se forman a partir de la lista vacia y de añadir un entero a 
una lista ya formada; el constructor :: (pronuncíese "cons") 
es infijo. Sin embargo, para mayor comodidad no escribiremos 
los términos succ succ succ 0 y 0::(succ 0::nil), sino los más 
usuales 3 y [0,1]. También consideramos que el constructor :: 
es asociativo por la derecha, de forma que la expresión 
l::2::3::nil es igual que 1::(2::(3::nil)). El símbolo de 
constructor :: tiene mayor prioridad que el símbolo o de 
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concatenación. 
Las tupias también se forman a partir de sus elementos 
constituyentes mediante el constructor coma •,', es decir, que 
(1,7) se forma aplicando el constructor coma a l y 7. De 
manera estricta cada tipo tupia posible deberla declararse con 
un constructor distinto. El uso de un único constructor coma 
es un convenio que sirve para usar más cómodamente las tupias. 
También existe un conjunto de funciones predefinidas sobre 
los tipos predefinidos. Todas las funciones, excepto los cons-
tructores, pueden definirse explícitamente, incluso las prede-
finidas. La razón de incluir funciones predefinidas es facili-
tar la tarea del programador (y en caso de implementar el len-
guaje, mejorar la eficiencia del código ejecutable). En gene-
ral adoptamos el mismo símbolo de operador predefinido que 
existe en Hope, aunque en algunos casos preferimos el símbolo 
matemático tradicional (p.ej. £ en vez de =<). Las funciones 
predefinidas del lenguaje son algunas funciones aritméticas de 
enteros (+, -, * ) , la concatenación e inversión de listas 
(simbolizadas respectivamente o e invertir) y las funciones 
selectoras de listas (cabeza y cola) y de tupias (primero, 
segundo, ..., n-esimo). Las funciones selectoras producen 
programas poco claros, así que se evitará su uso utilizando 
patrones en cabeceras de las ecuaciones y en términos cualifi-
cados de definiciones locales. 
Cada función tiene un único parámetro y produce un único 
resultado. Ejemplos de aplicaciones de las funciones predefi-
nidas son: 
+ (5,8) que vale 13 : entero. 
invertir [1,2,3] o invertir([1,2,3]) que vale 
[3,2,1] : lista. 
Obsérvese que, de forma contraria a nuestra intuición, la 
función + toma un solo parámetro de tipo entero#entero, en vez 
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de dos de tipo entero. El modo de proceder es equivalente: en 
nuestro caso formamos el par a partir de los enteros mediante 
una función constructora (clase de funciones que estudiaremos 
en el subapartado de tipos de datos) y posteriormente se 
aplica + al par. Del mismo modo, la función invertir toma un 
único parámetro de tipo lista. Algunas funciones se escriben, 
por respeto a la tradición y por comodidad, con formato infijo 
(p.ej. 5+8 en vez de +(5,8)). 
Un predicado tiene el aspecto de una función cuyo rango es 
el tipo booleano. Sin embargo, desde el punto de vista de la 
lógica utilizada los predicados no son funciones y no podrán 
ser derivados con el sistema deductivo. 
2.2. LENGUAJE DE ESPECIFICACIÓN 
Podemos distinguir entre especificación y programa de una 
función: la especificación describe el comportamiento de la 
función, mientras que el programa describe un método de cál-
culo, un algoritmo. En otras palabras, la especificación des-
cribe "qué" hace la función y el programa describe "cómo" lo 
hace. Como ya se mencionó en el apartado 1.1, la distinción 
entre especificación y programa no siempre es clara, ya que es 
corriente que una especificación contenga elementos computa-
cionales. Incluso hay veces en que la especificación consta 
solamente de elementos computacionales, por lo que en sí misma 
es un programa. Debe añadirse que en algunas funciones senci-
llas resulta más claro el programa que la especificación. 
Nuestro interés es obtener, por deducción, un programa 
funcional a partir de una especificación. Siguiendo la termi-
nología del apartado 1.1, si la especificación contiene ele-
mentos no computacionales (es decir, puramente declarativos), 
hablamos de síntesis de un programa a partir de la especifica-
ción. Si la especificación es puramente computacional, habla-
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mos de optimización del programa. En general englobamos ambos 
procesos bajo el término derivación de programas. 
Dado que la derivación de un programa a partir de una 
especificación se va a hacer de forma deductiva, es natural 
que el lenguaje de especificación sea un subconjunto de la 
lógica multigénero de predicados de primer orden. (A partir de 
ahora, hablaremos de lógica de predicados o simplemente de 
lógica para referirnos a la lógica multigénero de predicados 
de primer orden.) Para que la exposición sea breve, los con-
ceptos lógicos utilizados se resumen en el Apéndice A. 
SENTENCIA DE ESPECIFICACIÓN 
La especificación el comportamiento de una función (par-
cial) implica la existencia de dos informaciones [BibelSO, 
MaWa80, Smith83], como mencionamos en el apartado 1.2. En pri-
mer lugar, la función sólo está definida para un subconjunto 
de los valores de entrada posibles, identificables por satis-
facer cierta condición, llamada condición de entrada. En 
segundo lugar, la función transforma valores de entrada en 
valores de salida, estableciendo una relación entre ellos, 
llamada condición de entrada-salida o, simplemente, de salida. 
El lenguaje de especificación es el subconjunto de la 
lógica que permite expresar el comportamiento de una función 
mediante la información antes descrita. En concreto, el len-
guaje de especificación es el conjunto de sentencias de lógica 
de predicados que tienen el siguiente esquema: 
(V x:D) (9 z:R) Q[x;z] 
o más explícitamente: 
(V x:D) r if E[x] -i 
(3 z:R) L then S[x;z] J 
- 31 -
donde E[x] y S[x;z] son dos sentencias cualesquiera que res-
pectivamente expresan la condición de entrada y de salida de 
una función f. Obsérvese que si la función es total, la condi-
ción de entrada es la condición obvia true, resultando Q[x;z] 
igual a S[x;z]. 
La sentencia Q[x;z] es una especificación de un conjunto 
de funciones flff2,.••,fn. Asimismo z representa el conjunto 
de variables libres z1,z2,..., zn, donde x y todas las z¿ son 
variables distintas entre sí. La variable x representa el 
parámetro formal de las funciones fj, común a todas ellas. 
Cada variable Zj representa el resultado de la función respec-
tiva fj. También llamamos variable de entrada a x y variables 
de salida a las variables pertenecientes a z. (Para realzar su 
distinto papel, separamos informalmente la variable de entrada 
y las variables de salida en las sentencias mediante una signo 
de punto y coma. También pueden separarse informalmente con 
punto y coma variables de salida de tipos distintos. Si existe 
una única variable de salida se suprime el subíndice, dejando 
z en lugar de z^ .) 
Una especificación de función describe su comportamiento 
con el vocabulario de cierta teoría lógica. Es decir, la espe-
cificación se construye con los símbolos de predicado, cons-
tante y función pertenecientes al vocabulario de la teoría. 
En general suponemos que utilizamos la teoría combinada de 
enteros, tupias y listas de enteros, dado que son los tipos 
predefinidos del lenguaje. En algunos casos se añadirá alguna 
teoría adicional, p.ej. conjuntos de enteros. Los símbolos de 
función fj de una especificación deben ser nuevos, es decir, 
distintos de los símbolos pertenecientes al vocabulario de la 
teoría. 
Ejemplo (especificación frente-ultimo). 
Sea un programa frente-ultimo formado por dos funciones, 
frente y ultimo, que, dada una lista no vacía, devuelven res-
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pectivamente la lista sin su último elemento y el último ele-
mento de la lista. Su especificación es: 
(V 1: lista) i- if not 1 = nil -i 
(9 Zi:lista;z2:entero) *- then 1 = z1<>z2::nil ^  
La especificación indica que existe una variable de 
entrada 1 y dos variables de salida z^ y z2, correspondientes 
a los valores devueltos por las funciones frente y ultimo, 
respectivamente. La condición de entrada indica que la varia-
ble de entrada no es la lista vacía, mientras que la condición 
de entrada-salida indica que 1 debe ser igual al resultado de 
concatenar Zj con la lista atómica formada por z2. 
Una especificación ligeramente distinta es: 
(V 1: lista) r if not 1 = nil -i 
(3 z:lista#entero) *- then 1 = primero zosegundo z::nil -• 
Esta sentencia especifica el comportamiento de una única 
función, que llamamos frenult. La función devuelve, dada una 
lista no vacía, el par formado por el frente y el último ele-
mento de la lista. | 
ESPECIFICACIÓN DE FUNCIÓN CON DOMINIO TUPIA 
Algunas sentencias de especificación se cuantifican sobre 
un parámetro de tipo tupia. En esta situación es frecuente que 
no nos interese el dato global sino sus componentes, que pue-
den accederse mediante funciones selectoras. El uso continuo 
de éstas en una sentencia de especificación produce una sen-
tencia oscura. 
Ejemplo (especificación div-mod). 
Sean dos funciones div y mod que, dado un par de enteros, 
devuelven respectivamente su cociente y su resto. Una especi-
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ficación conjunta de las dos funciones es: 
(V x: entero#entero) r if segundo x > 0 -i 
(3 Zi,Z2:entero) then primero x = zi*segundo x+Z2 I 
"- and z-> < segundo x -• 
Obsérvese que el uso de las funciones selectoras en pares 
primero y segundo hace la sentencia un poco farragosa. | 
Vamos a realizar una formulación equivalente, pero más 
clara, de la sentencia de especificación de funciones con 
dominio tupia. En el apartado 3.7 se hace una simplificación 
adicional de la especificación de funciones con rango tupia. 
Proposición (sentencia de especificación simplificada). 
Una sentencia de especificación con el formato: 
(V x:^*...*^) r if E[x] -. 
(3 z:R) L then S[x;Z] J 
donde D1#...#Dm es un tipo m-tupla y R es un tipo cualquiera, 
es equivalente a la sentencia con formato: 
(V X ^ D Í ; .. . ^ j^Dm) r if E[ (xlf. . . ,xm) ] 
(i z:R) L then S[(x1#...,xm);z] 
Demostración: 
La sentencia de especificación original 
(V x:D1^...^Dra) r if E[X] -i 
(a z:K) L then S[x;z]J 
es equivalente (por distribución de cuantificadores) a: 
(V X^!*...*^) r if E[X] -i 
L
 then (-3 z:R) S[x;z] J 
equivalente (por el axioma de descomposición de la teoría 
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de m-tuplas y lógica proposicional) a: 
i- if (3 XirDi^.w-XmíDm) x=(xx,... ,xm) 
(V x^!*...!^) then if E[x] 
L
 then (3 2:R) S[x;z] 
equivalente (por distribución de cuantificadores) a: 
i- if x=(x1,...,xm) -i 
(V-x:D1#...#Dm;x1:D1;...;xm:Dm) then if E[x] 
L
 then (5 z:R) S[x;z]J 
equivalente (por la proposición de reemplazamiento universal) a 
(V x1:D1?...;xm:Dm) r if E[ (x1#.. . ,xm) ] -i 
L
 then (i z:R) S[(xlf...,xm);z] J 
equivalente (por distribución de cuantificadores) a: 
(V x1^D1;...;xm:Dm) r if E[ (x1# . . . ,xm) ] -. 
(9 z:R) L then S[(xlr...,xm);z] J 
La nueva sentencia de especificación resulta más expresiva 
porque hace explicita la estructura de la variable de entrada. 
Además, el reemplazamiento de x por (x1,...,xin) permite 
simplificar (por los axiomas de las funciones selectoras) cada 
subtérmino primero x, ..., m-esimo x por x¿, ..., xm, 
respectivamente. Supondremos que estas simplificaciones se 
hacen automáticamente al formular la especificación nueva. Por 
analogía con la sentencia de especificación original, llamare-
mos variables de entrada o parámetros a las variables 
x^,...,xm, aunque realmente las funciones especificadas tienen 
un solo parámetro x de tipo m-tupla. 
Por sencillez las sentencias de formato: 
(V x^D!;...^!,,:^) r if E[(xlf...,xm)] -i (i z:R) L then S[(x1#...,xm);z] J 
las escribiremos con frecuencia como: 
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(V x:D) r if E[X] -i 
(3 z:R) L then S[x;z] J 
Ejemplo (especificación simplificada div-mod). 
Aplicando la proposición previa y simplificando todo lo 
posible, las funciones div y mod pueden especificarse mediante 
la sentencia: 
(V xlfx2:entero) r if x2>0 -i 
(3 z^z^entero) *- then x-± = z1*x2+z2 and z2<x2 -• 
Pueden formularse proposiciones análogas a la anterior 
para parámetros de otros tipos estructurados, pero no lo 
hacemos porque su uso es mucho más infrecuente. 
ESPECIFICACIÓN COMPLETA Y PARCIAL 
En algunos casos nos interesa especificar el comporta-
miento de una función f de tipo D1#...#Dm->R (para m>l) cuando 
ciertos parámetros se construyen de una manera fija, de entre 
las posibles según su tipo. Una especificación de este estilo 
especifica, no la función completa, sino una de las ecuaciones 
(con el patrón asociado a la forma de construir los paráme-
tros) que van a formar el programa de la función. 
Definición (especificación parcial). 
Sea una especificación con el formato usual: 
(V x:D) (} z:R) Q[x;z] 
o, más explícitamente: 
(V XJ^D-L;. . . ;X¿:DÍ;. .. rXj^Dm) (¿ z:R) 
QL \XJ_I ••• »x¿,... >xm) ;z] 
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Denominamos especificación parcial de la especificación 
anterior a una sentencia con la forma: 
(Vx':D*) (} 2:R) Q[s[x«];z] 
o, más explícitamente: 
(V xx:Dlf*... ;y:T;... ;xffl:Dm) (3 z:R) 
Q[(xlf...,t[y],...,xm);z] 
en algunos parámetros x¿ (para l<i<m), donde t es término de 
tipo D¿ formado exclusivamente por constructores y las varia-
bles y. 
Una especificación que no es parcial es una especificación 
completa. | 
Ejemplo (especificación parcial frenult) 
Recordemos que una especificación completa de la función 
frenult es: 
(V 1: lista) r if not l=nil -i 
(} z:lista#entero) *- then 1 = primero zosegundo z::nil J 
Incluimos tres especificaciones parciales, correspondien-
tes a los casos en que la lista parámetro contiene respectiva-
mente cero, uno o más enteros: 
(5 z: lista#entero) r if not nil=nil -i 
*- then nil = primero zosegundo z^nil-* 
(V x:entero) rif not x::nil=nil -i 
(3 z:lista#entero) '-then x: :nil=primero zosegundo z^nil-" 
(V x ,y :en te ro ; l : l i s ta ) (3 z:lista#entero) rif not x : :y : : l=n i l -i 
'-then x: :y: :l=primero zosegundo z::nil^ 
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2.3. DERIVACIÓN DEDUCTIVA DE PROGRAMAS 
El proceso de derivación deductiva, muy poco desarrollado 
en el apartado 1.2, describe el paso de una especificación a 
un programa, así como la relación que hay entre ambos. 
Para la derivación de un programa dependemos de que la 
especificación sea correcta, es decir, que describa exacta-
mente el comportamiento deseado. Su desarrollo no es una tarea 
fácil en general; de hecho el desarrollo de especificaciones 
constituye un campo importante de la ingeniería de software 
llamado ingeniería de requisitos. Es corriente que durante la 
derivación del programa se encuentre algún fallo en la especi-
ficación inicial, debiendo modificarse y rehacer la deriva-
ción. Sin embargo, en lo sucesivo suponemos que la especifi-
cación se ha desarrollado correctamente. 
PROCESO DERIVADOR 
Un programa se obtiene como un producto de la demostración 
de una sentencia de especificación, con el formato usual: 
(V x:D) (} z:R) Q[x;z] 
La sentencia de especificación se demuestra en la teoría 
correspondiente de una manera constructiva, es decir, indi-
cando un método para encontrar los valores de salida de las 
funciones. En consecuencia el programa derivado tiene el mismo 
esquema que la demostración de la especificación. Diferentes 
programas correspondientes a una misma especificación provie-
nen de demostraciones alternativas. Asimismo un programa puede 
satisfacer varias especificaciones. 
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Un programa derivado satisface su especificación por 
especificación, es decir, se satisface el teorema de correc-
ción; 
if (V x:D) P[x] 
then (V x:D) Q[x;f x] 
donde el antecedente representa el conjunto de igualdades 
cuantificadas que definen en la teoría las funciones f (en el 
apartado 2.4 describimos cómo convertir ecuaciones funcionales 
en sentencias). El teorema anterior puede añadirse al conjunto 
de teoremas de la teoría. De manera equivalente, si ampliamos 
la teoría añadiendo cada una de las igualdades de P[2] como 
un nuevo axioma, entonces añadimos como teorema el consecuente 
(V x:D) Q[x,r x]. La incorporación de las igualdades de P[x] 
aumenta el conjunto de símbolos de función de la teoría con 
los símbolos f. 
Ejemplo (programa div-mod). 
Supongamos que al demostrar la especificación div-mod del 
apartado 2.2 se deriva el siguiente programa miniHope: 
dec div, mod : entero#entero -> entero ; 
div (xl,x2) 
<= if xl<x2 then 0 else div(xl-x2,x2)+l ; 
mod (xl,x2) 
<= if xl<x2 then xl else mod(xl-x2,x2) ; 
Podemos ampliar la teoría de enteros con dos nuevos axio-
mas que expresan el programa anterior: 
r if Xi<X2 "i 
(V x^,x2:entero) div(xlfx2) = then 0 
L else div(x1-x2,x2)+l 
r if xl < x2 1 
(V x^,x2:entero) mod(xi,x2) = then x± 
L else mod(x1-x2,x2) ^  
En la nueva teoría ampliada se cumple la sentencia de 
corrección de div y mod: 
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r if X2>0 -i 
(V x1,x2:entero) then Xi=div(Xi,x2)*x2+mod(Xi,x2) 
L and mod(xi,x2)<x2 " •* 
que por tanto puede añadirse como un teorema. 
Ejemplo (programa frenult). 
Sea el siguiente programa miniHope derivado como conse-
cuencia de la demostración de la especificación frenult 
incluida en el apartado 2.2: 
dec frenult : lista -> listafentero ; 
frenult x::nil 
<= (nil,x) ; 
frenult x::y::l 
<= let (f,u) == frenult (y::l) 
in (x::f,u) ; 
Ampliamos la teoría combinada de enteros, listas y pares 
de ambos con los dos axiomas correspondiente a las ecuaciones 
anteriores: 
(V x:entero) frenult x: mil = (nil,x) 
(V x,y:entero;l:lista) 
r frenult x::y::l -i 
*- (x::primero frenult(y::1),segundo frenult (y: :1)) -• 
En la teoría ampliada resultante se cumple la sentencia de 
corrección de frenult: 
(V 1:lista) 
r if not 1 = nil -i 
L then 1 = primero frenult losegundo frenult l::nil -1 
Una forma de conseguir funciones con patrones es traducir 
un programa derivado en estilo Lisp en otro equivalente con 
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patrones; la traducción puede hacerse automáticamente, al 
menos en un gran número de casos. Sin embargo, de esta forma 
el esfuerzo requerido para derivar funciones con patrones es 
mayor que el requerido para derivar funciones sin patrones. 
Si se tiene en cuenta que la programación directa con patrones 
resulta más fácil a las personas, es razonable esperar que el 
proceso deductivo también deba ser más sencillo si se incor-
pora el uso de patrones. Esto obliga a identificar, en el 
resto del capítulo, los fundamentos lógicos necesarios, que en 
el Capítulo 3 son utilizados para modificar el sistema deduc-
tivo de Manna y Waldinger. 
SÍMBOLOS PRIMITIVOS 
A veces interesa que algún símbolo computable no aparezca 
en el programa por derivar: es un caso frecuente en optimiza-
ción de funciones, donde queremos obtener un programa que no 
utilice ciertos símbolos que introducen ineficiencia. Tampoco 
deben aparecer símbolos no computables, como cuantificadores o 
símbolos de Skolem. Esta restricción se consigue distinguiendo 
entre símbolos primitivos y no primitivos; sólo los símbolos 
primitivos pueden aparecer en el cuerpo de una función. Si no 
deseamos que un símbolo particular aparezca en una función, se 
declara no primitivo antes de la derivación; por tanto, el 
conjunto de funciones primitivas varía de derivación en deri-
vación. Los símbolos de las funciones por derivar son automá-
ticamente primitivos para permitir la derivación de funciones 
recursivas. 
En el ejemplo anterior sobre frenult las funciones 
"coma", :: y frenult se consideran primitivas. No ocurre lo 
mismo con las funciones selectoras de tupias primero y 
segundo, lo que se resuelve mediante una declaración local con 
patrones. 
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ENDULZAMIENTO DE ESPECIFICACIONES 
El uso de la lógica como lenguaje de especificación tiene 
como ventaja su genericidad. Sin embargo, una especificación 
lógica no realza sus partes principales, pudiendo resultar 
farragosa o poco legible. En concreto, debe resaltar las 
variables de entrada y salida, con sus tipos, y las condicio-
nes de entrada y de salida. Además, la especificación no 
incluye los símbolos de las funciones especificadas. Consegui-
mos estos objetivos utilizando un formato de especificación 
[MaWa80] más estructurado que la sola sentencia de especifica-
ción: 
f x:D <= encontrar z:R 
tal que S[x;z] 
donde E[x] 
Obsérvese que implícitamente se supone que las variables x 
están cuantificadas universalmente y las variables z, existen-
cialmente. Si x contiene más de una variable, éstas se encuen-
tran formando una tupia, haciendo explícita la forma del pará-
metro . 
Debe recordarse que una especificación de este estilo es 
una mero convenio para representar la verdadera sentencia 
lógica de especificación. La conversión entre ambas es inme-
diata. 
Ejemplo (especificación endulzada frenult). 
Utilizando el formato anterior, la especificación de 
frenult se formula: 
frenult 1 : lista <= encontrar z : lista#entero 
tal que l=primero zosegundo z::nil 
donde not l=nil 
I 
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Ejemplo (especificación endulzada div-mod). 
Análogamente, especificamos las funciones div y mod de la 
siguiente manera: 
div,mod (xi,x2) : entero#entero 
<= encontrar Zi,z2 : entero 
tal que Xi=Z!*x2+z2 and z2<x2 
donde x2>0 
2.4. RELACIÓN ENTRE PROGRAMAS Y TEORÍAS LÓGICAS 
Uno de los puntos claves en la definición de un sistema 
transformativo es la relación entre los lenguajes de 
especificación y programación. En los métodos deductivos la 
relación se establece entre la lógica de predicados y el len-
guaje de programación. De hecho esta relación define una 
semántica del lenguaje de programación, sirviendo para justi-
ficar la transición de términos lógicos a términos funcionales 
durante el proceso de derivación. Consideramos el lenguaje de 
programación funcional como una forma endulzada de expresar un 
subconjunto de la lógica. Por tanto, determinamos la relación 
entre ambos lenguajes dictando reglas de paso de un programa 
funcional a la lógica de predicados. 
Hay dos partes bien diferenciadas en los programas mini-
Hope: declaraciones de tipos y declaraciones de programas. 
Cada una de las dos partes tiene una relación directa pero 
diferente con la lógica de predicados: una declaración de 
tipos crea una nueva teoría lógica mientras que una declara-
ción de función amplía una teoría lógica ya existente con una 
nueva función. (Dado que una declaración de tipos introduce un 
tipo nuevo, siguiendo disponibles los tipos previos, es más 
correcto decir que una declaración de tipos amplía con un 
nuevo tipo la teoría lógica combinada de los tipos existentes. 
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Sin embargo, será frecuente que nos refiramos a la teoría 
lógica de cada tipo de datos como si fuera una teoría indepen-
diente .) Veamos ambas partes por separado. 
RELACIÓN ENTRE TIPO DE DATOS Y TEORÍA LÓGICA 
Recuérdese que las definiciones de tipos de datos en mini-
Hope tienen un formato fijo: 
data T ==• C^ T^ ++ ... + + Cn Tn ; 
donde T es el símbolo del nuevo tipo, cada C¿ es un construc-
tor del tipo y cada T¿ es el tipo del dominio del constructor 
respectivo C¿. 
Los constructores de un tipo T, junto con sus tipos aso-
ciados, definen el conjunto de valores incluidos en el tipo T. 
Esta estructura matemática, llamada álgebra de palabras libre 
(o álgebra libre), tiene un conjunto de características que 
permite definir su teoría lógica con un formato fijo. A conti-
nuación vemos los distintos aspectos de la definición de la 
teoría de un tipo álgebra libre. Para ilustrarlo utilizamos la 
declaración del tipo lista, que repetimos: 
data lista == nil ++ entero::lista ; 
Tipos de los constructores 
Una declaración de tipo de datos introduce constructores 
nuevos. Toda aparición futura de éstos en una sentencia tiene 
asociada su tipo respectivo: si un constructor C¿ es una cons-
tante, entonces su tipo es T y si es una función, su tipo es 
T¿ -> T. 
Por ejemplo, los constructores de listas tienen los 
siguientes tipos: 
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nil : lista 
:: : entero#lista -> lista 
Axiomas de unicidad 
Cada valor de un álgebra libre se crea de forma única a 
partir de constructores. Esta propiedad se declara mediante 
dos conjuntos de axiomas de unicidad. El primer grupo declara 
que los términos formados con constructores distintos también 
son distintos. Para ello se incluyen tantos axiomas como sean 
necesarios para indicar la desigualdad de dos términos forma-
dos con constructores distintos. 
Por ejemplo, la teoria de listas incluye dos únicos cons-
tructores, por lo que basta con el axioma: 
(V x:entero;1:lista) not nil=x::l 
El segundo grupo de axiomas declara que dos términos for-
mados por la aplicación de una misma función constructora son 
iguales sólo si son iguales los respectivos subtérminos a los 
que se aplica. La igualdad de estos subtérminos puede expre-
sarse de la siguiente manera. Si los términos son variables, 
se incluye una igualdad de las dos variables. Si los términos 
son tupias de n variables, se incluyen n igualdades, cada una 
comparando las variables respectivas de las tupias. 
Por ejemplo, la teoria de listas sólo incluye una función 
constructora, por lo que basta con el axioma: 
(V xl,x2:entero) r if xl: :ll=x2: :12 -i 
(V 11,12:lista) L then xl=x2 and 11=12 J 
Axiomas de igualdad 
Un álgebra de palabras es una teoría T con igualdad, es 
decir, donde existe un predicado de igualdad =T que satisface 
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los axiomas de igualdad. Cada nueva teoría T introduce un 
nuevo predicado =ip, pero de una manera informal representamos 
todos los predicados de igualdad con el mismo símbolo =. 
Los axiomas de igualdad incluyen la reflexividad, simetría 
y transitividad: 
(V x:T) x=x 
(V x,y:T) if x=y then y=x 
(V x,y,z:T) if x=y and y=z then x=z 
Además deben incluirse las instancias necesarias de los 
esquemas de sustitutividad funcional y sustitutividad en pre-
dicados . 
Por ejemplo, en la teoría de listas, los tres primeros 
axiomas son como siempre: 
(V 1:lista) 1=1 
(V 11,12:lista) if 11=12 then 12=11 
(V 11,12,13:lista) if 11=12 and 12=13 then 11=13 
Dado que la única función de la teoría básica de listas es 
el constructor ::, cuyo parámetro es un par, deben incluirse 
dos instancias del esquema de sustitutividad funcional, uno 
por cada elemento del par: 
(V x,y:entero;l:lista) if x=y then x::l=y::l 
(V x:entero;11,12:lista) if 11=12 then x::ll=x::12 
La adición posterior de nuevas funciones o predicados a 
esta teoría básica de listas obliga a la inclusión de nuevas 
instancias de los esquemas de sustitutividad por igualdad. 
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Principio de inducción estructural 
Si la declaración de tipos es recursiva, debe proporcio-
narse algún medio para razonar sobre la estructura recursiva 
de los datos. Para esto se incluye un principio de inducción 
estructural. El adjetivo "estructural" refleja que el princi-
pio permite demostrar sentencias utilizando directamente la 
estructura (recursiva) de los datos; esto implica considerar 
tantos casos como formas posibles haya de construirlos. Esta 
forma de inducción es conocida en programación [Burstall69, 
MaWa85]. 
El principio de inducción estructural para un tipo T se 
formula de la siguiente forma general. Sea una sentencia cual-
quiera cuantificada sobre una variable de tipo T, es decir, 
una sentencia con la forma (V x:T) F[x]. La variable x se 
llama la variable de inducción y la sentencia F[x] se llama la 
sentencia inductiva. Para demostrar su validez basta demos-
trar, para cada constructor C¿ del tipo T: 
- Si C¿ es un constructor constante, entonces F[C¿] es 
válida. Cada sentencia F[C¿] se llama un caso base. 
Si C¿ es un constructor con dominio de tipo T1#...#Tn, 
con n>0, entonces se cumple F[C¿(Xi,...,xn)] supuesto 
que se cumple F[X]¿] para aquellas variables x^ de tipo 
T. Las sentencias F[xk] y F[Ci(xlf...,xn)] se llaman 
respectivamente las hipótesis de inducción y la conclu-
sión deseada. La implicación de ambas sentencias se 
llama un paso inductivo. 
Dicho principio de inducción se formula como una implica-
ción cuyo antecedente es la conjunción de las condiciones 
anteriores y cuyo consecuente es la sentencia a demostrar (V 
x:T) F[x]. Obsérvese que el principio de inducción no es un 
axioma, sino un esquema de axioma, por lo que es sólo al 
demostrar una sentencia (V x:T) F[x] concreta cuando se intro-
duce como axioma la instanciación correspondiente del princi-
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pío. 
Por ejemplo, el principio de inducción estructural para 
listas es una implicación cuyo antecedente tiene dos conjunta-




(V x:entero; 1:lista) r if F[l] -i 
L fhan P f v • "1 1 -I t e F[x::1] 
then (V 1:lista) F[l] 
En este principio, la variable inductiva es 1, la senten-
cia inductiva es F[l], el caso base es el primer conjuntado 
del antecedente y el caso inductivo es el segundo conjuntado. 
Teoremas adicionales 
Podemos añadir a la teoría cualesquiera sentencias válidas 
en la teoría, es decir, teoremas de la teoría. Por ejemplo, un 
teorema que es importante en los dos próximos apartados es el 
teorema de descomposición. Dicho teorema afirma que un término 
de tipo T se forma con alguno de los constructores del tipo. 
Por ejemplo, el teorema de descomposición de listas dice 
que una lista es bien la lista vacía bien una lista formada 
con :: a partir de un entero y una sublista. Su formulación 
es: 
r 1=nil i 
(V 1:lista) or 




La definición de tipo de datos a partir de un álgebra de 
palabras es un instrumento adecuado para un buen número de 
casos. Sin embargo, hay tipos de datos que no se corresponden 
exactamente con los definidos mediante constructores. Por 
ejemplo, es corriente que no todos los valores generados por 
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el álgebra de palabras estén permitidos o incluso que no ten-
gan sentido. No hay reglas fijas para resolver estos casos 
satisfactoriamente. En programación es corriente el uso de 
tipos abstractos de datos, donde se esconde la implementación 
y se deja visible un conjunto de operaciones sobre el tipo. 
Para permitir la existencia de cualquier teoría lógica 
adoptamos una solución modesta, consistente en seguir dos 
pasos. Por un lado realizamos una declaración normal de tipo 
de datos utilizando constructores. Posteriormente podemos 
optar por considerar al nuevo tipo como un álgebra libre o 
darle otra estructura lógica. En el primer caso, la definición 
de su teoría es automática siguiendo las reglas vistas hasta 
ahora. En el segundo caso, debemos construir la teoría 
siguiendo nuestro sentido común. Los únicos puntos, de los 
utilizados para las álgebras libres, que se conservan son la 
asociación automática de tipos a los constructores utilizados 
y la inclusión de los axiomas de la igualdad. 
Por ejemplo, sea el tipo de los conjuntos de enteros. Su 
definición como álgebra libre no es satisfactoria. Así, el 
conjunto formado al añadir un elemento a un conjunto debe ser 
el mismo que el formado al añadir dos veces el elemento, pero 
en un álgebra libre los axiomas de unicidad harían que se con-
siderasen conjuntos distintos. 
En primer lugar realizamos una declaración de tipos: 
data conjunto == <p ++ entero.conjunto ; 
supuesto que pudiera utilizarse 0 como símbolo de constante. A 
partir de esta definición sabemos que 0 y . tienen de tipos 
respectivos conjunto y entero#conjunto -> conjunto. Para no 
alargar demasiado la exposición, remitimos al lector inter-
esado en la teoría de conjuntos al apartado B.4. 
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RELACIÓN ENTRE DECLARACIÓN DE FUNCIÓN Y AXIOMAS 
Una declaración de función no introduce ninguna teoría 
nueva, ya que no añade ningún nuevo tipo de datos. Su efecto 
lógico consiste en ampliar la teoría existente con funciones 
nuevas. 
Un programa miniHope consta de un conjunto de declaracio-
nes de función, cada una formada por un conjunto de ecuacio-
nes. El formato general es: 
dec fi : Di -> R± ; 
fl Pll < = til ' 
• • • 
fl Plnl < = fclnl ' 
• • • 
d©c fm : Dm -> Rm > 
fm Pml < _ tml ' 
• • • 
^m Pmnm < = ^mnm ; 
donde cada f¿ (l<i<m) representa una función de dominio D¿ y 
rango R¿ y la ecuación j-ésima (l<j<n¿) de cada función f¿ 
tiene patrón p¿j y lado derecho t¿j. 
La declaración de tipo de cada función f¿ (l<i<m) asocia 
el tipo D¿->R¿ a dicho símbolo de función. 
Cada ecuación del programa produce la introducción de un 
axioma. Cada axioma es una igualdad de dos términos, cuantifi-
cada universalmente sobre las variables libres. Los dos lados 
de la igualdad son el lado izquierdo y derecho de la ecuación 
respectiva, excepto en lo respectivo a las definiciones loca-
les, como veremos a continuación. Por tanto, el conjunto de 
sentencias tiene el formato: 
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(V x n :D u ) fx P l l = tu' 
• • • (V x l n l : D l n l ) fx p l n l = t l n l « 
• • • 
(v *ml:5ml) fm Pml = tml' 
• • • 
(v xmnm:Dmnm) fm Pmnm ~ tmnm1 
El tipo D¿j de las variables 5¿j de cada axioma se obtiene 
a partir de la declaración de tipos de la función f¿ y el 
patrón de la ecuación respectiva utilizando las reglas de 
inferencia de tipos del lenguaje. 
Cada término t¿j» es el equivalente lógico del término 
funcional t¿j. La correspondencia entre términos del lenguaje 
de programación y de la lógica se establece siguiendo las 
siguientes reglas, según la forma de t¿j: 
- t¿j no contiene definiciones locales. Entonces el tér-
mino está formado según la sintaxis de términos de la 
lógica de predicados. Como además los símbolos de fun-
ción y predicado coinciden en ambos lenguajes, t¿j• 
coincide con t¿*. 
- tj4 contiene definiciones locales de variables, es 
decir, definiciones locales sin patrones. Entonces el 
término t¿j contiene algún subtérmino s con la forma 
let v == s1 in s2 
En este caso la variable local v se utiliza como una 
abreviatura del término sl en s2. Es decir, el término s 
es equivalente al término resultante de reempl¿zar en el 
término principal s2 cada aparición de la variable local 
v por el término cualificado s1. Si representamos t¿j 
como t¿j[let v==sx in sz[v]], entonces t¿j• es 
tij[s2[s1]]. 
t¿j contiene definiciones locales con patrones. Veamos 
el caso más frecuente, cuando el patrón es una tupia. 
(La aparición de otro constructor se trata de forma 
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similar.) Entonces el término t¿j contiene algún subtér-
mino s con la forma 
let (v1(...,vp) « tij1 in tij2 
En esta situación puede hallarse el valor de cada varia-
ble con ayuda de las funciones selectoras sobre tupias; 
p.ej. vt tiene como valor primero t¿jl. Es decir, el 
término s es equivalente al término resultante de reem-
plazar simultáneamente en el término principal s2 cada 
aparición de cada variable local v^ (l<k<p) por k-ósimo 
sl. Si representamos t¿j como t¿j[let (v^,...jVpJsss1 in 
s2[v^,...,Vp]], entonces t¿j• es 
t¿j[s2[primero s1,...,p-ésimo s1]]. 
Suponemos que el término t'¿j se simplifica automática-
mente lo máximo posible. Por ejemplo, cualquier término 
primero (t1#...) se simplifica a t±. 
Si t¿4 contiene varias definiciones locales, el proceso de 
reescritura se realiza repetidamente en cualquier orden (p.ej. 
de afuera hacia adentro o viceversa siguiendo la estructura 
sintáctica del término t¿j) hasta que obtenemos un término sin 
definiciones locales. 
La conversión anterior se justifica a partir de las reglas 
de evaluación (ver apartado A.7) y los axiomas de las funcio-
nes selectoras sobre tupias (ver apartado B.2). 
En el apartado 2.3 se incluyen dos ejemplos de programa, 
div-mod y frenult, con sus dos axiomas asociados. 
EVALUACIÓN DE TÉRMINOS 
Dado un programa funcional, podemos evaluar cualquier tér-
mino básico, es decir, hallar su valor. La evaluación de un 
término es un proceso repetitivo de reescritura de subtérminos 
por otros iguales. El proceso es conocido en programación fun-
cional, por lo que no lo repetimos aquí. Nuestro lenguaje uti-
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liza un conjunto de reglas de evaluación que definen una 
estrategia ambiciosa. Su semántica correspondiente es una 
semántica estricta. 
La evaluación de un término tiene una clara corresponden-
cia lógica. Sea un término cualquiera t:T a evaluar. Su eva-
luación corresponde a la demostración del teorema (j z:T) z=t. 
La demostración se realiza mediante repetidas sustituciones 
por igualdad de subtérminos de t por otros iguales, según los 
axiomas (las ecuaciones) de sus funciones, y una aplicación 
final del axioma reflexivo de la igualdad, obteniendo un valor 
básico para z. Una generalización de este mecanismo a térmi-
nosno básicos permite optimizar funciones ya existentes, como 
se hace en el método de despliegue-pliegue [BuDa77] y en la 
derivación del apartado 4.2. 
RELACIÓN ENTRE RECÜRSION E INDUCCIÓN 
En programación funcional la repetición de cierta opera-
ciónse hace mediante recursión. La derivación por deducción de 
una función recursiva precisa algún mecanismo repetitivo simi-
lar en la teoría lógica: un principio de inducción. 
Cada esquema de recursión obliga al uso de cierto princi-
pio de inducción durante el proceso derivador. Veamos como 
ejemplo los esquemas de programa obtenidos gracias al princi-
pio de inducción estructural, que llamaremos programas recur-
sivos estructurles. Sea una función f con el parámetro de tipo 
T o ...#T#..., siendo la declaración del tipo T como de 
costumbre: 
data T == Cx T! ++ ++ Cn Tn ; 
donde algún T¿ es una tupia donde aparece T, es decir, T es un 
tipo recursivo. Utilizando el principio de inducción estructu-
ral sobre T podemos derivar, para cierta especificación de f 
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un programa de n ecuaciones, una por constructor. Si el cons-
tructor Cj[ se aplica a parámetros de tipo T, la ecuación tiene 
la forma: 
f C¿ (... ,x¿j ,...) <= t¿[f x-^ j ] ; 
donde las variables x¿j tienen tipo T. O si el constructor C¿ 
no se aplica a parámetros de tipo T, tiene la forma: 
f C¿ t¿ <= s¿ ; 
donde f no aparece en s¿. 
Por ejemplo, en una teoria de listas, dicho esquema de 
función produciría la siguiente declaración: 
f (...,nil,...) <= t^ ; 
f (—,x::l,—) <= t2 [f 1] ; 
No todas las funciones con algún parámetro de tipo lista 
se ajustan de manera natural a este formato. Por tanto se pre-
cisan otros esquemas de inducción, aunque no hay que asus-
tarse, porque hay pocos principios de inducción prácticos 
[BibelSO, MaWa80]. De hecho basta con el principio de induc-
ción bien fundada, pero la definición de programas por patro-
nes concede una importancia especial a la inducción estructu-
ral. Un teorema no inductivo que también es importante en la 
derivación de funciones con patrones es la propiedad de des-
composición. Ambos principios lógicos son objeto c'e trata-
miento en los dos siguientes apartados. 
2.5. DEMOSTRACIÓN POR INDUCCIÓN 
En este apartado vemos diversos principios de inducción 
que permiten la derivación de diferentes programas recursivos: 
estructurales con un número cualquiera de ecuaciones, estruc-
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turales sobre varios parámetros o recursivos que no siguen la 
estructura de los datos. Para estos casos necesitamos respec-
tivamente versiones del principio de inducción estructural con 
varios casos básicos, principios de inducción estructural 
simultánea sobre varios componentes de una tupia y un princi-
pio de inducción bien fundada. 
PRINCIPIOS DE INDUCCIÓN ESTRUCTURAL SOBRE ENTEROS NO 
NEGATIVOS 
El principio de inducción estructural sobre enteros (ver 




(V x:entero) r if F[x] 
then F[succ x] 
then (V x:entero) F[x] 
Existe otra versión del principio de inducción estructu-
ral, llamado principio de inducción estructural por descompo-
sición, por contraposición al anterior, que razona por genera-
ción. Lo expresamos: 
if (V x:entero) 
then (V x:entero) F[x] 
if x=0 
then F[0] 
else r if F[x-1] -i 
L
 then F[x] J 





then (V x:entero) F[x] 
if not x=0 




Ambos principios derivan programas con recursión estructu-
ral, pero mientras la distinción entre casos se realiza por 
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patrones utilizando el primer principio, con el segundo se 
efectúa mediante una expresión condicional. 
Con frecuencia resulta conveniente utilizar para la deri-
vación de programas recursivos estructurales otras versiones 
del principio de inducción estructural por generación que dis-
tingan varios casos básicos, no sólo el 0. Asi podemos utili-
zar el siguiente principio de inducción estructural con dos 
casos básicos. (Utilizamos la terminología x+n para represen-
tar el término más correcto, expresado con constructores, 






(V x:entero) r if F[x+1] -i 
L fhan •ETv-i.Ol -I-then F[x+2] 
then (V x:entero) F[x] 
Generalizando, el principio de inducción estructural con 
k+1 casos básicos es: 
F[0] 
and 




(V xrentero) r if F[x+k] -i 
L
 then F[x+k+l] J 
then (V x:entero) F[x] 
En todos los princ.pios de inducción anteriores se distin-
guen las partes descritas en el apartado 2.4. 
Proposición (validez de principios de inducción estructu-
ral sobre enteros con distintos casos básicos). 
En la teoría de enteros las distintas versiones del prin-
cipio de inducción estructural con diferente número de casos 
básicos son válidas. 
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Demostración: 
La demostración la hacemos por inducción sobre el número 
de casos básicos. La situación básica es el principio con un 
caso, válido porque es un axioma de la teoria de enteros. 
Veamos el caso inductivo. Suponemos que el principio de 







(V x:entero) r if F[X+k-l] -i 
L
 then F[x+k] J 
then (V x:entero) F[x] 
Se trata de demostrar que también es válido el principio 








(V x:entero) r if F[X+k] -i 
L
 then F[x+k+l] J 
then (V x:entero) F[x] 
Dado que el primer principio es válido, basta demostrar la 
equivalencia de ambos principios para establecer la validez 
del segundo. El consecuente de ambos principios es el mismo, 
por lo que basta demostrar la equivalencia de sus anteceden-
tes. 








(V x: entero) r if F[x+k-l] -i 
L
 then F[x+k] J 











L (3 yrentero) x=y+l 
then r if F[x+k-l] -i 
L L
 then F[x+k] J 











if x=0 -i 
then r if F[x+k-l] -i 
L
 then F[x+k] JJ 
if x=y+l 
then r if F[X+k-l] -i 
L
 then F[x+k] JJ 
equivalente (según la proposición de reemplazamiento univer-




• • • 
and F[k-1] 
and 
if F[k-1] then 
and 






equivalente (por lógica proposicional y renombrado de varia-
bles ligadas) a: 
F[0] 
and 






(V x:entero) r if F[x-fk] -i 
L
 then F[x+k+l] J 
que es el antecedente del principio de inducción con k+1 
casos básicos, como queríamos obtener. I 
PRINCIPIOS DE INDUCCIÓN ESTRUCTURAL SOBRE LISTAS 
De manera análoga a los enteros no negativos la teoría de 
listas (ver apartado B.3) dispone de un principio de inducción 





(V x:entero) r if F[l] -¡ 
L fhon P T v • 11 -I-L
 (V 1:lista) L t e F[x::l] 
then (V 1:lista) F[l] 
donde x no aparece libre en F[l]. Por brevedad, en lo sucesivo 
no citaremos estas restricciones, que supondremos que se cum-
plen. También existe un principio de inducción estructural por 
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descomposición: 




then (V 1:lista) F[l] 
r if F[cola 1] -i 
L
 then F[l] JJ 
más comúnmente expresado como: 
F[nil] 
and 
if r if not l=nil 
(V 1:lista) then r if F[cola 1] -i 
L L f h a n T?n 1 J-
then (V 1:lista) F[l] 
t e  F[l]
De nuevo cada principio produce un programa con recursión 
estructural diferente. Asimismo se necesitan diversas versio-
nes del principio de inducción estructural por generación, 
cada uno con un número distinto de casos básicos. El principio 
con dos casos básicos es el siguiente. 
F[nil] 
and 
if (V x:entero) F[x::nil] 
and 
(V x,y:entero) r if F[x::l] 
L
 (V 1:lista) L then F[y::x::l] 
then (V 1:lista) F[l] 








(V X]_,...'/X]C/X]C+]_:entero; 1:lista) 
r if Ffx^::...: :x^: :1] -i 
L f h o n T? T Vi . - • • vi. • • " v . • • ! 1 -I 
,x^:entero) Ffx^: xj_: :nil] 
then F [ x^-n:: x^ 
then (V 1:lista) F[l] 
:X]_: :1] 
En todos los principios de inducción anteriores se distin-
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guen las partes descritas en el apartado 2.4. 
Proposición (validez de principios de inducción estructu-
ral sobre listas con distintos casos básicos). 
En la teoría de listas las distintas versiones del princi-
pio de inducción estructural con diferentes números de casos 
básicos son válidas. 
Demostración: 
La demostración la hacemos por inducción sobre el número 
de casos básicos. La situación básica es el principio con un 
caso, válido puesto que es uno de los axiomas de la teoría de 
listas. 
Veamos el caso inductivo. Suponemos que el principio de 
inducción con k casos es válido: 
F[nil] 
and 




if f¥ i,... ^ ^«i:entero) FCx^.i; 
(V x^,...,Xfc.^Xfc:entero; 1:lista) 
r if Ftx^i::...: :x^: :1] -i 
"- then F[X]C: ix^.^::...: :X]_: :1] ^  
then (V 1:lista) F[l] 
x^::nil] 
Se trata de demostrar que también es válido el principio 








(V X]_,... jX^x^+^entero;!:lista) 
r if F[X]£::...: :x¿: :1] -¡ 
rX^:entero) FO^::...::x^::nil] 
then F[X]C+1::xjc 
then (V 1:lista) F[l] 
x^::1] 
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Dado que el primer principio es válido, basta demostrar la 
equivalencia de ambos principios para establecer la validez 
del segundo. El consecuente de ambos principios es el mismo, 
por lo que basta demostrar la equivalencia de sus 
antecedentes. 
El antecedente del primer principio es: 
F[nil] 
and 
• • • 
and 
(V x^,... ,X]t-i rentero) F^j^^r r...: rx^r mil] 
and 
(V X]_, ... /X]c-i/xk rentero) r if Ffx^-^:: . . . : :X]_: :1] -i 
(V 1:lista) «- then Ffx^: rx^-^r:...: r x ^ :1] -• 




• • • 
and 
(V xi,... /Xfc.!rentero) Ffx^.j^r r... r ¡ x ^ mil] 
and 




í or 1 
L j   l=xrrl' -* 
then r if Ftx^.^::... r rx^r rl] -i 
*- then F[xjcr rx^^r r... r rx^r rl] •'• 




• • • 
and 
(V x1#... /Xfc»!rentero) F ^ ^ ^ r r... r r x ^ mil] 
and 
(V x¿ f... (Xjj.^x^: entero; Ir lista) 
r if l=nil -i | then r if F[X]£_¿::...: :x¿: :1] -i 
*- •- then Ffx^r rx^.^r r... r rx^r r 1] •*•* 
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and 
(V Xi,... fXfc.^XfcjX:entero; 1,1':lista) 
r if l=x: :1' -i 
then r if Ffx^-.^::...: :X]_: :1] -i 
L *- then FCx^: zxjj.^::...: :X]_: :1] -'-' 




• • • 
and 
(V xlf...fX^»!:entero) Ffx^-i::...:tx^s:nil] 
and 
(V X]_,... /Xfc-i/Xfc: entero) rif Ffx^.^::...: :x^: :nil] -i 
•-then Ftx^: tx j^ .^ : : . . . : i x ^ :n i l ] - ' 
and 
(V x j _ , . . . ,X]C_i,X]C,x:entero; 1 ' : l i s t a ) 
r if Ffx^i::...: :x]_: :x: :1* ] -i 
L
 then Fíx^: :xjc_1::...: '.x^: :x: :1* ] -1 
equivalente (por lógica proposicional y de predicados y renom-
brado de variables ligadas) a: 
F[nil] 
and 
• • • 
and 
(V x^,...fXfc-i:entero) Ffx^»!::...:ix^::nil] 
and 
(V X]_f... fXfc-^Xfcrentero) Ftx^: :xjc_1::...: :x^: :nil] 
and 
(V x^,...,x^-i,x^^^+irentero; 1:lista) 
r if Ftx^::...: rx^: :1] -i 
L then Ftx^+^r tx^::...: :x^: :1] -* 
que es el antecedente del principio de inducción con k+1 casos 
básicos, como queríamos obtener. 1 
OTROS PRINCIPIOS DE INDUCCIÓN ESTRUCTURAL 
Podríamos desarrollar principios de inducción de manera 
similar a lo realizado con enteros y listas para otros tipos 
recursivos. Sólo incluimos, por completitud, el principio de 
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inducción estructural sobre conjuntos con dos casos, ya que se 




(V xrentero) r if not xec 
(V c:conjunto) then if F[c] 
*- then F[x.c] 
then (V c:conjunto) F[c] 
El principio consta de las partes descritas en el apartado 
2.4. El caso inductivo es ligeramente distinto de lo usual 
puesto que los conjuntos no se definen como un álgebra libre. 
Debe destacarse que no siempre es fácil obtener principios 
alternativos de inducción estructural, y menos generalizar a 
un esquema general. Tipos de datos donde esto puede ser rela-
tivamente difícil son algunos árboles. 
PRINCIPIO DE INDUCCIÓN BIEN FUNDADA 
La gran cantidad de principios de inducción concebibles 
puede resultar desconcertante. Sin embargo, existe un princi-
pio de inducción que generaliza todos los esquemas de induc-
ción y es aplicable a cualquier tipo de datos recursivo. Se le 
conoce con el nombre de principio de inducción bien fundada (o 
completa). Por esta razón Manna y Waldinger lo han usado en su 
sistema de derivación de programas funcionales [MaWa80, 
MaWa87] como único principio de inducción. 
El principio de inducción bien fundada se basa en el con-
cepto de relación bien fundada (ver apartado A.6). Ejemplos de 
relaciones bien fundada son la relación menor-que < sobre los 
enteros o la relación sublista <iista sobre listas. 
Podemos formular el principio de inducción de la siguiente 
forma. Supongamos que queremos demostrar que una sentencia 
F[x] es cierta para todo objeto x de tipo T. Basta probar que, 
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dado cualquier objeto x, si F[x'] es cierto para todo objeto 
x' menor que x según algún orden bien fundado « (es decir, 
x'«x), entonces P[x] también es cierto. 
Formalmente, para cualquier sentencia P[x] sin apariciones 
libres de x', el cierre universal de la sentencia 
r if (V X':T) r if X'«X -|-i 
if (V x:T) L then F[x'] J 
L
 then F[x] J 
then (V x:T) F[x] 
donde x no aparece libre en F[x], es válida en la teoría del 
tipo T. Por brevedad en lo sucesivo no citaremos estas res-
tricciones, que supondremos que se cumplen. 
El principio de inducción bien fundada consta de partes 
similares a las contenidas en los principios de inducción 
estructural. La variable x se llama variable de inducción y la 
sentencia F[x] se llama la sentencia inductiva. El antecedente 
de la implicación se llama el paso inductivo. Asimismo, el 
antecedente y el consecuente del paso inductivo se llaman res-
pectivamente la hipótesis de inducción y la conclusión 
deseada. 
Si el tipo T es una tupia, la cuantificación se realiza 
sobre todos los elementos constituyentes de la tupia. Por 
ejemplo, para pares de listas, tendríamos: 
r if (V l3:lista)r if (l3,l4)«(l1,l2)-,-| 
if (V llfl2:lista) (V 14:lista)L then F[l3,l4] J 
L
 then F[l1,l2] * J 
then (V l1,l2:lista) F[llfl2l 
Los principios de inducción estructural son simplificacio-
nes del principio de inducción bien fundada [MaWa89, cap.3] 
donde el orden bien fundado es "estructural", es decir, recoge 
la estructura recursiva de los datos. Por ejemplo, en la teo-
ría de enteros el orden es <pred' definido como: 
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T x <pred Y 1 (V x,yrentero) s 
L- e n rr> v = \7 -I 
succ x = y 
o en la teoria de listas el orden es <cola' definido como: 
11 <cola 12 
(V ll,12:lista) 
(9 x:entero) x::ll = 12 -• 
A continuación utilizamos el principio de inducción bien 
fundada para obtener varios principios de inducción estructu-
ral sobre tupias. 
ORDENES BIEN FUNDADOS SOBRE TUPLAS 
Podemos encontrar diversos principios de inducción estruc-
tural sobre tupias de datos recursivos. Sus diferencias vienen 
del orden bien fundado « sobre tupias elegido. Sólo vamos a 
utilizar dos órdenes bien fundados sobre tupias, la relación 
lexicográfica y la relación progresiva. 
Relación lexicográfica 
Sea el tipo par T^#T2 y las relaciones bien fundadas <i y 
<2 definidas respectivamente sobre los tipos T^ y T2. La 
relación lexicográfica <iex (correspondiente a <i y <2/ ° 
simplemente correspondiente a <^ si ambos órdenes son iguales) 




- (X!,x2) <iex (y!,y2) 
xl <1 Yl 
or 
x1 = y± and x2 <2 y2 
Obsérvese que en realidad la relación lexicográfica 
designa una familia de relaciones, que difieren en <^ y <2. La 
relación se define de manera similar para tupias de longitud 
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mayor. 
La relación lexicográfica es asimétrica en el peso dado 
para la comparación a cada elemento de las tupias. Esta rela-
ción es la utilizada para la ordenación alfabética en los dic-
cionarios: se comienza comparando los caracteres más a la 
izquierda de las dos palabras y sólo se continúa comparando 
los situados a la derecha si los anteriores son iguales. 
Podemos formular restricciones de la relación lexicográ-
fica que dan lugar a órdenes bien fundados simétricos, pero 
menos generales. Sólo estudiamos uno de ellos, el orden pro-
gresivo. 
Relación progresiva 
Sea el tipo par T^i^ y las relaciones bien fundadas <^ y 
<2 definidas respectivamente sobre los tipos Tt y T2. La 
relación progresiva <prog (correspondiente a <¿ y <2, o 
simplemente correspondiente a <j_ si ambos son iguales) es un 
orden bien fundado, que se define con el axioma: 
(V x1,y1:T1) 
(V x2,y2:T2) 
(xlfx2) <prog (Yl>y2) 
xl <1 Yl a n d x2 = Y2 
or 
L
 xx = yx and x2 <2 y2 
Al igual que la relación lexicográfica, la relación pro-
gresiva designa a una familia de relaciones, que difieren en 
<1 Y <2* L a relación se define de manera similar para tupias 
de longitud mayor. 
La relación progresiva es simétrica en el peso dado a cada 
elemento de una tupia en una comparación. Se llama progresiva 
porque la relación decrece si y sólo si decrece un elemento 
del par, pero a diferencia de la relación lexicográfica el 
otro elemento nunca puede aumentar simultáneamente. 
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Proposición (relación progresiva, bien fundada). 
La relación progresiva es una relación bien fundada. 
Demostración: 
La relación progresiva es una subrelacion de la relación 
lexicográfica, ya que si t^ <prog *2» entonces tA <iex fc2 (la 
inversa no es cierta en general). Además, la relación lexico-
gráfica es una relación bien fundada. Por tanto, según la pro-
posición de subrelacion [MaWa90, cap.l] la relación progresiva 
es una relación bien fundada. | 
PRINCIPIOS DE INDUCCIÓN ESTRUCTURAL SOBRE PARES DE LISTAS 
Una teoría de tupias no suele incluir un principio de 
inducción estructural como axioma ya que una tupia no es un 
dato recursivo. Ahora bien, si los componentes de una tupia 
son recursivos, podemos razonar inductivamente mediante el 
principio de inducción bien fundada sobre tupias. Si el orden 
bien fundado elegido depende del orden bien fundado estructu-
ral de los componentes recursivos de las tupias, podemos for-
mular el principio de inducción como una inducción estructu-
ral. 
Encontramos dos principios ligeramente distintos de induc-
ción estructural sobre pares de listas según utilicemos la 
relación lexicográfica o la relación progresiva. Dado que la 
segunda es una subrelacion de la primera con una formulación 
muy parecida, no debe sorprender que los dos principios sean 
parecidos. El primero tiene un uso más general, mientras que 
el segundo es más sencillo de utilizar. 
Inducción estructural por relación lexicográfica 
El principio de inducción estructural sobre pares de lis-
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(V l2:lista) i- if F[nil,l2] -i 
(V y:entero) L then F[nil,y::l2] J 
and 
(V 1]^ lista;x:entero) r if F[l1,l3] 
(3 l3:lista) L then F[x::l1#nil] 
and 
(V l1#l2:lista) r r Ftl^la] 
(V x,yrentero) 
(3 13:lista) 
if r * -LJ- I ,X 3 J -i and 
L
 F[x::l1,l2] J then F[x::l1#y::12] 
then (V l1,l2:lista) F[l1#l2] 
Proposición (validez del principio de inducción estructu-
ral sobre pares de listas por relación lexicográfica). 
El principio de inducción estructural sobre pares de lis-
tas por relación lexicográfica es válido en una teoria de 
pares de listas. 
Demostración: 
El principio de inducción bien fundada sobre tupias es un 
principio válido para cualquier relación « bien fundada sobre 
tupias, en concreto para la relación lexicográfica sobre pares 
correspondiente a <coia* P o r tanto, basta determinar la equi-
valencia entre este principio y el principio de inducción 
estructural sobre listas de pares por relación lexicográfica 
para establecer la validez de este último principio. Ambos 
pri-icipios tienen el mismo consecuente, por lo que basta 
demostrar la equivalencia de los antecedentes. 
Sean las definiciones de <iex (Para <cola) y d e <cola: 
(V l1,l2:lista) 
(V 13,14:lista) 




 l3=1l a n d 14<cola12 J 
(V 1:lista) not Kcoj_anil 
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(V x:entero;1:lista) l<coiax::l 
Sea el antecedente del principio de inducción bien fundada 
sobre pares de listas con la relación lexicográfica antes men-
cionada. 
(V llfl2:lista) [ 
if (V 13,14:lista) 
then F[l1,l2] 
r if (l3»l4)<lex(1l^12) n L
 then F[l3,l4] JJ 
equivalente (por el teorema de descomposición de listas y 
lógica proposicional) a: 
(V llfl2:lista) 
li=nil 
l^=x: :s ^  
if or 
*- (5 x: entero;s: lista) 
'- if (V 13,14:lista) 
r if (l3rl4)<lex(1l'12) I L
 then F[l3,l4] J 
L
 then F[l1,l2] 
then 
equivalente (por lógica proposicional y la proposición de 
reemplazamiento universal) a: 
r if (V l3/l4:lista) r if (l3,l4)<lex(nil,l2) -.-. 
(V l2:lista) L then F[l3,l4] J L
 then F[nil,l2] J 
and 
(V l2,s:lista) r if (V l3,l4:lista)r if (l3,l4)<lex(x::s,l2) -i-i 
(V xientero) L then F[l3,l4] J L
 then F[x::s,l2] * J 
equivalente (por el teorema de descomposición de listas y 
lóg:'ca proposicional) a: 
(V 12:lista) 
r if lo=nil then 
and 
if (V l3,l4:lista) r if (l3,l4)<iex(nil'12) 1 
L
 then F[l3,l4] J 
L




if l2=x'::s' then 
if (V l3/l4:lista) r if (l3,l4)<lex(nil,l2) -1 L






if l->=nil then 
if (V 13,14:lista)r if (l3,l4)<iex(x::s'12) 1 
L
 then F[l3,l4] J 
L
 then F[x::s,l2] 
r if lo=x'::s' then 
(V l2,s,s':lista) 
(V x,x':entero) 
if(V 13,14:lista) rif (l3,l4)<lex(x: :s,l2)-i Lthen F[l3,l4] J L
 then F[x::s,l2] 
equivalente (por la proposición de reemplazamiento universal) 
a: 
r if (V l3,l4:lista) 1- if (l3,l4)<lex(nil,nil) -1-1 L
 then F[l3,l4] J L
 then F[nil,nil] J 
and 
i ' : l 
(V x':entero) 
and 
(V s ista) r if (V 13,14:lista) rif (l3,l4)<lex(nil,x' : :s« )-i-i Lthen F[l3,l4] J L
 then F[nil,x'::s'] J 
(V s:lista) r if (V 13,14:lista) r if (l3,l4)<iex(x::s,nil) -1-1 
(V x:entero) " L then F[l3,l4] J 




r if (V I3A4:lista) 
r if (l3,l4)<lex(x::s,x,::s') -. 
L
 then F[l3,l4] J 
*- then F[x: :s,x* :s'] 
equivalente (por las definiciones de <iex y <cola y ^a 






- if (V 13,14:lista) 
r if l3=nil and l4<colaxl::s' 1 L
 then F[l3,l4] J 
L
 then F[nil,x*::s*] 
(V s:lista) r if (V l3,l4:lista) r if l3<Colax::s 1"1 
(V x:entero) * L then F[l3,l4] J L




if (V 13,14:lista) 
f l3<colax::s I 
if or 




equivalente (por la definición de <coia Y ^ a proposición de 
reemplazamiento universal) a: 
F[nil,nil] 
and 
(V s'rlista) r if F[nil,s'] -i 
(V x1:entero) L then F[nil,x'::s'] -1 
and 
(V s:lista;x:entero) r if F[s,l4] -i 
(3 l4:lista) L then F[x::s,nil] -1 
and 
(V s,s'rlista) r p F[s,l4] 
(V x,x'rentero) if 
F[x::s,s'] 
L




equivalente (por renombrando variables ligadas) a: 
F[nil,nil] 
and 
(V l2:lista) i- if F[nil,l2] -| 
(V y:entero) ^ then F[nil,y::l2] J 
and 
(V l^lista^tentero) r if F[ l 1 , l 3 ] -i (3 13: lista) L then F[x::llfnil] J 
and 
F [ l i , l 3 ] (V li,l2:lista) 
(V x,y:entero) 
(3 13:lista) 
r í L l i , J "i 
if and 
L
 F[x::llfl2] J L
 then F[x::llry::13] 
que es el antecedente del principio de inducción estructural 
sobre pares de listas por relación lexicográfica, como quería-
mos obtener. | 
Inducción estructural por relación progresiva 
El principio de inducción estructural sobre pares de lis-





(V l2:lista) r if F[nil,l2] -j 
(V y:entero) L then F[nil,y::l2] •* 
and 
(V l^lista) r if F[llfnil] -i 
(V x:entero) L then F[x::llfnil] J 
F[l!,y::l2] 
and 
(V li,l2:lista) p 
(V x,yrentero) if 
r HLii :i2J 1 
and 
L
 F[x::llfl2] J 
then F[x::l1,y::12] 
then (V l1/l2:lista) F[l1#l2] 
Proposición (validez del principio de inducción estructu-
ral sobre pares de listas por relación progresiva). 
El principio de inducción estructural sobre pares de lis-
tas por relación progresiva es válido en una teoría de pares 
de listas. 
Demostración: 
La demostración es análoga a la realizada para la relación 
lexicográfica. | 
PRINCIPIOS DE INDUCCIÓN ESTRUCTURAL SOBRE PARES DE ENTEROS 
De manera análoga a las listas, podemos formular dos prin-
cipios de inducción sobre pares de enteros utilizando las 
relaciones lexicográfica y progresiva sobre pares de enteros. 
Inducción estructural por relación lexicográfica 
El principio de inducción estructural sobre pares de ente-





(V n1rentero) r if F[0,n'] -i 
L
 then Ft0,n'+1] J 
and 
(V nrentero) r if F[n,m] -i 
(§ mrentero) L then F[n+1,0] 
and 
F[n,m] 
(V n,n*rentero) if 
(3 mrentero) 
then F[n+l,n'+l] 




 F[n+l,n'] J 
Inducción estructural por relación progresiva 
Asimismo, el principio de inducción estructural sobre 
pares de enteros por relación progresiva se formular 
r f[o,o] 
and 
(V n'rentero) r if F ^ n 1 ] -i 
L f í < o n l ? r n n l j . 1 1 J 
if 
the  F[0, '+ ] 
and 
(V nrentero) r if F[n,0] -i 
L
 then F[n+1,0] J 
and 
F[n,n'+1] 
(V n,n'rentero) if 
r *Ln,n'+ij -i 
and ( 
L
 F[n+l,n'] J L
 then F[n+l,n'+l] 
then (V n,n'rentero) F[n,n'] 
La justificación de ambos principios es análoga a la rea-
lizada para pares de listas, por lo que no la repetimos. 
2.6. DEMOSTRACIÓN POR DESCOMPOSICIÓN 
En el apartado anterior hemos utilizado diversos teoremas 
de descomposición para la deducción de los principios de 
inducción estructural. En este apartado estudiamos el uso de 
dichos teoremas para demostrar sentencias con cualquier for-
mato, no solamente inductivo. Su uso nos lleva a la obtención 
de especificaciones parciales a partir de una especificación 
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completa. La demostración de todas aquéllas es equivalente a 
la demostración de esta última, pero su efecto derivador es 
distinto, como se ve en el Capítulo 3. 
ESQUEMA DE DEMOSTRACIÓN POR DESCOMPOSICIÓN 
Algunas sentencias cuantificadas universalmente sobre una 
variable se demuestran más fácilmente si se demuestra la misma 
sentencia para cada forma posible de construir el valor de la 
variable (según su tipo). 
Proposición (equivalencia por descomposición). 
Sea una declaración de tipo correspondiente a un álgebra 
libre: 
data T == Ci Ti ++ ... ++ Cn Tn ; 
Una sentencia con la forma: 
(V x:T) F[x] 
es equivalente a una sentencia con la forma: 
(V X Í ^ Í ) F[CX SitXi]] 
and 




(V xn:Tn) F[Cn sn[xn]] 
Demostración: 
Dado que el tipo T es un álgebra libre, su teoría incluye, 
entre otros, un teorema de descomposición: 
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(V x:T) 
(3 XiiTi) x 
or 
or 
(9 xn:Tn) x 
= Ci SitXi] -i 
=
 cn sn[xn3 
donde cada s¿ (l<i<n) es un término formado con constructores 
y las variables x¿. 
Sea la sentencia cuantificada original: 
(V x:T) F[x] 
equivalente (por el teorema de descomposición y lógica prepo-
sicional) a: 
(V x:T) if 
(3 x^Ti) x 
or 
or 
(3 xn:Tn) x 
then F[x] 
= CX SitXi] 
=
 cn snC5n3 
equivalente (por lógica proposicional) a: 
(V xrT;^:?^ if x 
and 
• • • 
and 
(V x:T;xn:Tn) if x 
= C-± sjjxij then F[x] 
= Cn sn[xn] then F[x] 
equivalente (por la proposición de reemplazamiento universal) 
a: 
(V S^Ti) F[Cx SitXi]] 
and 
and 
(V xn:Tn) F[Cn sn[xn]] 
En particular, para los enteros una sentencia con la 
forma: 
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(V xrentero) F[x] 
es equivalente a: 
F[0] 
and 
(V xrentero) F[succ x] 
Asimismo, para las listas de enteros una sentencia con la 
forma: 
(V ltlista) F[l] 
es equivalente a la sentencia: 
F[nil] 
and 
(V x:entero;1:lista) F[x::l] 
Observación (equivalencia por descomposición, alterna-
tiva) . 
La proposición de equivalencia por descomposición se 
refiere solamente a álgebras libres, o al menos a teorias que 
incluyen un teorema de descomposición con el formato indicado. 
Para otras teorias, la proposición debe reformularse en fun-
ción de su teorema de descomposición. 
Por ejemplo, la teoria de conjuntos incluye el siguiente 





s=x.s' and not xes' 
que da lugar a que una sentencia con la forma: 
(V s:conjunto) F[s] 
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sea equivalente a: 
F[«] 
and 
(V x: entero;s: conjunto) r if not xes -i 
tJ3ei7 F[X.SJ 
Su demostración es análoga a la de la proposición previa. 
I 
Observación (demostración por inducción bien fundada y 
descomposición). 
La sentencia F[x] puede tener cualquier formato, incluso 
ser una sentencia inductiva. Por ejemplo, supongamos que que-
remos demostrar una sentencia: 
(V x:T) F[x] 
Utilizando el principio de inducción bien fundada para un 
orden « sobre el tipo T, basta demostrar la sentencia: 
r if (V x':T) r if x'«x -|-i 
(V x:T) L then F[x'] J 
L
 then F[x] J 
Supongamos que el tipo T incluye en su teoria un teorema 
de descomposición con el formato deseado. Por la proposición 
de equivalencia por descomposición, basta demostrar la senten-
cia: 
r if (V X':T) r if X ,«C 1 S^JC!] -|-| 
(V x^ :1?!) L then F[x'] J 
L
 then FtCi SÍCXÍ]] J 
and 
• • • 
and 
r if (V X':T) r if X««C n Sn[Xn] •-i-i 
(V xn:Tn) L then F[x'] J L
 then F[Cn sn[xn]] J 
y por tanto demostramos tantos conjuntados como constructores 
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definan el tipo T. 
Para teorias que no son álgebras libres la descomposición 
tras inducción bien fundada puede formularse de otras maneras. 
Por ejemplo, puede probarse, utilizando la observación alter-
nativa de equivalencia por descomposición, que para demostrar 
una sentencia: 
(V s:conjunto) F[s] 
en la teoria de conjuntos basta demostrar: 
r if (V s':conjunto) r if s'«0 -1-1 
L
 then F[s'] J 
L
 then F[0] J 
and 
if not xes 
(V x:entero) 
(V s:conjunto) 
then r if (V s':conjunto)r if s'«x.s -1-1-1 
L
 then F[s'] J | 
L
 then F[x.s] JJ 
I 
Observación (demostración por inducción estructural) 
Supongamos que realizamos una demostración por inducción 
bien fundada y por descomposición, como en la observación 
anterior. Si la relación bien fundada es una relación estruc-
tural, la demostración resultante es una demostración por 
inducción estructural. 
Veámoslo mejor con un caso concreto, cuando T es el tipo 
lista. La sentencia a demostrar es: 
(V l:lista) F[l] 
Por la observación anterior y la definición del tipo 
lista, basta demostrar la sentencia: 
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if (V 1» .-lista) r if l'«nil -|-i 
L
 then F[l»] J 
then F[nil] J 
and 
(V x:entero) r if (V l':lista) r if l'«x::l n-i 
(V lrlista) L then F[l'] J 
L
 then F[x::1] J 
Tomando <coia c o m o «i definido por los axiomas: 
(V 1: lista) not Kco^anil 
(V x:entero;1:lista) Kcoiax::l 
la sentencia anterior es equivalente a: 
F[nil] 
and 
(V x:entero) r if F[l] -i 
(V l:lista) L then F[x::l] J 
que es el antecedente del principio de inducción estructural 
sobre listas. 
Podríamos prescindir de los principios de inducción 
estructural y deducirlos (mediante inducción bien fundada y 
descomposición) cuando se necesiten. Sin embargo los mantene-
mos por su mucha utilización. | 
Debido al uso de la descomposición en la obtención de los 
principios de inducción estructural, en lo sucesivo hablamos 
de descomposición para referirnos tanto a su uso explícito 
(como ha ocurrido en la proposición de equivalencia por des-
composición) como implícito (en la inducción estructural). 
El razonamiento por descomposición puede generalizarse 
para sentencias cuantificadas universalmente sobre varias 
variables, de manera que se realice descomposición sobre todas 
ellas. 
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Proposición (equivalencia por descomposición, m 
variables). 
Sean m declaraciones de tipos correspondientes a álgebras 
libres: 
data T1 == C u T X 1 ++ ... ++ C l n l T l n l ; 
• • • 
data Tm == Cml T m l ++ ... ++ C m n m T m n m ; 
Una sentencia con la forma: 
(V
 X l:T i ;.. 
• '
xm:l*m) FCxl» • • • 'xmJ 
es equivalente a una sentencia con la forma: 
(V x11:í11;...;xml:Tltll) F[C U s n[x n],... ,Cml sml[xml]] 
and 
• • • 
and 
(v xll:Tll'•••;xmnm:Tmnm) 
Ftcll slltxll]i••''Cmnm smnm[xmnm3] 
and 
• • • 
and __ 
(V xlnl:Tlnl;...;xml:Tml) 
F[clnl slnl[xlnl]/•••/Cml sml[xml]] 
and 
• • • 
_ and 
(v xlnl:Tlnl;•••;xmnm:Tmnm) _ 
F[clnl slnltxlnl]'•••'cmnm smnm[xmnm]] 
Demostración: 
La demostración es análoga a la realizada para una varia-
ble, sólo que utilizando m teoremas de descomposición, uno por 
variable a descomponer. | 
Por ejemplo, una sentencia cuantificada sobre dos enteros 
con la forma: 
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(V x,x*rentero) F[x,x'] 
es equivalente a: 
F[0,0] 
and 
(V xrentero) F[succ x,0] 
and 
(V x'rentero) F[0,succ x*] 
and 
(V x,x'rentero) F[succ x,succ x'] 
DESCOMPOSICIÓN DE UNA ESPECIFICACIÓN 
Supongamos que queremos demostrar una especificación de 
funciones con la forma usualr 
(V xrD) (3 zrR) Q[x;z] 
o más explicitamenter 
(V x1:D1i... ;xirD¿; — 'xm:?m) (-3 zrR) 
Q[( xi#••• i xí i•••/ xm)»z] 
Si el tipo D¿ de una variable x¿ es un álgebra libre 
definido con n constructores, utilizando la proposición de 
equivalencia por descomposición, basta demostrar la sentenciar 
(V x1rD1;...;xilrDii;...;xmrDm) O z:R) 
Qt (xlr .. • /Sütxii],... ,xm) ;z] 
and 
• • • 
and 
(V x1;D1;...;xinirDini;...;xmrDm) (] zrR) 
Q[(xif•••/sini[^inií'•*•'xm)' z3 
donde cada s¿j (l<i<m, l<j<n¿) es un término formado por las 
variables X^A y constructores, o en forma simplificadar 
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(V X^-D-L) (3 z:R) QCSiCXi]; ! ] 
and 
• • • 
and 
(V xn:Dn) (} z:R) Q[sni[xni];z] 
Pero esta sentencia es una conjunción de todas las espe-
cificaciones parciales de la función. Por tanto, para demos-
trar una especificación completa basta demostrar (por la 
semántica de la conectiva and) todas sus especificaciones par-
ciales. Si la especificación contiene m variables de entrada y 
se demuestra por descomposición sobre varias variables, obte-
nemos una sentencia análoga a la anterior, con más conjunta-
dos. Asimismo, si la especificación completa se demuestra por 
inducción bien fundada, todas las especificaciones parciales 
contienen un paso inductivo, como se ha visto en la observa-
ción de demostración por inducción bien fundada y descomposi-
ción. Por último, si la especificación completa se demuestra 
por inducción estructural, algunas de las especificaciones 
parciales contienen pasos inductivos, como se ha visto en la 
observación de demostración por inducción estructural. En 
resumen, el uso de la descomposición (explícita o implícita) 
para demostrar una especificación completa implica la demos-
tración de todas sus especificaciones parciales, algunas quizá 
inductivamente. 
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3. SISTEMA DEDUCTIVO 
Este capítulo desarrolla el sistema deductivo para la 
derivación de programas funcionales. El sistema es mediana-
mente largo de describir; por esta razón comenzamos con una 
exposición informal, mediante un ejemplo, del papel de la 
deducción en la síntesis de funciones. Una vez adquirida 
cierta intuición del mecanismo deductivo, dedicamos tres apar-
tados a la parte básica del mismo. Esta parte es prácticamente 
igual que la desarrollada por Manna y Waldinger, por lo que 
adoptamos su terminología y notación; también obliga a que su 
exposición sea concisa, con escasos ejemplos y demostraciones. 
(El lector puede consultar el Apéndice A, y para más detalle 
[MaWa85, MaWa86, MaWa87, MaWa89, MaWa90].) Posteriormente los 
apartados comprendidos entre el quinto y el octavo, ambos 
incluidos, amplían el cuadro con diversas facilidades de deri-
vación de funciones con patrones. Esta parte adapta al cuadro 
deductivo los principios lógicos expuestos en el Capítulo 2. 
Por último, repasamos el proceso completo de derivación. Como 
parte de este proceso definimos un criterio para que las fun-
ciones auxiliares derivadas no utilicen parámetros de las fun-
ciones principales como variables globales. 
3.1. DESCRIPCIÓN INTUITIVA DE LA DERIVACIÓN POR DEDUCCIÓN 
Ya hemos comentado en los apartados 1.2 y 2.3 que un sis-
tema deductivo toma una sentencia lógica como especificación 
inicial y deriva un programa (funcional) durante su demostra-
ción. Veamos informalmente el proceso derivador de funciones 
con patrones con la ayuda de un ejemplo. 
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Supongamos que queremos derivar una función que calcule el 
máximo común divisor de dos enteros. En el apartado 4.1 reali-
zamos una derivación parecida (la especificación cambia lige-
ramente) con el cuadro deductivo orientado a patrones. Una 
especificación semiformal de la función mcd es: 
dados dos enteros i, j, siendo alguno mayor que cero, s 
desea calcular una función mcd que calcule el máximo común 
divisor de i y j, es decir, que el máximo z tal que z|i y 
z|j (el símbolo | representa la relación "ser divisible 
entre" o "ser divisor de"). 
Esta especificación puede expresarse con la sentencia: 
(V i,j:entero) 
(3 z:entero) 
if i>0 or j>0 
[ z | i and z | j and -i 
(V w:entero) r if w|i and w|j -i 
L
 then w<z -'J-1 
La función a derivar tiene obviamente la siguiente decla-
ración de tipo: 
dec mcd : entero#entero -> entero ; 
Si representamos la sentencia de especificación como: 
(V i,j:entero) F[i,j] 
el principio de inducción bien fundada sobre pares de enteros 
nos dice que para demostrar su validez basta con demostrar la 
validez de la sentencia: 
(V i,j:entero) r- if (V u,v:entero) r if (u,v)«(i,j) [ ir (v u,v:enr.ero; r ir (u,vj«(i,jj -in L then F[u,v] J 
then F[i,j] J 
Asimismo, podemos demostrar esta sentencia por descomposi-
ción de la variable entera i, lo que significa demostrar la 
sentencia: 
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(V j:entero) r if (V u,v:entero) r if (u,v)«(0,j) -1-1 
L
 then F[u,v] J 
L
 then F[0,j] J 
and 
(V i,j:entero)r if (V u,v:entero) r if (u,v)«(succ i,j) -i-i 
L
 then F[u,v] " J 
L
 then F [ succ i, j ] -" 
La demostración de esta sentencia supone la demostración 
de sus dos conjuntados, que se hace por separado. Cada uno 
corresponde a una especificación parcial que va a originar una 
ecuación funcional. 
La demostración de la primera especificación parcial no 
necesita de su hipótesis de inducción. Sea un entero j cual-
quiera. Debemos mostrar la validez de F[0,j], es decir, supo-
nemos que es cierto: 
j>0 
(ya que 0>0 es falso) y debemos encontrar un entero z para el 
que se cumpla: 
z|0 and z|j and 
(V w:entero) if w|0 and w|j then w<z 
Todo enter.o es divisible por 0, así que debe cumplirse: 
z|j and (V w:entero) if w|j then w<z 
Esta sentencia se cumple si z toma el valor de j porque 
todo entero es divisible por sí mismo y cualquier entero divi-
sible entre otro entero mayor que cero (j lo es por la asun-
ción de entrada) es menor o igual que éste. 
Por tanto hemos demostrado la primera especificación par-
cial obteniendo como ecuación: 
mcd (0,j) 
<= j ; 
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La segunda especificación parcial sí va a necesitar la 
hipótesis de inducción. Sean dos enteros cualesquiera i, j. 
Suponemos que la hipótesis de inducción se cumple para cuales-
quiera enteros u, v; en la hipótesis la función mcd satisface 
la especificación. Es decir, asumimos la validez de la senten-
cia: 
if (u,v)«(succ i,j) 
r if u>0 or v>0 
then r mcd(u,v) |u and mcd(u,v) |v and -i 
then (V w':entero) r if w' |u and w1 |v -i 
*- *- ^ then w'<mcd(u,v) -'-' 
La condición de entrada parcial: 
succ i>0 or j>0 
es obviamente cierta, así que no necesitamos presuponer que se 
cumple. 
Debemos encontrar un entero z que satisfaga: 
z|succ i and z|j and 
(V w:entero) if w|succ i and w|j then w<z 
Vamos a distinguir dos casos, cuando succ i>j y cuando 
succ i<j. En el caso primero, si cambiamos el orden de los 
conj untado s, quedando: 
z|j and z|succ i and 
(V w:entero) i* w|j and w|succ i then w<z 
la sentencia es satisfecha por la hipótesis de inducción, 
tomando j, succ i, mcd(j/succ i) por u, v, z. En consecuencia 
la ecuación actual tiene el siguiente formato: 
mcd (succ i,j) 
<= if succ i>j 
then mcd(j,suc i) 
else ... ; 
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Por supuesto, para suponer que se cumple el consecuente de 
la hipótesis de inducción instanciada debemos demostrar que se 
cumplen sus dos antecedentes instanciados, cuya conjunción es: 
(j,succ i)«(succ i,j) and (j>0 or succ i>0) 
Estos conjuntados sirven para garantizar respectivamente 
la condición de terminación y la condición de entrada en la 
recursión. El primer conjuntado se cumple tomando la relación 
lexicográfica <iex (sobre < y <) como « particular, ya que 
por la asunción de caso j<succ i. El segundo conjuntado tam-
bién se cumple, porque su segundo disjuntado es obviamente 
cierto. 
Veamos ahora el caso en que succ i<j. La especificación 
parcial sigue siendo: 
z|succ i and z¡j and 
(V w:entero) if w|succ i and w|j then w<z 
Si un entero es divisible entre dos enteros cualesquiera 
entonces también es divisible entre el menor de ambos 
(¡claro!) y el entero resultante de restar el menor del mayor. 
Utilizando esta propiedad y nuestra asunción de caso podemos 
reescribir la sentencia como: 
z|succ i and z|j-succ i and 
(V w:entero) if w|succ i and w|j-succ i then w<z 
Podemos satisfacer esta sentencia con la hipótesis de 
inducción, tomando succ i, j-succ i, mcd(succ i,j-succ i) por 
u, v, z. La rama "else" de la ecuación actual queda completa, 
resultando la ecuación: 
mcd (succ i,j) 
<= if succ i>j 
then mcd(j,suc i) 
else mcd(succ i,j-succ i) ; 
De nuevo deben verificarse las condiciones de terminación 
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y de entrada de la recursión, que instanciadas adecuadamente 
son: 
(succ i,j-succ i)<iex(<,<)(succ i,j) and 
succ i>0 or j-succ i>0 
El primer conjuntado se satisface por la definición de la 
relación lexicográfica (sobre < y <) y por la asunción de 
caso. El primer conjuntado es obviamente cierto gracias a su 
primer disjuntado. 
El programa completo derivado, tras introducir variables 
sinónimas y anónimas en la segunda ecuación, es: 
dec mcd : entero#entero -> entero ; 
mcd (0 , j) 
<= j ; 
mcd (i & succ _ , j) 
<= if i>j then mcd (j,i) else mcd(i,j-i) ; 
Resumiendo, hemos demostrado la validez de una sentencia 
de especificación por inducción bien fundada y descomposición 
sobre enteros. La información de la prueba la hemos utilizado 
para construir simultáneamente un programa funcional con 
patrones; de esta forma el programa satisface la especifica-
ción. El proceso utilizado, aunque sencillo e intuitivo, es 
informal y por tanto sujeto a errores. En el resto del capí-
tulo desarrollamos un sistema formal para realizar derivacio-
nes similares de programas. 
3.2. SISTEMA DEDUCTIVO BÁSICO 
El sistema deductivo es un sistema formal de demostración 
de teoremas con facilidades adicionales para la derivación de 
programas funcionales. En este apartado describimos el sistema 
básico de demostración de teoremas, posponiendo hasta el apar-
tado 3.3 la exposición de la parte derivadora del sistema. 
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Como caso interesante para la derivación de funciones con 
patrones también examinamos la demostración de una conjunción 
de sentencias cerradas. 
CUADRO DEDUCTIVO BÁSICO 
La estructura fundamental del sistema deductivo es el cua-
dro f"tableau") deductivo [MaWa90,cap.ll]. Un cuadro básico 
está formado por un conjunto de filas, cada una con dos colum-
nas. Cada fila contiene una sentencia en una de las dos colum-
nas; las sentencias de la primera columna se llaman asertos y 
las de la segunda columna, objetivos. Informalmente un aserto 
es una sentencia cuya verdad se supone y un objetivo es una 
sentencia cuya verdad se quiere demostrar. 
Sea el cuadro siguiente: 
asertos 
Ai 




• • • 
°n 
es decir, sea un cuadro que contiene los asertos 
AQ_ , ... , AJA 
y los objetivos 
°lr ••• / °n* 
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Dicho cuadro representa la sentencia 
if (V*)AX and ... and (V*)Am 
then G*)0X or ... or (3*)On 
que se llama su sentencia asociada. Asimismo, dicho cuadro es 
el cuadro asociado con esta sentencia. Dadas las propiedades 
de las conectivas if-then, and y or, el orden de las filas del 
cuadro es irrelevante. 
Un cuadro (o su sentencia asociada) con asertos &±,...,Am 
y objetivos 01;...,On es cierto bajo una interpretación I si 
se cumple la siguiente condición: 
si los cierres universales (V*)A¿ de todos los asertos A¿ 
son ciertos bajo I, 
entonces el cierre existencial (j*)Oj de algún objetivo Oj 
es cierto bajo I. 
o equivalentemente, si: 
el cierre universal (V*)A¿ de algún aserto A¿ 
es falso bajo I 
o 
el cierre existencial (j*)0j de algún objetivo Oj 
es cierto bajo I. 
Por tanto, un cuadro es obviamente cierto si uno de sus 
asertos es la sentencia falsa o uno de sus objetivos es true. 
Análogamente, el cuadro es falso bajo I si se cumple la 
siguiente condición: 
los cierres universales (V*)A¿ de todos los asertos A¿ 
son ciertos bajo I 
y 
los cierres existenciales (j*)0j de todos los objetivos Oj 
son falsos bajo I. 
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Un cuadro C es válido si, para cada interpretación I, C es 
cierto bajo I. 
Dos cuadros C y C son equivalentes si para cada interpre-
tación I, 
C es cierto bajo I 
precisamente cuando 
C* es cierto bajo I. 
Se dice que dos cuadros C y C* tienen el mismo significado 
si: 
C es válido 
precisamente cuando 
C es válido. 
Obsérvese que dos cuadros equivalentes también tienen el 
mismo significado, pero la inversa no tiene porqué cumplirse. 
Polaridad y fuerza 
Podemos extender la noción de polaridad de una sentencia 
(ver apartado A.l) a un cuadro. Dado un cuadro C y una subsen-
tencia contenida en el mismo, asignamos una polaridad positiva 
(+), negativa (-) o ambas (±) a cada aparición de la subsen-
tencia en el cuadro de acuerdo con las siguientes reglas de 
asignación de polaridad: 
- Cada objetivo tiene una polaridad positiva en C. 
- Cada aserto tiene una polaridad negativa en C. 
- La polaridad de una subsentencia propia de un aserto u 
objetivo de C se determina según las reglas de asigna-
ción de polaridad a una subsentencia propia de una sen-
tencia. 
Una subsentencia de un cuadro tiene polaridad estricta en 
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el cuadro si no tiene ambas polaridades. 
También puede extenderse la noción de fuerza de un cuanti-
ficador (ver apartado A.l) a un cuadro. Dado un cuadro C y una 
subsentencia (...) F del mismo, asignamos una fuerza universal 
(•), existencial (j) o ambas (•}) al cuantificador (...) de 
cada aparición de la subsentencia en el cuadro de la forma 
siguiente: se halla la polaridad de la subsentencia en el cua-
dro y entonces se aplican las reglas de asignación de fuerza a 
la subsentencia. Una aparición de un cuantificador en un cua-
dro tiene fuerza estricta en el cuadro si no tiene ambas fuer-
zas. 
PROCESO DEDUCTIVO 
En el sistema deductivo descrito, la validez de una sen-
tencia S se determina hallando la validez de su cuadro aso-
ciado. El proceso es el siguiente: 
Formamos un cuadro inicial cuyo único objetivo es la 
sentencia S. También pueden incluirse como asertos cua-
lesquiera sentencias válidas. 
Aplicamos sucesivamente reglas de deducción al cuadro; 
cada regla modifica el cuadro mediante la adición de 
filas nuevas. Las reglas de deducción conservan la vali-
dez del cuadro. En consecuencia, el cuadro resultante de 
aplicar una regla en cualquier etapa de la demostración 
tiene el mismo significado que el cuadro inicial. 
- El proceso termina al obtener un cuadro obviamente 
válido, es decir, una fila con el aserto false o el 
objetivo true. Entonces se sabe que el cuadro inicial (y 
por tanto su sentencia asociada 8) también es válido. 
Se dice que el cuadro final es una prueba de la sentencia 
s. 
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Para derivar programas, la validez de las sentencias de 
especificación no se demuestra en la lógica de predicados 
pura, sino dentro de una teoría lógica. En este caso el cuadro 
inicial debe incluir como asertos los axiomas de la teoría; 
también pueden añadirse cualesquiera sentencias válidas en la 
teoría. Todas las teorías que usamos son teorías con igualdad, 
por lo que deben añadirse, entre otros, los axiomas de la 
igualdad. Si la teoría es una teoría con inducción, deben con-
siderarse principios de inducción estructural o de inducción 
bien fundada. Sin embargo, para no hacer inmanejable el cua-
dro, supondremos que se han añadido al cuadro inicial los 
axiomas necesarios, aun sin escribirlos explícitamente. 
Un problema con el esquema de sustitutividad de la igual-
dad y los principios de inducción es que son esquemas de 
axioma, y por tanto deberíamos incluir (según el vocabulario 
de la teoría) un número muy alto (quizá infinito) de axiomas 
en el cuadro. Un modo de evitar este inconveniente es definir 
reglas que tratan específicamente con la igualdad y la induc-
ción. De este modo el único axioma que necesita seguir intro-
duciéndose es el axioma de reflexividad de la igualdad. La 
descripción de dichas reglas se deja para más adelante. 
SIMPLIFICACIÓN 
Cada vez que una fila se introduce en el cuadro es simpli-
ficada automáticamente lo máximo posible. Este proceso también 
afecta al cuadro inicial. Las simplificaciones facilitan el 
proceso de deducción, ya que hacen que las sentencias resul-
tantes de aplicar las reglas de deducción sean más sencillas. 
Una simplificación reemplaza una expresión (sentencia o 
término) por otra equivalente aunque más sencilla, es decir, 
más corta. Dado que la longitud de la expresión no puede acor-
tarse indefinidamente, se garantiza que el proceso de simpli-
ficación termina alguna vez. 
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Una simplificación se representa de la forma: 
E => E» 
donde E es una expresión sin simplificar y E« una expresión 
simplificada. E y E' son expresiones equivalentes, pero el 
reemplazamiento sólo se produce en el sentido de la flecha, es 
decir, podemos reemplazar todas las apariciones de una subsen-
tencia de la forma E por las correspondientes sentencias de la 
forma E', pero no a la inversa. 
Existe un grupo de simplificaciones que eliminan aparicio-
nes de los símbolos true y falsa en una expresión. Por ejem-
plo, tenemos: 
not true => false 
if F then false => not F 
F s true => F 
Otro grupo de simplificaciones eliminan aplicaciones 
redundantes de las conectivas. Por ejemplo: 
F and F => F 
not (F = not G) => F s G 
if F then t else t => t 
Por último, una regla permite eliminar igualdades (eviden-
tes) de términos básicos: 
t=t => true 
Por completitud, en el apartado A.2 se incluye el conjunto 
de simplificaciones utilizado. 
REGLAS DE DEDUCCIÓN 
Podemos identificar siete grupos de reglas de deducción: 
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- Regla de reescritura. que reemplaza una subexpresión por 
otra expresión equivalente. 
- Reglas de partición, que parten una fila en sus compo-
nentes lógicos. 
Regla de resolución, que realiza un análisis de casos 
sobre la verdad de una subsentencia. 
- Regla de reemplazamiento por relación, que facilita el 
manejo de relaciones, como la equivalencia y la igual-
dad. 
- Regla de unificación por relación, que permite la apli-
cación de cualquiera de las dos reglas anteriores 
mediante el establecimiento de cierta relación entre dos 
subexpresiones no unificables. 
- Reglas de eliminación de cuantificadores (escolemiza-
ción), que eliminan cuantificadores de las sentencias. 
Hay dos reglas, eliminación-V y eliminación-^, que res-
pectivamente eliminan los cuantificadores de fuerza uni-
versal y de fuerza existencial. 
El sistema de Manna y Waldinger incluye una regla de 
inducción [MaWa89, MaWa90,cap.l2]. Nosotros no la incluimos 
porque los razonamientos inductivos los haremos durante la 
construcción del cuadro deductivo, no sobre éste ya formado. 
Todas las reglas anteriores conservan la equivalencia, 
excepto la regla de eliminación-V, que sólo conserva la vali-
dez. 
La aplicación de una regla de deducción precisa que cier-
tas filas, llamadas las filas requeridas, estén presentes en 
el cuadro y hace que ciertas filas, llamadas las filas genera-
das, se introduzcan en el cuadro. En consecuencia podemos 
representar una regla en notación de cuadro de la forma: 
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asertos objetivos 
donde las filas requeridas son aquéllas que aparecen sobre la 
linea doble y las filas generadas son aquéllas que aparecen 
bajo la línea doble. 
Las filas requeridas forman el subcuadro requerido Cr, y 
las filas generadas forman el subcuadro generado Cg. El cuadro 
existente antes de aplicar una regla se llama el cuadro anti-
guo Ca. La aplicación de la regla produce la adición de las 
filas del subcuadro generado al cuadro antiguo, produciendo un 
cuadro nuevo Cn, es decir, Cn = C a O C„. 
Las reglas de deducción deben ser consistentes. En lógica 
de predicados esto significa que deben conservar la validez 
del cuadro. Existen dos condiciones de justificación 
[MaWa90,cap.ll] cuyo cumplimiento por una regla significa que 
la regla conserva respectivamente la validez y la equivalen-
cia. 
CUADRO DEDUCTIVO PARCIAL BÁSICO 
Hemos visto cómo puede demostrarse una sentencia lógica en 
un cuadro deductivo. A veces conviene demostrar una sentencia 
por descomposición (explícita o implícita). Esto implica 
demostrar una conjunción de subsentencias en el cuadro deduc-
tivo; si la sentencia inicial es una especificación de pro-
grama, debe demostrarse la conjunción de sus especificaciones 
parciales. Una alternativa, que adoptamos por sus ventajas 
derivadoras, es demostrar todos los conjuntados, cada uno en 
un cuadro distinto. Cada cuadro se llama cuadro parcial; tam-
bién llamaremos cuadro completo a un cuadro que no es parcial. 
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Proposición (demostración en cuadros parciales) 
Sea la sentencia: 
if (V*)A1 and ... and (V*)Am 
then (3*)0! and ... and (3*)0n 
Resulta equivalente demostrar su validez en un cuadro 
deductivo completo que demostrar la validez de n sentencias 
if (V*)A1 and ... and (V*)Am 
then (ü*)Oi 
para l<i<n, cada una en un cuadro parcial. 
Demostración: 
Sea la sentencia original: 
if (V*)AX and ... and (V*)Am 
then (l*)Oi and ... and (}*)0n 
equivalente (por lógica proposicional) a: 
if (V*)AX and ... and (V*)Am 
then (8*)0! 
and 
• • • 
and 
if (V*)AX and ... and (V*)Am 
then (}*)On 
Dado que esta sentencia es cerrada, también lo es cada 
conjuntado. Por tanto, la sentencia es válida si (por la 
semántica de la conectiva and) son válidos todos sus conjun-
tados. La validez de la sentencia original puede determinarse 
con un cuadro completo, mientras que la validez de cada con-
juntado puede establecerse con un cuadro parcial. Como las dos 
sentencias son equivalentes, ambas formas de demostración son 
intercambiables. | 
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3.3. SISTEMA DEDUCTIVO AMPLIADO 
Vemos ahora la ampliación del sistema deductivo básico 
para derivar términos funcionales. La mayor parte de la expo-
sición está dedicada a justificar que los términos derivados 
son correctos, es decir, satisfacen la especificación demos-
trada, tanto si es completa como parcial. 
CUADRO DEDUCTIVO AMPLIADO 
Para la derivación de programas añadimos varias columnas, 
llamadas columnas de salida al cuadro deductivo. Un cuadro 
deductivo con columnas de salida se llama un cuadro ampliado. 
Dada una especificación de programa 
(V x:D) (} z:R) Q[x;z] 
o, más explícitamente: 
(V Xx:Dlf ..^x^rDia) (3 z^-R^... ,zn:Rn) 
con n variables de salida, el cuadro ampliado asociado tiene n 
columnas de salida. La columna j-ésima se utiliza para la 
derivación de la j-ésima función del programa. En cada fila 
del cuadro, las columnas de salida ora están todas en blanco 
ora cada una contiene algún término del lenguaje de programa-
ción funcional. 
Las definiciones dadas en el apartado anterior sobre la 
verdad (bajo una interpretación) y la validez (en una teoría) 
de un cuadro siguen siendo aplicables al cuadro ampliado. Para 
dar significado a los términos de salida definimos lo que sig-
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nifica que unos términos convengan ("suit") a un cuadro (bajo 
una interpretación) y que satisfagan un cuadro (en una teoria) 
[MaWa89]. De una manera informal, los términos que convienen a 
un cuadro denotan salidas aceptables para el programa deseado. 
Definición (conveniencia y satisfacción entre términos y 
cuadro) 
Sea un cuadro c, unos términos básicos t = t^/...#tn y una 
interpretación I. Se dice que los términos t convienen al 
cuadro C bajo I si convienen a alguna fila de C. Los términos 
t convienen a una fila con una sentencia S si, para alguna 
sustitución ©, se cumplen las dos condiciones siguientes: 
- condición de verdad; la sentencia 88 hace cierto el cua-
dro bajo I (es decir, es un aserto falso o un objetivo 
cierto). 
- condición de salida: si la fila tiene unos términos de 
salida § = s¿,...,sn, las instancias 
s'e = s'!©,...,s'nG 
de sus términos lógicos asociados s" = s,1,...,s,n son 
básicas y tienen los mismos valores respectivos que 
ti/>**/tn bajo I. 
La sustitución 6 se llama una sustitución adecuadora. 
Unos términos básicos t satisfacen un cuadro C si convie-
nen a C bajo cualquier modelo de la teoría. | 
Observación (filas sin términos de salida) 
En caso de que una fila no contenga términos de salida, la 
condición de salida obviamente se cumple, es decir, si la con-
dición de verdad se cumple, cualesquiera términos \ convienen 
a la fila. La misma situación se da cuando los términos de 
salida s son variables ü = u¿,...,un, todas distintas y no 
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libres en la sentencia de la fila. En consecuencia podemos 
tanto añadir nuevas variables ü en las columnas de salida si 
éstas están vacías como suprimirlas si no aparecen libres en 
la fila [MaWa89]. | 
Las nociones de equivalencia y de mismo significado entre 
cuadros básicos se generalizan para cuadros ampliados. Dos 
cuadros C y C son equivalentes en una teoría si, para cual-
quier modelo I de la teoría, 
C es cierto bajo I 
precisamente cuando 
C es cierto bajo I 
y para cualesquiera términos básicos t, 
t convienen a C bajo I 
precisamente cuando 
t convienen a C bajo I. 
Análogamente, se dice que dos cuadros C y C» tienen el 
mismo significado en una teoría si 
C es válido en la teoría 
precisamente cuando 
C» es válido en la teoría 
y para cualesquiera términos básicos t, 
t satisface C en la teoría 
precisamente cuando 
t satisface C en la teoría. 
De nuevo, dos cuadros equivalentes tienen el mismo signi-
ficado pero la inversa no tiene porqué cumplirse. 
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Propiedad (instanciación) 
En una teoría, para cualquier sustitución 6, 
un cuadro que contiene un aserto (u objetivo) P con 
términos de salida s (o ninguno) 
es equivalente a 
el cuadro que además contiene el aserto (u objetivo) 
F8 con términos de salida §8 (o ninguno). 1 
La propiedad del término de salida [MaWa89] relaciona tér-
minos de salida y especificaciones. 
Propiedad (término de salida) 






donde á son constantes nuevas y z son las únicas variables 
libres en Q[á;z], entonces la sentencia 
(V x:D) Q[x;t[x]] 
es válida en la teoría. | 
PROCESO DERIVADOR 
El proceso de derivar un programa que satisfaga una 
especificación Q[x;z] es similar al proceso de la demostración 
de ésta, ampliado con el tratamiento de las columnas de 
salida y la formación de las funciones derivadas: 
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- Dada la sentencia de especificación de n funciones f¿: 
(V x:D) (} z:R) Q[x;z] 
tenemos directamente su declaración de tipo: 
dec £-± : D -> R^. > 
dec fn : D -> Rn ; 
- Formamos un cuadro inicial cuya única fila es un obje-
tivo con la sentencia Q[x;z] escolemizada y simplifi-
cada. La fila contiene en cada columna de salida i-ésima 
la variable de salida z¿. También se añaden como asertos 
los axiomas y cualesquiera sentencias válidas en la teo-
ría; sus columnas de salida están vacías. 






más las filas necesarias para introducir como asertos 
los axiomas y otros teoremas de la teoría. En el cuadro 
los símbolos a son constantes nuevas (de Skolem) y z son 
variables, todos del tipo indicado en la especificación. 
Igual que para la mera demostración de teoremas, no 
es necesario que añadamos explícitamente los axiomas y 
teoremas de la teoría al cuadro, sino que suponemos que 
están contenidos en él. 
- Aplicamos sucesivamente reglas de deducción al cuadro 
ampliado; cada regla modifica el cuadro mediante la adi-
ción de filas nuevas. Las reglas de deducción conservan 
- 103 -
la validez del cuadro y los términos satisfactores del 
cuadro (es decir, un término básico satisfará el cuadro 
nuevo si y sólo si satisface el viejo). 
El proceso termina al obtener un cuadro obviamente 




donde los términos t*[á] deben ser primitivos. Estos 
términos pueden contener alguna variable, en cuyo caso 
la reemplazamos por una constante cualquiera, resultando 
unos términos £[a]. 
Los términos lógicos correspondientes a t[a] satisfacen 
claramente el cuadro final. Por tanto, también satisfa-
cen el cuadro inicial, y el programa derivado: 
fl x <= t^x] ; 
• • • 
fn x <= tn[x] ; 
satisface la especificación Q[x;f x]. 
Cada función se forma fácilmente a partir del cuadro 
final, ya que es la expresión formada por el símbolo 
i *f ei término cabecera de la función f¿ x, el sím-
bolo •<=' el término de salida correspondiente t¿[x] y 
un punto y coma •;•. 
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Observación (primitividad) 
Para que el programa derivado sea primitivo, se impone la 
restricción de que todos los términos de salida del cuadro 
sean términos primitivos. Por tanto, los únicos símbolos de 
Skolem que pueden aparecer son las constantes tomadas como 
parámetros. | 
Ya sabemos que cada fila introducida en el cuadro es some-
tida automáticamente a un proceso de simplificación. En el 
sistema ampliado la simplificación afecta tanto a la sentencia 
como a los términos de salida. 
Una regla de deducción en notación de cuadro consta de un 
cuadro requerido y un cuadro generado. En el sistema deductivo 
ampliado ambos cuadros deben incluir las columnas de asertos, 
objetivos y términos de salida. 
Cada regla de deducción debe cumplir una condición de jus-
tificación ampliada, consistente en la condición de justifica-
ción que garantiza que la regla conserva la validez más una 
condición adicional [MaWa89] que garantiza que se mantienen 
los términos satisfactores. 
El proceso derivador de un programa a partir de su especi-
ficación en una teoría se basa en una proposición sobre los 
términos de salida satisfactores del cuadro [MaWa89]. 
Proposición (términos de salida satisfactores) 
Los sucesivos cuadros obtenidos durante la derivación cum-
plen que: 
si los términos básicos t[S] satisfacen el cuadro, 
entonces la igualdad f i = t[5] satisface la especifica-
ción. | 
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Lo expuesto hasta aquí es suficiente para derivar funcio-
nes mediante una sola ecuación. La derivación de funciones con 
varias ecuaciones exige una ligera generalización, que expone-
mos a continuación. 
CUADRO DEDUCTIVO PARCIAL AMPLIADO 
El proceso derivador expuesto se utiliza cuando las fun-
ciones se expresan con una sola ecuación. Si van a tener 
varias ecuaciones el proceso es ligeramente distinto. En 
líneas generales, la especificación se demuestra por descompo-
sición (implícita o explícita), dando lugar a un conjunto de 
especificaciones parciales. Cada especificación parcial se 
demuestra en un cuadro parcial ampliado, derivando una ecua-
ción por función. La justificación de este proceso requiere la 
reformulación de propiedades y proposiciones para especifica-
ciones y cuadros parciales. 
Una especificación parcial 
(V x:D) (} z:R) Q[s[x];z] 
o más e x p l í c i t a m e n t e : 
(V x1:D1;... ; X Í : D Í ; . . . /x^üm) (3 ZJ.ZRJ.; . . . ; z n : R n ) 
Q[ ( x i » • • • 11 [x - ¡_ ] , . . .,XJJJ) ; z ^ , . . . , z n ] 
tiene asociado un cuadro parcial ampliado con n columnas de 
salida. La columna j-ésima se utiliza para la derivación de 
una ecuación de la función j-ésima del programa, con cabecera 
rj(x^/•••/t[x¿]#•••/Xm)• 
La propiedad modificada del término de salida relaciona 
términos de salida y especificaciones parciales. 
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Propiedad (término de salida parcial) 
En cualquier teoría, si los términos básicos t[a] satisfa-





donde á son constantes nuevas y z son las únicas variables 
libres en Q[s[a];z], entonces la sentencia 
(V x:D) Q[s[x];t[x]] 
es válida en la teoría. 
Justificación: 
Supongamos que los términos básicos t[á] satisfacen el 
cuadro anterior. Para demostrar que (V x:D) Q[s[x];t[x]] es 
válida (en la teoría), basta (por la proposición de elimina-
ción de cuantificador universal) demostrar que: 
Q[s[I];t[5]] 
es válida, ya que a son constantes nuevas. Sea un modelo cual-
quiera I; queremos mostrar que 
Q[s[a];t[a]] 
es cierta bajo I. 
Dado que los términos básicos t[a] satisfacen el cuadro 
anterior, convienen a su única fila bajo I. Es decir, para 
alguna sustitución adecuadora 9, se cumplen la condición de 
verdad 
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Q[s[a];z]6 es cerrada y cierta bajo I, 
y la condición de salida 
z9 son básicos y tienen los mismos valores respectivos 
que t[á] bajo I. 
Dado que z son todas las variables libres de Q[s[a];z], 
esto significa que 
Q[s[a];z9] es cierta bajo I, 
o equivalentemente (por la condición de salida) 
Q[s[a];t[a]] es cierta bajo I, 
como queríamos demostrar. 1 
El proceso derivador de una ecuación a partir de su espe-
cificación parcial se basa en modificaciones de las proposi-
ciones de los términos de salida satisfactores para los suce-
sivos cuadros parciales del proceso derivador. 
Proposición (cuadro parcial inicial) 
En cualquier teoría, 
si los términos básicos t[a] 
satisfacen el cuadro inicial de una especificación 
parcial con parámetros s[5], 
entonces la igualdad f s[x] = t[x] 
satisface la especificación parcial. 
Demo stración: 
Supongamos que en una teoría los términos básicos t[á] 
satisfacen el cuadro inicial para la especificación parcial 
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Q[s[x];z]. Debemos demostrar que la condición de corrección: 
if (V x:D) f s[x] = t[x] 
then (V x:D) Q[s[x];f* s[x]] 
es válida en la teoría. 
Supongamos que (bajo cierto modelo) 
(*) (V x:D) f s[x] = t[x] 
es cierto. Debemos mostrar que 
(V x:D) Q[s[x];f s[xj] 
también es cierto. 
Basta, dada nuestra asunción (*), demostrar que 
(V x:D) Q[s[x];t[x]] 
es cierto. 
Por la propiedad del término de salida parcial, para 
demostrar que la sentencia anterior es válida, basta demostrar 





que hemos supuesto ser satisfecho. 
Proposición (cuadro parcial intermedio) 




los sucesivos cuadros parciales obtenidos durante la deriva-
ción de una ecuación a partir de una especificación parcial: 
si los términos básicos t[a] satisfacen el cuadro parcial, 
entonces la igualdad f s[x] = t[x] satisface la especifi-
cación parcial. 
Demostración: 
La demostración se efectúa por inducción sobre las etapas 
de la demostración. Es decir, debemos demostrar que: 
($) la propiedad se cumple para el cuadro inicial, 
y 
($$) si la propiedad se cumple para el cuadro 
antes de aplicar una regla de deducción, 
también se cumple después. 
La condición ($) es justamente la proposición del cuadro 
parcial inicial, que es cierta. 
Para demostrar ($$), suponemos que 
(*) la propiedad se cumple para el cuadro C 
antes de aplicar una regla de deducción, 
y debemos mostrar que la propiedad se cumple para el cuadro C» 
tras aplicar dicha regla. Para este fin, supongamos que 
(**) los términos cerrados t[a] satisfacen el cuadro C« 
y mostramos que entonces la igualdad f s[x] = t[x] satisface 
su especificación parcial. 
Puesto que las reglas de deducción mantienen los términos 
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satisfactores, sabemos que, dada nuestra asunción (**), t[a] 
también satisfacen el cuadro C. Pero entonces, por nuestra 
asunción (*), la ecuación f s[x] = t[x] satisface la especifi-
cación parcial, como queríamos mostrar. | 
Proposición (cuadro parcial final) 
La igualdad f s[x] = t[x] derivada de un cuadro parcial 
final satisface la especificación parcial Q[s[x];z] en la teo-
ría. 
Demostración: 
Por la proposición modificada del cuadro intermedio, basta 
demostrar que los términos básicos t[a] satisfacen el cuadro 
parcial final en la teoría. Sea I cualquier modelo de la teo-
ría; basta mostrar que t[a] conviene al cuadro bajo I. En 
concreto mostraremos que t[a] convienen a la fila final. 
Recordemos que los términos lógicos t[a] son unas instan-
cias básicas de los términos lógicos t1[á] correspondientes a 
los términos de salida de la fila final. Es decir, t[a] son 
t»[a] 6 para alguna sustitución e. Tomemos 8 como sustitución 
adecuadora. 
Para demostrar la condición de verdad, debemos mostrar que 
la sentencia (true)6, es decir, true, es cierta y cerrada bajo 
I. Pero esto se cumple claramente. 
Para demostrar la condición de salida, debemos mostrar que 
las instancias t'[á]9 son básicas y tienen los mismos valores 
respectivos que t[a], pero esto se cumple por la elección de 
la sustitución adecuadora 6. | 
En lo sucesivo no se escribirá el nombre de las columnas 
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salvo cuando queramos resaltar la cabecera f s[á] de la ecua-
ción que estamos derivando. 
3.4. REGLAS DE DERIVACIÓN 
Exponemos con detalle las reglas de deducción del sis-
tema, simplemente enunciadas en el apartado 3.2. Hemos espe-
rado a formularlas hasta haber presentado el cuadro deductivo 
ampliado, ya que cada regla produce una sentencia deducida y 
un término de salida derivado. 
REGLA DE REESCRITÜRA 
La regla de reescritura permite reemplazar cierta subex-
presion de un cuadro con una expresión equivalente o igual, 
según se trate respectivamente de una sentencia o un término. 
La regla añade una fila igual que la fila requerida, excepto 
en la expresión reemplazada por la reescritura en cuestión. 
Una reescritura se representa de la forma: 
E <=> E' 
donde E y E1 son dos expresiones equivalentes o iguales. 
La reescritura se diferencia de la simplificación en que 
la sentencia introducida no tiene porqué ser más sencilla que 
la sentencia original. Además, la reescritura puede hacerse en 
cualquier sentido, es decir, podemos reemplazar una aparición 
de una subexpresion de la forma E por la correspondiente 
expresión de la forma E' o viceversa. Con cada aplicación de 
la regla sólo se reescribe una aparición de la expresión E. 
Algunos ejemplos de reescrituras son: 
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if F then G else H <=> (if F then G) and (if not F then H) 
(V x:T) [F and G] <=> (V x:T) F and (V x:T) G 
p(x,if F then s else t,y) 
<=> if F then p(x,s,y) else p(x,t,y) 
Incluimos una reescritura, sólo aplicable a los términos 
de salida, que permite introducir definiciones locales: 
t[tlf...,tn] <=> let (x1#...,xn) = 
in t[xlf...,xn] 
— (t^,...,tn) 
donde 7Cíf... ,xn son variables que no aparecen libres en el 
término t. 
En el caso particular de una sola variable local, la rees-
critura es: 
t[f] <=> let x == t» 
in t[x] 
Ejemplo (reescritura, raizcuad) 
Sea la siguiente fila obtenida durante la derivación de 
una función que halla una aproximación inferior de la raíz 
cuadrada de un número r con margen de error e: 
e<max(r,1) if (raizcuad(r,2*e)+e)2<r 
then raizcuad(r,2*e)+e 
else raizcuad(r,2*e) 
Si aplicamos la reescritura de definiciones locales, 
tomando la llamada recursiva como término cualificado, queda: 
e<max(r,l) let v == raizcuad(r,2*e+e) 
in if (v+e)2<r then v+e else v 
El apartado A.2 incluye una relación de reescrituras. 
\ 
- 113 -
REGLAS DE PARTICIÓN 
Las reglas de partición parten una fila en varias, conser-
vando el sentido lógico de la sentencia asociada. Existen tres 
reglas de partición, todas muy intuitivas: 
Regla de partición-and 






Regla de partición-or 






Regla de partición-if 
A 





Ejemplo (partición/ mezclar) 
Durante la derivación de un programa de ordenación por 
mezcla de listas se deriva una función auxiliar mezclar que, 
dadas dos listas ordenadas, mezcla sus elementos, produciendo 
una lista ordenada. La función mezclar puede derivarse por 
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inducción estructural sobre pares de listas por relación 
progresiva. El caso correspondiente a las dos listas no vacías 
(de cabecera mezclar (x::ll,y::12)) tiene como cuadro parcial 
inicial: 
if 
r if ord l., and ord(y::l2) 
then r perm (l^oy::^,mezclare l.|,y: z^)) and 
L ord mezclar (l^.y::^) 
and 
if ord(x::l^) and ord l2 
then 1- perm (xxl^ol^.mezclarCx::^,^)) and 
<- ord mezclarCx::^,^) 
then r if ord(x::l^) and ordíy::^) 
]J 
[ then perm (xiil^oy—lj.z) and ord ,1 
Realizando dos veces partición-if resultan las tres nuevas 
filas: 
if ord l.| and ord<y::l2) 
then r perm (I^<>y::l2,mezclar(l^,y::t2)) and -1 
>- ord mezclar (l^,y::U> * 
and 
if ordíx::^) and ord l2 
then r perm (x:: ^ o^.mezclarCx:: l-j, l2>) and -, 
<• ord mezclar(x:: l1( l¿) •* 
ord(x::l^) and ordíy::^) 
perm (x::l.|<>y::l2fz) 
and ord z 
z 
Hemos suprimido la variable z de salida de la columna de 
salida de los dos asertos debido a que la variable no aparece 
libre en las sentencias de las filas (ver observación sobre 
filas sin términos de salida, apartado 2.3). 
Si ahora aplicamos partición-and sobre los dos asertos 
obtenemos los nuevos asertos: 
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if orckl^ and ord(y::l2) 
then r perm (l^<>y::l2,mezclare l.|,y: :l2)) and -i 
<• ord mezclar (l<,y::l2) •• 
if ordU::^) and ord l2 
then r perm (x::l^ol2>mezclar(x::l^,l2)) and •> 




and ord z 
z 
Este proceso se realiza automáticamente al crear cada 
cuadro inicial, de modo que podíamos haberlo formado directa-
mente con los cuatro últimos asertos más el objetivo previo. 1 
REGIAS DE RESOLUCIÓN 
La regla de resolución realiza un análisis de casos sobre 
la verdad de una sentencia que aparece como una subsentencia 
común a dos filas. Dicha subsentencia puede no existir 
inicialmente pero formarse como consecuencia de una instancia-
ción de las dos filas, hallada mediante unificación de las dos 
subsentencias. 
Existen cuatro versiones distintas de la regla de resolu-
ción: resolución-AA (aplicada a dos asertos), resolución-AO 
(aplicada a un aserto y un objetivo), resolución-OA (aplicada 
a un objetivo y un aserto) y resolución-00 (aplicada a dos 
objetivos). Veamos primero la regla de resolución-AA, que 
suele considerarse la forma básica de la regla. 
Forma básica 
Dados dos asertos A^ y A2 estandarizados mutuamente, es 













- P representa ciertas subsentencias libres y sin cuanti-
ficadores Pj^.-./P^ (para k>l) que aparecen en A^, 
- P' representa ciertas subsentencias libres y sin cuanti-
ficadores P'^#...,P'i (para 1>1) que aparecen en A2, 
- 9 es un unificador más general de todas las subsenten-
cias de P y P1, 
- false representa falsa,...,falsa (k veces), 
- true representa true,...,true (1 veces). 
Se dice que el nuevo aserto es un resolvente, obtenido al 
aplicar la regla de resolución a los asertos Ax[P] y A2[P*]/ 
donde P y P' encajan mediante 9. 
Si uno de los dos asertos carece de término de salida, el 
término derivado es simplemente el término del otro aserto 
(convenientemente instanciado). Si ninguno de los asertos 
tiene término de salida, el aserto derivado tampoco lo tiene. 
(Para su justificación, consultar [MaWa89].) 
Veamos las tres formas restantes de la regla de resolu-
ción, que pueden considerarse variaciones de la forma básica. 
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then t]^ 9 
else ^ 9 










else ^ 9 
La formulación anterior de la regla de resolución se 
conoce como aclausal [MaWa80, Murray82] porque se diferencia 
de la tradicional formulación clausal [Robinson65] en que se 
aplica a subexpresiones (en vez de predicados) y que las sen-
tencias no necesitan estar en forma normal alguna (p.ej. clau-
sal) . De esta manera se conserva la intuición sobre el proceso 
de derivación. Una ventaja adicional es que no tiene porqué 
aplicarse a dos filas diferentes, sino que puede aplicarse a 
una fila y ella misma. 
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La regla de resolución y las reglas de simplificación 
true-false forman un sistema completo para la lógica de 
predicados de primer orden [Murray82]. 
Restricción de polaridad 
Hay varios modos de aplicar la regla de resolución entre 
dos filas, según la regla de resolución y las subsentencias P 
y P* elegidas. Algunas de estas aplicaciones no son útiles, 
pero podemos usar un criterio, llamado restricción de polari-
dad, para evitarlas. 
Supongamos que F^[P] y F2[P'] s o n ^ o s asertos u objetivos 
de un cuadro con respectivas subsentencias libres y sin cuan-
tificadores: 
P=P l f...,P k y P' = P'i,...,?'!• 
Supongamos también que la regla de resolución se aplica a 
Fl[P] Y F2[^']# reemplazando cada aparición de P0 en F^© por 
false y cada aparición de P© en F2© por true. 
Entonces decimos que la regla se ha aplicado de acuerdo 
con la restricción de polaridad si 
al menos una de las subsentencias P^,...,?£ de Fj 
tiene polaridad negativa en el cuadro 
y 
al menos una de las subsentencias P'1,...,P'i de F2 
tiene polaridad positiva en el cuadro. 
Estas polaridades no tienen porqué ser estrictas. 
Ejemplo (resolución, prodcart) 
Supongamos que derivamos un programa, que halla el pro-
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ducto cartesiano de dos conjuntos, por inducción estructural 
sobre el primer conjunto. En el cuadro parcial recursivo (de 
ecuación con cabecera prodcart (x.s,t)) obtenemos el objetivo: 
(a,b)ez SE (a,b) eprodlineal(x,t) or 
(a,b)eprodcart(s,t) 
z 
Recordemos que la propiedad €-0 de conjuntos es: 
xesUt = xes or set 
Renombrando las variables s, t del aserto a s1, t1, 
podemos resolver ambas filas con unificador más general 
(x<-(a,b), s'<-prodlineal(x,t), t'<-prodcart(s,t), 
z<-prodlineal(x,t)Uprodcart(s,t)}. El objetivo resultante es: 
true prodlineal(x,t) U 
prodcart(s,t) 
Ejemplo (resolución, raizcuad) 
Sea el problema de hallar la mejor aproximación entera 
inferior a la raíz cuadrada de un entero n con margen de error 
i. El objetivo inicial es: 
z2<n + and not (z+i)2<n I z 
Pongamos otra copia del objetivo, renombrando las varia-
bles: 
z'2<n and not (z'+ij^n " z' 
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Podemos resolver ambos objetivos (es decir, el objetivo 
inicial consigo) con un unificador {z<-z'+i}, quedando: 
z,2<n and not (z'+i+i)2<n if (z*+i)2<n 
then z'+i 
else z' 
Esta aplicación, poco usual, de la regla de resolución a 
un objetivo consigo mismo produúe como término de salida una 
expresión condicional que contiene el esquema básico de bús-
queda binaria en problemas numéricos [MaWa87]. | 
Regla de resolución por teoría 
La regla de resolución por teoria [Stickel85] es una 
extensión de la regla de resolución; aquí vemos una versión 
restringida [MaWa87, Traugott89] de la regla de Stickel. La 
nueva regla no añade potencia lógica al sistema, pero le per-
mite realizar inferencias de una manera más eficiente. La 
regla se basa en suponer que ciertos teoremas de la teoria se 
encuentran incorporados al sistema sin necesidad de represen-
tarlos explícitamente como asertos. Esto evita muchas aplica-
ciones inútiles de la regla de resolución a dichos asertos, ya 
que sólo se invocan cuando se necesitan. 
Supongamos que H[P,Q] es una sentencia válida que queremos 
incorporar. La regla de resolución por teoria, invocando el 











donde 9 es un unificador más general de P, P' y de 5; Q'• 
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La restricción de polaridad obliga a que alguna sentencia 
de P' y Q1 sea positiva en el cuadro y que alguna de P y Q lo 
sea en la sentencia H. Pueden describirse otras versiones de 
la regla para los casos en que alguna sentencia es un aserto o 
alguna subsentencia es negativa en el cuadro. En todo caso la 
polaridad de P en el cuadro tiene que tomarse contraria a la 
de P', sabiendo que H se introduce en el cuadro como un 
aserto. La misma restricción se aplica a Q y Q". 
Ejemplo (resolución por teoría, insertar) 
Supongamos que queremos derivar una función que, dados un 
entero y una lista de enteros ordenada en orden creciente, 
devuelve la lista ordenada crecientemente formada al insertar 
adecuadamente el entero en la lista inicial. Una derivación 
por inducción estructural permite obtener un cuadro parcial 





Estos objetivos no pueden reemplazarse directamente, pero 
si puede hacerse invocando la propiedad ¿-totalidad: 
x'<y' ~ or y'<x' 
La resolución por teoria de las tres filas produce el 
objetivo final: 





REGLA DE REEMPLAZAMIENTO POR RELACIÓN 
La regla de reemplazamiento por relación [MaWa86, Trau-
gott89] permite reemplazar apariciones de subexpresiones por 
otras subexpresiones menores o mayores, según su polaridad, 
respecto a una relación « . Para cada relación particular « , 
esta regla la denominaremos regla de reemplazamiento por « . 
Para cualquier relación binaria « , expresiones í, J, I' y 
J" y sentencias Ol[I«J] y 02<í,~<</3,+'<<>, donde ambas 
sentencias están estandarizadas entre sí, tenemos: 
0 ! [ I « J ] 
o2<I'"<< ,5 ,+<<> 





i f ie<<je 
then í :2 e 
e l s e t^9 
donde 9 es un unificador simultáneo más general de I, I' y J, 
J«. 
Existe una restricción de polaridad que dice que la 
regla de reemplazamiento sólo se aplica si existe alguna apa-
rición de I«J negativa (o sin polaridad) en 0^[I«J]. También 
debe reemplazarse alguna aparición de I o de J. 
Existen dos instancias muy importantes de la regla de 
reemplazamiento por relación, obtenidas al tomar como relación 
« las relaciones de igualdad = y de equivalencia =. Se 
denominan regla de reemplazamiento por igualdad y regla de 
reemplazamiento por equivalencia, respectivamente. Su formula-
ción es: 
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O i [ S = t ] 
0 2 < s ' , t ' > 





i f s©=t© 
t h e n t 2 © 
e l s e t ^ 
O i [ T ^ ] 
0 2 < F l , G ' > 





i f F©fG© 
t h e n t 2 © 
e l s e t ^ 
para términos i, t, s1, t* y sentencias P, 6, F', G1, 01[s=t], 
02<s,/t,>, 02<P,r§,>. En estos dos casos no se distingue la 
polaridad de los términos reemplazados s© y t© (o F8 y G8) en 
08 porgue cualquier término tiene las dos polaridades respecto 
a la relación de igualdad o de equivalencia. 
Ejemplo (reemplazamiento por igualdad, div-mod) 
Sea una especificación de las funciones cociente y 
de dos enteros i y j. El objetivo inicial es: 
resto 
iHv*Jl+z and z<j y z 
donde y, z son las variables de salida de las funciones div y 
mod, respectivamente. 
Utilizando el axioma *-cero, 
0*x = 0 ~ 
y con un unificador {y<-0, x<-j}, podemos reemplazar por 
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igualdad en el objetivo inicial, obteniendo el nuevo objetivo: 
i=0+z and z<j 0 z 
Ejemplo (reemplazamiento por permutación, ordrapida) 
Supongamos que una especificación de ordenación de una 
lista se demuestra, según el esquema de ordenación rápida, 
mediante inducción bien fundada y descomposición en dos casos. 
La hipótesis de inducción para el caso de una lista no vacia 
es: 
if l'«x::l 
then lperm(l',ordrapida t')| and ord ordrapida l* 
Sea el objetivo: 
perm (l, |ordrapida Zj | tPerm<>ordrapida z2) ane' 
if f « ( o r d ^ i ¿ I Í I ± p e r m then f<x and 
r if f11ordrapida zTIíPerw and gcordrapida z 2 i 
«• then f <g J 
if gcordrapida z? then x<g and 
2 z1«x::l and z5«x::l 
ordrapida z1 <> 
x::ordrapida z2 
El término ordrapida w^ tiene una polaridad positiva res-
pecto a la relación de permutación. Por tanto podemos reempla-
zar, según la hipótesis de inducción, este término por w^, 
resultando un objetivo: 
perm (l,z1<>ordrapida z2) and 
if fez.] then f<x and 
if fezj and gcordrapida z2 then f<g and 
if gcordrapida z2 then x<g and 
Z|«x::l and z2«x::l 
ordrapida z1 <> 
x::ordrapida z 2 
I 
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REGLA DE UNIFICACIÓN POR RELACIÓN 
A veces no puede aplicarse una regla de deducción porque 
la unificación falla en un solo término. Una solución es supo-
ner que existe cierta relación entre ellos que permita reali-
zar la unificación [MaWa86, Traugott89]. 
Sean los objetivos Ol<J>/...,On<J> y la regla de deducción 
D, y supongamos que la aplicación de esta regla a los objeti-
vos produce el objetivo D(01<J>,...,on<J>). Entonces podemos 
aplicar D con unificación por la relación « : 
Oi<J> 
• • • 
Oi<I~<<> 
« • • 
0n<J> 
I«J and D(01<J>, ,Oi<J~"<<:>, ,0n<J>) 
La formulación anterior de la regla corresponde al caso 
en que no se necesita unificar los términos J de los objeti-
vos. El término de salida y la táctica de polaridad son los 
correspondientes a la regla D. 
Ejemplo (resolución con unificación por igualdad, menore-
symayores) 
Se quiere derivar una función que, dado un entero x y una 
lista 1 de enteros, devuelva una par de listas, formadas res-
pectivamente por los elementos de 1 menores y mayores que x. 
Una demostración por inducción estructural sobre la lista de 
entrada nos da como objetivo inicial para el caso básico meno-
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resymayores (x,nil): 
perm(nil,z-]<>Z2) + and 
if fez! then f<x and 
if gez2 then x<g 
(zi,z2) 
El axioma perm-nil es: 
perm (nil,nil) 
Directamente no podemos resolver ambas sentencias porque 
fracasamos al intentar unificar nil y Zi<>z2. s^-n embargo 
utilizando unificación por igualdad la resolución puede efec-
tuarse con éxito, produciendo el nuevo objetivo: 
nil = Z!<>Z2 and 
if fez^ then f<x and 
if g€z2 then x<g 
(Zi,z2) 
I 
REGLAS DE ELIMINACIÓN DE CUANTIFICADORES 
Las reglas de eliminación de cuantificadores (o de escole-
mización) permiten eliminar cuantificadores de las sentencias 
de un cuadro. El valor principal de estas reglas es que prepa-
ran el cuadro para la aplicación de otras reglas (p.ej. reso-
lución) que sólo se aplican a subsentencias libres y sin cuan-
tificadores. 
Hay dos reglas, la regla de eliminación-V, que elimina un 
cuantificador de fuerza universal estricta, y la regla de eli-
minación-} , que elimina un cuantificador de fuerza existencial 
estricta. Si el cuantificador tiene ambas fuerzas, debe estar 
dentro del ámbito de una conectiva de equivalencia S o dentro 
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de la cláusula if de una conectiva condicional o un término 
condicional. Un cuantificador de ambas fuerzas puede expre-
sarse mediante varios cuantificadores de fuerza estricta apli-
cando reglas de reescritura. 
La regla de eliminación-V no conserva la equivalencia del 
cuadro, sino solamente su validez, debido a la introducción de 
nuevos símbolos de constante o de función (llamados de Sko-
lem) . 
Regla de eliminación-V 
A s 
A' s 
donde se cumplen las siguientes restricciones: 
- El aserto requerido A contiene al menos una aparición de 
una subsentencia 
(... z:T)v P[z] 
donde (... z:T)v tiene fuerza universal estricta en el 
cuadro; consideremos una aparición particular de esta 
subsentencia. < 
Las únicas variables libres en A son x, es decir, 
Xi,...,xm, donde m>0. 
- Los únicos cuantificadores de fuerza existencial que 
rodean la aparición de (... z:T)v P[z] son (... y:T)3, 
es decir, (... YIÍTJ^Í,...,(... Yn:Tn^' donde n>0. 
- Las variables x, y, z son distintas; esto puede conse-
guirse si es necesario redenominando variables. 
El aserto generado A' se obtiene a partir de A reempla-
zando la aparición (... z:T)v P[z] por 
P[f(x,y)] 
donde f es un nuevo símbolo de función de Skolem. 
En el caso especial en que no haya variables libres x ni 
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cuantificadores (... y:T)3, es decir, m=n=0, A' se obtiene de A 
reemplazando la aparición (... z:T)v P[z] por 
P[a] 
donde a es un nuevo símbolo de constante de Skolem. 
Los términos de salida permanecen igual. 
Regla de eliminación-] 
A S 
A1 S 
donde se cumplen las siguientes restricciones: 
- El aserto requerido A contiene al menos una aparición de 
una subsentencia 
(... y:T)3 P[y] 
donde (... y:T)3 tiene fuerza existencial estricta en el 
cuadro; consideremos una aparición particular de esta 
subsentencia. 
- La aparición de (... y:T)3 P[y] no está dentro del 
ámbito de ningún cuantificador de fuerza universal; esto 
puede conseguirse si es necesario aplicando previamente 
la regla de eliminación-V. 
- La aparición de (... y:T)3 P[y] no está dentro del 
ámbito de ningún otro cuantificador (... y:T') con la 
misma variable; esto puede conseguirse si es necesario 
redenominando variables. 
- La variable y es distinta de cualquiera de las variables 
libres de A; esto puede conseguirse si es necesario 
redenominando variables. 
El aserto generado A" se obtiene de A quitando la apari-
ción del cuantificador (... y:T)3, es decir, reemplazando la 
aparición de (... y:T)3 P[y] por P[y]. 
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También existe la versión de ambas reglas para eliminar un 
cuantificador de un objetivo. Las restricciones para aplicar 
las reglas y el modo de obtener el objetivo generado son las 
mismas que para un aserto. 
Generalmente no aplicaremos explícitamente las reglas 
anteriores, sino que se aplican automáticamente al crear el 
cuadro inicial. 
3.5. DERIVACIÓN DE FUNCIONES CON PATRONES 
En los apartados anteriores hemos desarrollado los concep-
tos necesarios para derivar programas funcionales con patro-
nes. Terminamos ahora de examinar el proceso derivador, justi-
ficando la derivación de varias ecuaciones a partir de una 
especificación completa; la idea central reside en demostrar 
la sentencia de especificación por descomposición. Esto signi-
fica demostrar las especificaciones parciales en cuadros par-
ciales, derivando cAda uno una ecuación. 
DEMOSTRACIÓN PARCIAL SIN DERIVACIÓN 
Definición (especificación parcial obviamente válida) 
Denominamos especificación parcial obviamente válida a una 
especificación parcial: 
(V x:D) O z:R) Q[s[x];z] 
cuya demostración con un cuadro ampliado contiene una fila con 
aserto false (u objetivo true) sin términos en las columnas de 
salida. | 
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Ejemplo (especificación parcial obviamente válida, fre-
nult) 
Sea la especificación parcial de la función frenult para 
el caso en que el parámetro es la lista vacia: 
O z: entero#entero) r if not nil=nil -i 
L then nil=primero zosegundo z:: nil -• 
El cuadro parcial inicial correspondiente es: 
asertos 
not ni l=nil 
objetivos 
nil=primero zosegundo z : :n i l 
frenult n i l 
z 
Resolviendo el aserto inicial con al axioma de reflexivi-
dad de la igualdad, se obtiene el nuevo aserto: 
false 
que no contiene ningún término de salida. Por tanto decimos 
que esta especificación parcial es obviamente válida. | 
Según la observación de filas sin términos de salida 
(apartado 3.3), una fila sin término de salida puede tratarse 
como si tuviera términos ü = uíf...,um, siendo u¿ variables 
libres distintas de las que aparecen en la fila. En nuestro 
caso no hay ninguna variable en la fila final, por lo que 
podemos incorporar variables ü. Ahora instanciamos las varia-
bles a constantes cualesquiera c, obteniendo unos términos 
satisfactores 5. Por tanto, cada ecuación derivada es: 
fi s[x] <= c¿ ; 
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Observación (contradicción de la condición de entrada) 
Una especificación parcial obviamente válida es una espe-
cificación parcial cuya condición de entrada es falsa, es 
decir, cuyo parámetro toma un valor prohibido por la condición 
de entrada. Para comprobar esta afirmación basta examinar el 
proceso por el cual se deduce un aserto false (u objetivo 
true) sin término de salida. 
La aplicación de una regla a filas donde alguna tiene tér-
mino de salida produce filas nuevas con término de salida. Por 
tanto, un aserto (u objetivo) final sin términos de salida se 
obtiene tras una deducción en la que no interviene ninguna 
fila con término de salida. En el cuadro inicial la única fila 
con términos de salida es el objetivo inicial, asi que la 
deducción se ha realizado a partir del resto de las filas, es 
decir, de los asertos. 
La derivación de un aserto false a partir de otros asertos 
implica que se ha producido una contradicción [MaWa90,cap.6]. 
Una contradicción no puede producirse sólo a partir de los 
axiomas y teoremas de la teoría, ya que suponemos que ésta es 
consistente. Por tanto, algunos asertos del cuadro inicial 
deben ser producidos por partición del objetivo inicial de una 
especificación parcial. Estas asunciones sólo pueden ser con-
diciones de entrada, asi que la contradición se ha producido 
por ser insatisfactible la condición de entrada correspon-
diente a la especificación parcial en cuestión. | 
Una especificación parcial obviamente válida permite deri-
var una ecuación con un valor constante de salida cualquiera, 
como se vio antes de la observación. Sin embargo, puesto que 
representa aplicaciones de la función que no satisfacen la 
condición de entrada, no nos interesa el valor devuelto. Por 
tanto, adoptamos el criterio de no derivar ecuación alguna 
para estas especificaciones parciales. 
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Ejemplo (especificación parcial sin ecuación derivada, 
frenult) 
La especificación parcial del ejemplo anterior contiene 
una condición de entrada que es falsa, produciendo una sen-
tencia obviamente cierta. Dado que la condición de entrada no 
se cumple, no se deriva ninguna ecuación. 1 
DERIVACIÓN DE FUNCIONES CON VARIAS ECUACIONES 
Veamos la derivación de varias ecuaciones por función. 
Básicamente se trata de demostrar una sentencia de especifica-
ción por descomposición. Esto significa demostrar varias espe-
cificaciones parciales, cada una en un cuadro parcial. 
Propiedad (derivación de funciones por descomposición) 
Sea una especificación de unas funciones f: 
(V x1:D1,...xi:Di,...,xm:Dm) (3 z:R) 
Q[ (Xj_,... ,Xj_,... ,x¡[) ;z] 
Si la teoría del tipo D¿ contiene un teorema de descompo-
sición: 
(V XÍ:DÍ) 
O xil:Til) x = cil sil[xil3 
or 
or 
O xini:Tini) x ~ cini sinit^ini3 
las funciones f se derivan construyendo n¿ cuadros parciales, 







donde sj[a] representa el término 
(&!,...,Ci¿ SÍj[áij],...,am), para l<j<n¿. 
Justificación: 
Según se vio en el apartado 2.6, para demostrar la espe-
cificación completa basta demostrar la sentencia: 
(V x1:D1;... /-XÜZDJ^;. . ./x^E^) (3. z:R) 
Q[(Xl/... ,si:L[xi:L],...,xm) ;2] 
and 
• • • 
and 
(V x1:D1;...;xini:DÍQÍ;...;xm:Dm) (] z:R) 
Q[(xi»•••»siniCxinii»* * *»xm)'zí 
que es una conjunción de especificaciones parciales. Cada una 
es una sentencia cerrada, asi que (por la proposición de 
demostración en cuadros parciales) demostramos cada conjuntado 
en un cuadro parcial. El cuadro parcial asociado a la especi-
ficación parcial: 
(V XiSDif... ;XJ-;:DÍJ;. .. ;xm) (3 z:R) 
Q[ (X]_, .. ., xj_j , .. ., xm) ; z ] 
para l<j<n¿ es: 
asertos objetivos 
Q [ S J [ 1 J ] ; Z ] 
f S j [ l j ] 
z 
donde S4[a-t] representa la tupia (a^,...,s¿j[á¿j],...,am). | 
La propiedad de descomposición se cumple igualmente si la 
descomposición se hace simultáneamente sobre k variables de 
entrada (l<k<m). 
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Proposición (corrección de programa derivado por descompo-
sición) 
En cualquier teoría, 
si los términos básicos tj[au ] satisfacen el cuadro 
parcial inicial de cabecera f Sj[ij] (l<j<ni) 
y la teoría del tipo D¿ contiene un teorema de des-
composición en n¿ casos (l<i<m), 
entonces el programa de igualdades f Sj[áj] = tj[áj] 
satisface la especificación. 
Demostración: 
Para demostrar que el programa de igualdades f Sj[aj] = 
tj[áj] satisface la especificación, debemos demostrar la 
validez de la condición de corrección: 
if 




 (v xDii5ni) f sni[xni] = tni[xni] 
then (V x:D) Q[x;f x] 
Bajo cierto modelo de la teoría supongamos que cada con* 
juntado del antecedente 
(*) (V XJ:5J) f
 Sj[Xj] = tj[xj] 
es cierto y debemos mostrar que el consecuente: 
(V x:D) Q[x;f x] 
también es cierto. 
Como la teoría del tipo D¿ contiene un teorema de descom-
posición, basta (por la proposición de equivalencia por des-
composición, apartado 2.6) demostrar la sentencia: 
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(V XiiDi) QtSitXi^f SitXi]] 
and 
• • • 
and 
xni:^ni) QCsnitxni]'^ snitxni3 3 
Por nuestras asunciones (*), 1 de los conjuntados (l<l<m) 
pueden expresarse como: 
(VxjiDj) Q[sj[xj];tj[xj]] 
Para los casos restantes, las funciones f no están defi-
nidas, por lo que podemos asociarles una valor constante Cj 
cualquiera y expresarlos: 
(V XJ:DJ) Q[SJ[XJ];CJ] 
La sentencia resultante es cierta (por la semántica de la 
conectiva and) si lo es cada uno de sus conjuntados. Según la 
propiedad del término de salida parcial, cada conjuntado con 
la forma: 
(VXJ:5J) QtSjtXjJ^jCxj]] 
es cierto si los términos tj[Xj] satisfacen el cuadro inicial 
de la especificación parcial: 
(V XJ:DJ) (3 z:R) Q[SJ[XJ];Z] 
como suponemos que ocurre. 
Cada conjuntado con la forma: 
(V XJ:DJ) Q[SJ[XJ];CJ] 
es cierto si los términos 5j satisfacen el cuadro inicial de 
la especificación parcial correspondiente. Pero como es una 
especificación parcial obviamente válida, cualesquier términos 
básicos 5j satisfacen su cuadro inicial. | 
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Observación (asertos obvios en cuadros parciales) 
Los cuadros parciales creados durante una demostración por 
descomposición se parten automáticamente, como siempre. Como 
consecuencia a veces contienen asertos que son obviamente 
ciertos porgue son instancias de axiomas o teoremas de la 
teoría. Por la propiedad de instanciación de los cuadros 
deductivos ampliados (apartado 2.3) podemos eliminar estos 
asertos, obteniendo un cuadro parcial inicial equivalente pero 
más sencillo. | 
3.6. DERIVACIÓN DE FUNCIONES RECURSIVAS 
Presentamos en este apartado los mecanismos de derivación 
de funciones recursivas. La derivación de una función recur-
siva implica el uso de algún principio de inducción, como se 
razonó en el apartado 2.4. Distinguimos el uso de distintos 
principios de inducción, ya que tienen efectos diferentes 
sobre el cuadro deductivo, y por tanto sobre el programa deri-
vado. Así, el uso de inducción estructural provoca la creación 
de varios cuadros parciales, mientras que el uso de inducción 
bien fundada no. 
USO DE INDUCCIÓN BIEN FUNDADA 
Recordemos el principio de inducción bien fundada sobre 
tupias, formulada: 
r if (V X':T) r if X'«X -j-| 
if (V x:T) L then F[x«] J 
L
 then F[x] J 
then (V x:T) F[x] 
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Supongamos que disponemos de una especificación completa: 
(V x:D) (} z:R) Q[x;z] 
Esta sentencia de especificación tiene el mismo formato 
que el consecuente del principio de inducción bien fundada, 
tomando respectivamente D y (j S:R) Q[x;z] por f y P[2]. Por 
tanto, para demostrar su validez (en la teoria) basta demos-
trar la validez del antecedente del principio instanciado. 
Definición (cuadro inicial recursivo) 
Dadas, en una teoría, una especificación: 
(V x:D) (j z:R) Q[x;z] 
y una relación « bien fundada definida sobre tupias de tipo 
D, un cuadro inicial recursivo se define como: 
asertos 
if á'«a 
then if E[a'] 







La justificación de la introducción del término f a' en la 
hipótesis de inducción y la demostración de corrección del 
programa recursivo derivado pueden encontrarse en [MaWa89]. 
Observación (demostración por inducción bien fundada y 
descomposición) 
Recordemos (apartado 2.6) que una sentencia puede demos-
trarse combinando los principios de inducción bien fundada y 
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descomposición. En consecuencia para demostrar una sentencia 
con la forma: 
(V x:T) F[x] 
basta demostrar una sentencia con la forma: 
r if (V x':T) r if x ,«C 1 stXi] -i-j 
(V X!^!) L then F[x'] J 
L
 then FtCi SitXiJ] J 
and 
• • • 
and 
r if (V X':T) r if X««C n Sn[Xn] -1-1 
(V xn:Tn) L then F[x«] J L
 then F[Cn sn[xn]] J 
Por tanto, si la sentencia por demostrar es una especifi-
cación completa, basta demostrar por inducción bien fundada 
las n especificaciones parciales mediante n cuadros parciales 
recursivos. Cada cuadro parcial recursivo se construye análo-
gamente al cuadro recursivo previo; su partición y la elimina-
ción de asertos que son instancias de sentencias válidas se 
hace automáticamente. Si una especificación inductiva parcial 
es obviamente válida su cuadro parcial no deriva ninguna ecua-
ción. 
La justificación de todo el proceso es una mezcla de la 
justificación de la derivación de funciones por descomposición 
y de los cuadros iniciales recursivos. | 
Ejemplo (cuadros iniciales recursivos por descomposición, 
mcd) 
Sea la función mcd especificada en el apartado 3.1. Su 
demostración por inducción bien fundada más descomposición del 
primer parámetro provoca la creación de dos especificaciones 
inductivas parciales. La primera tiene asociado el cuadro 




then if u>0 or v>0 
then mcd(u,v)|u and mcd(u,v)|v and 
if w1 |u and w'|v then w'<mcd(u,v) 
0>0 or j>0 
z|0 and z|j and 
if w|0 and w|j then w<z 
mcd (0,j) 
z 
El segundo cuadro parcial es análogo, reemplazando 0 por 
succ i. I 
U80 DE INDUCCIÓN ESTRUCTURAL 
Hay ciertas especificaciones de función que se demuestran 
de una manera natural mediante inducción estructural. Una 
demostración por inducción estructural combina características 
de demostración por descomposición y por inducción bien fun-
dada (ver apartado 2.6). Por tanto, el uso de la inducción 
estructural tiene como efecto en nuestro sistema deductivo la 
creación de varios cuadros parciales, algunos de ellos recur-
sivos. 
Definición (cuadro inicial recursivo estructural) 
Dada, es una teoría, una especificación parcial inductiva 
estructuralmente: 
(V x:D) r if Q[y;f y] -i 
L
 then (j| z:R) Q[C s[x];5] J 
donde C es un constructor del tipo D, 
y es el subconjunto de las variables de x que tienen 
tipo D, 
Q[y;f y] es una conjunción de sentencias Q[x¿;f x¿] para 
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todas las variables x¿ de tipo D, 






f C s[á] 
z 
con tantos asertos Q[b;f b] como sentencias contenga Q. | 
Definición (derivación de funciones por inducción estruc-
tural) 
Sea la especificación de unas funciones f: 
(V x1:D1,...,xn:Dn) (3 2:R) Q[(xlf...,xn);z] 
con una variable de entrada x¿ de tipo D¿, o equivalentemente: 
(V XÍ:DÍ) (Vx1:D1,...,xn:Dn) (3 z:R) Q[(xlf...,xn);z] 
donde x¿ no aparece dentro del segundo cuantificador univer-
sal. Supongamos que la teoría del tipo D¿ contiene un princi-
pio de inducción estructural: 
if Si and ... and sn 
then (V XÍ:D¿) FtXjJ 
donde cada conjuntado Sj representa bien un caso básico, es 
decir, una sentencia 
(V x:D) F[s[x]] 
bien un caso inductivo, es decir, una sentencia 
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(V x:D) r if F[y] -i 
L
 then F[C s[x]] J 
donde C es un constructor del tipo D¿, 
x es un conjunto de variables xlt ...,x± 
y es el subconjunto de las variables de 5 que tienen 
tipo D¿, y 
P[y] es una conjunción de sentencias F[X]¿] (l<k<l) para 
todas las variables de x de tipo D¿. 
Las funciones f especificadas se derivan construyendo n 
cuadros parciales. Por cada caso básico del principio de 
inducción estructural se crea una cuadro parcial inicial: 
asertos objetivos 
Q[(alt. . .,s[á],...,an).;z] 
f(al#•••fS[a],..., an) 
z 
Asimismo, por cada cuadro inductivo del principio de 
inducción estructural se crea una cuadro parcial inicial 
recursivo estructural: 
asertos 
Q[ (ai, — ,b, 
objetivos f (alf.. 
• ••/ an)'^ (ai*•••r"i•••'an'] 





donde se incluyen tantos asertos inductivos como variables 
pertenecientes a y hay. | 
Proposición (corrección de programa derivado estructural-
mente) 
En cualquier teoría, 
si los términos básicos tj[*j] satisfacen el cuadro 
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parcial inicial recursivo estructural de cabecera 
f Sj[áj] (l<j<ni) 
y la teoría del tipo D¿ contiene un principio de 
inducción estructural con n casos (l<i<m), 
entonces el programa de igualdades f Sj[áj] = tj[áj] 
satisface la especificación. 
Demostración: 
La demostración es similar a la de la proposición de 
corrección de programa derivado por descomposición. Se dife-
rencia en la invocación del principio de inducción estructural 
(en vez del teorema de descomposición). Como consecuencia 
algunos de los conjuntados tienen el formato inductivo: 
(V XJ:5J) r if Q[y;f y] _ -, 
L
 then Q[sj[5j];f SJ[XJ]] J 
en vez del formato descompositivo: 
(V XJ:DJ) Q[Sj[Xj];f SJ[XJ]] 
Los conjuntados no inductivos se tratan igual que en el 
caso descompositor. Si el caso inductivo j tiene unos valores 
de función definidos por: 
(V XJ:DJ) f
 Sj[xj] = tj[xj] 
puede formularse equivalentemente como: 
(V XJ:DJ) r if Q[y;f y] _ -. 
L
 then Q[Sj[Xj];tj[Xj]] J 
que (por la propiedad del término de salida parcial), es 
cierto si los términos tj[Xj] satisfacen el cuadro parcial 
recursivo estructural de cabecera f Sj[áj], como hemos 
supuesto. 
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Si el caso inductivo j no tiene ningún valor definido, 
podemos asociar a las funciones unos valores constantes <5j 
cualesquiera y expresar el caso: 
(V XJ:BJ) r if Q[y;f y] ] -, 
L
 then Q[SJ[XJ];CJ] J 
que (de nuevo por la propiedad del término de salida parcial) 
es cierto si los términos Cj satisfacen el cuadro inicial 
recursivo de la especificación parcial correspondiente. Pero 
como es una especificación parcial obviamente válida, cuales-
quiera términos básicos Cj satisfacen su cuadro inicial. | 
Ejemplo (cuadros parciales por inducción estructural, 
ordinsercion) 
Sea la función de ordenación de una lista de enteros, que 
la llamamos ordinsercion si utiliza una estrategia de ordena-
ción por inserción. Su especificación no endulzada es: 
(V l:lista) (3 z:lista) perm(l,z) and ord(z) 
Según el principio de inducción estructural sobre listas 
con un caso básico, para demostrar una sentencia cuantificada 
sobre una lista, basta demostrar dos casos, uno inductivo y 
otro no. En consecuencia deben demostrarse dos especificacio-
nes parciales: 
O z:lista) perm(nil,z) and ord(z) 
y 
(V x:entero;1:lista) (} z:lista) 
r if perm (1, ordinsercion 1) and ord ordinsercion 1 -i 
*- then perm (x::l,z) and ord z -" 
Sus cuadros parciales respectivos son: 
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asertos obj etivos 






ord ordinsercion 1 




3.7. DERIVACIÓN DE FUNCIONES CON RANGO TUPLA 
Los mecanismos para derivar ecuaciones con patrones en sus 
cabeceras se han desarrollado en los apartados anteriores. Sin 
embargo, no hemos contemplado aún la obtención de patrones en 
definiciones locales. Este problema suele ir ligado a la 
derivación de funciones con rango tupia. 
ESPECIFICACIÓN DE FUNCIÓN CON RANGO TUPLA 
Una especificación de función declara el comportamiento de 
ésta mediante el conocido formato: 
(V x:D) r if E[x] T 
(3 z:R) L then S[x;z] J 
es decir: 
(V x^Di,..., 
xn:^n) T ^  E[(x^,...,xn)] 
(3 z:R) L then S[(x1#...,xn);z] 
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Puede observarse que nos referimos a la salida mediante 
unas variables z que deben satisfacer la relación de entrada-
salida 8. Supongamos por sencillez (y sin pérdida de generali-
dad) que la especificación contiene una sola variable z de 
salida. Es corriente que la salida z de la función sea de un 
tipo estructurado y la relación 8 no se establezca realmente 
entre los parámetros de entrada y el valor global de z, sino 
entre aquéllos y los componentes de z. Un caso usual es cuando 
el rango de la función es una tupia, caso al que dedicamos 
este apartado. 
Ejemplo (especificación seleccionar) 
Sea una función menoresymayores que, dado un entero x y 
una lista 1 de enteros, devuelve un par de listas que respec-
tivamente contienen los elementos de 1 que son menores y 
mayores que x. Una especificación endulzada es: 
menoresymayores (x,l):entero#lista 
<= encontrar z:lista#lista 
tal que perm (1, primero zosegundo z) and 
(V w:entero) r if weprimero z then w<x and -i 
•- if W£ segundo z then x<w -• 
I 
Si la función no utiliza ninguna función auxiliar que 
devuelva tupias, es obvio que debe construir en su cuerpo la 
tupia de salida. La parte de la demostración de la especifica-
ción orientada a la formación de la tupia de salida es rutina-
ria, obedeciendo siempre al mismo esquema. Podemos ganar cla-
ridad de la especificación y ahorrar pasos de deducción si 
endulzamos la especificación para las funciones con rango 
tupia. Sin embargo, el nuevo formato de especificación, a 
diferencia del usado para funciones con dominio tupia, no es 
de aplicación general, sino sólo cuando se cumplen las res-
tricciones mencionadas. 
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Definición (especificación con rango tupia) 
Una especificación de función con rango de tipo tupia y 
con referencias a la variable z de salida por medio de funcio-
nes selectoras puede tener el formato: 
f x:D <= encontrar (zlf...,zn):Ri#...#Rn 
tal que S[x;zlf...,zn] 
donde E[x] 
y por tanto el cuadro inicial tiene como objetivo: 
S [ x ; z ^ , . . . , z n ] ( z l » • • • / z n ) 
Justificación: 
Sea una especificación: 
(V x:D) (j z:R;L#...#Rn) if E[x] then S[x;z] 
El cuadro inicial contiene como objetivo: 
S [ x ; z ] z 
o identificando las apariciones de z dentro de una aplicación 
de función selectora de tupias y en cualquier otro contexto, 
S [ x ; z , p r i m e r o z , . . . , n - é s i m o z] z 
Aplicando reemplazamiento por igualdad entre este objetivo 
y el axioma primero, obtenemos el objetivo: 
S [ x ; ( z l f . . . , z n ) , z l f . . . j n - é s i m o f z ! , . . . , z n ) ] ( z l / • • • i z n ) 
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Aplicando reiteradas veces reemplazamiento por igualdad con 
los axiomas de las demás funciones selectoras obtenemos: 
S [ x ; (ZQ_, . . • , Z J J ) , z ] _ , . . . , ZJJ) ] ( z l » • • • i z n ) 
donde si todas las consultas de la variable de salida z son 
por medio de funciones selectoras, el objetivo tiene el for-
mato: 
S [ S ; z l f . . . , z n ) ] ( z l f • • • / z n ) 
Este es el cuadro correspondiente a la nueva especifica-
ción. Puede verse que su uso permite ahorrar varios pasos de 
deducción. Asimismo la especificación asociada es más sencilla 
que la especificación sin endulzar. | 
Los nuevos formatos de especificación y cuadro inicial 
pueden usarse tanto para derivaciones completas como parcia-
les. Debe recordarse que una especificación como la anterior 
es un nuevo endulzamiento de la especificación verdadera. Por 
tanto, cualquier sentencia que haga referencia a la especifi-
cación de la función (p.ej. hipótesis de inducción o la misma 
sentencia de corrección de la función una vez derivada ésta) 
debe conservar su formulación inicial con funciones selecto-
ras. 
La generalización del formato a la derivación simultánea 
de varias funciones es fácil: 
f!,..., fn x:D <= encontrar P]_:R]_;... ;pn:Rn 
tal que S[x;vars(plr...,pn)] 
donde E[x] 
donde p¿ (l<i<n) representa z¿:R¿ si la i-ésima variable de 
salida no tiene tipo tupia o 
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(z¿l/ • • • /^ ini.) íRii#» • *#Rini e n c a s o afirmativo. 
vars(p£,...,pn) representa la secuencia de todas las 
variables a¿j (l<i<n, l<j<n¿) que aparecen en la 
declaración del tipo rango de las funciones. 
Ejemplo (especificación seleccionar, endulzada) 
La especificación de la función seleccionar puede expresarse 
según el nuevo formato, resultando: 
menoresymayores (x,l):entero#lista 
<= encontrar (Z!,z2) :lista#lista 
tal que perm(l,Zi<>Z2) and 
(V w:entero) r if vez^ then w<w and -1 
•- if wcz2 then x<w •* 
Asimismo, si la demostración de la especificación la hace-
mos mediante inducción estructural sobre listas, el cuadro 
inicial del caso recursivo es: 
asertos objetivos me... (x,y::1) 
perm(1,primero me... (x,l)osegundo me... (x,l)) 
if ueprimero menoresymayores (x,l) then u<x 
if uesegundo menoresymayores (x,l) then x<u 
perm(l,Zi<>Z2) and 
if wez^ then w<x and 
if wez2 then x<w 
(Zl/22> 
Obsérvese el distinto aspecto presentado por las subsen-
tencias correspondientes de la hipótesis de inducción y el 
objetivo inicial. La hipótesis inicial se ha dividido automá-
ticamente en tres asertos por la regla de partición-and. | 
El endulzamiento de especificación descrito puede apli-
carse de forma similar a valores de salida con otros tipos 
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estructurados (p.ej. listas) de los que interesan sus compo-
nentes. Sin embargo, dichas situaciones son más raras, por lo 
que no las tratamos. 
DERIVACIÓN DE DEFINICIONES LOCALES CON PATRONES 
Hemos visto que la especificación de funciones con rango 
tupia (sin el endulzamiento anterior) suele incluir funciones 
selectoras de tupias. Como consecuencia, el uso durante una 
derivación de dichas sentencias de especificación (en hipóte-
sis de inducción o sentencias de corrección) puede provocar la 
derivación de términos de salida con funciones selectoras. 
Ejemplo (derivación menoresymayores, recursión) 
Sea una función menoresymayores antes especificada. Su 
demostración por inducción estructural sobre su parámetro de 
tipo lista crea una cuadro parcial recursivo inicial que even-
tualmente podemos hacer que contenga el objetivo final: 
true if y<x 
then (y::primero me... (x,l), 
segundo me... (x,l)) 
else (primero me... (x,l), 
y::segundo me... (x,l)) 
I 
Aunque correcto, no corresponde a un estilo de programa-
ción funcional moderna el uso de funciones selectoras, sino 
que se evitan utilizando patrones. El uso de varias ecuaciones 
con patrones evita la aplicación de dichas funciones a los 
parámetros de las funciones. En caso de que las funciones 
selectoras aparezcan en subtérminos del lado derecho de una 
ecuación, se evita usando definiciones locales con patrones. 
Ampliamos el sistema deductivo para introducir definicio-
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nes locales con patrones en los términos de salida añadiendo 
la reescritura: 
ttseli t',...,seln t'] <=> let C(x^,...,xn) == t' 
in t[xlf...,xn] 
donde t' es de tipo T, Xi,...,xn son de tipos respectivos 
Ti,...,Tn, C es un constructor de tipo Tj_#.. .#Tn->T y 
sel¿,...,seln son funciones selectoras de tipo respectivo 
T->T1,...,T->Tn. 
En el caso particular de las tupias tenemos la reescritura: 
t[primero t1,...,n-ésimo t'] <=> let (xlf...,xn) == t' 
in t[xlf...,xn] 
Podíamos haber declarado la regla como una simplificación, 
en vez de reescritura. El proceso simplificador termina even-
tualmente porque cada simplificación reduce el número de fun-
ciones selectoras. Esta decisión tiene como ventaja que la 
regla se aplica automáticamente. Sin embargo presenta la des-
ventaja de que puede aplicarse prematuramente, es decir, que 
posteriormente el término de salida puede contener más apari-
ciones de funciones selectoras. Esto obliga a formar varias 
definiciones locales, resultando una ecuación poco clara. Una 
solución es disponer de simplificaciones que manipulen defini-
ciones locales, pero su diseño no es evidente. En conclusión, 
parece preferible que sea el programador quien decida cuándo 
se introducen las definiciones locales. 
Ejemplo (derivación menoresymayores, recursión con defini-
ciones locales) 
Aplicando la reescritura descrita al objetivo final pre-
vio, obtenemos como nuevo objetivo: 
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true let (p,s) == menoresymayores (x,l) 




3.8. DERIVACIÓN DE VARIABLES ANÓNIMAS Y SINÓNIMAS 
Desarrollamos en este apartado la última característica 
relacionada con los patrones, ésta propia de Hope (y por con-
siguiente de miniHope): el uso de variables anónimas y sinóni-
mas. • 
La clase de variables en cuestión se puede obtener modi-
ficando directamente las ecuaciones derivadas. Veamos infor-
malmente el proceso con un ejemplo, y después formulamos el 
mecanismo concreto de derivación. 
Ejemplo (ordmezcla) 
Sea una función de ordenación de listas por mezcla, que 
consta de las tres ecuaciones siguientes: 
ordmezcla nil 
<= nil ; 
ordmezcla x::nil 




El patrón de las ecuaciones segunda y tercera contienen 
subtérminos no variables (x::nil y x::y::l, respectiva-
mente) que se utilizan en la parte derecha de sus ecuaciones. 
Por tanto, podemos declarar una variable sinónima s en cada 
una de las ecuaciones y utilizarla consistentemente en su lado 
derecho. El programa queda: 
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ordmezcla nil 
<= nil ; 
ordmezcla s & x::nil 
<= s ; 
ordmezcla s & x::y::l 
<= mezclar(ordmezcla(izdo(s)), 
ordmezcla(dcho(s))) ; 
Ahora resulta que las dos ecuaciones modificadas contienen 
variables en sus cabeceras que no son citadas en sus cuerpos. 
Podemos hacer anónimas estas variables, resultando el pro-
qrama: 
ordmezcla nil 
<= nil ; 
ordmezcla s & _::nil 
<= s ; 
ordmezcla s & _::_::_ 
<= mezclar(ordmezcla(izdo(s)), 
ordmezcla(dcho(s))) ; 
El patrón de la segunda ecuación indica que el parámetro 
es una lista atómica, pero en el cuerpo no importa quién es 
su único elemento, sino la lista en conjunto. Lo mismo ocurre 
en la tercera ecuación, sólo que en este caso el parámetro 
lista debe contener al menos dos elementos. 
Debe observarse que se han podido introducir variables 
anónimas gracias a la introducción previa de variables sinó-
nimas . | 
El ejemplo ilustra que la introducción de ambas construc-
ciones sintácticas debe hacerse en cierto orden (primero 
variables sinónimas, segundo variables anónimas) para garanti-
zar la introducción de todas las variables anónimas posibles. 
Aunque la ecuación va a sufrir una sucesión de modificaciones 
hasta obtener su aspecto final, no escribimos las ecuaciones 
intermedias. 
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DERIVACIÓN DE VARIABLES SINÓNIMAS 
Hay razones de eficiencia y legibilidad para introducir 
variables sinónimas. Sin embargo, no siempre interesa introdu-
cir todas las variables sinónimas posibles porgue conduce a 
una ecuación que tiene un patrón poco legible y con algunas 
variables sinónimas poco relevantes. Por tanto es dificil 
establecer un criterio puramente sintáctico que determine las 
variables sinónimas por introducir en la ecuación. Es preferi-
ble que el programador haga la elección, un tanto subjetiva, 
de identificar los subtérminos de la cabecera que van a tener 
sinónimo; estos subtérminos deben aparecer en el término de 
salida del objetivo final. La construcción de la ecuación con 
variables sinónimas es automática. 
Definición (formación de ecuación con variables sinónimas) 
Supongamos que tenemos un cuadro final (parcial o com-
pleto) , correspondiente a la derivación de una ecuación de una 
función f con patrón t'i y términos de salida t'2« Supongamos 
también que se quiere introducir en la ecuación una variable s 
sinónima de un subtérmino no variable t'3 del patrón de la 
ecuación. 
El procedimiento para crear la ecuación correspondiente al 
cuadro con la variable sinónima s es: 
(i) Se crea la ecuación de la manera usual, obteniendo: 
f tx <= t2 ; 
donde t^ y t2 se obtienen respectivamente de t ^ y 
t»2 sustituyendo las constantes de Skolem (los pará-
metros) por variables. También podemos expresar la 
ecuación como: 
f t![t3] <= t2[t3]] ; 
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donde t3 se ha obtenido a partir de t'3 sustituyendo 
las constantes por variables, y puesto que t'3 es un 
subtérmino de t'^ y t'2. 
(ii) Se introduce la variable sinónima en el lado 
izquierdo de la ecuación y se reemplaza cada apari-
ción en el lado derecho del subtérmino en cuestión 
por la variable sinónima. Es decir, la ecuación ante-
rior se transforma en: 
f tjjs & t3] <= t2[s] ; 
Estos dos pasos se efectúan secuencial y automáticamente, 
así que sólo se muestra la ecuación final, sin hacer referen-
cia a la ecuación intermedia del paso (i). 
La introducción de varias variables sinónimas se hace 
igual, sólo que la introducción y reemplazamiento es simultá-
neo para todas ellas. Si tenemos varias funciones f, el pro-
ceso se realiza independientemente para la ecuación de cada 
función. | 
Ejemplo (ordmezcla, derivación de variables sinónimas) 
La función ordmezcla antes expuesta puede derivarse 
mediante inducción bien fundada más descomposición en tres 
casos. La demostración de la especificación parcial correspon-
diente a una lista de más de un elemento puede conducir al 
objetivo final: 
asertos objetivos ordmezcla a::b::t 
true mezclar 
(ordmezcla izdo a::b::t, 
ordmezcla dcho a::b::t) 
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Supongamos que queremos introducir la variable s sinónima 
del subtérmino a::b::t. El procedimiento antes descrito per-
mite extraer del cuadro parcial la ecuación: 
ordmezcla s & x::y::l 
<= mezclar (ordmezcla izdo s,ordmezcla dcho s) ; 
DERIVACIÓN DE VARIABLES ANÓNIMAS 
La derivación de variables anónimas supone la adición de 
un paso al procedimiento previo. 
Definición (formación de una ecuación con variables sinó-
nimas y anónimas) 
Sea un cuadro final, correspondiente a la derivación de 
la ecuación de una función f con patrón t'^ y término de 
salida t'2 y unas variables s sinónimas de unos subtérminos 
t'3. 
El procedimiento para crear la ecuación correspondiente al 
cuadro con las variables sinónimas s y variables anónimas es: 
(i) y (ii) Igual que antes. 
(iii) Supongamos que el lado izquierdo de la ecuación es 
f t^ y el lado derecho, t2. Realizamos dos subpasos: 
(a) Se determina el conjunto C de variables no sinó-
nimas de la cabecera f t^. 
(b) Determinamos si cada variable v«C aparece en el 
lado derecho t 2 de la ecuación. Si no aparece 
reemplazamos el patrón t^[v] en la ecuación por 
En el subpaso (iii.a) no se consideran las variable sino-
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nimas puesto que, por construcción, éstas siempre aparecen en 
el lado derecho de la ecuación. Los tres pasos se efectúan 
secuencial y automáticamente, asi que sólo se mostrará la 
ecuación final, sin hacer referencia a las ecuaciones interme-
dias de los pasos (i) y (iii). 
Si tenemos varias funciones f, el proceso se realiza 
independientemente para la ecuación de cada función. | 
Ejemplo (ordmezcla, derivación de variables sinónimas y 
anónimas) 
Dada la ecuación: 
— ordmezcla s & x::y::l 
<= mezclar (ordmezcla izdo s,ordmezcla dcho s) ; 
el conjunto de variables no sinónimas de la cabecera es 
{x,y,l}. Ninguna de las variables de este conjunto aparece en 
el lado derecho de la ecuación, por lo que son sustituidas en 
la cabecera por el carácter de subrayado. La ecuación defini-
tiva es: 
— - ordmezcla s & _::_::_ 
<= mezclar (ordmezcla izdo s,ordmezcla dcho s) ; 
3.9. SUMARIO DEL PROCESO DE DERIVACIÓN 
Tras examinar las diversas facetas del proceso de deriva-
ción de funciones conviene hacer una recapitulación del pro-
ceso completo. A continuación describimos el procedimiento de 
derivación examinando con cierto detalle dos actividades 
corrientes, la introducción de llamadas recursivas y de fun-
ciones auxiliares. Este procedimiento se utiliza en el próximo 
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capítulo para la derivación de varios programas. 
PRQCESO DE DERIVACIÓN 
Veamos los pasos a seguir siguiendo su orden de realiza-
ción. 
Teoría lógica 
La sentencia de especificación y su demostración deben 
hacerse dentro de una teoría lógica. Dado que miniHope incluye 
varios tipos predefinidos (enteros no negativos, listas de 
enteros y tupias de elementos de estos tipos), podemos suponer 
que su teoría combinada (consultar Apéndice B) siempre está 
disponible. 
El programador también puede derivar funciones con tipos 
nuevos. El nuevo tipo debe declararse según las reglas sintác-
ticas de miniHope y posteriormente debe desarrollarse su teo-
ría lógica correspondiente. Si el tipo es un álgebra de pala-
bras, la teoría se desarrolla automáticamente siguiendo las 
directrices dadas en el apartado 2.4. Si se desea que el tipo 
corresponda a una estructura algebraica distinta, no hay nor-
mas fijas, por lo que la formulación de la teoría puede ser 
una tarea difícil. Sin embargo se conservan las directrices 
referentes a los tipos de los constructores y los axiomas de 
la igualdad. Cuestiones corrientes a plantearse durante la 
construcción de la teoría son la necesidad de un principio de 
inducción estructural, la relación entre los distintos cons-
tructores o la existencia de valores prohibidos en el tipo. En 
cualquier caso, además de los axiomas de la teoría es 
corriente incluir teoremas adicionales, como teoremas de des-
composición o propiedades de las funciones. La teoría desarro-
llada se añade a la teoría combinada de los tipos existentes 
previamente. 
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Especificación de funciones 
Las funciones que queremos derivar se especifican con el 
formato ampliado para la especificación de funciones con domi-
nio o rango de tipo tupia: 
f^,...,fn x^: D^, . . ., xm: DJJ 
<= encontrar 
(z11#... ,zi\i) :Rn# — #Rili/ — / (znl> — 'znln) :Rnl#« • *#Rnln 
tal que 
S[ (Xj_/ •.. , xm) ?z^ (.. -íZni» • • •»znl' • • • iznln3 
donde 
E[(xlf...,xm)] 
Este esquema de especificación declara el comportamiento 
de n funciones f1#...,fn, todas con dominio de tipo D^f...!^. 
El rango de cada función f¿ (l<i<n) es de tipo Rj.i#< • •#Riii« 
Este formato es correcto para funciones con dominio tupia (ver 
apartado 2.2), pero para funciones con rango tupia sólo es 
conveniente si los términos de salida se van a formar con el 
constructor coma de tupias (ver apartado 3.7). 
Un mismo programa puede tener distintas especificaciones, 
(véase un ejemplo en [MaWa87]), sin que pueda decirse a priori 
cual es la mejor. Asimismo es difícil desarrollar una especi-
ficación correcta y completa. Teniendo en cuenta que la espe-
cificación es la base de todo el proceso deductivo (en general 
de cualquier proceso transformativo), se comprende la impor-
tancia de esta tarea. 
La especificación contiene una información que se expresa 
automáticamente como parte del programa final: la declaración 
de tipo de las funciones. Es decir, se genera una declaración 
con el esquema: 
dec f¿ : D-L*...*!^ -> Rii#-••#Rini > 
para cada función f¿. 
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También debe determinarse el conjunto de funciones que 
pueden aparecer en el cuerpo del programa derivado, es decir, 
el conjunto de funciones primitivas en esta derivación. En 
general se supone que todas las funciones definidas en la teo-
ría son primitivas, salvo que se diga lo contrario. En todo 
caso, siempre se consideran automáticamente como primitivas 
las funciones a derivar en un cuadro inicial recursivo. Tam-
bién se consideran automáticamente como primitivas las funcio-
nes auxiliares derivadas. 
Formación del cuadro inicial 
La sentencia de especificación puede demostrarse de varias 
maneras que surgen de tomar dos decisiones sobre la demostra-
ción: si será inductiva y si será descompositiva. La primera 
cuestión implica descartar la inducción o elegir un esquema de 
inducción (bien fundada o estructural sobre ciertos parámetros 
y con cierto número de casos básicos). La segunda cuestión 
implica decidir los parámetros a descomponer en distintos 
constructores según sea su tipo. Ambas cuestiones no son 
excluyentes (salvo en caso de inducción estructural, que ya 
incorpora implícitamente una descomposición), así que deben 
decidirse en el orden mencionado. La decisión del esquema de 
demostración no es fácil. A veces puede guiar la "intuición" 
del esquema del programa final. Puesto que la demostración es 
un proceso tentativo, es normal que deba abandonarse un 
esquema de demostración para adoptar otro diferente. 
Según el esquema de deducción adoptado, el número y for-
mato de los cuadros iniciales tienen características cambian-
tes. Una demostración por inducción bien fundada (véase 2.5 y 
3.6) supone la inclusión de una hipótesis de inducción. Una 
demostración por inducción estructural (véase 2.5 y 3.6) 
supone la demostración de varias especificaciones parciales, 
algunas con hipótesis de inducción. La inclusión de una hipó-
tesis de inducción implica añadir uno o varios asertos. Una 
demostración por descomposición (véase 2.6 y 3.5) supone la 
- 160 -
demostración de varias especificaciones parciales, una por 
cada constructor utilizado en la formación de los parámetros 
elegidos. La demostración de varias especificaciones parciales 
implica construir varios cuadros iniciales, uno por especifi-
cación. Cada cuadro parcial se parte y simplifica lo máximo 
posible; también se eliminan los asertos que son instancias de 
sentencias válidas de la teoría. 
En general el formato de un cuadro inicial obedece a las 
siguientes reglas (véanse los apartados 3.3, 3.5, 3.6 y 3.7): 
- Las columnas de salida contienen la cabecera de la ecua-
ción a derivar, es decir, el símbolo de función y el 
patrón del parámetro. 
- Existe un objetivo único que contiene la relación de 
entrada-salida. El término de salida en la columna de la 
función f¿ es z¿ si su rango no es de tipo tupia y 
(zil#•••/zili) si e s d e tipo tupia (cuando interese, 
como se explica en el apartado 3.7). 
- Pueden existir varios asertos, sin término de salida. 
Estos asertos expresan hipótesis de inducción o condi-
ciones de entrada sobre los parámetros. Los axiomas y 
teoremas de la teoría se supone que implícitamente apa-
recen como asertos. En las hipótesis de inducción la 
relación de entrada-salida se expresa en términos de la 
aplicación de función, no de un hipotético valor de 
salida, es decir, tienen el formato 8[x;f x] en vez de 
S[x;5]. 
- Las variables del patrón de la ecuación aparecen como 
constantes de Skolem y las variables de salida como 
variables libres. 
Derivación del programa 
Se demuestra la validez de cada cuadro. Es difícil dar 
reglas sobre cómo demostrar su validez. Si tenemos en mente un 
esquema del programa final, puede proporcionarnos cierta 
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orientación. El esquema nos llevará a buscar una demostración 
en la que intervengan las hipótesis de inducción, a varias 
ramas de demostración con objetivos "terminales" excluyentes, 
a reformular un objetivo como otra sentencia equivalente pero 
ejecutable, etc. Algunos de estos pasos son similares a las 
estrategias del método de Bibel [BibelSO]. 
Más fácil es identificar sintácticamente situaciones donde 
puede ser conveniente introducir llamadas recursivas o derivar 
funciones auxiliares. Por su importancia las describimos por 
separado al final del apartado; por sencillez no se considera 
el uso de patrones, aunque pueden incorporarse sin problemas. 
Estas heurísticas fueron desarrolladas por Manna y Waldinger 
al construir un sistema transformativo no puramente deductivo 
[MaWa79]; se han descrito con bastante detalle en otros sitios 
[MaWa80, MaWa87, Traugott89]. 
Durante el proceso de derivación el programador puede 
decidir la introducción, mediante reescritura, de definiciones 
locales. Aunque puede hacerse en cualquier momento de la deri-
vación, es más seguro realizarlo una vez obtenido el cuadro 
final. Esta reescritura puede provocar la eliminación de fun-
ciones selectoras del término de salida. 
Una vez deducido un cuadro final, se forma la ecuación 
correspondiente. La ecuación se construye de manera automática 
a partir del cuadro final y la identificación de subtérminos 
de la cabecera por redenominar con variables sinónimas. El 
proceso de creación de la ecuación se expone en el apartado 
3.8, consistiendo básicamente en el reemplazando las constan-
tes de Skolem por variables, la adición de variables sinónimas 
y anónimas en la cabecera de la ecuación y el reemplazamiento 
en el cuerpo de la ecuación de ciertos subtérminos por las 
variables sinónimas equivalentes. 
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Ampliación de la teoría 
La teoría utilizada para la derivación de las funciones se 
amplía con éstas, añadiendo dos tipos de axiomas (véanse los 
apartados 2.3 y 2.4): 
- Axiomas de definición del programa. Se introduce un 
axioma por ecuación. Cada axioma es una igualdad entre 
las correspondencias lógicas de la cabecera y el cuerpo 
de la ecuación, es decir, 
(V x:D) f s[x] = t[x] 
donde s es un término formado por constructores y las 
variables x, y t es un término cualquiera. 
- Teoremas de corrección del programa. Se introduce un 
axioma por función que expresa que la función satisface 
su especificación, es decir, 
(V x:D) Q[x;f x] 
INTRODUCCIÓN DE LLAMADAS RECURSIVAS 
Veamos una situación frecuente de introducción de llamadas 
recursivas. Por generalidad nos centramos en la inducción bien 
fundada; en la inducción estructural el aserto es similar, 
sólo que el antecedente x«á no existe, ya que como relación 
« se ha tomado la relación "estructural" y los términos x y a 
elegidos satisfacen obviamente la relación. También conside-
ramos una sola variable de entrada, una sola variable de 
salida y una sola función, sin pérdida de generalidad. 
Sea un cuadro inicial que incluye como asertos la hipóte-
sis de inducción y la condición de entrada y como objetivo la 
condición de entrada-salida: 
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if x«a 
then if E[x] 
then S[x,f x] 
E[a] 
S[a,z] z 
Supóngase que durante la demostración se obtiene un obje-
tivo que contiene una instancia de la condición de entrada-
salida: 
0[S[s,z»]] t[z'] 
donde s y t son términos y a1 es una variable. 
Podemos aplicar la regla de resolución entre el objetivo y 
la hipótesis de inducción con un unificador más general 8 -




s«a and E[s] 
t[f s] 
La subsentencia 0[true] del nuevo objetivo indica que la 
subsentencia S[s,z>] del objetivo 0[S[s,z']] ha sido satisfe-
cha por la hipótesis de inducción. La subsentencia E[s] del 
objetivo asegura que la función se aplica recursivamente a un 
término que satisface la condición de entrada. La condición 
s«a asegura que la llamada recursiva se aplica a un dato 
"menor" según « , y por tanto la función alguna vez termina su 
ejecución. La relación bien fundada « puede ser cualquiera y 
no necesita ser elegida hasta más adelante en la prueba. 
La heurística puede generalizarse permitiendo que la hipó-
tesis de inducción se use cuando una subsentencia del objetivo 
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actual sea una instancia, no del objetivo inicial, sino de una 
subsentencia del objetivo inicial. 
INTRODUCCIÓN DE FUNCIONES AUXILIARES 
Es corriente que, en un programa funcional, unas funciones 
utilicen en su cuerpo a otras funciones no triviales. Durante 
la derivación deductiva de las primeras funciones, pueden 
introducirse las otras funciones en sus términos de salida 
mediante resolución de parte del objetivo con sus respectivos 
teoremas de corrección. Si estas funciones no estuvieran desa-
rrolladas, deben a su vez derivarse deductivamente; se dice 
que las nuevas funciones son auxiliares de las funciones prin-
cipales. La derivación de una función auxiliar obliga a que el 
proceso deductivo en marcha se interrumpa, realizándose el 
correspondiente a la función auxiliar y, una vez acabado éste, 
continuando la deducción principal donde se dejó. (Obsérvese 
que normalmente sólo tiene sentido derivar una función auxi-
liar si es recursiva, ya que en caso contrario es un término 
que puede introducirse por instanciación de variables en la 
función principal.) 
Supongamos que durante la derivación de unas funciones f 
se obtienen las filas: 
E [ t [ a ] ] 
0 [ S [ t [ a ] , z ] ] r [ z ] 
donde t[a] es un término básico y z es una variable. 
Supongamos que se dispone del teorema de corrección de una 
función f', considerada primitiva en esta derivación: 
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if E[x] then S[x,f x] 
Mediante sucesivas resoluciones del objetivo con el aserto 
E[fc[*]] Y el teorema de corrección obtenemos el nuevo obje-
tivo: 
0[true] r[f» t[a]] 
que puede conducir a un objetivo final: 
true r'[f t[a]] 
obteniendo el programa 
— f x <= r«[f• t[x]] ; 
En caso de que la función auxiliar f• no esté desarro-
llada, debe derivarse mediante un cuadro deductivo auxiliar. 
Su sentencia de especificación es: 
(V x:D) (3 z:R) if E[x] then S[x;z] 
Una función disponible puede introducirse según el meca-
nismo descrito siempre que se quiera. Sin embargo, hay una 
táctica para detectar situaciones en la que conviene derivar 
una función auxiliar no disponible. Informalmente se basa en 
la posibilidad de razonar inductivamente, no sobre la hipóte-
sis de inducción, sino sobre un objetivo previo. En términos 
de programas esto significa que se recurra sobre un trozo de 
código distinto de la función en curso de derivación, que 
obviamente debe ser una función auxiliar. 
Supongamos que a partir del subcuadro formado por las 




obtenemos una fila con un objetivo de la forma: 
0'[S[f[a],z']] r'[z«] 
donde t'[a] es un término básico y z' es una variable. El 
nuevo objetivo contiene una réplica de una parte del objetivo 
previo; ambas réplicas difieren en los términos t[a] y t1[a] y 
las variables z y z•. 
Esto sugiere la introducción de una función auxiliar nueva 
f•, cuyo teorema de especificación es: 
if E[x] then S[x,f» x] 
Para derivar esta función construimos el cuadro auxiliar 
inicial: 
if y«b 
then if E[y] 
then S[y,f y] 
E[b] 
S[b,z] z 
Si podemos repetir la derivación realizada en el cuadro 
original, se obtiene un objetivo O1[S[t" [b],z*]]: 
0"[S[t"[b],z']] r'»[z«] 
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que podemos satisfacer mediante la hipótesis de inducción, 
aplicando resolución entre ambas filas con unificador e = 
{y<-t,,[b], z'<-f' t'*[b]}. Obtenemos el nuevo objetivo: 
O1[true] and 
t',[b]«b and E[t"[b]] 
r"[f t' '[b]] 
que previsiblemente conducirá a un objetivo final: 
true s[f' t»'[b]] 
El programa derivado finalmente es: 
f x <= r'[f• t[x]] ; 
f• x <= s[f' t'•[x]] ; 
Conviene hacer dos puntualizaciones sobre esta táctica. 
Primero, puede ocurrir que se precise la inclusión en el cua-
dro auxiliar de un aserto E»[b], tal que E»[t[a]] estaba pre-
sente en el cuadro original. Es decir, añadimos E*[b] a la 
condición de entrada de la especificación de £•. Esto implica 
modificar ciertas partes de la prueba para mantener la consis-
tencia, añadiendo la nueva condición al aserto inicial y la 
hipótesis de inducción de la función auxiliar, al teorema de 
corrección de la función auxiliar en el cuadro inicial y en 
aquellas partes de la prueba donde se use el teorema de 
corrección o la hipótesis de inducción de la función. En resu-
men, puede necesitarse que la especificación exacta de la fun-
ción auxiliar se construya incrementalmente en varios inten-
tos. 
Segundo, la táctica anterior se ha expuesto en términos de 
un objetivo con el formato S[t,z]. En general este objetivo 
contiene varios términos y variables. La especificación auxi-
liar se obtiene de manera que cada término se convierte en una 
variable de entrada distinta y cada variable de salida en una 
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función auxiliar diferente. 
Esta regla general, tomada de [MaWa87, Traugott89], gene-
raliza lo que en [MaWa80] se consideraban dos estrategias dis-
tintas: la formación de funciones auxiliares y la generaliza-
ción de funciones. 
GARANTÍA DE TRANSPARENCIA CONSULTIVA 
Una propiedad esencial de los programas funcionales es la 
transparencia consultiva. Una condición necesaria para garan-
tizar la transparencia consultiva de una función es que las 
únicas variables utilizadas sean sus parámetros, es decir, que 
no utilice variables globales. En caso contrario, dados unos 
parámetros, la función podria devolver resultados distintos 
según el valor de las variables globales. 
La programación funcional con Lisp es permisiva en el uso 
de variables globales, determinándose el valor de éstas 
mediante una regla de ámbito [WiHo84]. Dado que el método de 
Manna y Waldinger está orientado a Lisp, no es de extrañar que 
permita la derivación de funciones con variables globales. 
Así, en [MaWa87] se deriva la siguiente función raizcuad, que 
calcula la raíz cuadrada de un número real r con margen de 
error e: 
raizcuad (r,e) <= raizcuad2(e) ; 
raizcuad2 (e) <= if max(r,l) < e 
then 0 
else if (raizcuad2(2*e)+e)2 < r 
then raizcuad2(2*e)+e 
else raizcuad2(2*e) ; 
donde la función auxiliar raizcuad2 cita una variable r no 
local que es un parámetro de la función principal raizcuad. 
Asimismo [Traugott89] deriva la función ordrapida de orde-
namiento rápido de una lista con la ayuda de dos funciones 
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auxiliares menores y mayores, en cuyo cuerpo se cita al pará-
metro lista de la función ordrapida. 
Obsérvese que una función auxiliar consulta variables 
globales para referirse a valores que no varían de llamada en 
llamada. El modo obvio de eliminar estas consultas es aumentar 
el número de parámetros de la función con estas variables. 
Esto significa que la sentencia de corrección de una función 
no debe contener variables libres ni constantes o funciones de 
Skolem. Esta restricción obliga a modificar ligeramente la 
heurística de introducción de funciones auxiliares. 
Definición (táctica de identificación de funciones auxi-
liares) 
Supóngase que durante la derivación de una función f se 
obtiene un objetivo: 
0[S[t[a],z]] 
y posteriormente otro objetivo que contiene una réplica de 
una parte del anterior: 
0'[S[t'[a],z"]] 
Puede resultar conveniente utilizar una función auxiliar 
f' con condición de salida: 
S[b,z] 
La nueva condición 8 de salida se obtiene comparando las 
dos réplicas de 8 contenidas en los objetivos O y O». Deben 
encontrarse pares correspondientes de términos básicos y de 
variables. Los términos básicos sólo pueden contener símbolos 
de Skolem correspondientes a los parámetros de la función 
principal. Asimismo las variables deben aparecer en los térmi-
nos de salida del objetivo correspondiente. Este conjunto de 
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pares sirve para determinar las funciones auxiliares y sus 
parámetros: 
- Cada par de términos básicos identifica un parámetro de 
las funciones auxiliares. 
- Cada par de variables identifica una nueva función auxi-
liar. 
Además, todas las funciones auxiliares tienen la misma 
lista de parámetros. § 
La restricción sobre las variables evita la derivación de 
funciones no citadas en el término de salida de la función 
principal y por tanto sin utilidad para ésta. 
La elección de los pares de términos básicos es más difí-
cil, ya que puede haber varias posibilidades de empareja-
miento. Como criterio principal se intenta que el número de 
pares sea el menor posible, y después que los términos sean 
lo más grande posible. En el criterio de Manna y Waldinger el 
conjunto de pares de términos se restringe a pares de términos 
distintos. De esta manera se reduce el número de parámetros de 
las funciones auxiliares. Si hay algún término básico igual en 
las dos réplicas, quedan constantes del cuadro en la especifi-
cación de las funciones auxiliares; estas constantes corres-
ponden a parámetros de la función principal que se utilizan 
como variables globales. Al suprimir la restricción de que los 
términos sean distintos, eliminamos la posibilidad de que 
algún parámetro se tome como variable global. 
Nuestro distinto criterio sobre los términos puede produ-
cir diferencias en las deducciones e incluso en los programas 
derivados. Veámoslo para los dos ejemplos antes citados. 
Ejemplo (ordrapida) 
Jonathan Traugott ha derivado varios algoritmos de ordena-
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ción de listas, que expone con cierto detalle en [Traugott89]. 
En particular incluye la derivación completa del algoritmo de 
ordenación rápida y explica la motivación para introducir dos 
funciones auxiliares, menores y mayores. 
En un momento dado de la derivación dicho autor obtiene el 
objetivo: 
perm (cola (b), WQ<>W2)) an<* 
if few^ then f<cabeza(b) and 
if ge*^ and h€w2 then geh and 
if hew2 then cabeza(b)<h and 
perm (cola (b) ,xi<>wj_) and 
perm(cola(b),X2<>w2) 
t 
donde t es cierto término de salida. 
Si proseguimos la derivación, podemos obtener (tras 
corregir las erratas del artículo): 
- perm(cola(cola(b)),w^<>W2')) and -
if fewi then f<cabeza(b) and 
if gewi and hew2' then geh and 
if hew2' then cabeza(b)<h and 
perm (cola (cola (b)) ,xj_'<>W]_) and 
L
 perm(cola(cola(b)) ,X2<>w2') and -1 
if gew! then g<cabeza(cola(b)) and 
not cola(b)=nil and 
cabeza(b)<cabeza(cola(b)) 
t« 
El primer objetivo y la parte del segundo encerrada entre 
corchetes son dos réplicas. Si representamos el primer obje-
tivo, tomando sólo los términos y variables de interés según 
las restricciones dadas en la táctica, como 
O[cabeza(b), cola(b), w^, w 2]/ 
el segundo tiene la forma 
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O'[O[cabeza(b), cola(cola(b)), wlf w2']] 
En la notación anterior, los dos primeros términos son 
básicos mientras que los dos siguientes son variables. El pri-
mer término básico coincide en ambas réplicas, razón por la 
que Traugott no lo incluyó como parámetro. Nosotros si lo 
hacemos, aunque la elección de cabeza(b) en lugar de b puede 
ser polémica. Dado que no hay ninguna aparición más de b, 
resulta más lógico tomar b en el contexto especifico en que se 
usa; esto permite obtener una especificación más clara de la 
función auxiliar y una función auxiliar más eficiente. Las 
dos variables que aparecen en el término de salida dan lugar a 
las funciones auxiliares menores y mayores. 
El programa derivado por Traugott es: 
ordrapida (1) 
<= if l=nil 
then nil 
else ordrapida(menores(cola(1))) <> 
cabeza(1)::ordrapida(mayores(cola(1))) ; 
<menores(s), mayores(s)> 
<= if s=nil 
then <nil, nil> 




cabeza(s)omayores (cola(s) )> ; 
Utilizando nuestro criterio la función derivada es: 
ordrapida (1) 
<= if l=nil 
then nil 




<= if s=nil 
then <nil, nil> 




cabeza(s)omayores(x,cola (s)) > ; 
Puede observarse el aumento de un parámetro en las funcio-
nes auxiliares y la ausencia de variables globales. El uso de 
x en vez de la lista 1 completa dentro de las funciones auxi-
liares logra una pequeña ganancia de eficiencia, al evitarse 
el cálculo continuo del término cabeza(1). 
Por supuesto, en nuestro sistema con patrones el programa 
derivado es distinto, puesto que define ordrapida mediante dos 
ecuaciones de recurrencia y otras dos para la función auxi-
liar. Esta es una función única menoresymayores de rango tupia 
(un par de listas), a diferencia de las dos funciones indepen-
dientes que deriva Traugott, lo que redunda en una computación 
más eficiente. La extracción de las dos listas obtenidas por 
cada evaluación de menoresymayores se realiza con definiciones 
locales que evitan el uso de funciones selectoras. El programa 
derivado es: 
dec ordrapida : lista -> lista ; 
ordrapida nil 
<= nil ; 
ordrapida x::l 
<= let (p,s) == menoresymayores (x,l) 
in ordrapida pox:: ordrapida s ; 
dec menoresymayores : entero#lista -> lista#lista ; 
menoresymayores (_,nil) 
<= (nil,nil) ; 
menoresymayores (x,y::l) 
<= let (p,s) == menoresymayores (x,l) 
in if y<x 
then (y::p,s) 
else (p,y::s) ; 
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Ejemplo (raizcuad) 
El caso tomado de [MaWa87] es algo más problemático, por-
gue el nuevo criterio hace que la función auxiliar raizcuad2 
carezca de sentido y gue deba cambiarse el orden bien fundado 
elegido para la inducción. 
Supongamos gue se ha definido una teoría de números rea-
les. Se trata de desarrollar una función raizcuad gue, dado un 
número real no negativo r y un margen de error (real) positivo 
e, determine una aproximación a la raiz cuadrada exacta de r 
con un margen de error menor de e y gue sea menor o igual gue 
la raíz exacta. Formalmente: 
raizcuad (r,e) <= encontrar z 
tal gue z2<r and not (z+e)2<r 
donde 0<r and 0<e 
La derivación se hace por inducción bien fundada. El cua-
dro inicial contiene las dos filas: 
asertos 
1. 0<r and 0<e 
objetivos 
2. z2<r and not (z+e)2<r 
raizcuad(r,e) 
z 
Resolviendo el objetivo consigo mismo (más concretamente 
el primer conjuntado con el segundo) y simplificando e+e como 
2*e obtenemos: 
3. z,2<r and not (z'+2*e)2<r if (z«+e)2<r 
then z *+e 
else z1 




Las variables z llevaban a Manna y Waldinger a considerar 
la conveniencia de una función auxiliar, y el término discre-
pante a determinar que tuviera un solo parámetro. El programa 
final tiene el formato: 
raizcuad (r,e) <= raizcuad2(e) ; 
raizcuad2 (e) <= t[e,r] ; 
donde t es un término funcional. 
Nosotros obligamos a que no haya variables libres, así que 
el conjunto de pares de términos correspondientes incluye tér-
minos iguales. Podemos representar los objetivos 2 y 3 de la 
forma: 
0[r, e, z] 
0[r, 2*e, z'] 
El resultado es que la función auxiliar tiene dos paráme-
tros, obteniéndose el programa de esquema: 
raizcuad (r,e) <= raizcuad2(r,e) ; 
raizcuad2 (r,e) <= t[e,r] ; 
donde la función auxiliar carece de sentido porque hace lo 
mismo (obviamente también tiene la misma especificación) que 
la función principal. 
La derivación de la función auxiliar como Manna y Waldin-
ger tiene una ventaja en la elección del orden bien fundado de 
la inducción. La relación elegida es la relación de duplica-
miento acotado <da(y) definido sobre reales positivos de forma 
que: 
u<da(y)v s u=2*v and v<y 
para algún límite superior prefijado y. Este límite superior 
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es un parámetro más de la relación, puesto que para cada 
número real y se obtiene una relación diferente <da(y)• La 
introducción como un aserto de la definición de la relación de 
duplicamiento acotado deja a y como una variable, cuyo valor 
no necesita fijarse hasta más adelante. Esta flexibilidad en 
la elección del limite superior necesita que r sea una varia-
ble global, como vemos a continuación. 
La relación bien fundada « concreta utilizada en la hipó-
tesis de inducción (<w en el sistema de Manna y Waldinger) no 
necesita especificarse hasta avanzada la deducción. Si se con-
sideran las relaciones bien fundadas como objetos del dominio 
(en una lógica monogénero), la proposición x<wy puede conside-
rarse como una abreviatura de <(w,x,y). En consecuencia el 
principio de inducción bien fundada está cuantificado sobre 
todas las relaciones, es decir, está rodeado por el cuantifi-
cador (V w). Al eliminar cuantificadores por escolemización, 
la entrada a del programa se convierte, no en una constante a, 
sino en un término a(w). Esto hace que la relación w elegida 
no puede depender de a porque w no puede unificarse con ningún 
término que contenga a(w). 
Si tomamos <da(y) como relación <w, para algún y, w se 
instancia a da(y). Tomando ahora max(r,l) como valor de y, v 
se instancia a da(max(r,l)). Esto sólo es posible si r es una 
constante; si fuera un parámetro estaríamos intentando instan-
ciar w a da(max(r(w),1)). La consideración de r como constante 
se consigue dejando r como una variable global del programa. 
Nuestro criterio nos impide definir una función auxiliar, 
pero también hace que no podamos usar <¿a(y) c o m o orden bien 
fundado por la circularidad de w descrita en el párrafo ante-
rior. Evitamos la circularidad en la relación < w tomando una 
relación menos general. El nuevo orden relaciona pares de rea-
les, ya que la inducción se hace sobre los parámetros de raia-
cuad: 
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(u,v)<¿ai(r,s) s u=r and v=2*s and s<max(u,l) 
La nueva relación es mucho más específica en su límite 
superior y menos útil en general. Sin embargo, ya no depende 
de ningún parámetro y; por tanto, aunque r represente r(w), w 
sólo se instancia a dal. 
La derivación de raizcuad con el nuevo criterio y orden 
bien fundado produce el programa (con definiciones locales): 
raizcuad (r,e) 
<= if max(r,l)<e 
then 0 
else let v == raizcuad(r,2*e) 
in if (v+e)2<r then v+e else v ; 
La derivación también puede hacerse en nuestro sistema, 
pero necesitamos suponer que el tipo de los reales es un tipo 
predefinido (ya que no se declara como un álgebra de palabras) 
y que disponemos de una teoría de números reales. La deducción 
y el programa final son prácticamente iguales. 1 
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4. EJEMPLOS DE APLICACIÓN 
El sistema deductivo definido en el Capitulo 3 permite 
derivar funciones basadas en patrones. En este capitulo apli-
camos el sistema a diversos problemas de programación. La 
selección de los problemas se ha realizado de manera que pueda 
verse el uso de las diferentes técnicas desarrolladas. También 
se ha querido usar cierta variedad de tipos de datos, eli-
giendo los enteros, las listas de enteros y los conjuntos de 
enteros. A continuación damos la relación de programas inclui-
dos, junto con los aspectos más interesantes de cada deriva-
ción: 
(i) Máximo común divisor, mediante restas sucesivas. Se 
razona por inducción bien fundada seguida de descom-
posición de un par de enteros en cuatro casos. 
(ii) Inversión de una lista. A diferencia de los demás 
ejemplos, no realiza una sintesis de función sino 
una optimización. Se necesita una función auxiliar, 
derivada mediante inducción estructural de dos 
casos. 
(iii) Máximo elemento de una lista. Se utiliza inducción 
estructural de tres casos, uno de los cuales no 
deriva ninguna ecuación. La ecuación derivada en el 
caso recursivo contiene una definición local y 
variables anónimas y sinónimas. 
(iv) Ordenación de una lista por selección ("select-
sort"). Se utiliza inducción bien fundada, descompo-
niendo el parámetro en dos casos. En el caso de 
lista no vacía la ecuación derivada puede contener 
una definición local con patrones y variables anóni-
mas y sinónimas; además, la demostración de su espe-
cificación parcial precisa un lema auxiliar, que 
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sirve como especificación de una función de selec-
ción. 
La función auxiliar se demuestra por inducción 
estructural de tres casos, uno de ellos sin efecto 
derivador y en el caso recursivo derivando patrones 
locales, más la posibilidad de derivar variables 
anónimas y sinónimas, 
(v) Intersección de dos conjuntos. Se usa el principio 
de inducción estructural de conjuntos con dos casos. 
Las funciones con patrones derivadas son una muestra de 
las funciones derivadas por el autor. A lo largo de la tesis 
se incluyen ejemplos de algún paso de la derivación de estas 
funciones. Sin embargo, es un sinsentido incluir la derivación 
de todas ellas, por lo que simplemente damos la relación com-
pleta: 
- Otras versiones del máximo común divisor, variando en 
especificación o programa. 
- Frente y último elemento de una lista, como dos funcio-
nes independientes y como una sola. 
- Otros tres algoritmos de ordenación de listas, con sus 
funciones auxiliares: ordenación rápida ("quicksort"), 
por mezcla ("mergesort") y por inserción ("insertsort"). 
- Operaciones sobre conjuntos: borrado de un elemento de 
un conjunto y unión, diferencia y producto cartesiano de 
dos conjuntos (esta última con el producto de un entero 
por un conjunto como función auxiliar). 
- Optimización de una función que aplana un árbol en una 
lista. 
4.1. MÁXIMO COMÚN DIVISOR 
Deseamos derivar una función que halle el máximo común 
divisor de dos enteros no negativos. Seguimos los pasos des-
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critos en el apartado 3.9. 
Teoría lógica 
Supongamos que disponemos de la teoria combinada de los 
tipos predefinidos en miniHope, que incluye una teoría de los 
enteros no negativos. Para mayor comodidad incluimos la lista 
de axiomas y teoremas de la teoría que necesitaremos durante 
la deducción. Las sentencias están escolemizadas, tal como 
aparecerían en el cuadro deductivo en forma de asertos. En 
concreto las variables universales aparecen como variables 
libres. Al lado de cada sentencia indicamos el nombre dado a 
la misma, para su fácil localización. 
succ x>0 (>-cero) 
x>0 and y>x s y-x<y (>-resta) 
x|x (|-reflexiva) 
x|0 (|-cero) 
r z | x and z | y -i 
if y>x then • (|-resta) 
•- z | x and z | (y-x) ^  
[ xl=x3 and x2<x4 -i o r (<prog(<,<)) 
xl<x3 and x2=x4 J 
También disponemos de la propiedad de totalidad de la 
relación >, que sólo es utilizable en resolució por teoría: 
x>y or y>x (>-totalidad) 
Especificación de función 
De una manera informal, el máximo común divisor de dos 
enteros no negativos es un entero no negativo tal que es el 
mayor divisor de todos los divisores posibles de los dos ente-
ros primeros. Algo más sutil es determinar qué quiere decir 
"entero mayor", es decir, determinar la relación de orden 
entre enteros que debe tomarse para determinar de manera única 
el máximo común divisor. La interpretación más corriente es 
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tomar la conocida relación < entre enteros. De esta manera la 
especificación de la función mcd que calcula el máximo común 
divisor de dos enteros queda: 
mcd (x,y):entero#entero 
<= encontrar z:entero 
tal que z|x and z|y and 
(V w:entero) if w|x and w|y then w<z 
donde x>0 or y>0 
Obsérvese que la condición de entrada obliga a que al 
menos uno de los dos parámetros sea mayor que 0. Si no fuera 
así, no habría máximo común divisor porque cualquier entero es 
divisor de 0 y el número de enteros es infinito. 
Podemos idear otra especificación en que la relación 
"mayor" sea la relación |. Es decir, un entero será menor que 
otro cuando sea su divisor. Con esta nueva interpretación no 
se necesita condición de entrada, y por tanto no se restringen 
los posibles valores de los parámetros. La nueva especifica-
ción es: 
mcd (x,y):entero#entero 
<= encontrar z:entero 
tal que z|x and z|y and 
(V w:entero) if w|x and w|y then w|z 
Adoptamos esta especificación, por ser menos corriente y 
por cubrir más valores de entrada. En todo caso se deriva la 
siguiente declaración de tipo de la función: 
dec mcd : entero#entero -> entero ; 
Recordemos que la especificación es un endulzamiento de la 
especificación verdadera, que es: 
(V x,y:entero) r z|x and z|y and -i 
(3 z:entero) L (V w:entero) if w|x and w|y then w|z -1 
Admitimos cualquier función de la teoría como función pri-
mitiva. 
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Formación del cuadro inicial 
Posiblemente haya varias alternativas sobre el modo de 
demostrar la especificación. Sin embargo, la relación "divi-
sor" no parece ser proclive a utilizar inducción estructural, 
por lo que usamos inducción bien fundada. La sentencia induc-
tiva por demostrar es: 
(V x,y:entero) 
(3 zrentero) 
Asimismo, esta sentencia puede demostrarse por descompo-
sición sobre pares de enteros. Distinguimos cuatro casos 
posibles de valores de los dos parámetros, según sea cero o 
positivo cada uno. La sentencia resultante es una conjunción 
de cuatro subsentencias cerradas, que corresponden a cuatro 
especificaciones parciales. Cada especificación parcial se 
demuestra por separado con un cuadro parcial recursivo. No 
incluimos aquí la nueva sentencia, sino que directamente for-
mamos cada cuadro parcial inicial. 
Dos enteros ceros 
El cuadro parcial recursivo inicial es: 
asertos 
1. if (u,v)«(0,0) 
then mcd(u,v)|0 and 
if n|0 then n|mcd(u,v) 
objetivos 
2. [z\G\* and if u|0 then w|z 
mcd (0,0) 
z 
donde u, v, n, z son variables y w es una constante de Skolem. 
r if (u,v)«(x,y) 
if pmcd(u,v) |u and mcd(u,v) |v and-i 
then (V w:entero) if w|u and w|v 
•- then w|mcd(u,v)-' 
[ z | x and z | y and -i 
(V w:entero) if w|x and w|y 
then w I z -* 
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Debe destacarse que mientras en el objetivo w es una constante 
de Skolem, su análogo n en la hipótesis de inducción es una 
variable. Esto se debe a la distinta fuerza de ambos cuantifi-
cadores en el cuadro y, por tanto, a que se eliminan con dis-
tintas reglas de escolemización. Obsérvese que han sido auto-
máticamente simplificadas las subsentencias mcd(u,v)|0 and 
mcd(u,v)|0 y n|0 and n|0 de la hipótesis de inducción y z|0 
and z|0 y w|0 and w|0 del objetivo inicial. 
Por el axioma |-cero sabemos que cualquier entero es divi-
sor de 0, por lo que podemos eliminar del objetivo el primer 
conjuntado. De manera formal, resolvemos la subsentencia 
encuadrada del objetivo con el axioma ¡-cero: 
x|0 " 
con unificador (más general) {x<-z}, resultando: 
3. if u|0 then w|z z 
que por partición se transforma en las dos filas: 
4. w|0 
5. 1 " I * r z 
Ahora nos falta demostrar que existe un entero z tal que 
un entero w cualquiera es divisible entre él, pero sabemos que 
esta condición la satisface el 0. Resolviendo por segunda vez 
el objetivo con el axioma |-cero, con unificador {z<-0}, obte-
nemos el objetivo: 
6. true 
. .. . 
0 
Tras este paso deductivo hemos obtenido el objetivo true, 
- 184 -
teniendo un cuadro obviamente cierto. Así pues, formamos la 
ecuación correspondiente al cuadro: 
mcd (0,0) 
<= 0 ; 
Dn entero cero 
Veamos el caso del primer parámetro cero y el segundo 
positivo. La hipótesis de inducción y el objetivo inicial no 
se simplifican como en el caso anterior. 
asertos 
1. if (u,v)«(0,succ y) 
then mcd(u,v)|u and mcd(u,v)|v and 
if n|u and n|v then n|mcd(u,v) 
objetivos 
2. z|0 and z|succ y and 
if H|0 and wjsucc y then w|z 
mcd (O.succ y) 
z 
Igual que en el caso anterior, el conjuntado que afirma 
que la salida es divisible por cero es cierto. Realizando 
resolución con el axioma |-cero, obtenemos el nuevo objetivo: 
3. |z|succ yl* and if w|0 and wjsucc y then u|z z 
En este punto de la deducción debemos encontrar un entero 
z que sea divisor del entero positivo succ y. Además cualquier 
otro entero w divisor de succ y también debe serlo de z. 
Podemos satisfacer ambas condiciones si tomamos el mismo succ 
y como z, ya que todo entero es el mayor divisor de sí mismo. 
Para este razonamiento necesitamos el axioma |-reflexiva: 
x x 
Resolvemos el objetivo 3 con este axioma, con unificador 
{x<-succ y, z<-succ y}. 
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4. if w|0 and wjsucc y then wjsucc y succ y 
donde el término de salida ya es un término básico. 
Por partición el objetivo se descompone en las filas: 
5. w|0 
6. wjsucc y 
7. wjsucc y succ y 
Resolviendo las filas 6 y 7 obtenemos el cuadro final: 
8. true succ y 
En este momento formamos la ecuación derivada. Sin 
embargo, debe notarse que el término de salida cita un subtér-
mino, no variable, del patrón de la ecuación. Por tanto, for-
mamos la ecuación señalando que el subtérmino succ y tenga el 
sinónimo n. La ecuación resultante es: 
mcd (0,n & succ _) 
<= n ; 
La tercera especificación parcial se demuestra exactamente 
igual que la segunda sólo que cambiando el papel de los pará-
metros. Por tanto obtenemos la ecuación: 
mcd (m & succ _,0) 
<= m ; 
Dos enteros no ceros 
La cuarta y última especificación parcial tiene los dos 




1. if (u,v)«(succ x.succ y) 
then mcd(u,v)|u and mcd(u,v)|v and 
if n|u and n|v then n|mcd(u,v) 
objetivos 
2. |z|succ x and z|succ y| and 
if wjsucc x and wjsucc y then w|z 
mcd(succ x,succ y) 
z 
El objetivo afirma que existe un entero z divisor de succ 
x y succ y y múltiplo de cualquier otro divisor de estos núme-
ros. Según el axioma |-resta, sabemos que si dicho entero 
existe y succ y es mayor o igual que succ x, también es un 
divisor de succ x y succ y - succ x: 
if y>x then | z [ x and z | y g z | x and z | y-x~~| ~ 
En el cuadro aplicamos reemplazamiento por equivalencia 
entre los dos conjuntados primeros del objetivo y el conse-
cuente de este axioma. La regla puede aplicarse porque el con-
secuente del aserto tiene polaridad negativa en el cuadro. El 
objetivo resultante es: 
3. z|succ x and z|(succ y -
if |w|succ x and w|succ y| 
succ yisucc x 
succ x) and 
then w|z and 
z 
donde aparece una nueva condición a satisfacer, la que ha per-
mitido realizar el razonamiento del axioma |-resta, es decir, 
que el segundo parámetro de la ecuación es mayor que el pri-
mero. 
Reemplazando por equivalencia de nuevo entre el axioma 
|-resta y el antecedente de la implicación contenida en el 
obj et ivo, obtenemos: 
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4. z|succ x and z|(succ y - succ x) and 
r if w|succ x and w|(succ y - succ x) -i 
i- then H|Z -I 
and succ yisucc x 
z 
Obsérvese que los tres primeros conjuntados del último 
objetivo son una instancia del consecuente de la hipótesis de 
inducción, tomando como unificador {u<-succ x, v<-succ y-succ 
x, z<-mcd(succ x,succ y - succ x), n<-w}. Resolviendo ambas 
sentencias obtenemos: 
5. succ yisucc x and 
• |(succ x.succ y-succ x)«(succ x.succ y)|* 
mcd(succ x.succ y-succ x) 
donde el término de salida ya es un término básico. El obje-
tivo resultante es cierto si demostramos la condición sobre el 
valor relativo de los parámetros más la condición de aplica-
ción del paso inductivo. Esta última condición garantiza la 
terminación de la función derivada, declarando que los paráme-
tros de la llamada recursiva son menores que los originales 
según algún orden bien fundado « . Tomamos la relación progre-
siva <pr0g (sobre < y <) definida por el axioma: 
(Xl, X2f <prog(<,<)"" (x37x4T~] ± m ^ 
xl=x3 and x2<x4 
or 
xl<x3 and x2=x4 
X -i 
Resolviendo el objetivo con este axioma, bajo unificador 
{xK-succ x, x2<-succ y-succ x, x3<-succ x, x4<-succ y}, obte-
nemos : 
6. succ y i succ x and 
r | succ y-succ x < succ y |' 
or 
!- succ x<succ x and succ y-succ x • • succ yJ 
mcd (succ x.succ y-succ x) 
Debe notarse que, además de las usuales simplificaciones 
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true-false, se ha simplificado la igualdad succ x=succ x que, 
según el axioma <prog(< <)> debería aparecer en el primer dis-
juntado del conjuntado introducido. 
El segundo conjuntado puede demostrarse fácilmente demos-
trando la verdad de su primer disjuntado. Para ello debe 
observarse que todo entero reduce su valor (según <) si le 
restamos un entero positivo menor, como dice el axioma 
>-resta: 
x>0 and y>x = f y-x<y~~|"" 
Podemos resolver el primer disjuntado del segundo conjun-
tado y el axioma >-resta, obteniendo el objetivo: 
7. succ y > succ x and succ x > 0 mcd (succ x.succ y-succ x) 
El objetivo resultante puede resolverse con el axioma 
>-cero: 
succ x>0 
creándose el objetivo siguiente: 
8. succ y > succ x mcd(succ x, succ y-succ x) 
En este punto de la demostración tenemos que, si demostra-
mos que el segundo parámetro es mayor que el primero, el tér-
mino funcional: 
mcd (succ x,succ y-succ x) 
es un término que satisface la especificación. Desgraciada-
mente, la única restricción que deben cumplir los parámetros 
es que ambos sean positivos, sin poder afirmar más sobre su 
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valor relativo. Por tanto, debemos dejar de momento esta rama 
de la demostración. Si derivamos otro término con un objetivo 
asociado complementario del actual, podremos terminar la 
deducción con éxito. 
Efectivamente, podemos realizar dicha rama deductiva, 
igual que la anterior, sólo que con los parámetros de la ecua-
ción jugando papeles simétricos. En resumen, si aplicamos 
sucesivamente: 
- reemplazamiento por equivalencia con |-resta, 
- reemplazamiento por equivalencia con ¡-resta, 
- resolución con la hipótesis de inducción, 
- resolución con <prog(<,<)» 
- resolución con >-resta, 
- resolución con >-cero, 
a partir del objetivo 2 obtenemos la sucesión de objetivos 
siguientes: 
9. z|(succ x - succ y) and z|succ y and 
if w|succ x and w|succ y then w|z and 
succ xisucc y 
10. z|(succ x - succ y) and z|succ y and 
r if w|(succ x - succ y) and ujsucc x-i 
L then w|z J 
and succ xisucc y 
11. succ xisucc y and 
(succ x-succ y,succ y)< ^(succ x.succ y) 
2. succ xisucc y and 
r succ x-succ y=succ x and succ y<succ y • 
or 
• succ x-succ y<succ x 
13. succ xisucc y and succ y>0 
14. succ x > succ y 
z 
z 
mcd (succ x-succ y,succ y) 
mcd (succ x-succ y,succ y) 
mcd (succ x-succ y,succ y) 
mcd (succ x-succ y,succ y) 
Podemos aplicar resolución con teoría entre los objetivos 
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8 y 14, invocando el teorema >-totalidad: 
x>y or y>x 
La aplicación de esta regla produce el objetivo: 
H . true if succ x > succ y 
then Hicd(succ x-succ y, succ y) 
else mcd(succ x.succ y-succ x) 
El objetivo obtenido es obviamente cierto, asi que la 
demostración de la especificación parcial ha concluido. Sin 
embargo, como en el caso anterior, podemos formar la ecuación 
derivada con dos variables m, n sinónimas respectivamente de 
los términos succ x, succ y, resultando: 
mcd (m & succ _, n & succ _) 
<= if m>n 
then mcd (m-n, n) 
else mcd (m, n-m) ; 
Ampliación de la teoría 
Una vez derivada la función mcd, podemos ampliar la teoría 
combinada existente con los axiomas computacionales que defi-
nen la función: 
mcd (0,0) = 0 
(V x:entero) mcd (0,succ x) = succ x 
(V y:entero) mcd (succ y,0) = succ y 
mcd (succ x,succ y) 
(V x,y:entero) r if succ x > succ y -i 
then mcd (succ x - succ y, succ y) i 
*- else mcd (succ x, succ y - succ x) ^  
más el teorema de corrección del máximo común divisor: 
- 191 -
r mcd(x,y) |x and mcd(x,y) |y and -i 
(V x,y:entero) (V w:entero) r if w|x and w|y -i 
L L
 then w|mcd(x,y) JJ 
En sucesivos ejemplos no detallamos tanto los pasos reali-
zados. No distinguimos explícitamente las distintas etapas de 
la derivación, que incluso se intercambian cuando su orden es 
irrelevante. 
4.2. INVERSIÓN DE UNA LISTA 
Se trata de un problema ampliamente conocido en programa-
ción transformativa. Sea la función de inversión de listas: 
dec invertir : lista -> lista ; 
invertir nil 
<= nil ; 
invertir x::l 
<= invertir 1 <> (x::nil) ; 
Si la única función de listas predefinida en el intérprete 
del lenguaje es el constructor ::, es decir, si o debe defi-
nirse recursivamente, la función anterior es ineficiente por-
que su complejidad en el número de "cons" realizados es cua-
drática sobre la longitud de la lista. Sin embargo parece 
razonable esperar que la operación se pueda hacer con una com-
plejidad lineal. 
El problema consiste en obtener un programa eficiente de 
inversión de listas mediante transformación del programa ante-
rior. 
La especificación de nuestra función es: 
invertir 1:lista <= encontrar z:lista 
tal que z = invertir 1 
que deriva una declaración de tipo como la ya existente. 
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La derivación de la función auxiliar va a precisar de un 
conjunto de axiomas que incluimos a continuación. 
1 = 1 
nil <> 1 = 1 
1 <> nil - 1 
x::nil o 1 = x::1 
(11 o 12) o 13 = 11 o (12 o 13) 
invertir nil = nil 








Consideramos primitivas todas las funciones, excepto 
invertir (ya que entonces obtendríamos, por reflexividad de la 
igualdad, el programa sin sentido invertir 1 = invertir 1) y 
o (ya que es una operación cara de implementar). 
PDKCION PRINCIPAL 
El cuadro inicial es: 
asertos objetivos 
1. z = invertir | l | 
invertir l 
z 
Podemos conseguir la versión eficiente si disponemos de 
una función auxiliar inv, definida con la sentencia (escolemi-
zada) de corrección: 
inv (11,12) = invertir 11 o 12 
Dicha función no se encuentra disponible, por lo que se 
interrumpe la derivación de invertir y se comienza la deriva-
ción de inv. En programación funcional, el cometido se des-
cribe diciendo que se construye una función auxiliar con un 
parámetro acumulador adicional, donde ir guardando el resul-
tado. En demostración de teoremas la tarea consiste en demos-
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trar una sentencia más general que la original. En todo caso, 
no analizamos la motivación por la que se decide derivar dicha 
función, ya que se ha descrito abundantemente en otros textos 
[BuDa77, MaWa79, MaWa80, ScherlisSl]. 
Para no interrumpir aquí la derivación de invertir, supon-
gamos que la función auxiliar inv se ha derivado satisfacto-
riamente. La teoría se incrementa con los axiomas computacio-
nales y la sentencia de corrección de la nueva función. El 
cuadro correspondiente a invertir también se incrementa con 
estas sentencias. 
Podemos realizar reemplazamiento por igualdad entre el lado 
derecho de la igualdad del objetivo inicial y el axioma 
o-nil-dcho: 
~~T<> nil =T~1~ 
Previamente deben redenominarse las variables de alguna de 
las dos sentencias, ya que se da el mismo símbolo a la cons-
tante 1 del objetivo y a la variable 1 del axioma; p.ej. pode-
mos redenominar la variable 1 del axioma o-nil-dcho como s. 
Aplicando reemplazamiento por igualdad con sustitución {s<-l}, 
obtenemos el nuevo objetivo: 
2. z = | invertir l <> nil~[ z 
Ahora el lado derecho del segundo objetivo es una instancia 
del lado derecho de la sentencia de corrección de inv, tomando 
{1K-1, 12<-nil}. Aplicando reemplazamiento por igualdad entre 
ambas sentencias, obtenemos: 
3- 1 z = inv (l,nil) I* z 
Por último, resolvemos este objetivo con el axioma de 
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igualdad de listas (renombrando su variable): 
s = s 
con unificador {z<-inv(l#nil), s<-inv(l,nil)}, 
4. true inv ( l .n i l ) 
El cuadro anterior es un cuadro final, asi que formamos la 
ecuación correspondiente: 
invertir 1 
<= inv (l,nil) ; 
En lo sucesivo no describimos tan detalladamente todos 
los pasos de deducción, p.ej. no escribiendo un aserto o un 
unificador utilizados. 
FUNCIÓN GENERALIZADA 
La función auxiliar tiene como especificación: 
inv (11,12):lista#lista <= encontrar z:lista 
tal que z = invertir 11<>12 
correspondiente al axioma de corrección utilizado durante la 
derivación de invertir. La especificación deriva la declara-
ción de tipo de inv: 
dec inv : lista#lista -> lista ; 
De nuevo, las funciones invertir y <> se consideran no 
primitivas. 
Demostramos la nueva sentencia de especificación por 
inducción estructural sobre listas (sobre 11) con dos casos. 
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Lista vacía 
La especificación parcial del caso básico es: 
(V 12:lista) (3 z:lista) z = invertir nil o 12 
que tiene asociado el cuadro parcial: 
asertos objetivos 
1. z = invertir nil <> 12 
inv (ni 1,12) 
z 
donde 12 es una constante de Skolem. 
Aplicando sucesivamente reemplazamiento por igualdad con 
los axiomas invertir-nil y o-nil-izdo, obtenemos los siguien-
tes objetivos: 
2. z = nil o 12 
3. z = 12 
z 
z 
En este punto de la deducción sabemos que si encontramos 
algún valor de z igual a 12, el término de salida es z, lo 
cual se satisface obviamente haciendo que z tome el valor 12. 
Formalmente, aplicamos resolución entre el objetivo 3 y el 
axioma reflexivo de la igualdad de listas, obteniendo, 
4. true 12 
Este objetivo es el objetivo final, así que damos por con-
cluida la derivación de la primera ecuación de inv, que queda: 
inv (nil,12) 
<= 12 ; 
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Lista general 
La segunda especificación parcial de inv es: 
(V x:entero) r if (V 12:lista) inv(ll,12)=invertir ll<>12-i 
(V 11:lista) then (V 12:lista) (5 z:lista) 
L z=invertir(x::11)<>12 ^ 
a la que corresponde el cuadro inicial recursivo (estructu-
ral) : 
asertos 
inv (11,1) = invertir 11 <> l 
objetivos 
1. z = invertir(x::t1) <> 12 
inv (X::I1,I2) 
z 
Debe observarse que el proceso de escolemización deja x, 
11 y 12 como constantes, mientras que 1 y z son variables. 
El modo de proceder es parecido al caso anterior. Modifi-
camos el lado derecho de la igualdad del objetivo hasta obte-
ner un término formado exclusivamente por funciones primiti-
vas. Vamos a ser breves. El objetivo puede reescribirse suce-
sivamente aplicando reemplazamiento por igualdad mediante las 
sentencias invertir-::, <>-asociativa y o-átomo-izdo, obte-
niendo la secuencia: 
2. z = (invertir 11 <> x::nil) <> 12 
3. z = invertir 11 <> (x::nil <> 12) 




Obsérvese que el lado derecho del último objetivo es una 
instancia del lado derecho de la hipótesis de inducción, uti-
lizando la sustitución {l<-x::12}. Por tanto si reemplazamos 
por igualdad, con este unificador, obtenemos el objetivo: 
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5. z • inv (U,x: : l2) z 
Por fin hemos obtenido un término derecho primitivo en la 
igualdad. Si resolvemos este objetivo con el axioma =-refle-
xiva, resulta el nuevo objetivo: 
6. true inv (U,x: : l2) 
Este objetivo es un objetivo final, así que la ecuación 
derivada es: 
inv (x::11,12) 
<= inv (11,x::12) ; 
En este momento añadiríamos a la teoría, como supusimos 
durante la derivación de invertir, los dos axiomas computacio-
nales de inv más su sentencia de corrección. 
Resumiendo la derivación completa, hemos obtenido un nuevo 
programa de inversión de listas. Este programa es menos claro 
que el programa inicial pero más eficiente: 
dec invertir : lista -> lista ; 
invertir 1 
<= inv (l,nil) ; 
dec inv : lista#lista -> lista ; 
inv (nil,12) 
<= 12 ; 
inv (x::11,12) 
<= inv (11,x::12) ; 
4.3. MÁXIMO ELEMENTO DE UNA LISTA 
Deseamos obtener una función que, dada una lista no vacía, 
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nos devuelva el elemento máximo de la lista. Podemos encontrar 
en [BibelSO] otra derivación para este problema. Utilizamos la 
siguiente especificación: 
maxlista 1:lista <= encontrar z:entero 
tal que zel and 
(V w:entero) if wel then w<z 
donde not l=nil 
que deriva la declaración de tipo: 
dec maxlista : lista -> entero ; 
Durante la derivación utilizaremos las siguientes senten-
cias válidas en la teoría. La primera sentencia trata con 
enteros, mientras las siguientes tratan con listas de enteros. 
x < x (<-reflexiva) 
1 = 1 (=-reflexiva) 
not xcnil (e-nil) 
xey::l m x=y or xcl (e-::) 
xell<>12 = X€ll or xcl2 (€-<>) 
Además disponemos de varias sentencias válidas sobre ente-
ros que sólo podemos utilizar en aplicaciones de resolución 
por teoría. 
x<y s x=y or x<y (<-cierre-reflexivo) 
if x<y and y<z then x<z (<-transitiva) 
x<y or y<x (<-totalidad) 
Vamos a derivar la función por inducción estructural 
(sobre la lista 1) con tres casos. 
Lista vacía 
El cuadro inicial se forma como siempre: 
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asertos 
1. not nil*nil 
objetivos 
2. zenil and if wcnil then wsz 
maxlista nil 
z 
Este cuadro se satisface de forma inmediata, ya que se 
produce una contradicción. En efecto, si resolvemos el aserto 
con el axioma =-reflexiva, obtenemos: 
3. false 
La fila es un aserto final sin término de salida, por lo 
que debe tratarse (ver apartado 3.5) de un caso en el que los 
parámetros no cumplen la condición de entrada (como fácilmente 
se ve). En consecuencia no derivamos ecuación alguna para esta 
especificación parcial. 
Lista atómica 
Sea el cuadro parcial inicial: 
asertos objetivos 
1. zex::nil and if wex::nil then u<z 
maxlista x::nil 
z 
donde z es una variable, x es una constante y w representa el 
término de Skolem w(x). 
En el cuadro inicial hemos suprimido el aserto de la con-
dición de entrada puesto que es una instancia del axioma de 
unicidad de los constructores de listas. 
Utilizando dos veces reemplazamiento por equivalencia con 
el axioma e-:: podemos reescribir las proposiciones de perte-
nencia a una lista. Los sucesivos objetivos son: 
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2. (z-x or zcnil) and 
if w«x::nil then u<z 
3. (z=x or zcnil) and 
if (w=x or ucnil) then w<z 
z 
z 
Sabemos que ningún elemento pertenece al conjunto vacío; 
por tanto, el objetivo anterior se simplifica sustituyendo 
la proposición wenil por falsa. Aplicamos resolución con la 
sentencia e-nil, obteniendo el objetivo: 
4. (z=x or zcnil) and if u=x then w<z z 
El primer conjuntado del objetivo puede satisfacerse 
mediante resolución con el axioma reflexivo de los enteros, 
con unificador {z<-x}, resultando el objetivo: 
5. if w=x then u<z X 
Obsérvese que el unificador utilizado ha hecho que el tér-
mino se salida se instancie a la constante x. Asi pues, si 
logramos demostrar el objetivo 6, x será un buen término de 
salida para la especificación parcial que nos ocupa. 
El objetivo nuevo es claramente cierto tomando z igual a 
x. Puesto que el objetivo es una implicación, primero se parte 
automáticamente, resultando en un aserto y un objetivo: 
6. | w=x | 
7. | H<Z [' X 
Ahora podemos resolver por teoría ambas filas. Utilizamos 
la propiedad <-cierre-reflexivo como sentencia invocada 
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(renombrando la variable x a x'): 
xT<y |± = | x' =y | - or x'<y 
con unificador {z<-x, x'<-w, y<-x}. El objetivo deducido es: 
8. true X 
El nuevo objetivo es un objetivo final, asi que se da por 
concluida la derivación, que ha producido la ecuación: 
maxlista x::nil 
<= x ; 
Lista general 
Nos queda el caso inductivo, en que la lista tiene al 
menos dos elementos. El cuadro inicial consta de un objetivo 
más la hipótesis de inducción estructural, que tras escolemi-
zación y partición-and queda: 
asertos 
1. maxlista y::l c y::l 
2. if vey::l then v<maxlista y::t 
objetivos 
3. z«x::y::l and if uex::y::l then w<z 
maxlista x::y::l 
z 
donde v, z son variables, x, y, 1 son constantes y w 
representa el término básico w(x,y,l). 
De forma análoga a como hicimos durante la derivación de 
la ecuación anterior, desarrollamos las proposiciones de per-
tenencia a una lista no vacia. 
Reemplazando por equivalencia dos veces con el axioma 
€-::, obtenemos la secuencia de objetivos siguiente: 
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4. (z-x or zcy::l) and 
if wex::y::l then wiz 
5. (z=x or zcy::l) and 
if (H=X or wcy::l) then w<z 
z 
z 
Examinando el objetivo encontramos una disjunción de dos 
casos en cada conjuntado. Centrémonos en el segundo conjun-
tado. La sentencia puede quedar más clara si consideramos por 
separado los dos casos contemplados en el antecedente. Si w es 
igual a x podemos reemplazar en el consecuente v por x, 
expresando explícitamente las consecuencias de dicha igualdad; 
si la igualdad es falsa, podemos suprimirla del antecendente. 
Formalmente realizamos reemplazamiento por igualdad entre el 
objetivo y si mismo. El nuevo objetivo es: 
6. (z=x or zey::l) and xSz and 
i f wcy::l then w<z 
z 
La situación es similar a la anterior, con una disjunción 
entre dos proposiciones como primer conjuntado del objetivo. 
Esta vez tomamos partido por uno de los disjuntados (el pri-
mero) , considerando que z y x son iguales. En el cuadro resol-
vemos el objetivo con el axioma =-reflexiva, en el que renom-
bramos x como x», utilizando el unificador {z<-x, x*<-x): 
7. x<x and if wey::l then w<x x 
I En este punto de la derivación hemos conseguido instanciar la variable de salida a un término básico. Por tanto, si con-seguimos demostrar el objetivo, dicho término es un término de salida satisfactorio para la ecuación en derivación. 
El primer conjuntado de nuestro objetivo es claramente 
cierto. Si resolvemos dicha proposición con el axioma <-refle-
- 203 -
xiva, el nuevo objetivo es: 
8. if wcy::l then w<x X 
gue se parte automáticamente en las filas: 
9. ucy::l 
10. I w<x I1 X 
El objetivo 10 contiene una condición gue no podemos 
demostrar si es cierta o falsa, porgue no podemos garantizar 
gue un elemento w desconocido (pero relacionado con la lista 
x::y::l) es menor gue x. Podemos intentar hacer un análisis de 
casos sobre la verdad y la falsedad de la condición. Esto sig-
nifica gue debemos abandonar esta rama de la deducción, comen-
zar otra gue nos lleve a la condición contraria y entonces 
aplicar una regla (normalmente resolución) gue derive un tér-
mino condicional de salida. Sin embargo, antes de comenzar 
otra rama de deducción reescribimos el objetivo para gue sea 
una condición ejecutable, es decir, primitiva. 
El aserto 9 permite obtener una nueva conclusión mediante 
resolución con el aserto 2. Aplicando dicha regla con unifica-
dor {v<-w} se obtiene la fila: 
11. | usnaxlista y::l | 
Podemos ahora resolver por teoría las dos últimas filas, 
es decir, el objetivo 10 y el aserto 11, invocando la tran-
sitividad de la relación <: 
if 1 x'<y' ~ ] + and y'<z then | x'<z |~ 
con unificador {x'<-w, y'<-maxlista y::l, z<-x}. El objetivo 
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resultante es: 
10. | maxlista y::l<x |' X 
El nuevo objetivo es una condición primitiva, así que ya 
podemos abandonar temporalmente esta rama de la deducción. 
Sean de nuevo el aserto 1 y el objetivo 6: 
1. |maxlista y::l e y::l|~ 
6. (z=x or [zey::Jj') and x<z and 
if wey::l then w<z 
z 
Recordemos que, en la deducción anterior tomamos partido 
por el primer disjuntado de la disjunción presente en el obje-
tivo. Ahora vamos a considerar que el otro disjuntado es 
cierto. Formalmente, resolvemos el aserto 1 con el objetivo, 
tomando {z<-maxlista y::l} como unificador. 
11. xímaxlista y::l and 
if uey::l then wSmaxlista y::l 
maxlista y::l 
El segundo conjuntado del objetivo es prácticamente igual 
que el aserto 2, así que podemos satisfacerlo resolviendo 
ambas filas, con unificador {v<-w}. 
12. | x<maxlista y::l |' maxlista y::l 
El nuevo objetivo es cierto si la cabeza del parámetro de 
la ecuación es menor o igual que el máximo encontrado en la 
cola del parámetro. Esta condición no puede satisfacerse a 
priori, pero es complementaria de la condición expresada por 
el objetivo 10. Por tanto, podemos realizar un análisis por 
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casos de las dos condiciones. De una manera formal en el sis-
tema, resolvemos por teoría ambos objetivos invocando el 
axioma de totalidad de la relación <: 
x'<y' or | y'<x' 
con unificador {x'<-x, y'<-maxlista y::l}. El objetivo deri-
vado es: 
13. true if xímaxlista y::l 
then maxtista y::l 
else x 
El objetivo es true, así que podemos dar por concluida la 
demostración parcial. Sin embargo, aún realizamos una reescri-
tura en el término de salida que, mediante la introducción de 
una definición local, aumente la eficiencia de la ecuación. 
El término definido localmente es la llamada recursiva 
maxlista y::l. La reescritura produce el objetivo final: 
13. true let m == maxlista y::l 
in if x<z then z else x 
Ahora extraemos la ecuación resultante. Podríamos indicar 
que la ecuación se forme con una variable en la cabecera sinó-
nima del subtérmino y::l. Se deja al gusto del programador 
decidir si merece la pena o no. Sin esta última sugerencia la 
ecuación derivada es: 
maxlista x::y::l 
<= let m == maxlista y::l 
in if x<m then m else x ; 
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La función completa derivada es: 
dec maxlista : lista -> lista ; 
maxlista x::nil 
<= x ; 
maxlista x::y::l 
<= let m == maxlista y::l 
in if x<m then m else x ; 
4.4. ORDENACIÓN DE LISTAS POR SELECCIÓN 
Un problema corriente de transformación de programas es la 
ordenación de listas (o de arrays). La razón estriba en la 
importancia de estos algoritmos para muchas aplicaciones. Por 
esto, la ordenación ha sido un problema sobre el que tradicio-
nalmente se ha trabajado mucho, siendo [Knuth73] la referencia 
obligada. La investigación transformativa ha sistematizado aún 
más el estudio del problema de la ordenación. Además, se trata 
de un problema de una cierta dificultad, a diferencia de otros 
ejemplos "de juguete". En consecuencia ahora se conocen mucho 
mejor las decisiones de diseño que diferencian los distintos 
algoritmos de ordenación, pudiendo agruparlos en una familia 
de algoritmos [Merrit85]. Remitimos al lector interesado a 
otros artículos donde estos algoritmos se desarrollan sistemá-
ticamente [Broy83, ClDa79, Darlington78, GrBa78, Smith85a, 
Traugott89]. 
Las derivaciones realizadas con nuestro sistema son simi-
lares a las detalladas (o simplemente comentadas) en [Trau-
gott89]. Por tanto sólo vamos a derivar un algoritmo de orde-
nación por selección, que hemos elegido porque, junto con su 
función auxiliar, es un ejemplo de programa en cuya definición 
se usan extensivamente los patrones. 
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FUNCIÓN PRINCIPAL 
La especificación del problema es sencilla: 
ordseleccion 1:lista <= encontrar z:lista 
tal que perm(1,z) and ord(z) 
es decir, dada una lista 1, queremos obtener una lista z que 
contenga los mismos elementos que 1 (es decir, que sea una 
permutación de 1) pero que éstos estén ordenados (en orden 
ascendente no estricto). 
La especificación deriva la declaración de tipo de ordse-
leccion: 
dec ordseleccion : lista -> lista ; 
Antes de comenzar la demostración de la especificación, 
incluimos los axiomas y propiedades que necesitaremos durante 
la derivación. 
if x<y and y<z then x<z (<-transitiva) 
not x::l = nil (unicidad-nil) 
nilol = 1 (<>-nil-izdo) 
x::nilol = x::l (<>-átomo) 
not xenil (e-nil) 
xey::l = x=y or xel (e-::) 
perm (1,1) (perm-reflexiva) 
perm (x::ll,x::12) = perm (11,12) (perm-::) 
perm (x::ll,12<>x::13) = perm (11,12<>13) (perm-<>) 
ord nil (ord-nil) 
[ ord 1 -i and then ord (x::l) (ord-::-sólosi) if wel then x<w -* 
if perm(llox::12,13) then 12<saco13 (<saco) 
El axioma ord-::-sólosi se ha obtenido tomando la rama 
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"sólo si" (pero no la "si") de la equivalencia del axioma 
ord-:: (ver apartado B.3). Se necesita descomponer así la 
equivalencia para poder escolemizar la sentencia; en el caso 
"sólo si" se obtiene un término de Skolem w(x,l) que represen-
tamos con w. 
También incluimos una propiedad a invocar en resolución 
por teoría: 
x<y or y<x (<-totalidad) 
La deducción la hacemos por inducción bien fundada y pos-
terior descomposición en dos casos. 
Lista vacía 
El cuadro parcial recursivo correspondiente es: 
asertos objetivos 
1. if s«nil 
then perm(s,ordselección s) and ord ordselección s 
2. perm (nit.z) and ord z 
ordselección nil 
z 
La deducción de esta especificación es fácil, ya que la 
única lista que es una permutación de la lista vacía es ella 
misma. Además, la lista vacía está ordenada. 
Formalmente, resolvemos el objetivo inicial con el axioma 
perm-reflexiva, con unificador {K-nil, z<-nil}, y posterior-
mente resolvemos con el axioma ord-nil. 





La ecuación derivada es: 
ordseleccion nil 
<= nil ; 
Obsérvese que la demostración de esta especificación par-
cial no ha necesitado usar la hipótesis de inducción. La 
deducción para el caso vacío es igual en todas las derivacio-
nes que usan descomposición; por tanto, es independiente de la 
estrategia de ordenación del algoritmo. 
Caso general 
El cuadro inicial recursivo es: 
asertos objetivos 
1. if s«x::t 
then perm (s,ordseleccion s) and ord ordseleccion s 
2. perm (x::l,z) and ord z 
ordseleccion x::l 
z 
donde s, z son variables y x, 1 son constantes de Skolem. 
La idea básica de la ordenación por selección es extraer 
el elemento mínimo de la lista y unirlo al resto de la lista, 
ya ordenada. Por tanto, debemos partir la lista de salida en 
dos: el que será elemento mínimo y el resto. 
Si redenominamos las variables x, 1, del axioma 
ord-::-sólosi con los símbolos zl, z2, podemos resolver el 
axioma con el objetivo inicial. Usando el unificador 
{z<-zl::z2} nos queda: 
3. perm(x::l,z1::z2) and ord z2 and 
if wez2 then z1<w 
z1::z2 
Obsérvese que el segundo conjuntado del nuevo objetivo 
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puede resolverse con el predicado ord contenido en la hipóte-
sis de inducción. Instanciando z a ordseleccion s, la resolu-
ción de ambas sentencias produce el objetivo: 
4. perm (x::l,z1::ordseleccion s) and 
if wfordselección s then zlSw and 
s«x:: l 
z1::ordseleccion s 
El objetivo puede simplificarse si utilizamos de nuevo la 
hipótesis de inducción, reemplazando ordseleccion s por s. 
Este reemplazamiento sólo es válido respecto a la relación 
perm, ya que si una lista 11 es una permutación de otra lista 
12, también son permutaciones ordseleccion 11 y 12. 
Aplicando reemplazamiento por permutación entre el obje-
tivo 3 y la hipótesis de inducción obtenemos 
S. perm (x::l,z1::s) and 
if MÍS then zlíw and 
s«x::l 
z1::ordseleccion s 
Como parte de la demostración restante debemos encontrar 
una relación bien fundada « que sirva como base del principio 
de inducción. Dado que la lista s es la lista x::l sin el 
elemento mínimo al, tomamos una relación que detecta la dismi-
nución de un número cualquiera de elementos de la lista: la 
relación <saco* Redenominamos la variable x del axioma <saco 
con el símbolo u. Si ahora resolvemos el tercer conjuntado del 
objetivo con este axioma, tras aplicar el unificador {12<-s, 
13<-x::1}, obtenemos: 
6. perm (x::l,z1::s) and 
if ues then zlíw and 
perm (l<>u::s,x::l) 
z1::ordseleccion s 
Los conjuntados primero y tercero del objetivo son prácti-
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camente iguales. Tomemos 1 como nil. Reemplazando por igualdad 
el objetivo con el axioma o-nil-izdo, se obtiene: 
7. perm(x::l,z1::s) and 
if UÍS then z1<w and 
perm(u::s,x::l) 
z1::ordseleccion s 
Este último objetivo indica que el término 
zl::ordseleccion(s) es una salida satisfactoria si demostramos 
que la lista original x::l es una permutación de zl::s (y 
u::s) y que todos los elementos de s son mayores o iguales que 
zl. 
La demostración directa de esta sentencia resulta difícil. 
Sin embargo, si demostramos el lema auxiliar (escolemizado): 
- if not l=nil 
[pena (1, primero seleccionar l::segundo seleccionar l)-i and r if ve segundo seleccionar 1 -i 
•- then primero seleccionar l<v ^  -'-' 
la demostración de nuestro objetivo es inmediata. Este lema es 
la sentencia de correción de una función seleccionar. Por 
tanto, en este punto abandonaríamos temporalmente la demostra-
ción de ordseleccion para realizar la de seleccionar. Suponga-
mos que hemos terminado satisfactoriamente ésta última; enton-
ces podemos utilizar el lema anterior para concluir nuestra 
derivación. 
Redenominemos la variable 1 de la sentencia de corrección 
de seleccionar con el símbolo t. Entonces resolvemos, usando 
unificación conmutativa, los conjuntados primero y tercero del 
objetivo con el primer conjuntado de la sentencia, siendo el 
unificador {t<-x::l, zl<-primero seleccionar (x::l), 
s<-segundo seleccionar (x::1), u<-primero seleccionar(x::1))}. 
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8. r if ««segundo seleccionar (x::l)> -i 
•• then primero seleccionar (x::l))<w -1 
and not x::l=nil 
primero seleccionar (x::l) 
:: ordselección segundo seleccionar (x::l) 
Análogamente podemos resolver el primer conjuntado del 
objetivo con el segundo conjuntado del consecuente de la sen-
tencia de corrección de seleccionar, resultando un resolvente: 
9. not x::l=nil primero seleccionar (x::l) 
:: ordselección segundo seleccionar (x::l) 
Este objetivo es satisfecho por el axioma de unicidad del 
constructor nil, cuya resolución produce: 
10. true primero seleccionar (x::l) 
:: ordselección segundo seleccionar (x::l) 
La demostración ya ha terminado en este paso. Sin embargo 
el término de salida contiene funciones selectoras de pares, 
que deben ser eliminadas con una reescritura de definiciones 
locales. El nuevo objetivo es: 
11. true let (m,r) == seleccionar (x::l) 
in m::ordseleccion r 
De este modo la ecuación derivada es: 
ordseleccion x::l 
<= let (m,r) == seleccionar x::l 
in m::ordseleccion r ; 
También puede declararse, al crearse la ecuación, una 
variable sinónima del término x::l, lo que hace que x, 1 pasen 
a ser variables anónimas. La conveniencia de este paso se deja 
a la elección del lector. 
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FUNCIÓN AUXILIAR DE SELECCIÓN 
La función seleccionar toma una lista no vacía y calcula 
el par formado por el menor elemento de la lista y el resto de 
la misma. Podemos especificarla con el formato opcional para 
funciones de rango tupia: 
seleccionar 1:lista 
<= encontrar (zl,z2):entero#lista 
tal que perm(l,zl::z2) and 
(V y:entero) if yez2 then zl<y 
donde not l=nil 
La declaración de tipo derivada es: 
dec seleccionar : lista -> entero#lista ; 
Realizamos la demostración por inducción estructural sobre 
listas con tres casos. 
Lista vacia 
El cuadro inicial es el siguiente: 
asertos 
1. not nil=nil 
objetivos 
2. perm(nil,z1::z2) and if wez2 then z1<w 
seleccionar nil 
(z1,z2) 
Observamos que el cuadro es cierto de una manera inme-
diata, ya que contiene un aserto falso. Basta resolver el 
aserto 1 con el axioma =-reflexiva de listas y obtener: 
3. fatse 
El nuevo aserto permite dar la deducción por terminada. 
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Puesto que no contiene término de salida, es un caso en el que 
no importa el valor de la función, así que no derivamos ecua-
ción alguna. 
Lista atómica 
El segundo caso corresponde a una lista de entrada con un 
único elemento. El cuadro inicial es: 
asertos objetivos 
1. perm(x::nil,z1::z2) and 
if yez2 then zlíy 
seleccionar x::nil 
(z1,z2) 
La condición de entrada se ha suprimido automáticamente 
como aserto porque es una instancia del axioma de unicidad del 
constructor nil. Obsérvese que el término de salida recoge que 
la salida de la función es un par. En cuanto al objetivo, 
podemos comenzar la demostración notando que la única permuta-
ción de la lista atómica es ella misma. Por tanto, resolviendo 
el primer conjuntado con perm-reflexiva, con unificador más 
general {zl<-x, z2<-nil}, obtenemos: 
2. if ycnil then xiy (x.nil) 
Este objetivo es cierto de forma inmediata, pues no existe 
elemento y perteneciente a la lista vacía. Resolviendo el 
objetivo con el axioma e-nil obtenemos: 
3. true <x,nil) 
El nuevo objetivo es evidentemente cierto, dando la deduc-
ción por concluida. La ecuación derivada es: 
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seleccionar x:mil 
<= (x,nil) ; 
Lista general 
Por último tenemos el caso en que la lista puede tener 
cualquier longitud mayor que uno, correspondiendo con el paso 
inductivo del principio de inducción estructural. El cuadro 
inicial, tras suprimir el aserto sobre la entrada (como en el 
caso anterior) y partir la hipótesis de inducción en dos aser-
tos, es: 
asertos objetivos 
1. perm(y::l,primero seteccionar(y::l)::segundo seleccionar(y::D) 
2. if vcsegundo seleccionar(y::l) then primero seleccionar(y::l)<v 
3. perm(x::y::l,z1::z2) and 
if wcz2 then z1<w 
seleccionar x::y::l 
(z1.z2) 
La demostración de esta sentencia no es tan evidente como 
en los dos casos previos. Si el elemento menor de toda la 
lista de entrada fuera el primer elemento, x, la variable de 
salida zl debería tomar el valor x. Reflejamos este hecho 
resolviendo el primer conjuntado del objetivo con el axioma 
perm-::. Primero redenominamos la variable x del axioma con 
el nuevo símbolo u y posteriormente hacemos la resolución con 
unificador {u<-x, ll<-y::l, zl<-x, 12<-Z2>. 
4. perm(y::l,z2) and if wez2 then x<u (x,z2) 
Ya que hemos tomado la cabeza de la lista como su menor 
elemento, podemos tomar como resto de la lista la cola de la 
misma. Si resolvemos el objetivo, bajo unificador {z2<-y::l}, 
con el axioma perm-reflexiva resulta: 
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5. if wefy::l | then x<w (x,y::l) 
El nuevo objetivo afirma que todos los elementos de la 
cola de la lista parámetro son menores que la cabeza de dicha 
lista. Es imposible demostrar esta afirmación ya que no hay 
ninguna restricción de tal estilo sobre el parámetro de 
entrada. Antes de abandonar esta rama de la deducción para 
buscar otra con un objetivo complementario, reexpresamos el 
objetivo de forma que sea una condición primitiva. Obsérvese 
que no hemos utilizado la hipótesis de inducción para derivar 
el término de salida, que por tanto no es recursivo; sin 
embargo sí lo necesitamos para reescribir el objetivo. 
La pertenencia de un elemento a una lista es igualmente 
cierta si tomamos la lista o una permutación de la misma. 
Realizamos reemplazamiento por permutación entre nuestro obje-
tivo y el aserto de inducción 1, resultando: 
6. if ueprimero seteccionar(y::l)::segundo seleccionar(y::l) 
then x<w 
<x,y::l) 
El antecedente del objetivo expresa la pertenencia de un 
elemento a una lista con una cabeza y una cola. La misma sub-
sentencia puede expresarse de forma equivalente con ayuda del 
axioma e-::. Reemplazando por equivalencia entre el axioma y 
el objetivo queda: 
7. if w=primero seleccionar(y::l) or wesegundo seleccionar(y::l) 
then xSw 
(x,y::l) 
El antecedente del nuevo objetivo es una disjunción; si se 
cumple cualquiera de los dos conjuntados podemos afirmar el 
consecuente del objetivo. El objetivo puede reescribirse de 
una manera más natural mediante reemplazamiento por igualdad 
del objetivo consigo mismo, resultando: 
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8. xíprimero seleccionar(y::l) and 
if |wtsegundo seleccionar(y::l)l then |x<w|+ 
(x,y::l) 
El primer conjuntado del objetivo nos da una condición 
primitiva, que la cabeza de la lista sea menor que el menor 
elemento de la cola de la lista. El segundo conjuntado afirma 
que la cabeza de la lista es menor que cualquier elemento de 
la cola que no sea el mínimo de la misma. Este conjuntado es 
deducible del aserto de inducción 2 y la propiedad de tran-
sitividad de la relación <, aunque la demostración es algo 
engorrosa, como vemos a continuación. 
Resolvamos los antecedentes del segundo conjuntado del 
objetivo y del aserto 2: 
if | ve segundo seleccionar (y:; 1) ~|+ 
then primero seleccionar(y:íl)<v 
con unificador {v<-w}: 
9. xíprimero seleccionar(y::l) and 
not |primero seleccíonar(y::l)<w| 
(x,y::l) 
Podemos aplicar la propiedad transitiva de la relación <, 
previa redenominación de las variables x, y, z del axioma como 
a, b, c: 
if a<b and b<c |+ then a<c 
Utilizando un unificador {b<-primero seleccionar(y::1), 
c<-w}, la resolución del objetivo y el axioma produce: 
10. xíprimero seleccionar(y::l) and 
not if aíprimero seleccionar(y::l) then |a<w|' 
(x,y::l) 
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Si ahora resolvemos los consecuentes del segundo conjun-
tado de los objetivos 8 y 10, con unificador {a<-x}, consegui-
mos el objetivo primitivo buscado: 
11. xSprimero seleccionar(y::l) <x,y::l) 
Desarrollamos ahora otra rama de la demostración en la que 
el elemento menor de la lista no sea su propia cabeza. Recor-
demos el objetivo inicial 3: 
3. perm(x::y::l,z1::z2) and 
if wcz2 then z1<w 
(z1,z2) 
Si reemplazamos por igualdad en el conjuntado primero 
mediante el aserto <>-átomo, se obtiene el nuevo objetivo: 
12. perm(x::y::l,z1::nil<>z2) and 
if wcz2 then z1<w 
(z1,z2> 
Si redenominamos la variables x, 12 del axioma perm—<> 
como u, t, podemos resolver el axioma y el objetivo, con uni-
ficador {u<-x, ll<-y::l, 12<-zl::nil, z2<-x::t}, quedando: 
13. perm(y::l,z1::nil<>t) and 
if wcx::t then z1<w 
<z1fx::t) 
Podemos deshacer el reemplazamiento que originó el obje-
tivo 12, reemplazando por igualdad en el sentido contrario 
parte del segundo término de la relación perm. 
14. perm(y::l,z1::t) and 
if wex::t then z1<u 
(z1,x::t) 
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El antecedente del segundo conjuntado puede desdoblarse en 
una disjunción reemplazando por equivalencia el objetivo con 
el axioma e-i:. 
15. perm(y::l,z1::t) and 
if w=x or wet then zlSw 
(z1,x::t) 
Si ahora reemplazamos por igualdad el objetivo consigo 
mismo, la implicación se formula como una conjunción más legi-
ble. 
16. | perm(y::T,z1::t> |' and z1<x and 
if wet then Z15U 
(z1,x::t) 
En este punto de la demostración tenemos dos conjuntados, 
el primero y el tercero, que pueden unificarse con los asertos 
de inducción. Si resolvemos el primer conjuntado con el aserto 
1: 
perm 
(y::1,primero seleccionar(y::1)::segundo seleccionar(y::1) 
con unificador {zl<-primero seleccionar(y::1), 
tosegundo seleccionar(y::1)}, se consigue un objetivo con la 
forma: 
17. primero seleccionar(y::l)<x and 
if wísegundo seleccionar(y::l) 
then primero seteccionar(y::l)íw 
(primero seleccionar(y::l), 
x::segundo seleccionar(y::l)) 
Asimismo podemos resolver el aserto 2 
if vesegundo seleccionar(y::1) 
then primero seleccionar(y::l)^v 
con el segundo conjuntado, quedando: 
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18. | primero seteccionaríy::t)íx | (primero seleccionar(y::l)> 
x::segundo seleccionar(y::D) 
En este punto no podemos continuar por esta rama de la 
deducción porgue no hay modo de asegurar gue el menor elemento 
de la cola de la lista parámetro es menor gue la cabeza de la 
misma. Sin embargo, el objetivo deducido es una sentencia com-
plementaria del objetivo 11: 
x<primero seleccionar(y::1} _j + 
Los dos objetivos no son resolubles directamente, sino gue 
necesitamos relacionarlos previamente. Utilizando resolución 
por teoría, basta un solo paso de deducción para alcanzar el 
objetivo true. Tomando como propiedad invocada <-totalidad: 
a<b or b<a 
obtenemos: 
18. true if xSprimero seleccionar(y::l) 
then (xfy::l) 
else (primero seleccionar(y::l)f 
x::segundo seleccionar(y::l)) 
La derivación podría darse por concluida, pero podemos 
mejorar el término de salida suprimiendo las apariciones de 
funciones selectoras mediante una declaración local con patro-
nes. El nuevo objetivo es: 
19. true let (m,r) == seleccionar(y::l) in 
if x<m then (x,y::l) else (m,x::r) 
También puede introducirse durante la formación de la 
ecuación una variable sinónima del subtérmino y:si, pero no lo 
hacemos para no añadir más variables a la ecuación. La ecua-
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ción derivada finalmente es: 
seleccionar x::y::l 
<= let (m,r) == seleccionar y::l 
in if x<m then (x,y::l) else (m,x::r) ; 
Incluimos el programa derivado completo, formado por las 
funciones ordseleccion y seleccionar: 
dec ordseleccion : lista -> lista ; 
ordseleccion nil 
<= nil ; 
ordseleccion x::l 
<= let (m,r) == seleccionar x::l 
in m::ordseleccion r ; 
dec seleccionar : lista -> entero#lista ; 
seleccionar x::nil 
<= (x,nil) ; 
seleccionar x::y::l 
<= let (m,r) == seleccionar y::l 
in if x<m then (x,y::l) else (m,x::r) ; 
4.5. INTERSECCIÓN DE DOS CONJUNTOS 
Nuestro último ejemplo es la derivación de un programa que 
trata con un tipo de datos no predefinido en miniHope; además 
es un tipo de datos que no queremos que se comporte como un 
álgebra de palabras. Se trata del tipo de los conjuntos de 
enteros. Su declaración es: 
data conjunto == <p ++ entero.conjunto ; 
donde $ es un símbolo que representa el conjunto vacío y el 
punto •.' es el símbolo de función infija elegido para añadir 
un entero a un conjunto. 
La teoría de conjuntos se aparta del esquema adaptado para 
las álgebras de palabras. No detallamos su definición aquí, 
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que ya se comentó en el apartado 2.4 y puede encontrarse en el 
apartado B.4. 
Nuestro problema va a ser sintetizar una función que halle 
la intersección de dos conjuntos, es decir que dados dos con-
juntos, calcule el menor conjunto cuyos elementos se encuen-
tren en los dos conjuntos de entrada a la vez. Una especifica-
ción del problema es: 
s:conjunto n t:conjunto 
<= encontrar z:conjunto 
tal que (V w:entero) wez * wes and wet 
donde representamos la intersección con el símbolo infijo 
usual n, de dominio el tipo de los pares de conjuntos de ente-
ros. La especificación deriva la declaración de tipo de la 
función de intersección: 
dec n : conjunto!conjunto -> conjunto ; 
Los dos únicos axiomas de la teoría que utilizamos en la 
derivación son: 
not X€<¡> (€-0) 
xey.s as x=y or xes (€-.) 
Derivamos la función mediante una demostración por induc-
ción estructural, sobre el conjunto s, con dos casos. Debemos 
señalar que el principio de inducción estructural normalmente 
adoptado para los conjuntos es ligeramente distinto de los 
usuales (ver el apartado 2.4 y el apartado B.4). 
Conjunto vacío 
El cuadro inicial es: 
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asertos objetivos 
1. wcz • | wc¿ I1 and wct 
p n t 
z 
El objetivo expresa que la pertenencia de un elemento a la 
salida obliga a su pertenencia al conjunto vacío, pero esto es 
imposible, por lo que no puede haber entero que pertenezca a 
la salida. 
Formalmente, comenzamos resolviendo el segundo predicado 
con el axioma e-0: 
not | xe0 ]+~"[~ 
deduciendo la fila: 
2. | not wcz "I* z 
Si resolvemos de nuevo con el axioma €-0, con unificador 
{z<-0}, obtenemos: 
3. true * 
El objetivo deducido es el objetivo obvio, así que podemos 
formamos la ecuación derivada: 
0 n t 
<= 0 ; 
Conjunto no vacío 
El caso de un conjunto no vacío es el paso inductivo de la 
demostración. Recordemos que este pasó, digamos para el con-
junto x.s, es ligeramente distinto del usual en listas porque 
contiene un antecedente que expresa que el entero x no perte-
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nece al conjunto s. El cuadro inicial es: 
asertos 
1. not xcs 
2. ucsnt • ues and sct 
objetivos 
3. wcz • wcx.s and wct 
x.s n t 
z 
Podemos desarrollar algo el segundo predicado de pertenen-
cia reemplazando por equivalencia dicho predicado con el 
axioma «-., resultando: 
4. wez > (w=x or ues) and wet z 
Podemos repetir el paso de deducción sobre el primer pre-
dicado del objetivo. Primero redenominamos las variables x, s 
del axioma con los símbolos u, r, y después reemplazamos por 
equivalencia, con unificador {u<-w, z<-y.r}, quedando el obje-
tivo: 
5. w=y or wer • <w=x or Mes) and wct y.r 
Si logramos demostrar la verdad del objetivo, la salida 
estará formada por un elemento y añadido a un conjunto r. 
Ahora podemos reemplazar por igualdad el objetivo 5 sobre sí 
mismo, con unificador {y<-x} produciendo: 
6. xet and wer • wes and wet x.r 
donde el elemento y del término de salida se ha instanciado a 
la constante de entrada x. El segundo conjuntado es práctica-
mente igual al segundo aserto de inducción. Resolviendo ambos 
tras unificación {u<-w, r<-snt}, resulta: 
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7. xet x.(snt) 
donde el término de salida es un término básico. El nuevo 
objetivo no puede demostrarse de momento, ya que no podemos 
afirmar si x pertenece o no a t. Por tanto, desarrollamos otra 
rama de la deducción que nos conduzca a la condición contra-
ria, y asi poder afirmar su disjunción. 
Recordemos el objetivo 4: 
4. wtz * (w=x or wes) and wet z 
Esta vez no vamos a descomponer la salida z con el cons-
tructor punto. Realizamos reemplazamiento por igualdad del 
objetivo 4 consigo mismo. 
8. xez * xet and wez • wes and wet z 
El segundo conjuntado puede resolverse con el segundo 
aserto de inducción tras aplicar el unificador {u<-w, z<-snt}, 
deduciendo la fila: 
9. xesnt • xet snt 
obteniendo un término de salida básico. Si reemplazamos por 
equivalencia el lado izquierdo de la equivalencia mediante el 
segundo aserto de inducción, resulta: 
4 
10. | xes I1 and xet • xet snt 





11. not xct snt 
El nuevo objetivo es igual que el objetivo 7 negado, 
tanto, su resolución nos conduce al objetivo inmediato: 
Por 
12. true if xet then x.(snt) else snt 
La ecuación derivada es: 
x.s n t 
<= if xet then x.(snt) else snt ; 
En definitiva el programa derivado es: 
dec n : conjunto#conjunto -> conjunto ; 
0 n t 
<= t ; 
x.s n t 
<= if xct then x.(snt) else snt ; 
I 
5. OTROS ASPECTOS 
Existe un conjunto de aspectos y ampliaciones que no son 
parte esencial del sistema deductivo. Sin embargo, cada uno 
por una razón distinta, son interesantes de contemplar. 
Incluimos dichos aspectos en este capítulo, que tiene una 
estructura anárquica, de cajón de sastre. El primer aspecto 
tratado es el posible uso en el sistema deductivo de los prin-
cipios de inducción estructural. Otra característica deseable 
del sistema es que pueda utilizarse, sin modificar la teoría 
combinada, para derivar programas en lenguajes con las mismas 
características pero sintaxis distintas (al menos con símbolos 
predefinidos distintos). Por último comentamos las caracterís-
ticas principales de un prototipo desarrollado de entorno 
interactivo de deducción. 
5.1. INDUCCIÓN ESTRUCTURAL EN EL SISTEMA DEDUCTIVO ATIPADO 
Comparando los sistemas deductivos atipado y tipado, des-
taca su distinta filosofía. El primero obliga a tomar una 
decisión sobre la forma de demostrar una especificación, y por 
tanto de formar su cuadro inicial, recursivo o no recursivo. 
Como contrapartida los esquemas de demostración (y por tanto 
de programas) más corrientes no reciben ningún trato privile-
giado. Por otro lado el sistema tipado obliga a tomar dos 
decisiones sobre el esquema de demostración, pudiendo resultar 
un cuadro recursivo (o no) y parcial (o completo). (La demos-
tración por inducción estructural incorpora inducción y des-
composición. ) Esta mayor complejidad permite, sin embargo, 
realizar demostraciones más cortas y más intuitivas. 
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Dada la mayor versatilidad de nuestro sistema, podemos 
ver si alguna idea nuestra puede incorporarse al sistema ati-
pado. Hay tres aspectos que pueden integrarse inmediatamente: 
la reescritura de definiciones locales, el esquema de especi-
ficación y demostración de funciones con rango tupia (apartado 
3.7) y la garantía de transparencia consultiva de las funcio-
nes derivadas (apartado 3.9). otro aspecto no tan evidente de 
incorporar es el uso de principios de inducción estructural 
distintos de la inducción bien fundada, es decir, principios 
de inducción estructural. En este apartado vemos que es posi-
ble su adición, pero a costa de una pérdida de claridad con-
ceptual del sistema. Por concreción nos centramos en el uso 
del principio de inducción estructural sobre enteros. Pueden 
hacerse adaptaciones similares para demostraciones por descom-
posición o por otros principios de inducción. 
Una función recursiva estructural expresada con una sola 
ecuación tiene un formato distinto que expresada con patrones. 
El esquema de ésta es: 
f(0) <= t± 7 
f(succ(n)) <= t2[f(n)] ; 
mientras que el de aquélla es: 
f(n) <= if n=0 then t^_ else t2[f(n-l)] ; 
Las dos funciones son equivalentes, aunque el modo de 
recurrir es ligeramente distinto. En consecuencia, también el 
esquema de inducción implicado varía algo. En ambos casos uti-
lizamos un principio de inducción estructural, sólo que en el 
caso de patrones se utiliza el principio por generación y en 
el otro caso, el principio por descomposición. 
Recordemos que el principio de inducción estructural 




if r if not x=0 
(V x:num) then if F[x 
then (V x:num) F[x] 
then F [x] J 
Podemos generalizar este principio para incorporar más 
casos básicos, quedando: 
F[0] 
and 




r if not x=0 and ... and not x=k 
(V x:num) then r if F[x-1] -i 
L L
 then F[x] J 
then (V x:num) F[x] 
] 
La validez de este principio se demuestra por inducción, 
de forma similar a los principios por generación del apartado 
2.5) . 
La exposición que sigue se refiere por sencillez al prin-
cipio por descomposición con dos casos, aunque puede verse que 
su adaptación al caso genérico es inmediata. También limitamos 
el estudio, sin pérdida de generalidad, a un solo parámetro 
(entero). Comenzamos reformulando las propiedades y proposi-
ciones que identifican el cuadro inicial recursivo y garanti-
zan su corrección. 
Propiedad (término de salida estructural, enteros) 
En una teoría de enteros, si los términos básicos t[a] 




then if not a=0 






donde a es una constante nueva (de Skolem) y z1( z2 son las 
únicas variables libres en QCO;^] y Q[a;z2], respectivamente, 
entonces la sentencia 
Q[0;t[0]] 
and 
r if not x=0 
(V x:num) then if Q[x-l;f(x-1)] 
L
 then Q[x;t[x]] 
es válida. 
Demostración: 
Supongamos que los términos t[a] satisfacen el cuadro 
anterior. Entonces debemos mostrar que la sentencia 
Q[0;t[0]] 
and 
r if not x=0 
(V x:num) then if Q[x-l;f(x-1) ] 
L
 then Q[x;t[x]] 
es válida. 
Por la regla de eliminación de cuantificador universal y 
expandiendo los cuantificadores relativizados basta demostrar 




then if not a=0 
then if Q[a-l;f(a-1)] 
then Q[a;t[a]] 
donde a son constantes nuevas, es cierta bajo cualquier modelo 
I. 
Dado que los términos t[a] satisfacen el cuadro, para 
alguna sustitución acomodadora e se cumple la condición de 





then if not a=0 
then if Q[a-l;f(a-1)] 
then Q[a;z2] 
9 es cerrada y cierta 
bajo I 
y la condición de salida, es decir, los términos 
(if a=0 then z^ else z2)6 son básicos y tienen el mismo 
valor que t[a] bajo I. 
o, de forma equivalente, ya que a es una constante, 
if a=0 then z^ e else z26 son básicos y tienen el mismo 
valor que t[a] bajo I. 
Esto significa (por la semántica del término if-then-else 
y la propiedad de sustitutividad de la igualdad) que si a=0 es 
cierto bajo I, 
Z]8 tienen el mismo valor que t[0] 
y si a=0 es falso bajo I, 
z29 tienen el mismo valor que t[a] 
(para un a con valor distinto de cero). 
Dado que las únicas variables libres de la condición de 




then if not a=0 
then if Q[a-l;f(a-1)] 
then Q[a;z29] 
es cerrada y cierta bajo I, o equivalentemente, por las conse-





then if not a=0 
then if Q[a-l;f(a-1)] 
then Q[a;t[a]] 
es cierta bajo I. Pero ésta es la sentencia que queríamos 
demostrar. | 
Definición (cuadro inicial recursivo estructural, ente-
ros) 
Dada una especificación Q[x;z], para x de género entero, 
el cuadro inicial para su demostración por inducción estructu-





then if not a=0 






donde a son constantes nuevas. 
Proposición (cuadro recursivo inicial estructural, ente-
ros) 
En cualquier teoría, 
si los términos cerrados t[a] satisfacen el cuadro 
inicial recursivo estructural de una especifica-
ción, 




Para demostrar que el programa f (x)=£[x] satisface la 
especificación, debe demostrarse la validez de la condición de 
corrección: 
if (V x:num) f(x)=t[x] 
then (Vx:num) Q[x;f(x)] 
en la teoria. 
Supongamos que bajo cierto modelo de la teoría 
(V x:num) f(x)=t[x] 
es cierto, y queremos demostrar que 
(V x:num) Q[x;f(x)] 
también es cierto. 
Dado el principio de inducción estructural para enteros, 
basta demostrar la validez de: 
Q[0;f(0)] 
and 
r if not x=0 -i 
(V x:num) then if Q[x-l;f(x-1)] 
L
 then Q[x;f(x)] J 
o, según la asunción de corrección, la validez de: 
Q[0;t[0]] 
and 
r if not x=0 -i 
(V x:num) then if Q[x-l;f(x-1)] 
L
 then Q[x;t[x]] J 
Según la propiedad del término estructural de salida (para 
enteros), para demostrar que la sentencia anterior es válida, 
basta encontrar términos básicos t[a] que satisfagan el cuadro 
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inicial. Pero hemos supuesto que esto ocurre. | 
Resumiendo, es posible adaptar el cuadro deductivo atipado 
para la derivación directa de programas estructurales. El cua-
dro recursivo inicial es intuitivo y por tanto fácil de usar. 
Sin embargo, debe demostrarse una propiedad adicional del 
término de salida. La adición de nuevos esquemas privilegiados 
de demostración provocaria una profusión de versiones de dicha 
propiedad que puede resultar algo confuso. Este inconveniente 
no aparece en el cuadro tipado porque existe una única pro-
piedad del término de salida parcial. 
5.2. TEORÍA LÓGICA INDEPENDIENTE DEL LENGUAJE DE PROGRAMA-
CIÓN 
Una característica del sistema deductivo es que los símbo-
los de tipo, función y predicado de las teorías lógicas y de 
los programas funcionales coinciden. Por ejemplo, la función 
de concatenación de listas se representa en ambos lugares con 
el símbolo o . En consecuencia el sistema resulta uniforme y 
sencillo. Sin embargo, el sistema así definido es algo rígido, 
puesto que si queremos cambiar miniHope por otro lenguaje de 
programación, también debemos reescribir la teoría lógica com-
binada con los nuevos símbolos. 
La consecución de un sistema deductivo donde la teoría 
lógica sea independiente del lenguaje de programación es sen-
cilla. Basta observar que la introducción de los símbolos de 
función o predicado en los términos de salida se produce por 
instanciación de las variables lógicas. Podemos controlar este 
proceso de instanciación para introducir los símbolos propios 
del lenguaje de programación en cuestión. Veamos el mecanismo 
exacto. 
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Supongamos gue disponemos de una teoría lógica con símbo-
los cualesguiera. Por ejemplo, podemos elegir <, =<, lesseq o 
P44 para representar la relación "menor o igual" entre ente-
ros . Sea 
SIJI = { f ip , g i p , hij i , . . . } 
el conjunto de símbolos de la teoría T. Queremos derivar pro-
gramas en cierto lenguaje funcional L con patrones. El len-
guaje consta de un conjunto SL de símbolos de función, predi-
cado y tipo predefinidos. 
Definición (función de transformación de símbolos) 
Definimos la función TS-TL (o simplemente TS-L) como una 
función gue transforma símbolos de ST en símbolos de S¿. 
(TS-TL significa Transformación de Símbolos de la teoría T al 
lenguaje L; si la teoría T siempre es la misma, se sobreen-
tiende cuál es su nombre.) 
En general una función TS-L es una función parcial, ya gue 
sólo está definida para los símbolos de ST que corresponden a 
símbolos predefinidos de SL. Ampliamos la función hasta 
hacerla total, asociando a cada símbolo de S«p sin imagen en Sj, 
un símbolo nuevo cualquiera, correcto según la sintaxis del 
lenguaje L (p.ej. él mismo si es correcto en L). I 
Ejemplo (TS-miniHope) 
Si definimos la función TS-miniHope, a los símbolos + y < 
de la teoría de los enteros les asociamos los símbolos prede-
finidos respectivos + y =<. Asimismo al símbolo 2 le asociamos 
el símbolo no predefinido cuadrado; no podemos asociarle él 
mismo porgue es incorrecto utilizar caracteres no alfabéticos 
como identificador de una función no infija. Por último supon-
gamos que los tipos predefinidos en miniHope tuvieran el mismo 
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símbolo que en Hope; el símbolo miniHope num se asociaría al 
símbolo entero de la teoría. | 
Con ayuda de la función TS-L desarrollamos una función que 
transforma expresiones de la teoría en términos del lenguaje. 
Definición (función de transformación de términos) 
Sea una función de transformación de símbolos TS-L. Defi-
nimos la función TT-L (asociada a TS-L) de transformación de 
expresiones de la teoría en términos del lenguaje L de la 
manera siguiente, por casos sobre la estructura del término: 
- Una constante c: 
TT-L(C) = TS-L(c) 
- Una variable v: 
TT-L(v) = v 
Una aplicación de una función f sobre términos 
t^,...,ta: 
TT-L(f(tlf...,tn)) 
= (TS-L(f)) (TT-L(ti),...,TT-L(tn)) 
- Una proposición de predicado p y términos t1(...,tn: 
TT-L(p(tlf...,tn)) 
= (TS-L(p)) (TT-L(t1),...,TT-L(tn)) | 
Ej emplo (TT-miniHope) 
Sea la expresión 
(z+i)2<n 
La función TT-miniHope asociada a TS-miniHope transforma 
esta expresión en: 
cuadrado(z+i)<=n I 
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Definición (sustitución con transformación) 
Sea una sustitución 8 = {XjK-t^,...,xn<-tn} y una función 
TS-L de transformación de símbolos. La sustitución con trans-
formación ©TS-L s e define como una sustitución igual a 9, 
excepto que se transforman, mediante la función TT-L de trans-
formación dé términos asociada a TS-L, todos los términos t¿ 
de e. Es decir: 
eTT-L " {X1<-TT-L(t1),...,xn<-TT-L(tn)} | 
Ejemplo (©TS-miniHope) 
Dada la sustitución 6={z<-z'+i}, la nueva sustitución 
eTS-miniHope tiene el mismo valor {z<-z'+i}. | 
Ahora podemos modificar ligeramente la definición de las 
reglas de deducción para hacerlas independientes del lenguaje 
de programación. Las modificaciones simplemente hacen que la 
instanciación de las variables de salida y la introducción de 
predicados sólo produzcan símbolos de SL. Básicamente, para 
cada lenguaje L y transformación de símbolos TS-L modificamos 
las reglas de modo que las instanciaciones 6 sobre los térmi-
nos de salida sean ©TS-L y l°s predicados se traduzcan con 
TT-L. Sólo necesitan modificarse aquellas reglas de deducción 
que introducen sustituciones en el término de salida. 
Veamos como ejemplo la nueva definición de la forma básica 
de la regla de resolución. Para el resto de las reglas la 
modificación es análoga. 
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Regla de resolución (independiente del lenguaje) 











donde las restricciones sobre el cuadro son las mismas que en 
la formulación original de la regla de resolución (apartado 
3.4). | 
Ejemplo (regla de resolución independiente del lenguaje) 
Sea el objetivo inicial de la derivación de una función 
raizcuad (comparar con ejemplo en el apartado 3.4): 
z^ n^ + and not (z+i);¿<n z 
y una copia del mismo con las variables redenominadas: 
z^n and not (z+i)2<n|~ z 
Aplicando la regla (nueva) de resolución a ambos objetivos 
obtenemos el nuevo objetivo: 
z,2<n and not (z'+i+i)2<n if cuadrado(z'+i)=<n 
then z'+i 
else z* 
donde el término de salida está expresado en miniHope. | 
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Observación (declaración de tipos) 
La independencia del lenguaje debe extenderse también a la 
declaración de tipos de las funciones. Por tanto la declara-
ción de tipos se construye de la manera usual utilizando 
TS-L(D) y TS-L(R) como símbolos respectivos del tipo del 
dominio y del rango, en vez de los usuales D y R. De esta 
manera, para la función raizcuad, cuya especificación con-
tiene: 
raizcuad (n,i)¡entero#entero <= encontrar zrentero 
• • • 
se produce la declaración de tipos: 
dec raizcuad : num#num -> num ; | 
Observación (independencia de la sintaxis ecuacional) 
Los mecanismos presentados mantienen la independencia de 
la teoría respecto a los símbolos del lenguaje de programa-
ción. Sin embargo, la sintaxis de las declaraciones de tipos y 
de las ecuaciones permanece invariada, asi que debe modifi-
carse el método de formación de una ecuación a partir del cua-
dro final. En algunos lenguajes las ecuaciones de una función 
no se escriben independientemente unas de otras, por lo que 
también se necesita un mecanismo que relacione las ecuaciones. 
I 
5.3. ENTORNO INTERACTIVO DE DERIVACIÓN 
Como se comentó en el apartado 1.1, un fin último de los 
sistemas transformativos es la automatización de la producción 
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de software, aunque su automatización completa es una tarea 
imposible hoy en día [RiWa88], En un sistema deductivo se pre-
cisa la demostración automática de teoremas. Aunque se ha 
avanzado mucho en este campo, el objetivo final todavía está 
lejano [Wos85, Wos87]. 
Una opción menos ambiciosa es construir un entorno inter-
activo donde el usuario controla totalmente el sentido de la 
deducción, pero el entorno realiza los detalles rutinarios de 
la misma. Un simple entorno interactivo proporciona dos venta-
jas. Primero, la realización por el entorno de los aspectos 
rutinarios permite que el usuario derive programas más rápida-
mente que de forma manual y sin cometer fallos durante la 
derivación. Pero también facilita que se puedan conocer mejor 
las ventajas e inconvenientes del método desde el punto de 
vista del usuario. Cuanto más conocimiento se posea, más 
tareas podrá incorporar el entorno, que así irá evolucionando 
hacia un entorno semiautomático. 
A continuación describimos las características funcionales 
y la interfaz de usuario de un hipotético entorno que incor-
pore nuestro método deductivo. Una buena parte de sus caracte-
rísticas se inspiran en un prototipo de entorno [Mañas90] 
desarrollado que incorpora el primer método deductivo de Manna 
y Waldinger [MaWa80]. 
CARACTERÍSTICAS FUNCIONALES 
(En lo sucesivo utilizamos el término función para indicar 
una tarea que puede hacer el entorno; las funciones o progra-
mas funcionales los llamamos simplemente programas.) 
El entorno contiene una serie de funciones que en conjunto 
permite derivar deductivamente programas. Básicamente se trata 
de incluir las funciones necesarias para realizar el proceso 
deductivo (similar al descrito en el apartado 3.9) junto con 
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la flexibilidad necesaria para simultanear otras operaciones o 
deshacer errores cometidos. El número de funciones es mediano, 
así que resulta conveniente agruparlas en cuatro grupos, según 
su característica principal. Además puede incluirse una fun-
ción adicional de introducción al método y al entorno. Veamos 
con más detalle los otros cuatro. 
Funciones de especificación 
Denominamos así a las funciones que preparan el proceso 
deductivo propio. Distinguimos cuatro: 
- Edición de la teoría lógica. Permite añadir, modificar y 
borrar axiomas de la teoría lógica combinada. Los axio-
mas se encuentran clasificados, al menos por el tipo de 
los datos implicados (ver como ejemplo la presentación 
de la teoría en el Apéndice B). La estructura resultante 
de almacenamiento de los axiomas puede ser arborescente 
(similar a la organización de clases y métodos en un 
entorno Smalltalk-80). 
- Especificación de funciones. Se presenta al usuario un 
armazón de especificación endulzada que debe rellenar 
con los símbolos de las funciones a derivar, variables 
de entrada y de salida y condiciones de entrada y de 
salida. 
- Elección del esquema de demostración. Debe elegirse un 
esquema no inductivo, inductivo bien fundado o inductivo 
estructural. Los dos primeros llevan a considerar un 
esquema de descomposición. En los casos inductivos debe 
decidirse cuáles son los parámetros de inducción. En los 
casos inductivo estructural y descompositivo debe deci-
dirse el parámetro a descomponer y el número de casos 
básicos. 
- Identificación de funciones no primitivas. El entorno 
incorpora esta lista de funciones para evitar su intro-
ducción en los términos de salida. 
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Funciones deductivas 
Estas funciones realizan operaciones de demostración de 
una especificación: 
- Selección de cuadro parcial. Se elige el cuadro parcial 
con el que se quiere trabajar. Si antes se estaba tra-
bajando con otro cuadro, se * conserva la demostración 
parcial realizada. 
- Aplicación de regla de deducción. Debe identificarse la 
regla a aplicar y las filas y subsentencias implicadas. 
Las reglas de reemplazamiento y unificación por relación 
son difíciles de implementar ya que dependen de cada 
relación binaria concreta. Una decisión inicial puede 
ser incorporar solamente las reglas de reemplazamiento 
por igualdad y por equivalencia. 
- Deshacer pasos de deducción. Deshace cierto número de 
pasos realizados previamente. No es necesario que los 
pasos a deshacer sean los últimos del cuadro, pero si 
que sean los últimos de una rama de deducción. 
Funciones de consulta 
Son funciones que permiten examinar, sin poder modificar-
las, sentencias no visibles en ese momento en la pantalla. Es 
decir, es un examinador ("browser"), no un editor. 
- Consulta de la teoria lógica. 
- Consulta de las filas anteriores. 
Funciones de ficheros 
Junto a las funciones propias del método deductivo, existe 
un grupo de funciones de comunicación con el mundo exterior 
que todo entorno interactivo debe incluir. Las hemos denomi-
nado funciones de ficheros porque interactúan principalmente 
con ficheros en disco. 
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- Recuperar y almacenar deducciones. Permiten leer y 
escribir deducciones previas, terminadas o no. 
Imprimir. Escribe por impresora la deducción en curso 
realizada hasta el momento, facilitando asi que el pro-
gramador analice la sesión transcurrida. En esta función 
y en las dos anteriores no sólo está involucrado el 
cuadro parcial actual, sino la especificación el esquema 
de demostración, la lista de funciones no primitivas y 
otros cuadros parciales. 
- Directorio. Da la lista de ficheros agrupados bajo 
cierto directorio. 
- Salida temporal al sistema operativo. La deducción en 
curso se conserva en memoria. 
- Salida definitiva al sistema operativo. 
Mecanismos rutinarios automatizados 
El entorno realiza automáticamente un conjunto de labores 
rutinarias, facilitando así la labor del programador. Algunas 
de ellas son propensas a la comisión de errores, otras son 
simplemente repetitivas. Destacamos: 
- Cálculo de polaridad de subsentencias y comprobación de 
la correcta aplicación de las reglas de resolución y 
reemplazamiento. 
- Unificación y sustitución, como parte de la aplicación 
de una resolución o un reemplazamiento. La unificación 
se hace sobre sentencias estandarizadas mutuamente, 
renombrándose variables si es necesario. 
- Aplicación automática de las reglas de simplificación y 
partición. Tras crear un cuadro o aplicar una regla de 
deducción, el cuadro se simplifica y se parte lo máxino 
posible. 
- Comprobación de fin de deducción parcial tras cada paso 
de deducción. En caso afirmativo se avisa al usuario. 
- Registro de si la deducción se ha almacenado. Esto hace 
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que en caso de salir definitivamente al sistema opera-
tivo, introducir una nueva especificación o elegir un 
nuevo esquema de demostración, se avise primero al pro-
gramador de que quizá deba salvar la deducción previa. 
INTERFAZ DE USUARIO 
La presentación de información al usuario es una tarea 
delicada, a veces más difícil que la identificación de las 
funciones que debe incorporar el entorno. Se ha optado por un 
sistema de menüs ayudado con un sistema de ventanas. En el 
nivel superior del entorno hay cuatro opciones correspondien-
tes a los grupos de funciones disponibles. Una opción puede 
elegirse con un ratón o pulsando una tecla asociada con la 
opción, y provoca la aparición de un submenu con nuevas opcio-
nes. A su vez algunas de estas opciones pueden hacer aparecer 
otros menús o pedir algún dato al usuario. 
Como ejemplo, la figura muestra el menú principal más el 
submenu de funciones sobre ficheros. Cada letra en negrita 
representa la tecla a pulsar para elegir la opción correspon-
diente. 







Selecciona con las flechas o usa la primera letra mayúscula 
Figura 5.1. Interfaz de menús del entorno interactivo 
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El hardware impone las principales restricciones sobre la 
organización de la interfaz de usuario. Por ejemplo, las pan-
tallas convencionales para PC tienen poca resolución, lo que 
hace que limita la cantidad de información visualizable. Una 
opción es mostrar únicamente dos columnas, como aparece en la 
figura anterior; la primera columna contiene asertos y objeti-
vos y la segunda términos de salida. Cada sentencia se encuen-
tra prefijada por una letra indicadora de aserto u objetivo 
("A" u M0 M respectivamente) y un número de fila. 
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6. CONCLUSIONES 
Recapitulando sobre el trabajo realizado, vemos que per-
mite obtener programas funcionales con patrones de una manera 
formal. Se parte de una sentencia lógica, que constituye una 
especificación del programa deseado, y se demuestra su validez 
en una teoría lógica, generando como producto secundario un 
programa funcional que satisface la especificación. El uso de 
la lógica en el proceso garantiza la corrección del programa 
obtenido. El método se basa en el cuadro deductivo de Manna y 
Waldinger [MaWa80, MaWa87] y forma parte de la tradición 
deductiva de la programación mediante transformaciones. 
El desarrollo del método deductivo se ha efectuado en dos 
etapas. En primer lugar se han desarrollado los principios 
lógicos necesarios para la derivación de funciones con patro-
nes, pero sin comprometerse con ningún sistema formal. Entre 
los aspectos lógicos tratados, se ha dedicado cierta atención 
a la caracterización de las teorías lógicas de aquellos tipos 
de datos que son álgebras libres. También se han identificado 
varios esquemas de demostración de sentencias mediante la 
demostración de subsentencias independientes. Se han estudiado 
dos modos de obtener subespecificaciones, por descomposición y 
por inducción estructural. 
Las ideas anteriores se han adaptado a un sistema formal 
de derivación de programas: el cuadro deductivo. La derivación 
de funciones con patrones implica la descomposición de la 
especificación completa en especificaciones parciales. Estas 
se demuestran en cuadros parciales distintos, produciendo cada 
uno una ecuación funcional. La descomposición de la especifi-
cación se hace gracias a un razonamiento por descomposición o 
por inducción estructural. En el primer caso también puede 
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usarse inducción bien fundada, mientras que el segundo ya 
incorpora una forma de inducción. La identificación de los 
esquemas de demostración necesarios, junto con su adaptación 
al cuadro forman el logro más importante de la tesis. 
Podemos mencionar algunos otros aspectos del método deduc-
tivo desarrollado. Primero, se ha identificado una reducción 
en la derivación de algunas funciones con rango tupia. 
Segundo, las ecuaciones derivadas contienen definiciones loca-
les con patrones para evitar el uso de funciones selectoras. 
Tercero, se contempla la derivación de ecuaciones con varia-
bles anónimas y sinónimas en su cabecera. Cuarto, se incluye 
un proceso completo de derivación, a modo de manual de usua-
rio. Quinto, se ha desarrollado un criterio para que las fun-
ciones auxiliares derivadas no contengan variables globales. 
El método desarrollado se ha aplicado a una gama de ejem-
plos. Podemos destacar la derivación de una familia de cuatro 
funciones distintas de ordenación de listas; hemos incluido la 
derivación completa del algoritmo de ordenación por selección. 
Como ampliaciones del método deductivo, se ha modificado 
ligeramente para que el vocabulario de la teoría lógica sea 
independiente del vocabulario del lenguaje de programación. 
Asimismo hemos identificado algunas características de un 
entorno interactivo de derivación, especialmente las funciona-
lidades principales del entorno y la interfaz de usuario. 
El resultado final de la tesis es un sistema de síntesis 
de funciones con patrones, que es general gracias a la lógica 
usada. El sistema anterior de Manna y Waldinger tiene una 
capacidad similar, pero orientado a lenguajes funcionales 
antiguos, es decir, lenguajes atipados como Lisp. Para lengua-
jes tipo Hope sólo existen, que sepa el autor, sistemas con 
una capacidad limitada de síntesis, como es el sistema de des-
pliegue-pliegue de Burstall y Darlington. En consecuencia el 
autor espera haber contribuido al área de la programación 
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transformativa con un método deductivo de obtención de progra-
mas funcionales con patrones. 
La tesis puede ser continuada de varias maneras, desta-
cando cuatro grupos de actividades: ampliación de las clases 
de programas derivables, desarrollo de entornos interactivos 
más elaborados, estudio de sus relaciones con otros métodos 
transformativos y estudio de tácticas y estrategias de automa-
tización. 
Hay gran número de funciones no derivables debido a limi-
taciones de la lógica multigénero utilizada. Por ejemplo, no 
podemos derivar funciones definidas sobre tipos de datos poli-
mórficos porque nuestra lógica es monomórfica. Se precisa uti-
lizar una lógica polimórfica con géneros disjuntos. Tampoco 
podemos derivar predicados. La lógica debería hacer coincidir 
los conceptos de función y predicado para que la columna de 
salida pueda recoger tanto términos como sentencias. Un tercer 
grupo de funciones no derivables son las funciones de orden 
superior. Aparte de necesitar una lógica de orden superior, 
hay detalles no triviales que considerar, como la unificación. 
Resulta natural la extensión del método a la derivación de 
programas en otros estilos declarativos. Algunos no parecen 
presentar problemas, como la derivación de ciertas ecuaciones 
condicionales. Un campo relacionado es la derivación de pro-
gramas lógicos [C1SÍ77, HaTá79, Hogger81, TaSa84], pero no se 
ha estudiado su realización con el cuadro deductivo. Este tra-
bajo conduciría de manera natural a la derivación de programas 
en lenguajes lógico-funcionales [DeLi86, Moreno89]. 
Otra línea de investigación es el desarrollo de un entorno 
deductivo más elaborado. Los aspectos técnicos del entorno no 
tienen una respuesta inmediata. Nuestra experiencia es que hay 
aspectos nuevos, pero que la mayor parte son comunes con 
entornos convencionales, por lo que pueden ser fácilmente 
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adaptados. Por ejemplo, un buen número de características pue-
den modelarse como en los entornos orientados a estructuras 
[ReTe87]. 
Una facilidad interesante en un entorno transformativo es 
la disponibilidad de un lenguaje de registro [Wile83, 
Reddy88]. Además de documentar cada derivación, permitiría 
reutilizar partes de derivaciones previas. También sería 
interesante que la estructura del sistema fuera flexible para 
experimentar con tácticas y estrategias de deducción automá-
tica o semiautomática. 
Una tercera línea de trabajo, relacionada con la primera, 
es estudiar la relación del método deductivo con otros. Además 
de su interés puramente teórico, un mejor conocimiento de 
estas relaciones puede facilitar la integración de distintos 
sistemas o la simulación de un sistema por otro. Por ejemplo, 
el método de Burstall y Darlington puede concebirse como una 
forma particular de realizar reemplazamientos por igualdad. 
Esto también permite incorporar al sistema o a una restricción 
del mismo heurísticas que se han mostrado afortunadas en otros 
sistemas [DarlingtonSla, Reddy88, Smith85b]. En este punto se 
enlaza con la siguiente línea de trabajo. 
El último campo de trabajo previsible es el estudio de 
tácticas y estrategias para la semiautomatización del proceso 
deductivo. Esta área no sólo interesa a la programación trans-
formativa, sino a la demostración de teoremas [Aubin79, 
BoMo75] y otros campos de la inteligencia artificial relacio-
nados con búsqueda y control. Pueden desarrollarse estrategias 
(quizá no completas) de búsqueda y compaginarse con un uso 
manual del sistema completo. 
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APÉNDICE A. TERMINOLOGÍA Y NOTACIÓN 
Incluimos un breve recordatorio de los conceptos maneja-
dos. Se utiliza una lógica multigénero con géneros disjuntos; 
utilizamos la palabra tipo como sinónimo de género. Agrupamos 
los conceptos en varios apartados: sintaxis lógica, semántica 
lógica, simplificaciones y reescrituras, teorias lógicas, 
manejo de expresiones, relaciones binarias, sintaxis funcio-
nal. El lector puede encontrar exposiciones más detalladas en 
[Enderton72, MaWa85, MaWa86, MaWa90]. 
A.l. SINTAXIS DE LA LÓGICA 
Símbolo: Es un identificador de tipo, constante, función, 
predicado o conectiva. Un operador es un símbolo de función, 
predicado o conectiva. 
Los símbolos de función y de predicado son unarios, es 
decir, tienen un solo parámetro. Cada símbolo de función tiene 
asociados dos tipos, uno del dominio y otro del rango. Cada 
símbolo de predicado tiene asociado un tipo de dominio. 
Término: Es una expresión que denota un objeto. Un término 
se construye según las reglas: 
- Una constante es un término con un tipo T asociado. 
- Una variable es un término con un tipo T asociado. 
- Si f es un símbolo de función de tipo T^->T2 y t es un 
término de tipo Tl# la aplicación 
f t 
es un término de tipo T2. 
- Si P es una sentencia y s y t son términos de tipo T, el 
condicional 
if F then s else t 
es un término de tipo T. 
Proposición: Es una expresión que representa una relación 
entre objetos. Una proposición se construye según las reglas: 
- Los símbolos de verdad 
true, false 
son proposiciones. 
- Si p es un símbolo de predicado de tipo dominio T, y t 
es un término de tipo T, 
p t 
es una proposición. 
Sentencia: Es una expresión que denota un valor de verdad. 
Una expresión se forma según las reglas: 
- Una proposición es una sentencia. 
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- Si P es una sentencia, la negación 
(not F) 
es una sentencia. 
- Si P y G son sentencias, la conjunción 
(F and G) 
es una sentencia. P y 6 se llaman los conjuntados de la 
conjunción. 
- Si P y 6 son sentencias, la disjunción 
(F or G) 
es una sentencia. P y 6 se llaman los disjuntados de la 
disjunción. 
- Si P y 6 son sentencias, la implicación 
(if F then G) 
es una sentencia. F se llama el antecedente y G se llama 
el consecuente de la implicación. 
- Si P y G son sentencias, la equivalencia 
(F s G) 
es una sentencia. P se llama el lado izquierdo y G se 
llama el lado derecho de la equivalencia. 
- Si P, G y H son sentencias, la condicional 
(if F then G else H) 
es una sentencia. F se llama la cláusula if, G se llama 
la cláusula then y H se llama la cláusula else de la 
condicional. 
- Si x es una variable de tipo T y F es una sentencia, 
((V x:T) F), ((} x:T) F) 
son sentencias. Los prefijos (V x:T) y (J x:T) se llaman 
respectivamente cuantificador universal y cuantificador 
existencial. Representamos por (... x:T) un cuantifica-
dor, bien (• x:T) bien (j x:T). 
Nótese que algunas conectivas se representan mediante 
palabras clave en lugar de los símbolos lógicos usuales. 
Notación informal: La siguiente notación informal no 
amplia el lenguaje de la lógica de predicados, sino que es un 
endulzamiento para conseguir mayor claridad. 
Pueden suprimirse paréntesis en una sentencia (adoptando 
las prioridades usuales) y utilizar corchetes, las dos dimen-
siones y sangrado. También pueden utilizarse constantes, fun-
ciones y predicados especiales (en especial símbolos infijos), 
como 0, + y =. Las funciones prefijas tienen mayor prioridad 
que las infijas. Además se utilizan los criterios usuales de 
prioridad entre funciones infijas. También puede expresarse 
una aplicación con el más usual formato con paréntesis f(t). 
El término f g t representa la aplicación f(g(t)). 
Notación informal de cuantificadores: Podemos agrupar 
informalmente varios cuantificadores en uno solo para reducir 
el tamaño de las sentencias de lógica de predicados de la 
manera siguiente: 
- (V xlf...,xn:T) F 
abrevia 
(V xx:T) ... (V xn:T) F 
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- (3 x1,...,xn:T) F 
abrevia 
(J X I : T ) 
- (V XitTi,-. 
abrevia 
(V XirTi) 
- (3 XX'.TÍ;. 
abrevia 
(3 XxrTi) 
En una lógica 
O xn:T) F 
;xn:Tn) F 
. (V xn:Tn) F 
;xn:Tn) F 
• (3 *n:Tn) F 
monogénero los cuantificadores relativizados 
son una notación informal con la misma sintaxis que los cuan-
tificadores de una lógica multigénero. Los cuantificadores 
relativizados permiten que los cuantificadores afecten a sub-
conjuntos limitados del dominio de interpretación. Se definen 
de la forma siguiente: 
- (V x:T) F 
abrevia 
(V x) r if T(x) -i 
L
 then F J 
- (3 x:T) F 
abrevia 
r T(x) -i (3 x) [ and J 
donde T es un símbolo de predicado de género y F es una sen-
tencia. 
Expresión: Una expresión es un término o una sentencia. 
Variables libres y ligadas: Sea una variable x de tipo T y 
una expresión I. Una aparición de x está ligada en I si está 
dentro del ámbito de un cuantificador (... x:T) en I. Una 
aparición de x está libre en I si no está dentro del ámbito de 
ningún cuantificador (... x:T) en I. Una variable está ligada 
en una expresión I si existe al menos una aparición ligada de 
x en I, y libre si existe al menos una aparición libre de x en 
I. 
Clases de expresiones: Una expresión es básica si no con-
tiene variables. La expresiones que intervienen en la forma-
ción de una expresión son sus subexpresiones. Una subexpresión 
propia es distinta de la expresión completa. De manera similar 
se definen los subtérminos y las subsentencias de una expre-
sión. 
Una aparición de una subexpresión I está ligada en una 
expresión J si existe alguna aparición de alguna variable x 
libre en I tal que dicha aparición está ligada en J. Una apa-
rición de una subexpresión I está libre en una expresión J si 
cada aparición de una variable libre en I también es libre en 
J. 
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Clases de sentencias: Una sentencia es cerrada si no tiene 
ninguna aparición libre de ninguna variable. Dos sentencias 
están mutuamente estandarizadas o estandarizadas entre si si 
las sentencias no contienen ninguna variable común. 
Cierres universal y existencial: Supóngase que la lista 
completa de variables libres de una sentencia F es Xj_,...,xn 
de tipos respectivos Tl#...,Tn. Entonces el cierre universal 
de P, representado (V*) F, es la sentencia cerrada 
(Vx1:T1;...;xn:Tn) F 
y el cierre existencial de F, representado (}*) F, es la sen-
tencia cerrada 
O xxzTj.;... ;xn:Tn) F 
Polaridad de una sentencia: La polaridad de una subsenten-
cia E en una sentencia 8 es un mecanismo sintáctico que indica 
cómo contribuye la verdad de E a la verdad de 8. Una subsen-
tencia puede tener polaridad positiva (representado E +), nega-
tiva (E~) o ambas (E*) en una sentencia. Dos subsentencias de 
una sentencia tienen polaridades opuestas si una tiene polari-
dad positiva y la otra negativa; la opuesta de una polaridad ir 
se representa -*•. 
Una aparición de una subsentencia E de una sentencia S 
tiene polaridad estrictamente positiva en 8 si E tiene polari-
dad positiva, pero no negativa. Análogamente se define la 
polaridad estrictamente negativa. 
Reglas de asignación de polaridad: Básicamente, una apari-
ción de una subsentencia en una sentencia es positiva (o nega-
tiva) si está en el ámbito de un número par (o impar) de nega-
ciones, tanto explícitas como implícitas. 
Dada una sentencia 8, asignamos una polaridad a cada sub-
sentencia de 8 de acuerdo con las siguientes reglas de asigna-
ción de polaridad: 
S+ 
[not F]* s> not F~n 
[F and G]* s> F* and G^ 
[F or G]*" s> F* or G* 
[if F then G]n s> if F~n then Gn 
[F • G] s> F± • G1 
[if F then G else H]*" s> if F± then G*" else G^ 
[(V x:T) F]v s> (V x) F* 
[(] x:T) F]n s> (]
 X) Fn 
[if F then s else t]* s> if F* then s else t. 
Para el uso de estas reglas, se comienza con la sentencia 
S y sucesivamente asignamos una polaridad a cada uno de sus 
componentes sintácticos, hasta que todas las subsentencias 
tienen asignada una polaridad. 
Fuerza de un cuantificador: La fuerza de un cuantificador 
en una sentencia es un mecanismo sintáctico que indica el 
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papel que el cuantlficador juega en la sentencia. Un cuantifi-
cador (... x:T) de una subsentencia (... x:T) F de una senten-
cia 8 puede tener fuerza universal (representado (... x:T)y 
F), existencial ((... x:T)3 F) o ambas ((... x:T)v] p) en 8. 
Decimos que una aparición de un cuantificador tiene fuerza 
universal estricta si tiene fuerza universal estricta pero no 
existencial. Análogamente se define la fuerza existencial 
estricta. 
Reglas de asignación de fuerza: Básicamente, una aparición 
de un cuantificador tiene fuerza universal (o existencial) en 
una sentencia si es un cuantificador universal en el ámbito de 
un número par (o impar) de negaciones. 
La fuerza de una aparición de una subsentencia (... x:T) F 
en una sentencia 8 se determina mediante las reglas: 
- La aparición del cuantificador tiene fuerza universal en 
8 si: 
es un cuantificador universal y (... x:T) F tiene 
polaridad positiva en 8, es decir 
[(V x:T) F ] + => (V x:T)v F 
o 
es un cuantificador existencial y (... x:T) F tiene 
polaridad negativa en 8, es decir 
[(3 x:T) F]~ s> (3 x:T)v F. 
- La aparición del cuantificador tiene fuerza existencial 
en 8 si: 
es un cuantificador existencial y (... x:T) F tiene 
polaridad positiva en 8, es decir 
t(3 x:T) F] + •> (} x:T)3 F 
o 
es un cuantificador universal y (... x:T) F tiene 
polaridad negativa en 8, es decir 
[(V x:T) F]~ => (V x:T)3 F. 
La aparición del cuantificador tiene ambas fuerzas si 
(... x:T) F tiene ambas polaridades, es decir 
[(... x:T) F]* s> (... x:T)v3 F. 
Proposición de reemplazamiento universal y existencial: 
Sean una variable x y un término t, ambos de tipo T y tales 
que x no aparece libre en t, y una sentencia F[x]. Entonces, 
(¥ x:T) if x=t then F[x] es equivalente a F[t] 
y 
(J x:T) x=t and F[x] es equivalente a F[t]. 
Proposición de sustitutividad por equivalencia: Dadas tres 
sentencias cerradas G, H y F<6>, si 6 es equivalente a H, 
F<G> es equivalente a F<H>. 
A.2. SIMPLIFICACIONES Y REBSCRITORAS 
A continuación incluimos un catálogo de simplificaciones y 
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reescrituras del sistema lógico [MaWa90]. Algunas de las rees-
crituras son innecesarias si incluimos un algoritmo de unifi-
cación conmutativo-asociativo [Stickel81] que tome en conside-
ración estas propiedades en las conectivas. 
Simplificaciones true-falso: 
Negación: 
not true => i false 
not false => true 
Conjunción: 
F and true => 
true and F => 
F and false => 
false and F => 
Disjunción: 
F or true => 
true or F => 
F or false => 
false or F => 
Implicación: 
if true then G 
if false then G 
if F then true 














F = true => F 
true s F => F 
F * false => not F 
false s F => not F 
Condicional: 
if true then G 
if false then G 
if F then true 







































if F then G else true => 
if F then G else false => 
Término condicional: 
if true then s else t => 
if false then s else t => 
Otras simplificaciones: 
Negación: 
not (not F) 
not ((not F) and (not G)) 
not ((not F) or (not G)) 
not (if F then (not G)) 
(cond-then-false) 
if F then G 
(cond-else-true) 






=> F or G 
=> F and G 






not (F •'(not G)) => F • G 
not (if F then (not G) else (not H)) 
=> if F then G else F 
Conjunción: 
F and F => F 
F and (not F) => false 
(not F) and F => false 
Disjunción: 
F or F => F 
F or (not F) => true 
(not F) or F => true 
Implicación: 
if F then F => 
if (not F) then F => 
if F then (not F) => 
of (not G) then (not F) 
=> if F then G 
Condicional: 
if F then G else G => G 
if (not F) then G else H 
=> if F then H else G 
Cuant i f icador redundante: 
(V x:T) F => F 
si x no está libre en F 
(3 x:T) F => F 
si x no está libre en F 
Término condicional: 



























not (F and G) 
not (F or G) 
not (if F then G) 
not (F • G) 
not (if F then G else H) 
<=> (not F) or (not G) 
<=> (not F) and (not G) 
<=> F and (not G) 
<=> F = (not G) 







if F then G <=> (not F) or G 
F • G <=> (if F then G) and (if 
F = G <=> (F and G) or ((not F) 
if F then G else H 
<=> (if F then G) and (if (not F) then H) 
if F then G else H 
<=> (F and G) or ((not F) and H) 
G then F) 








F and G <=> G and F 
F or G <=> G or F 
F s G <=> G s F 
Asociatividad: 
(F and G) and H <=> F and (G and H) 
(F or G) or H <=> F or (G or H) 








F and (G or H) 
F or (G and H) 
<=> (F and G) or (F and H) 
<=> (F or G) and (F or H) 
Reordenamiento de cuantificadores: 
(V x:T) (V y:T«) F <=> (Vy:T«) (V x:T) 
(3 *:T) (3 y:T*) F <=> (3 y:T«) (3 x:T) 
Dualidad de cuantificadores: 
not (V x:T) F <=> (3 x:T) (not F) 
not (3 x:T) F <=> (V x:T) (not F) 
Manipulación de cuantificadores: 
(V x:T) [F and G] <=> (V x:T) F and (V x:T) G 
(3 x:T) [F or G] <=> (3 x:T) F or (} x:T) G 
(3 x:T) [if F then G] 
<=> if (V x:T) F then O x:T) G 
Manipulación de condicional: 
p(x,if F then s else t,y) 
<=> if F then p(x,s,y) else p(x,t,y) 
f(x,if F then s else t,y) 














A.3. SEMÁNTICA DE LA LÓGICA 
Interpretación: Sean n conjuntos D¿ no vacíos cuales-
quiera. Una interpretación I sobre los dominios 
valores a un conjunto de símbolos como sigue: D¿ asigna 
- A cada tipo T¿ (l<i<n) del conjunto de símbolos le 
asigna un dominio D¿. 
- A cada constante a de tipo T¿ le asigna un elemento aj 
de D¿. 
- A cada variable x de tipo T¿, un elemento Xj de D^. 
- A cada símbolo de función f de tipo D^->Dj (l<i,j<n), 
una función fj; la función fj está definida sobre un 
argumento d de D¿, y su valor fj d pertenece a Dj. 
- A cada símbolo de predicado p de dominio D¿, una rela-
ción pj; la relación fj está definida sobre un argumento 
d de D, y su valor pj d es cierto o falso. 
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Se dice que una interpretación I es una interpretación de 
una expresión E si I asigna un valor a cada símbolo libre de 
E. 
Valor bajo una interpretación: Dada una interpretación I 
de una expresión E, podemos determinar su valor. Para una sen-
tencia, este valor es un valor de verdad (cierto o falso); 
para un término de término T, este valor es un objeto del 
dominio D asociado a T por la interpretación. Dada una expre-
sión E y una interpretación I, el valor de E bajo I se calcula 
aplicando repetidamente las siguientes reglas semánticas: 
- El valor de una constante 
a 
de tipo T¿ es el elemento aj del dominio D¿. 
- El valor de una variable 
x 
de tipo T¿ es el elemento Xj del dominio D¿. 
- El valor de una aplicación 
f t 
es el elemento fj d del dominio Dj, donde fj es la 
función asignada a f y d es el valor del dominio D¿ 
asignado al término t bajo I. 
- El valor del término condicional 
if F then s else t 
es el valor del término s si la sentencia F es cierta y 
el valor del término t si F es falsa, bajo I. 
- El valor de los símbolos de verdad 
true, false 
son los valores de verdad cierto y falso respectiva-
mente . 
- El valor de una proposición 
p t 
es el valor de verdad pj d (bien cierto bien falso) 
donde pj es la relación asignada a p y d es el valor del 
término t bajo I. 
- El valor de la negación 
not F 
es cierto si la sentencia F es falsa y falso si F es 
cierta. 
- El valor de la conjunción 
F and G 
es cierto si F y G son ambas ciertas y falso en caso 
contrario. 
- El valor de la disjunción 
F or G 
es cierto si ora F ora G es cierto y falso en caso con-
trario. 
- El valor de la implicación 
if F then G 
es cierto si F es cierto o G es falso y falso en caso 
contrario. 
- El valor de la equivalencia 
F s G 
es cierto si los valores de verdad de f y G son iguales 
y falso en caso contrario. 
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- El valor de la condicional 
if F then 6 else H 
es el valor de 6 si F es cierta y es el valor de H si F 
es falsa. 
- El valor de la cuantificación universal 
(V x:Ti) F[x] 
es cierto bajo una interpretación X si la ampliación de 
la interpretación I con la asignación de un elemento d 
cualquiera del dominio D¿ a la variable x hace que el 
valor de F{x] sea cierto, y falso en caso contrario. 
- El valor de la cuantificación existencial 
O x:Ti) F[x] 
es cierto bajo una interpretación I si existe algún ele-
mento d del dominio D¿ tal que la ampliación de I con la 
asignación de d a la variable z hace que el valor de 
F[x] sea cierto, y falso en caso contrario. 
Validez: Una sentencia cerrada F es válida si es cierta 
bajo cada interpretación de F. Una sentencia válida se llama 
un teorema. Una sentencia cerrada F es satisfactible si es 
cierta bajo alguna interpretación de F. Una sentencia F es 
contradictoria (o insatisfactible) si es falsa bajo todas las 
interpretaciones de F. Un conjunto de sentencias cerradas 
Fl'F2'**> es consistente si existe alguna interpretación de 
F1'F2'*>* bajo la que todas las F¿ son ciertas. 
Implicación: Las sentencias F¿,...,Fn implican una 
sentencia 6 si, bajo cada interpretación I de F¿,...,Fn y 6, 
si P1,...,Pn son ciertas bajo I, entonces 6 es cierta bajo I. 
Dos sentencias F y 6 son equivalentes si, bajo cada interpre-
tación de F y O, F tiene el mismo valor de verdad que 6. 
A.4. TEORÍAS LÓGICAS 
Teoría: Una teoría es un conjunto T de sentencias que está 
cerrado bajo la implicación lógica, es decir si T implica una 
sentencia F entonces F pertenece a T. 
Una teoría consta de un lenguaje y un conjunto de senten-
cias (llamadas axiomas). El lenguaje de una teoría es el len-
guaje de lógica de predicados restringido a cierto vocabulario 
0 conjunto de símbolos de constante, función y predicado. Los 
términos, sentencias y expresiones de una teoría son los tér-
minos, sentencias y expresiones de lógica de predicados cuyos 
símbolos de constante, función y predicado pertenecen al voca-
bulario de la teoría. 
Los axiomas de una teoría son un conjunto A de sentencias 
cerradas A1,A2,.*. de la teoría tales que T es precisamente el 
conjunto de sentencias implicado por A. También se dice que 
una teoría se define por sus axiomas. 
Interpretación y validez en una teoría: Una interpretación 
1 es un modelo de una teoría si todo axioma A¿ de la teoría es 
cierto bajo I. Una teoría es consistente si existe al menos un 
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modelo de la teoría. 
Una sentencia cerrada F de una teoría es válida en la teo-
ría si F es cierta bajo cada modelo de la teoría. Una senten-
cia válida en una teoría se llama un teorema de la teoría. Una 
sentencia F implica una sentencia G de la teoría si, siempre 
que F es cierta bajo un modelo de la teoría, 6 es también 
cierta bajo el modelo. Dos sentencias F y 6 son equivalentes 
en la teoría si F y O tienen el mismo valor de verdad bajo 
cualquier modelo de la teoría. 
A.5. MANEJO DE EXPRESIONES 
Reemplazamiento: Sean I, J y K expresiones, siendo I y J 
simultáneamente sentencias o términos del mismo tipo. Si 
escribimos K como K[I], entonces X[J] denota la expresión 
obtenida tras reemplazar en K[I] cada aparición de I por K. 
Esta operación se llama reemplazamiento total. 
Si escribimos X como K<Z>, entonces K<J> denota la expre-
sión obtenida al reemplazar en X<I> ciertas apariciones (cero, 
una o más) de I por J. 
Obsérvese que el reemplazamiento total produce un resul-
tado único, mientras que el reemplazamiento parcial puede pro-
ducir varias expresiones. En ninguno de los dos reemplazamien-
tos se exige que I aparezca en X. 
Reemplazamiento múltiple: Puede ampliarse la definición de 
reemplazamiento para permitir reemplazar varias subexpresiones 
simultáneamente. 
Sean Ix,...,In,Jx,...,Jn Y X expresiones, donde las Ix son 
distintas y, para cada x, Ix y Jx son simultáneamente 
sentencias o términos del mismo tipo. Si escribimos X como 
K[Ix,...#In], entonces X[Jx,...,Jn] denota la expresión 
obtenida al reemplazar simultáneamente en X cada aparición de 
cada expresión Ix por la expresión correspondiente Jx. Esta 
operación se llama reemplazamiento total múltiple. 
Puede haber un conflicto si una expresión Ix es una subex-
presión de otra expresión Ij. En este caso, se sustituye la 
subexpresión más externa, es decir Ij, por su expresión 
correspondiente, es decir Jj. 
Si escribimos X como K<Ix,...,In>, entonces K<J1,.../Jn> 
denota la expresión obtenida al reemplazar simultáneamente en 
X ciertas apariciones (cero, una o más) de algunas expresiones 
Ix por la expresión correspondiente J¿. 
Reemplazamiento parcial con polaridad: Sean las expresio-
nes I, J y X<I+>. Entonces X<J*> denota el resultado de 
reemplazar en X<I+> ciertas apariciones (cero, una o más) 
estrictamente positivas de I por J. 
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Análogamente, sean las expresiones I, J y K<I~>. Entonces 
K<J"> denota el resultado de reemplazar en K<I~> ciertas 
apariciones (cero, una o más) estrictamente negativas de I por 
J. 
De manera análoga a la generalización realizada anterior-
mente también definimos el reemplazamiento múltiple con pola-
ridad . 
Sustitución: Se denomina sustitución a un caso particular 
de reemplazamiento, el de variables por términos. Dadas las 
variables Xi,...,xn, diferentes entre si, y los términos 
t í t . . . , t n , una sustitución 
9: { x1<-t1, ... , xn<-tn } 
es un conjunto de pares de reemplazamiento x¿<-t¿ donde x¿ y 
t¿ tienen el mismo tipo. La sustitución vacia {} es el con-
junto que no contiene ningún par de reemplazamiento. 
Dada una sustitución 8 y una expresión e, denotamos por e8 
la expresión obtenida al aplicar 8 a e, es decir, al sustituir 
simultáneamente, para cada par de reemplazamiento X£<-t¿ de 8, 
cada aparición en e de la variable x¿ por la expresión t¿. 
También se dice que e8 es una instancia de e. 
Sustitución más general: La composición 8/t de dos sustitu-
ciones 8 y n es una sustitución que cumple la propiedad de que 
su aplicación a una expresión e produce el mismo resultado que 
aplicar primero la sustitución 8 y después fi, es decir 
e(8/4) = (e8)M 
Una sustitución 8 es más general que una sustitución 8' si 
existe una sustitución /i tal que 8¿i=8'. 
Unificador: Se dice que una sustitución es un unificador 
de dos expresiones e y f si ee=f8. 
Se dice que una sustitución 8 es un unificador más general 
de dos expresiones e y f si 8 es un unificador de e y f y si 8 
es más general que ningún otro unificador de e y f. Existe un 
algoritmo de unificación [Walther84] que, dado un par de 
expresiones, determina si es unificable y en caso positivo, 
produce un unificador más general. El algoritmo puede 
ampliarse para que considere la conmutatividad y la asociati-
vidad de las funciones [Stickel81]. 
Podemos extender la noción de unificador a una lista e de 
expresiones eíf...,en. Se dice que una sustitución 8 es un 
unificador simultáneo de la lista e si e1e=...=en8. 
Sustitución y reemplazamiento: A veces es conveniente usar 
conjuntamente las nociones de reemplazamiento y sustitución. 
Sean las expresiones I, J y K, donde I y J son simultáneamente 
sentencias o términos, y sea la sustitución 8. Si escribimos K 
como K[I], entonces K8[J] denota la expresión resultante de 
reemplazar en K8 cada aparición de 18 por J. Si escribimos K 
como K<I>, entonces K8<J> denota la expresión resultante de 
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reemplazar en K6 ciertas apariciones (cero, una o más) de 19 
por J. 
Réplicas: Dos expresiones I y J son réplicas si ambas 
expresiones son instancias de una sentencia K más general y 
ninguna (ni I ni J) es una instancia de la otra. 
A.6. RELACIONES BINARIAS 
Relación: Un símbolo de relación es un símbolo de predi-
cado o de conectiva. (Las conectivas lógicas se consideran 
relaciones sobre el conjunto de valores booleanos {true, 
false}.) 
Sean p y q dos relaciones sobre n-tuplas. Se dice que p 
implica q si, para expresiones Ilf...,In cualesquiera, 
if p(llf...fln) then q(llf...fln) 
es válida. 
Relación binaria: Es una relación « definida sobre pares. 
La inversa » de « se define, para expresiones I, J 
cualesquiera, como 
I»J • J « I 
Dadas dos relaciones <^ y <2 definidas sobre pares de 
elementos de tipo T, <t es una subrelación de <2 si se cumple: 
(V x,y:T) r if x<!y -i 
L
 then x<2y J 
Relación bien fundada: Es una relación binaria definida 
sobre pares de elementos de un tipo T cualquiera, tal que no 
existen secuencias decrecientes infinitas, es decir, no exis-
ten secuencias de valores x¿,x2,... de tipo T tal que cumplan 
x1>>x2>>... . 
Proposición de subrelación bien fundada: Dadas dos rela-
ciones <! y <2 tales que <i es una subrelación de <2, 
si <2 es una relación bien fundada, 
entonces <^ también es una relación bien fundada. 
Monotonicidad: Una subexpresión es monotónicamente cre-
ciente (o simplemente creciente) en una expresión si al reem-
plazar la subexpresión por otra mayor, se obtiene una expre-
sión mayor. La subexpresión es monotónicamente decreciente si 
el mismo reemplazamiento produce una expresión menor. Las 
palabras "mayor" y "menor" siempre son relativas a dos rela-
ciones <! y <2. 
Polaridad: Es un mecanismo sintáctico que identifica la 
monotonicidad de una expresión respecto a dos relaciones <^ y 
<2. Si una subexpresión I es monotónicamente creciente, decre-
ciente, ambas propiedades o ninguna dentro de un expresión J 
respecto a dos relaciones <¿ y <2, se dice que tiene una 
polaridad positiva (representada J[I+<1<2])/ negativa 
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(J[I"<1<2]), ambas polaridades (J[I±<1<2]) o ninguna respecto 
a <i y <2 en J. 
Si la relación <2 es la conectiva if-then, simplemente 
hablamos de polaridad de una subexpresión I en una expresión J 
respecto a <4 (representado J[I*<1], donde » es la polaridad 
respecto a <¿). Si además la relación <^ es la conectiva 
if-then, solamente hablamos de la polaridad de la subsentencia 
F en la sentencia 6 (representado G[F*], donde ir es la 
polaridad), como se expone en el apartado A.l. 
Polaridad de un operador: Sea O un operador con un domi-
niode n-tuplas y <i, <z dos relaciones binarias. Entonces, 
- O es positivo sobre su i-ésimo argumento respecto a <^ y 
<2 si, para expresiones I¿,...,In,J cualesquiera, la 
sentencia 
if Ii<iJ 
then 0(Ilf...,I¿,...,In) <2 0(li,...,J,...,In) 
es válida. 
- O es negativo sobre su i-ésimo argumento respecto a <j_ y 
<2 si, para expresiones I¿,...,Xn,J cualesquiera, la 
sentencia 
if Ii<iJ 
then 0(IX,...,J,...,In) <2 0(Ilr...,I¿,...,In) 
es válida. 
Puede comprobarse que cualquier relación es tanto positiva 
como negativa sobre cada uno de sus argumentos respecto a la 
relación de igualdad = (según la propiedad de sustitutividad 
en predicados de la igualdad). Además, cada función es tanto 
positiva como negativa sobre cada uno de sus argumentos res-
pecto a = y = (según la propiedad de sustitutividad funcional 
de la igualdad). 
Polaridad de una subexpresión: 
Sean <i y <2 dos relaciones binarias. Entonces: 
- Una expresión I es positiva en I misma respecto a <^ y 
<2 si <i implica <2« 
- Una expresión I es negativa en I misma respecto a <± y 
' <2 si <! implica >2. 
Sea O un operador definido sobre n-tuplas y sean Ilr...,In 
expresiones cualesquiera. Considérese una aparición de J en 
una expresión I¿. Entonces: 
- La aparición de J es positiva en 0(Ii,...,In) respecto a 
<1 v <2 s* existe una relación binaria « tal que: 
la polaridad de la aparición de J en I¿ respecto a 
<i y « 
es la misma que 
la polaridad de O sobre su i-ésimo argumento respecto 
a « y <2. 
- La aparición de J es negativa en 0(l^,.../ln) respecto a 
<1 y <2 s^ existe una relación binaria « tal que: 
la polaridad de la aparición de J en I¿ respecto a 
<i y « 
es la contraria que 
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la polaridad de O sobre su i-ésimo argumento respecto 
a « y <2. 
Además, si O no tiene polaridad sobre su i-ésimo argu-
mento o si J no tiene polaridad en I¿, entonces J no tiene 
polaridad en 0(1^,...,ln). Por otro lado, si J tiene ambas 
polaridades en 1* y O tiene alguna polaridad sobre su i-ésimo 
argumento, o si O tiene ambas polaridades sobre su i-ésimo 
argumento y J tiene alguna polaridad en I¿, entonces J tiene 
ambas polaridades en 0(I1#...,In). 
Proposición de reemplazamiento de polaridad: 
Para cualquier relación binaria << y sentencia 
F<I+<<,J~<-<>, la sentencia 
if I«J 
then if F<I+<<,J-<<> 
then F<J+<<,I_<<> 
es válida. Aquí F<J+<<,I"*<<> es el resultado de reemplazar en 
F<I+<<#J"<<> ciertas apariciones positivas de I por J y 
ciertas apariciones negativas de J por I. 
A.7. SINTAXIS FUNCIONAL 
Función total y parcial: Una función se llama parcial si 
existe algún elemento de su tipo dominio que no tiene asociado 
ningún elemento del tipo rango. 
Programa funcional: Es un texto formado por un conjunto de 
declaraciones de tipo y declaraciones de función. 
Declaración de tipo: Es una construcción que declara el 
modo de formar sintácticamente los valores de un tipo. Una 
declaración de tipo tiene el formato: 
data T == Ci Tx ++ ... ++ Cjn Tm ; 
donde T es un identificador del nuevo tipo, 
T¿ (l<i<m), opcional, es un tipo de n-tuplas (n>l) for-
madas por elementos de tipos ya definidos o de tipo T, 
C¿ (l<i<m) es bien un símbolo de constante de tipo T 
bien un símbolo de función de tipo dominio T¿ y tipo 
rango T. 
Cada símbolo C¿ se llama un constructor. Una función 
constructora no se define con una regla de cálculo. 
Se dice que un tipo T es recursivo si alguna función cons-
tructora C¿ de su definición tiene como tipo dominio T¿ una 
tupia donde algún elemento es de tipo T. 
Término funcional: Es una expresión utilizable en un pro-
grama funcional. Un término funcional se forma según las 
reglas: 
- 272 -
- Un término de la lógica de tipo T es un término funcio-
nal de tipo T. 
- Si ti es un término funcional de tipo T¿ formado 
exclusivamente por variables y constructores, y t2 y t3 
son dos términos funcionales cualesquiera de tipos res-
pectivos Tt y I2, la definición local: 




where ti » t2 
es un término funcional de tipo T2. 
t^ se llama el término cualificado, t2 se llama el 
término cualificador y t3 se llama el término resul-
tado. 
Los conceptos de término básico y subtérmino se definen 
igual que en la lógica de predicados. 
Valor de una expresión básica: Una expresión básica, bien 
un término funcional bien una sentencia, puede reescribirse es 
una expresión igual o equivalente, respectivamente, en cual-
quier modelo de la teoría. La expresión final se llama el 
valor de la expresión inicial. 
Valores de un tipo de datos: El conjunto de valores de un 
tipo T está formado por los términos básicos construibles a 
partir de sus constructores constantes más el conjunto de 
aplicaciones de cada función constructora C¿ a todos los 
valores de su tipo dominio T¿. Este uso de los constructores 
como base sintáctica para representar los valores de los tipos 
de datos hace que los tipos de datos de datos se limen álge-
bras de palabras. 
Existe un método de cálculo del conjunto de valores de un 
tipo (recursivo) T. En primer lugar se forma el conjunto de 
constantes constructoras del tipo. Después se halla el con-
junto de aplicaciones de sus funciones constructoras a tupias 
de valores ya hallados. Si aparece involucrado algún tipo dis-
tinto de T, se toman todos sus valores posibles. Se repite 
sucesivas veces este proceso de forma tal que en cada itera-
ción se aplican las funciones constructoras a tupias de valo-
res obtenidos previamente y se eliminan los valores ya exis-
tentes o repetidos. El conjunto de valores del tipo es la 
unión de todos estos conjuntos. 
Símbolo predefinido: Es un símbolo de operador que, dados 
unos operandos básicos, forma una expresión básica con un 
valor asociado de manera inmediata. Todos los símbolos de pre-
dicado y conectiva se consideran predefinidos. 
Valor de una sentencia básica: Una sentencia básica tiene 
como valor los símbolos de verdad true o false. 
Valor de un término funcional básico: Un término funcional 
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básico tiene como valor otro término funcional básico formado 
exclusivamente por constantes y funciones constructoras. El 
valor de un término funcional básico se calcula según las 
reglas: 
- El valor de una constante 
c 
es la misma constante c. 
- El valor de una aplicación de función predefinida 
f t 
es un valor v dependiente de la función f particular. 
- El valor de una aplicación de función constructora 
C t 
es el término C t', donde t1 es el valor de t. 
- El valor de una aplicación de función no predefinida y 
no constructora 
f t 
donde t tiene un valor t» y t»[o] es unificable con el 
término t1[5] del lado izquierdo de una ecuación 
f t»[x] <= s[x] ; 
es el valor del término a[e]. 
- El valor de un término condicional 
if F then s else t 
es el valor de s si la sentencia básica F tiene un 
valor true y es el valor de t si tiene un valor false. 
- El valor de una definición local 
let t^ = t2 
in t3 
donde t£ tiene un valor t^[é] unificable con el término 
cualificado t¿[2] y t3 tiene la forma t3[x], es el valor 
del término t3[•]. 
Patrón: Es un término funcional formado exclusivamente por 
variables y constructores y utilizado en algunas construccio-
nes sintácticas para descomponer un valor en sus componentes. 
Declaración de función: Es una construcción sintáctica que 
define una función nueva. Deben declararse todas las funciones 
excepto las funciones constructoras y las funciones predefi-
nidas. Una declaración de función consta de una declaración de 
tipo y un conjunto de ecuaciones. 
Declaración de tipo de función: Es una construcción sin-
táctica que declara el símbolo f de una función y su tipo, 
consistente en un tipo dominio D y un tipo rango R. El formato 
de una declaración de tipo de función es: 
dec f : D -> R ; 
Ecuación: Es una regla de cálculo que expresa el valor de 
la función cuando el valor de su parámetro se ha construido de 
cierta forma, es decir, coincide con cierto patrón. El formato 
de una ecuación es: 
f p <= t ; 
Una ecuación consta de un lado izquierdo (o cabecera) y un 
lado derecho (o cuerpo). El lado izquierdo contiene el símbolo 
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de función f y un patrón p. El lado derecho contiene un tér-
mino cualquiera t. 
Función reoursiva: Es una función tal que su declaración 
incluye su símbolo en el lado derecho de alguna ecuación. 
Dicha ecuación se llama una ecuación de recurrencia. 
Función completa: El comportamiento completo de una fun-
ción se define a partir del conjunto de sus ecuaciones. Cada 
ecuación puede usar cualquier combinación de variables y 
constructores en su patrón siempre que se respeten las 
siguientes restricciones: 
- El conjunto de las ecuaciones debe cubrir con sus patro-
nes el total de formas de construir el parámetro de la 
función. Si la función es parcial, deben faltar las 
ecuaciones correspondientes a los casos indefinidos. 
- Dada una aplicación de la función a un valor constante, 
no debe existir ambigüedad sobre la ecuación a utilizar. 
Variables anónimas y sinónimas: Una variable anónima de 
una ecuación es una variable del lado izquierdo que no aparece 
en el lado derecho de la ecuación. Una variable anónima no se 
representa en la cabecera con un símbolo de variable, sino con 
el carácter de subrayado '_'. 
En una ecuación una variable sinónima s es una variable 
que representa a un subtérmino t del patrón p de la ecuación. 
Una variable sinónima se declara en el lado izquierdo de la 
ecuación escribiendo el patrón p[t] como p[s&t]. 
Función selectora: Es una función que extrae un elemento 
(constante) de un valor formado por varios elementos. 
Ámbito de un símbolo: Es la porción de texto de programa 
donde el símbolo puede aparecer. Un símbolo de constante o 
función tiene como ámbito todo el texto que hay a partir de la 
definición del símbolo. 
Un símbolo de una variable x que aparece en el lado 
izquierdo de una ecuación tiene como ámbito el lado derecho de 
dicha ecuación. Un símbolo de variable x que aparece en el 
término cualificado de una definición local tiene como ámbito 
el término resultado de la definición. 
- 275 -
APÉNDICE B. TEORÍAS DE LOS EJEMPLOS 
Incluimos la teoría combinada necesaria para desarrollar 
los ejemplos desarrollados por el autor durante la realización 
de la tesis. La relación completa de éstos se encuentra al 
comienzo del Capitulo 4, aunque con detalle sólo se hayan 
desarrollado cinco programas. 
Se incluyen teorías de pares, listas y conjuntos de ente-
ros. Por brevedad no se incluyen las instancias correspondien-
tes de los principios de sustitutividad por igualdad. Las teo-
rías de otros pares (entero-lista, lista-entero, etc.), n-tu-
plas, listas y conjuntos se definen de manera análoga, pero de 
nuevo no aparecen por brevedad. 
B.l. TEORÍA DE ENTEROS NO NEGATIVOS 
Unicidad: 
(V xrentero) not succ x=0 (unicidad-cero) 
(V x,y:entero) if succ x=succ y then x=y (unicidad-succ) 
Igualdad e inducción: 
(V x:entero) x=x 









(V x:entero) r if F[x] 
then F[x+1] 






(3 yrentero) x=succ y J 
Relación <pred: 





(V x:entero) x+0 « x 
(V x,yrentero) x+succ y = succ(x+y) 
Resta: 
(V x:entero) x-0 = x 
(V x,y:entero) (x+l)-(y+l) = x-y 
Multiplicación: 
(V xrentero) x*0 = 0 
(V x,y:entero) x*succ y = x*y+x 
Relación <: 
(V x:entero) x<0 * x=0 
(V x,y:entero) x<y • x=y or x^y-1 
(V x:entero) x<x 
(V x,y:entero) if x£y and ylx then x=y 
(V x,y,zrentero) 
if x£y and y<z then x<z 
(V x,y:entero) x<y or y<x 
Relaciones asociadas a <: 
(V x,y:entero) x<y « x<y and not x=y 
(V x,y:entero) x<y = x<y or x=y 
(V x,yrentero) x>y • y<x 
(V x,y:entero) x>y or y>x 
(V x,y:entero) x>y • y<x 
(V x,y:entero) if x>y then x>y 
(V x:entero) succ x > 0 
(V x,y:entero) x>0 and y>x = y-x<y 
Relación divisor: 
(V x:entero) x|x 
























(V x,y, z:entero) 
[- if y>x 
then 
z|x and z|y 
s 
z|x and z|Cy-x) J 
(V x,y:entero) if x|y and y>0 then x<y 
(I-resta) 
(V x,y,z:entero) 
zjx and z|y * z|x and z[(y mod x) 
B.2. TEORÍA DE PARES DE ENTEROS 
Descomposición y unicidad: 
(V x:entero#entero) x.= (xl,x2) 
(i XI,x2rentero) 
(V xl,x2,yl,y2:entero) 
r if (xl,x2) = (yl,y2) -i 
L
 then xl=yl and x2=y2 J 
Igualdad: 
(V p:entero#entero) p=p 
(V pl,p2:entero#entero) if pl=p2 then p2 
(V pl,p2,p3:entero#entero) 
if pl=p2 and p2=p3 then pl=p3 
Funciones selectoras: 
(V xl,x2rentero) primero (xl,x2) = xl 






Xl=x3 and x2<2X4 
para dos relaciones <^ y <2 cualesquiera 
(V Xl,x2,x3,x4:entero) 
(xl,x2)<prog(<1/<2)(X3,X4) 
xl<!x3 and x2=x4 
or 
xl=x3 and x2<2x4 













B.3. TEORÍA DE LISTAS DE ENTEROS 
Unicidad: 
(V x:entero,1;1ista) not x::l=nil 
r if xl::ll=x2::1¿ ~¡ 
L
 then xl=x2 and 11=12 J 
Igualdad e inducción: 
(V 1:lista) 1=1 
(V 11,12:lista) if 11=12 then 12=11 
(V xl,x2:entero) 2






if 11=12 and 12=13 then 11=13 (=-transitividad) 
r F[nil] 
if and 
(V *) (V x:enterol r if F[l] 
L
 (V l:lista) L then F[x::l] 
L
 then (V 1:lista) F[l] 








(V x:numero;i:lista) cabeza (x::l) = x 
(V x:numero;1:lista) cola (x::l) = 1 
Relación <cola: * 
. ' T .11 <cola 12 1 (/ 11,12:lista) • 
L
 (^  x:entero) x::ll = 12 -1 
(V 1:lista) not 1 <coia nil 
(V x:entero;!:lista) 1 <coia x::l 
Funciones de partición: 
(V x,y:entero;l:lista) 
izda(x: :y: :l)odcha(x: :y: :l)=x: :y: :1 (izda-dcha) 





(V x,y:entero;!:lista) not dcha(x::y::l)=x::y::1 
Concatenación: 
(V 1: lista) nilol - 1 
(dcha) 
(V x:entero;11,12:lista) 
(x::ll)ol2 - x::(llol2) 
(V l: lista) lonil = 1 
(V x:entero; 1:lista) x::nilol = x::l 
(V 11,12,13: l i s ta) 
( l l o l2 )<>13 - 1 1 0 ( 1 2 0 1 3 ) 
Inversión: 
invertir nil = nil 
(V x:entero;1:lista) 








Relación de pertenencia: 
(V x:entero) not xenil (e-nil) 
(V x,y:entero; 1:lista) xey::l a x=y or xel (e-::) 
(V x:entero;11,12:lista) x€ll<>12 • xcll or xel2 (e-<>) 
Relación de permutación: 
(V 1:lista) penn (1,1) (perm-reflexiva) 
(V x:entero;ll,12:lista) 
perm (x::ll,x::12) s perm (11,12) 
(V xrentero;11,12,13:lista) 
perm (x: :ll,12ox: :13) 
(perm-::) 
perm (11,12<>13) (perm-o) 
(V 11,12: l i s ta) p e r m ( l l o l 2 , 1 2 o l l ) (perm-o-conmutativa', 
Predicado de ordenación: 
ord n i l 
ord x : :n i l 
(V x:entero;1: l is ta) 
ord (x: : l ) as 
ord 1 
and 







ord 12 ord 11 and 
and 
(V x, y rentero) r if xell and yel2 -i 





r i f p e r m ( l l o x : :12,13) -i 
L
 then 12<ca^«13 J 
'saco-1 
(V 11,12,13,14:lista) 
r if ll*12ol3<>14 and not 11=13 -i 
L then 13<listall J 
(< saco-
(<lista) 
B.4. TEORÍA DE CONJUNTOS DE ENTEROS 
Relación de pertenencia: 
(V x:entero) not xe0 (e-#) 
(V x,y:entero;c:conjunto) xey.c a x=y or xcc (€-.) 
(V x:entero;cl,c2:conjunto) X€clüc2 • xecl or xec2 (e-U) 
Igualdad e inducción: 
(V c:conjunto) c=c (=-reflexiva) 
(V cl,c2:conjunto) if cl=c2 then c2=cl (=-simetría) 
(V el,c2,c3:conjunto) 
if cl=c2 and c2=c3 then cl=c3 (=-transitividad) 
(V x:entero;c:conjunto) x.(x.c) = x.c (multiplicidad) 




(V x: entero) rif not xec -i 
(V c:conjunto) then if F[c] 
L
 then F[x.c]J 
(inducción) 
then (V c:conjunto) F[c] 







(3 xrentero r c=x.c' and -i 
- (3 c'rconjunto) *- not xec* •'-' 
:resto: 
(descomposición) 
(V x:entero;c:conj unto) 
if not xec then c<rest0x.c (<resto) 
