Abstract. We develop and justify an algorithm for the construction of quasiMonte Carlo (QMC) rules for integration in weighted Sobolev spaces; the rules so constructed are shifted rank-1 lattice rules. The parameters characterising the shifted lattice rule are found "component-by-component": the (d + 1)-th component of the generator vector and the shift are obtained by successive 1-dimensional searches, with the previous d components kept unchanged. The rules constructed in this way are shown to achieve a strong tractability error bound in weighted Sobolev spaces. A search for n-point rules with n prime and all dimensions 1 to d requires a total cost of O(n 3 d 2 ) operations. This may be reduced to O(n 3 d) operations at the expense of O(n 2 ) storage. Numerical values of parameters and worst-case errors are given for dimensions up to 40 and n up to a few thousand. The worst-case errors for these rules are found to be much smaller than the theoretical bounds.
Introduction
In this paper we develop a constructive approach to the design of quasi-Monte Carlo (or QMC) integration rules for approximating integrals over the d-dimensional unit cube,
We recall that QMC rules are algorithms of the form if that bound is independent of d. In this situation, the least possible value (or the infimum) of the power of ε −1 is called the ε-exponent. In [8] it is shown that the necessary and sufficient condition for strong QMC tractability is ∞ j=1 γ j < ∞, (1.2) where the nonincreasing sequence {γ j } of positive numbers γ j (the "weights") characterizes the decreasing importance of the successive co-ordinate directions in the weighted Sobolev space. (Precise details of the space are given in Section 2.) If this condition holds, then n 0 (ε, d) is bounded by Cε −2 , with C independent of d; thus the ε-exponent is at most 2.
More general quadrature formulas are considered in [10] and [4] : the former allows any positive weights, the latter allows even negative weights. The conclusion in both cases is that the greater freedom does not make the problem any easier, in the sense that (1.2) is still the necessary and sufficient condition for strong tractability.
The proof used in [8] is nonconstructive (the argument involves averaging over all choices of the quadrature points x i in (1.1)), and therefore gives no clue as to how to construct QMC rules that achieve an error bound appropriate to strong QMC tractability.
The spur to the present construction comes from a later paper [9] , where it is proved that if (1.2) holds then the strong tractability bound can be achieved, if n is prime, by QMC rules from the relatively small class of "shifted lattice rules". These are rules of the form (given that n is prime)
where z ∈ Z d has no component divisible by n, and ∆ ∈ [0, 1) d is the "shift". Here the braces around a vector indicate that we take the fractional part of each component of the vector. (The paper [9] also gives the improved value of 1 for the ε-exponent if the weights satisfy ∞ j=1 γ 1/2 j < ∞, thereby confirming results previously obtained nonconstructively by [3] ; we do not obtain results of this kind here.)
Lattice rules, discussed in [5] and [6] , are usually considered only in the context of periodic functions, but in Section 6 of [9] and here they are considered for the integration of general (nonperiodic) functions from the weighted Sobolev space.
The total number of distinct lattice rules with n quadrature points is finite, since it is clearly sufficient in (1.3) to restrict z to the set Z However, a direct search for good QMC rules of the form (1.3) is infeasible when d is large, because the number of choices of the integer vector z is (n − 1) d , which rises exponentially with d. In addition, there is the problem of choosing the ddimensional shift ∆.
In the present paper we develop a theoretical framework for the practical construction of shifted lattice rules that achieve the predicted strong tractability error bound.
Our construction is inspired by a component-by-component construction of "good" lattice rules introduced, for the classical context of periodic functions, in the recent paper [7] . At each stage of that construction a one-dimensional search is carried out for the last component of z, with all previously computed components held fixed, in the knowledge that there exists at least one choice for the added component of z for which the desired error bound is achieved. From this it follows that the best possible choice must certainly achieve the bound.
The present setting is different from that in [7] , because the spaces are now Sobolev spaces instead of Korobov spaces, and there is the extra difficulty of having to find a suitable shift ∆ in (1.3). Nevertheless, the final result (stated in Theorem 4.4) has a similar flavor: in essence if z ∈ Z d n and ∆ ∈ [0, 1) d are such as to achieve an appropriate bound for the worst-case error in the d-dimensional case, then there exists a pair (z d+1 , ∆ d+1 ) ∈ Z n × [0, 1) for which the (d + 1)-dimensional case with these components adjoined (and all other components left unchanged) satisfies an analogous bound. It follows that a suitable pair (z d+1 , ∆ d+1 ) could in principle be obtained by minimizing the worst-case error in the (d + 1)-dimensional case over all possible choices of the pair. Even that task would be difficult. Fortunately, the theorem also establishes that a satisfactory pair (z d+1 , ∆ d+1 ) can be obtained by finding first z d+1 (by minimizing the explicitly known mean square error over all 1-dimensional shifts ∆ d+1 ) and then, with z d+1 fixed, determining the shift by minimizing the worst-case error over ∆ d+1 . The theorem even states that the search over the shifts ∆ d+1 can be restricted to the discrete set {1/(2n), 3/(2n), . . . ,
The final fruit of the theoretical considerations is the algorithm in Section 5. This gives a foolproof way of constructing, for each prime value of n, an unending sequence of shifted lattice rules Q n,d , with d increasing, at the cost of carrying out two 1-dimensional searches of length n at each stage of the construction. The total cost for constructing all rules up to dimension d is at most O(n 3 d 2 ) operations. This may be reduced to O(n 3 d) operations at the expense of O(n 2 ) storage. The quadrature error is bounded by
Explicit examples of such sequences are shown in Section 6, for n = 1009, 2003 and 4001 (all of which are prime). The numerical results reveal that the resulting worst-case errors are always much smaller than the theoretical bounds. Moreover, the apparent dependence of the worst-case errors on n is always better than the predicted O(n −1/2 ).
Weighted Sobolev spaces
We start by defining a 1-dimensional Sobolev space which is parametrized by positive numbers β and γ and a number a ∈ [0, 1]. The Hilbert space H 1 = H 1,β,γ,a is the space of absolutely continuous and once-differentiable real functions defined on [0, 1] with square-integrable first derivatives. The inner product in H 1 has the form
with corresponding norm f 1 = f, f 1 . Though we may assume that β = 1 as in [9] (there it is also assumed that a = 1), we shall not make this assumption since there is no disadvantage in allowing β to take on any positive value. A general choice of the parameter a is also considered in [4] . The space H 1 is a reproducing kernel Hilbert space, since there exists a (unique) K 1 (x, y) such that f (y) = f, K 1 (·, y) 1 for all f ∈ H 1 . An explicit expression for this reproducing kernel is given in the next lemma.
Lemma 2.1. The reproducing kernel for the space H 1 is
The proof of this lemma is similar to the proof in [4] for the case when β = 1, and hence is omitted.
For the functional of one-dimensional integration,
we can easily find its representer, that is, the function
Lemma 2.2. The representer of integration in the space
where
The norm of this representer is given by
Again, the proof of this lemma is similar to the proof in [4] for the case when β = 1. Now we define our d-dimensional weighted Sobolev space parametrized by a vector a ∈ [0, 1] d . Suppose we have two positive sequences β = {β j } and γ = {γ j }. We define the d-dimensional reproducing kernel Hilbert space H d as the tensor product 
where ω aj (y j ) is given by (2.2) with a = a j and y = y j . By the definition of the norm corresponding to the inner product in (2.3), we can show that the norm of the representer is
. , x n−1 } be the set of points for the QMC rule (1.1). Then for the Hilbert space H d with reproducing kernel K d , we define the worst-case error
We also define the initial approximation Q 0,d (f ) to be 0, so that the initial worstcase error is simply e 0,d
where ω a and µ a are given by (2.2) and (2.1) respectively, and x i,j is the j-th component of
Proof. It follows from (2.7) that
The result now follows from (2.4), (2.5), and (2.6).
When all the β j are 1 and all of the components of a are also 1, then the corresponding worst-case error e n,d (P n,d , K d ) is simply the weighted version of the L 2 star discrepancy considered in earlier work (for example, see [2] and [8] ). When all the β j are 1 and all of the components of a are 1/2, then the corresponding worst-case error
The shift-invariant kernel
In the subsequent work we shall need the "shift-invariant" kernel corresponding to (2.4), as defined in Hickernell and Woźniakowski [3] . A shift-invariant kernel associated with any reproducing kernel
It is said to be shift-invariant because
The proof of this lemma in the case when a = 1 can be found in [3] . The proof when a ∈ [0, 1) is not difficult but is tedious, and hence is omitted.
The shift-invariant kernel K
Generalized weighted Korobov spaces are spaces in which the reproducing kernels are of the form
where the prime in the sum indicates that we exclude the h = 0 term. Such spaces have been considered previously in [3] and [9] . In the following lemma, we show that K * d,β,γ,a is a kernel for such a weighted Korobov space with α = 2.
Proof. We have from Lemma 3.1
. We can write B 2 as the Fourier expansion (for example, see [6] )
It then follows that we can write K * 1,β,γ,a as
this completes the proof.
A theoretical foundation for component-by-component searches
We consider "shifted" rank-1 lattice rules, that is, quasi-Monte Carlo rules with quadrature points given by the set
is the generator vector with Z n given by (1.4). For simplicity, n is chosen to be a prime number and hence n > 1.
The following theorem asserts the existence of a shifted lattice rule with relatively small worst-case error.
Theorem 4.1. Let n be a prime number and
Thus for an arbitrary fixed vector z ∈ Z d n there exists at least one shift ∆ ∈ [0, 1)
be the Riemann zeta function. A slight adaptation of Lemma 2(ii) in [9] shows that if n satisfies, for all j ≥ 1,
Upon making the substitutionsβ j = β j + γ j a 2 j − a j + 1 3 andγ j = γj 2π 2 , and then simplifying, we obtain
Hence there exists a choice of z ∈ Z d n such that
In turn there exists a choice of
Since a 2 − a + , a sufficient condition for (4.1) to hold is that, for each j ≥ 1,
Since β j , γ j > 0 for each j, this condition holds when n ≥ 2, and so is automatically true when n is a prime number. This completes the proof.
For simplicity, we will take a = 1 in the rest of the paper. The remaining theorems can be extended to a general a, but the resulting proofs are more involved. When a = 1, it follows from Lemma 2.3 that, for 
where z d+1 ∈ Z n and ∆ d+1 ∈ [0, 1), so that the first d components of the points in the set P n,d+1 (P n,d , z d+1 , ∆ d+1 ) are exactly the points of P n,d . If P n,1 is a 1-dimensional lattice rule, then the (d + 1)-dimensional rule constructed recursively in this way is a shifted lattice rule. Theorem 4.4 makes essential use of the quantity
which is the mean of the square worst-case error for the (d + 1)-dimensional rule with points P n,d+1 (P n,d , z d+1 , ∆ d+1 ) taken over all values of the shift ∆ d+1 .
Lemma 4.2. Let the set P
Proof. For any z d+1 ∈ Z n and any ∆ d+1 ∈ [0, 1), suppose we define
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Thus the mean square worst-case error defined above is
For any x, y ∈ R, it may be verified that 
the result follows.
We shall find it convenient to introduce also a discrete form of the mean (4.3),
which is just the composite mid-point rule with spacing 1/n applied to the integral in (4.3).
Lemma 4.3. Let the set P
Proof. For any x, y ∈ R, we have 
On the other hand, {x + ∆} 2 is quadratic with a positive second derivative on each subinterval, and so, upon applying the mid-point rule, we have, for m = 1, . . . , n,
, z d+1 ) in (4.4) obtained by the composite mid-point rule with spacing 1/n, the result follows.
Theorem 4.4. Let n be a prime number and let the set
A pair (z d+1 , ∆ d+1 ) that achieves this bound can be found by first finding a z d+1 that minimizes M Proof. For any z d+1 ∈ Z n , it follows from Lemma 4.2 and (4.2) that
On separating the i = k terms and the i = k terms, we obtain
where we have used (3.2). Now we average this over all possible values of z d+1 ∈ Z n , forming
If h is a multiple of n, then
If h is not a multiple of n, then, noting that i − k is not a multiple of n either, we have
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It follows that ψ n,d+1 < 0. Hence
Now for this particular choice of
. . , n}. Therefore if we choose ∆ d+1 from this finite set to minimize e
, and in turn it follows from Lemma 4.3 that
This completes the proof.
The component-by-component search algorithm
We now introduce the simpler notation
Given n (a prime number) and d, Theorem 4.4 leads to the following algorithm for finding a generator vector z = (z 1 , z 2 
If at a later time further dimensions are needed, the algorithm can be restarted in an obvious way. 
We see from the algorithm that the cost of constructing a rule for all dimensions up to d is O(n 3 d 2 ). This can be reduced to O(n 3 d) if we store the products during the search. However, this would require O(n 2 ) storage. The next theorem states, in effect, that the QMC rules found by the present procedure conform with the strong QMC tractability bound of [8] . At the same time it confirms that the ε-exponent (see the Introduction) is at most 2. 
Then for all d ≥ 1 we have
Proof. Because ∆ 1 is chosen from {1/(2n), 3/(2n), . . . , (2n − 1)/(2n)} by minimizing e By using (4.5), (4.6), and B 2 (x) = x 2 − x + 1/6, we can work out this integral to obtain
Hence e 
Now recall that the initial worst-case error e 0,d is given by h d d , which from (2.6) with a j = 1 is
, where
where in the penultimate step we have used the fact that log(1 + x) ≤ x for all x ≥ 0. Since ∞ j=1 γj βj < ∞, C is bounded. We remark that for fixed d, this proof shows that for any choice of positive β j and γ j , we have
In particular, for the classical case β j = γ j = 1, we obtain
Moreover, if we have
then arguments similar to those used in the proof of Theorem 3 in [9] show that the QMC rules found by Algorithm 5.1 satisfy a tractability bound that has a polynomial dependence on d of approximately d 2η/3 .
Numerical results of searches
We consider the weighted Sobolev spaces with β j = 1 for each j and four different sequences of γ:
Some preliminary numerical searches for the generator vector and the shift were carried out using Algorithm 5.1 with n taking the prime values 1009, 2003, and 4001. In the implementation of Step 3(a) of Algorithm 5.1 we only considered values of z in 1, 2, . . . ,
We compare our results with the mean square worst-case error over all QMC rules (see Lemma 8 of [8] ):
The results are given in the Appendix in tables with entries d, z d , ∆ d , e n,d (z, ∆), and the QMC mean E n,d . The striking feature of the numerical results is that in all cases the worst-case errors e n,d for the computed rules are considerably smaller than the root mean square worst-case errors E n,d . It also seems, on comparing the results with n = 1009, 2003 and 4001, that the convergence of e n,d to zero as n increases is faster than the theoretically predicted O(n −1/2 ). Though the results are not presented here, some searches were also done for two other choices of γ j , namely, γ j = 1/j and γ j = 1/j 1.1 with β j = 1 in both cases. For the first choice, we expect tractability, but not strong tractability, whereas strong tractability is expected in the second case. The values of e n,d (z, ∆) for the case γ j = 1/j 1.1 and d > 1 were smaller than those in the case γ j = 1/j, which in turn were smaller than the values presented in Tables 5, 9 , and 13 for the case γ j = 0.9 j . In practice, we do not know what the weights for a particular integrand will be. So one may ask the question of whether the shifted lattice rules found using Algorithm 5.1 for a particular choice of the sequence γ will be good for other choices of γ. As a numerical experiment, we took n = 1009 and used the rules in each of Tables 2-5 (which are for A summary of the results is given in Table 1 . To describe what the numerical entries mean, consider the column headed γ j = 1/j 2 . Then each entry in the column is where both e 1009,d (z, ∆) and e 1009,d (z, ∆) are calculated with γ j = 1/j 2 . However, e 1009,d (z, ∆) is calculated by using the rule found by applying Algorithm 5.1 and taking the γ j given in the corresponding row, whereas e 1009,d (z, ∆) is calculated using the rule found by applying Algorithm 5.1 and taking γ j = 1/j 2 . Thus for example, in the column with γ j = 1/j 2 , we see an entry of 1.083 in the row with γ j = 0.9 j . This entry of 1.083 means that for each value of d, all the values of e 1009,d (z, ∆) calculated with γ j = 1/j 2 using the rules found by applying Algorithm 5.1 with γ j = 0.9 j (see Table 5 for the z d and ∆ d ) were at most 8.3% larger than the corresponding value of e 1009,d (z, ∆) found in Table 2 (corresponding to γ j = 1/j 2 ). The numerical entries in the other three columns have a similar meaning.
A reasonable conclusion might be that the rules found with γ j = 1/j 2 are attractively robust when used to compute the worst case error with other choices of γ j .
Discussion
The theoretical and computational results in this paper show that it is feasible to obtain shifted lattice rules that more than satisfy the strong QMC tractability bounds in weighted Sobolev spaces, for prime values of n up to a few thousand, and dimensions d up to the order of a hundred. Whether such rules will prove useful in practice is yet to be seen. Table 5 . n = 1009 and γ j = 0.9 Table 13 . n = 4001 and γ j = 0.9
