Exponential stability of the nonlinear filtering equation is revisited, when the signal is a finite state Markov chain. An asymptotic exponential upper bound for the filtering error due to incorrect initial condition is derived for the case of slowly switching signal.
Introduction
Consider a discrete time Markov chain X = (X n ) n≥0 with values in a finite real alphabet S = {a 1 , ..., a d }, initial distribution ν i = P(X 0 = a i ) and transition probabilities λ ij = P(X n = a i |X n−1 = a j ). Suppose that the chain is "hidden" in the noisy observation sequence of random variables Y = (Y n ) n≥1 , sampled according to the conditional law (B is a Borel set of R)
where λ(du) is a σ-finite measure on R and g i (u) ≥ 0 are the noise densities. All the random variables are assumed to be supported on a complete probability space (Ω, F , P), F X = (F X n ) n≥0 and F Y = (F Y n ) n≥1 are the natural filtrations of X and Y and 1 {A} denotes the indicator function of a set A ∈ F . This statistical setup is often called Hidden Markov Process (HMP) (see [9] for a comprehensive survey of applications).
One of the basic problems, related to HMP, is the signal filtering, i.e. calculation of the conditional probabilities π n (i) = P(X n = a i |F Y n ), i = 1, ..., d. The vector π n satisfies the recursive Bayes formula (called filter)
where |x| denotes the norm |x| = d i=1 |x i |, x ∈ R d , Λ * is the transposed matrix of transition probabilities λ ij and G(y), y ∈ R is the scalar matrix with g i (y), i = 1, ..., d on the diagonal. Letν = ν be a probability distribution on S and letπ n denote the solution of (1.2), subject toπ 0 =ν (assuming that it is well defined, in which case ν andν are said to be admissible). The filter (1.2) is asymptotically stable if for any admissible pairν and ν lim n→∞ |π n −π n | = 0, P − a.s.
(1.
3)
The convergence in (1.3) results from the delicate interplay between two separate stabilizing mechanisms: ergodicity of the signal X and the structure of noise densities g j (u), j = 1, ..., d.
Recall that X is ergodic if and only if all the entries of Λ q are positive for some integer q ≥ 1; then the limits µ i = lim n→∞ P(X n = a i ) exist, are unique (independent of ν) and strictly positive. Contrary to the intuition, ergodicity of X does not imply in general stability of the filter without further assumptions on the noise densities (counterexamples appeared in [11] , [8] , see also [4] for further details). Such "unconditional" stability is guaranteed however, if the marginal distribution of X converges to its stationary distribution µ in a stronger way: for example, if in addition to ergodicity of X, Λ has at least one row with all positive entries (see [7] ). On the other hand, minor regularity of the noise densities (e.g. their mutual absolute continuity as in Lemma 4.1 below) is sufficient for (1.3), provided X is only ergodic. In the latter case, the convergence is exponential: the limit γ = lim n→∞ 1 n log |π n −π n |, (1.4) exists P-a.s. and is negative. The study of stability index γ for the filtering problems was pioneered in [8] , [2] , [3] , where two different analysis techniques have been applied: the Lyapunov exponents method (explained in the Section 3) and the Birkhoff contraction inequality for positive operators (used in Lemma 4.1 below). The exact calculation of γ is usually possible in low dimensional dynamical systems, as e.g. in the case of d = 2 in this paper (see (2.8) below), and much research focuses on finding good estimates for γ in higher dimension (see the book [1] for an extensive study).
In particular, the authors of [2] consider the additive Gaussian case Y n = h(X n ) + σξ n , n ≥ 1 where ξ = (ξ n ) n≥1 is an i.i.d. standard Gaussian sequence and h is an S → R function, and derive the following asymptotic estimate for γ, regarded as a function of the noise intensity σ,
The latter suggests faster exponential convergence as σ decreases, if the image of S under h contains at least one point, different from all the others. In this paper the slow signal asymptotic of γ is addressed, as elaborated in the next section. Section 3 outlines the Lyapunov exponents approach as introduced in [2] . The proofs are given in Sections 4 and 5 for discrete and continuous time respectively.
The main results

Discrete time.
With a parameter ε ∈ (0, 1], let X ε = (X ε n ) n≥0 denote the Markov chain on S with initial distribution ν and transition probabilities
We refer X ε as the slow chain, since the frequency of transitions decreases as ε → 0, without altering however its stationary distribution µ. Let Y ε = (Y ε n ) n≥1 denote the corresponding observation sequence, obtained via (1.1) with X replaced by X ε .
Note that for a fixed ν (the actual underlying distribution of X 0 ) the recursion (1.2) may not be well defined for an arbitrary probability distributionν, as the following example indicates. 
which holds sinceπ n are the conditional probabilities underQ. This assumption is incorporated in the conditions of Theorem 2.2 below. Another standard way to ensure (2.1) is to limit the choice ofν by requiring ν ≪ν (see e.g. [7] ). Let Λ ε be the matrix of transition probabilities λ ε ij and denote by π ε n andπ ε n the solutions of the recursion
initialized with ν andν respectively.
Theorem 2.2. Assume (a 1 ) X is ergodic (a 2 ) the densities g i (u) are bounded and all the corresponding measures are equivalent. Moreover
Then for all ν andν
are the Kullback-Leibler divergences. In the two dimensional case d = 2 the asymptotic of (2.
3) is precise
Remark 2.3. If all g i (u) are equal λ-a.s. (and thus all the divergences vanish), the entries of π ε n coincide with p ε n = P(X ε n = a i ), i = 1, ..., d and the limit lim n→∞ n −1 log |π ε n −π ε n | vanishes as ε → 0. This fact and the asymptotic (2.4) make tightness of the bound (2.3) plausible. However the technique, used in this paper, does not provide rigorous evidence for this conjecture (see also Remark 5.6 below).
Remark 2.4. The convergence in (1.3) may be superexponential in general: suppose that there is a set A, such that A g j (A)λ(du) > 0 for some j and A g i (u)λ(du) = 0 for all i = j. Then π ε m =π ε m for all m ≥ n ′ (ω), where n ′ (ω) is the first time {Y ε n ∈ A} occurs, i.e. n ′ (ω) = inf{n : Y ε n ∈ A}. Remark 2.5. In the additive Gaussian case the rate function in (2.3) coincides with the one in (1.5). While less apparent in the discrete time setting, this is of no surprise in the continuous time case, where the asymptotics ε → 0 and σ → 0 are related directly via appropriate time scaling. On the other hand, the rate factor σ 2 in (1.5) seems to be special for the tail behavior of Gaussian densities. In fact the limit σ → 0 requires additional structure of the densities in general.
2.2.
Continuous time. The analogous setting in continuous time case would be the following. Let X = (X t ) t≥0 be a Markov chain with values in S, initial distribution ν and transition intensities λ ij ≥ 0, i = j, meaning
Since the discrete and continuous time cases are treated separately, we allow the abuse of notation by letting Λ be the matrix of transition intensities.
The chain is ergodic if the limits µ j = lim t→∞ P(X t = a j ), j = 1, ..., d exist, are unique and strictly positive. The sufficient and necessary condition (see e.g. [16] ) for X to be ergodic, is that all entries of the matrix exponent exp{Λt} are positive for any t > 0, which means that all the states of X communicate: P X t = a j |X 0 = a i > 0, t > 0 for any i and j.
Unlike (1.1), the continuous time case does not offer much freedom of choice for the conditional law for observation process: the independence on the past as in (1.1) manifests in the following traditional abstraction of the white noise
where σ > 0 is a constant and W = (W t ) t≥0 is the Wiener process. The vector π t of conditional probabilities π t (i) = P(
, satisfies the Shiryaev-Wonham equation (derived first in [18] for d = 2 and in [20] for any d ≥ 2), understood in the Itô sense
where diag(x), x ∈ R d denotes a scalar matrix with the entries of x on the diagonal and h is a column vector with entries h(a 1 ), ..., h(a d ). This equation is one of the few genuine nonlinear finite dimensional filters and its stability properties are relatively well understood (see [8] , [2] , [4] ).
Introduce the slow signal X ε t := X tε , t ≥ 0. Then X ε is a Markov chain with transition intensities matrix εΛ. Let Y ε denote the process, generated by (2.5) with X replaced by X ε . The conditional probabilities π ε t (i) = P(X ε t = a i |F Y ε t ) satisfy the equation (2.6) with Λ replaced by εΛ and driven by Y ε . Letπ ε t denote the solution of this equation subject toπ ε 0 =ν (which is well defined for any probability distributionν).
In particular,
Remark 2.7. As mentioned before, the bound (2.7) can be deduced from the σ → 0 asymptotic, obtained in [2] . For the sake of completeness, we give another proof in the spirit of the technique used in this paper.
Remark 2.8. The limit (2.10) suggests that with fixed sufficiently small ε > 0, the stability index is strictly greater than its limit value (see Figure 1 for a typical plot). In other words slowing the signal down may improve the filter stability! This seems to be a manifestation of the interplay between two aforementioned stabilizing mechanisms: the ergodicity of the signal and the "regularity" of observations. Remark 2.9. Slowing down the signal may lead to loss of stability for diffusions! Let X t be the solution of
subject to a standard Gaussian r.v. X 0 . The slow signal X ε t := X tε satisfies
where W t := ε −1/2 W tε is a Wiener process. Note that X and X ε have the same stationary invariant measure. Now define
is Gaussian with the mean M ε t and variance P ε t , satisfying the Kalman-Bucy equations
Suppose that the incorrect initial density is also Gaussian with mean 1 and unit variance. Then the incorrect densityπ ε t (dx) remains Gaussian as well with the meanM ε t , satisfying (2.11) withM ε 0 = 1 and the same variance P ε t . The total variation distance |π ε t −π ε t | is governed by ∆ ε t := |M ε t −M ε t | in this case, which is given by
This difference stems from the fact that the decay rate of estimation error of a constant random parameter θ from the observations Figure 1 . γ(ε) exhibits a maximum: for example, with λ 12 = λ 21 = 1 and ∆h = 1, the filter is "least" stable at ε ⋆ ≈ 0.024. crucially depends on the state space structure of θ: it is exponential if θ takes a finite number of values and may be subexponential if the state space of θ is continuous.
Preliminaries
As is well known the conditional probabilities π n can be calculated by solving the linear Zakai type equation
and normalizing π n = ρ n /|ρ n |. Similarlyπ n =ρ n /|ρ n |, whereρ n is the solution of (3.1), subject toρ 0 =ν. Recall that the exterior product a ∧ b of the vectors
Hence the filtering error |π n −π n | and |ρ n ∧ρ n |/(|ρ n ||ρ n |) share the same asymptotic as n → ∞: in particular lim n→∞ 1 n log |π n −π n | ≤ lim
provided the right hand side is well defined. As follows from the Oseledec's multiplicative ergodic theorem (MET) (see [1] for general theory and [2] for its application in the filtering context), all the nonzero solutions of linear equations of the type (3.1) grow exponentially as n → ∞ and there are at most d possible deterministic growth rates, which are called Lyapunov exponents. The specific exponent is determined by the initial condition and in particular, for any vector ρ 0 in the simplex
, the top (largest) Lyapunov exponent is always picked up in the case of the equation (3.1) (see [2] for details). In other words, the limit
exists, is deterministic and does not depend on the specific probability distribution, initializing (3.1). The exterior product ρ n ∧ρ n satisfies a linear equation as well (see (4.13) below) and by MET also grows exponentially, so that for any ν,ν ∈ S d−1
where λ 2 is the second Lyapunov exponent, associated with (3.1). Assembling all the parts together one obtains
for any ν andν, which suggests that the stability of (1.2) is controlled by the Lyapunov spectral gap λ 1 − λ 2 , corresponding to equation (3.1). The bound (1.5) as well as the formulae in this paper are obtained by estimating this gap. In all the previous works, the stability (1.3) was one of the objectives, when proving that γ is strictly negative. A different route is taken here: the stability is established as an auxiliary fact to allow application of the Furstenberg-Khasminskii formulae (see [1] ), leading to the claimed results. This approach leads to more transparent proofs and allows to derive exact expression for the stability index in the two dimensional case. log |π ε n −π ε n | < 0, P − a.s., ∀ν,ν ∈ S d−1 (4.1)
Proofs in discrete time
Moreover (X ε , π ε ) is a Feller-Markov process with the unique stationary invariant measure Ψ ε (dx, du), such that for any continuous and bounded f
where δ ai (dx) is the Dirac point measure at {a i }. Let π 0 be a random vector from S d−1 , sampled from the conditional distribution Ψ ε π (du|X 0 ) and denote by π ε n the solution of (2.2), started from π 0 := π 0 . Then the process (X ε , Y ε , π ε ) is stationary if X 0 is sampled from the stationary distribution µ. Below we denote by E µ the expectation with respect to the corresponding induced stationary probability measure Q µ . As before Q Y µ , Q X,Y µ , etc. denote the corresponding marginals of Q µ .
Proof. The limit (4.1) is verified by the arguments, used in [2] and [3] , where the Gaussian additive case is treated (the non Gaussian case was also addressed in [13] ). Below only ε = 1 is considered (and ε is omitted from the notations), since all the arguments are independent of ε, provided ε > 0 is fixed. For ergodic X, the stationary measure µ is positive and thus ν ≪ µ for any ν. Then by Markov property of the pair (X, Y ), Q Y ≪ Q Y µ and it is enough to verify that (4.1) holds Q Y µ -a.s.
Recall the following facts from the theory of nonnegative matrices. For p andp, a pair of measures on S (or equivalently a pair of vectors from S d−1 ), the Hilbert projective metric h(p,p) is defined as (see,e.g., [17] ): (2) For a matrix A with nonnegative entries (A ij ), which contains no rows or columns with all zero entries (so called, allowable matrix)
is the Birkhoff contraction coefficient with
(3) |p −p| ≤ 2 log 3 h(p,p) (Lemma 1 in [3] ). These properties make the Hilbert metric very useful in the filtering context, indeed for n ≥ q h(π n ,π n )
where q is the least integer for which Λ q has positive entries. Since g j (u) do not vanish simultaneously on any real Borel set of positive λ-measure and X is ergodic (i.e. any state is reached in q steps with positive probability), the solution of (3.1) have positive entries after q iterations, when started either from ν orν, and so h(ρ q ,ρ q ) < ∞ Q Y µ -a.s. Then iterating (4.3) and using property (3) one gets lim n→∞ 1 n log π n −π n ≤ lim
Under the assumption (a 1 ), the law of large numbers for stationary sequences applies (Theorem 3, §3, Ch. V [19] ) and
Again due to ergodicity of X and equivalence of the noise densities, all the entries of q j=1 G(Y j )Λ * are positive Q Y µ -a.s. and hence the right hand side of (4.4) is strictly negative, which verifies (4.1).
The filtering process π, corresponding to the correct initial condition, is well known to enjoy the Markov property, unlike the "wrong" filtering processπ, which is not Markov in general. Nevertheless, due to the recursive structure of π and the Markov property of (X, Y ), the pair (X,π) (and a fortiori (X,π)) is Markov. Moreover the map
is continuous in the u argument for each y, which implies the Feller property of (X, π). It is well known that a Feller-Markov process with compact state space has at least one invariant measure (see e.g. Theorem 2.1, Ch. 3, [14] ). The uniqueness is implied by (4.1), as argued in [5] . Suppose there are two different invariant measures Ψ (1) (dx, du) and Ψ (2) (dx, du) . Denote by Ψ (1) π (du|x) and Ψ (2) π (du|x) the disintegrations of these measures with respect to µ (see the Notation 4.2). Denote by π µ the solution of (1.2), started from µ and by π (1) n and π (1) n the solutions of (1.2), started from random vectors π (1) 0 and π (2) 0 , with the conditional distributions Ψ (1) π (du|X 0 ) and Ψ (2) π (du|X 0 ). Then for any continuous and bounded function f and any n ≥ 0
n ) Since (4.1) holds for any ν andν from S d−1 , the latter converges to zero as n → ∞:
which, by arbitrariness of f , verifies the uniqueness of the invariant measure. Since (X, π) is an ergodic stationary process, the law of large numbers implies for any bounded f . Now (4.2) can be argued via the following coupling. Let η = (η n ) n≥1 be an i.i.d. sequence of random vectors with independent entries and P(η n (i) = a j ) = λ ij , 1 ≤ i, j ≤ d. The chain X can be realized by the recursion
subject to an S valued random variable X 0 , independent of η. Denote by X ν and X µ the chains, corresponding to X 0 , sampled from ν and µ respectively. The corresponding observation processes Y µ and Y ν are realized similarly
where ξ = (ξ n ) n≥1 is an i.i.d. sequence of random vectors with independent entries and P(ξ 1 (i) ∈ B) = B g i (u)λ(du) for any real Borel set B.
It is easy to see that there is a P-a.s. finite random index n ′ , such that X ν n ≡ X µ n for all n ≥ n ′ : the chains stick together eventually and by construction do not separate thereafter. This also implies that Y µ n = Y ν n for all n ≥ n ′ . Let π n denote the solution of (1.2), started from π 0 = ν and driven by Y ν . Similarly denote by π n the solution of (1.2), started from a random vector π 0 , sampled according to the conditional law Ψ π (du|X µ 0 ) and driven by Y µ . The process (X µ , π) is stationary and due to (4.1), applied to π n and π n on {n ≥ n ′ },
for any continuous f . Now (4.2) follows from (4.5).
It is well known that the filtering estimate π ε n is asymptotically exact as ε → 0 for large n. For example, if D(g i g j ) > 0 for all i = j, then ( [12] )
under ceratin additional technical conditions on g i (u). When at least two noise densities coincide, this asymptotic breaks up, since it is no longer possible to distinguish between the two states as ε → 0. However it is intuitively clear that asymptotic discrepancy of the groups of states, merged by identical noises, is still possible. This is formalized in the following lemma. for all j = 1, ..., d, where J j = a ℓ : D(g j g ℓ ) = 0 .
Proof. Let π µε n be the solution of (2.2) started from µ. For a fixed S → R function ϕ, denote π µε n (ϕ) = d i=1 π µε n (i)ϕ(a i ) and F Y ε [k,ℓ] = σ{Y ε k , ..., Y ε ℓ }, ℓ ≥ k. Then for any n, m ≥ 0
where the equality † holds by stationarity of X under Q µ . In other words, the filtering error for the stationary process does not increase with time. Then by Lemma 4.1
for any fixed m ≥ 0. Introduce an auxiliary problem of estimating ϕ(X 0 ) from the observations Y n , generated by
where ξ n is an i.i.d. sequence of vectors with independent entries with densities g i (u). Let π m (i) := P X 0 = a i |F Y m and A ε m be the event, that X doesn't jump on [0, m]: A ε m = {ω : X ε i = X ε 0 , ∀i ≤ m}. Then
and so
where ϕ max = max i |ϕ(a i )|. Combined with (4.8), the latter implies
Note that all the divergences D(g k g ℓ ) are positive for a k and a ℓ belonging to different J j 's and so each group of states J j can be exactly identified via F Y ∞ = n≥1 F Y n . This implies that the right hand side of (4.9) with ϕ(x) = 1 {x∈Jj } can be made arbitrary small by choosing sufficiently large m, which verifies the claim of the lemma. 
Proof. To derive (4.10) we apply Khasminskii-Furstenberg formulae (see [1] ). The equation (3.1) is linear and its solution has nonnegative entries, so
and thus for n ≥ 1
Note that
and thus
The assumption (a 2 ) implies (recall that the minimum is taken in a finite set) Thus the sequence n −1 log |ρ ε n | is uniformly integrable. As mentioned in Section 3, the limit λ ε 1 = lim n→∞ n −1 log |ρ ε n | exists and is constant P-a.s. Hence
where π ε m|m−1 (i) := P X ε m = a i |F Y ε m−1 and the limit is due to Lemma 4.1. Now the estimate (4.10) follows from Lemma 4.3 and π ε 1|0 = π ε 0 + o(ε), as ε → 0: 
Proof. The matrix process Z ε n = ρ ε n ∧ρ ε n satisfies linear recursion 
Unlike in the case of equation (3.1), it is not clear that the process Z ε n /|Z ε n | has unique invariant measure and even if it does, how the concentration property similar to Lemma 4.3 can be deduced (the main argument of this Lemma is based on the optimality of conditional expectation, which is unavailable here).
However an upper bound for |Z ε n (i, j)| is accessible more easily, due to the observation made in [2] : the solution of (4.13) remains nonnegative, if it is started from positive initial condition. Let, for example, Z ε 0 (i, j) = 1, i = j and denote the corresponding solution by Z ε n (i, j). Since any solution of (4.13) is the same (!) linear map of the initial condition, there exists a constant C > 0 (depending only on ν andν), such that |Z ε n | ≤ C| Z ε n | = C i =j Z ε n (i, j) and consequently
for any ν andν. Now the Khasminskii-Furstenberg formulae can be applied to the positive process Z ε n . For a square matrix M , let M denote the matrix with the same off-diagonal entries and zeros on the diagonal. With Π ε n = Z ε n /| Z ε n | and a fixed integer r ≥ 1
where C r > 0 is a constant, depending only on r (recall that all the densities are bounded and the nonnegative entries of Π ε n sum to one). Appealing to the Oseledec's MET, exactly as in the case of (3.1), one concludes that the limit lim n→∞ 1 n log | Z ε n | exists and is deterministic P-a.s. Now however for arbitrary ν andν it is not necessarily the top Lyapunov exponent, since Π ε may have many invariant measures. For an integer r ≥ 1 and any ν andν, the limit is reached on the subsequence nr, n ≥ 1
where C ′ r is another constant, depending only on r, A ε r = {X 0 = X i , ∀i ≤ r} and ξ is an i.i.d. vector sequence with entries having densities g i (u).
Note that for a fixed ℓ
Since max is a continuous function, the latter implies
Using the same arguments as in the proof of Lemma 4.4, the uniform integrability of 1 r log r m=1 g i ξ m (ℓ) g j ξ m (ℓ) is verified, which in turn implies uniform integrability of max i =j where the latter equality holds, since D(g i g k ) ≥ 0 and D(g i g i ) = 0. In the two dimensional case d = 2, the equation (4.13) is one dimensional: In the two dimensional case, the equation (2.6) is one dimensional (from here on π t := π t (1)) dπ ε t = ε λ 21 − (λ 21 + λ 12 )π ε t dt + (∆h)π ε t (1 − π ε t )dW t , π ε 0 = ν, where ∆h := (h 1 − h 2 )/σ = 0 and W t = σ −1 t 0 (dY ε s − π ε s (h)ds) is the innovation Wiener process, whose distribution is independent of ε. As is well known, the stationary distribution of π ε 0 (i.e. Ψ ε π (dν) under the notations of this paper) has density q(x) with respect to the Lebesgue measure, which solves the Kolmogorov equation
whose solution is given in (2.9) up to a normalization constant. By (5.3)
Remark 5.6. With the precise asymptotic expansion for λ ε 1 , available in any dimension d, it is tempting to turn (2.7) into the limit rather than just an upper bound and even to have similar ε log ε −1 rate of convergence for the spectral gap. The main obstacle is that only an upper bound for λ ε 1 + λ ε 2 is accessible by the techniques applied in this paper: in particular it is not clear that the norm of the antisymmetric solution Z ε t of (5.5) is well approximated by the norm of its positive solution Z ε t .
