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Bootstrap percolation on the stochastic block model
Giovanni Luca Torrisi∗ Michele Garetto† Emilio Leonardi‡
Abstract
We analyze the bootstrap percolation process on the stochastic block model (SBM), a natural
extension of the Erdo¨s–Re´nyi random graph that allows representing the “community structure”
observed in many real systems. In the SBM, nodes are partitioned into subsets, which represent
different communities, and pairs of nodes are independently connected with a probability that
depends on the communities they belong to. Under mild assumptions on system parameters,
we prove the existence of a sharp phase transition for the final number of active nodes and
characterize sub-critical and super-critical regimes in terms of the number of initially active
nodes, which are selected uniformly at random in each community.
MSC 2010 Subject Classification: 60K35, 05C80.
Keywords: Bootstrap Percolation, Random Graphs, Stochastic Block Model.
1 Introduction
Bootstrap percolation on a graph is a simple activation process that starts with a given number of
initially active nodes (called seeds) and evolves as follows. Every inactive node that has at least
r ≥ 2 active neighbors is activated, and remains so forever. The process stops when no more
nodes can be activated. There are two main cases of interest: one in which the seeds are selected
uniformly at random among the nodes, and one in which the seeds are arbitrarily chosen. In both
cases, the main question concerns the final size of the set of active nodes.
Bootstrap percolation was introduced in [16] on a Bethe lattice, and successively investigated
on regular grids and trees [9, 10]. More recently, bootstrap percolation has been studied on random
graphs and random trees [3, 5, 6, 7, 11, 12, 14, 20, 24, 25, 34], motivated by the increasing interest
in large-scale complex systems such as technological, biological and social networks. For example,
in the case of social networks, bootstrap percolation may serve as a primitive model for the spread
of ideas, rumors and trends among individuals. Indeed, in this context one can assume that a
person will adopt an idea after receiving sufficient influence by friends who have already adopted
it [27, 32, 35].
More in detail, bootstrap percolation has been studied on random regular graphs [11], on random
graphs with given vertex degrees [5], on Galton-Watson random trees [12], on random geometric
graphs [14], on Chung-Lu random graphs [6, 20], on small-world random graphs [25, 34] and on
Barabasi-Albert random graphs [3]. Particularly relevant to our work is reference [24], where the
authors have provided a detailed analysis of the bootstrap percolation process on the Erdo¨s-Re´nyi
random graph. We emphasize that in [24] seeds are chosen uniformly at random among the nodes.
However, the critical number of seeds triggering percolation can be significantly reduced if seed
selection procedure is optimized [18].
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Over the years, several variants of classical bootstrap percolation on a graph have been consid-
ered. In majority bootstrap percolation, a node becomes active if at least half of its neighbors are
active. In jigsaw percolation, introduced in [15], there are two types of edges among nodes, one
representing “social links” and one representing “compatibility of ideas”. Two clusters of nodes
merge each other if there exists at least one edge of each type between them. Majority and jig-
saw bootstrap percolation have been analyzed on the Erdo¨s–Re´nyi random graph in [23] and [13],
respectively.
An important characteristic of real graphs that is not captured by random graphs models on
which bootstrap percolation (and its variants) has been studied so far, is the “community structure”.
Informally, one says that a graph has a “community structure” if nodes are partitioned into clusters
in such a way that many edges join nodes of the same cluster and comparatively few edges join
nodes of different clusters [21]. Many methods have been proposed for community detection in
real networks (see review article [19]). In the development of theoretical foundations of community
detection, it has recently attracted considerable attention the so-called stochastic block model
(SBM), which is basically defined as the superposition of different Erdo¨s–Re´nyi random graphs. In
particular, detection of two symmetric communities has been studied in [29], while partial or exact
recovery of the community membership has been investigated in [1] and [2].
In this paper we study classical bootstrap percolation on the SBM, assuming that seeds are
selected uniformly at random within each community and allowing a different number of seeds for
different communities. We prove the existence of a sharp phase transition for the final size of the
set of active nodes, identifying a sub-critical regime, in which the bootstrap percolation process
essentially does not evolve, and a super-critical regime, in which the activation process essentially
percolates the whole graph. Our results generalize and strengthen the main achievements in [24].
We emphasize that our techniques significantly differ from those employed in [24]. In particular,
we devise a suitable extension of the classical “binomial chain” construction originally proposed
in [31] (which was successively applied in [24] to Erdo¨s–Re´nyi graphs), adapting it to the SBM.
Furthermore, differently from [24] where martingales concentration inequalities are exploited, we
resort on concentration inequalities for the binomial distribution to prove that bootstrap percola-
tion on the SBM concentrates around its average. Our approach provides exponential bounds on
the related tail probabilities, which allow us, under a mild additional assumption, to strengthen
convergence in “probability” for the final size of active nodes (as obtained in [24]) to the level of
“almost sure” convergence. To better understand the main difficulties in the analysis of bootstrap
percolation on the SBM, we recall that in the classical “binomial chain” construction a (virtual)
discrete time is introduced and at each time step a single active node is “explored” by revealing
its neighbors. Nodes become active as soon as the number of their “explored” neighbors reaches
percolation threshold r. In the SBM stochastic properties of the set of active nodes at time step
t heavily depend on the number of nodes that have been “explored” in each community up to
time t, and this makes the analysis of the bootstrap percolation process on the SBM significantly
more complex. In particular, it requires the identification of an appropriate “strategy” to select
the community in which a new node is “explored” at every time step.
We acknowledge that the SBM, in spite of its flexibility to represent a wide variety of community-
based systems and its mathematical tractability, does not accurately describe most real-world
graphs. Indeed, it does not model the possible heterogeneity among nodes belonging to the same
community. Different variants of the SBM have been proposed to better fit real network data, such
as making nodes to follow a given degree sequence [17, 26] or considering overlapping communities
and mixed membership models [4, 22]. The investigation of bootstrap percolation on the SBM is
certainly a first step towards the analysis of this process on more sophisticated community-based
models.
2
The paper is organized as follows. In Section 2 we introduce the model, we describe the extension
to the SBM of the classical “binomial chain” representation of bootstrap percolation, and we state
the model assumptions. The main results of the paper are stated in Section 3 where, to better
convey the ideas which lead us to identify critical conditions for the bootstrap percolation process
on the SBM, we briefly recall also the main achievements in [24], and the intuition behind them.
In Section 4 we discuss some consequences of our results with the help of numerical illustrations.
All proofs are presented in Section 5.
2 The stochastic block model
2.1 Model’s description
The SBM G = G({ni}1≤i≤k, {qij}1≤i,j≤k), k, ni ∈ N := {1, 2, . . .},
∑k
i=1 ni = n, qij ∈ [0, 1),
qij = qji, is a random graph formed by the superposition of k Erdo¨s-Re´nyi’s random graphs
Gi = G(ni, pi), pi := qii, called hereafter communities, where edges joining nodes of communities
Gi and Gj , i 6= j, are independently added with probability qij.
The bootstrap percolation process on the SBM is a nodes’ activation process which obeys to
the following rules:
• Nodes can be active or inactive.
• At the beginning, an arbitrary number ai (0 ≤ ai ≤ ni) of nodes, called seeds, are chosen
uniformly at random among the nodes of Gi. Seeds are declared to be active.
• Nodes not belonging to the set of seeds are initially inactive.
• An inactive node becomes active as soon as at least r ≥ 2 of its neighbors are active.
• Active nodes never become inactive and so the set of active nodes grows monotonically.
• The process stops when no more nodes can be activated.
Bootstrap percolation naturally evolves through generations of nodes that are sequentially acti-
vated. Zeroth generation G0 is the set of seeds; first generation G1 is composed by all the nodes
which are activated by seeds; second generation G2 is composed by all the nodes that are activated
by both seeds and nodes of the first generation, and so on. Bootstrap percolation stops when either
an empty generation is obtained or all the nodes are active. The final set of active nodes is clearly
given by
G ≡
⋃
h∈N∪{0}
Gh.
We propose an extension of the classical “binomial chain” representation of the system dynam-
ics, which makes easier the analysis of the final size of active nodes |G|. We introduce a (virtual)
discrete time t ∈ N∪ {0} and we assign a marks counter Mv(t), Mv(0) := 0, to every node v which
is not a seed. Seeds are activated at time t = 0. At every time step t a single active node from one
of the k communities is “used”, i.e., “explored” by revealing its neighbors and by adding a mark
to each of them. Nodes, which are not seeds, become active as soon as they collect r marks. For
i = 1, . . . , k, we denote by Ai(t) and Ui(t) the set of active nodes at time t in community Gi and
the set of “used” nodes up to time time t in community Gi, respectively. We set Ui(0) := ∅ and
denote by Ai(0) the set of seeds in community Gi.
The process evolves according to the following recursive procedure. At time t ∈ N:
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• We select arbitrarily a community, in which active and not yet “explored” nodes are available,
i.e., we select arbitrarily a community Gj such that Aj(t− 1) \Uj(t− 1) 6= ∅. More formally,
we select a community Gj according to probability
Cj(t)∑k
i=1Ci(t)
,
where {Ci(t)}1≤i≤k are arbitrary non-negative random variables such that:
(i) Ci(t) = 0, if Ai(t− 1) \ Ui(t− 1) = ∅;
(ii)
∑k
i=1Ci(t) ∈ R+ := (0,∞) if there exists i
′ ∈ {1, . . . , k} such that Ai′(t−1)\Ui′ (t−1) 6= ∅.
• We choose uniformly at random a node v
(j)
t ∈ Aj(t− 1) \ Uj(t− 1).
• We “use” chosen node v
(j)
t , i.e., we “explore” the node by revealing its neighbors and by
adding a mark to each of them.
• We set Ai(t) := Ai(t − 1) ∪ ∆Ai(t), for 1 ≤ i ≤ k, where ∆Ai(t) is the set of nodes in
community Gi that become active exactly at time t, i.e., the set of nodes in community Gi
that collected the rth mark exactly at time t. Note that, by construction, ∆Ai(t) = ∅ if t < r.
We also set Uj(t) := Uj(t− 1) ∪ {v
(j)
t } and Ui(t) := Ui(t− 1), for 1 ≤ i ≤ k and i 6= j.
• The process terminates as soon as Ai(t) = Ui(t), ∀ i = 1, . . . , k, i.e., at time
T := min{t ∈ N : Ai(t) = Ui(t), ∀i = 1, . . . , k}. (1)
Throughout this paper random variables {Ci(t)}1≤i≤k, t<T specify the “strategy” (or “policy”)
followed by the bootstrap percolation process. We emphasize that random variables Ci(t) are
introduced to formalize in mathematical terms the selection mechanism of the community in which
a new node is “used” at a given time step. The very weak assumptions that we impose on such
random variables allow us to represent essentially any possible way to select communities.
Note that, by construction, for any t ≤ T ,
|U(t)| = t, where U(t) := U1(t) ∪ . . . ∪ Uk(t).
Indeed, at every time t ≤ T , the process “explores” a node belonging only to one of the k commu-
nities. Let A(t) :=
⋃k
i=1Ai(t) denote the set of active nodes at time t ≤ T and consider a node
v 6∈ A(0). We clearly have
v ∈ A(t) if and only if Mv(t) ≥ r, 1 ≤ t ≤ T. (2)
We also have
Mv(t) =
k∑
i=1
Ui(t)∑
s=1
I(i)v (s), ∀ v 6∈ A(t) (3)
where Ui(t) := |Ui(t)| and random variables {I
(i)
v (s)}v/∈A(t),1≤i≤k,1≤s≤T are independent, with I
(i)
v (s)
distributed as Be(qij) when v is a node of community Gj . Here Be(p) denotes a Bernoulli distributed
random variable with mean p ∈ [0, 1]. The following proposition, whose proof is given in Subsection
5.5, holds.
Proposition 2.1 For any “strategy” {Ci(t)}1≤i≤k, t<T , we have
G ≡ A(T ).
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We have defined random marks I
(i)
v (s) for v /∈ A(t), 1 ≤ i ≤ k and 1 ≤ s ≤ T , but, similarly to
[24], it is possible to introduce additional, redundant random marks, which are independent and
Bernoulli distributed with mean qij if v is a node of community Gj , in such a way that I
(i)
v (s)
is defined for all v ∈ G, 1 ≤ i ≤ k and s ∈ N. Such additional random marks are added, for
any 1 ≤ s ≤ T , to already active nodes and so they have no effect on the underlying bootstrap
percolation process. Throughout this paper, we denote by Bin(u, p), u ∈ N, p ∈ [0, 1], a random
variable following the binomial distribution with parameters (u, p). For fixed i ∈ {1, . . . , k} and
t ∈ N, we have
Mv(t) |U(t) = u(t)
L
=
k∑
j=1
Bin(uj(t), qij), v ∈ Gi (4)
where U(t) := (U1(t), . . . , Uk(t)), u(t) := (u1(t), . . . , uk(t)), symbol
L
= denotes equality in law and
random variables Bin(uj(t), qij), j = 1, . . . , k, are independent. The number of active nodes in
community Gi at time t ∈ N ∪ {0} is given by
Ai(t) := |Ai(t)| = ai + Si(t), (5)
where
Si(t) :=
∑
v∈Gi\Ai(0)
1{Yv ≤ t}, Yv := min{s ∈ N : Mv(s) ≥ r}. (6)
Since random variables
{Mv(t) |U(t) = u(t)}v∈Gi
are independent and identically distributed with law specified by (4), we have
Si(t) |U(t) = u(t)
L
= Bin(ni − ai, b(u(t),qi)), (7)
where
b(u(t),qi) := P
 k∑
j=1
Bin(uj(t), qij) ≥ r
 , (8)
and qi := (qij)1≤j≤k. Hereafter, we denote by A(t) := |A(t)| =
∑k
i=1Ai(t), the number of active
nodes in the SBM at time t, and by A∗ := A(T ) = T the final number of active nodes.
Remark 2.2 The analysis of the bootstrap percolation process is significantly more complex on
the SBM than on the Erdo¨s-Re´nyi random graph due to the following two reasons. (i) On the
SBM, at each time step t ≤ T , we select, according to the chosen “strategy”, a community in
which “exploring” an active node. In particular, note that, for any 1 ≤ i ≤ k and t < T , random
variables Ai(t) heavily depend on quantities {Ui(t)}1≤i≤k, which are themselves constrained by the
availability of “usable” nodes in communities, and therefore on the adopted “strategy”. In contrast,
to analyze the bootstrap percolation process on the Erdo¨s-Re´nyi random graph there is clearly no
need to introduce any “policy”. (ii) As a consequence of (i), for any i = 1, . . . , k and t < T ,
the law of random variables Si(t) is binomial only given event {U(t) = u(t)}. Therefore, for
any 1 ≤ i ≤ k and t < T , the probabilistic structure of random variables Si(t) is significantly
more complex on the SBM than on the Erdo¨s-Re´nyi random graph, i.e., for k = 1. On the latter
graph, indeed, U1(t) = t and the law of S1(t) is binomial with parameters (n1 − a1, b(t, p1)), where
b(t, p1) := P (Bin(t, p1) ≥ r).
Finally, we remark that thanks to Proposition 2.1, differently from quantities Ai and Ui, the
final number of active nodes A∗ does not depend on the chosen “strategy”.
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Remark 2.3 A possible alternative way to extend the classical “binomial chain” construction to
the SBM could be the following. At each time step t ≤ T , a node is “used” in each community Gi
in which at least one “usable” node can be found, i.e., in each community Gi in which Ai(t− 1) \
Ui(t − 1) 6= ∅. Although this alternative extension of the classical “binomial chain” construction
on the SBM makes the system dynamics independent on the “strategy”, it appears pretty difficult
to analyze due to the complex probabilistic structure of random variables {Ai(t)}1≤i≤k, t<T and
{Ui(t)}1≤i≤k,t<T . It will appear from our investigation that the opportunity to “arbitrarily” define
the “policy”, according to which communities are selected, provides a degree of flexibility that comes
in handy to analyze the process (see the proofs of Theorems 3.2 and 3.3).
2.2 Model assumptions
Hereafter, given two functions f1 and f2 we write f1(n)≪ f2(n) (or equivalently f1(n) = o(f2(n))),
f1(n) ∼ f2(n), f1(n) ∼e f2(n), f1(n) = O(f2(n)) and f1(n) . f2(n) if, as n→∞, f1(n)/f2(n)→ 0,
f1(n)/f2(n) → c ∈ R \ {0}, f1(n)/f2(n) → 1, lim supn→∞ |f1(n)/f2(n)| < ∞ and either f1(n) =
o(f2(n)) or f1(n) ∼e f2(n), respectively.
In the following we consider a sequence of SBMs with a growing number of nodes n and we
explicit the dependence on n of the related variables. We warn the reader that, unless explicitly
written, all the limits in this paper are taken as n→∞.
For any i, j ∈ {1, . . . , k}, we assume
lim
n→∞
n(i)n /n
(j)
n = νij ∈ R+, (9)
where n
(i)
n := ni (i.e., n
(i)
n replaces ni). Since n =
∑k
i=1 n
(i)
n it follows
n(i)n ∼e
1 + 1,k∑
j 6=i
νji
−1 n.
For any i, j ∈ {1, . . . , k}, we assume
1/n(i)n ≪ p
(i)
n ≪ 1/(n
(i)
n )
1
r , where p(i)n := pi (10)
q(ij)n := qij ≤ min{p
(i)
n , p
(j)
n }, (11)
γij := lim
n→∞
q(ij)n /p
(i)
n ∈ [0, 1], µij := limn→∞
p(i)n /p
(j)
n ∈ R+. (12)
For any i ∈ {1, . . . , k}, we define
g(i)n :=
(
1−
1
r
)(
(r − 1)!
n
(i)
n (p
(i)
n )r
) 1
r−1
, (13)
and assume
a(i)n /g
(i)
n → αi ≥ 0 with αi > 0 for some i ∈ {1, . . . , k} (14)
where a
(i)
n := ai. By (9), (12) and (13), for any i, j ∈ {1, . . . , k}, we have
χij := lim
n→∞
q
(ij)
n g
(j)
n
p
(i)
n g
(i)
n
= γij(νij(µij)
r)1/(r−1). (15)
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Table 1: Main notation
Graph parameters
Symbol Mathematical definition Description
n number of nodes in the SBM
k numbers of communities
Gi ith community
n
(i)
n number of nodes in Gi
q
(ij)
n edge prob. between nodes in Gi and Gj
p
(i)
n q
(ii)
n edge prob. between nodes in Gi
νij limn→∞ n
(i)
n /n
(j)
n ∈ R+ (see (9)))
γij limn→∞ q
(ij)
n /p
(i)
n (see (12)))
µij limn→∞ p
(i)
n /p
(j)
n (see (12))
χij γij(νij(µij)r)1/(r−1) (see (15))
G˜ community-level graph
q
(i)
n (q
(ij)
n )1≤j≤k
Bootstrap percolation parameters
Symbol Mathematical definition Description
r bootstrap percolation threshold
g
(i)
n (1− r−1)
(
(r−1)!
n
(i)
n (p
(i)
n )r
)1/(r−1)
(see (13)) critical number of seeds in Gi
a
(i)
n number of seeds in Gi
αi limn→∞ a
(i)
n /g
(i)
n (see (14))
⌊xgn⌋ (⌊x1g
(1)
n ⌋, . . . , ⌊xkg
(k)
n ⌋)
Bootstrap percolation main dynamical variables
Symbol Mathematical definition Description
Ai(t) set of active nodes in Gi at time t
Ui(t) set of “used” nodes in Gi at time t
A
(i)
n (t) see (5) number of active nodes in Gi at time t
U
(i)
n (t) number of “used” nodes in Gi at time t
An(t)
∑k
i=1A
(i)
n (t)
Tn min{t : An(t) = Un(t)} (see (1)) termination time of the bootstrap process
A∗n An(Tn) final size of active nodes
Mv(t) see (3) marks counter of node v at time t
{C
(i)
n (t)}1≤i≤k variables defining the “strategy”
S
(i)
n (t) A
(i)
n (t)− a
(i)
n (see (5) and (6))
Yv min{t ∈ N : Mv(t) ≥ r} (see (6)) activation time of node v
Variables representing average dynamics
Symbol Mathematical definition Description
b(un(t),q
(i)
n ) P (
∑k
i=1 Bin(u
(j)
n (t), q
(ij)
n ) ≥ r) (see (4) and (8)) prob. that a node in Gi is active at time t
R
(i)
n (un(t),q
(i)
n ) E[A
(i)
n (t)− U
(i)
n (t) | Un(t) = un(t)] (see (20)) mean of “usable” nodes in Gi at time t
ρi(x) limn→∞
R(i)
n
(⌊xgn⌋,q
(i)
n
)
g
(i)
n
(see (21))
ρ (ρ1, . . . , ρk)
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Table 2: Further notation
Further parameters and variables
Symbol Mathematical definition Description/Remarks
Kh see (28)
set of communities
at dist. h from G1 on G˜
di dist. Gi ↔ G1 on G˜
d see (29) maxi di
χ min{χij : χij > 0} (see (31))
βh
r−1(1−r−1)r−1
2 (χβh−1)
r−1, β0 = α1/2 (see (30))
Jρ(x) Jacobian of ρ at x (see Sect. 5.1.1)
λPF (x) eigenvalue of Jρ(x) associated to φPF (x) (see Sect. 5.1.1 ) relevant eigenvalue
φPF (x) eigenvector of Jρ(x) associated to λPF (x) (see Sect. 5.1.1) φPF (x) ≥ 0
Regions/Sets
Symbol Mathematical definition Description/Remarks
RSub {α : (Sub) holds} (see (26)) sub-critical region
RCrit {α : (Crit) holds} (see (26)) critical region
RSup {α : (Sup) holds} (see (27)) super-critical region
D {x ∈ [0, r/(r − 1)]k : xi +
∑1,k
j 6=i xjχij ≤ r/(r − 1)} (see (22))
Dρ {x ∈ D : ρ1(x) = ρ2(x) = . . . = ρk(x)} (see below (22))
D˜ ∪ki=1{x ∈ D : xi +
∑1,k
j 6=i xjχij = r/(r − 1)} (see Sect. 5.1.1)
E′ {x ∈ D : ρ(x) ≥ 0} (see Sect. 5.1.3)
E closure largest connect. comp. of E′: x0 ∈ E (see Sect. 5.1.3) 0 ∈ E
Sh {θx
(h)
0 + (1− θ)x
(h−1)
0 : θ ∈ [0, 1]} (see Sect. 5.1.4)
S ∪1≤h≤dSh (see Sect. 5.1.4)
S˜ {x ∈ D : x = x(yE) + θφPF (x(yE)), θ ≥ 0} (see Sect. 5.1.4)
CE {x(y) : y ∈ [y0, yE] } (see Sect. 5.1.4)
C S ∪ CE ∪ S˜ (see Sect. 5.1.4) C = S ∪ CE if yE <∞
Z set of distinct zeros of ρ within D (see Sect. 5.1.4)
Special points
Symbol Mathematical definition Description/Remarks
x
(h)
0
∑h
s=0 βs1Ks (see (33))
x0 x
(d)
0 (see (34)) i.c. of the Cauchy problem
yE inf{y ∈ (y0, y+) : x(y) 6∈
◦
E} (see (36)) yE =∞ if {. . .} = ∅
x(yE) limy↑yE x(y) (see (37)) x(yE) ∈ ∂E
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Note that 0 ≤ χij <∞, for all i, j ∈ {1, . . . , k}. In particular, γij = 0 implies χij = χji = 0, while
γij > 0 implies χij , χji ∈ R+. Throughout this paper, we assume that
Matrix χ := (χij)1≤i,j≤k is irreducible. (16)
Hereon, in addition to (9), (10), (11), (12), (14) and (16), without loss of generality, we assume
that communities are numbered so as to guarantee
α1 ≥ α2 ≥ . . . ≥ αk with α1 > 0. (17)
Finally, we note that, as proved in [24], under (9) and (10), we have, for any i ∈ {1, . . . , k},
g(i)n →∞, g
(i)
n /n
(i)
n → 0, p
(i)
n g
(i)
n → 0. (18)
Let us briefly discuss model assumptions. Condition (9) states that the k different communities
have sizes which are asymptotically of the same order. Condition (10) guarantees that the average
degree of nodes in each community Gi tends to infinity, as n→∞. Under such condition a sharp
phase transition occurs with a negligible number of seeds, i.e., a number of seeds that is o(n), as
shown in [24] for the case k = 1.
Condition (11) means that the SBM is “weakly assortative”, indeed, for any community Gi, the
“intra-community” edge probability p
(i)
n is required to be not smaller than each “extra-community”
edge probability q
(ij)
n (i 6= j). Condition (12) guarantees that, asymptotically, the “intra-community”
edge probabilities are comparable with each other (i.e. are of the same order). Note that, although
two different communities Gi and Gj (i 6= j) may be completely disconnected (in the sense that no
edges are established between them, which occurs when q
(ij)
n = 0), thanks to condition (16) there
are no isolated communities. Indeed, condition (16) guarantees that graph G˜ = G˜(k,χ), whose k
nodes represent communities and an edge is established between node i and node j if χij > 0, is
connected. We remark once again that the number of seeds in each community can be arbitrarily
chosen (i.e., quantities a
(i)
n , i = 1, . . . , k, are arbitrary) while seeds within each community must be
selected uniformly at random. We also remark that, although throughout this paper it is assumed
α := (α1, . . . , αk) 6= 0, it is easily checked that for α ≡ 0 the system is in sub-critical conditions.
From now on, we explicit the dependence of Ci, T , Ui, ui, U, u, Ai, Si, qi, A and A∗ on n
writing C
(i)
n , Tn, U
(i)
n , u
(i)
n , Un, un, A
(i)
n , S
(i)
n , q
(i)
n , An and A
∗
n, respectively.
For reader’s convenience, we summarize the main notation of the paper in Tables 1 and 2.
With a few exceptions, in our notation we have adopted the following general rules. (i) System’s
parameters are denoted by small latin letters; (ii) dynamical variables are denoted by capital latin
letters; (iii) sets (including curves) are denoted by calligraphic letters; (iv) asymptotic limits (as
n→∞) are denoted by small greek letters. Moreover, we have used the following rule when adding
indexes to symbols: index n is always put as pedex; other indexes are preferably put as pedex,
unless they conflict with n, in which case they are put as apex (in round brackets in order to avoid
confusion with exponentiation).
3 Main results
3.1 Bootstrap percolation on the Erdo¨s-Re´nyi random graph: a quick review
To better understand the ideas which led us to identify sub-critical and super-critical conditions for
the bootstrap percolation process on the SBM, we briefly recall the main results in [24]. Note that
the Erdo¨s-Re´nyi random graph corresponds to a special case of the the SBM, (i.e., when k = 1).
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It has been proved in [24] that:
(i) If (10) and (14) hold (with k = 1) and α1 < 1, then
A∗n/g
(1)
n →
rϕ(α1)
(r − 1)α1
, in probability
where ϕ(α1) is the unique solution in [0, 1] of equation rx− x
r = (r − 1)α1 (see Theorem 3.1(i) in
[24]).
(ii) If (10) and (14) hold (with k = 1) and α1 > 1, then
A∗n/n→ 1, in probability
(see Theorem 3.1(ii) in [24]).
In words, below the critical number of seeds g
(1)
n , the bootstrap percolation process essentially
does not evolve, reaching, as n→∞, a final size of active nodes which is of the same order as a
(1)
n
(sub-critical case); above critical number of seeds, g
(1)
n , the process percolates through the entire
graph, reaching, as n→∞, a final size of active nodes which is of the same order as n (super-critical
case).
We briefly and informally describe the intuition behind these results. First of all note that,
since k = 1, we have U
(1)
n (t) = t for any t ∈ N, and so the number of “active and not yet used”
nodes at time t is given by a
(1)
n +S
(1)
n (t)− t. Exploiting that S
(1)
n (t)
L
= Bin(n−a
(1)
n , b(t, p
(1)
n )), where
b(t, p
(1)
n ) := P (Bin(t, p
(1)
n ) ≥ r), one proves that, under assumptions (10) and (14) (with k = 1), the
process {a
(1)
n + S
(1)
n (t)− t}t∈N is “concentrated” around its mean, as n→∞, and
lim
n→∞
R
(1)
n (⌊xg
(1)
n ⌋, p
(1)
n )
g
(1)
n
= ρ1(x) := α1 − x+ r
−1(1− r−1)r−1xr, ∀ x ∈ [0, r/(r − 1)] (19)
(see [24] for details), where
R(1)n (t, p
(1)
n ) := E[a
(1)
n + S
(1)
n (t)− t] = a
(1)
n + (n− a
(1)
n )b(t, p
(1)
n )− t,
and ⌊x⌋ denotes the greatest integer less than or equal to x ∈ R. A simple computation shows that
function ρ1 has a unique point of minimum at x = r/(r− 1) and ρ1(r/(r− 1)) = α1− 1. Therefore,
since bootstrap percolation stops the first time at which the number of “active and not yet used”
nodes equals zero we have that (i) if α1 < 1, then bootstrap percolation stops at a time which
is, asymptotically in n, of the same order as g
(1)
n , (ii) if α1 > 1, then bootstrap percolation does
not stop at times which are, asymptotically in n, of the same order as g
(1)
n . In the super-critical
case, further analysis of function t 7→ R
(1)
n (t, p
(1)
n ) at times bigger than g
(1)
n reveals that R
(1)
n (·, p
(1)
n )
quickly increases up to time t = tn ∼e cn, where c > 0 is an arbitrarily small positive constant,
and R
(1)
n (tn, p
(1)
n ) ≈ n − tn. Then R
(1)
n (·, p
(1)
n ) decreases linearly and hits zero at time tn ∼e n. As
a consequence, for α1 > 1, bootstrap percolation terminates at a time which is of the same order
as n.
3.2 Phase transition of the bootstrap percolation process on the SBM
As recalled in the previous section, bootstrap percolation on the Erdo¨s-Re´nyi random graph exhibits
a sharp phase transition; the reader may be wondering whether more complex phenomena, such
as selective percolation of communities, can be observed on the SBM. We shall show that this is
not the case. Indeed, under the assumptions described in Subsection 2.2, in analogy with the case
10
k = 1, the bootstrap percolation process either stops at time scales g
(1)
n (sub-critical case), or it
percolates the whole graph (super-critical case).
To present our results, we start introducing the asymptotic normalized mean number of “active
and not yet used” nodes (i.e., function corresponding to ρ1). For n, t ∈ N and i ∈ {1, . . . , k}, we
set
R(i)n (un(t),q
(i)
n ) : = E[A
(i)
n (t)− U
(i)
n (t) |Un(t) = un(t)] (20)
= a(i)n + (n
(i)
n − a
(i)
n )b(un(t),q
(i)
n )− u
(i)
n (t).
Hereon, for x := (x1, . . . , xk) ∈ [0,∞)
k, we set
⌊xgn⌋ := (⌊x1g
(1)
n ⌋, . . . , ⌊xkg
(k)
n ⌋).
The following lemma holds.
Lemma 3.1 Assume (9), (10), (11), (12), (14) and let i ∈ {1, . . . , k} be fixed. Then
lim
n→∞
R
(i)
n (⌊xgn⌋,q
(i)
n )
g
(i)
n
= ρi(x), ∀ x ∈ [0,∞)
k (21)
where
ρi(x) := αi − xi + r
−1(1− r−1)r−1
 k∑
j=1
xjχij
r .
Setting
D :=
x ∈ [0, r/(r − 1)]k : xi +
1,k∑
j 6=i
χijxj ≤
r
r − 1
, ∀ i = 1, . . . , k
 (22)
and
Dρ := {x ∈ D : ρ1(x) = . . . = ρk(x)},
we shall distinguish among the following conditions:
(Sub): minx∈Dρ ρ1(x) < 0.
(Crit): minx∈Dρ ρ1(x) = 0.
(Sup): minx∈Dρ ρ1(x) > 0.
respectively called sub-critical, critical and super-critical condtions. Throughout this paper, we
consider α to be a fixed (given) parameter. Therefore, unless strictly necessary (such as in Section
4 and in the proofs of Proposition 4.2 and Theorem 5.2), we do not explicit the dependence of ρi
on αi and of Dρ on α. Note that, for k = 1, D reduces to [0, r/(r − 1)] and vectorial function
ρ := (ρ1, . . . , ρk) reduces to function ρ1 defined in (19). Therefore, in the case of one community,
(Sub) reduces to α1 < 1, (Crit) reduces to α1 = 1 and (Sup) reduces to α1 > 1.
The next theorems provide the main results of this paper.
Theorem 3.2 Assume (9), (10), (11), (12), (14), (16), (17) and (Sub). Then, for any ε > 0 there
exists c(ε) ∈ R+ such that
P
(∣∣∣ A∗n
g
(1)
n
− x∗
∣∣∣ > ε) = O(e−c(ε)g(1)n ), (23)
where the explicit expression for constant x∗ is given by (42).
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Theorem 3.3 Assume (9), (10), (11), (12), (14), (16), (17) and (Sup). Then, for any ε > 0 there
exists c(ε) ∈ R+ such that
P
(∣∣∣A∗n
n
− 1
∣∣∣ > ε) = O(e−c(ε)g(1)n ).
These results can be roughly summarized as follows: (i) under (Sub), the bootstrap percolation
process on the SBM basically does not evolve as n → ∞ (note that, due to conditions (14), (16)
and (17),
∑k
i=1 a
(i)
n ∼ g
(1)
n as n → ∞), (ii) under (Sup), the bootstrap percolation process on the
SBM basically percolates the whole graph as n→∞.
Replacing assumption (10) with (slightly) stronger condition
1/n(i)n ≪ p
(i)
n . 1/(n
(i)
n )
1
r′ , r′ ∈ (r,∞) (24)
the convergence in probability provided by Theorems 3.2 and 3.3 can be strengthened to an almost
sure convergence by a standard application of Borel-Cantelli lemma. For completeness, we state
such refinements in the next two corollaries (for which we omit the proofs).
Corollary 3.4 Assume (9), (11), (12), (14), (16), (17), (24) and (Sub). Then
lim
n→∞
A∗n
g
(1)
n
= x∗ ∈ R+ almost surely.
Corollary 3.5 Assume (9), (11), (12), (14), (16), (17), (24) and (Sup). Then
lim
n→∞
A∗n
n
= 1 almost surely.
3.2.1 An informal description of some basic ideas of the proofs
In broad terms, proofs of Theorems 3.2 and 3.3 adopt the following scheme: first, we analyze the
average dynamics of the number of “active and not yet used” nodes; second, we show that the
“true” random processes are sufficiently concentrated around their averages. As already noticed in
Remark 2.2, the following issue makes the analysis of the bootstrap percolation process significantly
more complex on the SBM than on the Erdo¨s–Re´nyi random graph: for any 1 ≤ i ≤ k and t < Tn,
random variables Ai(t) heavily depend on quantities {Ui(t)}1≤i≤k, and therefore on the considered
“strategy”. In turn, the chosen “strategy” {C
(i)
n (t)}1≤i≤k,t<Tn , according to which the nodes are
selected and “used” in different communities, is constrained by the availability of “active and not
yet used” nodes in the different communities, indeed A
(i)
n (t − 1) − U
(i)
n (t − 1) > 0 is a necessary
condition for C
(i)
n (t) > 0. In this discussion, we refer to such constraints as “feasibility”constraints,
and to “strategies” satisfying such constraints as “feasible strategies”.
We remark once again that, due to Proposition 2.1, A∗n does not depend on the considered
“feasible” strategy. Therefore, in order to study A∗n we have the freedom to arbitrarily select the
“feasible strategy” according to our convenience. A first crucial step in the proofs of our main
results consists in the identification of a suitable “feasible strategy”, which allows us to analyze the
bootstrap percolation process. A first natural candidate is the “strategy” defined, for 1 ≤ t ≤ Tn,
by:
C(i)n (t) :=
A
(i)
n (t− 1)− U
(i)
n (t− 1)∑k
j=1(A
(j)
n (t− 1)− U
(j)
n (t− 1))
, i = 1, . . . , k (25)
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which corresponds to select (and then to “use”) a node uniformly at random, among all the “active
and not yet used” nodes. The main drawback of this “strategy” is that the analysis of corre-
sponding process Un(t), t ≤ Tn, appears prohibitive due to its complex correlation structure. To
circumvent these difficulties we introduce a “fluid” version of “strategy” (25), under which Un(t)
is deterministic. The construction of such “fluid strategy” is related to the solution of a Cauchy
problem that will be introduced in Subsection 5.1.3. Unfortunately, since process Un(t) is deter-
ministic, regardless of the evolution of processAn(t), one can not guarantee that such “fluid policy”
is “feasible” up to time Tn. Therefore, we limit the application of such a “fluid strategy” up to a
certain random time T ′n, where its “feasibility” is guaranteed, and we switch to “policy” described
by (25) in the time interval (T ′n, Tn].
The asymptotic analysis of the average dynamics of the above “fluid strategy” permits us to
identify three regimes, which are shown to be equivalent to (Sub), (Sup) and (Crit). Then we prove
that the number of “active and not yet used” nodes concentrates around its average. To accomplish
this step, differently from [24], where martigales’ theory has been employed, we exploit classical
concentration inequalities for the binomial distribution.
4 Analytical description of the critical regions in terms of the
parameter α
By Theorems 3.2 and 3.3 we immediately determine the sub-critical and the super-critical regions,
i.e., set of α for which the sub-critical and the super-critical behavior is experienced. Indeed, by
expliciting the dependence of ρi on αi and the dependence of Dρ on α, we can associate to condi-
tions (Sub), (Crit) and (Sup) the regions:
RSub := {α : min
x∈Dρ,α
ρ1(x, α1) < 0}, RCrit := {α : min
x∈Dρ,α
ρ1(x, α1) = 0}, (26)
RSup := {α : min
x∈Dρ,α
ρ1(x, α1) > 0}, (27)
respectively. Since RSub, RCrit and RSup are disjoint and exhaustive, and RCrit contains only those
points which are in the boundary of RSup and in the boundary of RSub, our description of regions
RSup and RSub is tight.
We have already noticed that in the case of one community (i.e., for the Erdo¨s–Re´nyi random
graph) RSub ≡ [0, 1), RCrit ≡ {1} and RSup ≡ (1,∞). Unfortunately, in the more general case of
k ≥ 2 communities, sub-critical and super-critical regions can not be always described in terms
of parameter α through simple closed form expressions. However, as we shall see in the next
subsection, when matrix χ is invertible critical region can be determined by a simple computational
procedure.
4.1 General results
The following propositions hold.
Proposition 4.1 Assume k ≥ 2, (9), (10), (11), (12), (14), (16), and (17) with α1 ≥ 1. Then
(Sup) holds.
Proposition 4.2 Assume k ≥ 2, (9), (10), (11), (12), (14), (16) and (17). Under the additional
assumption that matrix χ is invertible, we have
RCrit = {α ∈ [0, 1]
k : αi = (xθ(χ
−1)t)i − r
−1(1 − r−1)r−1(xθ)
r
i , θ := (1, θ2, . . . , θk) ∈ R
k
+},
13
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1
α
2
α1
ψ = 2/3
ψ = 1/2
ψ = 1/3
ψ = 1/6
Figure 1: Critical curves RCrit for k = r = 2
and different values of ψ.
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Figure 2: Critical curves RCrit for k = 2,
ψ = 1/3 and different values of r.
where xθ is the (row) vector with components
r
r−1
(
θχ−1diag(θ−1)
)1/(r−1)
i
, i = 1, . . . , k, diag(θ−1)
is the diagonal k×k matrix with diagonal elements 1, θ−12 , . . . , θ
−1
k , (χ
−1)t is the transpose of matrix
χ−1, and
RSub = {α ∈ [0, 1]
k : {θα : θ ∈ [0, 1]} ∩ RCrit = ∅},
RSup = {α ∈ [0,∞)
k : {θα : θ ∈ [0, 1)} ∩ RCrit 6= ∅},
4.2 The case of k “identical” communities: numerical illustrations and informal
discussion
We illustrate Proposition 4.2 in the special case of k ≥ 2 “identical” communities, i.e., n
(1)
n = . . . =
n
(k)
n , q
(ij)
n = qn, for i 6= j, and p
(i)
n = pn for any i.
We assume: k/n ≪ pn ≪ (k/n)
1/r, qn < pn, qn/pn → ψ ∈ (0, 1), (14) and (17). Then χii = 1,
χij = χji = ψ for i 6= j and the corresponding assumptions (9), (10), (11), (12) and (16) are
satisfied. A straightforward computation shows that
χ−1 =

a a′ · · · a′
a′ a · · · a′
...
...
. . .
...
a′ a′ · · · a

where a := 1+(k−2)ψ1+(k−2)ψ−(k−1)ψ2 > 0, a
′ := −ψ1+(k−2)ψ−(k−1)ψ2 < 0 and, for θ := (1, θ2, . . . , θk) ∈ R
k
+,
θχ−1diag(θ−1) =
a+ a′ k∑
i=2
θi, a+ a
′
k∑
i=3
θi
θ2
+
a′
θ2
, . . . , a+ a′
2,k∑
i 6=j
θi
θj
+
a′
θj
, . . . , a+ a′
k−1∑
i=2
θi
θk
+
a′
θk
 .
In Figure 1, for fixed k = r = 2, we plotted curve RCrit for different values of parameter ψ.
Note that, as ψ ↓ 0, sub-critical region approaches the whole square. Indeed, this can be formally
verified letting ψ tend to zero in the corresponding expression of RCrit.
14
In Figure 2 for fixed k = 2 and ψ = 1/3, we plotted curve RCrit for different values of parameter
r. Note that, as r ↑ ∞, the sub-critical region approaches the domain
{(α1, α2) ∈ [0, 1]
2 : α1 + ψ α2 < 1, α2 + ψ α1 < 1}.
The above numerical illustrations show that the best way to trigger percolation of the whole
graph is to maximize the value of either α1 or α2, i.e., to put all the seeds in the same community;
instead, the worst manner to trigger percolation of the whole graph is to jointly minimize the values
of α1 and α2, i.e., to equally partition seeds between the communities.
These properties of the bootstrap percolation process on the SBM may be proved formally
(for the general case of k identical communities) by exploiting the convexity of the sub-critical
region and the symmetry among communities. We remark that, while for the worst way to trigger
percolation, critical value α can be computed analytically, for the best way to trigger percolation
one can only numerically estimate α.
More precisely, consider firstly the worst way to trigger percolation, i.e., assume (14) with
α = α1 = . . . = αk > 0.
A straightforward computation shows that (α, . . . , α) ∈ RCrit if and only if
α =
(
1− ψ
1 + (k − 2)ψ − (k − 1)ψ2
)r/(r−1)
= (1 + (k − 1)ψ)−r/(r−1).
Since each community has n/k nodes, for each community we have
g(i)n = gn =
(
1−
1
r
)(
k(r − 1)!
nprn
)1/(r−1)
.
Therefore, putting the same number of seeds in each community, asymptotically, the total number
of seeds is:
k α gn =
(
1−
1
r
)(
k
1 + (k − 1)ψ
)r/(r−1)((r − 1)!
nprn
)1/(r−1)
.
As expected, as ψ → 1, quantity kαgn tends to gn/k
1/(r−1), i.e., the total number of seeds in the
case of one community. Note that for ψ < 1, as k grows large, kαgn tends to(
1−
1
r
)
ψ−r/(r−1)
(
(r − 1)!
nprn
)1/(r−1)
and this quantity is asymptotically equivalent (as n→∞) to(
1−
1
r
)(
(r − 1)!
nqrn
)1/(r−1)
,
i.e, the total number of seeds in the case of one community with connection probability qn. The
intuition behind this fact is the following. As k grows large, most of the neighbors of any given
node belong to communities which are different from the community to which the node belongs.
So the impact of neighbors belonging to the same community of the node becomes negligible.
Now consider the best way to trigger percolation, i.e., assume α = (α, 0, . . . , 0). In this case,
applying Proposition 4.2 one has that, in general, α can only be numerically estimated. Indeed, α
can be defined as the unique zero in (0, 1) of an algebraic equation of order r2 − 1. In the special
case of r = 2, a closed form expression for α can be obtained by using Cardano’s formulas.
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In Figure 3 we have plotted the total critical number of seeds in the SBM normalized to the
critical number of seeds in G(n, pn), as a function of k, for fixed ψ = 1/10, and either r = 2
or r = 4. The curves related to the extreme cases are labeled “equal-split” (when the seeds
are equally divided among the communities) and “all-in-one” (when all the seeds are put in the
same community), respectively. We note that, although both seeds’ allocations strategies tend to
perform the same as k grows large, they require a quite different number of seeds for small number
of communities. The performance of any seeds’ allocation strategy lies between the two extreme
cases.
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Figure 3: Performance of the extreme seeds’ allocation strategies as function of the number k of
the communities, for ψ = 1/10 and either r = 2 or r = 4.
5 Proofs
5.1 Preliminaries
We start with some preliminaries. In Subsection 5.1.1 we highlight some properties of the Jacobian
of ρ which will be used in the proofs. In Subsection 5.1.2 we introduce some additional notation. In
Subsection 5.1.3 we describe the Cauchy problem whose solution allows us to define the asymptotic
“fluid strategy” previously mentioned. Finally, in Subsection 5.1.4 we present equivalent formu-
lations of conditions (Sub), (Crit) and (Sup), which will be exploited in the proof of the main
theorems. Throughout this section we assume model assumptions (9), (10), (11), (12), (14), (16)
and (17).
5.1.1 The Jacobian of ρ
In the following, we denote by
◦
B and ∂B the interior and the boundary of a Borel set B ⊆ Rk,
respectively, and refer the reader to [28] for standard notions and results of matrix theory. Moreover,
we shall not specify, when this is clear from the context, if a vector is meant as column or row
vector.
We have:
∂ρi(x)
∂xi
= −1 + (1− r−1)r−1
xi + 1,k∑
j 6=i
χijxj
r−1
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and
∂ρi(x)
∂xj
= χij(1− r
−1)r−1
xi + 1,k∑
h 6=i
χihxh
r−1 , j 6= i.
So
∂ρi(x)
∂xi
< 0 if and only if xi +
1,k∑
j 6=i
χijxj <
r
r − 1
, and
∂ρi(x)
∂xj
≥ 0 for any j 6= i.
Let
Jρ(x) :=

∂ρ1
∂x1
(x) . . . ∂ρ1∂xk (x)
∂ρ2
∂x1
(x) . . . ∂ρ2∂xk (x)
...
...
...
∂ρk
∂x1
(x) . . . ∂ρk∂xk (x)
 , x ∈ D
be the Jacobian matrix of vectorial function ρ and define
D˜ :=
k⋃
i=1
(x1, . . . , xk) ∈ D : xi +
1,k∑
j 6=i
χijxj =
r
r − 1
 .
We remark that (i) diagonal terms of Jρ(x) are such that (Jρ(x))ii ≤ 0, i = 1, . . . , k, and the
equality holds if and only if x ∈ D˜, (ii) terms outside the diagonal of Jρ(x) are such that (Jρ(x))ij ≥
0, i, j = 1, . . . , k, i 6= j, and the equality holds if and only if x = 0 and/or χij = 0.
Taking ℓ(x) > max1≤i≤k |(Jρ(x))ii|, we rewrite the Jacobian matrix of ρ as Jρ(x) = P(x) −
ℓ(x)I, where P(x) is the non-negative matrix defined by (P(x))ii := ℓ(x) + (Jρ(x))ii, i = 1, . . . , k,
(P(x))ij := (Jρ(x))ij , i, j = 1, . . . , k, i 6= j, and I is the identity matrix. Note that by the
irreducibility of χ (i.e., condition (16)) we immediately have that P(x) is irreducible as well.
Combining this with the fact that all diagonal terms of P(x) are strictly positive we deduce that P(x)
is primitive. Therefore, by Perron-Fro¨benius theorem there exists a positive eigenvalue λ˜PF (x) >
0 of P(x) to which it corresponds a unique positive (component-wise) eigenvector φ˜PF (x). A
straightforward computation shows that
λPF (x) := λ˜PF (x)− ℓ(x)
is an eigenvalue of Jρ(x) to which it corresponds (positive) eigenvector φPF (x) := φ˜PF (x). Since
P(x) and Jρ(x) have the same eigenvectors, it turns out that φPF (x) is the unique positive eigen-
vector of Jρ(x).
5.1.2 Some more notation
We denote by Kh the set of all communities at distance h ≥ 1 from community G1 on connected
graph G˜, and by d the maximum distance from community G1, i.e.,
K0 := {1}, K1 := {i ∈ {2, . . . , k} : (χ
h)1i > 0},
Kh := {i ∈ {2, . . . , k} : (χ
h)1i > 0 and (χ
s)1i = 0 ∀ 1 ≤ s ≤ h− 1}, h ≥ 2 (28)
where χh is the hth power of matrix χ, and
d := max{h : Kh 6= ∅}. (29)
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For later purposes (see e.g. Lemma 5.5) we note that, by the irreducibility of χ, for any
i ∈ {1, . . . , k}, there exists a unique di ∈ {0, . . . , d} such that i ∈ Kdi . Quantity di is nothing but
that the distance, on the connected graph G˜, between communities Gi and G1.
We put
1Kh := (1(1 ∈ Kh), . . . ,1(k ∈ Kh)), h = 0, . . . , d
and
βh :=
r−1(1− r−1)r−1
2
(χβh−1)
r, 1 ≤ h ≤ d, β0 :=
α1
2
(30)
where
χ := min{χij : χij > 0}. (31)
Finally, we define vectors
x
(0)
0 := (α1/2, 0, 0, . . . , 0) = β01K0 (32)
and
x
(h)
0 =
h∑
s=0
βs1Ks , 1 ≤ h ≤ d. (33)
5.1.3 A related Cauchy problem
Hereon, we denote by Bδ(x) the closed ball of R
k centered at x ∈ Rk with radius δ > 0 and set
x0 := x
(d)
0 . (34)
From now on, we suppose ρi : Bdiam(D)(x0) ⊂ R
k → R, i = 1, . . . , k, i.e., the functions ρi are
defined on the closed ball Bdiam(D)(x0), where diam(D) is the diameter of D. We consider the
Cauchy problem defined by:
x′(y) = ρ(x(y)), x(y0) := x0. (35)
By the regularity properties of functions ρi there exists a unique solution x(y), y ∈ [y0, y+), of (35)
(see [8]), where
y+ := sup{y > y0 : x(y) ∈ Bdiam(D)(x0)}.
We remark that, in general, y+ can be either finite or infinite. Consider the subset of D defined by
E′ := {x ∈ D : ρ(x) ≥ 0}.
Throughout this paper, we denote by E the closure of the largest connected component of E′
containing x0 (as we shall explain later on, we have 0 ∈ E) and by yE the first exit time of the
solution x(y), y ∈ [y0, y+), of (35) from
◦
E, i.e.,
yE := inf{y ∈ (y0, y+) : x(y) /∈
◦
E}, yE := +∞ if {· · · } = ∅. (36)
We anticipate that by Lemma 5.5 it holds x0 ∈
◦
E. Hereafter, we shall consider point
x(yE) := lim
y0<y↑yE
x(y) ∈ ∂E (37)
(note that limit exists since x(·) is strictly increasing (component-wise) on E).
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Remark 5.1 The following intuitive interpretation can be given to the solution of the Cauchy
problem (35). Since
x′(y)∑k
i=1 |x
′
i(y)|
=
ρ(x(y))∑k
i=1 |ρi(x(y))|
, y ∈ [y0, y+)
where x′(y) := (x′1(y), . . . , x
′
k(y)), the quantity
x′i(y)∑k
i=1 |x
′
i(y)|
can be interpreted as the (normalized)
rate at which the active nodes are “explored” in community Gi. By Lemma 3.1
ρi(x(y))∑k
i=1 |ρi(x(y))|
∼e
E[A
(i)
n (t)− U
(i)
n (t) | Un(t) = ⌊x(y)gn⌋]∑k
i=1(E[A
(i)
n (t)− U
(i)
n (t) | Un(t) = ⌊x(y)gn⌋])
, with t =
k∑
i
⌊xi(y)gn⌋.
Therefore, the solution of Cauchy problem (35) corresponds (asymptotically) to (normalized) trajec-
tory t→ Un(t) described by a “policy” according to which, given Un(t− 1), nodes to be “explored”
at time step t are chosen in community Gi with probability
E[A
(i)
n (t− 1) | Un(t− 1)]− U
(i)
n (t− 1)∑k
i=1(E[A
(i)
n (t− 1) | Un(t− 1)]− U
(i)
n (t− 1))
.
5.1.4 Equivalent formulations of (Sub), (Crit) and (Sup)
The proofs of Theorems 3.2 and 3.3 rely on an equivalent formulation of conditions (Sub), (Crit),
(Sup) (denoted by (Sub)′, (Crit)′, (Sup)′, respectively) expressed in terms of properties of the
solution of Cauchy problem (35). In turn, the proof of such equivalence makes use of a third
equivalent formulation of these conditions (denoted by (Sub), (Crit), (Sup), respectively).
We recall that, by definition, a continuous and non-decreasing curve is a mapping ζ : [c1, c2]→
R
k, c1, c2 ∈ [0,+∞], ζ(γ) := (ζ1(γ), . . . , ζk(γ)), which is continuous and component-wise non-
decreasing. We call ζ([c1, c2]) the trace of the curve.
Setting x
(−1)
0 := 0, for 1 ≤ h ≤ d, we define
Sh := {θx
(h)
0 + (1− θ)x
(h−1)
0 : 0 ≤ θ ≤ 1} and S :=
⋃
1≤h≤d
Sh.
Note that S ⊂ E, indeed x0 ∈ S, S is clearly connected and it can be checked that functions ρi
are non-negative on S (as a straightforward consequence of Lemma 5.5, to be stated in the next
subsection). Let CE be the trace of curve x : [y0, yE]→ R
k (where x(·) denotes the solution of (35)),
define
S˜ := {x ∈ D : x = x(yE) + θφPF (x(yE)), θ ≥ 0}
and let Z denote the set of distinct zeros of ρ within D. We shall consider conditions:
(Sub): There exists x ∈ D such that ρ(x) < 0.
(Crit): Z = {z}, z ∈
◦
D, detJρ(z) = 0 and λPF (z) = 0.
(Sup): ρ(x) 6= 0, ∀ x ∈ D.
(Sub)′: yE = +∞, x(yE) ∈ Z∩
◦
D, the curve with trace C := S∪CE∪ S˜ is continuous, non-decreasing
and satisfies
C ⊂ D, 0 ∈ C, C ∩ D˜ 6= ∅ (38)
and
min
x∈CE∪S˜
min
1≤i≤k
ρi(x) < 0. (39)
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(Crit)′: yE = +∞, x(yE) ∈ Z∩
◦
D, the curve with trace C := S∪CE∪ S˜ is continuous, non-decreasing
and satisfies (38) and
min
x∈CE∪S˜
min
1≤i≤k
ρi(x) = 0. (40)
(Sup)′: yE < +∞, x(yE) ∈ D˜, ρ(x(yE)) > 0, the curve with trace C := S ∪ CE is continuous,
non-decreasing and satisfies (38) and
min
x∈CE
min
1≤i≤k
ρi(x) > 0. (41)
The following theorem (whose proof is given in Subsection 5.4) holds.
Theorem 5.2 Assume (9), (10), (11), (12), (14), (16), (17). Then:
(i) (Sub), (Sub) and (Sub)′ are equivalent.
(ii) (Sup), (Sup) and (Sup)′ are equivalent.
(iii) (Crit), (Crit) and (Crit)′ are equivalent.
5.2 Proof of Theorem 3.2
In this subsection we show that (23) holds with
x∗ :=
k∑
i=1
xi(yE)(ν1i(µ1i)
r)1/(r−1) > 0, (42)
where x(y) = (x1(y), . . . , xk(y)) is the solution of Cauchy problem (35) and yE is defined by (36).
Our proof uses Lemmas 5.3, 5.4 and 5.5 below, which are proved in Subsection 5.6.
Lemma 5.3 Assume (9), (10), (11), (12) and (14). Let W be a compact set such that W ⊂ [ε,∞)k,
for some ε > 0. Then
lim
n→∞
sup
x∈W
∣∣∣R(i)n (⌊xgn⌋,q(i)n )
g
(i)
n
− ρi(x)
∣∣∣ = 0, i = 1, . . . , k.
Lemma 5.4 Assume (9), (10) and (11). Then, for i = 1, . . . , k,
b(⌊xgn⌋,q
(i)
n ) =
1 +O
 ∑
j: xj>0
(⌊xjg
(j)
n ⌋q
(ij)
n + (⌊xjg
(j)
n ⌋)
−1)
 k∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
n
r /r!.
Lemma 5.5 Assume (9), (10), (11), (12) and (14). Then:
(i) ρ1(x
(h)
0 ) > α1/2, for any h = 0, . . . , d.
(ii) For a fixed h ∈ {1, . . . , d}, if i ∈
⋃h
s=1Ks, then ρi(x
(h)
0 ) ≥
r−1(1−r−1)r−1
2 (χβdi−1)
r > 0.
(iii) For a fixed h ∈ {0, . . . , d}, if i ∈ Kh+1, then ρi(x
(h)
0 ) ≥ r
−1(1− r−1)r−1(χβh)
r > 0.
(iv) For a fixed h ∈ {0, . . . , d− 1}, if i /∈
⋃h+1
s=0 Ks, then ρi(x
(h)
0 ) ≥ 0.
(v) ρi(x0) > 0, for any i = 1, . . . , k.
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Table 3: Some notation used in the proof of Theorem 3.2
Special instants
Symbol Mathematical definition Remarks
t
(s)
n t
(s)
n ∈ vn([0, 1]) (see below (43)) t
(s)
n < t
(s+1)
n , 0 ≤ s ≤ m+ 1
tˆ
(h)
n
∑k
i=1⌊
∑h
ℓ=0 βℓ1(i ∈ Kℓ)g
(i)
n ⌋ (see (55)) h ∈ {0, . . . , d}
T ′′n min{1 ≤ t ≤ vn(1) : A
(i)
n (t− 1) < w
(i)
n (t)} (see (47))
T ′n T
′′
n − 1 (see (47))
Special points and sets
Symbol Mathematical definition Remarks
γE ζ
−1(x(yE)) (see Step 2)
γ
(h)
0 ζ
−1(x
(h)
0 ) (see (61))
C¯ε {x ∈ R
k : dist(x, C¯) ≤ ε} (see Step 3.3)
Qn(δ) sup{t : U
(i)
n (t) ≤ ⌊ζi(γE + δ)g
(i)
n ⌋, ∀ 1 ≤ i ≤ k}
F
(j)
v {w ∈ Nk : wj = vj , wh ≤ vh,∀h 6= j} v ∈ N
k
Fv Fv := ∪
k
j=1F
(j)
v (see Step 4)
Functions/curves
Symbol Mathematical definition Remarks
ζ(γ) parametrization of the curve with trace C (see above (43)) γ ∈ [0, 1]
vn(γ)
∑k
i=1⌊ζi(γ)g
(i)
n ⌋ (see (43)) γ ∈ [0, 1]
v−1n (t
(s)
n ) inf{γ ∈ [0, 1] : vn(γ) = t
(s)
n } (see (44))
w
(i)
n (t) (see (46)) non-decreasing
C¯ ζ([γ
(d)
0 , γE − δ]) (see Step 3.3)
Probabilities
Symbol Mathematical definition Remarks
T1,n(d) (see (53))
T2,n(d) (see (54))
21
Proof of Theorem 3.2. We divide the proof in four main steps.
Step 1: chosing a suitable “strategy”. Let ζ : [0, 1] → Rk be a parametrization of the curve with
trace C defined in (Sub)′ (recall that by Theorem 5.2 (Sub) is equivalent to (Sub)′) and set
vn(γ) :=
k∑
i=1
⌊ζi(γ)g
(i)
n ⌋, γ ∈ [0, 1]. (43)
Note that vn([0, 1]) is a finite subset of N ∪ {0}, i.e., vn([0, 1]) = {t
(0)
n , t
(1)
n , . . . , t
(m+1)
n }. Without
loss of generality we assume t
(0)
n := 0 < t
(1)
n < . . . < t
(m)
n < t
(m+1)
n := vn(1). We set
v−1n (t
(s)
n ) := inf{γ ∈ [0, 1] : vn(γ) = t
(s)
n }, s = 0, . . . ,m+ 1 (44)
and
w(i)n (t
(s)
n ) := ⌊ζi(v
−1
n (t
(s)
n ))g
(i)
n ⌋, i = 1, . . . , k, s = 0, . . . ,m+ 1. (45)
Now we extend the definition of w
(i)
n (·), to set (0, vn(1)) ∩ N , by “interpolating” the values in
vn([0, 1]) as follows. First, for s = 0, . . . ,m, we define vector e(t
(s)
n , t
(s+1)
n ) ∈ {0, 1}k with compo-
nents
w(i)n (t
(s+1)
n )−w
(i)
n (t
(s)
n ) ∈ {0, 1}, i = 1, . . . , k.
Then we define recursively indexes
j1 := min{i ∈ {1, . . . , k} : (e(t
(s)
n , t
(s+1)
n ))i = 1}
jℓ+1 := min{i ∈ {1, . . . , k} \ {j1, . . . , jℓ} : (e(t
(s)
n , t
(s+1)
n ))i = 1}, ℓ = 1, . . . , t
(s+1)
n − t
(s)
n − 1.
Finally, for any t ∈ (0, vn(1)) ∩ N) \ vn([0, 1]), there exist t
(s)
n , t
(s+1)
n ∈ vn([0, 1]), s = 0, . . . ,m, such
that t
(s)
n < t < t
(s+1)
n and we set
w(i)n (t) := ⌊ζi(v
−1
n (t
(s)
n ))g
(i)
n ⌋+ 1(i ∈ J
(t−t
(s)
n )
n ), (46)
where J
(t−t
(s)
n )
n := {j1, . . . , jt−t(s)n
}. Note that, by construction,
k∑
i=1
w(i)n (t) = t, ∀ t ∈ {0, . . . , vn(1)}.
We define random variables
T ′n := T
′′
n − 1 where T
′′
n := min{1 ≤ t ≤ vn(1) : A
(i)
n (t− 1) < w
(i)
n (t) for some 1 ≤ i ≤ k}. (47)
For 0 ≤ t ≤ T ′n, we consider the “policy” defined by
C(i)n (0) := 0, C
(i)
n (t) := w
(i)
n (t)− w
(i)
n (t− 1), i = 1, . . . , k, 1 ≤ t ≤ T
′
n. (48)
Note that C
(i)
n (t) is the indicator function of event {Gi is selected at time t}. Indeed, by construc-
tion, for each time step t ≤ T ′n, there exists only one index i ∈ {1, . . . , k} such that C
(i)
n (t) = 1 and
C
(j)
n (t) = 0 for each j 6= i. For T ′n < t ≤ Tn, we use an arbitrary “(feasible) strategy”, for con-
creteness we chose the “strategy” defined by (25). In words, the chosen “strategy” is deterministic
and equal to (48) as long as it is possible. Indeed, T ′′n is the first time at which the deterministic
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“strategy” (48) can not be employed because of the lack of “usable” active nodes in the selected
community at time T ′′n . Note that defining wn(t) := (w
(1)
n (t), . . . , w
(k)
n (t)), we have
Un(t) = wn(t), ∀t ≤ T
′
n and Un(T
′′
n ) 6= wn(T
′′
n ). (49)
From which, one can easily check the consistency of our construction, given that Tn = A
∗
n ≥ T
′
n.
Step 2: outline of the proof. Let γE ∈ (0, 1) be such that ζ(γE) = x(yE) and note that
vn(γE) =
k∑
i=1
⌊ζi(γE)g
(i)
n ⌋ =
k∑
i=1
⌊xi(yE)g
(i)
n ⌋.
Throughout this proof, for an arbitrarily small δ > 0, we shall consider quantities vn(γE ± δ). It is
easily seen that
lim
δ→0
lim sup
n→∞
vn(γE + δ)/vn(γE) = 1
and
lim
δ→0
lim inf
n→∞
vn(γE − δ)/vn(γE) = 1.
Therefore, for any ε ∈ (0, 1), there exist δε > 0 and nε ∈ N such that for any δ < δε and any
n ≥ nε, it holds vn(γE + δ) < (1 + ε)vn(γE) and vn(γE − δ) > (1 − ε)vn(γE). So, for an arbitrarily
fixed ε ∈ (0, 1), any n ≥ nε and all δ < δε,
{|A∗n/vn(γE)− 1| > ε} = {A
∗
n > (1 + ε)vn(γE), A
∗
n ≥ vn(γE)} ∪ {A
∗
n < (1− ε)vn(γE), A
∗
n < vn(γE)}
⊆ {A∗n > vn(γE + δ)} ∪ {T
′
n < vn(γE − δ)}.
By the definition of g
(i)
n , (9) and the second relation in (12) we have vn(γE)/g
(1)
n → x∗. So the claim
follows if we prove that, for δ small enough,
P (T ′n < vn(γE − δ)) = O(e
−c(ε)g
(1)
n ) (50)
and
P (A∗n > vn(γE + δ)) = O(e
−c(ε)g
(1)
n ). (51)
Step 3: proof of (50). We divide the proof of (50) in three further steps. In the Step 3.1 we prove
inequality
P (T ′n < vn(γE − δ)) ≤ 1− T1,n(d)T2,n(d), for all n large enough (52)
where
T1,n(d) :=
d∏
h=1
tˆ
(h)
n −1∏
s=tˆ
(h−1)
n
(
1−
∑
j∈Kh
P (Bin(n(j)n − a
(j)
n , b(wn(s),q
(j)
n )) < w
(j)
n (s+ 1)− a
(j)
n )
)
, (53)
T2,n(d) :=
vn(γE−δ)−1∏
s=tˆ
(d)
n
(
1−
k∑
j=1
P (Bin(n(j)n − a
(j)
n , b(wn(s),q
(j)
n )) < w
(j)
n (s+ 1)− a
(j)
n )
)
(54)
and
tˆ(h)n :=
k∑
i=1
⌊
h∑
ℓ=0
βℓ1(i ∈ Kℓ)g
(i)
n ⌋, h ∈ {0, . . . , d}. (55)
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In Step 3.2 we prove
T1,n(d) ≥ 1−O(e
−c(ε)g
(1)
n ) (56)
and in Step 3.3 we prove
T2,n(d) ≥ 1−O(e
−c(ε)g
(1)
n ). (57)
Step 3.1: proof of (52). Hereon, we set An(t) := (A
(1)
n (t), . . . , A
(k)
n (t)). Since, for t ∈ {0, . . . , vn(1)−
1},
{T ′n > t} = {An(s) ≥ wn(s+ 1) ∀1 ≤ s ≤ t} = {Un(s) = wn(s) ∀1 ≤ s ≤ t+ 1}, (58)
by (49) we have
P (T ′n > t | T
′
n > t− 1) = P (An(t) ≥ wn(t+ 1) | Un(s) = wn(s) ∀1 ≤ s ≤ t)
= P (An(t) ≥ wn(t+ 1) | Un(t) = wn(t)), (59)
where the last equality follows from the fact that, given {Un(t) = wn(t)}, random vector An(t) is
independent of {Un(s) = wn(s)∀1 ≤ s < t}. So
P (T ′n > t) =
t∏
s=0
P (T ′n > s | T
′
n > s− 1) =
t∏
s=0
P (An(s) ≥ wn(s + 1) | Un(s) = wn(s)).
Consequently,
P (T ′n < vn(γE − δ)) = 1− P (T
′
n ≥ vn(γE − δ))
≤ 1−
vn(γE−δ)∏
s=0
P (An(s) ≥ wn(s+ 1) | Un(s) = wn(s))
≤ 1−
vn(γE−δ)∏
s=0
(
1−
k∑
j=1
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s))
)
≤ 1−
d+1∏
h=0
tˆ
(h)
n −1∏
s=tˆ
(h−1)
n
(
1−
k∑
j=1
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s))
)
, (60)
where tˆ
(−1)
n := 0, tˆ
(d+1)
n := vn(γE − δ). Since ζ is a parametrization of C and x
(h)
0 =
∑h
ℓ=0 βℓ1Kℓ ∈
S ⊂ C we have
ζ(γ
(h)
0 ) = x
(h)
0 for some γ
(h)
0 ∈ [0, 1] (61)
and so
vn(γ
(h)
0 ) =
k∑
i=1
⌊ζi(γ
(h)
0 )g
(i)
n ⌋ =
k∑
i=1
⌊
h∑
ℓ=0
βℓ1(i ∈ Kℓ)g
(i)
n ⌋ = tˆ
(h)
n . (62)
For h ∈ {1, . . . , d}, if i /∈
⋃h
ℓ=0Kℓ then w
(i)
n (tˆ
(h)
n ) = 0 and so (by monotonicity of w
(i)
n (·)) w
(i)
n (s) = 0
for any s ≤ tˆ
(h)
n . Consequently, for s ≤ tˆ
(h)
n − 1,
k∑
j=1
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s))
=
∑
j∈
⋃h
ℓ=0 Kℓ
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s)). (63)
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Now we check that, for tˆ
(h−1)
n ≤ s < tˆ
(h)
n , we have∑
j∈
⋃h
ℓ=0 Kℓ
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s))
=
∑
j∈Kh
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s)). (64)
This in turn follows if we check that, for any j ∈
⋃h−1
ℓ=0 Kℓ, we have
w(j)n (tˆ
(h−1)
n ) = w
(j)
n (tˆ
(h)
n ). (65)
Indeed this implies that quantity w
(j)
n (s) is constant on interval [tˆ
(h−1)
n , tˆ
(h)
n ], and therefore (reason-
ing as for the derivation of relation (59)), for any j ∈
⋃h−1
ℓ=0 Kℓ,
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s))
= P (A(j)n (s) < w
(j)
n (s+ 1) | Un(u) = wn(u) ∀1 ≤ u ≤ s)
= P (A(j)n (s)− w
(j)
n (s) < 0 | Un(u) = wn(u) ∀1 ≤ u ≤ s)
= P (A(j)n (s)− w
(j)
n (s) < 0 | An(u) ≥ wn(u+ 1) ∀1 ≤ u ≤ s− 1)
≤
P (A
(j)
n (s)− w
(j)
n (s) < 0, A
(j)
n (s− 1) ≥ w
(j)
n (s))
P (An(u) ≥ wn(u+ 1) ∀1 ≤ u ≤ s− 1)
= 0,
where the latter equality follows by monotonicity of A
(j)
n (·). Now we check (65). Let θx
(h)
0 + (1 −
θ)x
(h−1)
0 , θ ∈ [0, 1], be a generic point of Sh. We have
θx
(h)
0 + (1 − θ)x
(h−1)
0 = θβh1Kh +
h−1∑
ℓ=0
βℓ1Kℓ , (66)
and therefore, for any j ∈
⋃h−1
ℓ=0 Kℓ, i.e., for any j such that dj ≤ h − 1 (where dj is defined in
Subsection 5.1.2),
θ(x
(h)
0 )j + (1− θ)(x
(h−1)
0 )j = θβh1(j ∈ Kh) +
h−1∑
ℓ=0
βℓ1(j ∈ Kℓ) = βdj .
Consequently,
w(j)n (tˆ
(h)
n ) = ⌊ζj(v
−1
n (tˆ
(h)
n ))g
(j)
n ⌋ = ⌊ζj(γ
(h)
0 )g
(j)
n ⌋ = ⌊βdjg
(j)
n ⌋ = w
(j)
n (tˆ
(h−1)
n ),
and (65) is checked. Then, exploiting (63) and (64), we rewrite (60) as
P (T ′n < vn(γE − δ))
≤ 1−
d+1∏
h=0
tˆ
(h)
n −1∏
s=tˆ
(h−1)
n
(
1−
∑
j∈Kh
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s))
)
.
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Inequality (52) follows noticing that, for all n large enough,
d∏
h=0
tˆ
(h)
n −1∏
s=tˆ
(h−1)
n
(
1−
∑
j∈Kh
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s))
)
=
d∏
h=0
tˆ
(h)
n −1∏
s=tˆ
(h−1)
n
(
1−
∑
j∈Kh
P (Bin(n(j)n − a
(j)
n , b(wn(s),q
(j)
n )) < w
(j)
n (s+ 1)− a
(j)
n )
)
(67)
=
d∏
h=1
tˆ
(h)
n −1∏
s=tˆ
(h−1)
n
(
1−
∑
j∈Kh
P (Bin(n(j)n − a
(j)
n , b(wn(s),q
(j)
n )) < w
(j)
n (s+ 1)− a
(j)
n )
)
= T1,n(d) (68)
and
vn(γE−δ)−1∏
s=tˆ
(d)
n
(
1−
k∑
j=1
P (S(j)n (s) + a
(j)
n − w
(j)
n (s+ 1) < 0 | Un(s) = wn(s))
)
=
vn(γE−δ)−1∏
s=tˆ
(d)
n
(
1−
k∑
j=1
P (Bin(n(j)n − a
(j)
n , b(wn(s),q
(j)
n )) < w
(j)
n (s+ 1)− a
(j)
n )
)
. (69)
Here in (67) and (69) we used (7), and in (68) we used that, for all n large enough and all
0 ≤ s ≤ tˆ
(0)
n − 1,
P
(
Bin(n(1)n − a
(1)
n , b(wn(s),q
(1)
n ) < w
(1)
n (s+ 1)− a
(1)
n
)
≤ P
(
Bin(n(1)n − a
(1)
n , b(wn(s),q
(1)
n ) < ⌊(α1/2)g
(1)
n ⌋ − a
(1)
n
)
= 0.
Step 3.2: proof of (56). Let h ∈ {1, . . . , d} and j ∈ Kh be fixed. By Lemma 3.1, Lemma 5.5(iii),
(61) and (62), for any ε > 0 there exists nε(j, h) such that for all n > nε(j, h)
R(j)n (wn(tˆ
(h−1)
n ),q
(j)
n ) = R
(j)
n (⌊ζ(γ
(h−1)
0 )gn⌋,q
(j)
n )
= R(j)n (⌊x
(h−1)
0 gn⌋,q
(j)
n )
> (ρj(x
(h−1)
0 )− ε)g
(j)
n
> (r−1(1− r−1)r−1(χβh−1)
r − ε)g(j)n .
We note that, for any tˆ
(h−1)
n ≤ s < tˆ
(h)
n , w
(j)
n (s) ≥ w
(j)
n (tˆ
(h−1)
n ) and so, for any tˆ
(h−1)
n ≤ s < tˆ
(h)
n ,
R(j)n (wn(s),q
(j)
n ) ≥ R
(j)
n (wn(tˆ
(h−1)
n ),q
(j)
n )− (w
(j)
n (s)− w
(j)
n (tˆ
(h−1)
n ))
≥ R(j)n (wn(tˆ
(h−1)
n ),q
(j)
n )− (w
(j)
n (tˆ
(h)
n )− w
(j)
n (tˆ
(h−1)
n ))
> (r−1(1− r−1)r−1(χβh−1)
r − ε)g(j)n − (w
(j)
n (tˆ
(h)
n )− w
(j)
n (tˆ
(h−1)
n )). (70)
By (66)
w(j)n (tˆ
(h)
n )− w
(j)
n (tˆ
(h−1)
n ) = ⌊(x
(h)
0 )jg
(j)
n ⌋ − ⌊(x
(h−1)
0 )jg
(j)
n ⌋
= ⌊βhg
(j)
n ⌋. (71)
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Combining (70), (71) and (30), for any fixed h ∈ {1, . . . , d}, j ∈ Kh and tˆ
(h−1)
n ≤ s < tˆ
(h)
n , for any
ε > 0 there exists nε(j, h) such that for all n > nε(j, h)
R(j)n (wn(s),q
(j)
n ) > (2
−1r−1(1− r−1)r−1(χβh−1)
r − ε)g(j)n .
Therefore by the definition of R
(j)
n and the fact that w
(j)
n (s + 1) ≤ w
(j)
n (s) + 1, we have
(n(j)n − a
(j)
n )b(wn(s),q
(j)
n ) > (2
−1r−1(1− r−1)r−1(χβh−1)
r − ε)g(j)n + (w
(j)
n (s+ 1)− 1− a
(j)
n ).
Let
H(x) := 1− x+ x log x, x > 0, H(0) = 1. (72)
By a classical concentration inequality for the binomial distribution (see e.g. Eq. (1.6) of Lemma
1.1 in [30]), monotonicity in x of x/(x + s), s > 0, monotonicity in h of βh and monotonicity
properties of H, for any fixed h ∈ {1, . . . , d}, j ∈ Kh and tˆ
(h−1)
n ≤ s < tˆ
(h)
n , for any ε > 0 there
exists nε(j, h) such that for all n > nε(j, h) we have
P
(
Bin(n(j)n − a
(j)
n , b(wn(s),q
(j)
n )) ≤ w
(j)
n (s + 1)− 1− a
(j)
n
)
≤ 1{w(j)n (s+ 1)− a
(j)
n − 1 ≥ 0} exp
(
−(n(j)n − a
(j)
n )b(wn(s),q
(j)
n )H
(
w
(j)
n (s + 1)− a
(j)
n − 1
(n
(j)
n − a
(j)
n )b(wn(s),q
(j)
n )
))
≤ 1{w(j)n (s+ 1)− a
(j)
n − 1 ≥ 0}
× exp
(
−(2−1r−1(1− r−1)r−1(χβh−1)
r − ε)g(j)n
×H
(
w
(j)
n (s+ 1)− a
(j)
n − 1
(2−1r−1(1− r−1)r−1(χβh−1)r − ε)g
(j)
n + w
(j)
n (s+ 1)− a
(j)
n − 1
))
≤ exp
(
−(2−1r−1(1− r−1)r−1(χβh−1)
r − ε)g(j)n
×H
(
w
(j)
n (tˆ
(h)
n )
(2−1r−1(1− r−1)r−1(χβh−1)r − ε)g
(j)
n + w
(j)
n (tˆ
(h)
n )
))
≤ exp
(
−(2−1r−1(1− r−1)r−1(χβh−1)
r − ε)g(j)n H
(
βh
(2−1r−1(1− r−1)r−1(χβh−1)r − ε) + βh
))
= exp
(
−(βh − ε)g
(j)
n H
(
βh
2βh − ε
))
≤ exp
(
−(βd − ε)g
(j)
n H
(
2
3
))
.
Therefore, for all n large enough,
max
1≤h≤d
sup
tˆ
(h−1)
n ≤s<tˆ
(h)
n
P
(
Bin(n(j)n − a
(j)
n , b(wn(s),q
(j)
n )) ≤ w
(j)
n (s+ 1)− 1− a
(j)
n
)
≤ e−c1g
(1)
n ,
for some positive constant c1 > 0. By this inequality easily follows that, for all n large enough,
T1,n(d) ≥ (1− ke
−c1g
(1)
n )tˆ
(d)
n ,
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which, for all n large enough, yields
T1,n(d) ≥ (1− ke
−c1g
(1)
n )c2g
(1)
n ,
for some positive constant c2 > 0, and therefore (56).
Step 3.3: proof of (57). Recall that ζ(γ
(d)
0 ) = x0. Therefore C¯ := ζ([γ
(d)
0 , γE − δ]) is a compact set
of Rk contained in CE ∩
◦
E. For ε > 0, let C¯ε be the ε-thickening of C¯, i.e.,
C¯ε := {x ∈ R
k : dist(x, C¯) ≤ ε},
where, for B ⊂ Rk,
dist(x,B) := inf{‖x− y‖ : y ∈ B}
and ‖ · ‖ is the Euclidean norm. By the regularity properties of ρ, we have that there exists ε0 > 0
small enough such that C¯ε0 ⊂
◦
E. We are going to show that there exists a positive integer n¯ such
that wˆn(s) := (w
(1)
n (s)/g
(1)
n , . . . , w
(k)
n (s)/g
(k)
n ) ∈ C¯ε0 for any n > n¯ and tˆ
(d)
n ≤ s ≤ vn(γE − δ) − 1.
Indeed, for any n ∈ N and tˆ
(d)
n ≤ s ≤ vn(γE − δ) − 1, we have
⌊ζj(v
−1
n (t
(s)
n ))g
(j)
n ⌋
g
(j)
n
≤
w
(j)
n (s)
g
(j)
n
≤
⌊ζj(v
−1
n (t
(s)
n ))g
(j)
n ⌋+ 1
g
(j)
n
,
i.e.,
⌊ζj(γs)g
(j)
n ⌋
g
(j)
n
≤
w
(j)
n (s)
g
(j)
n
≤
⌊ζj(γs)g
(j)
n ⌋+ 1
g
(j)
n
where γs ∈ [γ
(d)
0 , γE − δ] is such that vn(γs) = t
(s)
n . This relation implies∣∣∣w(j)n (s)
g
(j)
n
− ζj(γs)
∣∣∣ ≤ (g(j)n )−1
for any n ∈ N and tˆ
(d)
n ≤ s ≤ vn(γE−δ)−1; therefore we can select n¯ such that ‖wˆn(s)−ζ(γs)‖ ≤ ε0,
and so wˆn(s) ∈ C¯ε0 , for any n > n¯ and tˆ
(d)
n ≤ s ≤ vn(γE − δ) − 1. Consequently, for any ε > 0 and
all n sufficiently large,
T2,n(d) ≥
vn(γE−δ)−1∏
s=tˆ
(d)
n
(
1−
k∑
j=1
P
(
Bin(n(j)n − a
(j)
n , b(wn(s),q
(j)
n ) < w
(j)
n (s)− a
(j)
n + 1
))
≥ (1− supn)
vn(γE−δ) ≥ (1− supn)
c4g
(1)
n , (73)
where c4 > 0 is a positive constant and
supn :=
k∑
j=1
sup
z∈C¯ε0
P
(
Bin(n(j)n − a
(j)
n , b(⌊zgn⌋,q
(j)
n ))/g
(j)
n < zj − αj + ε
)
.
Note that (57) easily follows by (73) if we prove that, for some positive constant c3 > 0,
supn = O(e
−c3g
(1)
n ).
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For this it suffices to prove that, for any j ∈ {1, . . . , k}, for all n large enough it holds
sup
z∈C¯ε0
P
(
Bin(n(j)n − a
(j)
n , b(⌊zgn⌋,q
(j)
n ))/g
(j)
n < zj − αj + ε
)
= O(e−c3g
(1)
n ).
We shall show this relation for j = 1 as the other relations can be proved similarly. Note that
ǫ := min
z∈C¯ε0
ρ1(z) > 0. From now on, we choose ε < ǫ. By Lemma 5.3 we have that for any
0 < ε′ < ǫ− ε, for all n large enough
(n
(1)
n − a
(1)
n )b(⌊zgn⌋,q
(1)
n )
g
(1)
n
> r−1(1 − r−1)r−1
(
k∑
ℓ=1
zℓχ1ℓ
)r
− ε′
= z1 − α1 + ρ1(z)− ε
′
> z1 − α1 + ǫ− ε
′
> z1 − α1 + ε, for all z ∈ C¯ε0 . (74)
Therefore, by a classical concentration inequality for the binomial distribution (see e.g. Eq. (1.6)
of Lemma 1.1. p. 16 in [30]), for all n large enough, we have
sup
z∈C¯ε0
P
(
Bin(n(1)n − a
(1)
n , b(⌊zgn⌋,q
(1)
n )) ≤ (z1 − α1 + ε)g
(1)
n
)
≤ sup
z∈C¯ε0
exp
(
−(n(1)n − a
(1)
n )b(⌊zgn⌋,q
(1)
n )H
(
(z1 − α1 + ε)g
(1)
n
(n
(1)
n − a
(1)
n )b(⌊zgn⌋,q
(1)
n )
))
≤ sup
z∈C¯ε0
exp
(
−(z1 − α1 + ε)g
(1)
n H
(
z1 − α1 + ε
z1 − α1 + ǫ− ε′
))
(75)
= O(e−c3g
(1)
n ),
where in (75) we used (74) and that H decreases on (0, 1).
Step 4: proof of (51). Define random variable
Qn(δ) := sup{t : U
(i)
n (t) ≤ ⌊ζi(γE + δ)g
(i)
n ⌋, ∀ 1 ≤ i ≤ k}
and note that Qn(δ) ≤ vn(γE+ δ) and U
(i0)
n (Qn(δ)) = ⌊ζi0(γE+ δ)g
(i0)
n ⌋ for some 1 ≤ i0 ≤ k, almost
surely. For v ∈ Nk, we define set
Fv := ∪
k
j=1F
(j)
v ,
where
F
(j)
v = {w ∈ N
k : wj = vj, wh ≤ vh,∀h 6= j}.
As usual, we denote by ⌊ζ(γE + δ)gn⌋ the vector with components ⌊ζi(γE + δ)g
(i)
n ⌋, i = 1, . . . , k.
By construction, vector Un(Qn(δ)) (whose components are U
(i)
n (Qn(δ)), i = 1, . . . , k) satisfies
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Un(Qn(δ)) ∈ F⌊ζ(γE+δ)gn⌋. We have
{A∗n > vn(γE + δ)} ⊆
k⋂
i=1
⋂
t≤vn(γE+δ)
{
S(i)n (t) + a
(i)
n − U
(i)
n (t) ≥ 0
}
⊆
k⋂
i=1
{S(i)n (Qn(δ)) + a
(i)
n − U
(i)
n (Qn(δ)) ≥ 0}
=
⋃
u∈F⌊ζ(γ
E
+δ)gn⌋
k⋂
i=1
{S(i)n (Qn(δ)) + a
(i)
n − U
(i)
n (Qn(δ)) ≥ 0,Un(Qn(δ)) = u}.
Therefore
P (A∗n > vn(γE + δ)) ≤
∑
u∈F⌊ζ(γ
E
+δ)gn⌋
P
(
k⋂
i=1
{S(i)n (Qn(δ)) + a
(i)
n − U
(i)
n (Qn(δ)) ≥ 0}
∣∣∣Un(Qn(δ)) = u
)
≤
k∏
i=1
⌊ζi(γE + δ)g
(i)
n ⌋ × max
u∈F⌊ζ(γ
E
+δ)gn⌋
P
(
k⋂
i=1
{
S(i)n
(
k∑
i=1
ui
)
+ a(i)n − ui ≥ 0
} ∣∣∣Un(Qn(δ)) = u
)
(76)
≤
k∏
i=1
⌊ζi(γE + δ)g
(i)
n ⌋
× max
1≤j≤k
max
u∈F
(j)
⌊ζ(γ
E
+δ)gn⌋
P
(
k⋂
i=1
{
S(i)n
(
k∑
i=1
ui
)
+ a(i)n − ui ≥ 0
} ∣∣∣Un(Qn(δ)) = u
)
.
(77)
Here, in the derivation of the inequality (76) we exploited relations
k∑
i=1
U (i)n (Qn(δ)) = Qn(δ) and |F⌊ζ(γE+δ)gn⌋| ≤
k∏
i=1
⌊ζi(γE + δ)g
(i)
n ⌋.
Note that, for fixed j ∈ {1, . . . , k} and u ∈ F
(j)
⌊ζ(γE+δ)gn⌋
,
P
(
k⋂
i=1
{
S(i)n
(
k∑
i=1
ui
)
+ a(i)n − ui ≥ 0
} ∣∣∣Un(Qn(δ)) = u
)
≤ P
(
S(j)n
(
k∑
i=1
ui
)
+ a(j)n ≥ ⌊ζj(γE + δ)g
(j)
n ⌋
∣∣∣Un(Qn(δ)) = u
)
= P (Bin(n(j)n − a
(j)
n , b(u,q
(j)
n )) ≥ ⌊ζj(γE + δ)g
(j)
n ⌋ − a
(j)
n )
≤ P (Bin(n(j)n − a
(j)
n , b(⌊ζ(γE + δ)gn⌋,q
(j)
n )) ≥ ⌊ζj(γE + δ)g
(j)
n ⌋ − a
(j)
n ),
where the latter inequality follows by the stochastic ordering property of the binomial distribution.
Combining this inequality with (77) we have
P (A∗n > vn(γE + δ)) ≤
k∏
i=1
⌊ζi(γE + δ)g
(i)
n ⌋
× max
1≤j≤k
P (Bin(n(j)n − a
(j)
n , b(⌊ζ(γE + δ)gn⌋,q
(j)
n )) ≥ ⌊ζj(γE + δ)g
(j)
n ⌋ − a
(j)
n ).
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Since
k∏
i=1
⌊ζi(γE + δ)g
(i)
n ⌋ ∼ (g
(1)
n )
k,
the claim then follows if we prove that, for an arbitrarily fixed i ∈ {1, . . . , k}, quantity P (Bin(n
(i)
n −
a
(i)
n , b(⌊ζ(γE + δ)gn⌋,q
(i)
n )) ≥ ⌊ζi(γE + δ)g
(i)
n ⌋ − a
(i)
n ) goes to zero exponentially fast with respect to
g
(1)
n . For this we exploit the same idea and similar computations as in the proof of (50), and so we
omit many details. By Lemma 5.4 and the definition of χ we have
(n(i)n − a
(i)
n )b(⌊ζ(γE + δ)gn⌋,q
(i)
n ) ∼e (ζi(γE + δ)− αi)g
(i)
n + ρi(ζ(γE + δ))g
(i)
n . (78)
Therefore
⌊ζi(γE + δ)g
(i)
n ⌋ − a
(i)
n
(n
(i)
n − a
(i)
n )b(⌊ζ(γE + δ)gn⌋,q
(i)
n )
→
ζi(γE + δ) − αi
ζi(γE + δ)− αi + ρi(ζ(γE + δ))
. (79)
By (Sub)′ it follows that there exists δ0 > 0 such that
max
1≤i≤k
ρi(ζ(γE + δ)) < 0, for any 0 < δ ≤ δ0.
Indeed, necessarily, Jρ(ζ(γE))φPF (ζ(γE)) = λPF (ζ(γE))φPF (ζ(γE)) < 0 (i.e., λPF (ζ(γE)) < 0)
otherwise we would get a contradiction with (39), since the directional derivative of each function ρi
along S˜ is increasing. Therefore, by a classical concentration inequality for the binomial distribution
(see e.g. Eq. (1.5) of Lemma 1.1 p. 16 in [30]), for all n large enough, we have
P
(
Bin(n(i)n − a
(i)
n , b(⌊ζ(γE + δ)gn⌋,q
(i)
n )) ≥ ⌊ζi(γE + δ)g
(i)
n ⌋ − a
(i)
n
)
≤ exp
(
−(n(i)n − a
(i)
n )b(⌊ζ(γE + δ)gn⌋,q
(i)
n )
×H
(
⌊ζi(γE + δ)g
(i)
n ⌋ − a
(i)
n
(n
(i)
n − a
(i)
n )b(⌊ζ(γE + δ)gn⌋,q
(i)
n )
))
,
where function H is defined by (72). The claim (i.e. the exponential decreasing rate with respect
to g
(1)
n ) easily follows combining this inequality with (78) and (79), and using that H increases on
(1,∞).

5.3 Proof of Theorem 3.3
Let ζ : [0,∞) → Rk be a parametrization of the curve with trace C ∪ S˜ext, where C is defined in
(Sup)′ (recall that by Theorem 5.2 (Sup) is equivalent to (Sup)′) and
S˜ext := {x ∈ R
k \D : x = x(yE) + θφPF (x(yE)), θ ≥ 0}
is the extension of S˜ outside D. Let vn(γ) be defined by (43) but with γ ∈ [0,∞). Similarly to the
proof of Theorem 3.2 we put vn([0,∞)) = {t
(s)
n }s∈N∪{0} and, without loss of generality, we assume
t
(0)
n := 0 < t
(1)
n < . . . < t
(s)
n < . . .. In this context, we define v−1n (t
(s)
n ), s ∈ N ∪ {0}, as in (44)
(clearly with [0,∞) in place of [0, 1]), w
(i)
n (t
(s)
n ), i = 1, . . . , k, s ∈ N∪{0}, as in (45), and we extend
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the definition of w
(i)
n (·) to any t ∈ N \ vn([0,∞)) as in (46). We define the random variables T
′
n
as in (47) (with n in place of vn(1)). As in the proof of Theorem 3.2, for t ≤ T ′n, we consider the
“policy” C
(i)
n defined by (48). We proceed dividing the proof in three main steps.
Step 1: outline of the proof. For ε ≥ 1, we have
P (n−A∗n > εn) = 0,
and the claim is obvious. Since A∗n ≥ T
′
n, for ε ∈ (0, 1), we have
P (n−A∗n > εn) ≤ 1− P (T
′
n ≥ (1− ε)n),
and therefore it suffices to show that
P (T ′n ≥ (1− ε)n) ≥ 1−O(e
−c(ε)g
(1)
n ).
For a suitable positive constant c1 > 0 and all n large enough, we have
P (T ′n ≥ (1− ε)n) = P (T
′
n ≥ (1− ε)n |T
′
n ≥ ⌊c1g
(1)
n ⌋+ 1)P (T
′
n ≥ ⌊c1g
(1)
n ⌋+ 1 |T
′
n ≥ tˆ
(d)
n )
× P (T ′n ≥ tˆ
(d)
n ),
where tˆ
(d)
n is defined by (55) with h = d. Since P (T ′n ≥ tˆ
(d)
n ) ≥ T1,n(d), where T1,n(d) is defined by
(53), arguing as in the proof of Theorem 3.2 one has T1,n(d) ≥ 1 − O(e
−c(ε)g
(1)
n ), and so P (T ′n ≥
tˆ
(d)
n ) ≥ 1−O(e−c(ε)g
(1)
n ). In the next two steps we shall show that
P (T ′n > ⌊(1− ε)n⌋ |T
′
n > ⌊c1g
(1)
n ⌋) ≥ 1−O(e
−c(ε)g
(1)
n ) (80)
and
P (T ′n > ⌊c1g
(1)
n ⌋ |T
′
n > tˆ
(d)
n − 1) ≥ 1−O(e
−c(ε)g
(1)
n ), (81)
concluding the proof.
Step 2: proof of (80).
For all n large enough, we have
P (T ′n > ⌊(1− ε)n⌋ |T
′
n > ⌊c1g
(1)
n ⌋) = P (T
′
n > ⌊(1− ε)n⌋ |T
′
n > ⌊(p
(1)
n )
−1⌋)
× P (T ′n > ⌊(p
(1)
n )
−1⌋ |T ′n > ⌊c1g
(1)
n ⌋).
The claim clearly follows if we prove
P (T ′n > ⌊(p
(1)
n )
−1⌋ |T ′n > ⌊c1g
(1)
n ⌋) ≥ 1−O(e
−c(ε)g
(1)
n ) (82)
and
P (T ′n > ⌊(1 − ε)n⌋ |T
′
n > ⌊(p
(1)
n )
−1⌋) ≥ 1−O(e−c(ε)g
(1)
n ). (83)
We divide the proof of this step in two parts. In the Step 2.1 we prove (82) and in the Step 2.2 we
prove (83).
Step 2.1: proof of (82). For n large enough, define
ln := min{ℓ ≥ ⌈c1⌉ : p
(1)
n m
(ℓ)
n ≥ 1}, where m
(ℓ)
n := ⌊c
ℓ/⌈c1⌉
1 g
(1)
n ⌋
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and ⌈x⌉ denotes the smallest integer greater than or equal to x ∈ R. Since m
(ln)
n ≥ ⌊(p
(1)
n )−1⌋, we
have
[⌊c1g
(1)
n ⌋, ⌊(p
(1)
n )
−1⌋] ∩ N ⊆
ln−1⋃
ℓ=⌈c1⌉
[m(ℓ)n ,m
(ℓ+1)
n ] ∩ N
and so, for all n large enough, using relation (58) and the fact paths A
(i)
n (·) and functions w
(i)
n (·)
are non-decreasing, we have
P (T ′n > ⌊(p
(1)
n )
−1⌋ |T ′n > ⌊c1g
(1)
n ⌋) ≥
ln−1∏
ℓ=⌈c1⌉
P (T ′n > m
(ℓ+1)
n |T
′
n > m
(ℓ)
n )
=
ln−1∏
ℓ=⌈c1⌉
P (An(s) ≥ wn(s + 1) ∀1 ≤ s ≤ m
(ℓ+1)
n |Un(s) = wn(s) ∀1 ≤ s ≤ m
(ℓ)
n + 1)
=
ln−1∏
ℓ=⌈c1⌉
P (An(s) ≥ wn(s + 1) ∀m
(ℓ)
n + 1 ≤ s ≤ m
(ℓ+1)
n |Un(s) = wn(s) ∀1 ≤ s ≤ m
(ℓ)
n + 1)
≥
ln−1∏
ℓ=⌈c1⌉
P (An(m
(ℓ)
n + 1) ≥ wn(m
(ℓ+1)
n + 1) |Un(s) = wn(s) ∀1 ≤ s ≤ m
(ℓ)
n + 1)
=
ln−1∏
ℓ=⌈c1⌉
P (An(m
(ℓ)
n + 1) ≥ wn(m
(ℓ+1)
n + 1) |Un(m
(ℓ)
n + 1) = wn(m
(ℓ)
n + 1)) (84)
≥
ln−1∏
ℓ=⌈c1⌉
P (S′n(m
(ℓ)
n + 1) ≥ wn(m
(ℓ+1)
n + 1) |Un(m
(ℓ)
n + 1) = wn(m
(ℓ)
n + 1)) (85)
=
ln−1∏
ℓ=⌈c1⌉
P (Bin(n(i)n , b(wn(m
(ℓ)
n + 1),q
(i)
n )) ≥ w
(i)
n (m
(ℓ+1)
n + 1) ∀1 ≤ i ≤ k) (86)
≥
ln−1∏
ℓ=⌈c1⌉
(
1−
k∑
i=1
P (Bin(n(i)n , b(wn(m
(ℓ)
n + 1),q
(i)
n )) < w
(i)
n (m
(ℓ+1)
n + 1)
)
, (87)
where in (84) we used (59), in (85) we used that
S
(n)′
i (s) :=
∑
v∈Gj
1{Yv ≤ s} ≤ S
(i)
n (s) + a
(i)
n = A
(i)
n (s)
and we put S′n := (S
(n)′
1 , . . . , S
(n)′
k ), in (86) we used (7), and (87) follows by the union bound.
Choosing c1 large enough and arguing as in the proof of relation (59) in [33], for all i, ℓ and n large
enough we get
P (Bin(n(i)n , b(wn(m
(ℓ)
n + 1),q
(i)
n )) < w
(i)
n (m
(ℓ+1)
n + 1)) ≤ e
−c2g
(1)
n e−(ℓ−⌈c1⌉)c3g
(1)
n , (88)
for some positive constants c2, c3 > 0. Using that
for x1, . . . , xn ∈ (0, 1) it holds
n∏
i=1
(1− xi) > 1−
n∑
i=1
xi
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and (88), by (87), for all n large enough we have
P (T ′n > ⌊(p
(1)
n )
−1⌋ |T ′n > ⌊c1g
(1)
n ⌋) ≥ 1−
k∑
i=1
ln−1∑
ℓ=⌈c1⌉
P (Bin(n(i)n , b(wn(m
(ℓ)
n + 1),q
(i)
n )) < w
(i)
n (m
(ℓ+1)
n + 1))
≥ 1− c4e
−c2g
(1)
n ,
for some positive constant c4 > 0, which yields (82).
Step 2.2: proof of (83). Let c5 ∈ (0, 1) be a small positive constant such that, for all n large enough
P (Bin(⌊(p
(1)
n )−1, p
(1)
n ) ≥ r) ≥ 2c5 (see e.g. the proof of Lemma 8.2 Case 3 p. 26 in [24]). For all n
large enough we have
P (T ′n > ⌊(1− ε)n⌋ |T
′
n > ⌊(p
(1)
n )
−1⌋)
= P (T ′n > ⌊(1− ε)n⌋ |T
′
n > ⌊c5n⌋)P (T
′
n > ⌊c5n⌋ |T
′
n > ⌊(p
(1)
n )
−1⌋). (89)
Arguing similarly to the derivation of (87), we have
P (T ′n > ⌊c5n⌋ |T
′
n > ⌊(p
(1)
n )
−1⌋)
= P (An(s) ≥ wn(s+ 1) ∀1 ≤ s ≤ ⌊c5n⌋ |Un(s) = wn(s) ∀1 ≤ s ≤ ⌊(p
(1)
n )
−1⌋+ 1)
= P (An(s) ≥ wn(s+ 1) ∀⌊(p
(1)
n )
−1⌋+ 1 ≤ s ≤ ⌊c5n⌋ |Un(s) = wn(s) ∀1 ≤ s ≤ ⌊(p
(1)
n )
−1⌋+ 1)
≥ P (An(⌊(p
(1)
n )
−1⌋+ 1) ≥ wn(⌊c5n⌋+ 1) |Un(s) = wn(s) ∀1 ≤ s ≤ ⌊(p
(1)
n )
−1⌋+ 1)
= P (An(⌊(p
(1)
n )
−1⌋+ 1) ≥ wn(⌊c5n⌋+ 1) |Un(⌊(p
(1)
n )
−1⌋+ 1) = wn(⌊(p
(1)
n )
−1⌋+ 1))
≥ 1−
k∑
i=1
P (Bin(n(i)n , b(wn(⌊(p
(1)
n )
−1⌋+ 1),q(i)n )) < w
(i)
n (⌊c5n⌋+ 1)). (90)
Similarly, we get
P (T ′n > ⌊(1− ε)n⌋ |T
′
n > ⌊c5n⌋)
≥ 1−
k∑
i=1
P (Bin(n(i)n , b(wn(⌊c5n⌋+ 1),q
(i)
n )) < w
(i)
n (⌊(1 − ε)n⌋+ 1)). (91)
The following inequalities are proved in Step 4 of the proof of Proposition 4.1 in [33] and hold for
any i and all n large enough:
P (Bin(n(i)n , b(wn(⌊(p
(1)
n )
−1⌋+ 1),q(i)n )) < w
(i)
n (⌊c5n⌋+ 1)) ≤ c6e
−c7n, for some constants c6, c7 > 0
P (Bin(n(i)n , b(wn(⌊c5n⌋+ 1),q
(i)
n )) < w
(i)
n (⌊(1 − ε)n⌋+ 1)) ≤ e
−c8g
(1)
n , for some constant c8 > 0.
These relations and (89), (90) and (91) clearly imply (83).
Step 3: proof of (81).
Let γ′ ∈ (0,∞) be such that
vn(γ
′) =
k∑
i=1
⌊ζi(γ
′)g(i)n ⌋ ≥ ⌊c1g
(1)
n ⌋+ 1.
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For all n large enough, we have
P (T ′n > ⌊c1g
(1)
n ⌋ |T
′
n > tˆ
(d)
n − 1)
≥
⌊c1g
(1)
n ⌋−1∏
s=tˆ
(d)
n
(
1−
k∑
i=1
P (Bin(n(i)n − a
(i)
n , b(wn(s),q
(i)
n )) < w
(i)
n (s+ 1)− a
(i)
n )
)
≥
vn(γ′)−1∏
s=tˆ
(d)
n
(
1−
k∑
i=1
P (Bin(n(i)n − a
(i)
n , b(wn(s),q
(i)
n )) < w
(i)
n (s+ 1)− a
(i)
n )
)
=: T˜2,n(d).
The claim follows if we prove that T˜2,n(d) ≥ 1−O(e
−c(ε)g
(1)
n ). This can be verified along the same
lines as in the proof of relation T2,n(d) ≥ 1 − O(e
−c(ε)g
(1)
n ), provided within the proof of Theorem
3.2. Hereon, we skip many details and highlight the main differences. For ε > 0, let C¯ε be the
ε-thickening of compact set C¯ := ζ([γd0 , γ
′]). As in the proof of Theorem 3.2, one has that there
exists ε0 > 0 small enough so that C¯ε0 ⊂
◦
E and it can be shown that there exists n¯ such that
wˆn(s) ∈ C¯ε0 for any n > n¯ and any tˆ
(d)
n ≤ s ≤ vn(γ
′) − 1. Then, for any ε > 0 and all n large
enough we get T˜2,n(d) ≥ (1 − supn)
c9g
(1)
n , where supn is defined as in the proof of Theorem 3.2
and c9 > 0 is a positive constant. By assumption (Sup) (which is equivalent to (Sup)
′) we have
min
z∈C¯ε0
ρ1(z) > 0. Then one can show that supn = O(e
−c10g
(1)
n ), for some constant c10 > 0, exactly
as in the proof of Theorem 3.2, and the proof is completed.
5.4 Proof of Theorem 5.2
First, we introduce the following additional conditions:
(Sub)′′: Either (Sub)(i) or (Sub)(ii) or (Sub)(iii) holds.
(Sub)′′′: There exists x ∈ D such that ρ(x) ≤ 0 and ρ(x) 6= 0;
where
(Sub)(i): |Z| ≥ 2.
(Sub)(ii): Z = {z}, z ∈
◦
D and detJρ(z) 6= 0.
(Sub)(iii): Z = {z}, z ∈
◦
D, detJρ(z) = 0 and λPF (z) 6= 0.
and:
(I): Z = {z} and z ∈ D˜.
For reader’s convenience, we summarized in Table 4 all the different “critical” conditions that
have been introduced in this paper. The proof of Theorem 5.2 is based on the following lemmas,
which will be proved later on.
Lemma 5.6 Under the assumptions of Theorem 5.2, we have that conditions (Sup) and (Sup)′
are equivalent.
Lemma 5.7 Under the assumptions of Theorem 5.2, if moreover Z 6= ∅, then yE = +∞ and
x(yE) ∈ Z ∩ E.
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Table 4: Main “critical” assumptions
(Sub) minx∈Dρ ρ1(x) < 0
Dρ := {x ∈ D : ρ1(x) = . . . = ρk(x)}(Crit) minx∈Dρ ρ1(x) = 0
(Sup) minx∈Dρ ρ1(x) > 0
(Sub′) min
x∈CE∪S˜
min1≤i≤k ρi(x) < 0
yE = +∞ S := ∪1≤h≤dSh
Sh := {x
(h)
0 + (1− θ)x
(h−1)
0 , θ ∈ [0, 1]}
x(yE) ∈ Z ∩
◦
D
(Crit′) min
x∈CE∪S˜
min1≤i≤k ρi(x) = 0
S˜ := {x(yE) + θφPF (x(yE)) ∈ D, θ ≥ 0}C := S ∪ CE ∪ S˜
(Sup′) minx∈CE min1≤i≤k ρi(x) > 0
yE <∞
C ⊂ D, 0 ∈ C, C ∩ D˜ 6= ∅
x(yE) ∈ D˜,
ρ(x(yE)) > 0
C := S ∪ CE
(Sub) ∃x ∈ D : ρ(x) < 0
(Crit) Z = {z}, z ∈
◦
D, detJρ(z) = 0, λPF (z) = 0
(Sup) Z = ∅
(Sub)(i) |Z| ≥ 2
(Sub)(ii) Z = {z}, z ∈
◦
D and detJρ(z) 6= 0
(Sub)(iii) Z = {z}, z ∈
◦
D, detJρ(z) = 0 and λPF (z) 6= 0
(I) Z = {z} and z ∈ D˜
(Sub)′′ Either (Sub)(i) or (Sub)(ii) or (Sub)(iii) holds
(Sub)′′′ ∃x ∈ D : ρ(x) ≤ 0, ρ(x) 6= 0
Lemma 5.8 Under the assumptions of Theorem 5.2, we have (Sub)⇒ Z 6= ∅.
Lemma 5.9 Under the assumptions of Theorem 5.2, we have (Sub)⇒ (Sub)⇒ (Sub)′.
Lemma 5.10 Under the assumptions of Theorem 5.2, we have (Crit)⇒ (Crit)′.
Lemma 5.11 Under the assumptions of Theorem 5.2, we have that conditions (Sub), (Sub)′′ and
(Sub)′′′ are equivalent.
Lemma 5.12 Under the assumptions of Theorem 5.2, we have (I)⇒ (Sub).
Proof of Theorem 5.2.
Proof of (i). Due to Lemma 5.9 we only have to show (Sub)′ ⇒ (Sub)⇒ (Sub). We start proving
(Sub)′ ⇒ (Sub). We reason by contradiction and suppose that the claim is false. Then by Lemma
5.11 we have that (Sub)′′ does not hold. So either (I) or (Crit) holds (indeed (Sup) can not hold
by Lemma 5.6 since we are assuming (Sub)′). If (I) holds, then x(yE) ∈ D˜ by Lemma 5.7, and this
contradicts (Sub)′. If (Crit) holds, then, by Lemma 5.10, (Crit)′ holds, and this again contradicts
(Sub)′. We now prove (Sub)⇒ (Sub). We reason again by contradiction and suppose that either
(Sup) or (Crit) holds. By Lemma 5.8 we have Z 6= ∅ and so minx∈Dρ ρ1(x) ≤ 0. This excludes
(Sup). We shall show in part (iii) of this proof that (Crit) ⇒ (Crit). We get a contradiction
noticing that conditions (Crit) and (Sub)′′ are not compatible and by Lemma 5.11 we have that
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(Sub)′′ holds.
Proof of (ii). Due to Lemma 5.6 it suffices to show that (Sup) and (Sup) are equivalent. We start
proving (Sup)⇒ (Sup). By assumption minx∈Dρ ρ1(x) > 0, so there are no zeros of ρ in Dρ, and
therefore, there are no zeros of ρ in D. We now prove (Sup)⇒ (Sup). Reasoning by contradiction
assume that (Sup) does not hold. Then either (Sub) or (Crit) holds. If (Sub) holds, then by Lemma
5.9 (Sub) holds. By Lemma 5.11 we then get (Sub)′′, which clearly contradicts (Sup). If (Crit)
holds, then ρ has zeros on D. Therefore, either (Sub)′′ or (Crit) or (I) holds. Due to Lemmas
5.11 and 5.12 and the fact that (Sub)′′ contradicts (Sup), neither (Sub)′′ nor (I) can hold. The
claim follows noticing that also (Crit) contradicts (Sup).
Proof of (iii). Due to Lemma 5.10 we need to prove (Crit)′ ⇒ (Crit) and (Crit) ⇔ (Crit). We
start proving (Crit)′ ⇒ (Crit). Reasoning by contradiction assume that (Crit) does not hold.
Then we distinguish two cases: either Z = ∅ or Z 6= ∅. The first case implies (Sup), i.e., by Lemma
5.6 (Sup)′. This clearly contradicts (Crit)′. In the second case we have that one of the following
four conditions holds: (Sub)(i), (Sub)(ii), (Sub)(iii), (I). If one of the first three conditions holds,
then by Lemmas 5.9 and 5.11, we have that condition (Sub)′ holds, and this contradicts (Crit)′.
If (I) holds, then x(yE) ∈ D˜ by Lemma 5.7, and this again contradicts (Crit)
′. We now prove
(Crit) ⇒ (Crit). We reason again by contradiction and assume that (Crit) does not hold. Then
either (Sub) or (Sup) holds. If (Sub) holds, then by Lemmas 5.9 and 5.11 (Sub)′′ holds, which
contradicts (Crit). If (Sup) holds, then ρ has no zeros on D, which again contradicts (Crit).
Finally we prove (Crit) ⇒ (Crit). Clearly (Crit) implies that ρ has zeros on D. Therefore either
(Sub)′′ or (I) or (Crit) holds. So, by Lemmas 5.11 and 5.12, either (Sub) or (Crit) holds. We
show that if (Sub) holds, then we get a contradiction. Hereon, we explicit the dependence of ρ
and Dρ on α := (α1, . . . , αk) writing ρ(x,α) and Dρ,α in place of ρ(x) and Dρ, respectively. On
one hand, if (Sub) holds, then there exists x ∈ D such that ρ(x,α) < 0. So there exists ε > 0
such that ρ(x,α + ε) = ρ(x,α) + ε < 0 (component-wise), where ε := (ε, . . . , ε) and we used the
linearity of ρ(x, ·). Therefore, the SBM with parameter α+ε satisfies (Sub) and so, by Lemma 5.9,
it satisfies (Sub)′. On the other hand, the linearity of ρ(x, ·) ensures Dρ,α ≡ Dρ,α+ε. Therefore,
by (Crit)
min
y∈Dρ,α+ε
ρ1(y,α + ε) = min
y∈Dρ,α
ρ1(y,α + ε) = ε+ min
y∈Dρ,α
ρ1(y,α) = ε > 0. (92)
Since (Sup) implies (Sup) (see proof of part (ii) of this theorem), by Lemma 5.6 and (92) we have
that the SBM with parameter α+ ε satisfies (Sup)′, yielding a contradiction.

Proof of Lemma 5.6. We start proving (Sup) ⇒ (Sup)′. We shall check later on that yE < ∞,
x(yE) ∈ D˜ and ρ(x(yE)) > 0. Then, consider the curve with trace C := S ∪ CE. It is easily realized
that it is continuous, non-decreasing and C satisfies (38). Curve C satisfies also (41). Indeed, since
ρi(x) > 0 for any i, x ∈ C ∩
◦
E and ρ(x(yE)) > 0 (component-wise), we have
min
x∈CE
min
1≤i≤k
ρi(x) > 0.
Proof of yE <∞. Since by assumption ρ 6= 0 over compact D, we have
m
(ρ)
D
:= min
x∈D
k∑
i=1
|ρi(x)| ∈ R+
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and so
∞ >
k∑
i=1
xi(yE) =
k∑
i=1
(
(x0)i + lim
y0<y↑yE
∫ y
y0
x′i(s) ds
)
=
k∑
i=1
(x0)i + lim
y0<y↑yE
∫ y
y0
(
k∑
i=1
x′i(s)
)
ds
> lim
y0<y↑yE
∫ y
y0
(
k∑
i=1
ρi(x(s))
)
ds
≥ m
(ρ)
D
lim
y0<y↑yE
∫ y
y0
ds = m
(ρ)
D
(yE − y0). (93)
Therefore yE <∞.
Proof of x(yE) ∈ D˜ and ρ(x(yE)) > 0. We have either x(yE) ∈ ∂E ∩ D˜
c or x(yE) ∈ ∂E ∩ D˜, where
D˜c stands for the complement of D˜. Reasoning by contradiction, suppose x(yE) ∈ ∂E∩ D˜
c. Define
I := {i : ρi(x(yE)) = 0} and J := {j : ρj(x(yE)) > 0},
and note that I 6= ∅ (since in particular x(yE) ∈ ∂E \
⋃k
i=1{x : xi = 0}, and so there exists
i ∈ {1, . . . , k} such that ρi(x(yE)) = 0) and J 6= ∅ (since x(yE) ∈ E \ Z). By the irreducibility of χ
There exist i0 ∈ I and j0 ∈ J such that
∂ρi0
∂xj0
(x(yE)) > 0. (94)
Since ρi0(x(y)) > 0 for any y ∈ (y0, yE) and ρi0(x(yE)) = 0, we have
dρi0(x(y))
dy
|y=yE ≤ 0. (95)
On the other hand, for any y ∈ (y0, y+),
dρi0(x(y))
dy
=
k∑
j=1
∂ρi0
∂xj
(x(y))x′j(y)
=
k∑
j=1
∂ρi0
∂xj
(x(y))ρj(x(y))
=
∑
j∈I
∂ρi0
∂xj
(x(y))ρj(x(y)) +
∑
j∈J
∂ρi0
∂xj
(x(y))ρj(x(y)).
Computing this quantity at y = yE, by (94), the definition of the set of indexes I and J and the
fact that all non-diagonal terms of Jρ(x) are non-negative, we have
dρi0(x(y))
dy
|y=yE =
∑
j∈J
∂ρi0
∂xj
(x(yE))ρj(x(yE)) ≥
∂ρi0
∂xj0
(x(yE))ρj0(x(yE)) > 0, (96)
which contradicts (95). Therefore x(yE) ∈ D˜. To check ρ(x(yE)) > 0, we start noticing that
we clearly have ρ(x(yE)) ≥ 0. Reasoning by contradiction, assume that ρi0(x(yE)) = 0 for some
i0 ∈ {1, . . . , k}. Then, arguing as above we get both (95) and (96), and the claim follows. Finally
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we prove (Sup)′ ⇒ (Sup). Reasoning by contradiction, suppose Z 6= ∅ and consider set Fˆz, z ∈ Z,
defined by
Fˆz := ∪
k
j=1Fˆ
(j)
z , (97)
where
Fˆ
(j)
z := {w ∈ D : wj = zj and wh ≤ zh, ∀h 6= j}.
Since z is a zero of ρi for any i, we have z 6= 0 with all components zi 6= 0. By the monotonicity
properties of the ρi’s, for any j ∈ {1, . . . , k} and any x ∈ Fˆ
(j)
z , it holds ρj(x) ≤ ρj(z) = 0, and so
min
1≤i≤k
ρi(x) ≤ 0, ∀ x ∈ Fˆz.
By the continuity and the monotonicity of curve C and condition (38), we necessarily have
C ∩ Fˆz = (S ∪ CE) ∩ Fˆz 6= ∅.
As immediate consequence of Lemma 5.5, we have S ∩ Fˆz = ∅, and so CE ∩ Fˆz 6= ∅. Taking
w ∈ CE ∩ Fˆz, we have
min
x∈CE
min
1≤i≤k
ρi(x) ≤ min
1≤i≤k
ρi(w) ≤ 0,
which contradicts (41).

Proof of Lemma 5.7. Firstly, we show
x(yE) ∈ Z ∩ ∂E if and only if yE = +∞,
secondly, we prove x(yE) ∈ Z ∩ ∂E. The implication x(yE) ∈ Z ∩ ∂E ⇒ yE = +∞ follows by the
uniqueness of the solution of Cauchy problem (35).We now prove yE = +∞ ⇒ x(yE) ∈ Z ∩ ∂E.
We reason by contradiction. For ε > 0 arbitrarily small, let D(ε) denote the closed subset of D
obtained by erasing from D the open balls with radius ε > 0 centered at zeros of b in D. We have
m
(ρ)
D(ε)
:= min
x∈D(ε)
k∑
i=1
|ρi(x)| ∈ R+
and, since x(yE) /∈ Z ∩ ∂E, curve ζE(y) := x(y), y0 ≤ y ≤ yE, is contained in D
(ε). So arguing
as for (93), we have m
(ρ)
D(ε)
(yE − y0) < ∞, which proves the finiteness of yE and therefore yields a
contradiction. We finally prove x(yE) ∈ Z∩ ∂E. Since x(yE) ∈ ∂E we have x(yE) ∈ (Z∩ ∂E)∪ (Z
c ∩
∂E). We shall prove that x(yE) /∈ Z
c ∩ ∂E. Note that
Zc ∩ ∂E = (∂E ∩ D˜ ∩ Zc) ∪ (∂E ∩ D˜c ∩ Zc).
We shall show that x(yE) /∈ ∂E∩ D˜ and x(yE) /∈ ∂E∩ D˜
c ∩Zc. Reasoning by contradiction, assume
x(yE) ∈ ∂E∩ D˜. For an arbitrarily fixed z ∈ Z, there exists x ∈ Fˆz ∩CE∩
◦
D, where Fˆz is defined by
(97). So by the monotonicity properties of the ρi’s we have ρj(x) ≤ ρj(z) = 0, for some j. Therefore
x /∈ E, which is impossible. Reasoning again by contradiction, assume x(yE) ∈ ∂E∩D˜
c∩Zc. Arguing
as in the proof of Lemma 5.6 we deduce both (95) and (96), getting in this way a contradiction.

Proof of Lemma 5.8. Let x ∈
◦
D be such that ρ(x) < 0 (component-wise) and define
Gˆx := {w ∈ D : wj ≤ xj ∀j = 1, . . . , k}. (98)
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It is easily seen that
E ⊂ Gˆx and Gˆx ∩ D˜ = ∅. (99)
Therefore, condition (Sub) implies E ∩ D˜ = ∅. On the other hand, we have that condition (Sup)′
implies E∩ D˜ 6= ∅ (indeed x(yE) ∈ E∩ D˜). Consequently, (Sub) implies that (Sup)
′ does not hold,
and so, by Lemma 5.6 condition (Sub) implies Z 6= ∅.

Proof of Lemma 5.9. Since the implication (Sub) ⇒ (Sub) is obvious, we only need to prove
(Sub) ⇒ (Sub′). By Lemma 5.8 we have Z 6= ∅ and so by Lemma 5.7 it holds yE = +∞ and
x(yE) ∈ Z. Let x ∈
◦
D be such that ρ(x) < 0 and consider sets Fˆx and Gˆx defined by (97) (with
x in place of z) and (98). By (99) we have x(yE) ∈
◦
D, and so x(yE) ∈ Z ∩
◦
D. Note that the
curve with trace C := S ∪ CE ∪ S˜ is continuous, non-decreasing, satisfies (38) and it is such that
C ∩ Fˆx 6= ∅. Therefore there exists an i such that C ∩ Fˆ
(i)
x 6= ∅. Let x∗ ∈ C∩ Fˆ
(i)
x . As an immediate
consequence of Lemma 5.5, we have S ∩ Fˆx = ∅, and therefore x∗ ∈ CE ∪ S˜ ∩ Fˆ
(i)
x . Finally, since ρi
is non-decreasing with respect to the jth variable, j 6= i, we have
min
1≤j≤k
ρj(x∗) ≤ ρi(x∗) ≤ sup
w∈Fˆ
(i)
x
ρi(w) = ρi(x) < 0,
which yields (39) and completes the proof.

Proof of Lemma 5.10. By Lemma 5.7 we have yE = +∞ and x(yE) ∈ Z. Similarly to the proof of
Lemma 5.9 it is checked that x(yE) ∈
◦
D. The curve with trace C := S∪CE∪ S˜ is clearly continuous,
non-decreasing and satisfies (38). Moreover, it satisfies (40) since
min
x∈C
ρi(x) = ρi(x(yE)) = 0, ∀ i = 1, . . . , k.
Indeed, each ρi is non-negative on S∪CE, strictly positive on S˜\{x(yE)} and ρi(x(yE)) = 0, for any
i = 1, . . . , k. In particular, the strict positivity of ρi’s on S˜ \ {x(yE)} follows by the fact that x(yE)
is the unique point of minimum of each ρi on S˜ and ρi(x(yE)) = 0 (indeed, this is a consequence of
the convexity of S˜, the convexity of the ρi’s and the fact that x(yE) is the unique critical point of
ρi’s on S˜ since λPF (x(yE)) = 0).

Proof of Lemma 5.11. We start noticing that the implication (Sub) ⇒ (Sub)′′′ is obvious. We
now prove (Sub)′′′ ⇒ (Sub). Let x ∈ D be such that ρ(x) ≤ 0 and ρ(x) 6= 0. We have
N0 := {i ∈ {1, . . . , k} : ρi(x) < 0} 6= ∅.
Let Nc0 := {1, . . . , k} \ N0 = {i ∈ {1, . . . , k} : ρi(x) = 0} be the complement of N0 and define
x0 := mini∈N0 xi. Note that x
0 > 0 (indeed if there exists j ∈ N0 such that xj = 0 then ρj(x) ≥ 0,
which is impossible). Define
N1 :=
{
i ∈ Nc0 : ∃h ∈ N0 with
∂ρi
∂xh
(x) > 0
}
.
The irreducibility of χ implies N1 6= ∅. Let I
(0) be the vector with components I
(0)
i := 1(i ∈ N0),
i = 1, . . . , k, and put x1 := x − ε
x0
2 I
(0) for some ε ∈ (0, 1] sufficiently small. By construction
x1 ∈ D and ρj(x1) < 0 for any j ∈ N0 ∪N1. Iterating the procedure we can find (i) A finite family
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of sets {Nh}1≤h≤ℓ with 1 ≤ ℓ ≤ k, Nh 6= ∅, for any 1 ≤ h ≤ ℓ, and
⋃ℓ
h=1Nh = {1, . . . , k} (ii)
A point xℓ ∈ D such that ρj(xℓ) < 0 for any j ∈
⋃ℓ
h=1Nh. The claim is proved. We now show
(Sub)′′ ⇒ (Sub). For this, we shall prove implications: (Sub)(i) ⇒ (Sub), (Sub)(ii) ⇒ (Sub)
and (Sub)(iii) ⇒ (Sub). We start proving (Sub)(i) ⇒ (Sub). Let z(1), z(2) ∈ D be two distinct
zeros of ρ. Since D is convex we have xθ := θz
(1) + (1 − θ)z(2) ∈ D, for any θ ∈ [0, 1]. By the
convexity of ρi we have ρi(xθ) ≤ 0 for any i = 1, . . . , k and θ ∈ [0, 1]. Since z
(1) 6= z(2) there
exists i0 ∈ {1, . . . , k} such that z
(1)
i0
6= z
(2)
i0
. Consider function ϕi0(θ) := ρi0(xθ). A straightforward
computation shows ϕ′′i0(θ) > 0 for any θ ∈ (0, 1). Therefore,
ρi0(xθ) < θρi0(z
(1)) + (1− θ)ρi0(z
(2)) = 0, ∀ θ ∈ (0, 1).
This implies (Sub)′′′ and so (by one of the previous steps) (Sub). We continue by proving
(Sub)(ii) ⇒ (Sub). Since detJρ(z) 6= 0, the linear map Jρ(z) : R
k → Rk is surjective and
therefore there exists a vector w ∈ Rk such that Jρ(z)w < 0 (component-wise). Set xδ := z+ δw,
with δ > 0 small enough so that xδ ∈ D. Let j ∈ {1, . . . , k} be arbitrarily fixed. The directional
derivative of ρj along vector w computed at xδ is equal to
∂ρj
∂w
(xδ) =
k∑
i=1
∂ρj
∂xi
(z + δw)wi.
For δ > 0 small enough, this quantity is strictly less than zero since Jρ(z)w < 0. Therefore,
for δ > 0 small enough, ρj(xδ) < ρj(z) = 0, and the proof of the claim is completed. We now
prove (Sub)(iii) ⇒ (Sub). If λPF (z) > 0, then Jρ(z)φPF (z) = λPF (z)φPF (z) > 0, where the
latter inequality holds (component-wise) due the positivity of eigenvector φPF (z). Since z ∈
◦
D,
xδ := z + δ(−φPF (z)) ∈
◦
D for a sufficiently small δ > 0. Let j ∈ {1, . . . , k} be arbitrarily fixed.
Since Jρ(z)φPF (z) > 0, for δ > 0 small enough, the directional derivative of ρj along vector
−φPF (z) computed at xδ is strictly less than zero, indeed
∂ρj
∂(−φPF (z))
(xδ) = −
k∑
i=1
∂ρj
∂xi
(z+ δ(−φPF (z)))(φPF (z))i.
Therefore, for δ > 0 small enough, ρj(xδ) < ρj(z) = 0, and the claim is proved. If λPF (z) < 0,
by a similar argument one has that, for δ > 0 small enough, ρj(xδ) < 0 for any j, where xδ :=
z+ δφPF (z) ∈
◦
D, which concludes the proof of the claim. Finally, we prove (Sub)⇒ (Sub)′′. By
Lemma 5.8 we have that (Sub) implies either (Sub)′′ or (I) or (Crit). By Lemma 5.9 condition
(Sub) implies (Sub)′ which, in turn, guarantees that neither (I) nor (Crit)′ holds. The claim
follows by Lemma 5.10.

Proof of Lemma 5.12. By assumption function ρ has a unique zero z which lies in D˜. We prelimi-
nary note that: 1) at least one term (Jρ(z))ii, i ∈ {1, . . . , k}, on the diagonal of Jρ(z) is equal to
zero and all non-zero terms on the diagonal of Jρ(z) are strictly negative; 2) all terms (Jρ(z))ij ,
i, j ∈ {1, . . . , k}, i 6= j, outside the diagonal of Jρ(z) are non-negative. Without loss of generality
we assume (Jρ(z))11 = 0. For ease of notation, for i = 2, . . . , k, we set
11i := 1((Jρ(z))1i ∈ R+).
Let v(δ) := (−1,−δ112, . . . ,−δ11k) ∈ R
k, for some δ > 0. For any i = 1, . . . , k, we have
(Jρ(z)v
(δ))i =
k∑
h=1
(Jρ(z))ihv
(δ)
h = (Jρ(z))iiv
(δ)
i +
1,k∑
h 6=i
(Jρ(z))ihv
(δ)
h .
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In particular,
(Jρ(z)v
(δ))1 = −δ
k∑
h=2
(Jρ(z))1h11h < 0, (100)
where the latter inequality follows noticing that by the irreducibility of matrix χ we have 11h = 1
for some h ∈ {2, . . . , k}. Define x
(δ)
ε := z + εv(δ), ε > 0. Since z ∈ D˜, for ε > 0 small enough, we
have x
(δ)
ε ∈
◦
D. Due to (100), arguing as in the proof of Lemma 5.11 we deduce that the directional
derivative of ρ1, along vector v
(δ) and computed at x
(δ)
ε , is strictly negative and so
ρ1(x
(δ)
ε ) < ρ1(z) = 0. (101)
Now, take i0 6= 1. We have that for sufficiently small δ:
(Jρ(z)v
(δ))i0 = −δ(Jρ(z))i0i011i0 − (Jρ(z))i01 − δ
2,k∑
h 6=i0
(Jρ(z))i0h11h ≤ 0.
If (Jρ(z)v
(δ))i0 < 0, then studying as usual the directional derivative along v
(δ) we deduce
ρi0(x
(δ)
ε ) < 0 (for ε and δ small enough). (102)
If (Jρ(z)v
(δ))i0 = 0, then χi01 = 0 and χi0h = 0 for any h ∈ {2, . . . , k} \ {i0} such that χ1h > 0
(indeed, for i 6= j, (Jρ(z))ij = 0 if and only if χij = 0). Therefore (for ε and δ small enough)
ρi0(x
(δ)
ε ) = αi0 − zi0 + εδ11i0 + r
−1(1− r−1)r−1
 ∑
h∈{2,...,k}\{i0}:χ1h=0
χi0h(zh − εδ11h)
r
= ρi0(z) = 0. (103)
Collecting (101), (102) and (103) we get (Sub).

5.5 Proof of Proposition 2.1
In this proof we simply write A, U and T in place of An, Un and Tn. We first prove
G ⊆ A(T ). (104)
This is equivalent to prove
⋃H
h=0 Gh ⊆ A(T ), for any H ∈ N∪{0}. We show this claim by induction
over H. We clearly have G0 = A(0) ⊆ A(T ). Assume
H⋃
h=0
Gh ⊆ A(T ), for some H ∈ N.
The inclusion (104) follows if we check GH+1 ⊆ A(T ). Take v ∈ GH+1 and, reasoning by contra-
diction, suppose v /∈ A(T ). By the definition of the bootstrap percolation process v ∈ GH+1 has at
least r neighbors in
⋃H
h=0 Gh. This set of active nodes is contained in U(T ) due to the inductive
hypothesis and relation A(T ) = U(T ). Consequently, by (3), Mv(T ) ≥ r and so, by (2), v ∈ A(T ),
which is a contradiction. We now prove
G ⊇ A(T ).
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For this it suffices to prove that A(t) ⊆ G for any 0 ≤ t ≤ T . We denote by ∆A(t) the set of nodes
that become active exactly at time t. Reasoning by contradiction, assume that there exists at least
a v ∈ ∆A(t), r ≤ t ≤ T , such that v /∈ Gh, for any h ∈ N ∪ {0}. Then there must exist a minimum
time t0 with r ≤ t0 ≤ T such that ∆A(t0) 6⊆ G. Since v ∈ ∆A(t0), it has at least r neighbors in
U(t0). By construction we have U(t0) ⊆ A(t0 − 1) and A(t0 − 1) ⊆ G. So v has r neighbors in G.
Therefore v ∈ G, which is a contradiction.
5.6 Proofs of Lemmas 3.1, 5.3, 5.4, 5.5
Since the proofs of Lemmas 3.1 and 5.3 exploit Lemma 5.4, the proof of Lemma 5.5 is based on
Lemma 3.1 and the proof of Lemma 5.4 is self-contained, we first prove Lemma 5.4, then we prove
Lemmas 3.1 and 5.3, and finally we prove Lemma 5.5.
Proof of Lemma 5.4. Note that
b(⌊xgn⌋, q
(ij)
n ) = P
 ∑
j∈{1,...,k}: xj>0
Bin(⌊xjg
(j)
n ⌋, q
(ij)
n ) ≥ r
 .
Without loss of generality we denote by x1, . . . , xh, 1 ≤ h ≤ k, the strictly positive x’s. We proceed
by induction on h ∈ N. By the third relation in (18) and formula (8.1) in [24], for any i ∈ {1, . . . , k},
j ∈ {1, . . . , h} and m ∈ N,
P
(
Bin(⌊xjg
(j)
n ⌋, q
(ij)
n ) ≥ m
)
=
(⌊xjg
(j)
n ⌋q
(ij)
n )m
m!
(1 +O(⌊xjg
(j)
n ⌋q
(ij)
n + (⌊xjg
(j)
n ⌋)
−1)). (105)
The case h = 1 is an immediate consequence of (105). Now, assume h ≥ 2 and suppose that the
claim holds for h− 1. By the independence of binomial random variables and (105), we have
b(⌊xgn⌋,q
(i)
n ) = P
h−1∑
j=1
Bin(⌊xjg
(j)
n ⌋, q
(ij)
n ) + Bin(⌊xhg
(h)
n ⌋, q
(ih)
n ) ≥ r

=
r∑
rh=0
P
h−1∑
j=1
Bin(⌊xjg
(j)
n ⌋, q
(ij)
n ) ≥ r − rh
P (Bin(⌊xhg(h)n ⌋, q(ih)n ) = rh)
+ P
(
Bin(⌊xhg
(h)
n ⌋, q
(ih)
n ) ≥ r + 1
)
. (106)
By the inductive hypothesis we have
P
h−1∑
j=1
Bin(⌊xjg
(j)
n ⌋, q
(ij)
n ) ≥ m

= (1 +Oh−1)
h−1∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
n
m /m!
= (1 +Oh−1)
∑
(r1,...,rh−1): 0≤rj≤m,
∑
j rj=m
h−1∏
j=1
(⌊xjg
(j)
n ⌋q
(ij)
n )rj
rj !
,
where for ease of notation we set
Oℓ := O
 ℓ∑
j=1
(⌊xjg
(j)
n ⌋q
(ij)
n + (⌊xjg
(j)
n ⌋)
−1)
 , 1 ≤ ℓ ≤ h. (107)
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Combining this relation with (105) and (106), we have
b(⌊xgn⌋,q
(i)
n ) = (1 +O(⌊xhg
(h)
n ⌋q
(ih)
n + (⌊xhg
(h)
n ⌋)
−1))(1 +Oh−1)
×
r∑
rh=0
∑
(r1,...,rh−1): 0≤rj≤r−rh,
∑
j rj=r−rh
h∏
j=1
(⌊xjg
(j)
n ⌋q
(ij)
n )rj
rj !
+
(⌊xhg
(h)
n ⌋q
(ih)
n )r+1
(r + 1)!
(1 +O(⌊xhg
(h)
n ⌋q
(ih)
n + (⌊xhg
(h)
n ⌋)
−1))
= (1 +Oh)
(
r∑
rh=0
∑
(r1,...,rh−1): 0≤rj≤r−rh,
∑
j rj=r−rh
h∏
j=1
(⌊xjg
(j)
n ⌋q
(ij)
n )rj
rj!
+
(⌊xhg
(h)
n ⌋q
(ih)
n )r+1
(r + 1)!
)
= (1 +Oh)
( ∑
(r1,...,rh−1,rh): 0≤rj≤r,
∑
j rj=r
h∏
j=1
(⌊xjg
(j)
n ⌋q
(ij)
n )rj
rj !
+
(⌊xhg
(h)
n ⌋q
(ih)
n )r+1
(r + 1)!
)
= (1 +Oh)
( h∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
n
r /r! + (⌊xhg(h)n ⌋q(ih)n )r+1
(r + 1)!
)
= (1 +Oh)
( h∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
n
r /r!),
which concludes the proof.

Proof of Lemma 3.1. By the definition of R
(i)
n , we have
R
(i)
n (⌊xgn⌋,q
(i)
n )
g
(i)
n
=
1
g
(i)
n
(a(i)n + (n
(i)
n − a
(i)
n )b(⌊xgn⌋,q
(i)
n )− ⌊xig
(i)
n ⌋)
=
(
a
(i)
n
g
(i)
n
−
⌊xig
(i)
n ⌋
g
(i)
n
)
+
n
(i)
n − a
(i)
n
g
(i)
n
b(⌊xgn⌋,q
(i)
n ). (108)
By (14) it follows
a
(i)
n
g
(i)
n
−
⌊xig
(i)
n ⌋
g
(i)
n
→ αi − xi.
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By the second relation in (18), Lemma 5.4 and the definition of g
(i)
n , we have
n
(i)
n − a
(i)
n
g
(i)
n
b(⌊xgn⌋,q
(i)
n ) ∼e
n
(i)
n
g
(i)
n
 k∑
j=1
xjg
(j)
n q
(ij)
n
r /r!
=
n
(i)
n (g
(i)
n p
(i)
n )r
(r!)g
(i)
n
 k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
r
=
n
(i)
n (p
(i)
n )r(g
(i)
n )r−1
(r!)
 k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
r
=
(1− r−1)r−1
r
 k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
r → r−1(1− r−1)r−1
 k∑
j=1
xjχij
r .
(109)
The claim then follows by taking the limit as n→∞ in (108).

Proof of Lemma 5.3. We have
sup
x∈W
∣∣∣R(i)n (⌊xgn⌋,q(i)n )
g
(i)
n
− ρi(x)
∣∣∣
≤
∣∣∣a(i)n
g
(i)
n
− αi
∣∣∣+ sup
x∈W
∣∣∣⌊xig(i)n ⌋
g
(i)
n
− xi
∣∣∣
+ sup
x∈W
∣∣∣n(i)n − a(i)n
g
(i)
n
b(⌊xgn⌋,q
(i)
n )− r
−1(1− r−1)r−1
 k∑
j=1
xjχij
r ∣∣∣
≤
∣∣∣a(i)n
g
(i)
n
− αi
∣∣∣+ 1
g
(i)
n
+ sup
x∈W
∣∣∣n(i)n − a(i)n
g
(i)
n
b(⌊xgn⌋,q
(i)
n )− r
−1(1− r−1)r−1
 k∑
j=1
x
(j)
j χij
r ∣∣∣, (110)
and so we only need to prove that the supremum in (110) tends to zero as n→∞. For x ∈W, we
consider quantity Ok defined by (107) with ℓ = k (note all xj ’s in Ok are positive since x ∈ W).
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By Lemma 5.4 we have
sup
x∈W
∣∣∣n(i)n − a(i)n
g
(i)
n
b(⌊xgn⌋,q
(i)
n )− r
−1(1− r−1)r−1
 k∑
j=1
xjχij
r ∣∣∣
= sup
x∈W
∣∣∣n(i)n − a(i)n
g
(i)
n
(1 +Ok)
 k∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
n
r /r!− r−1(1− r−1)r−1
 k∑
j=1
xjχij
r ∣∣∣
≤ sup
x∈W
∣∣∣n(i)n − a(i)n
g
(i)
n
Ok
 k∑
j=1
xjg
(j)
n q
(ij)
n
r /r!∣∣∣
+ sup
x∈W
∣∣∣n(i)n − a(i)n
g
(i)
n
 k∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
n
r /r!− r−1(1− r−1)r−1
 k∑
j=1
xjχij
r ∣∣∣. (111)
We start considering the first supremum in (111). For some positive constant c1 > 0, we have
sup
x∈W
∣∣∣n(i)n − a(i)n
g
(i)
n
Ok
 k∑
j=1
xjg
(j)
n q
(ij)
n
r /r!∣∣∣
≤ c1
 k∑
j=1
(g(j)n q
(ij)
n + (g
(j)
n )
−1)
 n(i)n − a(i)n
g
(i)
n
 k∑
j=1
g(j)n q
(ij)
n
r → 0,
where the limit follows by (18) and (109). As far as the second supremum in (111) is concerned,
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by the definition of g
(i)
n , we have, for some positive constants c2, c3 > 0,
sup
x∈W
∣∣∣n(i)n − a(i)n
g
(i)
n
(r!)−1
 k∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
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(i)
n − a
(i)
n
g
(i)
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(r!)−1 sup
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(ij)
n
r ∣∣∣
+ sup
x∈W
∣∣∣(r!)−1n(i)n − a(i)n
g
(i)
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xj
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(j)
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n
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(i)
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j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
r −
 k∑
j=1
xjχij
r ∣∣∣
≤ c2
n
(i)
n − a
(i)
n
n
(i)
n
sup
x∈W
∣∣∣
 k∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
n
g
(i)
n p
(i)
n
+
k∑
j=1
q
(ij)
n
g
(i)
n p
(i)
n
r −
 k∑
j=1
⌊xjg
(j)
n ⌋q
(ij)
n
g
(i)
n p
(i)
n
r ∣∣∣
+ c3
n
(i)
n − a
(i)
n
n
(i)
n
sup
x∈W
∣∣∣
 k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
r −
 k∑
j=1
xjχij
r ∣∣∣
+ c3 sup
x∈W
∣∣∣n(i)n − g(i)n
n
(i)
n
 k∑
j=1
xjχij
r −
 k∑
j=1
xjχij
r ∣∣∣. (112)
Note that the latter supremum in the right-hand side of (112) goes to zero as n → ∞. As far as
the other two suprema in the right-hand side of (112), note that, for any δ > 0 there exists nδ such
that for any n ≥ nδ
χij − δ/k <
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
< χij + δ/k
and
k∑
j=1
q
(ij)
n
g
(i)
n p
(i)
n
< δ.
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Therefore, for all n large enough,
sup
x∈W
∣∣∣
 k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
r −
 k∑
j=1
xjχij
r ∣∣∣
≤ sup
x∈W
1

k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
≥
k∑
j=1
xjχij

 k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
r −
 k∑
j=1
xjχij
r
+ sup
x∈W
1

k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
<
k∑
j=1
xjχij
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 k∑
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xjχij
r −
 k∑
j=1
xj
g
(j)
n q
(ij)
n
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(i)
n p
(i)
n
r
≤ sup
x∈W
∣∣∣
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xjχij + δ
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j=1
xjχij
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x∈W
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j=1
xjχij
r −
 k∑
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xjχij − δ
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If
∑k
j=1 χij = 0, then by the arbitrariness of δ we clearly have
sup
x∈W
∣∣∣
 k∑
j=1
xj
g
(j)
n q
(ij)
n
g
(i)
n p
(i)
n
r −
 k∑
j=1
xjχij
r ∣∣∣→ 0. (113)
If
∑k
j=1 χij > 0, then for all n large enough
sup
x∈W
∣∣∣
 k∑
j=1
xjχij ± δ
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 k∑
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xjχij
r ∣∣∣ ≤ (supW)r
 k∑
j=1
χij
r ∣∣∣ (1± δ
ε
∑k
j=1 χij
)r
− 1
∣∣∣,
where supW := max1≤i≤kmaxx∈W xi. Therefore again (113) follows by the arbitrariness of δ. For
all n large enough, we also have
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+ sup
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and one can check that these two latter suprema go to zero as n → ∞ arguing as in the proof of
relation (113).

Proof of Lemma 5.5.
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Proof of (i). For i = 1, . . . , k and h = 0, . . . , d, we have
ρi(x
(h)
0 ) = αi − (x
(h)
0 )i + r
−1(1− r−1)r−1
 k∑
j=1
(x
(h)
0 )jχij
r
= αi −
h∑
s=0
βs1(i ∈ Ks) + r
−1(1− r−1)r−1
 k∑
j=1
h∑
s=0
βs1(j ∈ Ks)χij
r
≥ αi −
h∑
s=0
βs1(i ∈ Ks) + r
−1(1− r−1)r−1χr
 k∑
j=1
h∑
s=0
βs1(j ∈ Ks)1{χij > 0}
r . (114)
Therefore
ρ1(x
(h)
0 ) ≥ α1 − β0 + r
−1(1− r−1)r−1χr
 k∑
j=1
h∑
s=0
βs1(j ∈ Ks)1(χ1j > 0)
r
≥ α1 − β0 = α1/2.
Proof of (ii). Since i ∈
⋃h
s=1Ks, then there exists j0 ∈ {1, . . . , k} such that dj0 = di − 1 and
χij0 > 0 (where quantities di are defined in Subsection 5.1.2). So by (114) we have
ρi(x
(h)
0 ) ≥ αi − βdi + r
−1(1− r−1)r−1(χβdi−1)
r
≥
r−1(1− r−1)r−1(χβdi−1)
r
2
> 0,
where the second inequality follows by (30).
Proof of (iii). The proof is similar to the proof of part (ii) and therefore omitted.
Proof of (iv). Since i /∈
⋃h+1
s=1 Ks, we have di ≥ h+ 2. Therefore, 1(i ∈ Ks) = 0 for any 0 ≤ s ≤ h
and so
∑h
s=0 βs1(i ∈ Ks) = 0. Moreover,
1(χij > 0)
h∑
s=0
βs1(j ∈ Ks) = 0, ∀ j = 1, . . . , k
(otherwise one can find a j0 ∈ Ks, 0 ≤ s ≤ h, with χij0 > 0 and so di ≤ h + 1, which is a
contradiction). Therefore, by (114) we have ρi(x
(h)
0 ) ≥ αi ≥ 0.
Proof of (v). It is an obvious consequence of (i) and (ii).

5.7 Proof of Propositions 4.1 and 4.2
Proof of Proposition 4.1. If α1 > 1, then ρ1 has no zeros in [0,
r
r−1 ]
k, and therefore (Sup) holds. If
α1 = 1, then ρ1 has a unique zero at z := (r/(r − 1), 0, . . . , 0). Since χ is irreducible, there exists
j ∈ {2, . . . , k} such that ρj(z) > 0. So z /∈ Dρ, and therefore (Sup) holds.

The proof of Proposition 4.2 exploits the following lemma which will be proved later on.
Lemma 5.13 Let α ≥ 0. If there exists z ∈
◦
D such that ρ(z,α) = 0, detJρ(z) = 0 and λPF (z) =
0, then (Crit) holds, i.e., Z = {z}.
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Proof of Proposition 4.2. We divide the proof in two steps. In the first step we prove that, for
α∗ ≥ 0, the following statements are equivalent:
(i) α∗ ∈ RCrit;
(ii) There exists z∗ ∈
◦
D such that ρ1(z∗,α∗) = 0, z∗ ∈ Dρ,α∗ and
v(z∗)Jρ,α∗(z∗) = 0, for some v(z∗) := (v1(z∗), . . . , vk(z∗)) > 0. (115)
In the second step we use this equivalence to determine region RCrit (and consequently, RSub and
RSup).
Step 1. We start proving (i)⇒ (ii). By (Crit) we have Z = {z∗}, for some z∗ ∈
◦
D, detJρ,α∗(z∗) = 0
and λPF (z∗) = 0. Since detJρ,α∗(z∗) = 0, we have vJρ,α∗(z∗) = 0 for some v := (v1, . . . , vk) 6= 0.
Since λPF (z∗) = 0 we have v = φPF (z∗), and so v is (component-wise) positive. We now prove
(ii) ⇒ (i). By (ii) it follows that detJρ,α∗(z∗) = 0 and that v(z∗) = φPF (z∗) (since v(z∗) is
(component-wise) positive). Therefore λPF (z∗) = 0 and by Lemma 5.13 we have that (Crit) holds,
and so α∗ ∈ RCrit.
Step 2. By (115) we have, for some θ := (1, θ2, . . . , θk), θi > 0, i = 2, . . . , k,
k∑
i=1
θi
∂ρi(x, α
∗
i )
∂xh
∣∣∣
x=z∗
= 0, h = 1, . . . , k
i.e.,
k∑
i=1
θi
∂ρi(x, α
∗
i )
∂x1
∣∣∣
x=z∗
= −1 + (1− r−1)r−1
 k∑
j=1
χ1jz
∗
j
r−1 + (1− r−1)r−1 k∑
i=2
θi
 k∑
j=1
χijz
∗
j
r−1 χi1 = 0,
(116)
k∑
i=1
θi
∂ρi(x, α
∗
i )
∂xh
∣∣∣
x=z∗
= (1− r−1)r−1
 k∑
j=1
χ1jz
∗
j
r−1 χ1h
+
k∑
i=2
θi
−1{i=h} + (1− r−1)r−1
 k∑
j=1
χijz
∗
j
r−1 χih
 = 0, h = 2, . . . , k.
(117)
Setting
x′i :=
(1− r−1) k∑
j=1
χijz
∗
j
r−1 , i = 1, . . . , k (118)
(116) and (117) reduce to
x′1 +
k∑
i=2
θiχi1x
′
i = 1,
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x′1χ1h +
k∑
i=2
θiχihx
′
i = θh, h = 2, . . . , k.
In matrix form these relations can be rewritten as
x′diag(θ)χ = θ
where x′ := (x′1, . . . , x
′
k), and diag(θ) is the k×k diagonal matrix with diagonal elements (1, θ2, . . . , θk).
Since χ is invertible, we have
x′ = θχ−1diag(θ−1).
By this latter relation and (118) we get
k∑
j=1
χijz
∗
j = (xθ)i, i = 1, . . . , k (119)
and so
z∗i = (xθ(χ
−1)t)i, i = 1, . . . , k. (120)
The claim follows inserting expressions (119) and (120) into ρi(z∗, α
∗
i ), i = 1, . . . , k, and then solving
equations ρi(z∗, α
∗
i ) = 0 with respect to α
∗
i , i = 1, . . . , k.

Proof of Lemma 5.13. By the strict convexity of ρi, i = 1, . . . , k, and the fact that Jρ(z)φPF (z) =
0, for any γ ∈ R such that z+ γφPF (z) ∈ D, we have
ρi(z+ γφPF (z)) ≥ 0, i = 1, . . . , k. (121)
Reasoning by contradiction, assume that there exists z1 ∈ Z, z1 6= z. Then, by the strict convexity
of ρi, i = 1, . . . , k, we have ρ((1 − θ)z + θz1) < 0, for any θ ∈ (0, 1). For θ0 ∈ (0, 1) sufficiently
small, define w = (1 − θ0)z + θ0z1 and consider sets Fˆw and Fˆ
(i)
w , i = 1, . . . , k, defined by (97).
Then, for any i = 1, . . . , k,
ρi(y) < 0, ∀ y ∈ Fˆ
(i)
w . (122)
Since φPF (z) > 0, we have z+γ0φPF (z) ∈ Fˆw, for some γ0 ∈ R, and therefore z+γ0φPF (z) ∈ Fˆ
(i0)
w ,
for some i0 ∈ {1, . . . , k}. Combining this with (121) and (122) we get a contradiction.

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