Abstract. Let K be a quadratic imaginary field. Let Π (resp. Π 1 ) be a regular algebraic cuspidal representation of GL n pKq (resp. GL n´1 pKq) which is moreover cohomological and conjugate self-dual. In [Har97], M. Harris has defined automorphic periods of such a representation. These periods are automorphic analogues of motivic periods. In this paper, we show that automorphic periods are functorial in the case where Π is a cyclic automorphic induction of a Hecke character χ over a CM field. More precisely, we prove relations between automorphic periods of Π and those of χ. As a corollary, we refine the formula given by H. Grobner and M. Harris of critical values for the Rankin-Selberg L-function Lps, ΠˆΠ 1 q in terms of automorphic periods. This completes the proof of an automorphic version of Deligne's conjecture in certain cases.
On the other hand, concrete results on special values of L-function appear more and more in automorphic settings. For example, In [Har97] , M. Harris constructed complex invariants associated to certain automorphic representations and showed that the special values of automorphic L-function could be interpreted in terms of these invariantes. We believe that these invariants are fuctorial for automorphic induction, base change and endoscopic transfer. This article treats the case of automorphic induction of Hecke characters over a CM field.
Let K be a quadratic imaginary field and F be a CM field which is a cyclic extension of K of degree n. Let χ be a regular conjugate self-dual algebraic Hecke character of F satisfying Hypothesis 4.1. For Ψ any CM type of F , a complex invariant ppχ, Ψq can be defined and called a CM period. It is defined as ratio of two rational structures on a cohomological space of a Shimura variety associated to pχ, Ψq.
Put Π " Πpχq the automorphic induction of χ from GL 1 pA F q to GL n pA K q. We assume n is odd at first. In this case, the cuspidal representation Π is regular, algebraic, cohomological and conjugate self-dual. For each integer 0 ď s ď n, M. Harris has defined P psq pΠq a complex invariant which is called the automorphic period. It is defined as Petersson inner product of a rational element in the coherent cohomology of a Shimura variety associated to Π.
Our main result is the following: P psq pΠq ppχ, Φ s,χ q is an algebraic number where Φ s,χ is a CM type of F which depends only on s and χ.
More precisely, we obtain that P psq pΠq
s ppχ, Φ s,χ q is an element in Epχqŵ here D F`i s the absolute discriminant of F`, ε K is the Artin character of AQ with respect to K{Q, Gpε K q is the Gauss sum of ε K and Epχq is a number field associated to χ. The above relation is moreover equivariant under action of G K . We refer to the subsequent sections for this notion.
The idea of the proof is simple. Let η be an auxiliary Hecke character of K. For certain integer m, M. Harris has interpreted Lpm, Π b ηq in terms of P psq pΠq and some explicit factors for an integer 0 ď s ď n.
On the other hand, Lpm, Π b ηq " Lpm, χ b η˝N L{K q. Blasius has shown that the latter is product of ppχbη˝N L{K , Ψq with some simple factors and an algebraic number for a CM type Ψ (c.f. Proposition 1.8.1 of [Har93] ). From the construction of CM period, we know that CM periods are multiplicative. Therefore, we obtain relations of automorphic periods of Π and CM periods of χ provided that the special value of L-function is non zero.
What remains to do is that for every integer 0 ď s ď n, find a proper character η such that P psq pΠq involves in a non-vanishing special value of L-function of Π b η. The existence of η follows from careful calculation and the non vanishing of L-function follows from results in [Har07] .
Let us mention that the conditions for χ is indispensable. Since P psq pΠq is only defined for representations which descend to a unitary group of sign pn´s, sq at infinity, the conjugate self-dual algebraic condition and Hypothesis 4.1 are needed for applying results of base change. The regular condition allows us to find certain m (which will be called a critical value in the text) for every integer 0 ď s ď n.
When n is even, Π is no longer algebraic. We can modify Π and get similar result. More details can be found in section 4.3.
These relations of periods lead to a refinement of the formula of Lpm`1 2 , ΠˆΠ 1 q by H. Grobner and M. Harris. Here Π 1 is a cuspidal representation of GL n´1 pKq which satisfies the same conditions as Π. In [GH] , it is proved under regular conditions that Lpm`1 2 , ΠˆΠ 1 q equals to some archimedean local factors times automorphic periods up to multiplication by an algebraic number. Therefore, if both Π and Π 1 come from Hecke characters, we can now substitute the automorphic periods by CM periods. On the other hand, Blasius's result also gives an interpretation of Lpm`1 2 , ΠˆΠ 1 q in terms of CM periods. Combining the two equations, we obtain that the product of these archimedean factors equals to a power of 2πi up to multiplication by an algebraic number.
Note that the archimedean factors only depend on the infinite part of Π and Π 1 . This formula should apply to more general pΠ, Π 1 q which do not necessarily come from Hecke characters. This is true for almost all pΠ, Π 1 q in the settings of [GH] . We assume Hypothesis 5.2 to avoid the only exceptional case where m " 0. We believe that this Hypothesis is always true but we have not found a proof at this moment.
It follows that Lpm`1 2 , ΠˆΠ 1 q equals to a power of 2πi times automorphic periods up to multiplication by an algebraic number.
Let us now turn to the setting of motive. Deligne has conjectured in [Del79] that the critical value of L-function of a motive equals to a power of 2πi times Deligne's period up to multiplication by an algebraic number. In [Har97] , M. Harris has constructed a motive associated to the representations Π and Π 1 . In [GH] , the authors have shown that the product of the automorphic periods appeared in the formula of Lpm`1 2 , ΠˆΠ 1 q consist formally with Deligne's period. We then deduce a proof of an automorphic version of Deligne's conjecture in our case.
Notation.
We fix an embeddingQ ãÑ C. Let F`be a totally real field of degree n over Q and F be a quadratic imaginary extension of F`and hence a CM field. We denote Σ F (resp. Σ F`) the set of complex embeddings of F (resp. F`). Let ι P GalpF {F`q be the complex conjugation.
For z P C, we writez for its complex conjugation. For σ P Σ F , we definē σ :" ι˝σ the complex conjugation of σ.
Let Φ be a subset of Σ F . We say that Φ is a CM type if Φ Y ιΦ " Σ F and Φ X ιΦ " ∅. We fix tσ 1 , σ 2 ,¨¨¨, σ n u a CM type of F . It follows that all the complex embeddings of F are σ 1 , σ 2 ,¨¨¨, σ n ,σ 1 ,σ 2 ,¨¨¨,σ n .
Let χ be an Hecke character of F , i.e. a continuous complex valued character of FˆzAF . We assume that χ is algebraic, namely its infinity type χ 8 pzq is of the form
We assume moreover:
‚ χ is motivic, i.e. a i`bi "´wpχq which is an integer independent of i.
We can then define Φ χ , a unique CM type associated to χ, as follows: for each i, σ i P Φ χ if a i ă b i , otherwiseσ i P Φ χ . In this case, we say that χ is compatible with Φ χ .
Since χ is algebraic, one can define Epχ 8 q, a number field, as in p1.1.2q of [Har93] ). It is a field of definition of a certain line bundle of a Shimura variety (see the appendix of [HK91] for more details). We denote by Epχq the field generated by the values of χ on A F ,f over Epχ 8 q. It is still a number field. We may assume that Epχq contains of F .
For every σ P G Q :" GalpQ{Qq, we can define χ σ as the composition:
It is easy to see that χ σ depends only on σ| Epχq which is in fact an embedding of Epχq intoQ. We denote the set of embeddings of Epχq intoQ by Σ Epχq as for the field F . For σ P Σ Epχq , we take r σ to be any lift of σ in G Q . We define χ σ to be χ r σ . Obviously, it does not depend on the choice of r σ. Note that the set tχ σ , σ P Σ Epχq u is the same as the set tχ σ , σ P G Q u.
For s a fixed complex number, pLps, χ σσPΣ Epχq is an element in C Σ Epχq . Moreover, when σ runs over all the elements in Σ Epχq , Lps, χ σ q takes over all the values in tLps, χ σ q|σ P G Q u. Finally, we identify C Σ Epχq with Epχq b C by the inverse of the map which sends t b z to pσptqzq σPΣ Epχq for all t P Epχq and z P C.
More generally, let E be a number field and tapσqu σPG Q p resp. AutpCqq be some complex numbers which satisfy that
We can define apσq for σ P Σ E as previously. Sometimes we simply write paq σPΣ E instead of papσqq σPΣ E . It is an element of E b C. Definition 1.1. Let E 1 be a subfield of C, we say A " E;E 1 B if one of the following condition is satisfied:
(1) A " 0, (2) B " 0 or (3) both A, B P pE b Cqˆwith AB´1 P pE b E 1 qˆĂ pE b Cqˆ.
Moreover, we simply note " E;Q by " E .
Remark 1.1. Note that this relation is symmetric but not transitive. More precisely, if A, B, C P E bC with A " E;E 1 B and A " E;E 1 C, we do not know whether B " E;E 1 C in general unless the condition A ‰ 0 is provided.
Remark 1.2. The given identification E b C -C Σ E is a morphism of algebras where the multiplication on the latter is the usual multiplication through each coordinates. This fact implies the following lemma: Lemma 1.1. Let E 1 be a subset of a number field E. Let papσqq σPAutpCq and pbpσqq σPAutpCq be some complex numbers which satisfy p˚q. Hence papσqq σPΣ E and pbpσqq σPΣ E can be defined.
We assume bpσq ‰ 0 for all σ. It is equivalent to saying that pbpσqq σPΣ E P pE b Cqˆ.
We have papσqq σPΣ E " E;E 1 pbpσqq σPΣ E if and only if τˆa pσq bpσq˙" apτ σq bpτ σq for all τ P AutpCq with τ | E 1 " Id and all σ P AutpCq. Remark 1.3. If we have moreover apσq bpσq PQ for all σ, we can replace AutpCq by G Q in the above lemma.
In this article, we shall consider the action of G K :" GalpQ{Kq but not the action of G Q where K is a quadratic imaginary field. We fix K a quadratic imaginary field and an embedding K ãÑQ. We write ι : K ãÑQ its complex conjugation, i.e. ιpzq "z for all z P K where c or¯stands for complex conjugation.
Let E be a number field containing K. We denote Σ E;K the set of embeddings of E into C which is trivial on K. For papσqq σPG K some complex numbers which satisfy that apσq " apσ 1 q if σ| E " σ 1 | E for any σ, σ 1 P G K , we can define apσq for σ P Σ E;K by takingσ any lift of σ in G K and defining apσq to be apσq. Let bpσq σPG K be some complex numbers with the same property. We assume bpσq ‰ 0 for all σ P G K .
Definition-Lemma 1.1. We fix σ 0 P Σ E;K and assume apσ 0 q bpσ 0 q P Q.
We have papσqq σPΣ E;K " E;K pbpσqq σPΣ E;K if and only if τˆa pσ 0 q bpσ 0 q˙"
In this case, we say a " E b equivariant under action of G K . In particular,
we have apσq bpσq P E for all σ P G K .
Remark 1.4. If we fix σ 0 : E ãÑ Q and identify E with its image, the condition τˆa pσ 0 q bpσ 0 q˙" apτ σ 0 q bpτ σ 0 q implies that apσ 0 q bpσ 0 q P E. Therefore, apσ 0 q " E bpσ 0 q in the sense that the two complex numbers equal up to multiplication by an element in E.
Bearing in mind that the notation papσqq σPΣ E;K " E;K pbpσqq σPΣ E;K is the same with that a " E b equivariant under action of G K . Both notation will be used for reasons of convenience.
1.2. CM period. Let χ be a motivic critical character of a CM field F . For any Ψ Ă Σ F such that Ψ X ιΨ " ∅, one can associate a non zero complex number p F pχ, Ψq which is well defined modulo Epχqˆ(c.f. the appendix of [HK91] ). We call it a CM period. Sometimes we write ppχ, Ψq instead of p F pχ, Ψq if there is no ambiguity concerning the base field F .
The CM periods have many good properties. We list below some of them which will be useful in the following sections. Proposition 1.1. Let F be a quadratic imaginary extension of a totally real field F`as before. Let F 0 Ă F be a CM field.
Let η be a motivic critical Hecke character of F 0 , χ, χ 1 , χ 2 be motivic critical Hecke characters of F , τ P Σ F an embedding of F intoQ and Ψ a subset of Σ F such that Ψ X ιΨ " ∅. We take Ψ " Ψ 1 \ Ψ 2 a partition of Ψ. We then have:
Remark 1.5.
(1) The first three formulas come from Proposition 1.4, Corollary 1.5 and Lemma 1.6 in [Har93] . The last formula is a variation of the Lemma 1.8.3 in loc.cit. The idea was explained in the proof of Proposition 1.4 in loc.cit.
(2) The Galois group G Q acts on Σ F by composition. Since we have assumed that Epχq contains a normal closure of F , we see that if σ P G Q fixes Epχq, then it acts trivially on Σ F . Therefore, we may define an action of Σ Epχq on Σ F .
Before proving the above proposition, let us introduce the definition for period associated to special Shimura datum.
Let pT, hq be a Shimura datum where T is a torus defined over Q and h : Res C{R G m,C Ñ G R a homomorphism satisfying the axioms defining a Shimura variety. Such pair is called a special Shimura datum. Let ShpT, hq be the associated Shimura variety and EpT, hq be its reflex field.
Let pγ, V γ q be a one-dimensional algebraic representation of T (the representation γ is denoted by χ in [HK91] ). We denote by Epγq a definition field for γ. We may assume that Epγq contains EpT, hq. Suppose that γ is motivic (see loc.cit for the notion). We know that γ gives an automorphic line bundle rV γ s over ShpT, hq defined over Epγq. Therefore, the complex vector space H 0 pShpT, hq, rV γ sq has an Epγq-rational structure (for the definition of a rational structure, see section 3.2), denoted by M DR pγq and called the De Rham rational structure.
On the other hand, the canonical local system V ▽ γ Ă rV γ s gives another Epγq-rational structure M B pγq on H 0 pShpT, hq, rV γ sq, called the Betti rational structure. We now consider χ an algebraic Hecke character of T pA Q q with infinity type γ´1 (our character χ corresponds to the character ω´1 in loc.cit). Let Epχq be the number field generated by the values of χ on T pA Q,f q over Epγq. We know χ generates a one-dimensional complex subspace of H 0 pShpT, hq, rV γ sq which inherits two Epχq-rational structure, one from M DR pγq, the other from M B pγq. Put ppχ, pT, hqq the ratio of these two rational structures which is well defined modulo Epχqˆ.
Suppose that we have two tori T and T 1 both endowed with a Shimura datum pT, hq and pT 1 , h 1 q. Let u : pT 1 , h 1 q Ñ pT, hq be a map between the Shimura data. Let χ be an algebraic Hecke character of T pA Q q. We put χ 1 :" χ˝u an algebraic Hecke character of T 1 pA Q q. Since both the Betti structure and the De Rham structure commute with the pullback map on cohomology, we have the following proposition: For F a CM field and Ψ a subset of Σ F such that Ψ X ιΨ " ∅, we can define a Shimura datum pT F , h Ψ q where T F :" Res F {Q G m,F is a torus and h Ψ : Res C{R G m,C Ñ T F,R is a homomorphism such that over σ P Σ F , the Hodge structure induced on F by h Ψ is of type p´1, 0q if σ P Ψ, of type p0,´1q if σ P ιΨ, and of type p0, 0q otherwise. By definition, p F pχ, Ψq " ppχ, pT F , h Ψ qq. We can now prove Proposition 1.1:
Proof. We keep the above notation. All the equations in Proposition 1.1 come from Proposition 1.2 by certain maps between Shimura data as follows:
The special values of an L-function for a Hecke character over a CM field can be interpreted in terms of CM periods. The following theorem is proved by Blasius. We state it as in Proposition 1.8.1 in [Har93] where ω should be replaced by ω :" ω´1 ,c (for this erratum, see the notation and conventions part on page 82 in the introduction of [Har97] ), Theorem 1.1. Let F be a CM field and F`be its maximal totally real subfield. Put n the degree of F`over Q.
Let χ be a motivic critical algebraic Hecke character of F and Φ χ be the unique CM type of F which is compatible with χ.
For m a critical value of χ in the sense of Deligne (c.f. Lemma 3.1), we have
Remark 1.7.
(1) Let tσ 1 , σ 2 ,¨¨¨, σ n u be any CM type of F . Let pσ
q 1ďiďn denote the infinity type of χ with w " wpχq. We may assume a 1 ě a 2 ě¨¨¨ě a n . We define a 0 :"`8 and a n`1 :"´8 and define k :" maxt0 ď i ď n | a i ą´w 2 u. An integer m is critical for χ if and only if
Lemma 1.2. If F`and F 1`a re two number fields with degree n and n 1 such that
Proof. Letσ 1 ,¨¨¨, σ n denote all the embeddings of F`into C and σ 1 1 ,¨¨¨, σ 1 n 1 all the embeddings of F 1`i nto C. For 1 ď i ď n and 1 ď j ď n 1 , define τ ij : F`F 1`Ñ C with τ ij | F`" σ i and τ ij | F 1`" σ 1 i . We take tz 1 , z 2 ,¨¨¨, z n u any Q-base of F and tw 1 , w 2 ,¨¨¨, w n 1 u any Q-base of F 1`. We know tz i w j u 1ďiďn,1ďjďn 1 is a Q-base of F`F 1`. By the remark above, we have:
In this article, we consider the CM fields which contain the quadratic imaginary field K.
Let F`be a totally real field of degree n over Q. Put F :" F`K a CM field. In the following, we denote by σ 1 ,¨¨¨, σ n the complex embeddings of F which are trivial on K. We then have Σ F " tσ 1 , σ 2 ,¨¨¨, σ n uYtσ 1 , σ 2 ,¨¨¨, σ n u. In particular, tσ 1 , σ 2 ,¨¨¨, σ n u is a CM type of F .
We will need the following auxiliary algebraic Hecke character later:
Lemma 1.3. There exists ψ an algebraic Hecke character of K with infinity type
This is a special case of Lemma 4.1.4 in [CHT08] . We fix one such ψ throughout this paper.
At last, we introduce certain notation and simple lemmas concerning Hecke characters of the quadratic imaginary field K. Definition 1.2. For η an algebraic Hecke character of K with infinity type η 8 pzq " z apηqzbpηq , we define: ‚η " η´1 ,c a Hecke character of K. ‚ r ηpzq " ηpzq{ηpzq a Hecke character of K. ‚ η 0 the Hecke character of Q such that ηη c " pη
Remark 1.8.
(1) η 0 is a character of finite order and thus a Dirichlet character.
(2) The two transformˇand p2q commute, i.e. pηq p2q "η p2q . We simply denote it byη p2q . (3) It is easy to verify that r η{η p2q " ||¨|| apηq`bpηq . (4) r η is conjugate self-dual, i.e. r η c " r η´1.
Let α, β be Hecke characters of K with α 8 pzq " z κ and β 8 pzq " z´k, κ, k P Z. For ε a Dirichlet character of Q of conductor f , we define the Gauss sum of ε by
Then by p1.10.9q and p1.10.10q on page 100 of [Har97] , we have Lemma 1.4.
We can then deduce easily from the previous lemma and Proposition 1.1 that:
Lemma 1.5.
2. Base change 2.1. General base change. Let G and G 1 be two connected quasi-split reductive algebraic groups over Q. Put p G the complex dual group of G. The Galois group
is called an L-morphism if it is continuous, its restriction to p G is analytic and it is compatible with the projections of L G and
the Langlands' principal of functoriality predicts a correspondence from automorphic representations of GpA Q q to automorphic representations of G 1 pA Q q (c.f. section 26 of [Art03] ). More precisely, we wish to associate an L-packet of automorphic representations of GpA Q q to that of G 1 pA Q q. Locally, we can specify this correspondence for unramified representations. Let v be a finite place of Q such that G is unramified at v. We fix Γ v a maximal compact hyperspecial subgroup of G v :" GpQ v q. By definition, for π v an admissible representation of G v , we say π v is unramified (with respect to Γ v ) if it is irreducible and dimπ We can moreover describe the structure of H v in a simpler way. Let T v be a maximal torus of G v contained in a Borel subgroup of G v . We denote X˚pT v q the set of cocharacters of T v defined over Q v . The Satake transform identifies the Hecke algebra H v with the polynomial ring CrX˚pT v qs Wv where W v is the Weyl group of G v (c.f. section 1.2.4 of [Har10] ).
Let G 1 be a connected quasi-split reductive group which is also unramified at v. In this article, we are interested in a particular case of the Langlands' functoriality: the cyclic base change. Let K{Q be a cyclic extension, for example K is a quadratic imaginary field. Let G be a connected quasi-split reductive group over
The corresponding functoriality is called the base change.
More precisely, let v be a place of Q. The above L-morphism gives a map from the set of unramified representations of GpQ v q to that of G 1 pQ v q where the latter is isomorphic to GpK v q -Â w|v GpK w q. By the tensor product theorem, all the unramified representation of GpK v q can be written uniquely as tensor product of unramified representations of GpK w q where w runs over the places of K above v.
We fix w a place of K above v and we then get a map from the set of unramified representation of GpQ v q to that of GpK w q. For an unramified representation of GpQ v q, we call the image its base change with respect to K w {Q v . Let π be an admissible irreducible representation of GpA Q q. We say Π, a representation of GpA K q, is a (weak) base change of π if for all v, a finite place of Q, such that π is unramified at v and all w, a place of K over v, Π w is the base change of π v . In this case, we say Π descends to π by base change. Moreover, Π and π have the same partial L-function.
Remark 2.1. The group AutpKq acts on GpA K q. This induces an action of AutpKq on automorphic representations of GpA K q, denoted by Π σ for σ P AutpKq and Π an automorphic representation of GpA K q. It is easy to see that if Π is a base change of π, then Π σ is one as well. So if we have the strong multiplicity one theorem for GpA K q, we can conclude that every representation in the image of base change is AutpKq-stable.
Example 2.1. Base change for GL 1 Now let us give an example of base change. Let L{K be a cyclic extension of numbers fields. Let σ be a generator of GalpL{Kq. The automorphic representations of GL 1 over a number field are nothing but Hecke characters. Let η be a Hecke character of K. The base change of η to GL 1 pA L q in this case is just
On the other hand, as discussed above, if χ is a Hecke character of A L , then a necessary condition for it to descend is Π " Π σ for all σ P GalpL{Kq. We shall see that this is also sufficient.
Theorem 2.1. Let L{K be a cyclic extension of number fields and χ be a Hecke character of L. If χ " χ σ for all σ P GalpL{Kq, then there exists η, a Hecke
we can choose η to be unramified at places of L over v.
{A K pzq and we define η 0 pwq " χpzq. This does not depend on the choice of z. In fact, if 
The latter is a finite index open subgroup of KˆzAK by the class field theory. We can thus extend η 0 to a Hecke character of η as we want.
Base change for unitary groups.
In the following sections, K is always a quadratic imaginary field.
Let r, s P N such that r`s " n. Fix q " vv c a place of Q which splits in K such that v, v c are inert in F . Take D r,s to be a division algebra of dimension n 2 with center K endowed with : D r,s Ñ D r,s an involution of second kind. Moreover, we want D r,s to be unramified at all finite places which does not divide q and ramified at places over q. We want also the unitary group associated to pD r,s ,˚q has infinity sign pr, sq. The calculation of local invariants of unitary groups in chapter 2 of [Clo91] shows that such a division algebra exists.
We denote G " Upr, sq the restriction from K to Q of the unitary group associate to pD r,s ,˚q. Let π be a cuspidal automorphic representation of Upr, sqpA Q q.
Remark 2.2. The Unitary group G is not quasi-split in general. Globally we do not know how to define the base change map. But G is quasi-split at almost every finite places. Therefore we can still define the weak base change map.
Note that GpA K q -GL n pA K q. We have the strong multiplicity one theorem for GpA K q. Therefore, if π admits a base change then it is unique. Moreover, as discussed in the previous section, its base change is invariant under the action of AutpKq if it exists. If we identify GpA K q with GL n pA K q, the action of the non trivial element in AutpKq acts on the latter by sending g to g´1. Therefore, a representation of GL n pA K q is AutpKq-stable if and only if it is conjugate self-dual.
For the existence of base change under conditions, we refer to [HL04] Theorem 2.2.2 and Theorem 3.1.3.
Definition 2.1. For G a reductive group over Q, we denote by g 8 the Lie group of GpRq and K 8 a maximal compact subgroup of GpRq. We say π, a representation of GpA Q q is cohomological if there exists W , an algebraic finite-dimensional representation of GpRq such that H˚pg 8 , K 8 ; π b W q ‰ 0. In this case, we say π is cohomological for W .
We restate the existence of base change in the cohomological case here( c.f. Theorem 3.1.3 of [HL04] ):
Theorem 2.2. Let π be a cuspidal automorphic representation of Upr, sqpA Q q. Assume π is cohomological. If pπis supercuspidal, then the weak base change of π exists and is unique. Moreover, it is conjugate self-dual as a representation of GL n pA K q and cohomological.
Remark 2.3. The original theorem in [HL04] requires that the Jacquet-Langlands transfer JLpπto GL n pQis supercuspidal. Recall here q is a split in K. We have Upr, sqpQ-GL n pQ.
Let Π be a cuspidal representation of GL n pA K q. We can consider it as a representation of GpA K q. We are more interested in the "going down" part here, i.e., to decide when Π, a cuspidal representation of GpA K q -GL n pA K q, descends to a representation of GpA Q q. A necessary condition is that Π is AutpKq-stable, i.e., it is conjugate self-dual in the sense of representation of GL n pA K q. In contrast to the case of GL 1 , this is not sufficient. The non sufficiency can be already seen for Up1q:
Example 2.2. Base change for Up1q
Let K be a quadratic imaginary field. Let U be the one dimensional torus over Q defined by UpQq " kerpN : KˆÑ Qˆq where N is the norm map. We have
Let η be a continuous character of UpQqzUpA Q q. The base change of η with respect to K{Q is the character of AK who sends z P A K to ηp z z q. On the other hand, let χ be a Hecke character of A K . We want to know when χ descends to a character of UpQqzUpA Q q, i.e. χpzq " ηp z z q for some η. As discussed above, a necessary condition is that χ " χ c,´1 . Hilbert's theorem 90 shows that the morphism KˆzAK Ñ UpQqzUpA Q q which sends z to z z is surjective. We then get an isomorphism
Proposition 2.1. A Hecke character χ of AK descends to a Hecke character of UpA Q q if and only if it is trivial on AQ.
Let χ be a Hecke character of K such that χ " χ c,´1 . This condition is equivalent to saying that χ is trivial on NpAKq. Thus χ| AQ factors through QˆNpAKqzAQ.
By class field theory, the latter is isomorphic to GalpK{Qq -Z{2Z. Therefore either χ itself is trivial on QˆNpAKqzAQ or χ b ε K is trivial on QˆNpAKqzAQ where ε K is the Artin character of AQ with respect to K{Q. We take Ă ε K to be a lift of ε K to KˆzAK. We may assume that Ă ε K is conjugate self-dual since ε K is. We then have:
Corollary 2.1. Let χ be a Hecke character of K such that χ " χ c,´1 . Exactly one of tχ, χ b Ă ε K u is a base change of a Hecke character of UpA Q q.
Remark 2.4. Roughly speaking, half of the conjugate self-dual Hecke characters of A K descend to UpA Q q. We have a similar result for general unitary groups, see Theorem 2.4.1 of [HL04] . This corresponds to the fact that the unitary group occurs twice as the twisted endoscopic group for GL n .
Now we have a simple criteria to check whether χ, a conjugate self-dual character of AK, descends to UpA Q q or not. Let t " pt v q vď8 P A Q with t v " 1 for all v ă 8 and t 8 "´1. Note that t generates QˆNpAKqzAQ. Therefore χ descends if and only if χptq " 1. In particular, if χ is algebraic, then the infinity type of χ is of the form p z z q a with a P Z. Hence χptq " 1 and χ descends.
Corollary 2.2. If χ is an algebraic conjugate self-dual character of AK, then χ descends to a character of UpA Q q.
For the general cases, as for Up1q, if Π is in addition cohomological, we have the following result for "going down": Theorem 2.3. Let Π be a cuspidal cohomological conjugate self-dual representation of GL n pA K q. If Π is supercuspidal at the places over q, then Π is the weak base change of a cuspidal representation π of Upr, sqpA Q q. Moreover, π is cohomological.
Remark 2.5. This follows from Theorem 2.1.2 and Theorem 3.1.2 of [HL04] . Theorem 3.1.2 in the loc.cit describes the "going down" part for the unique quasisplit unitary group. Theorem 2.1.2 gives us a way to associate representations of two different unitary groups.
2.3. Base change for similitude unitary groups. We write GUpr, sq for the rational similitude group of Upr, sq, i.e. for R any Q-algebra, GUpr, sqpRq " tg P GLpD r,s b Q Rq | gg˚" λpgqId, λpgq P Rˆu.
We have an exact sequence of Q-groups:
This exact sequence split in K. Indeed, by Galois descent, it is enough to define θ r,s , a Galois automorphism on Upr, sq KˆGm,K such that the subgroup of Upr, sq KˆGm,K fixed by θ r,s is isomorphic to GUpr, sq. We now define θ r,s as follows:
by sending pg, zq to ppg˚q´1z,zq. It is easy to verify that θ r,s satisfies the condition mentioned above.
We then have that GUpr, sq K -Upr, sq KˆGm,K . In particular, GUpA K q -GL n pA K qˆAK. For Π a cuspidal representation of GL n pA K q and ξ a Hecke character of K, Π b ξ defines a cuspidal representation of GUpA K q. Conversely, by the tensor product theorem, every irreducible automorphic representation of GUpA K q can be written uniquely up to isomorphisms in the form Π b ξ.
We give at first a criterion for Π b ξ to be θ r,s -stable which can be deduced without any difficulty: Theorem 2.4. Let π be a cuspidal automorphic representation of GUpr, sqpA Q q. Assume π is cohomological. If the Jacquet-Langlands transfer JLpπ| U pr,sq,to GL n pQis supercuspidal, then the weak base change of π exists and then unique. Moreover, it is θ r,s -stable and cohomological.
If we write the base change of π in the form Π b ξ where Π is cuspidal representation of GL n pA K q and ξ a Hecke character of K, then the last statement is equivalent to say that:
‚ Π is conjugate self-dual and cohomological.
‚ ω Π pzq " ξp z z q for all z P AK.
For the going down part, we have:
Theorem 2.5. Let Π b ξ be a cuspidal representation of GUpr, sqpA K q where Π is a cuspidal representation of GL n pA K q and ξ is a Hecke character of χ. Let W be a finite dimensional representation of GUpr, sqpRq and we denote W K " W b W a representation of GUpr, sq K pRq. Assume these data satisfy: ‚ Π is conjugate self-dual; ‚ Π is cohomological for W K . ‚ Π is supercuspidal at places over q.
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‚ W | K8 "ξ 8 where K 8 is the completion of K at the infinite place and K8 embeds into GUpr, sqpRq. Then Π b ξ descends to a cuspidal representation of GUpr, sqpA Q q which is cohomological for W .
This follows from Theorem 2.3. The proof is the same as Theorem V I.2.9 of [HT01] .
Sometimes we start with a representation of GL n pA K q. In this case, the following lemma will be useful (c .f. Lemma V I.2.10 of [HT01]):
Lemma 2.2. Let Π be a conjugate self-dual cuspidal representation of GL n pA K q. We assume Π is cohomological and supercuspidal at places over q. We then have that there exists ξ, a Hecke character of K and W , a finite dimensional representation of GUpr, sqpRq such that all the conditions in Theorem 2.5 are satisfied.
Automorphic period
3.1. Motive. In this article, a motive simply means a pure motive for absolute Hodge cycles in the sense of Deligne [Del79] . More precisely, a motive over Q with coefficient in a number field E is given by its Betti realization M B , its de Rham realization M DR and its l-adic realization M l for all prime numbers l where M B and M DR are finite dimensional vector space over E, M l is a finite dimensional vector space over E l :" E b Q Q l endowed with:
From the isomorphisms above, we see that dim E M B " dim E M DR " dim E l M l and is called the rank of M. We need moreover:
(1) An E-linear involution (infinite Frobenius) F 8 on M B and a Hodge decom-
to M q,p . For w an integer, we say M is pure of weight w if M p,q " 0 for p`q ‰ w. Throughout this paper, all the motives are assumed to be pure. We assume also F 8 acts on M p,p as a scalar for all p P Z. We say M is regular if dimM p,q ď 1 for all p, q P Z.
Ą¨¨¨which is compatible with the Hodge structure on M B via I 8 , i.e.,
(3) A Galois action of G Q on each M l such that pM l q l forms a compatible system of l-adic representations ρ l : G Q ÝÑ GLpM l q. More precisely, for each prime number p, let I p be the inertia subgroup of a decomposition group at p and F p the geometric Frobenius of this decomposition group. We have that for all l ‰ p, the polynomial detp1´F p |M Ip l q has coefficients in E and is independent of the choice of l. We can then define L p ps, Mq :" detp1´p´sF p |M Ip l q´1 P Epp´sq for whatever l ‰ p.
For any fixed embedding σ : E ãÑ C, we may consider L p ps, M, σq as a complex valued function. We define Lps, M, σq " ś p L p ps, M, σq. It converges for Repsq sufficiently large. It is conjectured that the L-function has analytic continuation and functional equation on the whole complex plane. We can also define L 8 ps, Mq, the infinite part of the L-function, as in chapter 5 of [Del79] .
Deligne has defined the critical values for M as follows:
Definition
Remark 3.1. The notion L 8 ps, Mq implicitly indicates that the infinity type of the L-function does not depend on the choice of σ : E ãÑ C. More precisely, for every More generally, tensoring M by the Tate motive Qpmq (c.f. [Del79] chapter 1), we obtained a new motive Mpmq. We remark that Lps, Mpmq, σq " Lps`m, M, σq. The following conjecture is a corollary of the previous conjecture:
where d`and d´are two integers.
Deligne has given a criteria to determine whether 0 is critical for M (see p1.3.1q of [Del79] ). We observe that n is critical for M if and only if 0 is critical for Mpnq. Thus we can rewrite the criteria of Deligne for arbitrary n. In the case where M p,p " 0 for all p, this criteria becomes rather simple. We first define the Hodge type of M by the set T " T pMq consisting of pairs pp,such that M p,q ‰ 0. Since M is pure, there exists an integer w such that LIN Jie p`q " w for all pp,P T pMq. We remark that if pp,is an element of T pMq, then pq, pq is also contained T pMq.
Lemma 3.1. Let M be a pure motive of weight w. We assume that for all pp,P T pMq, p ‰ q which is equivalent to that p ‰ w 2 . Let p 1 ă p 2 ă¨¨¨ă p n be some integers such that T pMq " tpp 1 , q 1 q, pp 2 , q 2 q,¨¨¨, pp n , q n qu Y tpq 1 , p 1 q, pq 2 , p 2 q,¨¨¨, pq n , p n qu where q i " w´p i for all 1 ď i ď n.
We set p 0 "´8 and p n`1 "`8. Denote by k :" maxt0 ď i ď n | p i ă w 2 u. We have that m is critical for M if and only if
In particular, critical value always exist in the case where p i ‰ q i for all i. We deduce at last the set of critical values for M is rmaxpp k`1 , w`1ṕ k`1 q, minpw´p k , p k`1 qs. It is easy to verify the latter set is non empty. l Definition 3.2. Let M be a pure motive of weight w. We say M is polarized if there exists a morphism of motive
Proof. The Hodge type of Mpmq is tpp
which is a non-degenerate bilinear form in any realization. We assume this bilinear form is symmetric if w is even and skew-symmetric if w is odd.
Motives and periods associated to automorphic representations.
Let n ě 1 be an integer, K be a quadratic imaginary field and Π " Π f b Π 8 be a regular cohomological cuspidal representation of GL n pA K q. We say a representation is regular if its infinity type pz a i z b i q 1ďiďn satisfies a i ‰ a j for all 1 ď i ă j ď n. By Lemma 3.2 below, this implies b i ‰ b j for all 1 ď i ă j ď n. We recall that Π is cohomological if there exists W an algebraic finite-dimensional representation of GL n pA K q such that H˚pG 8 , K 8 ; Π b W q ‰ 0 where G 8 " LiepGL n qpCq and K 8 is the compact unitary group of GL n pCq. In particular, Π is algebraic, i.e. a i , b i P Z`n´1 2 for all i (for more details on the infinity type we refer to [Clo90] 
section 3.3).
We denote V the representation space for Π f . For σ P AutpCq, we define another GL n pA K f q-representation Π σ f to be V b C,σ C. Let QpΠq be the subfield of C fixed by tσ P AutpCq | Π σ f -Π f u. We call it the rationality field of Π. For E a number field, G a group and V a G-representation over C, we say V has a E-rational structure if there exists a E-vector space V E endowed with an action of G such that V " V E b E C as a representation of G. We call V E a E-rational structure of V . We have the following result (c.f. [Clo90] Theorem 3.13):
Theorem 3.1. For Π a regular algebraic cuspidal representation of GL n pA K q, QpΠq is a number field. Moreover, Π f has a QpΠq-rational structure. For all σ P AutpCq, Π σ f is the finite part of a cuspidal representation of GL n pA K q which is unique by the strong multiplicity one theorem, denoted by Π σ .
Remark 3.2.
(1) This theorem is still true if K is replaced by arbitrary number field (see loc.cit).
(2) For any σ P AutpCq, Π σ is determined by σ| QpΠq : QpΠq ãÑ C. Therefore, we may define Π σ for any σ P Σ QpΠq by lifting σ to an element in AutpCq. In particular, we may define Π σ for any σ P GalpQ{Qq or σ P Σ E where E is an extension of QpΠq.
It is conjectured that such a Π is attached to a motive with coefficients in a finite extension of QpΠq: Let Π be a regular algebraic cuspidal representation of GL n pA K q and QpΠq its rationality field. There exists E a finite extension of QpΠq and M a regular motive of rank 2n over Q with coefficients in E such that Lps, M, σq " Lps`1´n 2 , Π σ q for all σ : E ãÑ C. Moreover, if the infinity type of Π is pz a i z b i q 1ďiďn , then the Hodge type of M is
Let Π be a cuspidal algebraic representation of GL n pA K q. We have that Π is pure which means there exists an integer w Π such that pz a i z b i q 1ďiďn , the infinity type of Π, satisfies a i`bi "´w Π for all i.
Corollary 3.1. If the motive associated to Π, a cuspidal algebraic regular representation of GL n pA K q, exists as in Conjecture 3.3, then it is pure of weight w Π`n´1 .
In the following, let Π be a regular algebraic cuspidal representation of GL n pA K q which is moreover cohomological and conjugate self-dual. M. Harris has shown that there exits a motive associated to Π (c.f. [Har97] ). Moreover, he defined automorphic periods which are analogues of Deligne's periods. He also proved that special values of L-function for Π can be interpreted in terms of these automorphic periods (c.f. Theorem 3.2). We now introduce his results.
In this article, we always assume Π is supercuspidal at places over q. This is not necessary to define the motive associated to Π but will be useful to define the period P psq for all s. We shall see it later (c.f. remark 3.4). In order to simplify the notation in Theorem 3.2 (see Equation (.)), we consider Π _ , the contragredient representation of Π. It is regular, cuspidal, cohomological, conjugate self-dual and supercuspidal at places over q. By Lemma 2.2, for each pr, sq, we can find ξ r,s , a Hecke character of K such that Π _ b ξ r,s satisfies the conditions in Theorem 2.5. Therefore, Π _ b ξ r,s descends to a cuspidal cohomological representation of GUpr, sqpA Q q, denoted by π. We write W pπ 8 q the finite dimensional representation associated to π by the cohomological property.
We define X r,s the GUpr, sqpRq conjugate class of h r,s : SpCq " CˆˆCˆÑ GUpr, sqpCq -GL n pCqˆCp z, zq Þ Ñ pˆz I r 0 0 zI s˙, zzq .
We know that pGUpr, sq, X r,s q is a Shimura datum and we denote ShpGUpr, sqq the Shimura variety associated to this Shimura datum. The finite dimensional representation W pπ 8 q defines a complex local system Wpπ 8 q and l-adic local system Wpπ 8 q l on ShpGUpr, sqq.
As shown in [Har97] , the cohomology group H rs pShpGUpr, sqq, Wpπ 8defined in section 2.2 of [Har97] is naturally endowed with a De Rham rational structure and a Betti rational structure over K (c.f. Proposition 2.2.7 of loc.cit). The cohomology group H rs pShpGUpr, sqq, Wpπ 8 q l q is endowed with an l-adic structure. Moreover, π f contributes non trivially to these cohomology groups, i.e. H rs pShpGUpr, sqq,˚qrπ f s :" Hom GpA K f q pπ f , H rs pShpGUpr, sqq,˚q ‰ 0 for˚"
One direct consequence is that the rationality field of π f is a number field (see section 2.6 of [Har97] ). One can then realize π f over Epπq, a finite extension of its rationality field, which is still a number field. For each pr, sq, we fix a ξ r,s and a π descended from Π b ξ r,s . We take EpΠq a number field contains the Epπq for all pr, sq. We assume also that EpΠq contains K. Cr,s with C r,s P Z. We define the automorphic period of pΠ, ξ r,s q by:
It is a non zero complex number. By the following proposition, we see that P psq pΠ, ξ r,s q does not depend on the choice of β modulo Epπqˆand thus well defined modulo Epπqˆ. Consequently, ă β, β ą" Epπq ă β 1 , β 1 ą.
Remark 3.3. We may furthermore choose β " βpΠq such that ă β, β ą is equivariant under action of G K in the sense that Equation (.) holds.
Actually, this period P psq pΠ, ξ r,s q is also independent of the choice of ξ r,s . This is a corollary to Theorem 3.2. See the end of section 3.3 for a further discussion of this point. Meanwhile, we fix a ξ r,s and define the (s-th) automorphic period of Π by P psq pΠq :" P psq pΠ, ξ r,s q.
Remark 3.4. We now see that one can construct a motive associated to Π if Π descends for any of these groups GUpr, sq. If we replace GUpr, sq by the similitude unitary group of sign pn´1, 1q at infinity and quasi-split at every finite places, the condition that Π is supercuspidal at places over q is revealed to be unnecessary. On the other hand, if we want to define P psq for all s, then this condition is inevitable in the setting of this article.
3.3.
Special values of L-functions for GL nˆG L 1 . In this section, we consider Π, a cuspidal representation of GL n pA K q which is regular, cohomological, conjugate self-dual and supercuspidal at places over q.
The main theorem of [Har97] is stated as follows. The original theorem (Theorem 3.5.13 of [Har97] ) assumed the condition m ą n´κ 2 (see the following theorem LIN Jie for notation). This condition was improved by M. Harris in several articles later (c.f. section 4.3 of [GH] , chapter 3 of [Har07] or chapter 4 of [Har08] ).
Theorem 3.2. (Theorem 4.27 in [GH])
Let Π be as in the beginning of this section. We denote its infinity type by pz a i z´a i q 1ďiďn with a 1 ą a 2 ą¨¨¨ą a n , a i P Z`n´1 2 for all 1 ď i ď n. Let η be an algebraic Hecke character of K with infinity type η 8 pzq " z azb . We assume that for all 1 ď i ď n, b´a ‰ 2a i .
Write η c " r βα. Here α, β are Hecke characters of K with α 8 pzq " z κ and β 8 pzq " z´k, κ, k P Z as in the section 1.2. It is easy to verify that κ " a`b, k " a.
Define
For m P Z, m is critical for MpΠq b Mpηq if and only if (.) maxp1´a r´a , 1`a r`1´b q ď m´n´1 2 ď minpa r´b ,´a r`1´a q.
If such m satisfies furthermore m ě n´κ 2 " n´a´b 2 , then
Here ε K is the Artin character of A Q associated to the extension K{Q.
Remark 3.5.
(1) Mpηq is the motive associated to the Hecke character η which can be seen as a special case of motives introduced in the previous section. For motives associated to Hecke characters over general fields, detailed introduction can be found in chapter 8 of [Del79] . (2) We have applied theorem 4.27 of [GH] to pΠ _ , η c q but not pΠ, ηq. A little calculation on the change of notation for k, κ and s is needed here.
From the theorem in loc.cit, we get an interpretation for Lpm, Π _ b η c q directly. But since Π is conjugate self-dual and thus
Therefore we can obtain a formula for Lpm, Π b ηq as in the theorem. Let σ be an element of G K . We may identify σ with σ| E , an embedding from E to C, when considering Π σ . We know that Remark 3.1 also applies to M 0 . In another word, the Hodge type of M 0,B,σ is independent of σ. Since σ fixes K, it does not change the fixed embedding K ãÑ C. Therefore, the equation Lps, M 0 , σq " Lps, Π σ q implies that Π σ also has the Hodge type
We can now conclude that the infinity type of Π σ is the same with Π. Similarly, the infinity type of η is also invariant under action of G K . In particular, the index s " spη c , Π _ q " #ti | a´b`2a i ă 0u is invariant under the action of G K .
Proposition 3.2. Let Π be as in Theorem 3.2. We preserve the notation in Theorem 3.2. Proof.
(1) Let η be a fixed Hecke character and s be the integer #ti | a´b`2a i ă 0u. Then r " n´s " #ti | a´b`2a i ą 0u " maxti | a´b`2a i ą 0u. Therefore,´1´2a r`1 ě a´b ě 1´2a r by the fact that a´b`2a i ‰ 0 for all i.
Moreover, the two integers n´1 2`a r´b and n´1 2´a r`1´a are both no less than n´a´b 2 . Hence there exists an integer m such that n´a´b 2 ď m ď minpa r´b ,´a r`1´a q`n´1 2 .
To prove that m is critical for MpΠq b Mpηq, it suffice to verify that maxp1´a r´a , 1`a r`1´b q`n´1 2 ď n´a´b 2 which is trivial.
(2) Let 1 ď r ď n´1 be a fixed integer now. We may take a, b P Z such that´1´2a r`1 ě a´b ě 1´2a r . Then a b`2 a i ‰ 0 for all i and r " maxti | a´b`2a i ą 0u.
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When a r´ar`1 ě 2, there exists an integer m as in (1) with non vanishing L-value if α satisfies condition p3.2.1q of [Har07] (see Comments (3.2.2.ii) and corollary 3.3 of [Har07] ). Here η c "βα as in Theorem 3.2. When a r´ar`1 " 1, such m exists provided that α satisfies more conditions on finite number of finite places (see Theorem 3.4 of [Har07] ). In all cases, we can find η with infinity type z azb and an integer m as in (1) such that Lpm, MpΠq b Mpηqq does not vanish. l For any 0 ď s ď n fixed, we can now show that the period P psq pΠ, ξ r,s q depends only on Π. We fix a Hecke character η and an integer m ě n´κ 2 as in second part of Proposition 3.2. We apply Theorem 3.2 to pΠ, ηq and m. Note that both the left hand side and the right hand side of equation (.) are non zero. Hence the transitivity holds forthe relation " now (c.f. Remark 1.1). Therefore, for any ξ 1 r,s verifying conditions in Theorem 2.5, we have P psq pΠ, ξ r,s q " EpΠqEpβqEpαq P psq pΠ, ξ 1 r,s q. On varying η, we conclude that: Corollary 3.2. The period P psq pΠ, ξ r,s q does not depend on the choice of ξ r,s modulo EpΠqˆ.
3.4.
Special values of L-functions for GL nˆG L n´1 . In [GH] , the authors also gave an interpretation of special values of L-function for GL nˆG L n´1 over a quadratic imaginary field in terms of automorphic periods. Let us introduce this result in this section.
Let n ě 2 be an integer and K be a quadratic imaginary field. Let Π and Π 1 be two cuspidal representations of GL n pA K q and GL n´1 pA K q which satisfy all the conditions in Theorem 3.2, i.e. Π and Π 1 are both regular, cohomological, conjugate self-dual and supercuspidal at places over q.
We denote the infinity type of Π by pz a i z´a i q 1ďiďn with a 1 ą a 2 ą¨¨¨ą a n . Since Π is cohomological, it is associated to a finite dimensional representation. The highest weight pµ 1 , µ 2 ,¨¨¨, µ n q of this finite dimensional representation is calculated in section 2.4 of [GH] :
Similarly, if we denote the infinity type of Π 1 by pz b i z´b i q 1ďiďn´1 with b 1 ą b 2 ą¨¨¨ą b n´1 and the highest weight of the finite dimensional representation associated to it by pλ i q 1ďiďn´1 , we have:
The method in [GH] requires the following hypothesis:
Hypothesis 3.1. The highest weight µ and λ satisfy:
In [GH] , the authors defined:
q, a complex number depending only on m, Π 8 , Π 1 8 (c.f. Proposition 6.4 of loc.cit); ‚ ZpΠ 8 q (resp. ZpΠ 1 8 q) a complex number depending only on Π 8 (resp. Π 1 8 ) (c.f. Theorem 6.7 of loc.cit). We also need the following hypothesis:
We can then restate Theorem 6.10 of [GH] : Theorem 3.3. Let Π and Π 1 be as above. We assume the highest weight µ and λ defined above satisfy the Hypothesis 3.1 and 3.2. Let m be a non negative integer. If m`n´1 is critical for MpΠq b MpΠ 1 q, then
Period relations for automorphic induction of Hecke characters
In this section, we show the functoriality of automorphic period for cyclic automorphic induction of Hecke characters. 4.1. First calculation. We preserve the assumptions for Π and notation in Theorem 3.2.
We write A :" rp2πiq κ Gpα 0 qs s ppα, 1q n´2s ; B :" rp2πiq k ppβ p2q , 1qs n´2s .
By the Lemma 1.4, we have We apply moreover Proposition 3.2. We can then deduce that:
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Corollary 4.1. Let 0 ď s ď n be a fixed integer. Let Π be as in Theorem 3.2. There exists η an algebraic Hecke character of K and m P Z`n´1 2 with
s P psq pΠqppη, 1q s ppη, ιq n´s equivariant under action of G K and with both side non zero.
Here a, b are indices for the infinity type of η as in Theorem 3.2, and ε K is the Artin character of A Q associated to the extension K{Q.
Remark 4.1.
(
Odd dimensional case.
Let F " F`K with F`a totally real field of degree n over Q and K a quadratic imaginary field as in section 1.1. We assume F is cyclic over K. We fix tσ 1 , σ 2 ,¨¨¨, σ n u Ă Σ F , a CM type of F , consisting of elements which are trivial on K.
Let χ be an algebraic conjugate self-dual Hecke character of F . Here conjugate self-dual means χ´1 " χ c . The infinity type of χ is thus of the form χ 8 pzq "
with a i P Z. We assume χ is regular, namely, a i ‰ a j for i ‰ j.
Moreover, we may assume χ ‰ χ τ for all τ P GalpF {Kq non trivial. Otherwise by Theorem 2.1, χ is the base change of a Hecke character of a smaller CM field. In this case, we replace F by this smaller CM field.
We assume at first that n is odd. We denote by Πpχq the automorphic induction of χ from GL 1 pA F q to GL n pA K q. It is a cuspidal cohomological representation of GL n pA K q (c.f. [AC89] chapter 3 Theorem 6.2). The cuspidal conclusion comes from the fact that χ ‰ χ τ for all 1 ‰ τ P GalpF {Kq. This fact is not stated but proved in the proof of Theorem 6.2 in chapter 3 of [AC89] . The cohomology conclusion, in particular the algebraic conclusion, is due to the fact that n is odd. Moreover, since χ is conjugate self-dual, we know Πpχq is also conjugate self-dual. Its infinity type is pz a i z´a i q 1ďiďn . Up to finite extension, we may assume EpΠpχqq " Epχq. In particular, we assume Epχq contains K. We also make the hypothesis that: . It is critical since a´b`2a i ‰ 0 for all i. We define Φ s,χ a CM type of F by σ i P Φ s,χ if a´b`2a i ă 0;σ i P Φ s,χ if a´b`2a i ą 0. This CM type is compatible with χ b η˝N A F {A K . The notation Φ s,χ implicitly indicates that this set depends only on s and χ, but not on η. Indeed, we can easily deduce from the fact s " #ti | a´b`2a i ă 0u that for each i such that a i is one of the s smallest numbers in ta i , 1 ď i ď nu, we have σ i P Φ s,χ ; otherwiseσ i P Φ s,χ . Moreover, #Φ s,χ X tσ i , 1 ď i ď nu " s. In other words, there are exactly s elements in Φ s,χ whose restriction to K is trivial. 
Therefore, by Proposition 1.1, we have the following equations equivariant under action of G K :
Still by Proposition 1.1, we have:
F`p 2πiq mn ppχ, Φ s,χ qppη, 1q s ppη, ιq n´s equivariant under action of G K and with both sides non zero.
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Comparing this formula with (.) and (.), we deduce at last that equivariant under action of G K :
Varying η, we can replace the field EpχqEpηq by Epχq which is easy to see from Lemma 1.1. We obtain at last: Theorem 4.1. Let n be an odd integer. Let F " F`K with F`a totally real field of degree n over Q and K a quadratic imaginary field as before. Assume that F is cyclic over K. Let χ be a regular conjugate self-dual algebraic Hecke character of F satisfying Hypothesis 4.1. Put Π " Πpχq the automorphic induction of χ from GL 1 pA F q to GL n pA K q. The automorphic period of Π defined in section 3.2 satisfies:
4.3. Even dimensional case. Now let n be an even positive integer. Let F " F`K with F`a totally real field of degree n over Q. We still assume F is cyclic over K. Let χ be an algebraic conjugate self-dual Hecke character of F with infinity type
We assume also χ ‰ χ τ for all 1 ‰ τ P GalpF {Kq and the Hypothesis 4.1 It follows that Πpχq, the automorphic induction of χ from GL 1 pA F q to GL n pA K q, is still cuspidal conjugate self-dual. It has infinity type pz a i z´a i q 1ďiďn . Since n is even, Πpχq is no longer algebraic. We then consider Πpχq b ||¨||´1
. It is algebraic but not conjugate self-dual.
By Lemma 1.3, we may take ψ an algebraic Hecke character of Q such that ψψ c " ||¨|| A K with infinity type z 1 z 0 and unramified at all places over q. We
The infinity type of Π is pz a i`1 2 z´a i´1 2 q 1ďiďn . It is a regular, cohomological, conjugate self-dual and supercuspidal at places dividing q. In one word, Π satisfies all the conditions in Theorem 3.2. We may assume EpΠq " EpχqEpψq up to finite extension.
Let η and m be as in the last part of Section 4.1. We have (see equation (.)):
s P psq pΠqppη, 1q s ppη, ιq n´s equivariant under action of G K and with both sides non zero.
On the other hand, we have
It is critical under the assumption that a´b`2a i`1 ‰ 0 for all i. We define Φ s,χ a CM type of F by σ i P Φ s,χ if a´b`2a i`1 ă 0;σ i P Φ s,χ if a´b`2a i`1 ą 0. It is compatible with χ b ppψηq˝N A F {A K q. It depends only on s and χ. Moreover, Φ s,χ X tσ i , 1 ď i ď nu has s elements. We refer to the previous section for an explanation of this fact.
We now apply Blasius's result and get: Note ppψ, 1q simply by ppψq and then ppψ, ιq " pppψ c q, 1q " ppψ c q. Varying η, we obtain at last: Theorem 4.2. Let n be an even integer. Let F " F`K with F`totally real of degree n over Q and K a quadratic imaginary field as before. Assume that F is cyclic over K. Let χ be a regular conjugate self-dual algebraic Hecke character of F . Put Π " Πpχq b ||¨||´1 2 K ψ where ψ is a Hecke character of K such that ψψ c " ||¨|| A K and ψ 8 pzq " z. The automorphic period of Π defined in section 3.2 then satisfies: 
Application: simplification of Archimedean local factors
We can now refine the Archimedean local factors in 3.3 first in the case Π and Π 1 come from a Hecke character and then for general Π and Π 1 . Let F`and F 1`b e two totally real fields of degree n and n´1 respectively over Q and set F " KF`,
here K is always a quadratic imaginary field. We assume that F and F 1 are cyclic over K. Put L " F F 1 . It is easy to see that L is a CM field of degree npn´1q over K.
Recall that σ 1 , σ 2 ,¨¨¨, σ n are the complex embeddings of F which are trivial on K. Similarly, we denote by σ 1 1 , σ 1 2 ,¨¨¨, σ 1 n´1 the complex embeddings of F which are trivial on K. For every pj, kq with 1 ď j ď n and 1 ď k ď n´1, we define τ jk a complex embedding of L " F F 1 such that τ jk | F " σ j and τ jk | F 1 " σ 1 k . Hence tτ jk |1 ď j ď n, 1 ď k ď n´1u are all the complex embeddings of L which are trivial on K.
We take χ and χ 1 two algebraic regular conjugate self-dual Hecke characters of F and F 1 . We assume both χ and χ 1 satisfy the Hypothesis 4.1. Denote the infinity type of χ by ś
with a 1 ą a 2 ą¨¨¨ą a n and the infinity type
We assume χ and χ 1 are very regular which means that a j´aj`1 ě 3 for all j and a 1 k´a 1 k`1 ě 3 for all k. We define Π :" Πpχq and
A K ψ and Π 1 :" Πpχ 1 q if n is even where ψ is a character of K defined in Lemma 1.3. We assume moreover pΠ, Π 1 q satisfies the Hypothesis 3.1. We can then apply Theorem 3.3 to pΠ, Π 1 q.
5.1. The case n odd. Let us assume firstly that n is odd. In this case, the infinity type of Π is pz a j z´a j q 1ďjďn and the infinity type of Π 1 is pz a k`1 2 z´a k´1 2 q 1ďkďn´1 . Hypothesis 3.1 becomes:
Under this hypothesis, we can apply Theorem 3.3 to pΠ, Π 1 q. We get, for critical point s " m`1 2 of Lps, ΠˆΠ 1 q with m ě 0,
By equation (.) and (.), for all 1 ď j ď n´1 and 1 ď k ď n´2
equivariant under action of G K .
Note that Φ j,χ " tσ 1 ,σ 2 ,¨¨¨,σ n´j , σ n´j`1 ,¨¨¨, σ n´1 , σ n u. We have
ppχ, tσ i uq equivariant under action of G K by equation (.) in Proposition 1.1. Similarly, we have that equivariant under action of G K :
Therefore, we deduce that for critical point s " m`n´1 of MpΠq b MpΠ 1 q with m ě 0,
equivariant under action of G K by equation (.) and (.). Thus, equation (.) becomes
More precisely, τ j,k P Φ χ,χ 1 if and only if a j`a 1 k ă 0. By Hypothesis 5.1, it is equivalent to the condition that j`k ě n`1. similarly, τ j,k P Φ χ,χ 1 if and only if j`k ď n. Therefore, by Blasius' result,
by Lemma 1.2.
Moreover, by Proposition 1.1, We deduce finally that:
Theorem 5.1. Assume n is an odd integer. Let K be a quadratic field and F " F`K, F 1 " F 1`K be two CM fields of degree n and n´1 over K and cyclic over K. Let χ and χ 1 be two algebraic, conjugate self-dual and very regular Hecke character of F and F 1 satisfying Hypothesis 4.1.
We write Π :" Πpχq and 5.2. The case n even. Now we assume n to be even. In this case, the infinity type of Π is pz a j`1 2 z´a j´1 2 q 1ďjďn and the infinity type of Π 1 is pz a k z´a k q 1ďkďn´1 . The Hypothesis 3.1 remains the same as 5.1 a n ą a equivariant under action of G K . Finally, since Gpε K q " K 1 equivariant under action of G K and both sides of the above equation depend only on χ 8 , χ 1 8 and ψ 8 " z, we deduce that: Theorem 5.2. Assume n is an even integer. Let K be a quadratic field and F " F`K, F 1 " F 1`K be two CM field of degree n and n´1 over K and cyclic over K. Let χ and χ 1 be two algebraic, conjugate self-dual and very regular Hecke character of F and F 1 satisfying Hypothesis 4.1.
We write Π :" Πpχq b ||¨||´1 here Π 8 and Π 1 8 are obtained from Hecke characters as in previous sections. Note that for any pΠ, Π 1 q as in Section 3.4, we may find Hecke characters χ and χ 1 such that Π 8 and Π 1 8 are the same as the representations we got from χ and χ 1 in previous sections. Therefore, the above result can be generalized to any pair pΠ, Π 1 q which satisfy the conditions in Section 3.4. Let us give more details on this point.
Definition 5.1. Let K be a quadratic imaginary field and F be a CM field containing K. For χ an algebraic Hecke character of K, define Π χ :" Πpχq if the degree of F over K is odd; Π χ :" Πpχq b ||¨||´1 2 A K ψ if the degree of F over K is even where Πpχq is the automorphic induction of χ from GL 1 pA F q to GL n pA K q where n is the degree of F over K and ψ is a fixed algebraic Hecke character of K with infinity type z 1 z 0 such that ψψ c " ||¨|| A K (c.f. Lemma 1.3).
We first restate Theorem 5.1 and Theorem 5.2 together:
Theorem 5.3. Let K be a quadratic imaginary field and F`(resp. F 1`) be a totally real field of degree n (resp. n´1) over Q. Let F " F`K and F 1 " F 1`K . Assume F and F 1 are cyclic over K. Let χ and χ 1 be two algebraic regular conjugate self-dual Hecke characters of F and F 1 satisfying Hypothesis 4.1 and Hypothesis 5.1. Put Π " Π χ and Π 1 " Π χ 1 . Let m ě 0 be an integer such that m`n´1 is critical for MpΠq b MpΠ 1 q. If m " 0, we assume moreover that Lpm`1 2 , ΠˆΠ 1 q ‰ 0. Then the archimedean local factors defined in chapter 6 of [GH] satisfy that: ppm, Π 8 , Π pm`1 2 qnpn´1q .
Lemma 5.1. Let n be an integer positive and K be a quadratic imaginary field. Let F`be a totally real field of degree n over Q. Put F " F`K a CM field. If Π is an algebraic cuspidal representation of GL n pKq then there exists χ an algebraic Hecke character of F which satisfies Hypothesis 4. (see chapter 4 of [GH] for the notion). From the discussion after Theorem 4.27 in [GH] we see that P psq " P ďs in our case.
