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The paper presents a purely geometrical characterization of the convex set of probabilities dominated by a possibility
measure on a ﬁnite set. It is demonstrated that the set of dominated probabilities can be represented as a very special kind
of convex polyhedral set, the so-called simple polytope, which enhances performance of computational methods. A lower
bound and a new upper bound for the number of extreme points are established. It is shown that the upper bound leads in
some cases to a better estimate than the exponential bound appearing in the literature.
 2007 Elsevier Inc. All rights reserved.
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Models based on possibility measures count among the frequently encountered tools of approximate rea-
soning. On the one hand, possibility theory can be viewed as a particular case of behavioral theory of impre-
cise probabilities of Walley [15] or Dempster–Shafer theory of belief functions [13]. On the other hand, it has
been developed as a stand-alone subject in the work of Dubois and Prade [6]. In this paper, no particular inter-
pretation of possibility is preferred, as long as it leads to the intended mathematical concept of possibility, that
is, a ‘‘maxitive’’ set function whose domain is the set of all subsets of a given ﬁnite universe. Although some
knowledge of Walley’s concept of upper probability and representation by convex sets of probabilities might
be helpful to the reader, no attention is paid to the behavioral implications of the notions investigated herein.
In many decision-theoretic situations, mathematically equivalent representations of a model are diﬀerent
from the viewpoint of interpretation or computations involved. In particular, it is well known that every nor-
mal possibility measure gives rise to the non-empty set of dominated probabilities (the so-called core).
Although the notion of core originated in game theory as a solution concept for cooperative games [8], its
mathematical meaning is preserved in theory of imprecise probabilities as well. Moreover, a possibility0888-613X/$ - see front matter  2007 Elsevier Inc. All rights reserved.
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also uniquely determines the possibility measure. On the one hand, possibility measures and natural extensions
possess a direct behavioral interpretation. On the other hand, the cores turn out to be more convenient for
most types of mathematical analysis: it is one of the goals of this paper to promote this thesis further.
The paper is devoted to a detailed description from a purely geometrical perspective of the core of possi-
bility measures, which is a convex polytope in ﬁnite-dimensional Euclidean space. This work is a continuation
of the author’s eﬀorts to estimate the number of extreme points of this set [9]. Basic deﬁnitions and facts from
theory of convex polyhedral sets are needed; most of them are summarized in Section 2. The core, which is
denoted by the symbol P, is assigned a certain polytope P and characterized by Proposition 1 and Theorem 1.
While the former describes the dimension and the facial structure of this convex set, the latter asserts that the
core forms the so-called simple polytope. Roughly speaking, every simple polytope is a highly regular convex
set, which makes the computations more tractable. This issue is discussed in detail at the end of Section 3.
When processing compact convex sets in ﬁnite-dimensional space, an in-depth inspection of the set of extreme
points is usually carried out since the Minkowski theorem states that every compact convex set is the convex
hull of its extreme points. The paper [11] by Miranda et al. contains a deep study on this topic even for more
general monotone set functions than possibility measures on an inﬁnite universe. In particular, when the uni-
verse is ﬁnite, Miranda et al. prove that the number of extreme points is at most the exponential of the car-
dinality of the universe minus one. A new upper bound, which is in some cases a better estimate than the
exponential bound, is established in Theorem 2 of Section 3. Moreover, a lower bound for the number of
extreme points is also found, which has not appeared in the literature yet.
2. Basic notions
Basic concepts of possibility theory and convex polyhedral sets will be recalled ﬁrst; a detailed exposition
can be found in [4,6,2,17], respectively.
Let X ¼ fx1; . . . ;xng be a ﬁnite set with nP 2. A (normal) possibility measure on the set 2X of all subsets
of X is a mapping P : 2X! [0, 1] such that P(;) = 0, P(X) = 1, and where for every A, B  X, it holds that
P(A [ B) = max(P(A),P(B)). A possibility distribution on X is a mapping p :X! [0,1] deﬁned by
p(x) = P({x}), for every x 2 X. Without loss of generality we may assume that pðx1Þ 6    6 pðxnÞ ¼ 1
and denote pi = p(xi), i ¼ 1; . . . ; n. Any possibility measure P is thus uniquely determined by a point
p ¼ ðp1; . . . ; pn1; 1Þ 2 Rn. Let P be the core of P: for every P 2 P and every A  X, we have P(A) 6 P(A).
Put pi = P({xi}), i ¼ 1; . . . ; n. It was proven in [5] that it suﬃces to verify the domination condition only on
a much smaller set system than 2X:P 2 P if and only if
Xi
j¼1
pj 6 pi; i ¼ 1; . . . ; n 1:Hence every probability from the core P is in one-to-one correspondence with a point ðp1; . . . ; pnÞ 2 Rn
satisfying the following conditions:pi P 0; i ¼ 1; . . . ; n;Xn
i¼1
pi ¼ 1;
Xi
j¼1
pj 6 pi; i ¼ 1; . . . ; n 1:Since pn is uniquely determined by the equation pn ¼ 1
Pn1
i¼1 pi, we can write equivalentlypi P 0; i ¼ 1; . . . ; n 1;Xi
j¼1
pj 6 pi; i ¼ 1; . . . ; n 1:
ð1Þ
Fig. 1. Two polytopes from Example 1.
T. Kroupa / Internat. J. Approx. Reason. 48 (2008) 237–245 239A (convex) polytope1 A in Rd is a bounded set of solutions to a ﬁnite system of linear inequalities with real
coeﬃcients in d real variables. For example, the system (1) deﬁnes a polytope in Rn1. We say that a system of
inequalities is irreducible if removing any inequality from the system changes the set of its solutions. A convex
set is k-dimensional if k is the dimension of the least aﬃne subspace containing the convex set. Two convex
sets C1 and C2 are called aﬃnely isomorphic if there exists a bijection C1 ! C2 preserving all convex combi-
nations of elements from C1 to C2 (and, consequently, from C2 to C1 too). A face of a convex set C is a convex
subset F of C such that every line segment with endpoints in C whose interior meets F is contained in F.
A point x of a convex set C is said to be an extreme point of C if {x} is a face of C. The extreme points of
polytopes are also called vertices; it can be proven that a point x of a d-dimensional polytope A is a vertex
iﬀ x is the unique solution of at least d linear equations corresponding to some of the deﬁning inequalities
of the polytope. A facet of a d-dimensional polytope A with dP 1 is a (d  1)-dimensional face of A. A d-
dimensional polytope is simple if each vertex is contained in precisely d facets. The simple polytopes exhibit
a high level of ‘‘symmetry’’ and they can be usually processed more easily than the other classes of polytopes.
For example, the d-dimensional cube, the d-dimensional simplex, and the dodecahedron are simple polytopes.
The Minkowski theorem applied to polytopes asserts that every polytope can be represented as a convex
hull of its vertices. The problem of recovering all vertices of a polytope given its deﬁning linear inequalities
(the so-called vertex enumeration problem) is in general non-trivial and we postpone the discussion of the
existing algorithms and their eﬃciency to the end of Section 3.
Example 1. A possibility distribution p ¼ ð25 ; 12 ; 1Þ generates the core determined by the constraints1 Inp1 P 0; p2 P 0; p3 P 0;
p1 þ p2 þ p3 ¼ 1;
p1 6
2
5
; p1 þ p2 6
1
2
:The corresponding polytope is depicted as the top shaded area in Fig. 1. The bottom shaded area lying in the
p1p2-plane refers to the inequalities in the reduced form (1). Observe that both of these convex sets are simple
two-dimensional polytopes since each of its four vertices lies in precisely two facets.the following we omit the adjective ‘‘convex’’ since only the convex polytopes are considered in this paper.
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The geometrical structure of the polytope deﬁned by (1) need not be clear since the zeros in ðp1; . . . ; pn1Þ
reduce its dimension, which could be less than the dimension n  1 of the ambient Euclidean space. Also
observe that the system of inequalities (1) need not be irreducible: if there are i1 and i2 such that i1 < i2 and
pi1 ¼ pi2 , then an inequality
Pi1
j¼1pj 6 pi1 is clearly redundant as the inequality
Pi2
j¼1pj 6 pi2 is more binding
under the non-negativity constraints. These ideas motivate the following notational conventions.
Convention 1. Let i0 ¼ minfi 2 f1; . . . ; n 1gjpi > 0g. We may assume that such i0 exists since otherwise
the possibility measure P dominates only the probability measure given by pn = 1 and P is a singleton. PutS ¼ fi 2 fi0; . . . ; n 2gjpiþ1 > pig [ fn 1g:
Observe that pk > 0 for each k 2 S, and if k < l with k,l 2 S, then pk < pl.
Proposition 1. The system of n  i0 + jSj inequalitiespi P 0; i ¼ i0; . . . ; n 1;Xk
j¼i0
pj 6 pk; k 2 S;
ð2Þis irreducible and defines the (n  i0)-dimensional polytope P in Rni0 , which has precisely n  i0 + jSj facets and
each of them is given by P \ K, where K is eitherfp 2 Rni0 jpi ¼ 0g; i 2 fi0; . . . ; n 1g ð3Þ
orfp 2 Rni0 j
Xk
j¼i0
pj ¼ pkg; k 2 S: ð4ÞProof. First, we will verify that the system of inequalities (2) is irreducible. For each m 2 fi0; . . . ; n 1g con-
sider the system of inequalitiespi P 0; i 2 fi0; . . . ; n 1g n fmg;Xk
j¼i0
pj 6 pk; k 2 S:
ð5ÞSince every pi from (2) is required to be non-negative, it follows that any ðpi0 ; . . . ; pn1Þ 2 Rni0 such that pi < 0,
whenever i = m, and pi = 0, otherwise, is a solution to (5) that is not a solution to (2). Analogously, for each
m 2 S consider the system of inequalitiespi P 0; i ¼ i0; . . . ; n 1;Xk
j¼i0
pj 6 pk; k 2 S n fmg:
ð6ÞLet a(pm) = pm+1  pm, when pm < 1, and a(pm) be an arbitrary positive real number, when pm = 1. We claim
that there always exists a solution to (6) that is not a solution to (2). Indeed, it is enough to putpi ¼
pm þ aðpmÞ; if i ¼ m;
0; otherwise

:Hence (2) is irreducible.
Since P is deﬁned by the system of inequalities (2), it is clear that P is a polytope in Rni0 . The polytope P is
(n  i0)-dimensional since there exists an aﬃne basis fb1; . . . ; bni0þ1g of Rni0 formed by elements of P: for
every bi ¼ ðbii0 ; . . . ; bin1Þ, where i ¼ 1; . . . ; n i0, put
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pi0 ; if j ¼ iþ i0  1;
0; otherwise

j ¼ i0; . . . ; n 1;and bni0þ1 ¼ ð0; . . . ; 0Þ. It follows straightforwardly from the deﬁnition of points bi that the set
fb1; . . . ; bni0þ1g is an aﬃnely independent subset of P and hence it is an aﬃne basis of Rni0 . The number
of facets and their complete characterization is a classical result for polytopes given by an irreducible system
of inequalities: see, for example, Theorem 8.2 in [2]. h
Note that there is a one-to-one correspondence between the probabilities in P (the solutions to (1)) and the
solutions to (2) given by the projection mappingð0; . . . ; 0i01|ﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄ}; pi0 ; . . . ; pn1Þ 2 Rn1 7!ðpi0 ; . . . ; pn1Þ 2 P: ð7Þ
Before completing the characterization of the polytope P, we prepare a purely technical lemma, which is em-
ployed in the proof of Theorem 1.
Lemma 1. Let I  fi0; . . . ; n 1g and K  S with jIj + jKj = n  i0. If the system of n  i0 linear equations
pi ¼ 0; i 2 I ; ð8aÞXk
j¼i0
pj ¼ pk; k 2 K; ð8bÞhas the unique solution ðpi0 ; . . . ; pn1Þ 2 Rni0 , then K ¼ fi0; . . . ; n 1g n I and pk > 0 for each k 2 K.
Proof. If K = ;, then the assertion is trivial. Let K5 ;. First assume that I5 ;. After substituting all zero
variables pi, i 2 I, from (8a) into (8b), the linear system (8b) is uniquely solvable and its matrix is a lower tri-
angular jKj by jKj matrix. Observe that this remains true also when I = ;. If k 2 fi0; . . . ; n 1g n I , then there
must be an equation
Pk
j¼i0pj ¼ pk with k 2 K as (8b) has the unique solution and thus K ¼ fi0; . . . ; n 1g n I .
Since the right-hand sides of (8b) are positive and pk1 < pk2 , for k1, k2 2 K such that k1 < k2, the back-substi-
tution of Gaussian elimination gives pk > 0 for each k 2 K. h
Theorem 1. The polytope P is simple.
Proof. To show that P is simple we have to verify that every vertex of P is contained in precisely n  i0 facets.
Let v be a vertex of P. Then v is the unique solution to some system (8a) and (8b) of n  i0 linear equations
deﬁned in Lemma 1, which means that v is the only point lying in the intersection of n  i0 facets of P. Every
facet of P corresponds to some linear equation by Proposition 1. Since removing any equation from (8a) and
(8b) violates uniqueness of the solution, it suﬃces to show that if a linear equation from (2) is added to (8a)
and (8b), then the resulting system has no solution.
If a linear equation pi0 = 0, i
0 2 {i0, . . . ,n  1}n I, is appended to (8a) and (8b), then the resulting system has
no solution as Lemma 1 gives pi0 6¼ 0.
If a linear equation
Pk0
j¼i0pj ¼ pk0 , k 0 2 SnK, is added to (8a) and (8b), then the matrix of (8b) becomesjKj + 1 by jKj matrix (after substituting all zero variables pi, i 2 I, from (8a) into (8b)) that contains precisely
two identical rows. Hence the rank of this matrix is jKj. Since the right-hand sides of (8b) together withPk0
j¼i0pj ¼ pk0 are formed by jKj + 1 diﬀerent numbers pk, the rank of the augmented matrix is jKj + 1 and it
follows that the resulting linear system has no solution. h
Theorem 2. Let extP be the set of all extreme points of the core P of a possibility measure P. With the notations
from Convention 1, we haveðn i0  1Þðn i0 þ jSjÞ  ðn i0 þ 1Þðn i0  2Þ 6 jextPj
6 n i0 þ jSj  r1  1r2ð Þ þ
n i0 þ jSj  r2  1
r1
 
;
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ni0
2
. Moreover,
there is precisely n  i0 + jSj facets of P and each of them corresponds to either (3) or (4).
Proof. The two convex sets P and P are aﬃnely isomorphic: indeed, P is aﬃnely isomorphic with the solution
set of (1), which in turn is aﬃnely isomorphic with P due to (7). Consequently, the convex structure of P is the
same as that of P; in particular, the two convex sets have the same number of extreme points.
The inequalities above are now direct consequences of the characterization of P by Proposition 1: the lower
and the upper bound for j extP j are fundamental results in combinatorial theory of polytopes, which are
known under the name lower bound theorem and upper bound theorem, respectively (see, for example,
Theorem 18.2a and Theorem 19.1 in [2]). The description of the facial structure of P follows directly from
Proposition 1. h
Observe that the expression for the upper bound from Theorem 2 can be simpliﬁed: if n  i0 is odd, we get2
ni01
2
þ jSj
jSj
 !
;and if n  i0 is even, we have
ni0
2
þ jSj
jSj
 !
þ
ni0
2
þ jSj  1
jSj
 !
:Miranda et al. [11] derived the exponential upper bound 2n1 for jextPj. It follows immediately from
Lemma 1 and the proof of Theorem 1 that every extreme point of P is in fact uniquely determined by putting
some of the variables pi ði ¼ i0; . . . ; n 1Þ equal to zero. In this way we can derive the already known expo-
nential bound by counting the total number of zero variables:Xni0
k¼0
n i0
k
 
¼ 2ni0 : ð9ÞNote that (9) is exactly the exponential bound from [11] when taking into account the number of non-zero
values of the possibility distribution.
It turns out that the upper bound from Theorem 2 can serve as a better estimate for the actual number of
extreme points in some situations. Table 1 documents that this is especially the case when jSj is small. On the
other hand, it seems that if jSj does not diﬀer too much from n, then the exponential bound gives a more pre-
cise estimate (cf. the row with jSj = 9 in Table 1). While a detailed comparison of the two upper bounds would
require a more general analysis than the intuitive argumentation above, the two estimates are calculated easily
without excessive computations and thus the actual comparison can be made in a speciﬁc situation by any
‘‘user’’ whose goal is just to ﬁnd the best upper bound for any speciﬁc case.
Example 2. Let p be a possibility distribution on X ¼ fx1; . . . ;x5g given by p1 = 0, p2 ¼ p3 ¼ 12, p4 ¼ 34, and
p5 = 1. We have i0 = 2 and S = {3 ,4} and the irreducible system of inequalities is (see Fig. 2).p2 P 0; p3 P 0; p4 P 0;
p2 þ p3 6
1
2
;
p2 þ p3 þ p4 6
3
4
;
ð10Þwhich deﬁnes the three-dimensional polytope.P ¼ fp ¼ ðp2; p3; p4Þ 2 R3jp is a solution to ð10Þg:
Note that the inequality p2 6 12 was redundant in the description of P. The extreme points of P are
p1 = (0,0,0), p2 ¼ ð0; 0; 3
4
Þ, p3 ¼ ð0; 1
2
; 0Þ, p4 ¼ ð0; 1
2
; 1
4
Þ, p5 ¼ ð1
2
; 0; 0Þ and p6 ¼ ð1
2
; 0; 1
4
Þ. While the exponen-
tial bound for the number of extreme points is 8, the lower and the upper bound from Theorem 2
Table 1
Comparison of the bounds
n  i0 jSj Lower bound Upper bound 2ni0
2 2 4 4 4
2 1 3 3 4
3 3 8 8 8
3 2 6 6 8
3 1 4 4 8
4 4 14 20 16
4 3 11 14 16
4 2 8 9 16
8 8 58 660 256
8 7 51 450 256
8 6 44 294 256
8 5 37 182 256
9 9 74 1430 512
9 7 58 660 512
9 6 50 420 512
Fig. 2. Polytope P from Example 2.
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n  i0 = 5  2 = 3, jSj = 2).
So far we have discussed only the task of estimating the number of extreme points. However, an important
computational problem is also to recover the extreme points themselves, that is, to generate all of the vertices
of a d-dimensional polytope given by m linear inequalities. There are essentially two approaches to the vertex
enumeration. First, algorithms based on linear programming are the so-called pivoting methods. Second, vast
majority of other algorithms (non-pivoting methods) can be viewed as modiﬁcations of the double description
method by Motzkin et al. [12]. An interested reader is referred to the paper [10] by Matheiss and Rubin con-
taining a thorough discussion and comparison of both approaches for general convex polyhedral sets.
As far as the knowledge of the author goes, no algorithm whose time is polynomial in d, m, and the number
of vertices is known. However, a revised version of the so-called reverse search vertex enumeration algorithm
244 T. Kroupa / Internat. J. Approx. Reason. 48 (2008) 237–245proposed by Avis [1] is especially eﬃcient for simple polytopes: it proceeds in time O(md) per vertex for poly-
topes with at least one known vertex.2 As emphasized in [1], simplicity increases the performance of the algo-
rithm: the time complexity deteriorates to O(md2) for non-simple polytopes. Thus Theorem 1 guarantees that
probabilities corresponding to the extreme points of P can be generated in a more eﬃcient way. A convenient
software tool for processing polytopes is the package CONVEX for Maple – see [7] for documentation and
a discussion of computational issues.
Example 3. Let X ¼ fx1; . . . ;x9g and p be given by p1 ¼ 120 ; p2 ¼ 110 ; p3 ¼ p4 ¼ 15 ; p5 ¼ 13 ; p6 ¼ 12 ; p7 ¼
p8 ¼ 34 ; p9 ¼ 1. Using the techniques from this section, we get the system of 14 inequalities2 Cle
contaipi P 0; i ¼ 1; . . . ; 8
p1 6
1
20
;
p1 þ p2 6
1
10
;
p1 þ p2 þ p3 þ p4 6
1
5
;
p1 þ p2 þ p3 þ p4 þ p5 6
1
3
;
p1 þ p2 þ p3 þ p4 þ p5 þ p6 6
1
2
;
p1 þ p2 þ p3 þ p4 þ p5 þ p6 þ p7 þ p8 6
3
4
;which deﬁnes an eight-dimensional polytope P. This polytope has at least 44 and at most 294 vertices accord-
ing to Theorem 2, while the exponential bound is 28 = 256 (see Table 1, case n  i0 = 9  1 = 8,jSj = 6). The
actual number of 144 vertices was recovered by the package CONVEX.4. Conclusions
Enumeration of extreme points is a frequently pursued line of research both in theory of imprecise prob-
abilities and coalition games. The recently published paper by Wallner [16] gives the new upper bound for the
number of extreme points as the factorial of the cardinality of the universe for the whole class of coherent
probabilities. Another characterization of lower probabilities and particular monotone set functions can be
found in [3]. Geometry of the core can also be described for those imprecise probabilities that are convex
games in the sense of Shapley [14].
The geometrical characterization of the core of possibility measures used in this paper enabled to ﬁnd the
estimates of the number of extreme points as well as to employ more eﬃcient algorithms for processing the
core. As a perspective for further research, it might be interesting to identify the classes of imprecise proba-
bilities on ﬁnite sets whose core falls within the class of simple polytopes or any other distinguished class of
polyhedral sets. Another challenge is to study cores of possibility measures on inﬁnite sets. The question of
interest is whether the combinatorial characterization of simple polytopes in Euclidean spaces can be general-
ized to cores as convex sets in locally convex spaces.
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