In this paper we discuss the minimum required accuracy of depth or disparity information for a typical immersive video application. Our approach benefits from the fact that in many cases the navigation range of the virtual camera is limited. We develop a simple geometric problem formulation and compare it with the more general plenoptic sampling approach. In this way we bridge the gap between classical 3D warp applications and the more general plenoptic sampling theorem. From this we derive general rules for the design of a typical immersive video application scenario. We provide a solution for the scalability of depth or disparity map designs in dependency of application scenarios.
Introduction
Immersive video applications (IVA) have received more and more attention in the last years. Many research projects as well as commercial products are dealing with interactive virtual movement through real natural scenes. Image-based rendering has established as a key technology for generation of novel virtual views. Whereas the 3D warp, the rendering of virtual scenes and the generation of depth or disparity maps has been studied extensively in the past years only little attention has been put to the minimum required level of detail for those geometry information, i.e. the number of depth or disparity layers and the optimal quantization format. Nevertheless, this information is essential for analysis, coding or rendering tools. A conventional IVA system usually consists of modules for content creation, data transmission and rendering (see Figure 1) . Besides the recording of image data the content creation module controls the generation of the related geometric depth information. The transmission system transports the data to the rendering system. Finally, at the rendering system the user can interactively choose his virtual viewpoint in the scene. The main question of this paper is how to represent the depth information efficiently. While for the rendering system the depth resolution should be as large as possible the transmission channel as well as the depth analysis tool has only limited capacities. The costs for depth analysis and transmission are rising with increasing demand on depth resolution. Therefore, it is necessary to find a suitable tradeoff. Figure 1 . Example for an immersive video application scenario
Optimal Depth Scaling
The goal of this chapter is to derive the dependencies between the navigation range of the virtual camera, the image resolution and the depth scaling, i.e. the number and position of depth layers. We assume that the user wants to navigate interactively in a real scene with a fixed depth range z near , z far . Further on, the intrinsic camera parameters such as sensor width w, focal length f and the image resolution (number of pixels) N Pix need to be known. We assume that a strong camera calibration exists. In this case the disparity information can be transformed easily to depth data. Therefore, our results hold implicitly for disparity quantization format as well. We restrict our analysis to a pure horizontal translational movement parallel to the image plane. Usually, this restriction holds for the most applications. The influence of vertical movement of the virtual camera can be determined in the same way as the horizontal one. If movement in z-direction is expected, then the minimum expected distance to the near clipping plane z near must be used as the reference camera position because the resolution needs to be maximal for this case.
Geometrical Approach
There exist several ways to quantize depth which is assigned to some point in the image plane of a reference camera. The straight forward way would be to split the considered depth range into equidistant layers (see Figure 2 (a)). This way of depth representation is very common in computer graphics as well as for example for depth scanning systems. Unfortunately, it is not very useful for image warping because the distances between the warped pixels in the virtual view are depth dependent. Therefore, a better way is to quantize the depth nonlinearly in such a way that the warped pixel positions in the virtual camera are equidistant (see Figure 2 (b)). In this case the depth scaling format would Several depth values are assigned to that point in such a way that the according 3D warps to the virtual camera are equidistant whereas the depth is nonlinearly scaled. From this we see that the way to obtain the optimal non linear depth scaling format within a total depth range z min , z max (for z min < z max ≤ ∞) is to split the according disparity range d max , d min in equidistant intervals. The dependency between the continuous disparity d 01 and continuous depth z P is well known. In our case it can be derived from the difference between the projection points v 0 and v 1 of the point P in one of the image planes of the cameras C 0 and C 1 (see Fig 3a) as
where ∆t = t 1 -t 0 is the camera distance and the point v′ 0 in camera C 1 corresponds to point v 0 in C 0 . Equation 1 shows that the disparity depends on the distance between the cameras, the focal length and the depth z P of P only. An important result is that d 01 is independent of the position t p of the point P in tdirection (assuming an infinite image plane). Therefore, all disparities which are equal to d 01 define one single depth layer at the constant depth z P .
To determine the optimal nonlinear depth scaling function it is necessary to derive the dependencies between the navigation range of a virtual camera, the image resolution and the depth scaling, i.e. the number and position of depth layers. The depth of a real scene is always limited to a certain depth range between the minimum depth z min and the maximum depth z max , where z min < z max ≤ ∞. The according disparity range is d min ~ 1/z max and d max ~ 1/z min . In this way, the total depth range ∆z might be expressed in terms of the total disparity variation ∆d = d max -d min as For our purposes it is essential to know, how much the depth of a single layer z P can vary to create disparities which are still equal or less the pixel resolution ∆q. Figure 3(b) illustrates the problem. The point P is projected to the image plains of both cameras C 0 , C 1 . We define the pixel size ∆q = w h /N Pix as a function of sensor width w h and the total number of pixels N Pix . The maximal suitable projection error should be half the pixel size in both image planes, i.e. ±∆q/2. The minimal allowed disparity in this case would be d A = v′ A0 -v A1 , where v′ A0 = v′ P0 -∆q/2 and v A1 = v P1 +∆q/2. Accordingly, the maximal suitable disparity is d B = v′ B0 -v B1 . In this case z P-opt would represent the center of the projected image points v P0 and v P1 , z P-min the minimal and z P-max the maximal suitable depth. In this case the total disparity quantization error must be twice the pixel size: ∆d BA = d B -d A ≤ 2 ∆q. The total disparity quantization error ∆d BA is the maximum acceptable layer width ∆d Layer . We obtain for the maximal suitable disparity 
This equation describes the relationship between the camera distance ∆t, the number of depth layers N Layers (which corresponds to the number of disparity layers) and the image resolution N Pix for a fixed depth range z min , z max .
As we have seen, the optimal depth z i of a single layer i corresponds to the exact midpoints of the according pixels in the image planes. In disparity space it can be represented as d i = d min + (i-1) ∆d BA + ∆d BA /2 because the size of all disparity layers is equal. Applying this to Equation 1 and Equation 3 we obtain for the optimal total depth z i of layer i
Plenoptic Sampling Approach
The results presented in chapter 2.1 are the same as Chai, Tong, Chan and Shum obtained for the optimal filter function in case of plenoptic sampling [1] . The authors analyzed the dependencies between camera distances, image and depth resolution and number of depth layers in the context of light field rendering [2] for the case of an equidistant infinite camera array. Such a camera array corresponds to a special version of a light field introduced in [2] [3] where the cameras are parallel to each other and regularly ordered on a straight line. Gortler, Grzeszcuk, Szeliski and Cohen as well as Levoy and Hanrahan described in their work the process of capturing and rendering of such a light field considering real camera arrays. They have shown that any virtual view on the straight line between two arbitrary neighboring reference cameras can be reconstructed from the information of those two cameras only. According to the plenoptic sampling theorem presented in [1] such a virtual view can be reconstructed without loss of generality if Equation 4 holds. For our purposes the movement of the virtual camera is restricted to the straight line between two neighboring cameras only. Therefore, our problem can be seen as a special case of the plenoptic sampling theorem where instead of an infinite (or very large) array of cameras only two neighboring cameras are considered. In this case the depth can be reconstructed only in the area where the fields of view of both cameras intersect each other.
Depth Scaling of Immersive Video Applications
We have seen in chapter 2.1 that minimal required depth accuracy for an IVA within a constant depth range depends on the navigation range of the virtual camera and the image resolution. For many applications both parameters are well defined and known previously. Applying Equation 4, 5 one can easily determine the minimum required number of depth layers, i.e. the minimum required depth resolution assuming a non linear depth scaling. Note, that depth and disparity in our case can be transformed into each other using Equation 1. To adapt the quantization level of the depth or disparity maps as good as possible to an IVA system it is necessary to design the content acquisition and the rendering modules separately (see Figure 1) . Firstly, based on the expected navigation range and image resolution at the renderer the required depth resolution needs to be determined. In this case the virtual camera is represented by the users head movement. The results can be used as an input for the design of the content acquisition module to determine the minimum required camera distance for a depth or disparity estimation algorithm. It is dependent of the intrinsic camera parameters. Therefore, the maximum navigation range for the user and the required image resolution define the minimum camera distance of the analysis tool (for full pixel resolution algorithms). In this way it is possible to use a scalable design for the level of detail of depth or disparity information for IVA systems. The required minimal depth or disparity resolution depends on the demands of the rendering module. For example, if the user wants to navigate virtually within a given range (as illustrated in Figure 1 ) we would need a much more detailed depth or disparity map as if we wanted to generate a simple stereo view where the virtual navigation range corresponds to the human eye distance. Further on, the depth or disparity quantization strongly depends on the required image resolution at the rendering module. In this way it is possible to adapt the depth or disparity resolution very precisely to the application scenario.
Conclusion
In this paper we have analyzed the minimum required depth accuracy for a typical immersive video application in dependence of image resolution and navigation range of the virtual camera. We have developed a simple geometric problem formulation and compared it with the more general plenoptic sampling approach. Based on this we have discussed the general design of an immersive video system. We have shown on an example that in case of a careful adaption of the depth resolution to the rendering application a lot of data overhead can be avoided.
