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Abstract
Knowledge graphs are composed of different el-
ements: entity nodes, relation edges, and literal
nodes. Each literal node contains an entity’s at-
tribute value (e.g. the height of an entity of type
person) and thereby encodes information which
in general cannot be represented by relations be-
tween entities alone. However, most of the ex-
isting embedding- or latent-feature-based methods
for knowledge graph analysis only consider entity
nodes and relation edges, and thus do not take the
information provided by literals into account. In
this paper, we extend existing latent feature meth-
ods for link prediction by a simple portable mod-
ule for incorporating literals, which we name Lit-
eralE. Unlike in concurrent methods where literals
are incorporated by adding a literal-dependent term
to the output of the scoring function and thus only
indirectly affect the entity embeddings, LiteralE di-
rectly enriches these embeddings with information
from literals via a learnable parametrized function.
This function can be easily integrated into the scor-
ing function of existing methods and learned along
with the entity embeddings in an end-to-end man-
ner. In an extensive empirical study over three
datasets, we evaluate LiteralE-extended versions
of various state-of-the-art latent feature methods
for link prediction and demonstrate that LiteralE
presents an effective way to improve their perfor-
mance. For these experiments, we augmented stan-
dard datasets with their literals, which we publicly
provide as testbeds for further research. Moreover,
we show that LiteralE leads to an qualitative im-
provement of the embeddings and that it can be eas-
ily extended to handle literals from different modal-
ities.
1 Introduction
Knowledge graphs (KGs) form the backbone of a range of
applications, for instance in the areas of search, question an-
swering and data integration. Some well known KGs are
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Figure 1: Literals (box) encode information that cannot be repre-
sented by relations alone, and are useful for link prediction task. For
instance, by considering both birthYear literals and the fact that
John and Jane both study at Doe High School, we can be
more confident that the relation knows between John and Jane
exists.
DBpedia [Lehmann et al., 2015], Freebase [Bollacker et al.,
2008], YAGO3 [Mahdisoltani et al., 2014], and the Google
Knowledge Graph [Dong et al., 2014]. There are differ-
ent knowledge representation paradigms for modeling KGs
such as the Resource Description Framework (RDF) and (la-
beled) property graphs. Within this paper, we consider a KG
to be a set of triples, where each triple connects an entity
(shown as circle in Figure 1) to another entity or a literal
(the latter shown as rectangle in Figure 1) via relationships.
Such KGs can be represented by the RDF and property graph
paradigms, i.e. the methods presented in this paper are appli-
cable to both. To give a concrete example, the KG depicted in
Figure 1 includes the triples (John, Doe High School,
studiesAt) and (Jane, 2000, birthYear). The first
triple expresses the relationship between an entity and another
entity. The second triple expresses a relationship between an
entity and a literal1.
Knowledge graphs aim to capture factual knowledge
1For more information about the RDF concepts see https://
www.w3.org/TR/rdf11-concepts
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within a particular domain. However, they are often incom-
plete since, e.g., more information is provided for popular
than for unknown entities or because the KG is partially or
fully generated via an automatic extraction process. As a re-
sult, KGs rely heavily on methods predicting unknown triples
given all known triples. This problem is usually referred to as
link prediction. The closely related problem of detecting in-
correct triples in KGs is referred to as link correction and is
relevant for improving the quality of a KG.
Due to the importance of the problem, many methods for
link prediction and correction in KGs have been developed.
The two main classes of these methods are graph feature and
latent feature methods [Nickel et al., 2016]. Graph feature
methods predict the existence of triples based on features di-
rectly observed in the KG, such as the neighborhood of an
entity and paths to other entities. They are well suited for
modeling local graph patterns. In latent feature models, low-
dimensional, latent representations (also called embeddings)
of entities and relations are learned. These embeddings in-
corporate the KG structure, can capture global patterns, and
allow to compute the likeliness of a given triple in terms of
a probability or score function. However, most of the recent
work on latent feature models only takes entities and their
relations to other entities into account. Therefore, they are
missing the additional information encoded in literals. For
example, Figure 1 shows two entities with both structural
(visiting the same school) as well as literal (birth years) in-
formation. To maximize the accuracy of predicting a knows
relation between these entities, structural and literal informa-
tion should be combined as people visiting the same school
and having similar age tend to have a higher probability of
knowing each other.
In this paper, we investigate the advantage obtained by in-
corporating the additional information provided by literals
into latent feature methods. We introduce LiteralE, a method
to enrich entity embeddings with their literal information.
Given an entity embedding, we incorporate its corresponding
literals using a learnable parametric function, which gets the
vanilla embedding and the entity’s literals as input, and out-
puts a literal-enriched embedding. This embedding can then
replace the vanilla embedding in any latent feature model,
without changing its original scoring function and the result-
ing system can be jointly trained with stochastic gradient de-
scent, or any other gradient based algorithm of choice, in an
end-to-end manner. Therefore, LiteralE can be seen as an
extension module that can be universally combined with any
existing latent feature method. Within this paper, we mainly
focus on numerical literals. However, we demonstrate that
the principle can be directly generalized to other literal types,
such as textual and image information, e.g. by providing low-
dimensional vector representation of image or text [Xie et al.,
2016; Xu et al., 2016] as an additional input to LiteralE.
Our contributions in this paper are threefold:
• We introduce LiteralE, a universal approach to enrich la-
tent feature methods with literal information via a learn-
able parametric function. In contrast to other latent fea-
ture models including literals, our approach does not re-
quire specific prior knowledge, does not rely on a fixed
function to combine entity embeddings and literals, can
model interactions between an embedding of an entity
and all its literal values and can be trained end-to-end.
• We evaluate LiteralE on standard link prediction
datasets: FB15k, FB15k-237 and YAGO3-10. We ex-
tended FB15k and FB15k-237 with literals, in order
to allow for direct comparison against other methods
on these standard datasets. We provide these literal-
extended versions (augmented with numerical and tex-
tual literals) and hope they can serve as a testbed for
future research on the inclusion of literals in KG model-
ing.2
• Based on experimental results on the extended datasets,
we show that exploiting the information provided by lit-
erals significantly increases the link prediction perfor-
mance of existing latent feature methods as well as the
quality of their embeddings.
This paper is organized as follows. In Section 2 we review
several latent feature methods for link prediction in KGs. In
Section 3 we present LiteralE, our approach for incorporating
literals into existing latent feature methods. We give a brief
review of the related literatures and contrast LiteralE with
other methods incorporating literals in Section 4. Our experi-
ment methodology is described in Section 5, and in Section 6
we present our experiment results. Finally, we conclude our
paper in Section 7.
Our implementation of the proposed methods and all
datasets are publicly available at: https://github.
com/SmartDataAnalytics/LiteralE.
2 Preliminaries
In the following we will describe the link prediction problem
more formally and give a brief overview over well-known la-
tent feature methods.
2.1 Problem Description
Link prediction is defined as the task of deciding whether
a fact (represented by a triple) is true or false given a KG.
More formally, let E = {e1, · · · , eNe} be the set of entities,R = {r1, · · · , rNr} be the set of relations connecting two
entities, D = {d1, · · · , dNd} be the set of relations connect-
ing an entity and a literal, i.e., the data relations, and L be
the set of all literal values. A knowledge graph G is a subset
of (E × E × R) ∪ (E × L × D) representing the facts that
are assumed to hold. Link prediction can be formulated by a
function ψ : E ×E ×R → Rmapping each possible fact rep-
resented by the corresponding triple (ei, ej , rk) ∈ E ×E ×R
to a score value, where a higher value implies the triple is
more likely to be true.
2.2 Latent Feature Methods
In general, latent feature methods are a class of methods in
which low dimensional vector representations of entities and
relations, called embeddings or latent features, are learned.
2A literal-extended version of YAGO3-10 is provided
by [Pezeshkpour et al., 2017].
Let H be the embedding dimension. We define a score func-
tion f : RH × RH × RH → R that maps a triple of embed-
dings (ei, ej , rk) to a score f(ei, ej , rk) that correlates with
the truth value of the triple. In latent feature methods, the
score of any triple (ei, ej , rk) ∈ E ×E ×R is then defined as
ψ(ei, ej , rk)
def
= f(ei, ej , rk).
Latent feature methods for link predictions are well stud-
ied. These methods follow a score-based approach as de-
scribed above but make use of different kind of scoring func-
tions f . In this paper we study the potential benefit of in-
corporating numerical literals in three state of the art meth-
ods: DistMult [Dong et al., 2014], ComplEx [Trouillon et
al., 2016], and ConvE [Dettmers et al., 2018], which are de-
scribed in the following. Note however, that these are just
an exemplary choice of methods and our approach for incor-
porating literals can easily be adopted to other latent feature
methods.
The DistMult scoring function is defined as diagonal bi-
linear interaction between the two entity embeddings and the
relation embedding corresponding to a given triple, as follows
fDistMult(ei, ej , rk) = 〈ei, ej , rk〉 = eᵀi diag(rk) ej . (1)
Observe that DistMult is cheap to implement, both in terms
of computational and space complexity.
ComplEx can be seen as DistMult analogue in the complex
space. The embedding vectors have two parts: the real part
Re(e) and Re(r), and the imaginary part Im(e) and Im(r),
respectively. The scoring function is defined as
fComplEx(ei, ej , rk) = Re(〈ei, e¯j , rk〉)
= 〈Re(ei),Re(ej),Re(rk)〉
+ 〈Im(ei), Im(ej),Re(rk)〉
+ 〈Re(ei), Im(ej), Im(rk)〉
− 〈Im(ei),Re(ej), Im(rk)〉 .
(2)
ComplEx thus has twice the number of parameters compared
to DistMult but provides the benefit of modeling asymmetric
relationships better, as discussed by [Trouillon et al., 2016].
ConvE employs a convolutional neural network to extract
features from entity and relation embeddings. Let h be a
nonlinear function, ω ∈ Rk×m×n be convolution filters, and
W ∈ Rkmn×H be a weight matrix. The ConvE score func-
tion is then defined by
fConvE(ei, ej , rk) = h(vec(h([ei, rk] ∗ ω))W) ej , (3)
where vec(·) is the vectorization of output of convolutional
filters. By employing deep feature extractors in the form
of nonlinear convolutional layers, ConvE is able to encode
more expressive features while remaining highly parameter
efficient.
3 LiteralE
Our method of incorporating literals into existing latent fea-
ture methods, which we call LiteralE, is a simple, modular,
and universal extension which can potentially enhance the
performance of arbitrary latent feature methods.
Let L ∈ RNe×Nd be a matrix, where each entry Lik con-
tains the k-th literal value of the i-th entity if a triple with the
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Figure 2: Overview on how LiteralE is applied to the base scoring
function f . LiteralE takes the embedding and the corresponding lit-
erals as input, and combines them via a learnable function g. The
output is a joint embedding which is further used in the score func-
tion f .
i-th entity and the k-th data relation exists in the KGs, and
zero otherwise. We will refer to the i-th row li of L as the
literal vector of the i-th entity. As an illustration, consider
the KG part depicted in Figure 1 and imagine that there only
exist three data relations in this specific KG: heightCm,
birthYear, and countryArea. For the entity John we
will then have the literal vector (0, 2001, 0) in the particular
row corresponding to John in matrix L, as John only has
literal information for birthYear.3
At the core of LiteralE is a function g : RH × RNd → RH
that takes an entity’s embedding and a literal vector as in-
puts and maps them to a vector of the same dimension as
the entity embedding. This vector forms an literal-enriched
embedding vector that can replace the original embedding
vector in the scoring function of any latent feature model.
For example, in our experiments, we replace every entity
embedding ei with eliti = g(ei, li) in the scoring functions
of DistMult and ConvE. For ComplEx, where the embed-
dings have a real and an imaginary part, we use two sep-
arate functions to map Re(ei) and Im(ei) to their literal-
extended counterparts. Aside of these changes regarding
the entity embeddings, the score functions are the same as
described before in eq. (1), eq. (2), and eq. (3). For in-
stance, the LiteralE-extended version of DistMult is given by
fDistMult(e
lit
i , e
lit
j , rk).
We will now describe the function g in detail. First, since
we would like g to be flexible, we need it to be learnable.
Second, we would like g to be able to decide whether the
additional literal information is useful or not, and adapt ac-
cordingly, e.g. by incorporating or ignoring that information.
We therefore take cue from the gating mechanism present in
RNNs, such as the gated recurrent unit (GRU) [Cho et al.,
2014], and let g be defined by
g : RH × RNd → RH
e, l 7→ z h + (1− z) e , (4)
3Note that in practice, we normalize the literal values.
where  is the pointwise multiplication and
z = σ(WTzee + W
T
zll + b)
h = h(WTh[e, l]) . (5)
Note that Wh ∈ RH+Nd×H , Wze ∈ RH×H , Wzl ∈
RNd×H , and b ∈ RH are the parameters of g, σ is the sig-
moid function, and h is a component-wise nonlinearity (e.g.
the hyperbolic tangent).
LiteralE introduces some overhead in the number of pa-
rameters compared to the base method. This overhead is
equal to the number of parameters of the function g and is
compared to that of other approaches for the incorporation of
literals in Table 1. Specifically, there are 2H2 + 2NdH +H
additional parameters corresponding to the dimensionality of
Wh, Wze, Wzl, and b in eq. (5). Thus, with this choice of g
and givenH , the number of additional parameters of LiteralE
grows inO(Nd), that is, linear to the number of data relations
in the KG. Furthermore, the additional space complexity of
LiteralE is in O(NeNd) as one needs to store the matrix L.
Lastly, the additional computational complexity of LiteralE is
only attributed to the cost of three matrix multiplication and
one vector addition.
In summary, with our method LiteralE, we propose to re-
place the score function fX(ei, ej , rk) from the host method
X with the function composition
fX(g(ei, li), g(ej , lj), rk)
as illustrated in Figure 2. This new scoring function can be
trained by gradient descent based optimization using the same
training procedure as before.
4 Related Work
In the last years, several efforts to incorporate literals into
KG embedding methods have been made. [Toutanova et al.,
2015] and [Tu et al., 2017] make use of textual literals of en-
tities in addition to relational embeddings. More specifically
they learn additional entity embeddings from their textual de-
scription and use them in an additive term in the score func-
tion of latent distant methods. [Xie et al., 2016] and [Xu et
al., 2016] also proposed methods to incorporate textual lit-
erals into latent distance methods such as TransE by encod-
ing textual literals with recurrent or convolutional neural net-
works. [Ruobing Xie, 2017] use image literals in their model
by projecting entities’ image features into an entity embed-
dings space. However, all of those approaches do not consider
numerical literals. MultiModal [Pezeshkpour et al., 2017] ex-
tends DistMult to also predict the likeliness of (subject, re-
lation, literal)-triples, by replacing the object embedding in
standard DistMult by its literal embedding (where literals of
different modalities are taken into account). By doing so lit-
erals are incorporated into entity embeddings in an implicit
manner. [Sun et al., 2017], proposes to employ literals to
refine the joint embeddings in entity alignment tasks: They
use literals to cluster together entities which have high literal
correlations, thus only indirectly use the literal information in
the entity embeddings. In contrast to all the aforementioned
works, LiteralE combines the literals into the entity embed-
ding directly and explicitly by the function g defined above.
Table 1: Model complexity in terms of number of parameters of
methods for incorporating literals. We denote the number of param-
eters of base models (e.g. DistMult) with Γ. Furthermore, Z is the
number of hidden units in a neural network (e.g. in LiteralE-MLP
and MTKGNN’s Attribute Networks). We leave out bias parameters
for clarity.
Model Number of Parameters
KBLN Γ +NrNd
MTKGNN Γ +NdH + 2(2HZ + Z)
LiteralE Γ + 2H2 + 2NdH +H
KBLRN [Garcia-Duran and Niepert, 2017] handles literals
in a separate function added to the vanilla scoring function
and thus does not incorporate literals in to the entity embed-
dings themselves. The construction of features from the nu-
merical literals is based on a prior knowledge: the difference
between the numerical literals of the subject and object entity
is a good predictor for a given relation.
These features then serve as input to a fixed radial basis
function (RBF), which is added to the score function of the
base method (DistMult). In contrast, LiteralE incorporates
literal information directly into the entity embeddings4, and
does not use any prior knowledge about the meaning of nu-
merical literals.
MTKGNN [Tay et al., 2017] extends ERMLP [Dong et
al., 2014] and incorporates numerical literals by introduc-
ing an additional learning task, more precisely, the task of
predicting the literal value for a given entity. This multi-
task learning approach of MTKGNN requires an additional
attribute-specific training procedure. Therefore, adding an-
other type or modality of literals is not straightforward and
costly as another learning task needs to be devised. Similar to
MTKGNN, TransEA [Wu and Wang, 2018] extends TransE
by adding a numerical attribute prediction loss to the rela-
tional loss.
Lastly, the model recently proposed by [Thoma et al.,
2017] can be seen as a special case of LiteralE where the func-
tion used instead of the function g defined above to combine
literals of entities with their entity embeddings is a concate-
nation followed by singular value decomposition. Thus, they
use a fixed function to combine the representations, whereas
LiteralE employs an adaptable function and is therefore more
flexible. Furthermore, they only consider image and text lit-
erals but no numerical literals.
5 Experiments
In the following we will describe the training approach, the
datasets, the experimental setup, and the evaluation metrics
applied in our experiments.
5.1 Training
We use the same training approach as [Dettmers et al.,
2018] for all the tested methods. That is, for every given
4Note, that incorporating the literal information into the embed-
dings also seems advantageous for entity disambiguation or cluster-
ing.
Table 2: Number of entities, relations, literals, and triples, for all
datasets used in this paper.
Dataset FB15k FB15k-237 YAGO3-10
# Entities (Ne) 14,951 14,541 123,182
# Relations (Nr) 1,345 237 37
# Data rel. (Nd) 121 121 5
# Literals (|L|) 18,741 18,741 111,406
# Relational triples 592,213 310,116 1,089,040
# Literal triples 70,257 70,257 111,406
triple (ei, ej , rk) in the KG, we compute the score for
(ei, e
′
j , rk),∀e′j ∈ E using the (original or LiteralE-extended)
scoring function f , and apply the sigmoid function to the re-
sulting score (i.e. p = σ ◦ f ), such that it can be interpreted
as probability of existence of a given triple.
Let p ∈ [0, 1]Ne be the probability vector, collecting the
resulting probabilities with respect to all e′j ∈ E . The model
is then trained by minimizing the binary cross-entropy loss
between the probability vector p and the vector of ground
truth labels y ∈ {0, 1}Ne indicating the existence of triples
(ei, e
′
j , rk),∀e′j ∈ E in the KG. That is, we minimize
L(p, y) = − 1
Ne
Ne∑
x=1
(yx log(px) + (1− yx) log(1− px)) ,
(6)
where px and yx are the predicted probability and the
given truth value for the x-th element of our candidate set
{(ei, e′j , rk), e′j ∈ E}. We use Adam [Kingma and Ba, 2015]
to optimize this loss function.
Note, the above procedure of considering all triples
(ei, e
′
j , rk), ∀e′j ∈ E if there is any triple (ei, ej , rk) with
head ei and relation rk in the training set is referred to as 1-N
scoring [Dettmers et al., 2018] as for each triple, we compute
scores of N := Ne = |E| triples. This is in contrast with 1-1
scoring, where one primarily considers the training example
(ei, ej , rk) and applies some other strategy for negative sam-
pling (i.e. for the generation of non-existing triples). We refer
the reader to [Dettmers et al., 2018] for a further discussion
regarding this.
5.2 Datasets
We use three widely used datasets for evaluating link pre-
diction performance: FB15k, FB15k-237, and YAGO3-10.
FB15k [Bordes et al., 2013] is a subset of Freebase where
most triples are related to movies and sports. As discussed by
[Dettmers et al., 2018], FB15k has a large number of test
triples which can simply be obtained by inverting training
triples. This results in a biased test set, for which a simple
model which is symmetric with respect to object and subject
entity is capable of achieving excellent results. To address
this problem, FB15k-237 [Toutanova and Chen, 2015] was
created by removing inverse relations from FB15k. YAGO3-
10 [Mahdisoltani et al., 2014] is a subset of the YAGO3
knowledge graph which mostly consists of triples related to
people.
In this work, we only consider numerical literals, e.g. lon-
gitude, latitude, population, age, date of birth (in UNIX time
format), etc. To enrich FB15k and FB15k-237 with these
literals, we created a SPARQL endpoint for Freebase and ex-
tracted literals of all entities contained in FB15k. We fur-
ther filtered the extracted literals based on their frequency,
i.e we only consider data relations d ∈ D that occur at least
in 5 triples in FB15k. We also remove all key and ID rela-
tions since their values are not meaningful as quantities. For
YAGO3-10, we use numerical literals provided by YAGO3-
10-plus [Pezeshkpour et al., 2017], which is publicly avail-
able.5 In case an entity has multiple literal values for a par-
ticular data relation, we arbitrarily select one of them. Some
statistics of the datasets are provided in Table 2.
5.3 Experimental Setup
We implemented LieralE on top of ConvE’s codebase, which
is publicly available6. The hyperparameters used in all of our
experiments across all datasets are: learning rate 0.001, batch
size 128, embedding size 200, embedding dropout probabil-
ity 0.2, and label smoothing 0.1. Additionally for ConvE,
we used feature map dropout with probability 0.2 and pro-
jection layer dropout with probability 0.3. Note, that these
hyperparameter values are the same as in the experiments of
[Dettmers et al., 2018].
Except for experiments with ConvE, we run all of our ex-
periments for a maximum of 100 epochs as we observed that
this is sufficient for convergence. For ConvE, we used at most
1000 epochs, as described in the original paper [Dettmers et
al., 2018]. We apply early stopping in all of the experiments
by monitoring the Mean Reciprocal Rank (MRR) metric on
the validation set every three epochs.
To validate our approach and to eliminate the effect of
different environment setups, we re-implemented the re-
lated models, KBLN [Garcia-Duran and Niepert, 2017], and
MTKGNN [Tay et al., 2017] as baselines. Note that we did
not re-implement KBLRN [Garcia-Duran and Niepert, 2017]
since the sub-model KBLN (i.e. the KBLRN model without
making use of the relational information provided by graph
feature methods) is directly comparable to LiteralE.7 As in
[Dettmers et al., 2018], we use a 1-N training approach, while
KBLN and MTKGNN uses a 1-1 approach. Therefore, the
RelNet in MTKGNN which is a neural network is infeasible
to be implemented in our environment. Thus, as opposed to
neural network, we use DistMult as base model in our re-
implementation of an MTKGNN-like method. While this
change does not allow to evaluate the performance of the orig-
inal MTKGNN model, it makes our MTKGNN-like method
directly comparable to the other methods that we consider in
our experiments, since it uses the same base score function.
All in all, due to these differences in the loss function and
the overall framework which are necessary to make KBLN
and MTKGNN comparable to LiteralE, the results we report
for them might differ from those reported in the respective
original papers. In addition, we obtain slightly different re-
sults compared to [Dettmers et al., 2018] for DistMult, Com-
5https://github.com/pouyapez/multim-kb-embeddings
6https://github.com/TimDettmers/ConvE
7Note, that LiteralE could also be extended to incorporate graph
features as an additional input to g.
Table 3: Link prediction results on FB15k, FB15k-237, and YAGO3-10. The best values comparing our implementation of base models,
KBLN, MTKGNN and LiteralE are highlighted in bold text. Only numerical literals are used in the experiments.
FB15k
Models MR MRR Hits@1 Hits@3 Hits@10
DistMult 108 0.671 0.589 0.723 0.818
ComplEx 127 0.695 0.618 0.744 0.833
ConvE 49 0.692 0.596 0.760 0.853
KBLN [Garcia-Duran and Niepert, 2017] 129 0.739 0.668 0.788 0.859
MTKGNN [Tay et al., 2017] 87 0.669 0.586 0.722 0.82
DistMult-LiteralE 68 0.676 0.589 0.733 0.825
ComplEx-LiteralE 80 0.746 0.686 0.782 0.853
ConvE-LiteralE 43 0.733 0.656 0.785 0.863
FB15k-237
Models MR MRR Hits@1 Hits@3 Hits@10
DistMult 633 0.282 0.203 0.309 0.438
ComplEx 652 0.290 0.212 0.317 0.445
ConvE 297 0.313 0.228 0.344 0.479
KBLN [Garcia-Duran and Niepert, 2017] 358 0.301 0.215 0.333 0.468
MTKGNN [Tay et al., 2017] 532 0.285 0.204 0.312 0.445
DistMult-LiteralE 280 0.317 0.232 0.348 0.483
ComplEx-LiteralE 357 0.305 0.222 0.336 0.466
ConvE-LiteralE 255 0.303 0.219 0.33 0.471
YAGO3-10
Models MR MRR Hits@1 Hits@3 Hits@10
DistMult 2943 0.466 0.377 0.514 0.653
ComplEx 3768 0.493 0.411 0.536 0.649
ConvE 2141 0.505 0.422 0.554 0.660
KBLN [Garcia-Duran and Niepert, 2017] 2666 0.487 0.405 0.531 0.642
MTKGNN [Tay et al., 2017] 2970 0.481 0.398 0.527 0.634
DistMult-LiteralE 1642 0.479 0.4 0.525 0.627
ComplEx-LiteralE 2508 0.485 0.412 0.527 0.618
ConvE-LiteralE 1037 0.525 0.448 0.572 0.659
Table 4: The link prediction performance of LiteralE employing a
simple linear transformation glin.
Datasets Functions MRR Hits@1 Hits@10
FB15k DistMult-glin 0.583 0.476 0.771
ComplEx-glin 0.765 0.705 0.871
ConvE-glin 0.66 0.556 0.836
FB15k-237 DistMult-glin 0.314 0.228 0.483
ComplEx-glin 0.299 0.214 0.467
ConvE-glin 0.314 0.228 0.483
YAGO3-10 DistMult-glin 0.504 0.422 0.653
ComplEx-glin 0.509 0.433 0.653
ConvE-glin 0.506 0.422 0.664
plEx and ConvE for all three datasets (our results are mostly
comparable or slightly better and in some case worse). This
could be attributed to the hyperparameter tuning performed
in [Dettmers et al., 2018].
5.4 Evaluation
For the evaluation of the performance of the different meth-
ods on the link prediction task, we follow the standard setup
used in other studies. For each triple (ei, ej , rk) in the test
set, we generate a set of corrupted triples by either replacing
the subject entity ei or the object entity ej with any other en-
tity e′ ∈ E . We further compute the scores of these corrupted
triples along with the score of the true triple. To evaluate
the model, we rank all triples with respect to their scores and
use the following standard evaluation metrics: Mean Rank
(MR), Mean Reciprocal Rank (MRR), Hits@1, Hits@3, and
Hits@10.
6 Results
6.1 Link Prediction
The results of our experiments for link prediction are sum-
marized in Table 3. In general, LiteralE improves the base
models (DistMult, ComplEx, and ConvE) significantly. For
instance, we found that implementing LiteralE on top of Dist-
Mult improves the MRR score by 0.74%, 12.41%, and 2.7%
for the FB15k, FB15k-237, and YAGO3-10 dataset, respec-
tively. We also observed that the improvements brought by
LiteralE when combined with ComplEx and ConvE are not
as impressive as for DistMult, which might be attributed to
the fact that these base models already achieve higher per-
formance than DistMult. Compared to other methods that
incorporate literals, namely KBLN and MTKGNN, LiteralE
achieves a competitive or even better performance in our ex-
periments. Moreover, note that, LiteralE directly and ex-
plicitly modifies the embedding vectors, whereas KBLN and
MTKGNN do not. Thus, LiteralE embeddings could be more
useful for tasks other than link prediction. This will be dis-
cussed further in Section 6.4.
6.2 Comparison to a Simple LiteralE Baseline
To validate our choice of the function g, we compare the per-
formance of LiteralE with the g proposed in Section 3 to its
Table 5: Link prediction results for DistMult-LiteralE on FB15k-
237, with both numerical and text literals. “DM” and “L” stand for
DistMult and LiteralE respectively, while “N” and “T” denote the
usage of numerical and text literals, respectively.
Models MRR Hits@1 MRR Incr.
DM 0.241 0.155 -
DM-L (N) 0.317 0.232 0+31.54%
DM-L (N+T) 0.32 0.234 +32.78%
variant based on a simple (but still learnable) linear transfor-
mation, dubbed glin. That is, glin : RH × RNd → RH is
defined by e, l 7→ WT[e, l], where W ∈ RH+Nd×H is a
learnable weight matrix. The results are presented in Table 4
(cf. Table 3).
The proposed g leads to better results than glin in 5 out
of 9 experiments. While LiteralE with g provides a consis-
tent performance improvement for all base models, DistMult-
glin shows a decreased performance compared to DistMult
on FB15k. This might be explained by the fact that – as
[Toutanova and Chen, 2015] already reported – FB15k con-
tains triples in the test set that have an inverse analog (i.e. the
triple resulting from changing the position of subject and ob-
ject entity) in the training set. The prediction for such triples
can get difficult if the inverse has a different label. Since the
vanilla DistMult already has difficulties in modeling asym-
metric relations on FB15k, adding literals using a naive glin
might only introduce noise, resulting in even lower perfor-
mance. On the other hand, glin leads to better results than g in
combination with ComplEx on FB15k.
In general, the results show that for performance-
maximization purpose, it makes sense to investigate the per-
formance of LiteralE in combination with different transfor-
mation functions. Given the right choice of transformation
function for incorporating literals, LiteralE always improves
the performance of the base model.
6.3 Experiment with Text Literals
LiteralE, as described in Section 3 can easily be extended
to other types of literals, e.g. text and images. In this sec-
tion this is briefly demonstrated for text literals. First, let us
assume that text literals are represented by vectors in RNt ,
i.e. as resulting from document embedding techniques [Le
and Mikolov, 2014].8 Subsequently, let us redefine g to be
a function mapping RH × RNd × RNt to RH . Specifically,
we redefine Wh (eq. (5)) to be in RH+Nd+Nt×H and employ
an additional gating weight matrix Wzt ∈ RNt×H to han-
dle the additional text literal. Note, that this simple extension
scheme can be used to extend LiteralE to incorporate literals
of any other type (e.g. image literals) as long as those literals
are encoded as vectors in RN , for some N .
The results for extending DistMult-LiteralE with the enti-
ties’ text literals (i.e. the entity description) are presented in
Table 5. We found that incorporating text literals results in
8We use spaCy’s pretrained GloVe embedding model. Available
at https://spacy.io
Table 6: Comparison of nearest neighbors of selected entities from FB15k-237 embedded in (i) DistMult’s latent space, (ii) KBLN’s latent
space, (iii) MTKGNN’s latent space, (iv) the literal space, where each entity is represented only by its literals, and (v) the DisMult-LiteralE’s
latent space.
Entity Methods Nearest Neighbors
North America DistMult Latin America, Pyrenees, Americas
KBLN House of Hanover, House of Stuart, House of Romanov
MTKGNN Latin America, Panama City, Pyrenees
Num. lits. only Soviet Union, Latin America, Africa
LiteralE Americas, Latin America, Asia
Philippines DistMult Peru, Thailand, Kuwait
KBLN House of Romanov, House of Hanover, House of Stuart
MTKGNN Thailand, Kuwait, Peru
Num. lits. only Peru, Poland, Pakistan
LiteralE Thailand, Taiwan, Greece
Roman Republic DistMult Republic of Venice, Israel Defense Force, Byzantine Empire
KBLN Republic of Venice, Carthage, Retinol
MTKGNN Republic of Venice, Carthage, North Island
Num. lits. only Alexandria, Yerevan, Cologne
LiteralE Roman Empire, Kingdom of Greece, Byzantine Empire
a further increase of the link prediction performance of Dist-
Mult on FB15k-237.
6.4 Nearest Neighbor Analysis
For a further qualitative investigation, we present the nearest
neighbors of some entities in the space of literals, the latent
space learned by (i) DistMult, (ii) KBLN, (iii) MTKGNN,
and (iv) DisMult-LiteralE in Table 6.9
In the embedding space of DistMult, geographical en-
tities such as North America and Philippines are
close to other entities of the same type. However, these
neighboring entities are not intuitive, e.g. North America
is close to Pyrenees, whereas Philippines is close
to Peru and Kuwait. When we inspected the embed-
ding space of DistMult-LiteralE that also takes literals in-
formation into account, these nearest neighbors (shown in
bold font in Table 6) become more intuitive, i.e they con-
sist of entities geographically close to each others. Fur-
thermore, we found that DistMult-LiteralE’s embeddings
show clear qualitative advantage compared to that of vanilla
DistMult also for entities from other types, e.g. compar-
ing the nearest neighbors of Roman Republic which is
of type ‘empire’. In contrast, KBLN’s embeddings tend
to be close to the embeddings of unrelated entities: both
North America and Philippines are close to the en-
tities House of Romanov, House of Hanover, and
House of Stuart, while Roman Republic is close
to Retinol. Similarly, the embeddings of MTKGNN are
also close to the embedding of unrelated entities, e.g., North
9The base model for all of these methods is DistMult.
America is close to Pyrenees and Roman Repulic is
close to North Island. This findings demonstrates the
advantage of incorporating literals on the embedding level (as
done by LiterelE) over incorporating them at the score or loss
function (as done by KBLN and MTKGNN, respectively).
When inspecting the nearest neighborhood of the same en-
tities when represented only by their literal vectors, it be-
comes clear that these vectors themselves are already contain-
ing useful information indicating the closeness of similar en-
tities. For example, geographical entities have longitude
and latitude literals, while city, nation, and empire enti-
ties have date founded and date dissolved literals,
which can explain the closeness of two entities given only
their literal vectors. Note however, that the nearest neigh-
bours in the literal space do not coincide with and are less
informative than the nearest neighbours in the LiteralE em-
bedding space.
All in all, our observations suggest that integrating the
literal information into entity embeddings indeed improves
their quality, which makes LiteralE embeddings promising
for entity resolution and clustering tasks.
7 Conclusion and Future Work
In this paper, we introduced LiteralE: a simple method to in-
corporate literals into latent feature methods for knowledge
graph analysis. It corresponds to a learnable function that
merges entity embeddings with their literal information avail-
able in the knowledge graph. The resulting literal-enriched
latent features can replace the vanilla entity embedding in
any latent feature method, without any further modification.
Therefore, LiteralE can be seen as an universal extension
module. We showed that augmenting various state-of-the-art
models (DistMult, ComplEx, and ConvE) with LiteralE sig-
nificantly improves their link prediction performance. More-
over, as exemplarily demonstrated for text literals, LiteralE
can be easily extended other types of literals. In future work,
LiteralE shall be further be extended to accommodate literals
from the image domain. This can be achieved by extracting
latent representations from images (for example with convo-
lutional neural networks), and providing them as additional
inputs to LiteralE for merging them with the vanilla entitiy
embeddings. Furthermore, our finding that LiteralE improves
the quality of the entity embeddings makes it a promising
candidate for improving other tasks in the field of knowledge
graph analysis, such as entity resolution and knowledge graph
clustering.
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