Abstract Condition monitoring of electrical machines has received considerable attention in recent years. Many monitoring techniques have been proposed for electrical machine fault detection and localization. In this paper, the feasibility of using a nonlinear feature extraction method noted as Kernel independent component analysis (KICA) is studied and it is applied in self-organizing map to classify the faults of induction motor. In nonlinear feature extraction, we employed independent component analysis (ICA) procedure and adopted the kernel trick to nonlinearly map the Gaussian chirplet distributions into a feature space. First, the adaptive Gaussian chirplet distributions are mapped into an implicit feature space by the kernel trick, and then ICA is performed to extract nonlinear independent components of the Gaussian chirplet distributions. A thorough laboratory study shows that the diagnostic methods provide accurate diagnosis, high sensitivity with respect to faults, and good diagnostic resolution.
Introduction
Induction motors are complex electro-mechanical devices utilized in most industrial applications for the conversion of power from electrical to mechanical form. An electrical motor together with a load machine as well as supply and control systems are run to risk of various failures. Long time disturbances in technological processes cause big economic loses. The importance of incipient condition monitoring is a method of cost saving which is realized by detecting potential motor failures before they occur [1] . For this reason, the problem of fast fault detection and location as well as the problem of technical state evaluation are very significant in the industrial practice [2, 3] . Numerous fault detection methods have been proposed for electric machines. Fault detection in three-phase induction motors is generally performed by some combination of vibration and electrical monitoring. Vibration and electrical monitoring techniques are quite effective in assessing a machine's health. When a fault begins to develop, the vibration and electrical profile will change its characteristic shape. By using an appropriate signal processing method, it is feasible to detect changes in vibration or electrical signals caused by faulty components and to judge the conditions of electric machines.
Traditional signal analysis has generally relied upon spectrum analysis based on FFT or STFT [4, 5] . Fourier analysis is suitable for stationary signal processing. Unfortunately, FFT-based methods are not suitable for non-stationary signal analysis and are not able to reveal the inherent information of non-stationary signals. Hitherto, time-frequency analysis is the most popular method for the analysis of non-stationary signals, such as the Gabor transform [6] (windowed Fourier transform), and the bilinear time-frequency representation [7] [8] [9] . The commonly used time-frequency tools such as short time Fourier transform (STFT), Gabor transform, and the wavelet transform (WT) are not satisfactory for signals that include components of various durations at different frequencies. To represent the scaling behavior of signals at different time-frequency localizations, the time-frequency-scale (TFS) transform such as the adaptive Gaussian chirplet spectrogram can be defined by introducing scale as an independent parameter. In this study, the adaptive Gaussian chirplet spectrogram is used for an integrated time-frequency signature extraction of the vibration and electrical signals accessed from induction motors. And then nonlinear feature extraction (kernel independent component analysis, KICA) is used for feature extraction. The KICA method transforms a high-dimensional input vector into a low-dimensional one whose components are independent.
Independent component analysis (ICA) [10] [11] [12] is a novel statistical technique that aims at finding linear projections of the data that maximize their mutual independence. Its main applications are in feature extraction [13, 14] , and blind source separation (BSS) [15] , with special emphasis to physiological data analysis [16] [17] [18] [19] [20] [21] [22] [23] , and audio signal processing [24] . ICA, however, fails to separate the nonlinearly mixed source due to its intrinsic linearity. To address this problem, kernel tricks is used to project the input data into a high-dimensional implicit feature space with a nonlinear mapping, and then the data is analyzed by ICA method so that nonlinear relations of the input data can be described [25] . So it not only possesses nonlinear representation capability of the kernel trick, but also inherits good traits of ICA. We call this Kernel ICA or KICA [26] .
Based on the features extracted from the time-frequency moments using KICA method, the machine fault diagnoses are to be classified through the self-organizing maps (SOM) network. The SOM, proposed by Kohonen [27, 28] , and has been widely used in many industrial applications such as pattern recognition, biological modeling, data compression, signal processing and data mining [28] [29] [30] . It is an unsupervised and nonparametric neural network approach. The success of the SOM algorithm lies in its simplicity that makes it easy to understand, simulate and be used in many applications.
Adaptive signal decomposition

Adaptive Gaussian chirplets decomposition
It is well understood that the chirp is one of the most important functions in nature, particularly, the so-called Gaussian chirplets [31] 
where the parameter (t k , a k ) determines the time and frequency center of the linear chirp function. The variance controls the width of the chirp function.
Compared with the time-shifted and frequency modulated Gaussian function used for the Gabor expansion [32] , the Gaussian chirplet in [33] has more freedom and thereby can better match the signal under consideration. Note that the Wigner-Ville distribution of the Gaussian chirplet has a form
which can be thought of as a joint time-frequency energy density function, describing the signal's energy distribution in the joint time-frequency domain. Since the Gaussian chirplet-type function is the only set of functions, whose Wigner-Ville distribution is non-negative, the Gaussian chirplet plays a unique role in the area of time-frequency analysis.
In this section, the adaptive signal decomposition scheme independently developed in [34] [35] [36] will be briefly reviewed. That is, for a given signal s(t), first select a function g 0 (t ) from a set of predefined atoms such that the distance between s(t) and its orthogonal projection on g 0 (t ) is minimum in the sense of
where s 0 (t) = s(t). The elementary function set {g k (t)} composed with chirplet function in (1), can sufficiently span the L 2 (R) space. It is easy to verify that (3) is equivalent to finding g 0 (t) that is most similar to s 0 (t), i.e., 
Upon selected g 0 (t), we can compute s 1 (t), which is the distance of s 1 (t) and its orthogonal projection on g 0 (t), that is
s 1 (t) can also be called as the residual component after the first decomposition. Repeating this processing, we can obtain
Consequently, with the elementary function's joint time-frequency energy density in (2), its adaptive spectrogram (AD) is defined as
2.2 The fast chirplet-based signal decomposition algorithm
One of the most challenging tasks of the adaptive decomposition and AD is to efficiently compute the set of optimal elementary functions. If the elementary function is selected to be the chirplet as in (1), the maximization of (4) is a multi-dimensional and non-linear optimization problem. Generally, we can get various numerical methods for the adaptive signal decomposition. However, all these methods have to confront two difficulties at least. First, most of them involve iterative processing which is time-consuming. Second, the results are often very sensitive to the selection of initial conditions. The chirplet-based fast algorithm [37] is the analytical solution of chirplet-based adaptive signal decomposition. Since it needs no iteration, and does not lie on the special selection of initial conditions, it avoids the difficulties which various numerical methods confronted. The basic idea of the chirplet-based fast algorithm introduced in [37] is to convert the optimization process to a traditional curve-fitting problem. By applying different testing points, we can obtain a group of equations. The solution of the set of equations is the parameters of the desired function g k (t). Consequently, the multidimensional optimization problem becomes the solution of a group of simultaneous equations in four variables: a classical curvefitting problem.
While the detailed derivation can be found in [37] , what follows is the summery of the resulting algorithm.
1. As the numerical simulation indicated, the approach introduced in this paper is insensitive to the selection of b k,0 . We can always assume b k,0 = 0. Hence, the initial conditions (a k,0 , t k,0 , x k,0 , b k,0 ) can be simply estimated by the STFT with a coarse time-frequency sampling grid. Assume that we have a good initial estimation (a k,0 , t k,0 , x k,0 , b k,0 ) at the kth stage, we can have
Based on (8) and (9), we then can solve (a k , t k , x k , b k ) by a set of different testing points (a k,m , t k,m , x k,m , b k,m ). Consequently, the multidimensional optimization problem becomes the solution of a group of simultaneous equations in four variables: a classical curve fitting problem. Due to the nonlinearity, it is very unlikely that we can directly obtain an analytical solution of a set of nonlinear equations. By elementary mathematical manipulations according to [37] , the function can be rewritten as
where 
2. Then, use the following three points:
to solve the linear system
where
Testing frequencies x k,m are determined by
4. Repeat steps (1) and (3) with another set of testing points
where t k,1 = t k,0 + Dt, to obtain -ðt k;1 Þ and ln a(t k,1 ).
Compute another intermediate c by
6. If r = b k,0 , then
8. Finally
3 Kernel ICA
ICA model
Independent component analysis is a new statistical signal processing technique which tries to represent the observed data in terms of statistically independent component variables [12] . ICA is closely related to the BBS problem, where the goal is to separate mutually independent but otherwise unknown source signals from their observed mixtures without knowing the mixing process. ICA can be regarded as an extension of principle component analysis (PCA). ICA decorrelates higher-order statistics from the training signals, while PCA decorrelates up to second-order statistics only (Fig. 1 ).
In the simplest form of ICA, the problem is to separate M statistically independent inputs which have been mixed linearly in N output channels without further knowledge about their distributions or dynamics. The relation between X and S can be modeled as
T is an unknown n-dimensional source vector containing the source signals s 1 , s 2 , …, s M , which are assumed to be statistically independent. Usually, the number of the sources is assumed to be smaller than or equal to the number of the observations, i.e. n £ m. A is an unknown m · n mixing matrix, which is written as 
Obviously from Eq. (29), the columns of A represent features, and is the coefficient of the ith feature in an observed data vector X. The aim of ICA is to find a linear transform denoted by W, which can be treated as an approximate pseudo-inverse of A, such that
where Y = [y 1 , y 2 , …, y n ] T is the approximate estimate of the source signals, W is also called the ICA estimated basis, i.e. separating matrix. So an m-dimensional observed vector is transferred to an n-dimensional vector by the ICA transform. Owing to m ‡ n, this implicates that the ICA transform primarily compresses the dimensions of the observation to some extent.
In mathematics, there is no analytic expression for ICA to find a solution. There are a lot of algorithms for performing ICA [38] . Most proposed ICA methods are based on iterative learning process, and can be divided into two steps: First, the whitening operation is done to generate an orthogonal basis and reduce dimensions, and then a rotation operation is followed to rotate this orthogonal basis to an independent basis [38, 39] .In this paper, the InfoMix algorithm proposed by Bell and Sejnowski is discussed [39] , for it has a good property of convergence. This ICA learning algorithm can be summarized as 1. The whitening operation is to find a transformation matrix P so thatXX T ¼ P T XX T P ¼ I; where assuming the input data X is centralized to zero mean, i.e., P n i¼1 x i ¼ 0; and I is the identity matrix. 2. Based onX; using the following iterative procedure to learning the rotation matrix W: [40] . His idea regards maximizing independence as minimizing correlation with kernel. In [26] , a similar algorithm was proposed that combined ICA with kernel trick, noted as Kernel ICA or KICA, to improve the performance of face recognition. In this paper, the KICA method introduced in [26] is used to extract the fault features from the time-frequency moments. The total KICA method can be summarized as follows.
The basic idea of the proposed KICA in [26] is to map the input data into an implicit feature space F with the kernel trick first: u :x 2 R N fi u (x) 2 F. Then we perform ICA in F to produce a set of nonlinear features of input data.
As ICA algorithm described in [41] , the input data X is whitened in feature space F, firstly. Similar to KPCA [41] , the whitening transform is to perform PCA in feature space F. The whitening matrix is
u are the eigenvalues matrix and eigenvectors matrix of covariance matrix C
Then we can obtain the whitened data X W u :
where K is defined by K ij := (u (x i ) Á u (x j )), (* Á *) denote inner product, denotes the eigenvectors matrix of K. the nonlinear function u (x) is an implicit form. We only need to compute the kernel function K instead of u(x). This trick is named as kernel trick. There are several kernel functions used in the kernel methods including polynomial kernel:
Gaussian kernel kðx; yÞ ¼ expðÀ
After the whitening transform, the ICA learning iteration algorithm is performed as follows:
until W u converged, where the learning rate is constant. According to the derived algorithm above, the new feature representation in feature space of a test data x can be computed:
T , k is a kernel function. The implementation procedure of the proposed method can be summarized as follows:
Step 1: Give training data X = [x 1 , x 2 , …, x n ], and selected a kernel function.
Step 2: Calculate kernel matrix K and its eigenvectors matrix and eigenvalues matrix L u .
Step 3: Compute whitened data:
Step 4: Compute separating matrix W u according to iterative equations (36), (37) and (38) .
Step 5: For a new image X, the feature Y can be calculated as Eq. (39).
Self-organizing maps
Compared with the multilayer artificial neural network (ANN) [27, 28] , the SOM is an unsupervised learning network that organizes itself according to the natural structure of the data. It projects input space onto a number of prototype vectors that symbolize properties of the data [28] . The structure of SOM and the batch-training algorithm [28] proposed for the SOM are described below.
Structure of SOM
Suppose the SOM consists of U units with each unit i, i = 1, 2, U, having d-dimensional prototype weight vector, w i = [w i1 ,…,w id ]. In this paper, the dimension of d is equal to the number of features extracted from KPCA. The U units are connected to adjacent ones by neighborhood relation [28] (Fig. 2) .
The initial prototype weight vectors x i of the network are given randomly, based on which computed are the distances between an input feature vector y and all of the prototype vectors. By using the criterion of minimum Euclidean distance, the winning unit c (the winner) is found out of the i units,
The prototype vectors of the winner and its topological neighbors on the SOM are moved closer to the input vector of the input space. Accordingly, the prototype vectors of the SOM are updated. The updating rule as shown in (41) adjusts the weights of the winner and its neighbors. where r c and r i are positioning numbers of units c and i on the SOM grid and r(g) is the neighborhood radius decreasing with the iterating number g. The efficiency of the mapping configuration depends on the neighborhood function, the learning rate, and the initial weight vectors. To more efficiently train the SOM, the batch-training algorithm [27] described below is employed.
Batch-training algorithm
The batch-training algorithm is an important variant of the basic SOM. Since no learning rate is used in the algorithm, there is no convergence problem existing in the training process. It is assumed that after training, the SOM would converge to some ordered state. As the iteration number approaches infinity, the expected values of x i (g + 1) and x i (g) should approach to the input vector. In other words, the final stationary state would be the one as follows:
8i; E h c;i ðgÞ Â ðx À w
where E{.} means the expectation value, and x i * , i = 1, 2, U are the final weight vectors of the SOM. An alternative way of writing (43) is
x i * in Eq. (44) can be solved iteratively. Let each input y vector have a corresponding closest prototype vector on the SOM. Define the Voronoi set V i to be the set of input y vectors that have the same corresponding closest prototype where n i is the number of the data samples in V i and " y i is the mean of the y in the Voronoi set V i ; 3. Carry out smoothing procedure with respect to all the Voronoi set V j , j = 1, U
where h i,j is the neighborhood function as given by (42) 4. Repeat steps (2) and (3) until x i * can be regarded as stationary.
Thus the SOM can be constructed efficiently by using the batch-training algorithm.
Experimental case
The laboratory equipment contains a permanent magnet DC generator used to apply a load torque to the induction motor. It also includes an additional electrical disturbance module to simulate failures. The vibration and current signals are used to find the cause of malfunction and to classify the conditions since the signals describe the dynamic characteristics of the induction motor. In order to classify the condition of the induction motor, the following three processes are required. These processes are data acquisition, feature calculation and extraction, data training and classification. The proposed fault diagnosis system for induction motors is shown in Fig. 3 .
Data acquisition
In order to test and verify the performance of the condition classification system, motors were configured as the test experimental set. The experiments were carried out under the self-designed test rig which is mainly composed of motor, digital torque meter, gear box, flexible couplings and shaft. As shown in Fig. 4 , the rig comprises a threephase electrical induction motor (3 kw, 50 Hz, 4-poles) coupled with a DC generator that applies load to the motor. The motor is connected to the generator by gear box, which are connected by two pairs of three-jaw flexible couplings.
Vibration signals were acquired from accelerometers located on the axial, horizontal and vertical directions of the motor bearing housing. Current signals were acquired from electrical supply lead using current probes. A data acquisition card (PXI-4472 from National Instruments Inc.) controlled by LabView was used to convert analog signals to digital signals. The sampling rate obeys the Nyquist formula and was chosen to be 2 kHz that was sufficient for the type of signals considered in this work. A time record of 2,000 data points was taken in each experimental run. The rotational speed of the motor was 1,440 rev/min.
Signal processing
This work investigates some electrical mechanical faults such as broken rotor bars and bearing damage. Laboratory tests have confirmed the technique efficiency in monitoring the status of three-phase induction motors. The details analyzes of broken rotor bars, outer race defect, inner race defect and roller defect are described as follows, respectively.
Broken rotor bars
Kliman and Elkasabgy [42, 43] used motor current signature analysis (MCSA) methods to detect broken rotor bar faults by investigating the sideband components around the supplied current fundamental frequency (i.e. the line frequency), f s :
where f b are the sideband frequencies associated with the broken rotor bar, s is the per unit motor slip. The slip s is defined as the relative mechanical speed of the motor, n m , with respect to the motor synchronous speed, n s , as
The feature clusters of current signals are shown in Fig. 5 , which was sampled at a speed of 2 kHz. The rotary speed is 1,440 rpm. Figure 6 is the spectrum of the current signal from broken rotor bars. It is obvious that the energy of signal mainly centralizes at 50 Hz, and there exist sideband frequency components in stator current such as (1 -2s)f s and (1 + 2s)f s components. Compared with the spectrum, the adaptive Gaussian chirplet distribution (Fig. 6) shows the components clearly, and the approximate time for the appearance of components is also shown.
Defect on the outer ring
In the case of a localized defect on the outer ring, successive impulses are produced when a ball carrying a portion of the radial load contacts with a local defect. The magnitude of the impulses depends on various parameters such as amplitude of the radial load, size of the defect, material and velocity. Figure 6 shows a set of the outer ring defect data, which were sampled at a speed of 1.6 kHz. Figure 7 is the spectrum of the vibration signal from outer race defect. It is obvious that the energy of signal mainly centralizes at 220, 230, 240, 275, 280, 290, 300 Hz. Compared with the spectrum, the adaptive Gaussian chirplet distribution (Fig. 8) shows the components clearly, and the approximate time for the appearance of components is also shown. The comparison result indicates that the timefrequency method can reflect the inherent features of the outer ring defect signal and can provide information for the outer ring defect analysis and more useful features for fault diagnostics. 
Defect on the inner ring
Depending on the working conditions, a local defect may appear on the inner ring of a rolling element bearing. The rotational speed of the inner ring is greater than the cage speed and an impulse occurs when the defect on the inner ring strikes a ball. The inner ring defect produces periodic impulses if the defect is in the load zone. But, the magnitude of the impulse is different at every contact due to the changing ball load. In Fig. 9 , a signal measured on a bearing with an inner race fault is shown. The measurement was made on a laboratory fault simulator. A ball bearing with an inner race fault was used. the sampling frequency 30 kHz. In Figs. 9 and 10, the spectrum and the adaptive Gaussian chirplet distribution of the signal is illustrated, respectively. This shows that joint time-frequency analysis is more sensitive to impulsive oscillations, than the traditional frequency spectrum.
Defect on the rolling element
The rolling element defect is another type of rolling element bearing failure. The rolling elements rotate with the cage about the bearing axis and spin about their own axis simultaneously. Therefore, a defect strikes both the inner ring and the outer ring.
Compared with the spectrum (Fig. 11) , the adaptive Gaussian chirplet distribution (Fig. 12) shows all components clearly, and the approximate time for the appearance of components is also shown. Through the adaptive Gaussian chirplet distribution, we can see the energy density is represented by different shades of the color. 
Feature extraction
Since the adaptive Gaussian chirplet spectrogram moments, described in Sect. 2 tend to be asymptotically Gaussian, one can model the induction motor behavior through the parameters of a multivariate Gaussian chirplet function describing the distribution of the spectrogram moments collected during different stages of machine operation. Usually, one can observe a high degree of correlation between the moments, and the uncorrelated portion of the information contained in the adaptive Gaussian chirplet spectrogram moments can be extracted through the use of KICA. There are four different defects including broken rotor bar and three different rolling bearings defects. Each defect consists of 20 different defect samples. The length of one group of the sampling data is 512 points. Total 80 spectrogram views are acquired form these different defect samples. The first ten views for each type of defects are selected for training, and the rest for testing. The size of the adaptive Gaussian chirplet spectrogram images is 512 · 512. Some adaptive Gaussian chirplet spectrogram images in induction motor are shown as Fig. 13 . In order to enhance the robustness of the system, a low pass filter is used first. To decrease the computational load, the dimension of the adaptive Gaussian chirplet spectrogram images is reduced to a quarter of original by sampling second. Then the size of the adaptive Gaussian chirplet spectrogram images changes to 128 · 128. Figure 13 shows some basis of the adaptive Gaussian chirplet spectrogram images by KICA method.
The input spectrogram image is projected into these KICA subspace. The projection is simply an inner product between the input spectrogram and each projection bases. Thus the motor defect can be identified by recognizing the projection coefficient using an SOM neural network.
Fault classification
Based on the features extracted from the spectrogram moments using KICA method, the induction motors fault diagnoses were to be classified through the SOM network. The SOM was trained using the batch-training algorithm for each data set collected. Since SOM algorithm is based on Euclidian distances, the scale of the variables is very important in determining what the map will be like. If the range of values of some variable is much bigger than of the other variables, that variable will probably dominate the map organization completely. For this reason, the components of the data set are usually normalized.
To train the SOM, the weights of the connections from the input layer to the representational layer were initially randomized. The input data was then normalized to make sure that there were no significant variations in the size of the input vector dimensions since the letter may have a confounding affect on the respective weight vectors in the output layer. In training the SOM, the selected 40 examples from the time-frequency moments using KICA method were used to train a SOM. The unified distance matrix (U-matrix) [44, 45] is a simple and effective tool to show the possible cluster structure on SOM grid visualization. It shows the distances between neighboring units using a gray scale representation on the map grid. In the U-matrix, dark color indicates large distance between adjacent map units and light color small distance. This gives an impression of ''mountains'' (long distances) that divide the map into ''fields'' (dense parts, i.e., clusters). See Fig. 14 , the 'U-matrix' shows distances between neighboring units and thus visualizes the cluster structure of the map. High values on the U-matrix mean large distance between neighboring map units, and thus indicate cluster borders. Clusters are typically uniform areas of low values. Refer to color bar to see which colors mean high values, respectively.
It is important to note that although a SOM for each feature is available, the SOM is actually a single entity. A view on a selected feature is only the view in the direction of that dimension. The SOM can represent multi-dimensional data in this manner. This is illustrated in Fig. 14 , where all the selected variables are shown on a single graph. When color coded, such a figure can display how the values of the features correspond among one another. The observations in the testing data set were labeled ''rotorbar'', ''innerrace'', ''outerrace'' or ''rolling'', corresponding to the broken rotor bar and rolling bearings fault components. The best matching units for these data were looked up on the SOM, and the program was instructed to place the labels of the test data on the corresponding best matching neurons. As shown in Fig. 14 , the three letters in the figure correspond to the according faults and the blanks denote the neurons that are not excited for all the input vectors. The map not only could figure out the fault modes but also indicate the similar samples. Because it indicates that the locations of two neurons in the output map will be close to each other if their fault symptoms are similar. It is an important topology-mapped characteristic of the SOM neural network. The monitoring system obtained a near 100% success rate in distinguishing among all test fault diagnosis.
Conclusions
The paper proposed a kind of induction motors fault diagnosis method based on the combination of the adaptive Gaussian chirplet distribution and KICA. Current signal and vibration signal were used for obtaining dynamic characteristics of induction motors using proposed diagnosis method and the results show that the technique can meets the requirements for analyzing fault signals that are non-stationary signals. And the extracted features from the two signals presenting the state of induction motors were used for input to the SOM network classifier. The experimental test results show that the new system can be effectively used in the diagnosis of various motors faults through appropriate measurement and interpretation of motors current/vibration signals. 
