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A small number of recent empirical studies for several countries has reported the intriguing 
finding that the ‘advantage’ previously enjoyed by men in respect of training incidence and 
reported in earlier work in the literature has been reversed.  The present paper explores the 
sources of the gender differential in training incidence using Labour Force Survey data, 
updating previous U.K. studies and providing further insights into the above phenomenon.  
The results suggest that the greater part of the ‘gap’ typically relates to differences in 
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Standard economic (human capital) theory predicts that the incidence of training should be 
higher among men than women, and this has largely been confirmed in empirical studies
1.  
Recently however, a small number of studies have reported the intriguing finding that the 
‘advantage’ previously enjoyed by men and reported in the earlier work in the literature may 
have been reversed and that women are now more likely to participate in training than their 
male counterparts.  Moreover, this phenomenon is not confined to a single country, but has 
been identified in the U.K. (inter alia Greenhalgh and Mavrotas, 1994, 1996; Gibbins, 1994; 
Dearden  et al., 1997; Green and Zanchi, 1997; Shields, 1998), Australia (Miller, 1994; 
Wooden and VandenHeuvel, 1997) and the U.S. (Simpson and Stroh, 2002).  Most recently, 
Arulampalam et al. (2003) report that on the basis of the European Community Household 
Panel (ECHP) 1994-99, among 25-54 year olds, women are substantially more likely to start 
training in a given year in Denmark, Finland, Italy and Spain
2.  In the U.K., this phenomenon 
was first explicitly recognised by Greenhalgh and Mavrotas (1994) and by Gibbins (1994), 
albeit the differentials at the time to which their data relate were small
3.  As Figure 1 
indicates however, a clear, long-term trend is in evidence, with the gap having widened 
substantially since the period covered by the last published study focusing on that economy 
(1994/5). 
 
The reasons for this phenomenon are however unclear, and several, mutually admissible 
factors have been proposed in the literature.  Green and Zanchi (1997) and Wooden and 
                                                 
1 For the U.K. for example, see Greenhalgh and Stewart, 1987; Booth, 1991, 1993; Green, 1991, 1993, 1994.   
2 Small but positive differentials in favour of women are also found for the Netherlands, Ireland, France and 
Britain.  In the case of Britain, the smaller differential compared to the data reported in the present paper 
presumably reflects sample, definitional and measurement differences between the surveys deployed. 
3 Shields (1998) indicates that the phenomenon has existed in the U.K. since the mid-1980s in respect of 
employer-sponsored training for full-time employees.  He goes on to suggest (p. 189) that determinants that 
remain contentious are whether “male employees receive more training than equivalent females, whether firms 
in technology-led industries fund more training, whether public sector employees receive more training than 
private sector workers, and whether the incidence of training moves pro-cyclically.” 
  1VandenHeuvel (1997) for example, suggest that it may be a corollary of wider legal, 
institutional and social changes reflected/resulting in improvements in the labour market 
status of women.  As Simpson and Stroh (2002: 25) argue however:  
“greater employment equality between men and women should have 
contributed to a reduction in the training gap.  Instead, at least for…[the U.K. 
and Australia], we have evidence that women were more likely to receive 
training than men.   
 
One possibility of course, is that increased labour force participation rates among women 
may give rise to a statistical ‘(re-)entrants’ effect, whereby training incidence is higher among 
those returning to the labour market following interruptions to their work histories, for 
example due to childcare and other family responsibilities (Green, 1991; Green and Zanchi, 
1997).  Relatedly, the increased payback period afforded by the tendency for later childbirth 
(Dex  et al., 1996: 67) may also have contributed to the rise in female participation in 
training
4.  This logic could be used to explain both an increased supply of training by 
employers, and also an increased demand for training by female employees (which is itself a 
candidate explanation). 
 
An alternative set of explanations revolves around the possibility that women possess 
‘advantages’ in terms of particular characteristics associated with higher training incidence, 
including superior endowments (qualifications) that (primarily younger) females bring to the 
labour market and occupational composition.  The former has been deployed to justify part of 
the trend towards more female participation in ‘external’ training in Australia by Wooden and 
VandenHeuvel (1997).   
 
                                                 
4 Thanks are due to Julie Latreille for this observation.  Dex et al. also document that among those who left 
employment (i.e. who did not or could not benefit from Statutory Maternity Leave (first introduced in 1976)), 
there has been a tendency for an earlier return to the labour market, and a greater likelihood of returning 





























































































Figure 1: Percentage of employees receiving work-related education and training in the 









Notes:  Working age persons only (16-64 and 16-59 for males and females respectively) in 
Great Britain.  Job-related training refers to education or training connected with the 
respondent’s job.  Data are weighted.  The discontinuity between 1994 and 1995 
resulted from a change in questionnaire design.  From 1995 only those who reported 
receiving training in the 13 weeks preceding the survey were asked whether they had 
received any training during the last 4 weeks.   
Source:  Authors’ calculations based on Labour Force Survey 1984-91 and Quarterly Labour 
Force Survey (Spring quarter) from 1992.   
 
 
Simpson and Stroh (2002) in contrast, argue that technological/labour demand changes by 
employers coinciding with occupational segregation by gender explain much of the training 
differential in favour of women.  These authors maintain that the increased training 
participation by females is largely a consequence of technological changes such as the 
introduction of computers that have primarily affected female-intensive occupations in the 
1990s.  Using U.S. data, they report that around one-third of the gender difference in overall 
training incidence can be attributed to occupational differences, rising to 40 per cent for 
employer-supported training.  While occupational factors are clearly crucial however, these 
do not on their own explain the entirety of the gender differential.  Moreover, while the 
underlying role of technological change as a determinant of training incidence is compelling, 
  3it is perhaps difficult to envisage that this factor alone has given rise to the longer-term 
pattern and widening divergence evident for most of the period in Figure 1
5. 
 
More recent work on training has been based on the imperfect competition model proposed 
by Acemoglu and Pischke (1998, 1999a and 1999b), which suggests that the monopsonistic 
power of the employer will decline as the probability of re-employment increases.  Labour 
markets which are denser in geographic terms will have better matching opportunities and a 
greater likelihood of poaching, thus making training more general and less profitable for the 
employer.  At the same time, where monopsony power is greater, workers will be paid less 
than their full marginal product, turning general skills into de facto specific skills.  This form 
of wage compression will increase labour market rents and make training more profitable for 
employers.  Wage compression may result from the presence of transactions costs in the 
labour market, making it costly for workers to change employers, or from asymmetric 
information between current and prospective employers about the abilities and performance 
of workers and the impact of institutions such as trade unions.  One example is the minimum 
wage, which increases the pay of less skilled workers, while leaving the pay of more skilled 
workers largely unaffected.  This will have a larger impact upon women than upon men.   
 
Two recent studies have tested some of these propositions, using British data.  First, Brunello 
and Gambarotto (2004), using the ECHP, examined whether local labour market density 
influenced the amount of employer-provided training.  In line with the theory, they found a 
significant negative effect of density across the UK when evaluated at the average firm size 
in the local area over the period 1994 to 2000.  Second, Almeida-Santos and Mumford 
(2004), using WERS 1998 matched employer-employee data, found that higher levels of 
                                                 
5 A further alternative rejected by Wooden and VandenHeuvel (1997) in the absence of any plausible rationale 
for systematic gender differences is the economic cycle.  The fact that the phenomenon exists across economies 
at different times, together with the clear trend in Figure 1, unambiguously implies a secular change. 
  4wage compression (measured in absolute or relative terms) were positively related to training 
incidence and duration.  They also found that women were not significantly more or less 
likely to receive training than men, but that the duration of training spells was significantly 
shorter for women than for men. 
 
As previous studies make clear, it is important to distinguish among different types of 
training.  Significant among these is a move to more on-the-job training, as shown in Figure 
2, which may be more convenient for certain groups (most notably females and part-time 
employees), thereby improving access.  However, as Figure 2 makes clear, whereas 
participation in either on-the-job or off-the-job was broadly similar for men and women in 
1992, the differential is in fact wider and growing for off-the-job training.  While the growth 
in on-the-job training may, therefore, have offered expanded training opportunities for some 
women, changes in the type of training also fail to tell the whole story. 
 


























































On-the-job (M) Off-the-job (M) On-the-job (F) Off the job (F)
Notes:  Data relate to estimation samples used below, and include employed persons of 
working age in Great Britain receiving job-related training in the last 4 weeks, 
excluding students, members of the armed forces and those on government training 
schemes.  See notes to Figure 1 also. 
Source:  Authors’ calculations based on Quarterly Labour Force Survey (Spring quarter).   
 
  5Finally, the issue of who pays for the training is clearly also important.  While on-the-job 
training is clearly paid for by the employer, and this has risen more rapidly for women than 
for men since 1992, as Figure 2 makes clear, the larger absolute differential relates to off-the-
job training, which has actually fallen for men, and which may be funded by either the 
employer or the employee.  Figure 3 therefore presents a picture of the pattern over time in 
terms of employer-sponsored training, both off-the-job (where employer-sponsored is 
interpreted as the employer contributing to the payment of fees), and a composite measure 
adding on-the-job training to the previous measure.  In terms of the former, the data reveal 
that women overtook men rather later (around 1997/8) on this indicator, with the differential 
in favour of females amounting to around 1 percentage point at the end of the sample period.  
For the composite employer-sponsored measure, as might be expected, the pattern is closer to 























































Off the job (M) Off the job (F)
All employer sponsored (M) All employer sponsored (F)




Notes:  Data relate to estimation sample elow, and include employed persons of 
Source: 
working age in Great Britain receiving job-related training in the last 4 weeks, 
excluding students, members of the armed forces and those on government training 
schemes.  ‘Employer sponsored’ indicates the employer contributed to payment of 
fees for off-the-job training; all on-the-job training is treated as employer-sponsored.  
See notes to Figure 1 also.  Data were not collected in the relevant quarter for 1992/3 
and 1995/6. 
Authors’ calculations based on Quarterly Labour Force Survey (Winter quarter).   
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In our data set, descriptive statistics suggest little difference between men and women in the 
he remainder of the paper is set out as follows.  In Section 2 we discuss the estimation 
. Methodology 
pirical model is at first sight straightforward, although some care 
duration of training received, methods of study, or whether training leads to a qualification, 
conditional on incidence.  It is not the case that, while being more likely to participate, 
women receive inferior training.  Given that the major gender difference relates to incidence, 
the purpose of the present paper is accordingly to explore the sources of this differential in 
training incidence using Labour Force Survey data, updating previous U.K. studies and 
providing further insights into this intriguing phenomenon using several definitions of 
training along the lines identified above.  However, in addition to examining the current gap 
in training incidence, we also analyse the factors underlying changes in training incidence 
over time.  Given the reversal of the earlier gender gap in training receipt reported in the U.K. 
by earlier studies, which was sometimes cited as an example of discriminatory behaviour on 
the part of employers, together with the widening of the gap in favour of women in the last 
few years, we believe the paper addresses an important feature of the U.K. labour market, 
with relevance also to other economies.   
 
T
methodology, while section 3 details the data employed.  Results are presented in Section 4 
while conclusions appear in Section 5. 
 
2
The methodology for our em
is required in interpretation of the results due to the potential for conflation of demand-side 
and supply-side effects (in this sense the estimated models should be regarded as reduced 
form specifications).   
 














   (2b) 
The resulting empirical models are estimated straightforwardly as logits. 
ince the focus of the paper is on gender differences in training incidence, we next focus on 
inter alia, Booth (1991), Green (1993), Shields (1998) and Latreille et al. (2002), in which an 
individual will participate in training if the perceived net benefits (to employer and/or 
employee as appropriate) are positive.  This decision may be modelled as a latent variable 













i ε β X Z + =  
where X is a vector of individual and firm characteristics, β a conformable vector of 
coefficients, and ε an error term, while the subscript i indexes individuals of each gender.  In 
practice, Z is unobserved, and is replaced in the estimated models by its binary counterpart T 
if a training spell has been reported, i.e.: 
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the mean predicted training probability differential between males and females, given by: 
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) β ˆ X ( P , a circumflex denotes 
an estimate, n the number of observations and P(.) the individual predicted probabilities.  As 
is now well-established, the difference in (3) can be decomposed into a component due to 
group differences in observed characteristics and a component due to differences in 
coefficients in a number of ways, depending on the assumptions made concerning the 
structure that would prevail in the absence of differences in the group processes determining 
training receipt.  A generalised description of these possibilities, following Gomulka and 
Stern (1990) is given by: 
{ }
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 (4) 
which is a version of the standard Blinder-Oaxaca ‘aggregate’ or aggregate decomposition, 
where   denotes the coefficient structure/regimen that would prevail in the absence of 
behavioural/treatment differences between the two groups.  The first expression in { } on the 
right-hand side is the characteristic effect, while the second expression in { } is accordingly 
the coefficient effect
* ˆ β
6. While it is possible to use the male or female coefficients as this 
‘neutral’ structure, this raises the usual issue concerning the ‘index number problem’
7.  For 
this reason, we instead prefer the procedure suggested by Neumark (1988) and Oaxaca and 
Ransom (1994), in which the ‘neutral’ coefficients are obtained from an identical regression 
pooling the male and female samples.   
 
It is, of course, often of interest to determine the contributions of particular variables or 
groups of variables to the observed differential.  A detailed decomposition (i.e. for individual 
 
6 The coefficient difference in this formulation (which also includes any ‘unexplained’ element due to omitted 
factors in X) is, by convention, interpreted as ‘discrimination’.  Apart from the possibility of ‘positive 
discrimination’, this is not an interpretation that fits especially well in the present context, where females have 
the higher value of the variable of interest, and we therefore avoid its use here.   
7 Decompositions using the male and female coefficients as the baseline structure are available on request. 
  9variables) of the characteristics effect in the context of the non-linear methods used to 
estimate binary choice models has been proposed by Even and Macpherson (1990, 1993), in 
which the contribution of variable k to the observed differential is calculated as: 
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In addition to the above decompositions, we also estimate the model at two points in time 
(1994/95 and 2000/01) so as to facilitate time-wise decompositions similar to those reported 
in Shields (1998).  This restricted time period is a consequence of changes in the data, in 
particular changes to the occupational classification from the Spring quarter of 2001 and the 
discontinuity in the training questions noted previously.  These time-wise decompositions 
essentially employ the same methodology as that set out above to consider the relative 
influence of changes in characteristics and changes in coefficients to the change in mean 
training incidence over the period (separately by gender), i.e. 
j , 95 j , 01 T T −  (j=M, F).   
Decompositions in this context are again evaluated on the basis of the pooled coefficients (in 
this case over time), i.e. 
                                                 
8  Yun (2004) has proposed a generalised methodology for performing ‘detailed’ decompositions of both 
characteristics and coefficient contributions including the case of non-linear functions such as the probit and 
logit, using male or female coefficients as the baseline structure.  This methodology for obtaining a detailed 
decomposition of the coefficient effect was attempted, but encountered the situation common in the literature 
whereby the decomposition was dominated by the constant.  Given the concerns raised by Jones (1983) and 
Cain (1986) concerning the interpretation of the constant in (wage) equations where the set of regressors 
includes dummy variables, the results reported here are restricted to decomposition of the characteristics 
component only and, for the sake of parsimony, using the pooled coefficients as the baseline structure. 
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3. The  Data 
The empirical results presented below examine several definitions of training incidence using 
the Labour Force Survey.  The current situation is analysed using the Winter quarter of 
2002/3 (this being the only quarter of each year for which details of the source of funding 
(see below) are available).  Data from the corresponding quarters of 1994/95 and 2000/01 are 
used to perform the time-wise decompositions.   
 
9 Respondents are initially asked : ‘In the 3 months since beginning [date] have you taken part 
in any education or any training connected with your job, or a job that you might be able to 
do in the future?’.  For those who answer in the affirmative
10, this is then followed by the 
question ‘… and did you take part in any of that education or training in the 4 weeks ending 
Sunday the [date]?’.  Those who have received training during this period are subsequently 
asked ‘Was (is) that training… ‘on-the-job’ training only, or training away from your job, or 
both?’.  Finally, individuals who had received any ‘off-the-job’ training are asked ‘Who paid 
the fees for this training?’.  From these questions, five binary dependent variables were 
created corresponding to the variables in Figures 1-3, where in each case the value 1 indicates 
participation in (the identified type of) training, while a 0 denotes non-participation.  The first 
variable simply considers the receipt of any training during the 4 weeks preceding the 
interview [TRAIN4WK].  The next two variables [TRAINON and TRAINOFF] denote 
                                                 
9 Given that the LFS is a household survey, a slightly modified form of words is used where the respondent is 
answering on behalf of another household member (i.e. a ‘proxy interview’).  As Green and Zanchi (1997) note, 
this practice may result in erroneous responses (more generally, false negatives, especially for males).  We 
therefore follow their approach by including a dummy variable in the estimated models taking the value in the 
event of a proxy interview and 0 otherwise. 
10 It is the introduction of this requirement that results in the discontinuity identified in Figure 1 (see notes 
there). 
  11receipt of ‘on-the-job’ and ‘off-the-job’ training respectively (individuals who have received 
both types of training will, by definition, have unit values for both variables), while the 
penultimate dependent variable concerns employer-funded off-the-job training 
[TRAINEMPOFF], where training is deemed to be employer funded if the employer was 
reported as contributing either wholly or partly to the cost of the training.  Since on-the-job 
training is, by definition, employer funded, the final training incidence measure 
[TRAINEMP] indicates the receipt of any employer-funded training, regardless of whether 
this is of the on-the-job or off-the-job variety or both (i.e. TRAINON=1 or 
TRAINEMPOFF=1). 
 
The candidate variables included in X are for the most part, standard and well-established in 
the previous literature.  Thus we include personal characteristics such as age, marital status, 
number of dependent children (if head of household or their spouse), disability, ethnicity and 
highest qualification, together with job- and employer-related characteristics such as tenure, 
full-time/part-time and permanent/temporary employment status, second job-holding, 
occupational group, industrial sector, employer ownership (public/private sector), employer 
size and region
11.  The same set of controls is adopted for each of the various types of 
training described above, the expectation being that at least some of the influences will differ 
among the different training definitions.  The sample is restricted to employed individuals of 
working age, excluding students, the self-employed, unpaid family workers, members of the 
armed forces, those on government training schemes, and residents of Northern Ireland.   
   
                                                 
11 One obvious omission from this list is union membership.  Unfortunately, this variable is only available in the 
Autumn quarter of the LFS.  If one were prepared to assume that union status does not change between quarters, 
it is possible to include this among the list of explanatory variables, albeit at the cost in terms of sample size (see 
Section 4.3). 
  124. Results 
4.1 Summary  statistics 
Summary statistics for the 2003 estimation samples are presented in Table 1, which reveals a 
number of interesting patterns.  First, the distributions for men and women look very similar 
in respect of many of the variables, including region, ethnicity, marital status, age and tenure, 
although the proportion of males aged 50 and over is slightly higher than for females, as is 
the proportion with tenure in excess of 5 years.  Small differences also exist for the presence 
of dependent children, working in a small firm and in a temporary job, and also holding a 
second job, all of which are more evident for women.  More substantial differences exist in 
terms of highest qualifications: to a modest extent in respect of ‘Other higher education’ 
(mainly teaching and nursing qualifications), and to a considerable extent for A levels and O 
levels or their equivalents.  As might be expected, substantially more women work in the 
public sector compared with men (36% and 19% respectively).  More dramatic still is the 
occupational distribution: far higher proportions of women work in administrative/clerical, 
personal service and sales/customer service occupations than of males, with the latter instead 
being more heavily represented in skilled trades and among process, plant and machine 
operatives.  Accordingly, men are more likely to work in manufacturing and construction 
while women, reflecting their higher incidence of public sector employment, are substantially 
over-represented in public administration, education and health.  Importantly, women are also 
much more likely to work part-time, which may be expected to impact negativelyon their 
receipt of training. 
 
At first sight therefore, there are substantial differences between males and females which 
may go some way to explaining the training differential described above.  In large part 
however, these characteristics differences appear to relate to the type of work and employer 
  13rather than what might be thought of as human capital attributes, such as experience and 
qualifications.  The effect of these variables on each of the training measures, delineated 
earlier, is the subject of the remainder of this paper.  To this end, Tables 2-6 detail the 
regression estimates for each of the five training measures, with coefficients reported 
separately for males, for females, and on the basis of the pooled sample. 
 
4.2 Regression  results 
As can be seen from Tables 2-6, the models are generally well-determined.  While many of 
what might be regarded as the ‘core’ variables are quantitatively similar for men and women, 
in each case the pooling restriction is comfortably rejected at the 1 per cent significance level: 
coefficient differences therefore do appear to be contributing to the gender training gap.  The 
relative extent of coefficient and characteristic differences is evaluated later in Section 4.5.   
 
As might be expected given the overlap between the various training measures, many of the 
determinants of training incidence operate in a similar fashion across the alternative 
definitions.  For the sake of parsimony, we attempt to discern the regularities in the estimates, 
rather than attempting a blow-by-blow account of each set of estimates.  Where substantive 
differences exist for alternative training definitions, these are also highlighted. 
 
In almost all previous studies, a key role has been played by age, reflecting the predictions of 
orthodox human capital theory, whereby the probability of training participation declines 
with age, reflecting the shorter period over which the costs of training may be amortised.  
This pattern is clearly evident in each of the sets of estimates considered here, with the 
probability of training incidence being higher for those in each age group relative to the 
omitted category (50 and over), highest for workers aged 16-17 (whose positions are often 
  14training posts by definition), and with coefficients typically becoming smaller for successive 
age dummies.  As in the majority of previous UK studies (see inter alia Arulampalam and 
Booth, 1998, Booth et al., 1999, Green, 1993, 1994, Green et al., 1999, Greenhalgh and 
Mavrotas, 1994, 1996, Shields and Wheatley Price, 1999, and for later years in his sample, 
Shields, 1998), there is also strong evidence to support the view that training receipt is 
positively associated with educational attainment for each of the training measures (the 
omitted category being no qualifications), albeit that the relationship is less obviously well-
defined for on-the-job training among females. 
 
In respect of other personal characteristics, there is little to suggest any ethnic dimension to 
training receipt, while marital status and the presence of dependent children in the household 
do not appear to exert any consistent impact.  A more consistent pattern is evident in respect 
of (self-reported) disability.  Ceteris paribus, disabled workers appear more likely to 
participate in job-related education and training than other workers (Table 2), and whereas for 
women this association holds for both on- and off-the-job training types but not for employer-
sponsored off-the-job training, for men it appears to be restricted to off-the-job training and 
employer-supported off-the-job forms, rather than on-the-job training. 
 
Given that a proportion of training spells will comprise induction training activities, it is 
perhaps unsurprising that the probability of participation in job-related education or training 
is higher among those with shorter tenures.  Much of this training is likely to be of an on-the-
job variety (Table 3), and it accordingly comes as little surprise that this pattern does not hold 
for its counterpart, off-the-job training, regardless of whether the employer contributes to the 
training (see Tables 4 and 5).  This seems likely to reflect the conventional view that, in 
competitive labour markets at least, employers are less likely to provide training of a more 
  15general variety due to the risk of labour turnover.  New hires are, in this sense, more risky: 
not only is there an asymmetry of information between employee and employee in terms of 
worker quality, but with the exception of first-time entrants to the labour market, new hires 
will already have a record of separation from a previous employer (albeit for some, this may 
not have been through choice). 
 
Being on a temporary contract, as would be expected, is typically associated with a lower 
probability of training participation: for both employer and employee the temporary nature of 
the contract reduces the expected payoff to any training
12, and consequently the value of any 
investment in the worker’s skills.  Given the lower payoff/longer expected payback period for 
part-time workers, it is entirely unsurprising that training incidence of all types is 
significantly lower for this group also (the only exception being for off-the-job training for 
males).  In contrast, possession of a second job typically enhances the probability of receiving 
training, although only for males in the context of employer funded training (i.e. on-the-job 
and off-the-job training to which the employer contributed).  In this sense at least therefore, 
there is a suggestion of gender discrimination of the more orthodox variety discussed by 
previous authors. 
 
Other attributes of the job also exert a powerful influence over participation in all forms of 
training considered here.  Thus, for both men and women, the occupational dummy variables 
are strongly related to training participation, although individual significance depends to 
some extent on the training measure considered.  In general, however, training is higher 
relative to the Managerial omitted base group for those in Professional and Associate 
professional occupations, and lower for the remaining groups, but especially so for those in 
                                                 
12 The distinction between general and specific training is likely to be important here.  For the employee, the 
disincentive is largely to undertake specific training; general training, which improves their labour market 
appeal, may actually be more desirable as a result of the temporary nature of their job. 
  16Sales and customer services, Process, plant and machine operatives and Elementary 
occupations.  The only (slight) departure from this pattern occurs in the context of on-the-job 
training, where training participation is notably higher among those in Personal service 
occupations. 
 
Employer characteristics too are important.  In particular, workers in the public sector are 
consistently more likely to have participated in job-related education and training of all types, 
confirming the public-private sector training gap highlighted by Latreille et al. (2002).  In 
contrast, being in a small firm reduces the chances of participation.  In part this last result is 
likely to reflect the higher per unit costs of training provision associated with training in 
small firms, where economies of scale in training provision are likely to be absent, and the 
costs of foregone output in on-the-job training relatively greater. 
 
The data also indicate that the industry in which the employer operates is of some import in 
determining training participation.  The results in Tables 2-6 imply that training is more 
likely in the Energy and water industries, and to an even greater extent in Public 
administration, education and health, in accordance with the earlier discussion of sectoral 
effects.  In a number of cases, the coefficients and their significance vary between the 
genders, and also among the training forms.  Looking at Tables 5 and 6, which consider 
employer contributions to training, in contrast to the above positive coefficients, training 
incidence appears lower in Manufacturing, and in Distribution, hotels and restaurants.  In 
terms of regional effects, only modest evidence of these is apparent for males, with rather 
greater evidence for such effects for females, although again there is some variation in 
significance of individual regional dummies across training types.   
  17Finally, the dummy variable indicating that the LFS interview was with a proxy respondent is 
negative throughout, and with only a couple of exceptions, statistically significant.  This 
confirms the point made by Green and Zanchi (1997) that it is important to control for 
respondent bias when using these data. 
 
4.3  The Effect of Unions 
As noted earlier, including union variables substantially reduces sample size (by over one-
third), so we have chosen not to include any union variables in our main regressions.   
However, past British work on the determinants of training has generally reported a positive 
union effect (see, for example, Greenhalgh and Mavrotas, 1994; Green, Machin and 
Wilkinson, 1999; and Böheim and Booth, 2004).  In contrast, a recent paper by Addison and 
Belfield (2004), using WERS 1998, finds that whether or not a worker receives training is not 
affected by the union recognition status of a plant or by the structure of collective bargaining 
and the same is true for training duration and overall union recognition, although there are 
important differences according to types of union recognition. 
 
Our data suggest little difference in the extent of union membership and union recognition 
between men and women – 31.6% of men being union members and 31.5% of women, while 
37.5% of men are covered by a collective agreement and 39.6% of women
13.  The regression 
results reveal that both union variables (entered separately) significantly increase the 
probability of training for both men and women over each of the five categories of training 
                                                 
13 If the comparison is limited to full-time workers 16 and over, union density is 31% for men and 34% for 
women in the Autumn of 2003, and density is higher for women in all age groups.  Density is also much higher 
for part-time women than men (23% as opposed to 12%), but because there are more part-time women and 
density is lower for this group, the percentages for all workers are identical by gender at 29% (Hinks and 
Palmer, 2004).  That this convergence of male and female union density is long term is indicated in a paper by 
Machin (2004) who shows that in 1975 66% of men were union members, compared to 40% of women.   
Decompositions over the period 1975-2001 suggest that only 20% of the change is the result of compositional 
change. 
  18(results available on request).  The effect is particularly strong for female union members in 
relation to employer-funded training.  Here, it is worth remarking on a recent paper by 
Melero (2004).  Using a sample of workers from twelve waves of the BHPS (1991-2002) he 
found that whereas job-related training significantly boosted the chances of women being 
promoted; no such effect was detected for male workers.   
 
4.4  Testing Imperfect Competition Models 
In order to test the Acemoglu and Pischke imperfect competition model we first substituted a 
job density measure for the regional dummy variables.  Job density is defined as the number 
of jobs per person of working age resident in that area
14.  Job density by standard statistical 
region was then mapped on to individual data.  Using 2003 data for all workers, the job 
density variable always has the expected negative sign and is significant for any training (1% 
level) and on-the-job training (5% level).  When split by gender it is significant for men for 
any training (at the 10% level), on the job training (at the 5% level) and employer-financed 
on-the-job training (10% level), but in no case is it significant for women.  Further, when 
similar regressions were run for 1995 and 2001 the job density measure was sometimes 
positively signed and never significant.  It seems unlikely, therefore, that changes in job 
density can explain the relative gain in training opportunities for women. 
 
Second, we attempted to test the wage compression model, using derived hourly pay to 
construct two measures of wage compression, generating the 10
th th  and 90  percentiles of the 
hourly pay distribution.  Relative wage compression was measured as [log (90
th/10
th)] and 
absolute wage compression as [log (90
th th  – 10 )].  These measures were constructed by 
education (6 groups) and occupation (9 groups) and then mapped to individual employees.  
                                                 
14 Data for 2002 from Nomis.  Estimates of total workforce jobs are workplace-based, and measure jobs rather 
than people.  Total jobs consist of employees, self employed, armed forces personnel and government-supported 
trainees.  These results are available from the authors on request. 
  19According to the above hypothesis, the expected sign is negative, but in practice both our 
measures were consistently positively signed and sometimes significant.  It is possible that 
establishment level data, such as WERS, are necessary to conduct a proper test of the wage 
compression hypothesis, but given the mixed results for these variables and the job density 
measure, we have reported our main results with these variables excluded. 
 
4.5 Decomposition  results  (2003) 
Using the results from Tables 2-6 inclusive, we next decomposed the gender differential for 
each of the training measures as described in Section 2 into a component due to differences in 
coefficients and a component due to differences in characteristics.  As noted earlier, this task 
is undertaken using the pooled coefficients as indicative of the returns to particular attributes, 
and the results of doing so are presented in Table 7.  A number of features of this table stand 
out. 
 
The first is that the coefficient (unexplained) component varies between 30 and 63 per cent 
depending on the measure under consideration.  Interestingly, it is around one third for the 
any training, on-the-job and off-the-job measures, but is higher (around 60 per cent) when 
considering only those definitions that include employer contributions.  For all except these 
last two measures therefore, the majority of the training differential is ‘explained’ by 
differences in attributes between men and women.  It is perhaps in the sense of the larger 
coefficient effect that the view that women may receive favourable treatment in respect of 
training receipt receives some support. 
 
Given the substantial characteristics contribution in the decompositions, further insights can 
also be obtained by considering the contributions of individual variables or groups of 
  20variables to the aggregate characteristics component, following the method of Even and 
Macpherson (1990, 1993) as described in Section 2.  As can be seen in the lower panels of 
Table 7, the detailed decompositions are dominated by four variables/groups of variables: 
whether the individual works in the public sector, whether they work part-time, occupation 
and industry.  The first, third and fourth of these between them explain more than the whole 
of the characteristics component of the training differential in all cases.  The impact of 
working part-time, which is of course, largely a female phenomenon, and associated with a 
lower probability of receiving each of the forms of training considered here for both men and 




4.6  Time-wise Decompositions 
Ideally one would wish to estimate time-wise decompositions for the full-period 1984-2003, 
but this is not possible because of the change in questionnaire design in 1995 reported earlier 
and a change to the occupational classification in 2001.  Hence, we restrict ourselves the 
period 1995-2001, which fortuitously is the period when female training advanced most 
substantially relative to that of men, and is also a period of training growth.  Since the 
regression results are qualitatively similar to those presented above for 2003, we do not report 
them here, but limit ourselves to consideration of the decomposition results contained in 
Table 8.  Table 8 includes gender decompositions at each of the two dates and 
decompositions over time for each gender.  The detailed decompositions are calculated for 
the any training measure.  In 1995 (Table 8(a)) differences in characteristics are responsible 
for the vast majority of differences in training provision between men and women for any 
training and off-the-job training, while in the other three cases incidence is over-explained by 
                                                 
15 The training differentials favour of women in fact exist for both full- and part-time employees, and are larger 
when restricting attention to just full-time employees. 
  21characteristics.  In each case, however, the explained component is reduced by 2001 (8(b)), 
so that changes in characteristics in favour of women are not the main cause of the gain in 
relative training incidence for this group.  When examining the impact of specific 
characteristics at the two dates, the results in Table 8(e) suggest that working part-time, 
industry, occupation and sector are important in both years, while the relative significance of 
qualifications appears to have diminished somewhat.   
 
Examining the time-wise decompositions for males between 1995 and 2001 (8(c)), hardly 
any of the changes can be explained by changes in characteristics, apart from the case of off-
the-job training with employer contributions.  For women, differences due to coefficients also 
dominate those due to characteristics (8(d)), though the latter are more important for women 
than for men.  It appears therefore, that the explanation for the increase in the amount of 
training received by women or men cannot be explained by variables within our model, 
whether in terms of personal characteristics or nature of employment
16.  This is consistent 
with the evidence in Shields (1998), who in an earlier period of training growth (1984-89) 
found that only 20 per cent of the change was explained by changes in characteristics.  The 
evidence therefore suggests that it is changes in the preferences of firms and/or workers for 
training that has caused the observed increase in incidence.  For women, that part of the 
change in incidence that is due to characteristics appears to be dominated by qualifications 
and by occupation (8(e)). 
 
                                                 
16 When the regressions were run including union membership dummies for 1995 and 2001 for the any training 
variable, and time-wise decompositions calculated, 82% of the male/female difference in training was explained 
in 1995, but only 68% in 2001.  Comparing males in 1995 with males in 2001 the proportion explained is – 2%, 
while for women the proportion is 38%; only slightly greater than the specification without a union variable.  
Thus, the exclusion of unions in our main regressions is not driving our results. 
  225.  Conclusions 
In this paper, we have considered the striking feature evident in the Labour Force Survey that 
women are more likely to receive job-related education and training in the 4 weeks prior to 
interview than are males.  This differential exists for several different definitions of training: 
any training, on- and off-the-job training, off-the-job training with a employer contribution, 
and any training involving an employer contribution.   
 
Using decomposition analysis, the greater part of the gap for the first three measures of 
training is explicable in terms of personal, job and other characteristics that favour women, 
most notably sector, occupation and industry.  As would be expected, female training 
incidence would in fact be even higher were it not for the fact that so many women work 
part-time; a status that encourages neither employer nor worker to invest in training.  For 
training involving an employer contribution, more of the gap is due to coefficient differences, 
and indeed, on the basis of pooled estimates, more than half of the differential is attributable 
to such differences.   
 
Consideration of changes over time (restricted to 1995-2001 due to data changes), suggests 
that most of the increase in training incidence for men and women is due to changes in 
coefficients rather than characteristics.  This suggests that changes in preferences may 
underpin this feature of the labour market, perhaps reflecting changes in the returns to 
training.  For that part of the change that is due to characteristics, the majority is attributable 
to qualifications and occupation. 
 
The phenomenon considered here is an interesting and potentially important one, since it has 
generally been the case that females have been disadvantaged in the labour market.  Our 
  23results suggest that characteristics explain most of the current gender differential in favour of 
women, but that changes in coefficients explain the bulk of the changing incidence over time. 
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  28Table 1: Means of variables 
 
Variable Male  Female 
Age 16-17  0.01  0.01 
Age 18-21  0.05  0.05 
Age 22-24  0.05  0.05 
Age 25-34  0.24  0.24 
Age 35-49  0.39  0.43 
Job tenure less than 3 months  0.04  0.04 
Job tenure 3-6 months  0.06  0.06 
Job tenure 6-12 months  0.08  0.08 
Job tenure 1-2 years  0.11  0.12 
Job tenure 2-5 years  0.22  0.24 
Degree 0.20  0.18 
Other higher education  0.09  0.12 
A level  0.31  0.17 
O level  0.17  0.28 
Other qualification  0.13  0.14 
North 0.05  0.05 
Yorkshire and Humberside  0.10  0.09 
East Midlands  0.08  0.07 
East Anglia  0.04  0.04 
South West  0.09  0.09 
West Midlands  0.10  0.09 
North West   0.10  0.10 
Wales 0.05  0.05 
Scotland 0.09  0.10 
Disabled 0.22  0.21 
White 0.94  0.95 
Dependent children  0.68  0.72 
Public sector  0.19  0.36 
Small firm  0.24  0.29 
Proxy 0.38  0.22 
Married 0.61  0.60 
Part-time 0.05  0.40 
Temporary 0.04  0.06 
Professional occupations  0.14  0.11 
Associate professional  0.13  0.14 
Administrative and secretarial  0.06  0.25 
Skilled trades  0.17  0.02 
Personal service occupations  0.02  0.13 
Sales and customer services  0.03  0.11 
Process, plant and machine operatives  0.14  0.03 
Elementary 0.12  0.11 
Agriculture and fishing  0.01  0.00 
Energy and water  0.02  0.01 
Manufacturing 0.25  0.09 
Construction 0.09  0.01 
Distribution, hotels and restaurants  0.16  0.21 
Transport and communication  0.10  0.04 
Banking and finance  0.16  0.15 
Public admin, education and health  0.17  0.43 
Second job  0.03  0.05 
Notes: Means refer to estimation samples used.  Data from the LFS Winter quarter 2002/03. 
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Table 2: Participation in job-related education or training in the last 4 weeks 
 
Male Female  Pooled 
  Coefficient Standard
Error   Coefficient Standard
Error   Coefficient  Standard
Error   
Age  16-17  2.509 0.174  *** 1.307 0.198  ***  1.992 0.127  ***
Age  18-21  1.700 0.107  *** 0.797 0.105  ***  1.272 0.074  ***
Age  22-24  1.005 0.106  *** 0.424 0.096  ***  0.711 0.071  ***
Age  25-34  0.575 0.072  *** 0.173 0.065  ***  0.383 0.048  ***
Age  35-49  0.480 0.064  *** 0.163 0.059  ***  0.338 0.043  ***
Job tenure less than 3 months  0.436  0.108  *** 0.365  0.098  *** 0.380  0.072  ***
Job  tenure  3-6  months  0.333 0.091  *** 0.240 0.083  ***  0.275 0.061  ***
Job tenure 6-12 months  0.139  0.083  *  0.347  0.073  *** 0.239  0.055  ***
Job  tenure  1-2  years  0.119 0.070  *  0.134 0.063  **  0.117 0.047  ** 
Job  tenure  2-5  years  0.162 0.054  *** 0.061 0.050    0.108 0.037  ***
Degree  1.252 0.136  *** 0.754 0.108  ***  0.937 0.083  ***
Other  higher  education  1.171 0.141  *** 0.815 0.107  ***  0.966 0.084  ***
A  level  0.906 0.131  *** 0.548 0.104  ***  0.651 0.079  ***
O  level  0.980 0.133  *** 0.513 0.099  ***  0.689 0.079  ***
Other  qualification  0.865 0.139  *** 0.441 0.107  ***  0.608 0.084  ***
North  0.243 0.092  *** 0.185 0.087  **  0.214 0.063  ***
Yorkshire  and  Humberside  0.086 0.075    0.170 0.069  **  0.123 0.051  ** 
East  Midlands  0.082 0.082    0.166 0.077  **  0.122 0.056  ** 
East  Anglia  -0.127 0.115    -0.065 0.107    -0.105 0.078   
South  West  -0.080  0.080   0.140  0.070 ** 0.032  0.052  
West  Midlands  0.017 0.077    0.175 0.070  **  0.098 0.051  * 
North  West    0.025 0.074    0.074 0.069    0.051 0.050   
Wales  -0.070  0.102   0.242  0.086 ***  0.100  0.065  
Scotland  -0.207 0.079  *** -0.114 0.072    -0.155 0.053  ***
Disabled  0.107 0.052  **  0.134 0.046  ***  0.108 0.034  ***
White  -0.020 0.088    -0.056 0.080    -0.029 0.059   
Dependent  children  -0.011  0.025   0.074  0.023 ***  0.025  0.016  
Public  sector  0.308 0.078  *** 0.240 0.056  ***  0.263 0.046  ***
Small  firm  -0.264 0.054  *** -0.068 0.046    -0.147 0.034  ***
Proxy  -0.247 0.045  *** -0.107 0.047  **  -0.194 0.032  ***
Married  0.083  0.054   -0.008  0.045   0.010  0.034  
Part  time  -0.280 0.110  **  -0.330 0.046  ***  -0.232 0.039  ***
Temporary  contract  -0.206 0.102  **  -0.121 0.076    -0.148 0.061  ** 
Professional  occupations  0.084 0.070    0.322 0.080  ***  0.216 0.052  ***
Associate  professional  0.254 0.068  *** 0.218 0.075  ***  0.247 0.050  ***
Administrative  and  secretarial  -0.064 0.095    -0.248 0.074  ***  -0.162 0.054  ***
Skilled  trades  -0.095 0.076    -0.804 0.219  ***  -0.142 0.065  ** 
Personal  service  occupations  0.045 0.139    0.080 0.083    0.120 0.064  * 
Sales and customer services  -0.473  0.138  *** -0.409  0.102  *** -0.351  0.078  ***
Process,  plant  and  machine  operatives  -0.663 0.096  *** -0.782 0.201  ***  -0.700 0.083  ***
Elementary  -0.860 0.103  *** -1.042 0.114  ***  -0.912 0.076  ***
Agriculture  and  fishing  -0.090 0.275    -0.395 0.442    -0.257 0.227   
Energy  and  water  0.317 0.175  *  0.457 0.240  *  0.268 0.135  ** 
Manufacturing  -0.090 0.117    -0.504 0.125  ***  -0.254 0.080  ***
Construction  0.241  0.126 *  -0.344  0.205 *  0.095  0.092  
Distribution,  hotels  and  restaurants  -0.238 0.124  *  -0.170 0.106    -0.217 0.080  ***Transport  and  communication  0.032  0.128   -0.228  0.137 *  -0.093  0.089  
Banking  and  finance  0.156 0.116    0.049 0.098    0.095 0.075   
Public admin, education and health  0.358  0.116  *** 0.292  0.090  *** 0.376  0.071  ***
Second  job  0.375 0.106  *** 0.232 0.081  ***  0.265 0.064  ***
Constant  -3.444 0.202  *** -2.501 0.169  ***  -2.944 0.127  ***
Observations  23122 22557 45679 
Log likelihood  -8206.28  -9295.73  -17595.11 
χ
2(50)  1501.60 1649.63 3076.01 
P-value     0.00  0.00  0.00 
 
Notes: Data from the LFS Winter quarter 2002/03. Dependent variable is participation in any education or 
training in the previous 4 weeks.  ***, ** and * denote significance at the 1 per cent, 5 per cent and 10 per cent 
level respectively.  χ
2 statistic is a test of the significance of the regression (degrees of freedom in parentheses); 
P-value indicates significance level. 
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Table 3: Participation in on-the-job education or training in the last 4 weeks 
 
Male Female  Pooled 
  Coefficient Standard
Error   Coefficient Standard
Error   Coefficient  Standard
Error   
Age  16-17  2.582 0.197  *** 1.423 0.223  ***  2.070 0.143  ***
Age  18-21  1.839 0.131  *** 0.997 0.125  ***  1.421 0.089  ***
Age  22-24  1.025 0.134  *** 0.485 0.120  ***  0.736 0.088  ***
Age  25-34  0.516 0.094  *** 0.194 0.084  **  0.359 0.062  ***
Age  35-49  0.369 0.085  *** 0.094 0.077    0.245 0.057  ***
Job tenure less than 3 months  0.679  0.128  *** 0.550  0.114  *** 0.592  0.085  ***
Job  tenure  3-6  months  0.442 0.112  *** 0.331 0.100  ***  0.374 0.074  ***
Job tenure 6-12 months  0.238  0.105  **  0.252  0.093  *** 0.233  0.069  ***
Job  tenure  1-2  years  0.206 0.089  **  0.070 0.081    0.121 0.060  ** 
Job  tenure  2-5  years  0.164 0.072  **  0.029 0.065    0.094 0.048  ** 
Degree  0.832 0.161  *** 0.272 0.132  **  0.499 0.100  ***
Other  higher  education  0.733 0.168  *** 0.400 0.130  ***  0.554 0.102  ***
A  level  0.569 0.153  *** 0.166 0.125    0.306 0.095  ***
O  level  0.671 0.155  *** 0.263 0.119  **  0.432 0.094  ***
Other  qualification  0.627 0.162  *** 0.186 0.129    0.373 0.100  ***
North  0.277 0.116  **  0.290 0.107  ***  0.288 0.079  ***
Yorkshire  and  Humberside  0.009 0.098    0.256 0.087  ***  0.140 0.065  ** 
East  Midlands  0.122 0.105    0.214 0.098  **  0.165 0.071  ** 
East  Anglia  -0.122  0.151   0.120  0.131   0.001  0.099  
South  West  -0.172  0.108   0.212  0.088 ** 0.041  0.068  
West  Midlands  0.082 0.097    0.194 0.089  **  0.141 0.065  ** 
North  West    0.093 0.094    0.081 0.089    0.088 0.064   
Wales  -0.074  0.134   0.173  0.112   0.065  0.085  
Scotland  -0.119 0.102    -0.080 0.093    -0.089 0.068   
Disabled  -0.008  0.068   0.116  0.059 ** 0.047  0.045  
White  -0.155 0.109    -0.069 0.100    -0.099 0.074   
Dependent  children  -0.043  0.033   0.095  0.029 ***  0.025  0.021  
Public  sector  0.167 0.102  *  0.127 0.072  *  0.151 0.058  ***
Small  firm  -0.311 0.071  *** -0.216 0.059  ***  -0.252 0.045  ***
Proxy  -0.212 0.057  *** -0.055 0.059    -0.154 0.041  ***
Married  0.179  0.071 ** -0.022  0.057   0.041  0.044  
Part  time  -0.621 0.154  *** -0.439 0.060  ***  -0.364 0.052  ***
Temporary  contract  -0.212 0.128  *  -0.087 0.096    -0.138 0.076  * 
Professional  occupations  0.132 0.095    0.450 0.107  ***  0.309 0.070  ***
Associate  professional  0.383 0.091  *** 0.391 0.099  ***  0.405 0.066  ***
Administrative  and  secretarial  0.088  0.123   -0.142  0.100   -0.035  0.072  
Skilled  trades  0.118  0.100   -0.616  0.288 ** 0.080  0.085  
Personal  service  occupations  0.340 0.169  **  0.274 0.109  **  0.316 0.083  ***
Sales and customer services  -0.128  0.168    -0.110  0.130    -0.029  0.098   
Process,  plant  and  machine  operatives  -0.451 0.125  *** -1.026 0.296  ***  -0.553 0.109  ***
Elementary  -0.670 0.133  *** -0.813 0.148  ***  -0.707 0.098  ***
Agriculture  and  fishing  -0.251 0.376    -0.643 0.606    -0.468 0.311   
Energy  and  water  0.061  0.244   0.151  0.308   -0.036  0.184  
Manufacturing  -0.074 0.154    -0.660 0.161  ***  -0.341 0.102  ***
Construction  0.079  0.167   -0.882  0.315 ***  -0.154  0.120  
Distribution,  hotels  and  restaurants  -0.273 0.163  *  -0.333 0.133  **  -0.329 0.102  ***Transport  and  communication  0.090  0.166   -0.272  0.169   -0.109  0.113  
Banking  and  finance  0.161 0.153    0.023 0.122    0.070 0.094   
Public admin, education and health  0.487  0.153  *** 0.136  0.112    0.324  0.090  ***
Second  job  0.314 0.137  **  0.024 0.109    0.110 0.085   
Constant  -3.789 0.252  *** -2.783 0.210  ***  -3.260 0.159  ***
Observations  23119 22557 45676 
Log likelihood  -5499.59  -6425.40  -11996.68 
LR χ
2(50) 907.14  880.41  1701.31 
P-value     0.00  0.00  0.00 
 
Notes: Data from the LFS Winter quarter 2002/03. Dependent variable is participation in on-the-job education 
or training in the previous 4 weeks.  See also notes to Table 2.
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Table 4: Participation in off-the-job education or training in the last 4 weeks 
 
Male Female  Pooled 
  Coefficient Standard
Error   Coefficient Standard
Error   Coefficient  Standard
Error   
Age  16-17  2.367 0.211  *** 1.353 0.250  ***  1.960 0.157  ***
Age  18-21  1.755 0.130  *** 0.698 0.132  ***  1.280 0.091  ***
Age  22-24  1.048 0.130  *** 0.482 0.115  ***  0.774 0.086  ***
Age  25-34  0.666 0.089  *** 0.244 0.078  ***  0.467 0.058  ***
Age  35-49  0.580 0.080  *** 0.263 0.071  ***  0.436 0.052  ***
Job tenure less than 3 months  -0.087  0.150    0.026  0.127    -0.043  0.097   
Job tenure 3-6 months  0.168  0.112    0.068  0.102    0.104  0.075   
Job tenure 6-12 months  -0.033  0.104    0.291  0.087  *** 0.135  0.066  ** 
Job tenure 1-2 years  0.099  0.083    0.154  0.074  **  0.119  0.055  ** 
Job tenure 2-5 years  0.167  0.065  *** 0.073  0.059    0.116  0.043  ***
Degree  1.720 0.208  *** 1.084 0.145  ***  1.288 0.116  ***
Other  higher  education  1.609 0.212  *** 1.121 0.143  ***  1.301 0.117  ***
A  level  1.284 0.203  *** 0.842 0.141  ***  0.932 0.113  ***
O  level  1.392 0.205  *** 0.665 0.137  ***  0.914 0.113  ***
Other  qualification  1.282 0.212  *** 0.553 0.147  ***  0.816 0.119  ***
North  0.261 0.108  **  0.253 0.101  **  0.255 0.074  ***
Yorkshire  and  Humberside  0.081 0.090    0.132 0.083    0.097 0.061   
East  Midlands  -0.004  0.102   0.125  0.093   0.063  0.068  
East  Anglia  -0.260 0.146  *  -0.143 0.132    -0.206 0.098  ** 
South  West  -0.010  0.094   0.116  0.083   0.047  0.062  
West  Midlands  -0.035  0.094   0.135  0.084   0.053  0.062  
North  West    -0.026  0.090   0.141  0.082 *  0.060  0.060  
Wales  -0.056  0.122   0.241  0.101 ** 0.105  0.077  
Scotland  -0.223 0.096  **  -0.082 0.085    -0.149 0.063  ** 
Disabled  0.177 0.062  *** 0.115 0.056  **  0.130 0.041  ***
White  -0.001 0.107    -0.077 0.095    -0.032 0.071   
Dependent  children  -0.005  0.030   0.045  0.027   0.015  0.020  
Public  sector  0.423 0.093  *** 0.252 0.066  ***  0.305 0.054  ***
Small  firm  -0.124  0.064 *  0.094  0.054 *  0.006  0.041  
Proxy  -0.189 0.054  *** -0.213 0.058  ***  -0.213 0.039  ***
Married  0.026  0.065   -0.001  0.053   -0.014  0.041  
Part  time  -0.074 0.132    -0.241 0.055  ***  -0.119 0.047  ** 
Temporary  -0.221 0.127  *  -0.018 0.088    -0.078 0.072   
Professional  occupations  0.012 0.081    0.170 0.091  *  0.102 0.060  * 
Associate  professional  0.090 0.080    0.081 0.086    0.096 0.058  * 
Administrative and secretarial  -0.281  0.116  **  -0.405  0.087  *** -0.348  0.065  ***
Skilled  trades  -0.181 0.090  **  -1.087 0.294  ***  -0.240 0.078  ***
Personal  service  occupations  -0.278 0.178    -0.055 0.096    -0.047 0.075   
Sales and customer services  -0.825  0.187  *** -0.854  0.135  *** -0.790  0.105  ***
Process, plant and machine operatives  -0.910  0.125  *** -0.799  0.246  *** -0.889  0.108  ***
Elementary  -1.159 0.136  *** -1.207 0.146  ***  -1.149 0.099  ***
Agriculture  and  fishing  -0.161 0.340    0.020  0.482    -0.158 0.273   
Energy and water  0.371  0.204  *  0.386  0.302    0.335  0.161  ** 
Manufacturing  -0.143 0.139    -0.286 0.152  *  -0.189 0.097  * 
Construction  0.359 0.147  **  0.140 0.224    0.335 0.108  ***
Distribution, hotels and restaurants  -0.321  0.148  **  -0.075  0.133    -0.202  0.098  ** Transport  and  communication  -0.078 0.155    -0.173 0.172    -0.108 0.111   
Banking  and  finance  0.085 0.137    0.038 0.122    0.070 0.090   
Public admin, education and health  0.171  0.137    0.395  0.110  *** 0.376  0.085  ***
Second  job  0.353 0.123  *** 0.324 0.091  ***  0.320 0.073  ***
Constant  -4.290 0.274  *** -3.277 0.213  ***  -3.718 0.164  ***
Observations  23119 22557 45676 
Log likelihood  -6081.63  -7034.78  -13191.22 
LR χ
2(50)  1120.64 1347.55 2396.12 
P-value     0.00  0.00  0.00 
 
Notes: Dependent variable is participation in off-the-job education or training in the previous 4 weeks.  See also 
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Table 5: Participation in employer-funded off-the-job training in the last 4 weeks 
 
Male Female Pooled 
  CoefficientStandard
Error   Coefficient Standard
Error   Coefficient  Standard
Error   
Age 16-17  2.459  0.245  *** 1.443  0.321  *** 2.112  0.187  *** 
Age 18-21  1.757  0.154  *** 0.706  0.166  *** 1.315  0.110  *** 
Age 22-24  0.978  0.155  *** 0.401  0.143  *** 0.719  0.104  *** 
Age 25-34  0.585  0.103  *** 0.130  0.095     0.389  0.069  *** 
Age 35-49  0.529  0.092  *** 0.213  0.085  **  0.402  0.062  *** 
Job tenure less than 3 months  -0.145  0.185     -0.118  0.170     -0.155  0.125    
Job tenure 3-6 months  0.169  0.132     -0.005  0.129     0.067  0.092    
Job tenure 6-12 months  -0.039  0.123     0.250  0.109  **  0.099  0.081    
Job tenure 1-2 years  0.035  0.098     0.205  0.089  **  0.115  0.066  * 
Job tenure 2-5 years  0.111  0.075     0.096  0.071     0.107  0.051  ** 
Degree 1.573  0.241  *** 0.968  0.186  ***  1.196  0.145  *** 
Other higher education  1.476  0.245  *** 0.983  0.184  *** 1.205  0.146  *** 
A level  1.114  0.236  *** 0.750  0.183  *** 0.836  0.142  *** 
O level  1.204  0.239  *** 0.542  0.179  *** 0.812  0.143  *** 
Other qualification  1.126  0.247  *** 0.425  0.193  **  0.729  0.151  *** 
North 0.262  0.126  **  0.260  0.121  **  0.259  0.087  *** 
Yorkshire and Humberside  0.089  0.105     0.200  0.099  **  0.135  0.072  * 
East Midlands  0.047  0.117     0.132  0.113     0.087  0.081    
East Anglia  -0.261  0.172     -0.189  0.165     -0.234  0.119  ** 
South West  0.003  0.110     0.202  0.099  **  0.096  0.073    
West Midlands  0.066  0.106     0.161  0.101     0.109  0.073    
North West   -0.049  0.106     0.169  0.097  *  0.062  0.072    
Wales  -0.132  0.147     0.135  0.125     0.011  0.095    
Scotland  -0.142  0.110     -0.137  0.104     -0.143  0.075  * 
Disabled 0.143  0.072  **  0.075  0.068      0.090  0.049  * 
White 0.048  0.129      0.238  0.127  *  0.158  0.090  * 
Dependent children  0.012  0.034     0.083  0.033  **  0.040  0.023  * 
Public sector  0.379  0.109  *** 0.418  0.082  *** 0.402  0.065  *** 
Small firm  -0.181  0.076  **  -0.005  0.067     -0.077  0.050    
Proxy -0.097  0.062      -0.118  0.068  *  -0.121  0.045  *** 
Married  0.066  0.077     0.130  0.064  **  0.080  0.049    
Part-time -0.480  0.190  **  -0.412  0.068  ***  -0.295  0.060  *** 
Temporary contract  -0.476  0.169  *** -0.249  0.114  **  -0.323  0.094  *** 
Professional occupations  -0.031  0.091     0.055  0.105     0.032  0.068    
Associate professional  0.069  0.091     0.018  0.099     0.056  0.066    
Administrative and secretarial  -0.499  0.141  *** -0.525  0.103  *** -0.469  0.077  *** 
Skilled trades  -0.282  0.104  *** -1.030  0.351  *** -0.308  0.090  *** 
Personal service occupations  -0.279  0.205     -0.298  0.115  *** -0.250  0.091  *** 
Sales and customer services  -1.287  0.269  *** -1.008  0.177  *** -1.058  0.142  *** 
Process, plant and machine operatives -1.161  0.153  *** -1.634  0.401  *** -1.216  0.138  *** 
Elementary -1.722  0.193  *** -2.147  0.252  ***  -1.861  0.152  *** 
Agriculture and fishing  0.084  0.379     -0.291  0.737     0.022  0.328    
Energy and water  0.471  0.232  **  0.522  0.365     0.499  0.186  *** 
Manufacturing  -0.105  0.165     -0.105  0.189     -0.072  0.119    
Construction 0.403  0.173  **  0.105  0.287      0.427  0.130  *** 
Distribution, hotels and restaurants  -0.394  0.180  **  -0.217  0.177     -0.289  0.125  ** Transport and communication  -0.005  0.184     0.098  0.209     0.063  0.135    
Banking and finance  0.061  0.163     0.212  0.154     0.162  0.112    
Public admin, education and health  0.216  0.162     0.422  0.142  *** 0.402  0.105  *** 
Second job  0.266  0.148  *  0.212  0.116  *  0.206  0.091  ** 
Constant -4.450  0.320  *** -3.914  0.274  ***  -4.209  0.205  *** 
Observations 23019  22415  45434 
-9950.96  Log likelihood  -4746.27  -5149.93 
LR χ
2(50) 922.78  1173.71  2010.16 
0.00  P-value     0.00  0.00 
 
Notes: Dependent variable is participation in off-the-job education or training in the previous 4 weeks either 
wholly or partly funded by the employer.  See also notes to Table 2. 
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Table 6: Participation in any employer-funded job training in the last 4 weeks 
 
 Male  Female  Pooled 
  Coefficient Standard
Error   Coefficient Standard
Error   Coefficient  Standard
Error   
Age 16-17  2.565  0.182  *** 1.359  0.212  *** 2.061  0.134  ***
Age 18-21  1.779  0.113  *** 0.907  0.112  *** 1.370  0.078  ***
Age 22-24  0.957  0.114  *** 0.445  0.104  *** 0.707  0.076  ***
Age 25-34  0.517  0.076  *** 0.129  0.070  *  0.340  0.051  ***
Age 35-49  0.428  0.068  *** 0.130  0.064  **  0.303  0.046  ***
Job tenure less than 3 months  0.467  0.115  *** 0.375  0.105  *** 0.398  0.077  ***
Job tenure 3-6 months  0.300  0.098  *** 0.218  0.090  **  0.248  0.066  ***
Job tenure 6-12 months  0.165  0.088  *  0.291  0.080  *** 0.218  0.059  ***
Job tenure 1-2 years  0.096  0.075     0.156  0.068  **  0.118  0.050  **
Job tenure 2-5 years  0.123  0.058  **  0.074  0.054     0.100  0.039  **
Degree 1.120  0.142  *** 0.621  0.117  ***  0.816  0.089  ***
Other higher education  1.027  0.147  *** 0.681  0.116  *** 0.840  0.090  ***
A level  0.775  0.136  *** 0.438  0.112  *** 0.540  0.085  ***
O level  0.841  0.139  *** 0.419  0.108  *** 0.589  0.085  ***
Other qualification  0.760  0.145  *** 0.361  0.116  *** 0.530  0.090  ***
North 0.283  0.097  *** 0.235  0.092  **  0.259  0.067  ***
Yorkshire and Humberside  0.089  0.080     0.244  0.074  *** 0.165  0.054  ***
East Midlands  0.102  0.087     0.187  0.083  **  0.141  0.060  **
East Anglia  -0.115  0.123     -0.006  0.114     -0.068  0.083    
South West  -0.127  0.087     0.192  0.075  **  0.041  0.056    
West Midlands  0.078  0.081     0.222  0.075  *** 0.151  0.055  ***
North West   0.025  0.079     0.100  0.074     0.065  0.054    
Wales  -0.123  0.111     0.209  0.094  **  0.060  0.071    
Scotland -0.167  0.084  **  -0.114  0.078      -0.136  0.057  **
Disabled 0.060  0.055      0.112  0.050  **  0.073  0.037  **
White  -0.004  0.095     0.058  0.089     0.041  0.065    
Dependent children  -0.004  0.026     0.097  0.025  *** 0.038  0.018  **
Public sector  0.241  0.083  *** 0.310  0.061  *** 0.288  0.049  ***
Small firm  -0.300  0.058  *** -0.139  0.050  *** -0.203  0.038  ***
Proxy -0.222  0.047  *** -0.057  0.050      -0.161  0.034  ***
Married 0.122  0.058  **  0.055  0.048      0.066  0.037  * 
Part-time -0.570  0.130  *** -0.438  0.050  ***  -0.350  0.043  ***
Temporary -0.307  0.113  *** -0.222  0.084  ***  -0.255  0.067  ***
Professional occupations  0.075  0.074     0.324  0.086  *** 0.214  0.055  ***
Associate professional  0.257  0.072  *** 0.235  0.080  *** 0.257  0.053  ***
Administrative and secretarial  -0.135  0.102     -0.280  0.080  *** -0.196  0.058  ***
Skilled trades  -0.106  0.080     -0.778  0.237  *** -0.137  0.069  **
Personal service occupations  0.067  0.146     0.042  0.089     0.085  0.069    
Sales and customer services  -0.534  0.153  *** -0.398  0.111  *** -0.360  0.085  ***
Process, plant and machine operatives  -0.721  0.104  *** -1.168  0.248  *** -0.800  0.091  ***
Elementary -1.015  0.115  *** -1.222  0.131  ***  -1.078  0.086  ***
Agriculture and fishing  -0.045  0.291     -0.586  0.530     -0.230  0.247    
Energy and water  0.324  0.185  *  0.440  0.260  *  0.293  0.144  **
Manufacturing -0.109  0.126      -0.478  0.137  ***  -0.240  0.086  ***
Construction 0.229  0.135  *  -0.474  0.234  **  0.099  0.099     
Distribution, hotels and restaurants  -0.314  0.134  **  -0.218  0.117  *  -0.268  0.087  ***Transport and communication  0.030  0.137     -0.112  0.146     -0.041  0.096    
Banking and finance  0.111  0.125     0.099  0.107     0.110  0.081    
Public admin, education and health  0.409  0.125  *** 0.271  0.098  *** 0.385  0.077  ***
Second job  0.335  0.114  *** 0.135  0.090     0.184  0.070  ***
Constant -3.433  0.214  *** -2.728  0.184  ***  -3.096  0.138  ***
Observations 23052  22458  45510 
-15768.67  Log likelihood  -7407.44  -8274.22 
LR χ
2(50) 1374.14  1560.41  2835.00 
0.00  P-value     0.00  0.00 
 
Notes: Dependent variable is participation in on-the-job education or training in the previous 4 weeks or off-the-
job education or training either wholly or partly funded by the employer.  See also notes to Table 2. 
  
  39Table 7: Logit decomposition of gender training gap 
 











0.035 0.019  0.024  0.011  0.027 
Difference due 
to coefficients 
0.010  0.006  0.009  0.006  0.010 
(30%)  (32%)  (36%)  (56%)  (63%) 
Difference due 
to characteristics 
0.025  0.0132  0.015  0.005  0.017 
(71%)  (68%)  (64%)  (44%)  (37%) 




        
Age 4  2  8  33  4 
Tenure 4  6  3  11  6 
Qualifications -3  7  -11  -53  -2 
Region 0  1  0  -1  -1 
Disability -1 0  -1  -4  -1 
Ethnicity 0  0  0  3  0 
Dependent 
children 
1 1  0  6  1 
Public sector  26  17  35  240  39 
Small firm  -4  -8  0  -12  -8 
Proxy interview  17  15  22  64  19 
Marriage 0  0  0  -3  -1 
Part time  -43  -79  -27  -342  -93 
Temporary -2  -2 -1  -20  -4 
Occupation 29  47  2 -39  42 
Industry 69  94  64  201  92 
Second job  3  2  5  16  3 
 
Notes: 
  Decompositions based on results in Tables 2-6 and refer to the Winter quarter 2002/03.  Predicted 
(actual) training gap is defined as:  − ) β ˆ X ( P
F F
i ) β ˆ X ( P
M M
i . The characteristics contribution is defined 




i − ; the corresponding 








i − + − .  The detailed 
characteristics breakdown is based on the method of Even and Macpherson (1990, 1993); see text for 
details.  A full breakdown of grouped variables is available on request. 
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(a) Gender decomposition –  1995 






Difference in mean 
predicted training 
incidence 
0.0127 0.0009 0.0115 -0.0010 0.0012 
Difference due to 
characteristics 
0.0114  0.0035  0.0078  -0.0023  0.0021 
(90%)  (397%)  (68%)  (232%)  (179%) 
Difference due to 
coefficients  
0.0013  -0.0026  0.0037  0.0013  -0.0009 
(10%)  (-297%)  (32%)  (-132%)  (-79%) 
 
(b) Gender decomposition – 2001 






Difference in mean 
predicted training 
incidence 
0.0282 0.0102 0.0237 0.0109 0.0170 
Difference due to 
characteristics 
0.0193  0.0080  0.0135  0.0032  0.0104 
(69%)  (79%)  (57%)  (29%)  (61%) 
Difference due to 
coefficients  
0.0089  0.0022  0.0102  0. 0077  0.0066 
(31%)  (21%)  (43%)  (71%)  (38%) 
 
(c) Time-wise decomposition – males 1995-2001 






Change in mean 
predicted training 
incidence 
0.0189 0.0212 0.0041 -0.0019 0.0159 
Change due to 
characteristics  
0.0007  0.0005  0.0006  -0.0008  -0.0004 
(4%)  (2%)  (15%)  (42%)  (-3%) 
Change due to 
coefficients 
0.0182  0.0207  0.0035  -0.0011  0.0163 
(96%)  (98%)  (85%)  (58%)  (103%) 
 
(d) Time-wise decomposition – females 1995-2001 






Change in mean 
predicted training 
incidence 
0.0344 0.0305 0.0163 0.0100 0.0317 
Change due to 
characteristics  
0.0114  0.0051  0.0079  0.0055  0.0095 
(33%)  (17%)  (48%)  (55%)  (30%) 
Change due to 
coefficients 
0.0230  0.0254  0.0085  0.0045  0.0222 
(67%)  (83%)  (52%)  (45%)  (70%) 
 









– males  
1995-2001 
Time-wise change 
– females  
1995-2001 
Age 21  7  -222  -9 
Tenure 27  7  49  4 
Qualifications -70  -26  235  63 
Regions -1  -1  3  0 
Ethnicity 0  0  -3  -1 
Dependent children  0  0  -0  1 
Public sector  51  26  -36  1 
Small firm  -25  -11  1  2 
Proxy interview  73  28  -11  -1 
Marriage 0  0  -11  0 
Part time  -158  -72  -23  -1 
Temporary 1  -1  1  0 
Occupation 51  19  70  30 
Industry 121  118  56  11 
Second job  8  5  -8  -1 
 
Notes: All decompositions are calculated using the relevant pooled coefficients as the baseline (see notes to 
Table 7 and text).   
  42European Low-Wage Employment Research Network
Amsterdam Institute for Advanced Labour Studies (AIAS)
Plantage Muidergracht 4
NL - 1018 TV Amsterdam
The Netherlands
T. +31 20 525 4123
F. + 31 20 525 4301
E. w.salverda@uva.nl
W. www.uva-aias.net/lower.asp