ABSTRACT. In this note, we establish a functional central limit theorem for the capacity of the range for a class of -stable random walks on the integer lattice Z with ≥ 3 . Using similar methods, we also prove an analogous result for the cardinality of the range when > 3 ∕2.
INTRODUCTION
Let (Ω,  , P) be a probability space, and let { } ≥1 be a sequence of i.i.d. Z -valued random variables defined on (Ω,  , P), where Z denotes the -dimensional integer lattice. Further, let 0 = , and = −1 + , ≥ 1, be a Z -valued random walk starting from ∈ Z . The range of the random walk { } ≥0 is defined as the random set
Throughout the paper we use the notation | | to denote the cardinality of  . In addition to the cardinality of the range, we also consider its capacity. Let P be the probability measure (on the space (Ω,  )) which corresponds to { } ≥0 starting at ∈ Z . We write P instead of P 0 . For any ⊆ Z we denote by + the first return time of { } ≥0 to the set , that is, + = inf{ ≥ 1 ∶ ∈ } . Also, when = { } for ∈ Z , we write
. Recall, { } ≥0 is said to be transient if P( + 0 = ∞) > 0; otherwise it is said to be recurrent. It is well known that every random walk is either transient or recurrent. In the case when { } ≥0 is transient, the capacity of a set ⊆ Z is defined as Cap ( ) = ∑ ∈ P ( + = ∞) .
For ≥ 0 we denote  = Cap ( ). Observe that  is a random variable. The aim of this article is to prove a functional central limit theorem (FCLT) for the capacity and cardinality of the range of the random walk { } ≥0 , that is, for the stochastic processes { } ≥0 and {| |} ≥0 .
The study on the range of random walks in Z has a long history. A pioneering work is due to Dvoretzky and Erdös [7] where they obtained the strong law of large numbers for {| |} ≥0 of a simple random walk in ≥ 2. This result was later extended by Spitzer [22] to all random walks in ≥ 1. A central limit theorem for {| |} ≥0 was first obtained by Jain and Orey [9] for strongly transient random walks (see below for the definition of strong transience). Jain and Pruit [12] later extended this result to all random walks in ≥ 3. Le Gall [17] proved a version of a central limit theorem for {| |} ≥0 of all two-dimensional random walks with zero mean and finite second moment. It is remarkable that in this case the limit law is not normal. For = 1, Jain and Pruitt [14, Theorem 6.1] proved that E[| |] ≍ √ , where the symbol ≍ means that the ratio of the two expressions is bounded from below and above by some positive constants. Le Gall and Rosen [18] established the strong law of large numbers and central limit theorem for {| |} ≥0 of a class of -stable random walks.
Studies on the long-time behavior of { } ≥0 were initiated by Jain and Orey in [9] where they obtained a version of the strong law of large numbers for any transient random walk. Asselah, Schapira and Sousi [2] proved a central limit theorem for { } ≥0 of a simple random walk in ≥ 6. Versions of the law of large numbers and central limit theorem in = 4 were proved by the same authors in [1] , see also [5] . Recently, Schapira [21] proved a central limit theorem for { } ≥0 of a class of symmetric random walks in Z 5 which satisfy appropriate moment conditions. In [6] , the authors established a central limit theorem for { } ≥0 of a class of -stable random walks in ≥ 3 .
A FCLT for {| |} ≥0 was proved by Jain and Pruitt in [15] for all random walks in ≥ 3 satisfying P( + 0 = ∞) < 1 (note that if P( + 0 = ∞) = 1 then | | = + 1 a.s.). This result is a version of Donsker's invariance principle and it states that suitably normalized and linearly interpolated process {| |} ≥0 converges weakly in the space of continuous functions endowed with the locally uniform topology to a standard one-dimensional Brownian motion. The purpose of the present article is to prove an analogous result for { } ≥0 and {| |} ≥0 of a class of -stable random walks.
We remark that there are further interesting results pertaining to the limit behavior of the process {| |} ≥0 , including the law of the iterated logarithm and an almost sure invariance principle, see [3] , [8] , [10] , [11] , [13] , and [15] .
Before we state the main result of this article, we formulate and briefly discuss assumptions which we impose on the random walk { } ≥0 .
(A1) { } ≥0 is aperiodic, that is, the set { ∈ Z ∶ P( 1 = ) > 0} generates (as an additive subgroup) the whole of Z . (A2) { } ≥0 belongs to the domain of attraction of a non-degenerate -stable law with index 0 < ≤ 2. This means there exists a regularly varying function ( ) with index 1∕ such that
where is an -stable random variable in R and We first remark that assumption (A1) is not restrictive. If { } ≥0 was not aperiodic, we could perform our analysis (and obtain the same results) on the (smallest) additive subgroup generated by the set { ∈ Z ∶ P( 1 = ) > 0}.
Assumption (A2) is of fundamental importance for our analysis. It allows us to apply error estimates in the capacity decomposition which we use in the proof of a FCLT for { } ≥0 . Similarly, in view of (A2) we can apply results from [18] to estimate the number of intersection points of two independent copies of our random walk which are necessary to prove a FCLT for {| |} ≥0 .
To discuss assumption (A3), recall that { } ≥0 is transient if P( [23, Theorem 7] ). The notion of strong transience was first introduced in [19] for Markov chains, and was later used in [9] in the context of the limit behavior of the range of random walks.
Assumption (A4) is purely technical. Accompanied by assumptions (A1)-(A3), it has recently enabled the authors in [6] to conclude that the appropriately centered and normalized stochastic process { } ≥0 converges weakly to a normal law. Notice that (A4) excludes a simple random walk. We show, however, that a FCLT for { } ≥0 and {| |} ≥0 of this process holds true as well.
We now state the main results of the article.
Theorem 1.1. Assume (A1)-(A4), and that ≥ 3 . Then there is a constant > 0 such that
where ⌊ ⌋ denotes the integer part of ∈ R, Our proof is based on the central limit theorem from [6] and a tightness argument. To establish tightness, we utilize the capacity decomposition from [2, Corollary 2.1] and combine it with the error term estimates from [6, Lemma 3.1] which hold under crucial assumptions (A1)-(A3). Using a similar reasoning and estimates of the number of intersection points (extracted from [18] ) we prove an analogous result for {| |} ≥0 .
Theorem 1.2. Assume (A1), (A2), > 3 ∕2, and that P(
where we use the same notation as in Theorem 1.1.
This result has to be compared with the Donsker's invariance principle for {| |} ≥0 which was found by Jain and Pruitt in [15] . They proved that performing an appropriate linearisation of {| |} ≥0 , the uniform convergence towards a Brownian motion holds in two cases: (i) for all random walks in dimensions ≥ 3 which satisfy P( + 0 = ∞) < 1, and (ii) for all strongly transient random walks for which a certain moment condition is valid. We notice that this condition is usually not easy to check, see the closing Remark in [15] . We establish a slightly more general result, as we prove convergence in the Skorohod space, but for stable random walks only. Notice, however, that we may well have < 3. We also mention that we could easily deduce the locally uniform convergence in the space of continuous functions by employing a suitable linearisation.
FCLT FOR THE PROCESS { } ≥0
Throughout this section, we assume that { } ≥0 satisfies (A1)-(A4). We denote by ( , ) the corresponding Green function, that is,
Also, for , ⊆ Z we denote
In order to prove a FCLT for { } ≥0 , we follow the following classical two-step scheme, see [16, Theorem 16.10 and Theorem 16.11] . Let { } ≥0 be a sequence of random elements in the Skorohod space ([0, ∞), R) endowed with the J 1 topology. The sequence { } ≥0 converges weakly to a random element (in ([0, ∞), R)) if the following two conditions are satisfied:
(i) The finite dimensional distributions of { } ≥0 converge weakly to the finite dimensional distributions of . (ii) For any bounded sequence { } ≥1 of { } ≥0 -stopping times, any sequence {ℎ } ≥1 ⊂
[0, ∞) converging to zero, and any > 0, it holds that
Proof of Theorem 1.1. We consider the following sequence of random elements which are defined in the space ([0, ∞), R),
where is a positive constant. We prove validity of conditions (i) and (ii) under assumptions (A1)-(A4). Let us start by showing condition (i).

Condition (i).
By [6, Theorem 1.1.], we have that for any > 0
stands for the convergence in distribution, the constant > 0 is determined in [6, Theorem 1.1.], and  (0, ) denotes the normal distribution with mean zero and variance . Let ≥ 1 be arbitrary and choose 0 = 0 < 1 < 2 < ⋯ < . We need to prove that
In view of the Cramér-Wold theorem [16, Corollary 5.5 ] it suffices to show that
To prove (2.3) we first find lower and upper bounds for  ⌊ ⌋ , = 1, … , . We follow closely the arguments from the capacity decomposition [2, Corollary 2.1]. For = 1, … , , we have that
By the Markov property, the two random variables
are independent, and  
We now present how to deal with the next step of the decomposition. We have
Similarly as before, the two random variables
are independent. Also, the random variable  (2)
has the same law as  ⌊ 2 ⌋−⌊ 1 ⌋ , and
has the same law as  ⌊ ⌋−⌊ 2 ⌋ . If we continue with this procedure and use the same arguments as above, together with subadditivity property of the capacity for the upper bound, we obtain the following estimates
where
The random variables  We now find lower and upper bounds for the left-hand side expression in (2.3). For ≥ 0 we have
and for < 0,
Thus, by splitting the sum into two parts, we obtain the following lower bound
We now study weak convergence of { ( ) } ≥1 , and for this we can replace { ( ) } ≥0 by { } ≥0 . We clearly have
Also, the map ↦  is monotone, and it holds that (2.6)
Combining (2.5) and (2.6) with (2.2), we easily conclude that
Next, we show that the two last terms in (2.4) are negligible. Indeed, the Markov inequality together with [6, Lemma 3.2] imply that there is a constant > 0 such that for every > 0,
Here, is a slowly varying function for ≥ 3 . Recall that the random variables  ( ) ⌊ ⌋−⌊ −1 ⌋ , = 1, … , , are independent. Therefore, after performing the same analysis as in (2.4) for the upper bound, we conclude that
We finally notice that
Hence, the finite dimensional distributions of { } ≥1 converge weakly to the finite dimensional distributions of a one-dimensional standard Brownian motion.
Condition (ii).
Let { } ≥1 be a bounded sequence of { } ≥1 -stopping times and {ℎ } ≥1 ⊂ [0, ∞) an arbitrary sequence which converges to zero. We want to prove that (2.7)
stands for the convergence in probability. By (2.1), we have
Proceeding as in the capacity decomposition from [2, Corollary 2.1] and combining the strong Markov property with the subadditivity and monotonicity of the capacity yields
, and
are independent, and have the same law as  ⌊ ⌋ and  ⌊ ℎ ⌋ , respectively.
Moreover, the random variable (⌊ ⌋, ⌊ ℎ )⌋) has the same law as ( ⌊ ⌋ , ⌊ ℎ ⌋ ), with  ⌊ ℎ ⌋ being an independent copy of  ⌊ ℎ ⌋ . Using these inequalities we now bound the expression +ℎ − from below and above with quantities converging to zero in probability. We start with the lower bound
where in the last line we used (2.6). It suffices to show that (2.8)
Take arbitrary > 0. The Chebyshev inequality and the Markov inequality together with the fact that there is a constant > 0 such that sup ≥1 max{ , ℎ } ≤ imply
where in the last line we applied [6, Lemma 4.3] to conclude that there is a constant 1 > 0 such that Var( ) ≤ 1 for all ≥ 1, and [6, Lemma 3.2] to find a constant 2 > 0 such that
where is a slowly varying function. This gives us (2.8) .
To obtain the upper bound we write
One can easily show that in view of (2.6) the last term converges to zero in law (and whence in probability). Finally, for the remaining terms we use the same arguments as before, which allow us to conclude (2.7) and the proof is finished.
The next theorem is the corresponding FCLT for a simple random walk. Recall that a simple random walk does not satisfy (A4). Theorem 2.1. Let { } ≥0 be a symmetric simple random walk in Z with ≥ 6. Then the following convergence holds
where > 0 is the constant from [2, Theorem 1.1].
Proof. To prove the theorem we use the same reasoning as in the proof of Theorem 1.1 but we use results from [2] instead of results from [6] . 
FCLT FOR THE PROCESS {| |} ≥0
In this section, we show how to adapt the methods from the previous section and prove Theorem 1.2. Recall that we assume that { } ≥0 satisfies (A1), (A2), > 3 ∕2, and P( Before we prove Theorem 1.2, we formulate the following lemma which shows how the range of a random walk up to time can be decomposed into two independent ranges. This idea has been first used by Le Gall in [17] to establish a central limit theorem for {| |} ≥0 . Let { } ≥0 and {̃ } ≥0 be two independent and identically distributed random walks (defined on the same probability space). By we denote the number of intersection points up to time of the paths of { } ≥0 and {̃ } ≥0 , that is,
where { } ≥0 is the range of { } ≥0 , and { } ≥0 is the range of {̃ } ≥0 .
Lemma 3.1. For all 1 ≤ ≤ we have
where the random variables  (1) and  (2) are independent, and have the same law as  and  , respectively. Moreover, the random variable ( , ) has the same law as | ∩ |. In particular, | ∩ | ≤ ≤ + .
Proof. We clearly have
| .
The Markov property implies that the random variables  (1) and  (2) are independent and that the law of  (2) is equal to the law of  . By the duality principle,  (1) has the same law as  . Evidently, the random variable |
(1) ∩  (2) | is equal in law to | ∩ |. The last inequality | ∩ | ≤ ≤ + follows by a monotonicity argument and the proof is finished.
Proof of Theorem 1.2. To establish the desired result we again show validity of conditions (i) and (ii) discussed before the proof of Theorem 1.1. We consider the following sequence of random elements in the space ([0, ∞), R),
Condition (i).
We choose arbitrary ≥ 1, and fix 0 = 0 < 1 < 2 < ⋯ < . By Cramér-Wold theorem [16, Corollary 5.5] , it suffices to prove that
Proceeding in an analogous way as in the proof of Theorem 1.1, and applying Lemma 3.1 we obtain
where the random variables  ( ) ⌊ ⌋−⌊ −1 ⌋ , = 1, … , , are independent, and the random variable
has the same law as
and it has the same law as
Then we can adapt all the arguments from the proof of Theorem 1.1, and thus we only show how to establish the desired weak convergence. We have the following equality
Using monotonicity argument together with (2.5) one can apply (3.1) to arrive at
We now investigate the convergence of the two last (error) terms in (3.3). The function ( ) appearing in assumption (A2) is necessarily of the form
where ( ) is a slowly varying function, see [4] . Recall that { } ≥0 and {̃ } ≥0 are two independent and identically distributed random walks (defined on the same probability space), satisfying (A1) and (A2). Then, in view of [18, Remark after Corollary 3.2], the expectation of the number of their intersection points up to time admits the following bound
where > 0 is a constant and ( ) is given by 
For ≥ 2 we clearly have (⌊ These relations imply that the first error term in (3.3) converges in probability (and whence in distribution) to zero and the second term is negligible. Using the fact that  ( ) ⌊ ⌋−⌊ −1 ⌋ , = 1, … , , are independent, we obtain that the quantity in (3.3) converges in law to a normal random variable with mean zero and variance ∑ =1 ∑ = 2 ( − −1 ). We finally conclude that the finite dimensional distributions of { } ≥1 converge weakly to the finite dimensional distributions of a one-dimensional standard Brownian motion, which means that condition (i) is satisfied.
Condition (ii).
Let { } ≥1 be a bounded sequence of { } ≥1 -stopping times and {ℎ } ≥1 ⊂ [0, ∞) a sequence converging to zero. We prove that We now show how to bound the sequence { +ℎ − } ≥1 from below and above with quantities that converge to zero in probability. We only sketch the argument for the lower bound, as the second case is similar. We have
