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Resumo
O tema central desta dissertac¸a˜o e´ usualmente designado por Problema de Steiner e pode ser
assim enunciado “Dado um conjunto finito de pontos num espac¸o me´trico, encontrar uma
rede de comprimento mı´nimo que conecte todos os pontos desse conjunto”.
Ele pode ser visto como um problema de optimizac¸a˜o geome´trico que mostramos es-
tar relacionado com o problema, de optimizac¸a˜o combinato´ria, da determinac¸a˜o da a´rvore
geradora minimal de um grafo dado, que tambe´m e´ aqui abordado.
No entanto, as soluc¸o˜es dos dois problemas divergem quando constatamos que, por vezes,
ao acrescentar pontos ao conjunto de pontos dado conseguimos diminuir o comprimento da
rede que os liga, como acontece com a resoluc¸a˜o do Problema de Fermat, que pode ser visto
como o problema de Steiner para 3 pontos do plano euclideano. Uma das dificuldades da
resoluc¸a˜o deste problema e´ saber se estes pontos existem e qual e´ a sua localizac¸a˜o.
Neste trabalho, para ale´m de descrevermos a soluc¸a˜o do Problema de Fermat e a cons-
truc¸a˜o de uma a´rvore geradora minimal de um grafo dado, definimos e mostramos algumas
das carater´ısticas e propriedades das chamadas a´rvores de Steiner que podem ser soluc¸a˜o
do nosso problema central, quando tratado no plano euclideano. Descrevemos ainda um
processo recursivo de construc¸a˜o de uma a´rvore de Steiner fixado o conjunto de pontos
iniciais e a topologia da a´rvore, isto e´, fixadas todas as ligac¸o˜es entre os pontos iniciais e os
pontos de Steiner dessa a´rvore.
Para ale´m disso, abordamos alguns dos resultados que permitem obter, em casos parti-
culares, a chamada raza˜o de Steiner o´tima, que compara o comprimento de uma soluc¸a˜o
com o de uma a´rvore geradora minimal. O valor desta raza˜o e´ uma medida de qualidade
para as soluc¸o˜es aproximadas.
Conclu´ımos o trabalho com uma breve resenha de algumas das aplicac¸o˜es do problema
que pode despertar nos mais diversos leitores motivo para o estudar.
Palavras-chave: Problema de Steiner, A´rvore de Steiner, A´rvore Geradora Minimal,
Raza˜o de Steiner, Ponto de Steiner, Problema de Fermat, Ponto de Torricelli
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Abstract
The main focus of this thesis is known as the Steiner problem and may be posed as follows
“Given a finite set of points in a metric space, determine e minimal network connecting all
the points in the set”.
This can be viewed as a geometric optimization problem which will be shown to be
related to the combinatorial problem of determine a minimal spanning tree in a weighted
graph. Nevertheless, the solutions to these problems diverge when it is realized that often
the length of the network can be shortened by adding additional points to the initial set,
as occurs when solving Fermat’s problem, which can be seen as a special case of Steiner’s
problem for 3 points in euclidean space. One of the difficulties of Steiner’s problem is to
determine the location of the additional points.
In this thesis, we describe a solution to Fermat’s problem, review the construction of a
minimal generating tree in a weighted graph, define and prove some of the main properties
of the so-called Steiner trees, among which a solution to the euclidean Steiner problem lies.
Additionally, we describe an algorithmic procedure for constructing a Steiner tree, given the
initial set of points and the topology of the tree, i.e., given the connections between the initial
set of pints and the additional points of the tree.
Furthermore, we discuss some of the results that lead to obtaining, in particular cases,
the so-called optimal Steiner ratio, which compares the length of an optimal solution to the
Steiner problem to the length of a minimal spanning tree. This ratio measures how good an
approximate solution is.
We conclude this work with a brief summary of some of the applications of Steiner’s
problem, which might motivate some of the readers to pursue the study of this problem
further.
Keywords: Steiner problem, Steiner tree, Minimal spanning tree, Steiner ratio, Steiner
point, Fermat problem, Torricelli point.
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Cap´ıtulo 1
Introduc¸a˜o
O presente trabalho tem como objetivo o estudo do Problema de Steiner, problema este que
procura uma rede de comprimento mı´nimo que conecte todos os pontos de um determinado
conjunto, finito, num espac¸o me´trico devidamente especificado. Uma primeira abordagem a`
soluc¸a˜o deste problema pode passar pela determinac¸a˜o da A´rvore Geradora Minimal de
um grafo de ve´rtices nos pontos dados ligados por arestas a que e´ atribu´ıdo um peso
igual a` distaˆncia entre as suas extremidades. Vamos ver ao longo deste documento, que
muitas vezes se consegue diminuir o comprimento da rede acrescentando novos pontos
a` rede convenientemente ligados aos pontos iniciais. Como a A´rvore Geradora Minimal
conecta somente os pontos dados, a resoluc¸a˜o do Problema de Steiner passa pela construc¸a˜o
de a´rvores que incluem estes pontos extra, pontos de Steiner, designadas usualmente por
A´rvores de Steiner. As ligac¸o˜es entre os ve´rtices de uma a´rvores de Steiner sa˜o traduzidas
pela matriz de adjaceˆncia de um grafo usualmente designado como a topologia dessa a´rvore.
O estudo deste problema remonta ao se´culo XVII, quando a comunidade cient´ıfica se
debruc¸ou sobre o conhecido Problema de Fermat, que veremos ser um caso particular
do Problema de Steiner para treˆs pontos dados em R2. Na realidade constatamos que a
maior parte dos autores na˜o compreende porque e´ que o Problema de Steiner adquiriu esta
designac¸a˜o, uma vez que, apesar de Jakob Steiner ter trabalhado no problema, na˜o lhe sa˜o
atribu´ıdas grandes contribuic¸o˜es para a sua resoluc¸a˜o. O problema foi popularizado, pela
refereˆncia que lhe e´ feita, no livro What is Mathematics [18] em 1941, no entanto a´ı na˜o e´
estabelecida qualquer relac¸a˜o com o Problema de Fermat.
O Problema de Steiner e´ tambe´m um dos exemplos mais referidos de problemas NP-
dif´ıceis, o que implica que na˜o se conhecem algoritmos que, em tempo computacional fact´ıvel,
produzam uma soluc¸a˜o do problema. Uma abordagem muito utilizada atualmente e´ a de
sacrificar a otimalidade desejada em troca de eficieˆncia, recorrendo a algoritmos heur´ısticos.
Embora este trabalho na˜o explore as diversas heur´ısticas existentes para a resoluc¸a˜o do
problema, optamos por apresentar uma medida de comparac¸a˜o para as heur´ısticas que
tambe´m permite averiguar se se justifica recorrer a` A´rvore de Steiner em vez de recorrer a`
A´rvore Geradora Minimal, a chamada Raza˜o de Steiner.
O Problema de Steiner desperta grande interesse teo´rico por ser computacionalmente
dif´ıcil, mas tambe´m grande interesse pra´tico, uma vez que se trata de um problema com
imensas aplicac¸o˜es [40, 72]. Uma das primeiras aplicac¸o˜es do Problema de Steiner adve´m de
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um problema proposto por Gauss a Schuhmacher, em 1836, quando coloca a questa˜o de como
construir uma rede ferrovia´ria de comprimento mı´nimo que ligue quatro cidades alema˜s. O
artigo [14] permite ter uma ideia da grande aplicabilidade do Problema de Steiner na a´rea
da Indu´stria, por exemplo.
Nos u´ltimos cinquenta anos a comunidade cient´ıfica obteve resultados muito interessantes
relativos ao Problema de Steiner e a uma boa parte deles e´ feita refereˆncia nas obras [23, 35].
Neste trabalho pretendemos, primeiro que tudo conseguir interessar o leitor pelo tema e em
seguida permitir-lhe rapidamente conhecer as suas bases e a bibliografia que lhe permitam,
caso queira, rapidamente avanc¸ar.
A estrutura desta dissertac¸a˜o foi pensada de modo a permitir que qualquer pessoa
com conhecimentos ba´sicos de matema´tica pudesse embrenhar-se nas teias do Problema
de Steiner.
No cap´ıtulo 2, comec¸amos por tratar completamente o Problema de Fermat de deter-
minac¸a˜o de um ponto que minimize a distaˆncia aos ve´rtices de um triaˆngulo, um problema
geome´trico cla´ssico, cuja soluc¸a˜o remonta ao se´culo XVII mas que pode ser interpretada
como uma a´rvore de Steiner de pontos iniciais os treˆs ve´rtices do triaˆngulo; e conclu´ımos
com uma breve apresentac¸a˜o do caso geral.
No terceiro cap´ıtulo sa˜o introduzidos conceitos e resultados ba´sicos de teoria de grafos que
permitem compreender o que e´ uma a´rvore geradora minimal e os algoritmos de construc¸a˜o
destas a´rvores.
O quarto cap´ıtulo e´ dedicado a`s A´rvores de Steiner. E´ neste cap´ıtulo que o conceito
de a´rvore e ponto de Steiner sa˜o introduzidos com rigor e sa˜o deduzidas algumas das suas
propriedades e carater´ısticas fundamentais bem como a noc¸a˜o de topologia de uma a´rvore
de Steiner e um me´todo recursivo de construc¸a˜o de uma a´rvore de Steiner minimal para uma
topologia dada num conjunto de pontos iniciais fixado.
A Raza˜o de Steiner tem sido estudada ao longo das u´ltimas de´cadas, aparecendo cons-
tantemente reultados cada vez mais satisfato´rios. No cap´ıtulo 5 apresentamos uma s´ıntese
deste estudo, tratando completamente alguns dos resultados iniciais de determinac¸a˜o desta
raza˜o para conjuntos com poucos pontos, cuja prova realc¸a a complexidade do problema.
A dissertac¸a˜o termina com a apresentac¸a˜o no cap´ıtulo 6 de uma revisa˜o bibliogra´fica que
permite ficar com uma ideia da diversidade das aplicac¸o˜es deste problema.
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Cap´ıtulo 2
Apresentac¸a˜o do Problema
O estudo do Problema de Steiner tem as suas ra´ızes no estudo de um outro problema,
tambe´m este muito conhecido, o Problema de Fermat. Na realidade, este u´ltimo e´ um caso
particular do Problema de Steiner, uma vez que pretende, em R2, dados treˆs pontos iniciais,
liga´-los de tal modo que os comprimentos das ligac¸o˜es entre esses pontos seja mı´nima, isto
e´, encontrar uma rede de comprimento mı´nimo entre os treˆs pontos dados. O Problema de
Fermat por vezes resolve-se com recurso a um quarto ponto, Ponto de Torricelli, que veremos
mais adiante tratar-se de um Ponto de Steiner. Portanto, na˜o ha´ du´vidas que o Problema
de Fermat e´ um antecessor do Problema de Steiner.
Ao longo deste cap´ıtulo sera˜o apresentados alguns resultados que impulsionaram o estudo
do Problema de Steiner explorando, na primeira secc¸a˜o, o Problema de Fermat e um pouco
do caso geral, na segunda secc¸a˜o. Para ale´m das refereˆncias feitas ao longo do cap´ıtulo
apoiamo-nos em [31].
2.1 Problema de Fermat
No in´ıcio do se´culo XVII, Pierre de Fermat, no final do seu ensaio sobre ma´ximos e mı´nimos,
Methodus ad disquirendam maximam et minimam. De tangentibus linearum curvarum,
desafiou a comunidade cient´ıfica da e´poca colocando o seguinte problema: Dados treˆs pontos
do plano, encontrar um quarto ponto tal que a soma da sua distaˆncia aos treˆs pontos dados
e´ mı´nima.
Atualmente, podem ser encontradas va´rias resoluc¸o˜es distintas para o Problema de
Fermat (por exemplo, em [59], cap´ıtulo 7), no entanto, a maior parte destas foi inspirada
na resoluc¸a˜o de Evangelista Torricelli, que por volta de 1640, foi o primeiro a propor uma
resoluc¸a˜o geome´trica para o Problema de Fermat: As circunfereˆncias que circunscrevem os
triaˆngulos equila´teros constru´ıdos externamente sobre os lados do triaˆngulo dado intersetam-
se num ponto, o ponto de Torricelli (ver Figura 2.1).
Torricelli afirmava que o ponto de intersec¸a˜o das treˆs circunfereˆncias, tambe´m conhecido
como ponto isogo´nico, era o ponto procurado no Problema de Fermat. No entanto, esta
soluc¸a˜o geome´trica nem sempre e´ o ponto que minimiza as distaˆncias. Quando o ponto de
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Figura 2.1: Resoluc¸a˜o Geome´trica do Problema de Fermat, proposta por Torricelli
Torricelli na˜o esta´ no interior do triaˆngulo formado pelos treˆs pontos dados, o que acontece
sempre que um dos aˆngulos do triaˆngulo e´ igual ou superior a 120o, este na˜o e´ a soluc¸a˜o do
Problema de Fermat.
Esta falha da proposta de Torricelli foi descoberta por Heinen em 1834, que propoˆs a
seguinte soluc¸a˜o para o Problema de Fermat:
Se um dos aˆngulos do triaˆngulo formado pelos treˆs pontos dados for igual ou superior a
120o, o ponto que minimiza a soma das distaˆncias e´ o ve´rtice desse aˆngulo, caso contra´rio,
a soluc¸a˜o e´ o ponto de Torricelli.
Em primeiro lugar devemos considerar a hipo´tese de os treˆs pontos dados serem colineares.
Ora, nestas circunstaˆncias e´ fa´cil verificar que o ponto que minimiza a soma das distaˆncias
e´ o ponto que se encontra entre os outros dois (ver Figura 2.2).
Figura 2.2: Quando os treˆs pontos A, B e C sa˜o colineares
Comecemos enta˜o por verificar que o ponto que e´ soluc¸a˜o do Problema de Fermat na˜o
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pode estar no exterior do triaˆngulo formado pelos treˆs pontos dados. Quando os treˆs pontos
dados na˜o sa˜o colineares compo˜em um triaˆngulo. As retas definidas por cada par de pontos
dividem o plano em sete regio˜es: o triaˆngulo propriamente dito mais seis regio˜es exteriores
a esse triaˆngulo (ver Figura 2.3).
Figura 2.3: As retas AB, AC e BC dividem o plano em sete regio˜es
Consideremos um ponto Z pertencente a uma dessas seis regio˜es exteriores ao triaˆngulo.
No que se segue, consideremos a regia˜o delimitada por duas semirretas com origem no ve´rtice
B, como indicado na Figura 2.4. Seja X o ponto de intersec¸a˜o de [AZ] com BC.
Figura 2.4: Regio˜es do plano exteriores ao triaˆngulo [ABC]
AZ +BZ + CZ > AZ + CZ
= AX +XZ + CZ
≥ AX + CX
≥ AB + CB.
Logo, Z na˜o e´ o ponto que minimiza a distaˆncia aos treˆs pontos dados. Usando argumen-
tos da mesma natureza pode-se provar, para as outras cinco regio˜es exteriores ao triaˆngulo,
que a distaˆncia mı´nima na˜o e´ atingida nessa regia˜o, o que permite concluir que o ponto
procurado pertence ao interior ou a` fronteira do triaˆngulo formado pelos treˆs pontos dados.
Provemos enta˜o que as treˆs circunfereˆncias da construc¸a˜o de Torricelli se intersetam num
ponto.
Consideremos o triaˆngulo formado pelos treˆs pontos dados no problema de Fermat, A,
B e C. Centremos, de momento, a nossa atenc¸a˜o apenas em triaˆngulos cujos aˆngulos sa˜o
menores que 120o, de modo a assegurar que o ponto de Torricelli se encontra dentro deste
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triaˆngulo inicial [ABC]. De facto, e´ fa´cil de ver que duas das circunfereˆncias sa˜o tangentes
se o aˆngulo nesse ve´rtice e´ igual a 120o. Assim, se todos osaˆngulos internos do triaˆngulo
forem inferiores a 120o enta˜o o ponto de Torricelli pertence ao interior de [ABC].
Seja C1 a circunfereˆncia que circunscreve o triaˆngulo equila´tero [ACQ] constru´ıdo exter-
namente sobre o lado [AC] do triaˆngulo inicial [ABC], C2 a circunfereˆncia que circunscreve o
triaˆngulo equila´tero [ABR] constru´ıdo externamente sobre o lado [AB] e C3 a circunfereˆncia
que circunscreve o triaˆngulo equila´tero [BCP ] constru´ıdo externamente sobre o lado [BC].
Comecemos por provar que as circunfereˆncias C1, C2 e C3 se intersetam num ponto (ver
Figura 2.1).
Seja T 6= C o ponto de intersec¸a˜o das circunfereˆncias C1 e C3. Note-se que de facto C
na˜o e´ o u´nico ponto de intersecc¸a˜o das duas circunfereˆncias, visto que se C1 e C3 fossem
tangentes no ponto C, o aˆngulo em C teria 120o de amplitude, o que contraria as nossas
condic¸o˜es iniciais. Acresce que T esta´ no interior do triaˆngulo [ABC], porque os aˆngulos em
A, B e C sa˜o inferiores a 120o.
Os ve´rtices de cada um destes triaˆngulos equila´teros acrescidos deste novo ponto T
compo˜em quadrila´teros.
O que pretendemos averiguar e´ se o quadrila´tero [ATBR] se inscreve numa circunfereˆncia.
Se assim for, como ha´ uma u´nica circunfereˆncia contendo os pontos A, B e R, ficara´ provado
que T pertence a` circunfereˆncia C2 e assim que as treˆs circunfereˆncias se intersetam no ponto
T (ver Figura 2.5).
Figura 2.5: C1, C2 e C3 intersetam-se em T
Como o quadrila´tero [BTCP ] esta´ inscrito na circunfereˆncia C3, enta˜o a soma dos aˆngulos
opostos em T e P e´ 180o: ∠BTC + ∠P = 180o. De modo ana´logo, ∠ATC + ∠Q = 180o.
Como ∠P + ∠Q + ∠R = 180o, visto que sa˜o aˆngulos internos de triaˆngulos equila´teros,
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temos
∠P + ∠Q+ ∠R = 180o ⇔ 180o − ∠BTC + 180o − ∠ATC + ∠R = 180o
⇔ ∠BTC + ∠ATC − ∠R = 180o
⇔ 360o − ∠ATB − ∠R = 180o
⇔ ∠ATB + ∠R = 180o.
Enta˜o, ∠ATB + ∠R = 180o, o que prova que o quadrila´tero [ATBR] se inscreve numa
circunfereˆncia, necessariamente a circunfereˆncia C2.
Esta´ assim provado que as treˆs circunfereˆncias se intersetam num ponto T. E´ fa´cil
constatar que este ponto T e´ u´nico.
Falta agora provar que T e´ soluc¸a˜o do Problema de Fermat, isto e´, que AT +BT + CT
e´ mı´nimo, e que esta soluc¸a˜o e´ u´nica. Observe-se que ∠CTB = 120o+120o2 = 120o, e que, de
forma ana´loga, ∠ATB = ∠ATC = 120o.
Consideremos enta˜o um ponto S qualquer no interior ou na fronteira do triaˆngulo [ABC]
(continuamos a considerar que o triaˆngulo [ABC] na˜o tem nenhum aˆngulo igual ou superior
a 120o, o que implica que o ponto T esta´ dentro do triaˆngulo). Com este novo ponto S
e´ poss´ıvel obter um triaˆngulo (possivelmnente degenerado) de ve´rtices A, B e S. Efetue-se
uma rotac¸a˜o deste triaˆngulo [ABS] de centro em B e amplitude 60o no sentido de [SB] para
[AB] (ver Figura 2.6). Sejam A′ e S′ as imagens de A e de S, respetivamente, pela rotac¸a˜o
referida.
Figura 2.6: Rotac¸a˜o do triaˆngulo [ABS] de centro em B e amplitude 60o
Por construc¸a˜o, o triaˆngulo [BSS′] e´ equila´tero, uma vez que ∠SBS′ e´ o aˆngulo de
rotac¸a˜o, e por conseguinte ∠SBS′ = 60o, e BS = BS′, porque [BS′] e´ a imagem de [BS]
pela rotac¸a˜o referida, e como num triaˆngulo, a lados iguais opo˜em-se aˆngulos iguais, ∠BS′S =
∠BSS′ = 120o2 = 60o (ver Figura 2.7).
Para ale´m disso, AS = A′S′. Enta˜o, SA+ SB + SC = S′A′ + S′S + SC. A imagem do
ponto A pela rotac¸a˜o referida na˜o depende da posic¸a˜o do ponto S, e SA+ SB + SC ≥ CA′
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Figura 2.7: O triaˆngulo [BSS′] e´ equila´tero
porque o comprimento da linha poligonal [CSS′A′]
(
S′A′ + S′S + SC
)
e´ superior ou igual ao
do segmento de reta com os mesmos extremos. Portanto, SA+SB+SC atinge seu mı´nimo se
S e S′ pertencerem a [CA′] (ver Figura 2.8). Para um tal S, ∠CSB = 180o−∠BSS′ = 120◦
e ∠BSA = ∠BS′A′ = 180o−∠BS′S = 120o. Logo, ∠ASC = 360o−∠BSA−∠CSB = 120o.
Reciprocamente, se ∠CSB = ∠BSA = 120o enta˜o S e S′ pertencem a [CA′].
Figura 2.8: Linha poligonal e segmento de reta de extremos C e A′
Como para uma escolha diferente S˜, S˜A+ S˜B+ S˜C > CA′, podemos enta˜o concluir que
o ponto que minimiza a soma das distaˆncias determina aˆngulos com 120o de amplitude com
os ve´rtices do triaˆngulo [ABC], logo este ponto e´ o ponto de Torricelli. Esta propriedade
foi publicada por Bonaventura Cavalieri na obra Excercitationes Geometricae: Os aˆngulos
entre os segmentos de reta formados pelos ve´rtices do triaˆngulo e o ponto de Torriceli sa˜o
iguais entre si, e iguais a 120o.
Considerando ainda a construc¸a˜o de Torricelli, os segmentos de reta que se obteˆm unindo
os ve´rtices externos de cada triaˆngulo equila´tero que se construiu aos respetivos ve´rtices
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opostos do triaˆngulo inicial conteˆm o ponto de Torricelli. Ora, ∠PTC + ∠CTA = 120o2 +
240o
2 = 180
o, logo P , T e A sa˜o colineares. Analogamente, Q, T e B sa˜o colineares, e tambe´m
R, T e C.
Estes segmentos sa˜o conhecidos como segmentos de reta de Simpson , uma vez que foi
Thomas Simpson quem provou que os mesmos se intersetam no ponto de Torricelli, em 1750,
no livro Doctrine and Application of Fluxions [62](ver Figura 2.9).
Figura 2.9: Segmentos de Simpson
Em 1834, Franz Heinen provou que os segmentos de reta de Simpson teˆm todos o mesmo
comprimento, comprimento este igual a` soma das distaˆncias entre o ponto de Torricelli e os
treˆs pontos dados.
De facto, quando mostramos que o ponto de Torricelli e´ o ponto que minimiza as
distaˆncias aos ve´rtices do triaˆngulo inicial, provamos que o comprimento de cada segmento
de Simpson e´ exatamente igual a` soma das distaˆncias entre o ponto de Torricelli e os treˆs
pontos dados (ver Figura 2.10).
Figura 2.10: Rotac¸a˜o do triaˆngulo [ATB] de centro em B e amplitude 60o no sentido de TB
para AB e CR = AT +BT + CT
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Vejamos uma prova direta de que os segmentos de Simpson teˆm todos o mesmo compri-
mento.
Consideremos o triaˆngulo formado pelos treˆs pontos dados e os triaˆngulos equila´teros
constru´ıdos externamente sobre os lados do triaˆngulo inicial. Cada um destes novos triaˆngulos
acrescidos do triaˆngulo inicial compo˜e um quadrila´tero. Consideremos enta˜o as diagonais
desses treˆs quadrila´teros (segmentos de Simpson) (ver Figura 2.9).
Figura 2.11: Rotac¸a˜o de centro em A e amplitude 60o do triaˆngulo [ABQ]
Se efetuarmos uma rotac¸a˜o com centro em A de 60o no sentido de [AQ] para [AB] do
triaˆngulo assinalado na figura 2.11, verificamos que a primeira diagonal vai coincidir com a
segunda. E de modo ana´logo, com a terceira, o que permite afirmar que as treˆs diagonais
teˆm o mesmo comprimento.
Fica assim provado que os segmentos de reta de Simpson teˆm todos o mesmo comprimento
e que este comprimento e´ igual a` soma das distaˆncias entre o ponto de Torricelli e os treˆs
pontos dados.
Todos os resultados apresentados ate´ agora nesta secc¸a˜o partiram, como foi referido,
do pressuposto que os aˆngulos internos do triaˆngulo formado pelos treˆs pontos dados no
Problema de Fermat teˆm amplitude inferior a 120o.
O que acontece enta˜o quando o triaˆngulo inicial tem um aˆngulo interno com amplitude
120o?
Consideremos o triaˆngulo [ABC] em que o ∠CAB = 120o.
Qual sera´ a soluc¸a˜o do Problema de Fermat nestas circunstaˆncias? Sera´ poss´ıvel seguir
a linha de pensamento de Torricelli? Vejamos.
Seja C1 a circunfereˆncia que circunscreve o triaˆngulo equila´tero [ACQ] constru´ıdo exter-
namente sobre o lado [AC] do triaˆngulo inicial [ABC], C2 a circunfereˆncia que circunscreve o
triaˆngulo equila´tero [ABR] constru´ıdo externamente sobre o lado [AB] e C3 a circunfereˆncia
que circunscreve o triaˆngulo equila´tero [BCP ] constru´ıdo externamente sobre o lado [BC].
Comecemos por ver que as circunfereˆncias C1 e C2 sa˜o tangentes no ponto A. A mediatriz
de qualquer corda de uma circunfereˆncia conte´m o centro dessa circunfereˆncia, portanto a
mediatriz de [CQ] conte´m o centro de C1 e a mediatriz de [BR] conte´m o centro de C2.
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Figura 2.12: C1, C2 e C3 intersetam-se em A
Para ale´m disso, facilmente se constata que a mediatriz de [CQ] conte´m o ponto A, visto
[CQ] ser o lado oposto a A do triaˆngulo equila´tero [ACQ]. De modo ana´logo, a mediatriz de
[BR] conte´m tambe´m o ponto A. Enta˜o, falta apenas aver´ıguar se os centros de C1 e C2 e o
ponto A sa˜o pontos colineares, o que implicara´ que as circunfereˆncias sa˜o tangentes em A.
Designemos o centro da circunfereˆncia C1 por O1 e o centro da circunfereˆncia C2 por O2. Ora,
uma das condic¸o˜es iniciais e´ que ∠CAB = 120o. Por outro lado, ∠O1AC = ∠BAO2 = 30o.
Enta˜o, ∠O1AC +∠CAB +∠BAO2 = 180o. Logo, O1, O2 e A sa˜o colineares, o que permite
concluir que as circunfereˆncias C1 e C2 sa˜o tangentes no ponto A.
Falta agora mostrar que C3 interseta C1 e C2 tambe´m no ponto A.
Se a soma dos dois aˆngulos opostos num quadrila´tero for 180o, enta˜o o quadrila´tero pode
ser inscrito numa circunfereˆncia.Ora, ∠CAB + ∠CPB = 120o + 60o = 180o. Como ha´ uma
u´nica circunfereˆncia contendo os pontos C, B e P , C3 conte´m o ponto A. Como ja´ foi referido
atra´s, C1 e C2 apenas se intersetam em A, logo C1, C2 e C3 intersetam-se no ponto A.
Posto isto, quando o triaˆngulo inicial tem um aˆngulo com amplitude de 120o, as cir-
cunfereˆncias que circunscrevem os triaˆngulos equila´teros constru´ıdos externamente sobre os
lados do triaˆngulo dado intersetam-se no ve´rtice onde ocorre o aˆngulo de 120o.
Sera´ que a propriedade que Cavalieri apresentou para o ponto de Torricelli tambe´m se
verifica para este novo ponto? “Os aˆngulos entre os segmentos de reta formados pelos ve´rtices
do triaˆngulo e o ponto de Torriceli sa˜o iguais entre si, e iguais a 120o?”Nestas circunstaˆncias,
o nosso novo ponto e´ exatamente um ve´rtice do triaˆngulo, o que implica que so´ se obtenham
dois segmentos de reta, que realmente formam um aˆngulo de 120o.
E segmentos de Simpson? Fara´ sentido considera´-los?
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A definic¸a˜o de segmentos de reta de Simpson aplica-se na perfeic¸a˜o, uma vez que estes
se intersetam no ve´rtice onde ocorre o aˆngulo de 120o (ver Figura 2.13).
Figura 2.13: Segmentos de reta de Simpson quando o triaˆngulo inicial tem um aˆngulo de
120o
Comecemos por provar que as circunfereˆncias C1, C2 e C3 se intersetam num ponto (ver
Figura 2.12).
Os pontos Q e B definem uma reta que conte´m o ponto A, visto que, ∠QAC = 60o,
uma vez que se trata do aˆngulo interno de um triaˆngulo equila´tero, e ∠CAB = 120o. Sa˜o,
portanto, aˆngulos suplementares. O mesmo se verifica para os pontos C e R, que definem
uma reta que tambe´m conte´m o ponto A.
Enta˜o, [QB] ∩ [CR] = A.
Falta so´ averiguar se as concluso˜es de Heinen sobre os segmentos de reta de Simpson
tambe´m se verificam quando o triaˆngulo tem um aˆngulo de 120o. Sera´ que todos os segmentos
de reta de Simpson teˆm o mesmo comprimento?
QB = CR visto que QB = QA + AB e CR = CA + AR, QA = CA, uma vez que
sa˜o lados do mesmo triaˆngulo equila´tero e AB = AR, porque tambe´m sa˜o lados do mesmo
triaˆngulo equila´tero, logo QB = CR. Resta verificar se PA = QB = CR. Se efetuarmos
uma rotac¸a˜o de 60o de [PA] em torno de B, verificamos que [PA] coincide com [CR], logo
PA = QB = CR.
Resta mostrar que A e´ a u´nica soluc¸a˜o do Problema de Fermat. Observemos novamente
a Figura 2.7. Ja´ foi provado que se S e S′ pertencem a [CA′] = [CB] enta˜o S e´ soluc¸a˜o do
problema. Tal ocorre se e so´ se S = A. Logo, A e´ a u´nica soluc¸a˜o do Problema de Fermat.
Suponhamos agora que os treˆs pontos dados no Problema de Fermat definem um triaˆngulo
com um aˆngulo interno com amplitude superior a 120o. Seja enta˜o, ∠CAB > 120o (ver
Figura 2.14).
Voltam-se a colocar as mesmas questo˜es:
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Figura 2.14: Os treˆs pontos dados no problema de Fermat formam um triaˆngulo com um
aˆngulo interno de amplitude superior a 120o
Qual sera´ a soluc¸a˜o do Problema de Fermat nestas circunstaˆncias? Sera´ poss´ıvel seguir
a construc¸a˜o de Torricelli?
Figura 2.15: Resoluc¸a˜o geome´trica de Torricelli aplicada a um triaˆngulo com um aˆngulo
interno de amplitude superior a 120o
Os argumentos que usa´mos nesta secc¸a˜o permitem concluir que as treˆs circunfereˆncias se
intersetam fora do triaˆngulo inicial. Sera´ este ponto a soluc¸a˜o do Problema de Fermat? Ja´
vimos atra´s que qualquer soluc¸a˜o do Problema de Fermat pertence ao interior ou a` fronteira
do triaˆngulo [ABC]. Logo, este ponto na˜o e´ soluc¸a˜o do Problema de Fermat. No in´ıcio desta
secc¸a˜o e´ feita refereˆncia a` descoberta de Heinen que salienta que a soluc¸a˜o do Problema de
Fermat nestas circunstaˆncias e´ o ve´rtice do triaˆngulo inicial em que ocorre o aˆngulo com
amplitude superior a 120o. Vejamos enta˜o como provar a conclusa˜o de Heinen.
Seja S um ponto qualquer no interior ou na fronteira do triaˆngulo [ABC], mas distinto
de A, B ou C. Mostrar-se-a´ que a soma das distaˆncias dos ve´rtices a S e´ superior a` soma
das distaˆncias dos ve´rtices a A, ve´rtice onde ocorre o aˆngulo de amplitude superior a 120o,
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o que permitira´ concluir que esta u´ltima e´ a distaˆncia mı´nima, isto e´, que o ve´rtice A sera´ a
soluc¸a˜o do Problema de Fermat.
Sejam A′ e S′ as imagens dos pontos A e S, respetivamente, pela rotac¸a˜o de centro C e
amplitude 60o(ver Figura 2.16).
Figura 2.16: Rotac¸a˜o de centro C e amplitude 60o dos pontos A e S
Consideremos enta˜o a reta AA′ e a situac¸a˜o em que esta reta interseta [SB] num ponto
U(ver Figura 2.17).
Figura 2.17: A reta AA′ interseta [SB] num ponto U
Recorrendo ao facto de que o comprimento da linha poligonal e´ maior ou igual do que o
comprimento do segmento de reta com os mesmos extremos, obtemos:
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AS + CS +BS = A′S′ + S′S + SU + UB
≥ A′U + UB (2.1)
= A′A+AU + UB
≥ A′A+AB (2.2)
= CA+AB.
Se (2.1) e (2.2) forem igualdades enta˜o os pontos A′, S′, S, U e B tera˜o que ser colineares.
Logo ∠CAB = 180o − ∠A′AC = 120o, o que e´ absurdo. Assim, esta desigualdade e´ uma
desigualdade estrita.
Falta ainda considerar a reta AA′ e a situac¸a˜o em que esta reta na˜o interseta [SB] (ver
Figura 2.18). Neste caso podemos argumentar como antes, trocando os pape´is dos pontos B
e C, isto e´, considerando o ponto A′ obtido de A por rotac¸a˜o de 60o em torno de B.
Figura 2.18: A reta AA′ interseta [CS] num ponto U
Resulta desta ana´lise que a soluc¸a˜o do Problema de Fermat tera´ de ser um dos ve´rtices
A, B ou C. Devemos escolher o ve´rtice cujo aˆngulo tem a maior amplitude, ja´ que este se a
este se opo˜e o lado maior do triaˆngulo, isto e´, o ve´rtice A.
Concluimos enta˜o que sempre que os treˆs pontos dados no Problema de Fermat formam
um triaˆngulo em que a amplitude de um dos aˆngulos internos e´ superior a 120o, a soluc¸a˜o
do problema e´ o ve´rtice do triaˆngulo onde ocorre esse aˆngulo.
A` semelhanc¸a do que fizemos para o caso em que o triaˆngulo inicial tem um aˆngulo interno
de amplitude 120o, devemos agora averiguar se a propriedade que Cavalieri apresentou para
a soluc¸a˜o do Problema de Fermat tambe´m se verifica para este novo ponto. Vejamos.
Cavalieri afirmou que os segmentos de reta formados pelos ve´rtices do triaˆngulo e a
soluc¸a˜o do Problema de Fermat definiam aˆngulos iguais entre si e iguais a 120o. Rapidamente
constatamos que esta propriedade na˜o se verifica neste caso, uma vez que o aˆngulo formado
pelos segmentos de reta [AC] e [AB] tem uma amplitude superior a 120o.
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A obervac¸a˜o da Figura 2.19 permite afirmar que, no caso em que o triaˆngulo inicial tem
um aˆngulo interno com amplitude superior a 120o, os segmentos de reta que se obteˆm unindo
os ve´rtices externos de cada triaˆngulo equila´tero ao respetivo ve´rtice oposto do triaˆngulo
inicial, na˜o se intersetam.
Figura 2.19: Sera´ que existem segmentos de Simpson?
2.2 O caso geral
O famoso livro What is Mathematics de Courant e Robbins, [18], popularizou o problema
“Dado um conjunto finito de pontos num espac¸o me´trico, encontrar uma rede de comprimento
mı´nimo que conecte todos os pontos desse conjunto” com o nome de Problema de Steiner,
uma vez que atribu´ıram a Jakob Steiner a formulac¸a˜o deste problema para o caso em que se
procura acrescentar um u´nico ponto.
Jakob Steiner (1796-1863) foi um dos maiores geo´metras da histo´ria. Nasceu na Suic¸a,
em Utzenstorf, e so´ aos 18 anos frequentou uma escola, em Yverdon, a Escola Estalozzi.
Em 1834 foi indicado para ensinar geometria na Universidade de Berlim, onde se tornou
professor e fez carreira. Publicou uma quantidade significativa de trabalhos no Journal de
Crelle e tambe´m algumas obras, nomeadamente Systematiche entwicklungen, sobre geometria
projetiva.
O Problema de Steiner e´ um problema antigo que sempre suscitou o interesse da comuni-
dade cient´ıfica. Os textos [18, 29, 32, 46] sa˜o a prova disso. Os matema´ticos mais perspicazes
e ate´ os computadores mais ra´pidos tiveram algumas dificuldades em encontrar a soluc¸a˜o
do Problema de Steiner. Na realidade existem alguns processos que permitem resolver o
problema de uma forma recursiva, como veremos mais adiante, mas sa˜o processos que na˜o
produzem resultados em tempo computacionalmente fact´ıvel para um grande nu´mero de
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pontos iniciais. Bern e Graham, em [4], apresentam um dilema que e´ nada mais nada menos
do que um exemplo do Problema de Steiner:
“Uma suposta companhia telefo´nica, chamemos-lhe Steiner, percebeu que poderia econo-
mizar milho˜es de euros se descobrisse a rede de linhas telefo´nicas de comprimento mı´nimo
que interligasse 100 clientes. Na procura da soluc¸a˜o, Steiner contratou uma empresa de
informa´tica, a empresa Cavalieri, conhecida mundialmente pelos seus computadores e pro-
gramas eficientes. Uma semana depois, Cavalieri apresentou um programa para resolver
o problema colocado por Steiner e mostrou que o programa realmente encontrou a rede de
linhas telefo´nicas mais curta para 15 dos clientes, tendo demorado somente uma hora para
o fazer. Steiner pagou a Cavalieri 1 000 euros pelo programa e comprometeu-se a pagar
1 ceˆntimo por cada segundo que o programa iria levar para apresentar a soluc¸a˜o completa.
Quando o programa terminou os ca´lculos para os 100 clientes, a companhia telefo´nica devia
trilio˜es de euros em despesas informa´ticas. Sera´ que Cavalieri vendeu a Steiner um programa
defeituoso?”
O Problema de Steiner tem diversas verso˜es, mas todas elas procuram encontrar a rede
de tamanho mı´nimo que liga v pontos dados, mudando apenas o conjunto a que pertencem
os referidos pontos. Assim, o Problema de Steiner pode ser estudado em Teoria de Grafos
ou como um problema geome´trico, no qual existe uma me´trica que define o peso das arestas,
como as me´tricas euclideana e retil´ınea.
O Problema de Steiner na˜o pode ser resolvido unindo simplesmente os pontos dados,
como ja´ foi provado, na secc¸a˜o anterior, para o caso em que sa˜o dados treˆs pontos.
Courant e Robbins em [18] afirmam que Steiner comec¸ou por estudar a situac¸a˜o apresen-
tada no Problema de Fermat, tendo, posteriormente, generalizado para a situac¸a˜o em que
sa˜o dados n pontos e se procura o ponto do plano que minimiza a soma das distaˆncias dos
pontos dados a esse ponto. Uma generalizac¸a˜o mais interessante e´ a que permite que sejam
acrescentados mais pontos ao conjunto inicial de forma a permitir minimizar o comprimento
total da rede inicial. Analisemos enta˜o este u´ltimo problema, considerando que sa˜o dados
quatro pontos.
Se os quatro pontos forem colineares, a distaˆncia mı´nima entre esses pontos e´ o com-
primento do segmento de reta que une os quatro pontos dados (situac¸a˜o similar a` estudada
na secc¸a˜o anterior, resoluc¸a˜o do Problema de Fermat dados treˆs pontos colineares). Se os
quatro pontos dados estiverem posicionados como se observa na figura 2.20 (ii), enta˜o S e´ o
ponto procurado, uma vez que minimiza a soma das distaˆncias dos pontos dados a si mesmo.
No entanto, se os quatro pontos dados estiverem posicionados como se observa na figura 2.20
(iii), enta˜o sera´ necessa´rio acrescentar dois pontos, S1 e S2, para obter a ligac¸a˜o mais curta
entre esses quatro pontos. Justificaremos esta afirmac¸a˜o nos cap´ıtulos seguintes.
Estes treˆs exemplos conduzem-nos a` generalizac¸a˜o do Problema de Steiner referida no
primeiro para´grafo desta secc¸a˜o, uma vez que nem sempre acescentar um ponto conduz a`
soluc¸a˜o mı´nima, ou porque na˜o e´ necessa´rio acrescentar algum ponto ou porque ao acrescen-
tarmos mais do que um a soma das distaˆncias dos pontos dados a esses pontos minimiza o
comprimento da rede.
aaa
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Figura 2.20: Problema de Steiner com quatro pontos
aaa
“Dados n pontos, encontrar um sistema de segmentos de reta, tal que a soma dos seus
comprimentos seja mı´nima, de tal forma que quaisquer dois dos pontos dados possam ser
unidos por um conjunto de segmentos de reta do sistema.” [18]
Estes pontos que se acrescentaram nas situac¸o˜es da Figura 2.20 (ii) e 2.20 (iii) designam-
se por Pontos de Steiner.
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Cap´ıtulo 3
A´rvores geradoras minimais
No cap´ıtulo anterior ficou claro que, quer para o caso particular de treˆs pontos (Problema
de Fermat), quer para qualquer conjunto de n pontos, a resoluc¸a˜o do Problema de Steiner
passa pela construc¸a˜o de uma estrutura de comprimento mı´nimo, estrutura esta que podera´
ligar somente os pontos dados, A´rvore Geradora Minimal, ou abranger alguns pontos extra.
A Figura 3.1 apresenta a ligac¸a˜o de menor comprimento entre 29 cidades americanas.
Como se pode constatar pela observac¸a˜o da imagem, esta minimizac¸a˜o do comprimento foi
conseguida com recurso a outros pontos que na˜o as 29 cidades iniciais.
A apresentac¸a˜o, ana´lise e discussa˜o do Problema de Steiner necessita de um conhecimento
ba´sico de teoria de grafos, de algoritmos e de complexidade computacional. A leitura
deste cap´ıtulo permite a aquisic¸a˜o de conceitos ba´sicos nestas treˆs a´reas, facilitando assim o
acompanhamento dos restantes cap´ıtulos.
As principais refereˆncias utilizadas para este cap´ıtulo foram [8, 17, 30, 45].
Figura 3.1: Ligac¸a˜o entre 29 cidades com recurso a uma a´rvore - retirada de [4]
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3.1 Conceitos e resultados iniciais em teoria de grafos
Os conceitos apresentados nesta secc¸a˜o, para ale´m das obras ja´ referidas, teˆm por base os
apontamentos da disciplina de Me´todos Finitos do Professor Samuel Lopes e da Professora
Leonor Moreira.
Um grafo G e´ um par (V,E), onde V e´ um conjunto finito e na˜o vazio e E e´ um conjunto
de pares na˜o ordenados de elementos de V.
Os elementos de V sa˜o chamados ve´rtices e os elementos de E sa˜o chamados arestas .
Se u e v sa˜o ve´rtices em V e {u, v}, ou simplesmente uv, e´ uma aresta em E, enta˜o u e
v dizem-se as extremidades da aresta uv. Dizemos, enta˜o que u e v sa˜o adjacentes ou
vizinhos.
Qualquer grafo pode ser representado no plano por um diagrama, em que cada ve´rtice e´
representado por um ponto e cada aresta por uma linha, de tal modo que dois pontos esta˜o
ligados por uma linha se e so´ se os ve´rtices que lhe correspondem sa˜o adjacentes (ver Figura
3.2).
Figura 3.2: Representac¸a˜o no
plano do grafo G1
G1 = (V,E)
V = {v1, v2, v3, v4, v5, v6}
E = {v1v2, v1v3, v1v4, v2v3, v2v5, v3v4, v3v5, v4v6, v5v6}
aaaaaa
aaa
aaa
aaa
Uma outra representac¸a˜o de grafos muito utilizada e´ a representac¸a˜o pela matriz de
adjaceˆncia do grafo.
Dado um grafo G, com n ve´rtices, designa-se por matriz de adjaceˆncia de G, AG =
(aij), a matriz de dimensa˜o n × n, tal que aij e´ igual ao nu´mero de arestas que ligam os
ve´rtices vi e vj .
AG1 =

0 1 1 1 0 0
1 0 1 0 1 0
1 1 0 1 1 0
1 0 1 0 0 1
0 1 1 0 0 1
0 0 0 1 1 0

Matriz de Adjaceˆncia do grafo G1.
O grau de um ve´rtice v e´ o nu´mero de arestas incidentes em v, e designa-se por deg(v).
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A sequeˆncia de graus de G e´ a sequeˆncia dos graus dos ve´rtices de G, ordenados por
ordem decrescente. Por exemplo, a sequeˆncia de graus do grafo G1, representado na figura
3.2, e´ (4, 3, 3, 3, 3, 2).
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Teorema 1. Em qualquer grafo G a soma dos graus dos ve´rtices e´ igual ao dobro do nu´mero
de arestas:∑
v∈V (G) deg(v) = 2 |E (G)|.
Demonstrac¸a˜o. Consideremos o grafoG(V,E) onde V (G) = {v1, v2, ..., vn} e E(G) = {e1, e2, ..., ek},
e a respetiva matriz de adjaceˆncia AG = (aij).
A soma das entradas da linha correspondente ao ve´rtice vi e´ igual a deg (vi), enta˜o, a
soma de todas as entradas da matriz AG e´ igual a
∑
v∈V (G) deg(v).
Por outro lado, a soma de todas as entradas da matriz AG e´ igual ao dobro do nu´mero
de arestas. A aresta ei que liga os ve´rtices vi e vi+1 e´ contabilizada na linha correspondente
ao ve´rtice vi e novamente contabilizada na linha correspondente ao ve´rtice vi+1.
Enta˜o,
∑
v∈V (G) deg(v) = 2 |E (G)|.
Dois grafos G e G’ dizem-se isomorfos se existir uma bijecc¸a˜o f : V (G) → V (G′) tal
que ∀x, y ∈ V (G)({x, y} ∈ E(G)⇔ {f(x), f(y)} ∈ E(G′)) (ver Figura 3.3).
Figura 3.3: Dois grafos isomorfos
G ∼= G′
f : V (G)→ V (G′)
a ↪→ 1
b ↪→ 3
c ↪→ 2
d ↪→ 5
e ↪→ 4
Se G = (V,E) e´ um grafo, dizemos que G′ = (V ′, E′) e´ um subgrafo de (V,E) se V ′ e´
um subconjunto de V e E′ um subconjunto de E e G′ e´ grafo.
Um subgrafo G’ diz-se gerador do grafo G se e´ um subgrafo de G e V (G′) = V (G).
Um subgrafo G′ = (V ′, E′) diz-se induzido de G = (V,E) se E’ for o conjunto de todas
as arestas de G com ambas as extremidades em V’.
Um grafo diz-se completo , e designa-se por Kn, se |V | = n e se cada par de ve´rtices
distintos formar uma aresta (ver Figura 3.4).
aaa
aaa
aaa
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Figura 3.4: Grafo completo K5
Dado um grafo G, designa-se por passeio em G qualquer sequeˆncia na˜o vazia P =
v0e1v1e2...eivi, em que v0, v1, ..., vi ∈ V (G), e1, e2, ..., ei ∈ E(G) e os ve´rtices vk−1 e vk sa˜o
extremos da aresta ek.
Consideremos o grafo G2 = (V2, E2) representado na figura 3.5, onde V2 = {v1, v2, v3, v4}
e E2 = {e1, e2, e3, e4, e5}.
Figura 3.5: Grafo G2
A sequeˆncia P = v1e2v3e4v2e1v1e3v4 define um passeio em G2.
Quando na˜o ha´ repetic¸a˜o de arestas, um passeio designa-se por atalho.
Quando na˜o ha´ repetic¸a˜o de ve´rtices um passeio diz-se um caminho.
A sequeˆncia C = v1e2v3e4v2e5v4 define um caminho em G2.
Um circuito e´ um atalho fechado, isto e´, em que o ve´rtice inicial e o terminal coincidem.
Sempre um circuito conte´m todas as arestas do grafo dizemos tratar-se de um circuito
euleriano.
Um ciclo e´ um grafo com o mesmo nu´mero de ve´rtices e de arestas, cujos ve´rtices podem
ser dispostos em c´ırculo, de forma que dois ve´rtices sa˜o adjacentes se e so´ se sa˜o consecutivos
no c´ırculo.
A sequeˆncia C1 = v1e1v2e5v4e3v1 define um ciclo em G2.
Um grafo G diz-se conexo se, para qualquer par dos seus ve´rtices existir um caminho
que os liga. Caso contra´rio diz-se desconexo. Qualquer grafo desconexo G pode ser expresso
como unia˜o de subgrafos conexos maximais designados por componentes conexas de G.
Na verdade G tem exatamente duas componentes conexas.
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Teorema 2. Seja G(V,E) um grafo conexo com n ve´rtices. Enta˜o, G tem, pelo menos,
(n− 1) arestas.
Demonstrac¸a˜o. Provemos, por induc¸a˜o em n: Para n = 1, so´ ha´ um grafo, conexo, e a
propriedade referida atra´s verifica-se, pois G na˜o tem arestas.
Admitamos, por hipo´tese de induc¸a˜o, que todo o grafo conexoG(V,E), tal que |V (G)| = n
tem, pelo menos, (n− 1) arestas e seja G′(V ′, E′), um grafo conexo tal que |V ′(G′)| = n+ 1.
Admitamos, por reduc¸a˜o ao absurdo, que |E′(G′)| ≤ n−1; neste caso, se todos os ve´rtices
de G′ tiverem grau 2 ou superior, pelo Teorema 1, obte´m-se
2(n+ 1) ≤ 2(n− 1)⇔ 2 ≤ −2; portanto G′ tem pelo menos um ve´rtice de grau 1.
Ao eliminarmos este ve´rtice obtemos um grafo conexo com n ve´rtices.
Por hipo´tese de induc¸a˜o, G tem pelo menos (n − 1) arestas. Logo, G′ tem pelo menos
(n− 1 + 1) = n arestas.
Em Teoria de Grafos podemos definir diversas operac¸o˜es, nomeadamente a remoc¸a˜o de
arestas ou ve´rtices. Seja G = (V,E) um grafo qualquer. Designamos por G \ v o grafo que
se obte´m ao remover o ve´rtice v do grafo G e todas as arestas que lhe sa˜o incidentes:
G \ v = (V \ {v} , E \ { todas as arestas incidentes em v}).
Designamos por G \ e o grafo que se obte´m ao remover a aresta e do grafo G:
G \ e = (V,E \ {e}).
Um ve´rtice v de um grafo conexo G = (V,E) diz-se um ve´rtice de corte se G \ v for
desconexo. De modo ana´logo, uma aresta e de um grafo conexo G diz-se aresta de corte
(ou ponte) se G\e for desconexo. Vejamos, a t´ıtulo de exemplo, o que acontece ao grafo G3
(ver Figura 3.6) quando removemos o ve´rtice v5. Ora, ao removermos o ve´rtice v5 temos que
remover tambe´m todas as arestas que lhe sa˜o incidentes. Assim, obte´m-se um novo grafo,
desconexo, com duas componentes conexas. Logo, v5 e´ um ve´rtice de corte de G3. De modo
ana´logo, quando removemos a aresta e1 de G3 obtemos um novo grafo, desconexo, com duas
componentes conexas. Enta˜o, e1 e´ aresta de corte de G3.
Figura 3.6: Grafo G3
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Observemos ainda que se G na˜o tem ciclos e e ∈ E(G) enta˜o G \ e e´ desconexo porque se
existisse um caminho a ligar x a y em G\e, esse caminho juntamente com a aresta e formam
um ciclo de G. (2)
Um grafo com peso e´ um grafo em que a cada aresta e´ associado um nu´mero real, isto
e´, ao qual esta´ associada uma func¸a˜o ω : E → R. Este peso pode representar comprimento,
tempo, custo, ou outra coisa qualquer que a modelac¸a˜o do problema em questa˜o exija. A
soma dos pesos de todas as arestas e´ o peso total do grafo. Assim, ω(G) =
∑
ei∈E(G) ω(ei). Ao
longo do texto sera˜o usadas as expresso˜es “peso do grafo”, “custo do grafo”e “comprimento
do grafo”, todas elas com o mesmo significado.
Figura 3.7: Grafo com peso
Um grafo simples G e´ uma a´rvore se e so´ se for um grafo conexo sem ciclos, como no
exemplo da Figura 3.8.
Figura 3.8: Exemplo de uma a´rvore
Como veremos a seguir as a´rvores gozam de va´rias propriedades interessantes que as
tornam num tipo de grafo muito especial.
aaa
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Teorema 3. Seja G(V,E) um grafo finito e |V (G)| = n. As afirmac¸o˜es seguintes sa˜o
equivalentes:
1. G e´ uma a´rvore;
2. G na˜o conte´m ciclos e tem n− 1 arestas;
3. G e´ conexo e tem n− 1 arestas;
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4. G e´ conexo e toda a aresta e´ uma aresta de corte;
5. Todo o par de ve´rtices de G e´ ligado por um u´nico caminho;
6. G na˜o conte´m ciclos, mas a adic¸a˜o de uma aresta produz um ciclo.
Demonstrac¸a˜o. (1) ⇒ (2) Por induc¸a˜o matema´tica sobre o nu´mero de ve´rtices n: Para
n = 1, a implicac¸a˜o verifica-se uma vez que a u´nica a´rvore com 1 ve´rtice tem 0 arestas.
Suponhamos que a implicac¸a˜o e´ verdadeira para todas as a´rvores com menos de n ≥ 2
ve´rtices. Por definic¸a˜o, G na˜o conte´m ciclos, logo, como observamos em (2), a remoc¸a˜o
de qualquer aresta, subdivide o grafo em duas componentes, G′ e G′′, que sa˜o a´rvores.
Suponhamos agora que G′ tem n′ ve´rtices e que G′′ tem n′′ ve´rtices, tal que n′ + n′′ = n.
Por hipo´tese de induc¸a˜o, |E(G′)| = n′ − 1 e |E(G′′)| = n′′ − 1. Enta˜o, o nu´mero total de
arestas e´ dado por
|E(G)| = |E(G′)|+ |E(G′′)|+ 1 = n′ − 1 + n′′ − 1 + 1 = n− 1.
(2) ⇒ (3) Suponhamos que G na˜o e´ conexo. Enta˜o, cada componente de G e´ um grafo
conexo sem ciclos, pelo que, por hipo´tese, o nu´mero de ve´rtices de cada componente excede
em uma unidade o nu´mero de arestas. Logo, o nu´mero total de ve´rtices de G, excede o
nu´mero total de arestas de G em pelo menos duas unidades, o que contradiz a hipo´tese de
G ter n− 1 arestas.
(3) ⇒ (4) Como G e´ conexo, com n − 1 arestas, a remoc¸a˜o de qualquer aresta produz
um grafo com n ve´rtices e n − 2 arestas. Mas, um grafo conexo com n ve´rtices tem, pelo
menos, n − 1 arestas, como ja´ foi provado no teorema 2. Enta˜o, o grafo que se obte´m apo´s
a remoc¸a˜o da aresta na˜o e´ conexo.
(4)⇒ (5) Dados dois ve´rtices quaisquer v1 e v2, por definic¸a˜o de grafo conexo, existe um
caminho P que liga v1 a v2. Por hipo´tese, qualquer aresta do caminho P e´ uma aresta de
corte, enta˜o, esse caminho e´ u´nico.
(5) ⇒ (6) Suponhamos que G conte´m um ciclo. Enta˜o, quaisquer dois ve´rtices desse
ciclo esta˜o ligados por, pelo menos, dois caminhos. Logo, existem pelo menos dois ve´rtices
de G que esta˜o ligados por mais do que um caminho. Assim, podemos concluir que se entre
quaisquer dois ve´rtices de G existe um u´nico caminho, enta˜o G na˜o conte´m ciclos. Ale´m
disso, se juntarmos uma nova aresta e = xy a ligar dois ve´rtices distintos de G, essa aresta
juntamente com o caminho que os liga forma um ciclo.
(6) ⇒ (1) Suponhamos que G satisfaz a hipo´tese, mas na˜o e´ conexo (o contra´rio do
que pretendemos mostrar). Se acrescentarmos uma aresta a G que ligue dois ve´rtices que
pertenc¸am a componentes distintas, na˜o se forma nenhum ciclo, o que e´ uma contradic¸a˜o.
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Teorema 4. Cada a´rvore na˜o trivial conte´m pelo menos dois ve´rtices de grau um.
Demonstrac¸a˜o. Seja G uma a´rvore na˜o trivial com n ve´rtices e com a sequeˆncia de graus
d1 ≤ d2 ≤ ... ≤ dn. Suponhamos, por reduc¸a˜o ao absurdo, que G tem no ma´ximo um ve´rtice
de grau 1. Enta˜o, d1 ≥ 1 e ∀2≤i≤n, di ≥ 2.Enta˜o,
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2(n− 1) = 2 |E(G)|
e, como se provou no Teorema 1,
2 |E(G)| = ∑1≤j≤n dj = d1 +∑2≤j≤n dj ≥ 1 + 2(n− 1)
o que e´ absurdo.
Assim, pelo menos dois dos ve´rtices de G teˆm grau 1.
3.2 Construc¸a˜o da A´rvore Geradora Minimal de um grafo
Dado um grafo G, designa-se por a´rvore geradora de G, todo o subgrafo gerador de G que
e´ uma a´rvore.
Na figura 3.9 podemos observar um grafo G4 seguido de duas a´rvores geradoras para esse
mesmo grafo.
Figura 3.9: Um grafo G4 e duas das suas a´rvores geradoras T1 e T2
Quando estamos perante grafos com pesos podemos qualificar as suas a´rvores geradoras
atrave´s da soma total dos pesos das arestas. Claro que esta caraterizac¸a˜o conduz a um
problema muito interessante e fulcral para o estudo em questa˜o nesta dissertac¸a˜o: como
identificar uma a´rvore que minimiza essa soma? Uma tal a´rvore designa-se por A´rvore
Geradora Minimal. Enta˜o, se G(V,E) e´ um grafo finito conexo e cada aresta possui
um peso conhecido ω(e), o problema da a´rvore geradora minimal e´ encontrar uma a´rvore
geradora, G′(V,E′), para a qual a soma dos pesos das arestas seja mı´nima.
AAA
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Teorema 5. Todo o grafo conexo admite uma a´rvore geradora.
Demonstrac¸a˜o. Seja G(V,E) um grafo conexo. Procuremos enta˜o uma aresta em G que
possa ser removida sem que o grafo fique desconexo. Bem , ou tal aresta na˜o existe e, por
conseguinte, ja´ encontra´mos uma a´rvore geradora, ou, a tal aresta existe e enta˜o procedemos
a` sua remoc¸a˜o. Vamos repentindo o processo ate´ ocorrer a primeira situac¸a˜o.
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O estudo do Problema de Steiner envolve o estudo de a´rvores geradoras. O teorema
seguinte, conhecido como Teorema de Cayley, conta o nu´mero de a´rvores geradoras de
um grafo completo.
Teorema 6. O nu´mero de a´rvores geradoras do grafo completo de ordem n ∈ N e´ dado por
nn−2.
Figura 3.10: Todas as a´rvores geradoras de 4 ve´rtices
O diagrama da Figura 3.10 comporta todas as a´rvores geradoras com 4 ve´rtices. Observe-
se que as a´rvores esta˜o etiquetadas. Rapidamente se constata que os elementos de cada
coluna podem ser obtidos a partir de uma rotac¸a˜o dos elementos da primeira coluna. Todos
os grafos do diagrama sa˜o diferentes, uma vez que cada um tem um conjunto diferente de
adjaceˆncias. Vejamos, por exemplo, 1 e´ adjacente a 3 no primeiro grafo, o que ja´ na˜o se
verifica no segundo.
O resultado do Teorema 6, deduzido por Arthur Cayley, em 1889, pode ser demonstrado
de diversas formas (consultar [1]). Nesta dissertac¸a˜o opta´mos por fazer uma prova estabe-
lendo uma bijec¸a˜o entre o conjunto das a´rvores geradoras e um outro conjunto cujo nu´mero
de elementos seja ja´ conhecido.
O que se pretende e´ encontrar uma bijec¸a˜o entre o conjunto das sequeˆncias compostas
por n− 2 elementos escolhidos entre n, (p1, p2, ..., pn−2) tais que 1 ≤ pi ≤ n, de que sabemos
o cardinal (n× n× ...× n︸ ︷︷ ︸
n−2
) e o conjunto das a´rvores geradoras com n ve´rtices.
Seja T = (V,E) uma a´rvore. Iniciemos uma sequeˆncia S de ve´rtices vazia. Comecemos
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enta˜o por remover de T o ve´rtice de grau 1 com menor etiqueta, acrescentando o u´nico
ve´rtice que lhe e´ adjacente a` sequeˆncia S. O processo repete-se ate´ restarem apenas dois
ve´rtices de grau 1. E´ imediato constatar que este processo conduz a uma u´nica representac¸a˜o
para T , armazenada em S, denominada por co´digo de Pru¨fer.
Construimos a sequeˆncia S associada a T , comec¸ando pela etiqueta do ve´rtice adjacente
ao ve´rtice de grau 1 de T com menor etiqueta; no exemplo abaixo, o ve´rtice de grau 1 de
menor etiqueta e´ o 2 e a etiqueta do ve´rtice adjacente e´ 4. Assim, o primeiro elemento da
sequeˆncia S e´ o 4. Em seguida, retiramos o ve´rtice 2 a` a´rvore T , obtendo de novo uma
a´rvore, e repetimos o processo anterior, acrescentando a` sequeˆncia como segundo elemento a
etiqueta do ve´rtice adjacente ao ve´rtice de grau 1 de T \ {2} de menor etiqueta; no exemplo
abaixo o ve´rtice 4 e´ o ve´rtice de grau 1 de menor etiqueta, ve´rtice este adjacente ao ve´rtice
7, logo 7 e´ o segundo elemento da sequeˆncia S. E assim sucessivamente ate´ obtermos uma
a´rvore com apenas dois ve´rtices.
A partir da a´rvore da Figura 3.11 obtemos o Co´digo de Pru¨fer {4, 7, 1, 1, 3}:
Figura 3.11: A´rvore com Co´digo de Pru¨fer {4, 7, 1, 1, 3}
C = {4} {4, 7} {4, 7, 1} {4, 7, 1, 1} {4, 7, 1, 1, 3}
Figura 3.12: Exemplo de uma codificac¸a˜o de Pru¨fer
Reciprocamente, construimos a a´rvore T associada a S ligando o ve´rtice de menor
etiqueta que na˜o pertence a` sequeˆncia S ao primeiro elemento da sequeˆncia; no exemplo
abaixo o ve´rtice de menor etiqueta que na˜o pertence a S e´ o 2, assim ligamos o ve´rtice 2 ao
ve´rtice cuja etiqueta e´ o primeiro elemento da sequeˆncia S, o 4. A a´rvore T fica assim com
uma aresta {2, 4}. O elemento 4 e´ retirado da sequeˆncia S. De seguida iniciamos novamente
o processo: averiguando qual o ve´rtice de menor etiqueta que na˜o pertence a` sequeˆncia
{7, 1, 1, 3} e que pertence a T \ {2}, neste caso o ve´rtice 4. Agora o ve´rtice 4 e´ tambe´m
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retirado da segunda sequeˆncia. Ao fim de 5 passos o grafo tem 7 ve´rtices e 5 arestas e para
obter a a´rvore pretendida basta ligar os ve´rtices que pertencem a T \ {2, 4, 5, 6, 7}.
A partir do Co´digo de Pru¨fer {4, 7, 1, 1, 3} obtemos a a´rvore da Figura 3.11 por adic¸a˜o
sequencial das arestas conforme a segunda coluna da tabela abaixo.
{4, 7, 1, 1, 3} {2, 4}
{7, 1, 1, 3} {4, 7}
{1, 1, 3} {5, 1}
{1, 3} {6, 1}
{3} {3, 7}
aaa
Fixada a ordem linear no conjunto dos ve´rtices V : 1, 2, · · · , n, a func¸a˜o f associa a
cada a´rvore T uma sequeˆncia de n − 2 ve´rtices, f(T ) = t1, t2, · · · , tn−2 escolhendo para s1
o primeiro ve´rtice de grau 1 em T e fazendo t1 o ve´rtice de T adjacente a s1 retirando s1
a T e repetindo o processo para T1 = T − s1, no i-e´simo passo escolhe si o menor ve´rtice
em Vi−1 = V \ {s1, s2, · · · , si−1} que tem grau 1 em Ti−1 = T \ {s1, s2, · · · , si−1}. Ao fim de
n− 2 passos obtem a imagem de T .
Observemos que, a cada passo:
E´ obtida uma nova a´rvore, Ti = Ti−1 − si com menos um ve´rtice e menos uma aresta
que a anterior; assim ao fim dos n − 2 passos restam n − (n − 2) = 2 ve´rtices ligados por
(n − 1) − (n − 2) = 1 aresta e o grau de cada ve´rtice de Ti e´ igual ao seu grau em Ti−1,
excepto para o ve´rtice ti cujo grau diminui em uma unidade; assim dTi(ti) = dT (ti)− k onde
k = |{j : 1 ≤ j ≤ i, tj = ti}| ≥ 1. O ve´rtice si que tinha grau 1 em Ti−1 na˜o pertence a Ti.
Assim, podemos concluir que, para todo o v ∈ V , dT (v) = kv + 1, onde kv e´ o nu´mero
(≥ 0) de vezes que o ve´rtice ocorre na sequeˆcia f(T ), ja´ que os ve´rtices em {a, b} = V \
{s1, s2, · · · , sn−2}, teˆm em Tn−2 grau 1 e os do conjunto {s1, s2, · · · , sn−2}, foram retirados
quando tinham grau 1.
Reciprocamente define-se
g : V × V × · · ·(n−2) × V → T (Kn)
g associa a cada sequeˆncia de n− 2 ve´rtices, t = (t1, t2, · · · , tn−2) uma a´rvore escolhendo
para s1 o primeiro ve´rtice de V \ {t1, t2, · · · , tn−2} e fazendo τ1 o grafo que tem V como
conjunto de ve´rtices e uma so´ aresta s1t1. No i-e´simo passo escolhe si o menor ve´rtice em
Vi−1 = V \ {s1, s2, · · · , si−1} que na˜o pertence a {ti, ti+1, · · · , tn} e faz τi = τi−1 + {siti}. Ao
fim de n− 2 passos o grafo τn−2 tem n ve´rtices e n− 2 arestas; a imagem g((t1, t2, · · · , tn))
e´ o grafo τn−2 + {xy} onde {x, y} = V \ {s1, s2, · · · , sn−2}.
Para concluir que se trata de uma bijec¸a˜o falta apenas verificar que as duas func¸o˜es sa˜o
a inversa uma da outra. Esta prova pode ser consultada em [8].
Teorema 7. Seja G um grafo conexo, enta˜o e ∈ E(G) e´ uma aresta de corte se e so´ se a
aresta e pertence a todas as a´rvores geradoras de G.
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Demonstrac¸a˜o. Seja v1v2 uma aresta de corte de G e suponhamos que existe uma a´rvore
geradora T de G tal que a aresta de corte v1v2 /∈ E(T ). Por definic¸a˜o de a´rvore geradora,
em T existe um caminho P que liga v1 a v2, o que contradiz o facto de v1v2 ser uma aresta
de corte. Reciprocamente, se a aresta v1v2 pertence a todas as a´rvores geradoras, enta˜o a
aresta v1v2 e´ o u´nico caminho entre v1 e v2 e, por conseguinte, e´ uma aresta de corte.
Apesar de o nu´mero de a´rvores geradoras crescer exponencialmente com o nu´mero de
ve´rtices o problema da determinac¸a˜o de uma a´rvore geradora de custo mı´nimo pode ser
resolvido em tempo u´til porque existem diversos algoritmos para o resolver.
O primeiro algoritmo proposto para encontrar a a´rvore geradora minimal foi publicado
por Boru¨vka, em 1926, no artigo “O jiste´m proble´mu minima´ln´ım”com o intuito de produzir
uma a´rvore geradora minimal para uma rede de distribuic¸a˜o de energia ele´trica. A ideia geral
deste algoritmo consiste em comec¸ar por ligar cada ve´rtice ao seu vizinho mais pro´ximo,
depois, ligar cada a´rvore a` outra a´rvore que lhe estiver mais pro´xima, ate´ que todos os ve´rtices
do grafo estejam inseridos na a´rvore. Portanto, este algoritmo carateriza-se pela divisa˜o do
grafo inicial em va´rios subgrafos para os quais e´ calculada a a´rvore geradora minimal. Este
algoritmo e´ recursivo e so´ termina quando existe apenas uma componente conexa. Para
implementar este algoritmo e´ necessa´rio assumir que arestas distintas teˆm pesos distintos.
Esta suposic¸a˜o na˜o e´ particularmente restritiva uma vez que, qualquer func¸a˜o associada ao
grafo pode ser convertida numa outra que seja injetiva, a partir de pequenas alterac¸o˜es nos
pesos iguais. Estas pequenas alterac¸o˜es na˜o se refletira˜o de forma significativa no peso total
do grafo e evitara˜o o aparecimento de ciclos aquando da implementac¸a˜o do algoritmo.
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Algoritmo de Boru¨vka
Procedimento:
1. Para cada ve´rtice escolher a aresta com menor peso incidente no ve´rtice. Se, para um
determinado ve´rtice, a aresta de menor peso ja´ estiver selecionada em func¸a˜o de outro
ve´rtice, na˜o se seleciona mais nenhuma. Aqui va˜o surgir va´rios subgrafos.
2. a) Se o passo anterior der origem a um grafo desconexo, considerar cada componente
conexa gerada em (1) como um ve´rtice do grafo a tratar, isto e´, determinar para cada
uma dessas componentes a aresta incidente num dos seus ve´rtices, de menor peso, em
que a outra extremidade esta´ numa outra componente.
b) Se o grafo for conexo parar.
3. Quando o algoritmo pa´ra, a a´rvore geradora constru´ıda tem como arestas todas as
arestas inclu´ıdas a cada passo do algoritmo.
No exemplo seguinte e´ apresentado um grafo em que arestas distintas teˆm o mesmo
peso, mas que na˜o interfere na aplicac¸a˜o do algoritmo.
AAA
Grafo inicial G = (V,E).
AAA
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O algoritmo de Boru¨vka comec¸a por escolher, para
cada ve´rtice a aresta de menor peso incidente nesse
ve´rtice. A aresta de menor peso incidente em B ja´
foi selecionada por ser tambe´m a aresta de menor
peso incidente em A, logo na˜o se seleciona mais
nenhuma aresta para o ve´rtice B.
AAA
AAA
Como se obteve um grafo desconexo, devemos con-
siderar cada componente conexa do grafo obtido no
passo anterior como um ve´rtice do grafo a tratar e
repetir o passo 1. Assim, a aresta de menor peso
incidente na componente de ve´rtices A,B,C e´ BE,
aresta que liga as duas componentes conexas.
AAA
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A´rvore geradora minimal obtida a partir da
aplicac¸a˜o do Algoritmo de Boru¨vka. AAA
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Atualmente, os dois algoritmos mais utilizados para resolver este tipo de problema sa˜o o
algoritmo de Prim e o o algorimto de Kruskal, que sa˜o dois algoritmos gulosos.
Algoritmos gulosos sa˜o algoritmos que fazem uma escolha o´tima local em cada fase, ou
seja, a melhor escolha naquele momento em particular.
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Algoritmo de Kruskal
O algoritmo de Kruskal considera o conjunto de todos os ve´rtices de V e vai escolhendo
gradualmente arestas, de menor custo, ate´ obter uma u´nica componente conexa. Este
algoritmo inicialmente considera o peso de todas as arestas devidamente ordenados. Depois,
em cada fase, a aresta de menor peso e´ adicionada a` a´rvore, exceto quando esta forma um
ciclo com as que ja´ foram selecionadas.
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Procedimento:
1. Escolher a aresta de menor peso.
2. a) Se todos os ve´rtices de G pertencem a` mesma componente conexa, parar.
b) Se existir mais do que uma componente conexa escolher a aresta de menor peso
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entre as que ainda na˜o foram selecionadas.
3. a) Se a aresta escolhida formar um ciclo com as que ja´ estavam selecionadas, enta˜o e´
rejeitada e o passo (2) repetido.
b) Se a aresta escolhida na˜o formar um ciclo com as que ja´ estavam selecionadas, enta˜o
a aresta e´ adicionada ao conjunto das arestas da a´rvore geradora minimal.
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Grafo inicial G = (V,E). Nesta primeira fase,
o algoritmo de Kruskal considera todos os
ve´rtices V = {A,B,C,D,E, F} e o conjunto
das arestas devidamente ordenado E =
{DE,AB,BC,CD,BE,AC,AE,EF,DF,AF}.
O algoritmo parte do conjunto de todos os ve´rtices.
T0 (V, φ)
AAA
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Efetua-se o primeiro passo: Escolher a aresta de
menor peso.
Como existe mais do que uma componente conexa e
na˜o foi formado nenhum ciclo, a aresta e´ adicionada
ao conjunto das arestas.
T1 (V, {DE})
AAA
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Repete-se o passo 1.
E como se manteˆm as condic¸o˜es descritas atra´s:
T2 (V, {DE,AB})
AAA
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Repete-se o passo 1.
E como se manteˆm as condic¸o˜es descritas atra´s:
T3 (V, {DE,AB,BC})
AAA
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Repete-se o passo 1.
E como se manteˆm as condic¸o˜es descritas atra´s:
T4 (V, {DE,AB,BC,CD})
AAA
46
AAA
Repete-se o passo 1.
Agora a aresta de menor peso e´ BE, mas ao es-
colhermos esta aresta formamos um ciclo, por isso,
esta aresta e´ eliminada e volta-se a escolher a aresta
de menor peso seguinte: AC. Aqui voltamos a
constatar que se obte´m um ciclo. Passamos enta˜o a`
aresta de menor peso seguinte: AE. Aqui voltamos
a constatar que se obte´m um ciclo. Passamos enta˜o
a` aresta de menor peso seguinte: EF .
T5 (V, {DE,AB,BC,CD,EF})
O algoritmo pa´ra visto ja´ so´ existir uma compo-
nente conexa.
AAA
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A´rvore geradora minimal obtida a partir da
aplicac¸a˜o do Algoritmo de Kruskal.
AAA
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A t´ıtulo de exemplo vamos apresentar a prova de que o algoritmo de Kruskal permite
determinar uma a´rvore geradora minimal.
Teorema 8. Se G e´ um grafo conexo, enta˜o o algoritmo de Kruskal determina uma a´rvore
geradora minimal.
Demonstrac¸a˜o. Vamos mostrar, por reduc¸a˜o ao absurdo, que a a´rvore que este algoritmo
determina e´ uma a´rvore geradora minimal.
Ordenando as arestas segundo os respetivos custos vem: ω(e1) ≤ ω(e2) ≤ ... ≤ ω(ep).
Suponhamos que a a´rvore T , determinada pelo algoritmo de Kruskal, na˜o e´ o´tima.
Seja T ′ uma a´rvore com ω (T ′) < ω (T ) escolhida entre as que verificam a desigualdade
de tal modo que a sua intersec¸a˜o com T tenha o maior nu´mero de arestas. Enta˜o, ek e´ a
pro´xima aresta a inserir no conjunto das arestas que va˜o formar T e e´ tal que ek /∈ E(T ′).
Logo, E(T ′)
⋃ {ek} conte´m um ciclo C que, necessariamente, conte´m uma aresta e que na˜o
pertence a E(T ) e e´ tal que ω(e) ≥ ω(ek). Logo, substituindo E(T ′) por (E(T ′)\{e})
⋃ {ek}
obte´m-se uma a´rvore geradora T˜ de custo na˜o superior ao custo de T ′.
Se ω(e) > ω(ek), enta˜o T˜ tem custo inferior ao de T
′ o que e´ absurdo, uma vez que, por
hipo´tese, T ′ e´ uma a´rvore o´tima. Se ω(e) = ω(ek), enta˜o T˜ tem custo igual ao de T ′ o que e´
absurdo, uma vez que T˜ tem pelo menos as k primeiras arestas coincidentes com as de T (o
que contraria a definic¸a˜o de T ′).
Logo, T ′ e´ uma a´rvore geradora minimal.
AAA
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Algoritmo de Prim
O algoritmo de Prim, tambe´m conhecido como algoritmo do vizinho mais pro´ximo,
comec¸a por escolher um ve´rtice arbitra´rio v, a partir do qual se escolhe a aresta e de menor
peso de entre as que lhe sa˜o incidentes. Em cada fase e´ adicionada a` a´rvore a aresta de custo
mı´nimo com um ve´rtice pertencente a` a´rvore do passo anterior e outro na˜o. Assim, em cada
passo temos uma a´rvore (grafo conexo com n−1 arestas). O processo termina quando todos
os ve´rtices do grafo inicial esta˜o inseridos na a´rvore.
Procedimento:
1. Escolher um ve´rtice arbitra´rio v.
2. Escolher a aresta de menor peso incidente num dos ve´rtices da a´rvore e noutro ve´rtice
que ainda na˜o pertenc¸a a` a´rvore. Esta aresta e este novo ve´rtice sa˜o anexados a` a´rvore
referida.
3. a) Se a a´rvore obtida contiver todos os ve´rtices do grafo inicial, o algoritmo pa´ra.
b) Se a a´rvore obtida na˜o contiver todos os ve´rtices do grafo inicial, repete-se o passo
anterior.
AAA
Grafo inicial G = (V,E). O algoritmo de Prim
comec¸a por escolher um ve´rtice arbitra´rio. Seja A
esse ve´rtice.
T0 ({A} , φ)
AAA
AAA
Efetua-se o segundo passo: escolher a aresta de
menor peso incidente num dos ve´rtices da a´rvore e
noutro ve´rtice que ainda na˜o pertenc¸a a` a´rvore.
T1 ({A,B} , {AB})
Como a a´rvore T1 ainda na˜o conte´m todos os
ve´rtices de G, o processo repete-se.
AAA
AAA
Repete-se o segundo passo.
T2 ({A,B,C} , {AB,BC})
Como a a´rvore T2 ainda na˜o conte´m todos os
ve´rtices de G, o processo repete-se.
AAA
AAA
Repete-se o segundo passo.
T3 ({A,B,C,D} , {AB,BC,CD})
Como a a´rvore T3 ainda na˜o conte´m todos os
ve´rtices de G, o processo repete-se.
AAA
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AAA
Repete-se o segundo passo.
T4 ({A,B,C,D,E} , {AB,BC,CD,DE})
Como a a´rvore T4 ainda na˜o conte´m todos os
ve´rtices de G, o processo repete-se.
AAA
AAA
Repete-se o segundo passo.
T5 ({A,B,C,D,E, F} , {AB,BC,CD,DE,EF})
Como V (T5) = V (G) o algoritmo pa´ra.
AAA
AAA
T5 e´ a a´rvore geradora minimal obtida a partir da
aplicac¸a˜o do Algoritmo de Prim.
AAA
3.3 Algoritmos e Complexidade Computacional
A Complexidade Computacional e´ uma a´rea de estudo que alia a Matema´tica a` Cieˆncia
da Computac¸a˜o e que estuda a classificac¸a˜o de problemas com base na complexidade dos
algoritmos que os resolvem.
Designamos por problemas computacionais, ou problemas algor´ıtmicos, uma vez que
todos sa˜o resolvidos com recurso a algoritmos, aqueles que sa˜o adequados para ser resolvidos
recorrendo ao computador e que teˆm um conjunto de resultados claramente definido.
Na secc¸a˜o anterior sa˜o apresentados alguns algoritmos para obter a´rvores geradoras
minimais. Mas o que e´ afinal um algoritmo? Um algoritmo e´ uma sequeˆncia finita de
instruc¸o˜es, na˜o amb´ıguas, que podem ser executadas num computador para se resolver um
determinado problema.
Por vezes, os algoritmos na˜o devolvem a resposta exata ao problema dado e nestas
circunstaˆncias assumem a designac¸a˜o de heur´ısticas. Recorremos a heur´ısticas sempre que o
tempo gasto pelo melhor algoritmo que existe para o problema e´ maior do que o dispon´ıvel ou
a quantidade de memo´ria necessa´ria para resolver o problema e´ maior do que a quantidade
de memo´ria dispon´ıvel ou ainda quando na˜o se sabe como resolver o problema de forma
exata.
No que concerne a` complexidade dos algoritmos averigua-se quais sa˜o os requisitos de
tempo e de memo´ria de um determinado algoritmo em func¸a˜o do tamanho dos dados.
Relativamente a` complexidade de problemas averigua-se qual e´ a complexidade do algo-
ritmo de menor complexidade que resolve o problema.
A complexidade de um algoritmo ou de um problema e´ dita polinomial se e´ limitada por
um polino´mio, e e´ dita exponencial se cresce de acordo com a func¸a˜o exponencial.
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Os problemas computacionais podem ser agrupados em treˆs tipologias distintas, mediante
a resposta que se procura:
• Problema de decisa˜o
Um problema de decisa˜o e´ um problema onde as u´nicas respostas poss´ıveis sa˜o sim ou
na˜o (ou 1 ou 0).
• Problema de busca
Um problema de pesquisa e´ um problema em que o objetivo e´ encontrar umas das
muitas respostas poss´ıveis.
• Problema de otimizac¸a˜o
Um problema de otimizac¸a˜o e´ um problema em que o objetivo e´ encontrar a melhor
resposta poss´ıvel, a soluc¸a˜o o´tima.
Um algoritmo designa-se por algoritmo determin´ıstico se a cada instante, o passo seguinte
e´ especificado, isto e´, se o ca´lculo do passo seguinte depende apenas do valor que o algoritmo
esta´ a ler naquele instante e da pro´xima instruc¸a˜o algor´ıtmica.
Os problemas computacionais podem ainda ser agrupados em classes mediante a sua
complexidade computacional. Consideremos duas dessas classes: a classe P e a classe NP .
Um problema computacional pertence a` classe de complexidade P quando e´ pass´ıvel de
ser resolvido com recurso a uma func¸a˜o polinomial, o que implica uma resoluc¸a˜o num curto
per´ıodo de tempo (tempo polinomial). Este tipo de problemas sa˜o resolvidos por algoritmos
determin´ısticos e sa˜o, geralmente, designados por problemas de resoluc¸a˜o eficiente.
Um problema computacional pertence a` classe de complexidade NP se se trata de um
problema de resoluc¸a˜o polinomial, mas que apenas pode ser resolvido por um algoritmo na˜o
determin´ıstico.
Dois problemas teˆm complexidade teoricamente semelhante quando pertencem a` mesma
classe de complexidade.
Garey, Graham e Johnson [27] mostraram que o Problema de Steiner e´ NP-dif´ıcil e reu´ne
tanto carater´ısticas de um problema cont´ınuo quanto de um problema discreto. Posto isto,
e´ pertinente a utilizac¸a˜o de algoritmos heur´ısticos.
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Cap´ıtulo 4
A´rvores de Steiner
Ao longo deste cap´ıtulo estudaremos as A´rvores de Steiner: tipos de a´rvores, propriedades
ba´sicas, unicidade, metodologia de construc¸a˜o e outros resultados pertinentes. Para ale´m
das refereˆncias feitas ao longo do cap´ıtulo recomenda-se a leitura de [13, 25].
4.1 Alguns conceitos preliminares
Na secc¸a˜o 2.2 foi enunciado o Problema de Steiner generalizado, segundo Courant e Robbins
[18]:
“Dados v pontos, encontrar um sistema de segmentos de reta, tal que a soma dos seus
comprimentos seja mı´nima e de tal forma que quaisquer dois dos pontos dados possam ser
unidos por um conjunto de segmentos de reta do sistema.”
Foi referido que o Problema de Steiner tem diversas verso˜es, mediante o conjunto a que
pertencem os pontos iniciais. Assim, o Problema de Steiner pode, por exemplo, ser estudado
em teoria de grafos ou como um problema geome´trico.
Figura 4.1: Resoluc¸a˜o do Problema de Steiner em Grafos para os quatro ve´rtices iniciais A,
B, C e D
Assim o Problema de Steiner em Grafos consiste em, dado um grafo e uma func¸a˜o
peso associada a`s suas arestas, determinar uma a´rvore geradora minimal desse grafo (ver
Figura 4.1). A resoluc¸a˜o deste problema foi descrita no cap´ıtulo anterior. Para uma leitura
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complementar recomendamos [15, 43, 53, 55].
Ao estudarmos o Problema de Steiner como um problema geome´trico em Rn temos
que explicitar a me´trica que sera´ considerada. A t´ıtulo de exemplo referimos as me´tricas
euclideana e retil´ınea. O Problema de Steiner Retil´ıneo [28, 33] tem como objetivo encontrar
um sistema de segmentos de reta que ligue os pontos dados inicialmente utilizando apenas
ligac¸o˜es horizontais ou verticais e tal que a soma dos seus comprimentos seja mı´nima. Ja´ o
Problema de Steiner Euclideano tem como objetivo encontrar a rede de comprimento mı´nimo
que ligue os v pontos dados em Rn, em que a distaˆncia entre os pontos e´ determinada
recorrendo a` distaˆncia euclideana [34, 71, 75]. A figura 4.2 apresenta duas resoluc¸o˜es do
Problema de Steiner para cinco pontos dados, uma na me´trica euclideana e a outra na
me´trica retil´ınea.
Figura 4.2: Resoluc¸a˜o do Problema de Steiner para cinco pontos iniciais para as me´tricas
Euclideana e Retil´ınea
Definic¸a˜o 1. Distaˆncia euclideana entre os pontos X = (x1, x2, ..., xn) e Y = (y1, y2, ..., yn)
em Rn e´:
d (X,Y ) = XY =
√
(x1 − y1)2 + (x2 − y2)2 + ...+ (xn − yn)2.
Este cap´ıtulo tratara´, essencialmente, a resoluc¸a˜o do Problema de Steiner Euclideano.
Assim, sera´ corrente considerar grafos mergulhados no plano cujas arestas sa˜o segmentos de
reta. Estes grafos sera˜o designados por Grafos Euclideanos.
Definic¸a˜o 2. Designamos por Grafo associado a um Problema de Steiner Euclideano, ou
simplesmente, Grafo Euclideano, uma representac¸a˜o de um grafo no espac¸o euclideano
cujos ve´rtices sa˜o representados por pontos desse espac¸o e cujas arestas sa˜o representadas
por segmentos de reta entre os respetivos pontos.
Assim, pensaremos numa a´rvore como um grafo euclideano que tem a estrutura de
a´rvore. Ao longo deste cap´ıtulo, se nada for dito em contra´rio, os termos grafo e a´rvore
sera˜o sino´nimos de grafo euclideano e a´rvore euclideana, respetivamente. Neste contexto, o
peso ou comprimento de uma a´rvore e´ a soma dos comprimentos das suas arestas.
Ao longo do cap´ıtulo utilizaremos para as a´rvores de Steiner as notac¸o˜es utilizadas em
grafos. Sempre que existir a possiblidade de confusa˜o, sera´ feita a chamada de atenc¸a˜o para
a distinc¸a˜o entre grafo e grafo euclideano. Quando for feita refereˆncia a ve´rtices da a´rvore de
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Steiner estamo-nos a referir aos pontos iniciais. O peso de uma aresta da a´rvore de Steiner
corresponde a` distaˆncia euclideana entre os pontos que definem a respetiva aresta.
Definic¸a˜o 3. Dado um conjunto finito X de pontos de um espac¸o euclideano designamos
por A´rvore Geradora Minimal de X, denotado por T (X), uma a´rvore geradora minimal
do grafo euclideano completo K|X| cujos pesos das arestas correspondem a`s distaˆncias entre
os respetivos pontos de X.
Realmente, a resoluc¸a˜o do problema da a´rvore de custo mı´nimo associada a um certo
nu´mero de pontos, que sera˜o os ve´rtices do grafo e onde o custo de cada aresta e´ a distaˆncia
euclideana entre os pontos correspondentes, pode ser uma soluc¸a˜o do Problema de Steiner
para um determinado conjunto de pontos iniciais, como na figura 4.3 (i). No entanto, tambe´m
se verificou no cap´ıtulo 2 que ha´ situac¸o˜es em que o peso da rede mı´nima so´ e´ alcanc¸ado
quando se acrescentam alguns pontos, como na figura 4.3 (ii) e (iii).
Definic¸a˜o 4. Dado um conjunto de pontos V de um espac¸o euclideano Rn e uma a´rvore
geradora minimal T para um conjunto de pontos X que conte´m o conjunto de pontos iniciais
V definimos Ponto de Steiner como um ponto de X \ V de grau maior ou igual a 3.
Note-se que para a resoluc¸a˜o do Problema de Steiner nunca sera´ necessa´rio considerar
a´rvores com ve´rtices adicionais de grau 0, 1 ou 2.
Pontos adicionais de grau zero na˜o contribui em nada para a resoluc¸a˜o do problema.
Vejamos o que aconteceria se um ponto adicional tivesse grau 1. Um ponto adicional tambe´m
na˜o da´ origem a uma rede de custo mı´nimo, uma vez que podemos eliminar esse ponto e
a aresta que lhe e´ adjacente sem desconectar a rede. Enta˜o, e se o ponto adicional tiver
grau 2? Bem, se o ponto adicional tem grau 2, significa que so´ e´ adjacente a dois pontos,
pontos estes que podem ser unidos entre si por uma aresta que, pela desigualdade triangular,
permite reduzir o custo da a´rvore.
Figura 4.3: Exemplos de A´rvores com ou sem Pontos de Steiner
Neste cap´ıtulo interessa-nos estudar uma operac¸a˜o que permite aumentar o nu´mero de
ve´rtices do grafo, de modo a obter os ja´ referidos Pontos de Steiner, a operac¸a˜o divisa˜o de
um ve´rtice.
Uma divisa˜o de um ve´rtice v consiste em criar um novo ve´rtice v′ que passara´ a ser a
extremidade de duas ou mais arestas incidentes em v e em unir v a v′ por um segmento de
reta. Dizemos que a divisa˜o e´ uma δ-divisa˜o, onde δ > 0, se d(v, v′) < δ.
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Figura 4.4: Divisa˜o do ve´rtice v1
A Figura 4.4 mostra a divisa˜o do ve´rtice v1, tendo surgido um novo ve´rtice v
′. As arestas
incidentes em v1, (v1v4) e (v1v
′′) passam a estar incidentes em v′ surgindo assim as arestas
(v4v
′) e (v′′v′). Por u´ltimo, o ve´rtice que se dividiu, v1, e o ve´rtice criado, v′, sa˜o ligados por
uma aresta (v1v
′).
Repare-se que o grafo resultante da divisa˜o de um ve´rtice v depende da escolha das
arestas incidentes em v que sa˜o usadas na divisa˜o e o peso das suas arestas depende da
localizac¸a˜o do novo ve´rtice v′.
Uma divisa˜o de um ve´rtice pode alterar o peso total do grafo, mas se o grafo inicial for
a´rvore, o que resulta de uma divisa˜o ainda sera´ a´rvore. Na verdade, esta operac¸a˜o na˜o forma
ciclos porque a u´nica aresta realmente acrescentada liga v a v′ que e´ um ve´rtice novo. Se
houvesse um ciclo contendo v ou v′, ele ja´ existia na estrutura antes da divisa˜o.
Seja V ⊆ Rn o conjunto dos v pontos iniciais e X um subconjunto de pontos tambe´m
do espac¸o euclideano, subconjunto este que conte´m o conjunto V : X ⊇ V . Ao procurar a
soluc¸a˜o do Problema de Steiner para V , estamos a procurar uma a´rvore geradora minimal
T (X) para conjuntos de pontos X tal que X ⊇ V . Na Figura 4.5 podemos observar os quatro
pontos iniciais v1, v2, v3 e v4, bem como uma a´rvore geradora minimal do grafo completo K6,
de ve´rtices iniciais e mais dois ve´rtices s1 e s2.
Figura 4.5: K6 e respetiva a´rvore geradora minimal
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Definic¸a˜o 5. Dado um conjunto de pontos V de um espac¸o euclideano Rn, designa-se por
A´rvore de Steiner para V qualquer a´rvore geradora minimal T para um conjunto de pontos
X que contenha o conjunto dos pontos iniciais V e tal que:
ω (T ) na˜o pode ser localmente melhorado, isto e´, para todo o δ > 0 se T ′ se obtiver de
T (X) por uma δ-divisa˜o de algum dos seus ve´rtices, ou se algum dos pontos x ∈ X \ V for
deslocado por uma distaˆncia inferior a δ, enta˜o ω (T (X)) ≤ ω (T ′).
Na Figura 4.6 temos treˆs A´rvores de Steiner.
Figura 4.6: A´rvores de Steiner para 4 pontos iniciais
Aquando da ana´lise geome´trica do Problema de Fermat conclu´ımos que a posic¸a˜o do
Ponto de Torricelli e na˜o apenas o facto de estar ligado aos treˆs ve´rtices iniciais era funda-
mental para minimizar a soma das distaˆncias entre os quatro pontos. Dizemos que o grafo
(na˜o euclideano) subjacente a uma a´rvore euclideana apenas especifica as ligac¸o˜es e na˜o as
posic¸o˜es dos pontos de Steiner. A matriz de adjaceˆncia desta a´rvore, juntamente com a
indicac¸a˜o dos pontos de Steiner, define aquilo que designamos por topologia da a´rvore.
Definic¸a˜o 6. A topologia de uma a´rvore T associada ao conjunto V de ve´rtices iniciais
e ao conjunto S de pontos de Steiner para V e´ o conjunto das conexo˜es entre os pontos
iniciais, devidamente etiquetados, e os pontos de Steiner na˜o etiquetados, isto e´, a classe de
isomorfismos de T para isomorfismos que fixam os ve´rtices do conjunto V .
Figura 4.7: A´rvores com a mesma topologia
Definic¸a˜o 7. A topologia associada a uma a´rvore de Steiner designa-se por Topologia de
Steiner.
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Vejamos que as a´rvores representadas na Figura 4.7 teˆm a mesma topologia. Em primeiro
lugar, as duas a´rvores teˆm quatro ve´rtices fixos e dois pontos de Steiner. Para ale´m disso,
na a´rvore representada na Figura 4.7(i) os ve´rtices v1 e v4 esta˜o ligados a um mesmo ponto
de Steiner, o mesmo acontece para os ve´rtices v2 e v3. Na a´rvore representada na Figura
4.7 (ii) verifica-se exatamente o mesmo. Estas duas a´rvores apenas diferem na posic¸a˜o e na
etiqueta dos pontos de Steiner.
A(i) =

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 1
0 0 0 0 1 0
1 0 0 1 0 1
0 1 1 0 1 0
 A(ii) =

0 0 0 0 0 1
0 0 0 0 1 0
0 0 0 0 1 0
0 0 0 0 0 1
0 1 1 0 0 1
1 0 0 1 1 0

Ao analisar as matrizes de adjaceˆncia das duas a´rvores representadas na Figura 4.7
constatamos que ao permutarmos as duas u´ltimas colunas e as duas u´ltimas linhas da matriz
A(ii) se obte´m a matriz a(i), isto porque se trocarmos a designac¸a˜o atribu´ıda aos pontos de
Steiner (designac¸a˜o esta atribuida apenas para facilitar as eventuais refereˆncias aos pontos
de Steiner), por exemplo na Figura 4.7 (ii), obtemos exatamente a mesma a´rvore da Figura
4.7 (i) (entenda-se a´rvore como um grafo). Dito de outro modo, estas duas a´rvores sa˜o
isomorfas por um isomorfismo que deixa fixo os ve´rtices iniciais, isto e´ o mesmo que dizer
que teˆm a mesma topologia.
Figura 4.8: A´rvores com topologias diferentes
Na a´rvore representada na Figura 4.8 (i) verificamos que os ve´rtices v1 e v4 esta˜o ligados
ao mesmo ponto de Steiner, enquanto que na a´rvore representada na Figura 4.8 (ii) v1 esta´
ligado a um ponto de Steiner e v4 esta´ ligado a outro ponto de Steiner distinto. Apesar de
serem a´rvores isomorfas definem topologias distintas.
4.2 Tipos de A´rvores
Como ja´ referimos atra´s na Definic¸a˜o 5, uma A´rvore de Steiner e´ uma a´rvore geradora
minimal, T , para um conjunto de pontos X que conte´m o conjunto dos pontos iniciais V e
tal que ω (T ) na˜o pode ser localmente melhorado.
Ao analisar a Figura 4.9 constatamos que, das seis a´rvores apresentadas apenas duas sa˜o
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A´rvores de Steiner: (i) e (ii), uma vez que as outras quatro podem originar a´rvores geradoras
com menor custo efetuando a divisa˜o de um ou mais ve´rtices. Observemos, por exemplo, a
a´rvore (iii). Se efetua´ssemos a divisa˜o do ve´rtice v1 colocando o novo ve´rtice pro´ximo de v1
e na posic¸a˜o do Ponto de Torricelli para v1, v2 e s1, obter´ıamos uma a´rvore com menor peso
que a inicial. Esta situac¸a˜o sera´ novamente abordada e mais explorada na secc¸a˜o 4.3.1.
Figura 4.9: A´rvores para 4 pontos iniciais
A ana´lise da Figura 4.9 permite ainda constatar que temos va´rias a´rvores com uma mesma
topologia, por exemplo, Figura 4.9 (i) e Figura 4.9 (iv). Faz assim sentido perguntarmo-nos,
para uma determinada topologia, qual das a´rvores tem menor peso.
Definic¸a˜o 8. Designamos por A´rvore Relativamente Mı´nima a a´rvore com menor peso
para uma determinada topologia.
Na figura 4.9, as a´rvores (i) e (iv) teˆm a mesma topologia, mas pode ser mostrado que
a a´rvore (i) e´ a a´rvore com menor peso no conjunto das a´rvores com a mesma topologia.
Assim, a a´rvore (i) designa-se A´rvore Relativamente Mı´nima.
Definic¸a˜o 9. A a´rvore de Steiner com menor peso, que se obte´m apo´s a ana´lise de todas as
topologias, designa-se por A´rvore Mı´nima de Steiner.
Das duas A´rvores de Steiner ja´ identificadas na Figura 4.9, (i) e (ii), (ii) e´ a A´rvore
Mı´nima de Steiner para os quatro pontos iniciais v1, v2, v3 e v4, (iii) e´ a´rvore relativamente
mı´nima e (v) e (vi) sa˜o a´rvores relativamente mı´nimas tambe´m.
Gilbert e Pollak [29] referem que esta e´ uma das razo˜es para as a´rvores mı´nimas de
Steiner (soluc¸a˜o do Problema de Steiner) serem dif´ıceis de determinar, o facto de uma a´rvore
de comprimento mı´nimo local nem sempre representar um mı´nimo global.
Observemos as a´rvores das Figuras 4.10 e 4.11. Estas duas a´rvores sa˜o a´rvores relati-
vamente mı´nimas, isto e´, minimais na topologia a que pertencem. No entanto, a a´rvore
da Figura 4.11 tem menor peso do que a a´rvore da Figura 4.10. A a´rvore da Figura 4.11
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Figura 4.10: Mı´nimo local Figura 4.11: Mı´nimo global
representa um mı´nimo global (e´ a a´rvore mı´nima de Steiner para estes quatro pontos iniciais),
enquanto a a´rvore da Figura 4.10 representa um mı´nimo local (apenas e´ a menor para uma
determinada topologia).
As a´rvores relativamente mı´nimas teˆm duas propriedades muito u´teis para a resoluc¸a˜o
do Problema de Steiner, isto e´, para a obtenc¸a˜o da a´rvore mı´nima de Steiner: a unicidade
da a´rvore relativamente mı´nima para uma determinada topologia e a possibilidade de se
descrever um processo para a sua construc¸a˜o.
Estas duas propriedades permitem decompor a resoluc¸a˜o do Problema de Steiner na
resoluc¸a˜o de dois problemas:
• o primeiro consiste em, para uma certa topologia, encontrar a posic¸a˜o dos pontos de
Steiner que minimiza a soma dos pesos das arestas; assim a a´rvore obtida e´ a a´rvore
relativamente mı´nima para a topologia considerada, isto porque existe, no ma´ximo,
uma a´rvore relativamente mı´nima para um determinado conjunto de pontos dados, e
para uma determinada topologia, conforme provaremos na secc¸a˜o 4.4.
• o outro problema consiste em encontrar a topologia que, ao ser minimizada, nos deˆ
a a´rvore de Steiner de menor peso entre todas as a´rvores de Steiner poss´ıveis para o
conjunto dos pontos dados, V , isto porque e´ poss´ıvel descrever uma construc¸a˜o para a
a´rvore relativamente mı´nima, caso ela exista, de uma determinada topologia.
Assim, ao construir uma a´rvore relativamente mı´nima para cada topologia e de seguida
determinar o mı´nimo, obtemos uma a´rvore mı´nima de Steiner para o conjunto dos pontos
dados, V . Esta construc¸a˜o sera´ explorada na secc¸a˜o 4.5. Ao efetuarmos esta separac¸a˜o,
nestes dois problemas, constatamos que cada localizac¸a˜o o´tima dos pontos de Steiner para
uma determinada topologia e´ um mı´nimo local e que o mı´nimo global so´ e´ atingido com a
topologia que permite obter uma soma dos pesos das arestas que seja a menor entre todas as
topologias poss´ıveis para os pontos dados, topologias estas em nu´mero finito, como veremos.
4.3 Propriedades ba´sicas das A´rvores de Steiner
Esta secc¸a˜o aborda algumas propriedades ba´sicas das a´rvores de Steiner.
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4.3.1 Aˆngulos numa A´rvore de Steiner
Seja T uma a´rvore de Steiner.
Lema 1. Quaisquer duas arestas de T incidentes num mesmo ve´rtice definem aˆngulos de
amplitude maior ou igual a 120o.
Suponhamos que duas arestas de T , a1 e a2, definem um aˆngulo de amplitude inferior a
120o. Enta˜o, e´ poss´ıvel obter uma a´rvore de peso inferior a` a`rvore dada. Vejamos.
Seja v o ve´rtice onde as duas arestas a1 e a2 definem o aˆngulo de amplitude inferior a
120o. Procuremos dois pontos, p1 e p2, pertencentes a`s arestas a1 e a2, que estejam a` mesma
distaˆncia de v. E´ poss´ıvel obter um novo ponto de Steiner, s, localizado na posic¸a˜o do ponto
de Torricelli do triaˆngulo iso´sceles [p1vp2]. Obtemos assim uma nova a´rvore, de peso inferior,
ligando v e os outros ve´rtices extremidades das arestas a1 e a2 ao ponto de Steiner s (ver
Figura 4.12), contrariando a definic¸a˜o de A´rvore de Steiner.
Figura 4.12: Aˆngulos numa a´rvore de Steiner
Por conseguinte, uma condic¸a˜o necessa´ria para termos uma a´rvore de Steiner e´ que
quaisquer duas arestas com ve´rtice em comum na˜o podem definir aˆngulos com amplitude
inferior a 120o.
4.3.2 Grau dos ve´rtices
Lema 2. Numa a´rvore de Steiner, qualquer ponto de Steiner tem grau 3.
Vejamos. Uma das consequeˆncias da condic¸a˜o anterior e´ que nenhum ve´rtice de uma
a´rvore de Steiner pode ter grau maior do que 3, sena˜o esse ve´rtice pertenceria a arestas que
definiria algum aˆngulo com amplitude inferior a 120o.
Note-se que em pontos de V os aˆngulos podem ser inferiores a 120o numa a´rvore relati-
vamente mı´nima. Como exemplo temos as a´rvores da Figura 4.9 (iii), (v) e (vi).
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4.3.3 Nu´mero de Pontos de Steiner
Lema 3. Uma a´rvore com v ve´rtices iniciais e s pontos de Steiner tem no ma´ximo v − 2
pontos de Steiner, em particular, numa a´rvore de Steiner para V , com |V | = v, o nu´mero
ma´ximo de pontos de Steiner e´ v − 2.
Consideremos enta˜o uma a´rvore com v ve´rtices iniciais e s pontos de Steiner. Como ja´
foi provado em 3.1.1 esta a´rvore tem (v + s− 1) arestas.
Se dk dos v ve´rtices dados tiverem grau k, enta˜o a soma dos graus dos ve´rtices da a´rvore
e´ minorado pela soma 3s+
∑
k kdk, visto que cada ponto de Steiner tem grau maior ou igual
a 3.
Na secc¸a˜o 3.1.1 prova´mos que, em qualquer grafo, a soma dos graus dos ve´rtices e´ igual
ao dobro do nu´mero de arestas, enta˜o,
3s+
∑
k kdk ≤ 2(v + s− 1).
Logo,
3s+
∑
k
kdk ≤ 2v + 2s− 2⇔
s ≤ 2v − 2−
∑
k
kdk ⇔
s ≤ v − 2⇔
porque v ≤
∑
k
kdk
Desta forma, podemos concluir que o nu´mero ma´ximo de pontos de Steiner e´ v − 2.
Definic¸a˜o 10. Uma topologia com o nu´mero ma´ximo de pontos de Steiner (s = v − 2) e´
designada por Topologia Completa.
Figura 4.13: Topologias Completas para 4 pontos iniciais
Lema 4. Numa topologia completa para v ve´rtices iniciais, os ve´rtices iniciais teˆm todos
grau 1, os pontos de Steiner teˆm todos grau 3 e e o nu´mero de arestas e´ 2v − 3.
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Seja T uma a´rvore associada a uma topologia completa.
Na prova do Lema 3 vimos que se a desigualdade s− 2 for uma igualdade enta˜o:
• a soma dos graus dos ve´rtices da a´rvore T e´ igual a 3s +∑k kdk. Logo, os pontos de
Steiner de T teˆm grau exatamente 3.
• v = ∑k kdk, logo todos os ve´rtices iniciais teˆm grau 1.
Por outro lado, se a a´rvore tem s = v−2 pontos de Steiner, tera´ v+s−1 = v+(v−2)−1 =
2v − 3 arestas.
Definic¸a˜o 11. A a´rvore relativamente mı´nima que possui uma topologia completa e´ chamada
A´rvore de Steiner Completa.
Note-se que uma a´rvore relativamente mı´nima com uma topologia completa e´ necessaria-
mente uma a´rvore de Steiner ja´ que uma vez que os ve´rtices iniciais teˆm grau 1 (como foi pro-
vado no Lema 4) na˜o e´ poss´ıvel fazer δ−diviso˜esnestesve´rtices.Tambe´mna˜oe´poss´ıvelfazerδ − diviso˜esnpspontosdeSteinerporqueobter´ıamosumaa´rvorecomumnu´merodepontosdeSteinersuperiora(v-
2), oquena˜oe´poss´ıvelpeloLema3.
Figura 4.14: A´rvore de Steiner Completa
4.3.4 Nu´mero de topologias de Steiner
Uma maneira de encontrar a a´rvore de Steiner mı´nima para v pontos dados seria considerar as
diferentes topologias de Steiner para um mesmo conjunto de pontos iniciais, isto e´, procurar
todas as a´rvores relativamente mı´nimas e aver´ıguar para cada uma delas qual a a´rvore que
tem menor custo. Vamos constatar que este me´todo e´ impratica´vel dado que, embora,
fixado o v, o nu´mero de topologias seja finito, uma vez que existe apenas um nu´mero finito
de matrizes de adjaceˆncia, esse nu´mero e´ muito elevado [6, 57].
Teorema 9. Seja f(v), v ≥ 2, o nu´mero de topologias completas para v ve´rtices iniciais.
Enta˜o,
f(v) =
(2v − 4)!
2v−2(v − 2)!
.
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Demonstrac¸a˜o. Provemos enta˜o, por induc¸a˜o em v que a expressa˜o dada para f(v) e´ va´lida
para todo v ∈ N.
Naturalmente, f(2) = 1, uma vez que a u´nica topologia e´ uma aresta que liga os dois
ve´rtices iniciais.
Admitamos, por hipo´tese de induc¸a˜o, que f(v) = (2v−4)!
2v−2(v−2)! , para um certo v, v ≥ 2.
Provemos que f(v + 1) = (2(v+1)−4)!
2(v+1)−2(v+1−2)! =
(2v−2)!
2v−1(v−1)! .
Reparemos que, numa topologia completa com pelo menos treˆs ve´rtices iniciais, todo o
ve´rtice inicial e´ adjacente a um ponto de Steiner, uma vez que, pelo Lema 4, cada ve´rtice
inicial tem grau 1 e, quando v > 2, se dois ve´rtices iniciais fossem adjacentes, pelo menos
um deles teria grau superior a 1. Designemos por Tv+1 uma das topologias completas para
(v+1) ve´rtices iniciais. Se removermos o ve´rtice vv+1, o ponto de Steiner que lhe e´ adjacente
e a aresta {vv+1, s} da topologia Tv+1 e substituirmos {xi, s} e {s, xj} por {xi, xj}, onde
xi e xj sa˜o os outros dois ve´rtices adjacentes a s, obtemos uma topologia completa com
v ve´rtices iniciais. Reciprocamente, e´ fa´cil ver que toda a topologia completa com (v + 1)
ve´rtices iniciais pode ser obtida a partir de uma topologia completa com v ve´rtices iniciais
adicionando um ponto de Steiner s a meio de uma das (2v − 3) arestas da a´rvore de Steiner
para v ve´rtices e uma aresta a ligar s a vv+1. Enta˜o, f(v + 1) = (2v − 3) · f(v) (ver Figura
4.15).
Figura 4.15: Adic¸a˜o de um ponto de Steiner a meio de uma das arestas
f(v + 1) = (2v − 3) · f(v)
= (2v − 3) · (2v − 4)!
2v−2(v − 2)!
=
(2v − 3)!
2v−2(v − 2)!
=
(2v − 2)× (2v − 3)!
(2v − 2)× 2v−2(v − 2)!
=
(2v − 2)!
2× 2v−2 · (v − 1)(v − 2)!
=
(2v − 2)!
2v−1(v − 1)! .
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Fica assim provado, por induc¸a˜o matema´tica, que o nu´mero de topologias completas para
v ve´rtices iniciais e´ f(v) = (2v−4)!
2v−2(v−2)! .
v 3 4 5 6 7 8
f(v) 1 3 15 105 945 10395
Tabela 4.1: Nu´mero de topologias completas em func¸a˜o do nu´mero de ve´rtices iniciais v
Vamos ver como podemos utilizar o resultado anterior para contar todas as topologias
com um nu´mero de ve´rtices fixos v, F (v) cujos ve´rtices adicionais sa˜o pontos de Steiner de
grau 3. Comecemos por considerar F (v, s), v ≥ 3, o nu´mero de topologias com v ve´rtices
iniciais e s pontos de Steiner, sem ve´rtices iniciais de grau 3. Segundo Gilbert e Pollak [29],
F (v, s) pode ser obtido a partir do nu´mero de topologias completas com v = s+ 2, f(s+ 2).
Comecemos por definir contrac¸a˜o de um ve´rtice de grau 2:
Definic¸a˜o 12. Designamos por contrac¸a˜o de um ve´rtice v de grau 2 a operac¸a˜o que
elimina o referido ve´rtice v e as duas arestas que lhe sa˜o incidentes, criando uma nova aresta
que liga os ve´rtices que inicialmente eram adjacentes a v.
Observe-se que se contrairmos os ve´rtices v de grau 2, obtemos uma a´rvore de Steiner
completa com s pontos de Steiner e s+ 2 ve´rtices de grau um, uma vez que, como vimos em
4.3.3, s+2 = d1−d3 e se d3 = 0 teremos d1 = s+2 e d2 = v− (s+2). Assim, procedendo de
forma inversa, dados v ve´rtices iniciais, comecemos por escolher os s + 2 ve´rtices que tera˜o
grau um: ha´
(
v
s+2
)
possibilidades. Continuamos esta escolha com a do nu´mero de topologias
completas com s pontos de Steiner: ha´ f(s + 2) tais topologias. Por fim, inserimos cada
ve´rtice restante (que tera´ grau dois) no interior de uma aresta. Para o primeiro ve´rtice ha´
s+ (s+ 2)− 1 = 2s+ 1 arestas de onde escolher porque, como temos uma a´rvore de Steiner
com s+ (s+ 2) ve´rtices, pelo Teorema 3 esta mesma a´rvore tem s+ (s+ 2)−1 arestas. Apo´s
inserir este ve´rtice, foi criada mais uma aresta, logo ha´ 2s+2 arestas onde pode ser inserido o
segundo ve´rtice. Procedendo desta forma obtemos (2s+1)(2s+2)...(2s+v−s−2) = (s+v−2)!(2s)!
formas de inserir os ve´rtices de grau dois. Contando estas possibilidades obtemos
F (v, s) =
(
v
s+2
)
f(s + 2) (v+s−2)!(2s)! para o nu´mero de topologias de Steiner sem ve´rtices
iniciais de grau treˆs, e cujos pontos adicionais sa˜o pontos de steiner de grau 3.
Falta agora considerar as topologias com ve´rtices de grau treˆs. Designemos por d3 o
nu´mero de ve´rtices de grau treˆs numa destas topologias. Assim, uma topologia com d3
ve´rtices de grau 3 pode ser obtida a partir de uma topologia com (v − d3) ve´rtices de grau
um e dois e (s + d3) pontos de Steiner, etiquetando d3 dos s + d3 pontos de Steiner como
ve´rtices. Temos, portanto,
(
v
d3
)
possibilidades de escolher os ve´rtices de grau treˆs.
Sendo F (v), v ≥ 3, o nu´mero de todas as topologias com v ve´rtices,
F (v) =
v−2∑
s=0
v−s−2
2∑
d3=0
(
v
d3
)
F (v − d3, s+ d3) (s+d3)!s!
As func¸o˜es f(v), que nos da´ o nu´mero de topologias de Steiner completas, e F (v), que
nos da´ o nu´mero de topologias de Steiner, sa˜o superexponenciais, o que significa que crescem
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mais rapidamente que a func¸a˜o exponencial, tornando impratica´vel o me´todo de exausta˜o
para a procura de a´rvores mı´nimas de Steiner.
4.4 Unicidade das a´rvores relativamente mı´nimas em que os
pontos de Steiner teˆm grau 3
Consideremos os v ve´rtices iniciais de uma a´rvore de Steiner T e os s pontos de Steiner.
Designemos estes (v + s) pontos por r1, r2, ..., rv+s.
Consideremos uma topologia da a´rvore T considerada e a respetiva matriz de adjaceˆncia:
aij =
{
1 se rirj e´ aresta
0 se rirjna˜o e´ aresta
O peso da a´rvore T , na˜o depende dos ve´rtices iniciais uma vez que estes esta˜o fixos e
apenas vamos mudar a posic¸a˜o dos pontos de Steiner, e e´ dado por:
ω =
∑
i<j aij |ri − rj |
Para provar a unicidade das a´rvores relativamente mı´nimas podemos definir uma func¸a˜o
que aplica a localizac¸a˜o dos pontos de Steiner no conjunto dos nu´meros reais:
ω : Rn × ...× Rn︸ ︷︷ ︸
s vezes
→ R
Vamos comec¸ar por provar que se existirem duas a´rvores relativamente mı´nimas elas teˆm
o mesmo peso, usando o facto desta func¸a˜o ser convexa. Para tal consideremos treˆs a´rvores
com a mesma topologia, T , T ′ e T ′′, com ve´rtices ri, r′i e r
′′
i tais que r
′′
i = pri + qr
′
i, p ≥ 0,
q ≥ 0 e p+ q = 1, respetivamente. Isto e´, cada ve´rtice de T ′′ pertence ao segmento que liga
os ve´rtices correspondentes de T e T ′.
Sejam ω, ω′ e ω′′, respetivamente, os pesos das treˆs a´rvores T , T ′ e T ′′. Enta˜o,
ω′′ =
∑
aij
∣∣∣r′′i − r′′j ∣∣∣
ω′′ =
∑
aij
∣∣∣p(ri − rj) + q(r′i − r′j)∣∣∣
ω′′ ≤∑ aij(p |ri − rj |+ q ∣∣∣r′i − r′j∣∣∣),
ω′′ ≤ pω + qω′.
Se T e T ′ fossem mı´nimos locais com pesos distintos, por exemplo, ω′ < ω, enta˜o, como
q = 1− p,
ω′′ ≤ pω + qω′ ⇔
ω′′ ≤ pω + (1− p)ω′ ⇔
ω′′ ≤ pω + ω′ − pω′ ⇔
ω′′ < pω′ + ω′ − pω′ ⇔
ω′′ < ω′.
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Logo, ω′′ < ω, o que implicaria que T na˜o fosse mı´nimo local, ja´ que a a´rvore T ′′ pode
ser ta˜o pro´xima quanto quisermos de T , o que e´ uma contradic¸a˜o.
Vamos agora provar, usando o resultado anterior, a unicidade das a´rvores relativamente
mı´nimas por induc¸a˜o no nu´mero de pontos de Steiner.
Quando s = 0, a topologia dada especifica todas as ligac¸o˜es e existe uma u´nica a´rvore.
Basta agora aver´ıguar que se existe uma u´nica a´rvore relativamente mı´nima para problemas
com (s− 1) pontos de Steiner, o mesmo acontece para problemas com s pontos de Steiner.
Figura 4.16: s′′ pertence ao segmento [ss′] e ao arco capaz de 120o para v1 e v2, o que implica
que s = s′ = s′′
Se T e T ′ sa˜o duas a´rvores relativamente mı´nimas, enta˜o teˆm o mesmo comprimento
(ω = ω′). E para todo p ≥ 0, q ≥ 0, p + q = 1, uma a´rvore T ′′ constru´ıda como acima
tem o mesmo comprimento ω e portanto tambe´m e´ relativamente mı´nima. Nesta topologia
existe pelo menos um par de ve´rtices iniciais adjacentes a um mesmo ponto de Steiner,
porque v ≥ s + 2 e se cada ve´rtice inicial fosse adjacente a diferentes pontos de Steiner
esta desigualdade na˜o se verificava. Sem perda de generalidade, sejam v1 e v2 dois ve´rtices
adjacentes ao mesmo ponto de Steiner, chamemos s a esse ponto em T e s′ a esse ponto em
T ′. Enta˜o, v1s e sv2 sa˜o arestas da a´rvore T e s′′ = ps+ qs′, e como 0 ≤ p ≤ 1, s′′ move-se
em ss′ (se s 6= s′). Como T ′′ e´ um mı´nimo local, ∠v1s′′v2 = 120o. Enta˜o, s = s′ = s′′. Fica
assim provado que se existe unicidade para (s− 1) pontos de Steiner tambe´m existe para s
pontos de Steiner.
4.5 Construc¸a˜o de a´rvores relativamente mı´nimas
Melzak foi o primeiro matema´tico a propor um algoritmo para resolver o Problema de Steiner
Euclideano. Na secc¸a˜o anterior prova´mos que, para cada topologia, existe no ma´ximo
uma a´rvore relativamente mı´nima. Notemos que a existeˆncia de a´rvores mı´nimas resulta
facilmente de um argumento envolvendo compacidade. Em todo o caso o algoritmo proposto
por Melzak procura essa a´rvore relativamente mı´nima para cada poss´ıvel topologia e depois
de obter todas essas a´rvores compara-as e seleciona a de menor peso, a A´rvore Mı´nima de
Steiner. Liang e Navara em [42] exploraram o ca´lculo da posic¸a˜o dos pontos de Steiner em
R2. Sugere-se uma leitura complementar sobre o tema em [16, 79].
O processo de construc¸a˜o que vamos apresentar foi sugerido por Melzak em [46] e
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trabalhado por Gilbert e Pollak em [29] e por Pollak em [54], e parte do princ´ıpio que
conhecemos o conjunto dos v pontos iniciais e a topologia para esse conjunto de pontos
(quantos pontos de Steiner existem e quais os ve´rtices iniciais adjacentes a um mesmo ponto
de Steiner). Como ja´ vimos apenas interessa considerar a´rvores cujos pontos adicionais sa˜o
pontos de Steiner de grau 3. Por conseguinte, apenas desconhecemos as posic¸o˜es dos pontos
de Steiner no espac¸o euclideano. Por esta raza˜o na˜o ha´ perda de generalidade em assumir
que os ve´rtices iniciais teˆm grau 1 e que, por conseguinte, esta˜o ligados a pontos de Steiner,
uma vez que fixada a topologia as arestas entre pontos iniciais sa˜o constantes do problema.
Toda a a´rvore de Steiner que na˜o e´ completa pode ser decomposta numa unia˜o de a´rvores
de Steiner completas: substituindo cada ve´rtice vi que tenha grau k ≥ 2 por k novos ve´rtices
vi1, vi2, ..., vik. Assim, a a´rvore inicial e´ dividida em va´rias a´rvores completas menores. Estas
a´rvores completas menores designam-se por componentes completas da a´rvore inicial.
De modo ana´logo, quando a topologia especificada na˜o e´ completa obtemos as topologias
das componentes completas, e com estas u´ltimas constru´ımos as componentes completas
separadamente. Por fim, basta junta´-las para obter a a´rvore de Steiner procurada.
Este processo e´ dividido em duas fases: divisa˜o e reconstruc¸a˜o.
Com o intuito de simplificar a linguagem utilizada vamos introduzir a definic¸a˜o de Ponto
Equila´tero.
Definic¸a˜o 13. Designamos por Ponto Equila´tero o terceiro ponto que se obte´m quando
se constro´i um triaˆngulo equila´tero para dois pontos dados. A Figura 4.17 apresenta um
exemplo de um Ponto Equila´tero, e dizemos que E e´ um Ponto Equila´tero de A e B.
Figura 4.17: Ponto Equila´tero E de A e B
Na fase da divisa˜o, reduz-se continuamente o problema de v pontos iniciais a (v − 1)
pontos. Assim, dado um conjunto de v ve´rtices e a respetiva topologia, consideramos dois
ve´rtices adjacentes a um mesmo ponto de Steiner e substitu´ımos esses dois pontos por um
dos seus Pontos Equila´teros e atualizamos a topologia. O processo e´ executado ate´ obtermos
apenas dois ve´rtices. Nesta altura inicia-se a segunda fase do processo de construc¸a˜o da
a´rvore relativamente mı´nima, a reconstruc¸a˜o. Comec¸amos por construir um segmento de
reta com os dois ve´rtices. Um desses ve´rtices e´ um Ponto Equila´tero. Esse Ponto Equila´tero
e´ substitu´ıdo pelos dois pontos que o originaram (restantes ve´rtices do triaˆngulo equila´tero
que o originou) e o Ponto de Steiner P e´ o ponto de intersec¸a˜o do segmento de reta que
se construiu com a circunfereˆncia que circunscreve o triaˆngulo equila´tero referido. Assim,
o ve´rtice na˜o selecionado e os outros dois ve´rtices do triaˆngulo equila´tero sa˜o adjacentes a
um mesmo ponto de Steiner P . Esta etapa e´ executada continuamente para todos os Pontos
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Equila´teros criados na fase da divisa˜o ate´ que se obtenha uma a´rvore com os v ve´rtices
iniciais.
Comecemos por analisar a primeira fase do processo de construc¸a˜o quando sa˜o dados
treˆs pontos, A, B e C. Sejam A e B dois pontos dados adjacentes a um mesmo ponto de
Steiner P . Consideremos o triaˆngulo equila´tero [ABD]. Harold Coxeter em [19] mostrou
que o ponto de Steiner procurado, seja P esse ponto, pertence a` reta DC e a` circunfereˆncia
que conte´m os pontos A, B e D. Ver Figura 4.18.
Figura 4.18: Processo de construc¸a˜o para treˆs pontos iniciais
E´ o´bvio que quando efetuamos a construc¸a˜o do triaˆngulo equila´tero podemos obter duas
posic¸o˜es distintas para o Ponto Equila´tero D, no entanto, Melzak salvaguardou esta situac¸a˜o
ao impor que o interior do triaˆngulo equila´tero que se esta´ a construir, neste caso [ABD],
na˜o se deve sobrepor ao interior do triaˆngulo formado pelos treˆs pontos considerados, neste
caso [ABC].
E como B.D. Holbrook salientou que AP +BP = DP , a a´rvore mı´nima de Steiner para
um conjunto de v pontos dados, em que dois desses pontos (A e B) sejam adjacentes a um
mesmo ponto de Steiner P , pode ser encontrada substituindo esses dois ve´rtices A e B pelo
ponto D do triaˆngulo equila´tero [ABD] e resolvendo o problema de Steiner para (v − 1)
pontos, situac¸a˜o analisada novamente mais adiante. Para este caso em que sa˜o dados treˆs
pontos, o problema fica resolvido ao fim de uma etapa.
Na secc¸a˜o 2.1 ja´ provamos que AP + BP + CP = DC (o comprimento de cada um dos
segmentos de Simpson ([DC]) e´ igual a` soma das distaˆncias entre o ponto de Torricelli (P )
e os treˆs pontos dados A, B e C).
Se forem dados quatro pontos, as opc¸o˜es para desenhar um segmento cujo comprimento
seja igual ao comprimento de uma determinada a´rvore de Steiner completa sa˜o muitas mais,
o mesmo que dizer que existem muitas mais opc¸o˜es a tomar na fase da divisa˜o ate´ obter
somente dois ve´rtices.
Consideremos os pontos iniciais B, C, E e G e a topologia apresentados na Figura 4.19,
em que P e Q sa˜o pontos de Steiner.
Uma possibilidade, entre muitas, para chegar a dois u´nicos ve´rtices e´ construir os triaˆngulos
equila´teros [ABC] e [EFG], tal como se mostra na Figura 4.20.
Assim, A e F sa˜o os u´ltimos dois pontos. Efetuemos agora a segunda fase do processo
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Figura 4.19: Pontos iniciais B, C, E e G e respetiva topologia
Figura 4.20: Construc¸a˜o dos triaˆngulos equila´teros [ABC] e [EFG]
de construc¸a˜o, a reconstruc¸a˜o da a´rvore relativamente mı´nima pretendida. Comecemos por
considerar o segmento de reta [AF ] e as circunfereˆncias que circunscrevem os triaˆngulos
[ABC] e [EFG]. Os pontos de intersec¸a˜o de [AF ] com essas circunfereˆncias sa˜o os pontos
de Steiner pretendidos, como se observa na Figura 4.21.
Figura 4.21: Posic¸a˜o dos pontos de Steiner P e Q
A a´rvore relativamente mı´nima para a topologia dada e´ a que se observa na Figura 4.22.
Uma outra possibilidade e´ construir apenas um destes triaˆngulos equila´teros, seja [EGF ]
esse triaˆngulo (ver Figura 4.23).
Assim, E e G sa˜o substitu´ıdos pelo seu Ponto Equila´tero F e o nosso problema inicial de
quatro pontos e´ reduzido a um problema de treˆs pontos. Ja´ foi provado que uma a´rvore de
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Figura 4.22: A´rvore relativamente mı´nima para os quatro pontos B, C, E e G e topologia
dados
Figura 4.23: O problema ficou reduzido a treˆs pontos iniciais
Steiner tem, no ma´ximo, v−2 pontos de Steiner, logo como o problema passou a ter somente
treˆs pontos, teremos, no ma´ximo, um ponto de Steiner. Pela topologia dada sabemos que
P e´ esse ponto. Por conseguinte, B, C e F sa˜o treˆs pontos adjacentes a um mesmo ponto
de Steiner P . Por isso, podemos desenhar um outro triaˆngulo equila´tero de base [CF ]. Seja
[CFN ] esse triaˆngulo. B e N sa˜o os pontos que se obteˆm apo´s a fase da divisa˜o.
Figura 4.24: B e N sa˜o os pontos obtidos apo´s a fase da divisa˜o
Ao efetuarmos a fase da reconstruc¸a˜o obtemos a a´rvore relativamente mı´nima pretendida,
tal como se pode observar na Figura 4.25. Comec¸a-se por obter o ponto de intersec¸a˜o do
segmento de reta [BN ] com a circunfereˆncia que circunscreve o triaˆngulo equila´tero [CFN ],
ponto este que nos da´ a posic¸a˜o de um dos pontos de Steiner procurados, P . Logo de seguida
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obtemos o ponto de intersec¸a˜o da circunfereˆncia que circunscreve o triaˆngulo equila´tero
[EFG] com o segmento de reta [FP ], visto ser o segundo ponto de Steiner procurado, Q.
Figura 4.25: A´rvore relativamente mı´nima para os quatro pontos B, C, E e G e topologia
dados
O processo que se exemplificou para treˆs e quatro pontos aplica-se a um nu´mero qualquer
de pontos dados desde que se conhec¸a a posic¸a˜o desses v pontos dados e a topologia associada,
e a a´rvore relativamente mı´nima e´ constru´ıda por induc¸a˜o no nu´mero de pontos de Steiner
s na qual a construc¸a˜o de Melzak e´ utilizada va´rias vezes para localizar esses s pontos de
Steiner.
Antes de explorarmos a situac¸a˜o de uma forma mais gene´rica, analisemos a Figura 4.26
onde se observa a fase da divisa˜o para 5 pontos dados, A, B, C, D e E e a topolgia considerada
(A e C sa˜o adjacentes ao mesmo ponto de Steiner P , B e D sa˜o adjacentes ao mesmo ponto
de Steiner Q e E e´ adjacente ao ponto de Steiner R), e a Figura 4.27 onde se observa a fase
da reconstruc¸a˜o para os mesmos 5 pontos .
Figura 4.26: Fase da divisa˜o: dos 5 pontos dados obtemos somente dois, E e H
O caso em que s = 0 e´ trivial. Consideremos enta˜o o caso em que s ≥ 1. Pretendemos
mostrar que pode ser reduzido a uma ou mais a´rvores, cada qual com menos pontos de
Steiner.
O primeiro passo e´ descobrir um ponto de Steiner si que, nesta topologia, seja adjacente
a dois ve´rtices vi e vj . Tal ponto de Steiner, si, existe, uma vez que ao considerar qualquer
componente completa com um ou mais pontos de Steiner e com v′ pontos iniciais, cada um
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Figura 4.27: Fase da reconstruc¸a˜o: os dois pontos E e H permitem descopbrir os 3 pontos
de Steiner, gradualmente
destes v′ pontos iniciais e´ extremidade de uma u´nica aresta, aresta esta incidente tambe´m
num ponto de Steiner. Como ja´ foi referido (secc¸a˜o 4.3.3), v′ = s′+ 2, enta˜o, pelo menos um
ponto de Steiner deve ser adjacente a dois pontos dados.
Consideremos treˆs pontos adjacentes ao ponto de Steiner s′: vi, vj e a. Se a e´ um dos
pontos dados, enta˜o a construc¸a˜o 4.28 localiza s′ ou mostra que na˜o existe soluc¸a˜o para esta
topologia. Suponhamos que s′ ja´ foi localizado. Se removermos s′ e as arestas vis′, vjs′ e
as′ da a´rvore relativamente mı´nima obtemos treˆs a´rvores relativamente mı´nimas distintas,
cada uma delas com um dos ve´rtices vi, vj e a. Cada uma destas a´rvores tem menos do que
s pontos de Steiner e pode ser constru´ıda por induc¸a˜o.
Figura 4.28: Construc¸a˜o de s′ e localizac¸o˜es poss´ıveis de a
Se a e´ um ponto de Steiner, a sua localizac¸a˜o na˜o e´ conhecida. No entanto, o modo de
construc¸a˜o sugerido na Figura 4.28 permite aferir parcialmente essa localizac¸a˜o.
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Na secc¸a˜o 2.1 foi largamente explorada a determinac¸a˜o da posic¸a˜o do ponto de Torricelli
para treˆs pontos dados, esta Figura 4.28 explora algo similar. Uma vez que apenas vi e
vj sa˜o pontos dados, a Figura 4.28 permite-nos analisar as zonas em que podera´ estar a
localizac¸a˜o de a. Ora vejamos. Se a se localizasse na zona amarela, enta˜o ter´ıamos uma
situac¸a˜o em que os treˆs pontos dados(vi, vj e a) formariam um triaˆngulo em que um dos
aˆngulos internos teria uma amplitude superior a 120o e, por conseguinte, conforme provado
na secc¸a˜o 2.1, a posic¸a˜o do ponto de Steiner s′ coincidiria com a posic¸a˜o do ve´rtice vi.
Racioc´ınio ana´logo caso a se localizasse nas zonas azul ou vermelha. Apenas a zona cinzenta
(neste caso estamos a considerar que a′ esta´ a` direita da aresta vivj) nos permite obter uma
posic¸a˜o na˜o degenerada para a. Se a′ substituir s′, vi ou vj conclui-se que na˜o existe uma
a´rvore relativamente mı´nima para esta topologia.
O ponto a′ tem somente duas localizac¸o˜es, em lados opostos de vivj , localizac¸a˜o esta que
influenciara´ a localizac¸a˜o de a. Tentam-se essas duas possibilidades.
Se uma a´rvore relativamente mı´nima T existe, enta˜o pode ser constru´ıda do seguinte
modo: em primeiro lugar devemos resolver o problema mais simples em que os ve´rtices vi, vj
e s′ sa˜o removidos e a′ passa a ser um ve´rtice. As adjaceˆncias entre os pontos, com excec¸a˜o
de s′, manteˆm-se e surge uma aresta adicional aa′. Esta nova a´rvore relativamente mı´nima
tem o mesmo comprimento que a anterior, uma vez que |a′a| = |vis′|+ |vjs′|+ |as′|. De facto,
ao analisarmos a Figura 4.28 verificamos que |aa′| = |as′|+ |s′a′| enta˜o, |s′a′| = |vis′|+ |vjs′|.
Quando a nova a´rvore e´ encontrada, a aresta aa′ pode ser substitu´ıda pelas arestas vis′,
vjs
′ e as′ de modo a obter a a´rvore desejada.
Nem sempre e´ poss´ıvel aferir de imediato qual a opc¸a˜o incorreta para a posic¸a˜o de a′,
entre as duas dispon´ıveis.
Este me´todo indutivo substitui o problema com s pontos de Steiner por um com (s− 1).
Este u´ltimo e´ substitu´ıdo por um com (s−2), e assim sucessivamente. A a´rvore relativamente
mı´nima em cada um destes problemas mais simples tem o mesmo comprimento que a a´rvore
relativamente mı´nima desejada. Assim, quando o problema for simplificado de tal modo que
a soluc¸a˜o seja evidente, o comprimento e´ imediatamente conhecido.
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Cap´ıtulo 5
Raza˜o de Steiner
O Problema de Steiner tem assumido um papel cada vez mais importante e continua a ser
um dos problemas mais famosos da geometria combinato´ria. No entanto, todos os estudos
efetuados ate´ a` data mostraram tratar-se de um problema de grande complexidade, quer ao
n´ıvel da estrutura quer ao n´ıvel da complexidade computacional.
Ao longo das u´ltimas de´cadas foram desenvolvidos algoritmos para determinar a loca-
lizac¸a˜o e o nu´mero de pontos de Steiner da soluc¸a˜o de um dado problema, mas nenhum
deles permite apresentar a soluc¸a˜o quando e´ fornecido um grande nu´mero de pontos iniciais.
No entanto, foram desenvolvidos algoritmos que apresentam boas aproximac¸o˜es da soluc¸a˜o
pretendida. Estes u´ltimos sa˜o aquilo que designamos por heur´ısticas [9, 58].
Enta˜o ha´ duas questo˜es que se colocam:
• Uma vez que determinar a A´rvore Mı´nima de Steiner e´ de grande complexidade para
um grande nu´mero de pontos iniciais e que, por outro lado, existem bons algoritmos
para determinar a A´rvore Geradora Minimal, sera´ realmente compensador determinar
a A´rvore Mı´nima de Steiner?
• Se ao longo das u´ltimas de´cadas foram desenvolvidos algoritmos que apresentam apro-
ximac¸o˜es da soluc¸a˜o pretendida como saber se a aproximac¸a˜o e´ boa? E qual o que
apresenta melhor aproximac¸a˜o?
Do ponto de vista econo´mico, o recurso a` A´rvore Mı´nima de Steiner parece ser muito
compensador comparativamente com o recurso a` A´rvore Geradora Minimal, por isso torna-
se necessa´rio conhecer o erro de se construir a A´rvore Geradora Minimal em vez da A´rvore
Mı´nima de Steiner. Por outro lado, e´ necessa´rio estabelecer uma medida que nos permita
efetuar comparac¸o˜es entre as diferentes heur´ısticas e averiguar qual a qualidade de cada uma
delas. Esta medida e´ a raza˜o entre o custo de uma aproximac¸a˜o da A´rvore de Steiner Mı´nima
e o custo da A´rvore Geradora Minimal, raza˜o esta que se designa por Raza˜o de Steiner
(ρ).
aaa
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A raza˜o de Steiner pode ser obtida efetuando o quociente entre o custo da A´rvore Mı´nima
de Steiner, obtida a partir de um algoritmo exato, e o custo da A´rvore Geradora Minimal.
Esta raza˜o e´ designada por Raza˜o de Steiner O´tima [10, 11]. No entanto, como sempre
que o problema dado conte´m mais de 20 pontos iniciais e´ impratica´vel determinar a raza˜o
de Steiner o´tima, na generalidade dos problemas utiliza-se o custo de uma A´rvore Mı´nima
Steiner obtida a partir de me´todos heur´ısticos para determinar a raza˜o de Steiner[41, 49].
5.1 Raza˜o de Steiner O´tima
Gilbert e Pollak, em 1968, publicaram uma demonstac¸a˜o de Moore de que a Raza˜o de Steiner
O´tima e´ igual ou superior a 12 , mas apresentaram ρ =
√
3
2 como conjetura para o menor valor
que a Raza˜o de Steiner O´tima pode assumir, resultado que so´ foi provado em 1990 por
Du e Hwang [21]. No entanto, entre a publicac¸a˜o da conjetura no artigo “Steiner Minimal
Trees”no SIAM Journal on Applied Mathematics [4] e a sua prova, va´rias demonstrac¸o˜es
surgiram para outros valores do limite inferior da Raza˜o de Steiner O´tima [73].
Na tabela que se segue podemos observar os va´rios valores obtidos para o limite inferior
da Raza˜o de Steiner O´tima ate´ 1990.
Ano Autores Limite Inferior para a Raza˜o de Steiner O´tima
1968 E. F. Moore ρ ≥ 12
1976 Graham e Hwang ρ ≥
√
3
3
1978 Chung e Hwang ρ ≥ 0, 743
1983 Du e Hwang ρ ≥ 0, 8
1985 Chung e Graham ρ ≥ 0, 824
1990 Du e Hwang ρ ≥
√
3
2
Tabela 5.1: Limites Inferiores para a Raza˜o de Steiner O´tima ate´ 1990
Os estudos mais recentes mostram que realmente a conjetura de Gilbert e Pollak de que
ρ ≥
√
3
2 e´ verdadeira no plano, mas que ja´ na˜o se verifica no espac¸o. Uma vez que este
trabalho incide, essencialmente, no estudo do Problema de Steiner Euclideano no Plano,
comecemos por explorar alguns resultados em R2.
Pretendemos agora demonstrar alguns dos resultados mais importantes no que diz res-
peito a` Raza˜o de Steiner O´tima. Assim, ao longo deste cap´ıtulo apresentaremos a prova de
que ρ ≥ 12 para qualquer conjunto finito de pontos de R2 e as provas de que ρ ≥
√
3
2 para
treˆs pontos iniciais e para quatro pontos iniciais. A prova de que ρ ≥
√
3
2 para qualquer
conjunto finito de pontos de R2 e´ muito extensa e elaborada, o que nos leva a na˜o inclu´ı-la
neste documento.
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5.1.1 O primeiro limite inferior
Como ja´ foi referido, em 1968, Gilbert e Pollak publicaram a prova de E. F. Moore de que,
para qualquer conjunto finito de pontos de R2, ρ ≥ 12 , que a seguir se apresenta.
Seja T uma A´rvore Mı´nima de Steiner para um conjunto finito de pontos V , e seja
ω(AMS) o seu comprimento. Consideremos o grafo G obtido atrave´s da substituic¸a˜o de
cada aresta de T por duas arestas paralelas, em que o peso de cada aresta seja a distaˆncia
euclideana entre os pontos que representam os ve´rtices. Como todos os ve´rtices deG teˆm grau
par, G tem um circuito euleriano. Este circuito euleriano tem peso 2ω(AMS) e conte´m todos
os pontos de V . Este circuito tem um peso na˜o inferior ao da A´rvore Geradora Minimal para
os v ve´rtices iniciais, e portanto sem os pontos de Steiner, (ω(Circuito) ≥ ω(AGM)), visto
que qualquer par de arestas pode ser substitu´ıdo por uma outra aresta de menor peso, isto e´,
duas arestas incidentes num mesmo ponto de Steiner podem ser subst´ıtuidas por uma terceira
aresta que liga os dois ve´rtices iniciais adjacentes a esse ponto de Steiner e, pela desigualdade
triangular, temos a garantia de que o peso desta terceira aresta e´ menor do que a soma dos
pesos das duas arestas retiradas (racioc´ınio ana´logo quando os ve´rtices na˜o sa˜o adjacentes ao
mesmo ponto de Steiner). Enta˜o, ω(AGM) ≤ ω(Circuito) ≤ 2ω(AMS), porque para obter
uma a´rvore teremos de eliminar alguma aresta do circuito, ou seja, ρ = ω(AMS)ω(AGM) ≥ 12 .
Na Figura 5.1 podemos observar uma A´rvore Mı´nima de Steiner para 5 pontos dados,
v1, v2, v3, v4 e v5, o Circuito Euleriano e uma A´rvore Geradora Minimal para os mesmos
pontos.
Figura 5.1: A´rvore Mı´nima de Steiner, Circuito Euleriano e A´rvore Geradora Minimal para
v1, v2, v3, v4 e v5
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5.1.2 Raza˜o de Steiner O´tima para qualquer conjunto de treˆs pontos de
R2
Gilbert e Pollak mostraram a sua conjetura para certos casos particulares. Quando sa˜o dados
treˆs pontos quaisquer de R2, ρ ≥
√
3
2 .
Vejamos primeiro que se os treˆs pontos dados formam um triaˆngulo equila´tero enta˜o e´
fa´cil ver que ρ =
√
3
2 .
Figura 5.2: A´rvore Geradora Minimal (i) e A´rvore Mı´nima de Steiner (ii) para treˆs pontos
iniciais
Consideremos que o triaˆngulo formado pelos pontos dados na Figura 5.2 e´ equila´tero em
que o comprimento do lado e´ uma unidade. Enta˜o,
ω ( A´rvore Geradora Minimal )= 1 + 1 = 2 (ver Figura 5.2(i)).
ω ( A´rvore Mı´nima de Steiner)= 3x (ver Figura 5.2(ii)).
Figura 5.3: A´rvore Mı´nima de Steiner - ca´lculo de x
cospi6 =
1
2
x ⇔ x = 12cospi
6
⇔ x = 1√
3
ω ( A´rvore Mı´nima de Steiner )= 3× 1√
3
=
√
3
ρ =
ω(A´rvore Mı´nima de Steiner)
ω(A´rvore Geradora Minimal)
=
√
3
2 .
No entanto, os treˆs pontos dados podem na˜o formar um triaˆngulo equila´tero. Seja
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S o ponto de Steiner associado a esses treˆs pontos e consideremos ainda, sem perda de
generalidade, que A e´ o ve´rtice mais pro´ximo (ou um dos dois que esta´ mais pro´ximo) do
ponto de Steiner S. Se algum dos aˆngulos do triaˆngulo for superior a 120o enta˜o, como vimos
no cap´ıtulo 2, a a´rvore de Steiner coincide com a a´rvore geradora minimal e portanto a raza˜o
de Steiner e´ 1. Assim, podemos assumir que os aˆngulos internos do triaˆngulo sa˜o inferiores
a 120o.
Enta˜o o peso da A´rvore Geradora Minimal e´ dado por:
ω ( A´rvore Geradora Minimal )= AB +AC
e o peso da A´rvore Mı´nima de Steiner e´ dado por:
ω ( A´rvore Mı´nima de Steiner )= AS +BS + CS.
Figura 5.4: Os treˆs pontos dados na˜o constituem um triaˆngulo equila´tero
Seja B′ o ponto pertencente ao segmento de reta [BS] tal que B′S = AS. De modo
ana´logo, seja C ′ o ponto pertencente ao segmento de reta [CS] tal que C ′S = AS. Enta˜o,
ω(A´rvore Mı´nima de Steiner) = AS +B′S +BB′ + C ′S + CC ′
= BB′ + CC ′ +
√
3
2
(
B′A+ C ′A
)
≥
√
3
2
((
BB′ +B′A
)
+
(
CC ′ + C ′A
))
≥
√
3
2
(
AB +AC
)
=
√
3
2
ω(A´rvore Geradora Minimal).
5.1.3 Raza˜o de Steiner O´tima para qualquer conjunto de quatro pontos
de R2
Nove anos apo´s, Pollak publica “Some Remarks on the Steiner Problem”[54] onde apresenta
uma demonstrac¸a˜o de que ρ ≥
√
3
2 para um subconjunto qualquer de quatro pontos de R
2.
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A seguir apresentamos alguns resultados que nos ajudara˜o a compreender melhor a prova
de Pollak.
Lema 5. Se, no triaˆngulo [ABC] o aˆngulo B tem uma amplitude superior ou igual a 2pi3 ,
enta˜o AC ≥
√
3
2
(
AB +BC
)
.
Demonstrac¸a˜o. Pela lei dos cossenos,
AC
2
=AB
2
+BC
2 − 2AB ·BC · cos(B),
como B ≥ 2pi
3
⇒ −1 ≤ cosB ≤ −1
2
⇔ 1 ≤ −2cosB ≤ 2
≥AB2 +BC2 +AB ·BC
=
3
4
(
AB +BC
)2
+
1
4
(
AB −BC)2
≥3
4
(
AB +BC
)2
AC ≥
√
3
2
(
AB +BC
)
.
Lema 6. Consideremos a sequeˆncia dos segmentos de reta [AB], [BC] e [CD] de tal modo
que os pontos B e C estejam em lados opostos de [AD], e consideremos ainda que os aˆngulos
ABC e BCD teˆm uma amplitude igual ou superior a 2pi3 . Enta˜o, AD ≥
√
3
2
(
AB +BC + CD
)
.
Demonstrac¸a˜o. Consideremos que [BC] interseta [AD] num ponto X.
Figura 5.5: [BC] interseta [AD] num ponto X
Como o ∠ABX = ∠ABC e ∠CDX = ∠BCD o resultado pretendido deduz-se da
aplicac¸a˜o do Lema 5 aos triaˆngulos [ABX] e [CDX] e somando os resultados:
AX ≥
√
3
2
(
AB +BX
)
.
XD ≥
√
3
2
(
CD + CX
)
.
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AD = AX +XD
≥
√
3
2
AB +
√
3
2
BX +
√
3
2
CD +
√
3
2
CX
≥
√
3
2
(
AB + CD +BX + CX
)
≥
√
3
2
(
AB + CD +BC
)
Lema 7. Consideremos a sequeˆncia dos segmentos de reta [AB], [BC] e [CD] de tal modo
que os pontos B e C esta˜o do mesmo lado relativamente ao segmento de reta [AD], o aˆngulo
∠ABC tem amplitude igual ou superior a 2pi3 e tal que o prolongamento do segmento de reta
[BC] na direc¸a˜o do ponto C interseta o segmento de reta [AD]. Enta˜o
AD ≥
√
3
2
(
AB +BC + CD
)
Figura 5.6: [BC] interseta [AD] num ponto X
Demonstrac¸a˜o. Consideremos que o prolongamento de [BC] na direc¸a˜o do ponto C interseta
[AD] no ponto X. Enta˜o, pelo Lema 5,
AD =AX +XD
≥
√
3
2
(
AB +BX
)
+XD
=
√
3
2
(
AB +BC + CX
)
+XD
=
√
3
2
AB +
√
3
2
BC +
√
3
2
CX +XD
≥
√
3
2
AB +
√
3
2
BC +
√
3
2
CX +
√
3
2
XD
=
√
3
2
(
AB +BC + CX +XD
)
≥
√
3
2
(
AB +BC + CD
)
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Lema 8. Consideremos um quadrila´tero convexo [ABCD], com aˆngulos α, β, γ, δ e θ tal
como representado na Figura 5.7. Enta˜o, o aˆngulo θ e´ agudo se e so´ se cotβcotα < cotγcotδ.
Figura 5.7: Quadrila´tero convexo [ABCD]
Demonstrac¸a˜o. Designemos por h1 a altura do triaˆngulo [ABC] relativamente a [AC], por
h2 a altura do triaˆngulo [ACD] relativamente a [AC] e por X e Y os pontos de intersec¸a˜o.
Figura 5.8: Quadrila´tero convexo [ABCD]
cotγ =
AY
h1
⇔ AY = h1cotγ
cotβ =
CY
h1
⇔ CY = h1cotβ
AC = AY + CY = h1cotγ + h1cotβ = h1 (cotγ + cotβ)
cotδ =
XC
h2
⇔ XC = h2cotδ
cotα =
AX
h2
⇔ AX = h2cotα
AC = AX +XC = h2cotα+ h2cotδ = h2 (cotα+ cotδ)
Enta˜o,
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h2 (cotα+ cotδ) = h1 (cotγ + cotβ)⇔
h2 =
cotβ + cotγ
cotα+ cotδ
h1. (5.1)
O aˆngulo θ e´ agudo se e somente se AX < AY :
AX < AY ⇔ h2cotα < h1cotγ (5.2)
Se substituirmos 5.1 em 5.2 obtemos o resultado pretendido:
cotβ + cotγ
cotα+ cotδ
· h1 · cotα < h1cotγ ⇔
cotγcotα+ cotβcotα < cotγcotα+ cotγcotδ ⇔
cotβcotα < cotγcotδ
Lema 9. Se existe uma topologia de Steiner completa que liga quatro pontos A, B, C e D,
enta˜o o quadrila´tero formado por esses quatro pontos e´ convexo.
Demonstrac¸a˜o. Seja (AB) − P −Q − (CD) a a´rvore de Steiner completa que liga A, B, C
e D (ver Figura 5.9).
Figura 5.9: A´rvore de Steiner completa (AB)− P −Q− (CD)
Desenhemos a reta AX de tal modo que esta seja paralela a` reta que conte´m a aresta
[BP ] e desenhemos a reta Y Z de tal modo que Y Z contenha a aresta [AP ].
Enta˜o, como os treˆs aˆngulos em P medem 120o, B esta´ no interior do aˆngulo XAY e,
portanto, numa metade do plano determinado pela reta Y Z. Como CQ e´ paralelo a Y Z e
Q 6= P , C e D e consequentemente o triaˆngulo [ACD] esta˜o na outra metade.
Assim, B na˜o esta´ no interior do triaˆngulo [ACD]. Enta˜o, o quadrila´tero [ABCD] e´
convexo, uma vez que o mesmo argumento se aplica a todos os ve´rtices e o lema esta´ provado.
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Figura 5.10: Retas AX e Y Z
Figura 5.11: B na˜o esta´ no interior do triaˆngulo [ACD]
Teorema 10. Sejam dados quatro pontos A, B, C e D de modo a que realmente existam
ambas as topologias de Steiner completas. Enta˜o, a mais curta das duas esta´ no mesmo
sentido que o aˆngulo agudo entre as diagonais do quadrila´tero [ABCD]. As duas a´rvores
de Steiner completas (dado que ambas existem) tera˜o o mesmo comprimento se e so´ se as
diagonais forem perpendiculares.
Demonstrac¸a˜o. Pelo Lema 9 podemos afirmar que o quadrila´tero [ABCD] e´ convexo. Se
etiquetarmos os ve´rtices de forma consecutiva a` volta do pol´ıgono convexo [ABCD], enta˜o
as duas topologias de Steiner completas ligam A e B a P , P a Q, Q a C e D, e A e D a P ′,
P ′ a Q′, Q′ a B e C, ver Figura 5.12.
Analisemos cada uma delas.
Podemos obter o comprimento da a´rvore de Steiner (AB) − P − Q − (CD) atrave´s da
construc¸a˜o do triaˆngulo equila´tero [ABE], seguida da construc¸a˜o do triaˆngulo equila´tero
[CEH]. O comprimento pretendido e´ o comprimento de [DH]. O que pretendemos mostrar
e´ que DH = BP + AP + PQ+QC +QD, justificac¸a˜o que adve´m do resultado ja´ provado
para treˆs pontos iniciais, na secc¸a˜o 2.1, Problema de Fermat.
Sabemos que DH = DQ+QH.
Se efetuarmos a rotac¸a˜o de pi3 no sentido contra´rio ao dos ponteiros do relo´gio do triaˆngulo
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Figura 5.12: Duas topologias de Steiner completas para os quatro pontos dados A, B, C e
D
Figura 5.13: DH = BP +AP + PQ+QC +QD
[HQC] de centro em C, constatamos que QH = EQ1, onde Q1 e´ a imagem de Q pela referida
rotac¸a˜o.
Enta˜o, DH = DQ+ EQ1. Mas EQ1 = EQ+QQ1.
No entanto, o triaˆngulo [CQQ1] e´ equila´tero (∠Q1CQ = pi3 por ser a amplitude do aˆngulo
da rotac¸a˜o e ∠CQQ1 = pi3 por ser suplementar do aˆngulo PQC), logo, QQ1 = QC.
Enta˜o, EQ1 = EQ+QC = EP + PQ+QC.
De modo ana´logo, se efetuarmos a rotac¸a˜o do triaˆngulo [ABP ] de centro emB e amplitude
pi
3 no sentido dos ponteiros do relo´gio, constatamos que EP = EP1+P1P , onde P1 e´ a imagem
de P pela referida rotac¸a˜o.
EP = AP +BP .
Enta˜o, DH = DQ+AP +BP + PQ+QC.
Embora a observac¸a˜o da Figura 5.14 nos leve a pensar que, por exemplo, CE interseta
AB ou que ∠DBH < pi, na realidade isto pode na˜o acontecer. Sabemos que:
AE = EB, porque o triaˆngulo [ABE] e´ equila´tero;
CE = EH, porque o triaˆngulo [CEH] e´ equila´tero;
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Figura 5.14: Comprimento da a´rvore de Steiner (AB)− P −Q− (CD)
∠CEA = ∠HEB, porque ambos teˆm uma amplitude igual a pi3 −∠CEB ou pi3 +∠CEB,
conforme CE intersete AB ou na˜o;
Logo os triaˆngulos [CEA] e [HEB] sa˜o congruentes (L.A.L), o que implica que AC = BH
e que os aˆngulos ECA e EHB teˆm a mesma amplitude:
∆[CEA] ∼= ∆[HEB]⇒ AC = BH ∧ ∠ECA = ∠EHB (5.3)
Designemos por X o ponto de intersec¸a˜o de AC e BD. Ao analisar o quadrila´tero
[CXBH] concluimos que:
∠CXB + ∠XBH = 2pi − (∠XCH + ∠BHC)
= 2pi −
(pi
3
+ ∠ECA+ pi
3
− ∠BHE
)
=
4pi
3
usando (5.3)
Logo
∠DBH = 4pi
3
− ∠CXB. (5.4)
A segunda topologia de Steiner considerada, (AD)−P ′−Q′−(BC), pode ser representada
pelo esquema da Figura 5.16, onde se construiu o triaˆngulo equila´tero [CBE′], seguido do
triaˆngulo tambe´m equila´tero [E′AH ′]. Assim, o comprimento do segmento de reta [DH ′]
da´-nos o comprimento desta a´rvore. Ora, pelo argumento anterior ∠DBH ′ = 4pi3 − ∠BXA.
Consideremos que ∠DBH > pi (e que ∠DBH ′ > pi). Designemos por α (e α′) esse
aˆngulo. Quando nos referirmos a esses aˆngulos como aˆngulos internos dos triaˆngulos [DBH]
e [DBH ′] estes sera˜o designados por αt e α′t. Assim,
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Figura 5.15: Quadrila´tero [CXBH]
Figura 5.16: Comprimento da a´rvore de Steiner (AB)− P ′ −Q′ − (CD)
{
α = αt se α ≤ pi
α = 2pi − αt se α > pi
e de forma ana´loga para α′ e α′t.
Em primeiro lugar, constatamos que e´ imposs´ıvel que α e α′ sejam superiores a pi em
simultaˆneo, uma vez que, por (5.4):
8pi
3 − ∠CXB − ∠BXA = 5pi3 < 2pi
Provemos enta˜o que α > α′ se e so´ se αt > α′t.
Se α ≤ pi enta˜o todos os aˆngulos sa˜o na˜o superiores a pi e, por conseguinte, as definic¸o˜es
sa˜o as mesmas.
Se α > pi enta˜o, pela igualdade (5.3), ∠CBX < pi3 e, por isso, ∠BXA >
2pi
3 .
αt = 2pi − α = 2pi3 + ∠CBX > 2pi3 , enquanto α′t = α′ (uma vez que apenas um pode
exceder pi)
α′t =
4pi
3 − ∠BXA < 2pi3 .
Assim, αt > α
′
t.
85
Reciprocamente, suponhamos que αt > α
′
t. Se α > pi, enta˜o α > pi > αt > α
′
t = α
′ (uma
vez que apenas um pode exceder pi). Se α′ > pi, enta˜o, pelo argumento anterior, α′t > αt, o
que e´ uma contradic¸a˜o.
Assim, α = α′ se e so´ se αt = α′t.
Sabemos ainda que:
BH ′ = BH (pela implicac¸ao (5.3) ambos sa˜o iguais a AC)
[DB] e´ um lado comum aos dois triaˆngulos.
Se dois lados de um triaˆngulo sa˜o congruentes com dois lados de um segundo triaˆngulo,
enta˜o o aˆngulo formado pelos dois lados no primeiro triaˆngulo excede o aˆngulo formado pelos
dois lados no segundo triaˆngulo se e so´ se o terceiro lado no primeiro triaˆngulo exceder o
terceiro lado no segundo triaˆngulo. Assim,
DH > DH ′ ⇔ αt > α′t ⇔ α > α′ ⇔ ∠CXB < ∠BXA
DH = DH ′ ⇔ αt = α′t ⇔ α = α′ ⇔ ∠CXB = ∠BXA
Teorema 11. Sejam dados quatro pontos A, B, C e D de modo a que realmente existam
ambas as topologias de Steiner completas. Enta˜o a mais curta das duas, na direc¸a˜o do aˆngulo
agudo entre as diagonais, e´ a a´rvore mı´nima de Steiner para os pontos A, B, C e D.
Demonstrac¸a˜o. O que pretendemos provar e´ que qualquer a´rvore de Steiner para os quatro
pontos dados que tenha um ou nenhum ponto de Steiner e´ maior do que uma das a´rvores de
Steiner completas. Pelo Lema 9, [ABCD] e´ um quadrila´tero convexo.
Sendo assim, devemos distinguir duas situac¸o˜es: uma em que a a´rvore de Steiner tem
um ponto de Steiner e uma segunda situac¸a˜o em que a a´rvore de Steiner na˜o tem qualquer
ponto de Steiner.
Caso 1
Seja T1 uma a´rvore de Steiner com um ponto de Steiner P . Este ponto de Steiner P e´
adjacente a treˆs dos pontos iniciais. Sejam A, B e C esses pontos. E D e´ adjacente a A, B
ou C.
• Suponhamos enta˜o que D e´ adjacente a A (ou C), como na Figura 5.17. Efetue-
mos a construc¸a˜o do triaˆngulo equila´tero [ABE], seguida da construc¸a˜o do triaˆngulo
equila´tero [CDF ]. O comprimento da a´rvore de Steiner T1 (AP + BP + CP + CD)
e´ EC + CD = EC + CF , o que excede o comprimento de EF , comprimento de uma
a´rvore de Steiner completa.
• Mas D pode ser adjacente a B.
Comecemos enta˜o por construir a mediatriz de [BP ] e analisar os dois semiplanos que
essa mediatriz determina. B pertence a um desses semiplanos. Pela convexidade ja´
referida, D pertence ao mesmo semiplano que A, P e C e como os semiplanos sa˜o
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Figura 5.17: Uma a´rvore de Steiner com um ponto de Steiner em que D e´ adjacente a C
determinados pela mediatriz de [BP ], sabemos que B e P pertencem a semiplanos
distintos. Assim, D esta´ mais pro´ximo de P do que de B. Enta˜o, T1 na˜o e´ a ligac¸a˜o
mais curta entre A, B, C, D e P .
Figura 5.18: Uma a´rvore de Steiner com um ponto de Steiner em que D e´ adjacente a B
Caso 2
Seja T0 uma a´rvore de Steiner sem pontos de Steiner, ou seja, uma a´rvore geradora
minimal para A, B, C e D. Como o quadrila´tero [ABCD] e´ convexo, enta˜o existem treˆs
poss´ıveis a´rvores mı´nimas (ver Figura 5.19).
Figura 5.19: A´rvores de Steiner sem pontos de Steiner em que [ABCD] seja convexo
Provemos enta˜o que qualquer a`rvore das treˆs apresentadas na Figura 5.19 e´ maior do que
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uma das a´rvores de Steiner completas.
1. Efetue-se a construc¸a˜o dos triaˆngulos equila´teros [ABE] e [CDF ].
AB + BC + CD = EB + BC + CF > EF (comprimento de uma a´rvore de Steiner
completa)
Figura 5.20: EB +BC + CF > EF
2. Efetue-se novamente a construc¸a˜o dos triaˆngulos equila´teros [ABE] e [CDF ].
Enta˜o, AB + BD + CD = EB + BD + DF ≥ EF (comprimento de uma a´rvore de
Steiner completa)
Figura 5.21: EB +BD +DF ≥ EF
3. Efetue-se a construc¸a˜o dos triaˆngulos equila´teros [CDF ] e [BFH]. Pelo argumento do
Teorema 11, BD = CH, e AB + BD + BC = AB + BC + CH ≥ AH (comprimento
de uma a´rvore de Steiner completa).
Estamos finalmente em condic¸o˜es de provar o resultado de Polak de que a raza˜o mı´nima
de Steiner e´ ρ ≥
√
3
2 para qualquer subconjunto de quatro pontos de R
2.
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Figura 5.22: AB +BC + CH ≥ AH
Teorema 12. Seja ω(AMS) o peso da A´rvore Mı´nima de Steiner para um subconjunto de
quatro pontos dados de R2 e ω(AGM) o peso da A´rvore Geradora Minimal para o mesmo
conjunto de pontos. Enta˜o,
ω(AMS)
ω(AGM)
≥
√
3
2
.
Demonstrac¸a˜o. Se a A´rvore Mı´nima de Steiner na˜o tiver nenhum ponto de Steiner enta˜o
ω(AMS) = ω(AGM)⇔ ω(AMS)ω(AGM) = 1 ≥
√
3
2 .
Figura 5.23: A A´rvore Mı´nima de Steiner na˜o tem nenhum ponto de Steiner
Averiguemos agora o que acontece se a A´rvore Mı´nima de Steiner tiver um u´nico ponto
de Steiner.
Se a A´rvore Mı´nima de Steiner tem um u´nico ponto enta˜o este e´ adjacente a treˆs dos
quatro pontos dados. No in´ıcio desta secc¸a˜o apresenta´mos a prova de Gilbert e Pollak, em
[29], de que ω(AMS)ω(AGM) ≥
√
3
2 para qualquer subconjunto de treˆs pontos de R
2.
Designemos por ω3(AMS) o peso da A´rvore Mı´nima de Steiner para os treˆs pontos iniciais
que sa˜o adjacentes ao u´nico ponto de Steiner e por ω3(AGM) o peso da A´rvore Geradora
Minimal para os mesmos treˆs pontos. Enta˜o ja´ foi provado que ω3(AMS)ω3(AGM) ≥
√
3
2 . Portanto, se
adicionarmos a ligac¸a˜o que permite juntar o quarto ve´rtice verificamos que ω(AMS)ω(AGM) >
√
3
2 .
Enta˜o, sem perda de generalidade, podemos assumir que a A´rvore Mı´nima de Steiner e´
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Figura 5.24: A A´rvore Mı´nima de Steiner tem um u´nico ponto de Steiner
Figura 5.25: A´rvore Mı´nima de Steiner e A´rvore Geradora Minimal para os treˆs pontos
adjacentes ao ponto de Steiner
completa.
Se os quatro pontos dados forem B, C, E e G podemos assumir que a a´rvore de Steiner e´
(BC)−P −Q− (EG). A notac¸a˜o foi escolhida por Pollak de modo que C, B, E e G estejam
por ordem a` volta do quadrila´tero [CBEG], que sabemos pelo Lema 9 que e´ convexo. No
cap´ıtulo 3 conclu´ımos que, para 4 pontos iniciais, existem 16 a´rvores geradoras minimais,
que podem ser agrupadas em 5 classes. Existem, portanto, 5 classes de topologias poss´ıveis
para a A´rvore Geradora Minimal a partir das quais calculamos ω(AGM). Pollak fez uma
prova para cada uma destas cinco possibilidades.
Caso 1
A A´rvore Geradora Minimal e´ a da Figura 5.26.
Figura 5.26: A´rvore Geradora Minimal (Caso 1)
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Comecemos por construir os triaˆngulos equila´teros [ABC] e [EGF ], de tal modo que
ω(AMS) = AF , uma vez que ja´ constatamos que BP + CP + PQ+ EQ+GQ = AF .
Figura 5.27: ω(AMS) = AF
Designemos por X o ponto de intersec¸a˜o das retas AB e FE e por Y o ponto de intersec¸a˜o
das retas AC e FG. No quadrila´tero [AXFY ], ∠A+∠F = 2pi3 , de modo que pelo menos um
dos angulos ∠X e ∠Y e´ maior ou igual a 2pi3 . Suponhamos enta˜o que e´ X: ∠X ≥ 2pi3 .
Figura 5.28: Quadrila´tero [AXFY ]
Nestas circunstaˆncias temos que considerar duas situac¸o˜es distintas: uma em que X na˜o
pertence a nenhum dos segmentos de reta [AB] e [EF ] e outra em que X pertence a um dos
segmentos de reta [AB] ou [EF ]. Analisemos cada uma destas situac¸o˜es em separado.
1. Se X na˜o pertence a nenhum dos segmentos de reta [AB] e [EF ] enta˜o
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ω(AMS) = AF ≥
≥
√
3
2
(AX +XF ) =
=
√
3
2
(AB +BX +XE + EF ) ≥
≥
√
3
2
(AB +BE + EF ) =
=
√
3
2
(CB +BE + EF ) =
=
√
3
2
(CB +BE + EG) =
=
√
3
2
ω(AGM).
Figura 5.29: Pelo Lema 1 AF ≥
√
3
2 (AX +XF )
2. Se X pertence a um dos segmentos de reta [AB] ou [EF ], seja [EF ] esse segmento.
Figura 5.30: X pertence ao segmento de reta [EF ]
∠FEG = pi3 .
Como a A´rvore Geradora Minimal e´ a definida na Figura 5.26, BG > BE e BG > EG.
Por isso, ∠BEG ≥ pi3 . Logo, ∠BEF ≥ 2pi3 . ∠ABE e´ obtuso pela definic¸a˜o inicial deste
no item. Por conseguinte, pelo Lema 7,
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ω(AMS) = AF ≥
≥
√
3
2
(AB +BE + EF ) =
=
√
3
2
(CB +BE + EG) =
=
√
3
2
ω(AGM).
Caso 2
A A´rvore Geradora Minimal e´ a da Figura 5.31.
Figura 5.31: A´rvore Geradora Minimal (Caso 2)
Comecemos por construir novamente os triaˆngulos equila´teros [ABC] e [EFG]. Desde
que CG ≥ max(CB,BG) enta˜o ∠CBG ≥ pi3 ; de modo ana´logo ∠BGE ≥ pi3 . Por isso,
∠ABG ≥ 2pi3 e ∠BGF ≥ 2pi3 . Por conseguinte, pelo Lema 6,
ω(AMS) = AF ≥
≥
√
3
2
(AB +BG+GF ) =
=
√
3
2
(CB +BG+ EG) =
=
√
3
2
ω(AGM).
Figura 5.32: A´rvore Geradora Minimal(Caso 2)
AAA
93
AAA
Caso 3
A A´rvore Geradora Minimal e´ a da Figura 5.33.
Figura 5.33: A´rvore Geradora Minimal (Caso 3)
Comecemos por construir o triaˆngulo equila´tero [EGF ], seguido do triaˆngulo equila´tero
[BFL]. Enta˜o, ω(AMS) = CL. Tracemos LE (como se observa na Figura 5.34).
Figura 5.34: ω(AMS) = CL
Por construc¸a˜o, EF = GF e LF = BF .
∠GFB = ∠EFL, uma vez que ambos acrescidos do aˆngulo BFE formam um aˆngulo de
pi
3 de amplitude. Por isso, os triaˆngulos [EFL] e [GFB] sa˜o congruentes. Por conseguinte,
BG = LE. Assim,
ω(AGM) = CB +BE + EL.
Do mesmo modo, ∠ELF = ∠FBG.
Como [CG] e´ o maior lado do triaˆngulo [BGC] enta˜o ∠CBG ≥ pi3 .
Como [EG] e´ o maior lado do triaˆngulo [BEG] enta˜o ∠EBG ≥ pi3 .
Logo, ∠CBE ≥ 2pi3 . Ale´m disso, ∠BEL = pi − ∠EBL− ∠BLE.
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Figura 5.35: ω(AGM) = CB +BE + EL
Mas,
∠EBL+ ∠BLE = pi
3
− ∠EBF + pi
3
− ∠ELF
(como ∠ELF = ∠FBG)
=
2pi
3
− ∠EBF − ∠FBG ≤
≤ 2pi
3
− pi
3
=
=
pi
3
Por isso tambe´m, ∠BEL ≥ 2pi3 .
Enta˜o, pelo Lema 6:
ω(AMS) = CL ≥
≥
√
3
2
(CB +BE + EL) =
=
√
3
2
ω(AGM).
Caso 4
A A´rvore Geradora Minimal e´ a da Figura 5.36.
Podemos assumir que ∠CBE+∠BEG ≥ pi. Sena˜o, trocar B com C e E com G. Devemos
considerar duas situac¸o˜es: uma em que ∠BEG ≤ 2pi3 e outra em que ∠BEG > 2pi3 . Quando
∠BEG ≤ 2pi3 , o aˆngulo ABE pode ser menor ou igual que pi ou enta˜o maior do que pi, e
quando ∠BEG > 2pi3 , ∠EGC ≥ 2pi3 ou ∠EGC < 2pi3 .
1. Se ∠BEG ≤ 2pi3 enta˜o ∠CBE ≥ pi3 . Desenhemos os triaˆngulos equila´teros [ABC] e
[EGF ] de tal modo que ω(AMS) = AF . Enta˜o ∠ABC + ∠CBE = ∠ABE ≥ 2pi3 .
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Figura 5.36: A´rvore Geradora Minimal (Caso 4)
Figura 5.37: A´rvore Geradora Minimal (Caso 4)
(a) Se ∠ABE ≤ pi, enta˜o o prolongamento de [AB] encontra o prolongamento de [EF ]
num ponto X. Com as condic¸oes descritas em (1) (a), ∠ABE ≤ pi e ∠BEF ≤ pi,
resulta que B ∈ [AX] e E ∈ [FX]. Pela desigualdade ∠ABE + ∠BEF ≥ 5pi3 ,
∠BXE ≥ 2pi3 .
Figura 5.38: A´rvore Geradora Minimal quando ∠ABE ≤ pi
Logo,
96
AF ≥
√
3
2
(AX +XF ) ≥
≥
√
3
2
(AB +BE + EF ) =
=
√
3
2
(CB +BE + EG) ≥
≥
√
3
2
(GC +BE + EG)
O u´ltimo passo adve´m da construc¸a˜o da A´rvore Geradora Minimal, BC ≥ CG.
(b) Se ∠ABE > pi, a construc¸a˜o da A´rvore Geradora Minimal permite concluir que
∠BEG ≥ pi3 . Logo ∠BEF ≥ 2pi3 .
Pelo Lema 7, AF ≥
√
3
2 (AB +BE + EF ).
Figura 5.39: A´rvore Geradora Minimal quando ∠ABE > pi
2. Se ∠BEG > 2pi3 enta˜o ∠BEG + ∠GEF > pi. Desenhemos o triaˆngulo equila´tero
[CFM ] de tal modo que ω(AMS) = BM .
Figura 5.40: A´rvore Geradora Minimal quando ∠BEG > 2pi3
(a) Se ∠EGC ≥ 2pi3 enta˜o G e´ exterior ao triaˆngulo [CFM ] e ∠EFM ≥ 2pi3 .
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Figura 5.41: A´rvore Geradora Minimal quando ∠BEG > 2pi3 e ∠EGC ≥ 2pi3
Pelo Lema 7,
BM ≥
√
3
2
(BE + EF + FM) =
=
√
3
2
(BE + EG+ FC) ≥
≥
√
3
2
(BE + EG+GC)
O u´ltimo passo adve´m da convexidade do quadrila´tero, ∠EGC < pi enta˜o ∠EGC+
∠EGF < 4pi3 . ∠CGF >
2pi
3 de tal modo que [FC] e´ o maior lado do triaˆngulo
[FGC].
(b) Se ∠EGC < 2pi3 enta˜o G e´ um ponto interior ao triaˆngulo [CFM ] (Figura 5.42).
Por conseguinte, ∠FGM > ∠FCM = pi3 . Logo ∠EGM >
2pi
3 . Uma vez que
∠BEG > 2pi3 enta˜o, pelo Lema 6, BM ≥
√
3
2 (BE + EG + GM). Falta agora
provar que GM ≥ GC.
Figura 5.42: A´rvore Geradora Minimal quando ∠BEG ≤ 2pi3 e ∠EGC < 2pi3
Agora EF = GF e CF = FM .
Pela construc¸a˜o da A´rvore Geradora Minimal, CE ≤ FM , uma vez que os
triaˆngulos [CEF ] e [MGF ] sa˜o congruentes e ∠MGF ≥ ∠GFM . Para ale´m
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disso, ∠EFM = pi3 +∠CFE e ∠EFM =
pi
3 +∠GFM , ou seja, ∠CFE = ∠GFM .
∠CFE + ∠GFM − 2pi3 = ∠CFG.
Como ∠CFE = ∠GFM enta˜o ∠EFC = 12∠CFG+
pi
3 , ou seja, ∠CFE ≥ ∠CFG.
Mas ∠EFG = pi3 , logo ∠CFG ≤ pi6 , o que implica que ∠GFM = pi3 − ∠CFG >
pi
6 > ∠CFG.
Mas tambe´m GF = EF e CF = FM . Desde que ∠GFM ≥ ∠CFG, GM ≥ CG.
O que completa a prova para este caso.
Caso 5
A A´rvore Geradora Minimal e´ a da Figura 5.43.
Figura 5.43: A´rvore Geradora Minimal (Caso 5)
Nestas circunstaˆncias podemos ter treˆs situac¸o˜es distintas: quando ∠CBE ≥ 2pi3 , quando
∠EGC ≥ 2pi3 e quando ∠CBE < 2pi3 ∧∠EGC < 2pi3 . Analisemos cada uma delas em separado.
1. Suponhamos que ∠CBE ≥ 2pi3 . Comecemos por construir os triaˆngulos equila´teros
[EGF ] e [BFL]. Esta prova e´ ideˆntica a` prova do Caso 3. Desde que [EG] seja o maior
lado do triaˆngulo [BEG] enta˜o ∠EBG ≥ pi3 . Por isso,
Figura 5.44: A´rvore Geradora Minimal quando ∠CBE ≥ 2pi3
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ω(AMS) = CL ≥
≥
√
3
2
(CB +BE + EL) =
=
√
3
2
(CB +BE +BG) ≥
≥
√
3
2
(CG+BG+BE) =
=
√
3
2
ω(AGM).
2. Se ∠EGC ≥ 2pi3 devemos construir o triaˆngulo equila´tero [ABC] seguido do triaˆngulo
equila´tero [AGL]. Desde que [BC] seja o maior lado do triaˆngulo [BCG] enta˜o ∠BGC ≥
pi
3 .
Figura 5.45: A´rvore Geradora Minimal quando ∠EGC ≥ 2pi3
Por isso,
ω(AMS) = EL ≥
≥
√
3
2
(EG+GC + CL) =
=
√
3
2
(EG+GC +BG) ≥
≥
√
3
2
(BE +GC +BG) =
=
√
3
2
ω(AGM).
3. Quando na A´rvore Geradora Minimal considerada no Caso 5 ∠CBE < 2pi3 e ∠CGE <
2pi
3 , Pollak inicia a prova mostrando que existe a outra topologia completa que na˜o a
considerada inicialmente ((BE)− P −Q− (CG)).
Comecemos por trac¸ar o segmento [XY ] que tem o comprimento da A´rvore de Steiner.
Ja´ vimos anteriormente que a intersec¸a˜o das circunfereˆncias que circunscrevem os
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Figura 5.46: A´rvore Geradora Minimal quando ∠CBE < 2pi3 e ∠CGE <
2pi
3
triaˆngulos equila´teros com o segmento de reta definido pelos pontos equila´teros cujo
comprimento e´ igual ao da A´rvore de Steiner da´ a posic¸a˜o dos pontos de Steiner.
Enta˜o, se [XY ] intersetar os segmentos de reta [BE] e [CG] e, se as circunfereˆncias
que circunscrevem os triaˆngulos [BEX] e [CGY ] na˜o se intersetarem, [XY ] tambe´m
interseta os arcos BE e CG, e por conseguinte, da´-nos a posic¸a˜o dos pontos de Steiner P
eQ, de modo que P e´ adjacente a B e a E, eQ e´ adjacente a C e aG, ou seja, a topologia
(BE)−P−Q−(CG) existe (Figura 5.46). Por um lado, ∠Y GE = ∠Y GC+∠CGE < pi
e ∠CBX = ∠CBE + ∠EBX < pi. Por outro lado, [BC] e´ o maior lado do triaˆngulo
[BCG], enta˜o ∠BCG < pi2 e, por isso, ∠BCY <
5pi
6 . De modo ana´logo, ∠GEX <
5pi
6 .
Enta˜o X e Y esta˜o no mesmo semiplano determinado por BC, tal como E e G, e no
mesmo semiplano determinado por EG, tal como B e C. Logo [XY ] interseta [BE] e
[CG].
Marquemos enta˜o um novo ponto S, no lado oposto ao de X relativamente a BE, de
tal modo que ∠EBS = pi3 , e um outro ponto T , no lado oposto ao de Y relativamente
a CG, de tal modo que ∠CGT = pi3 .
A circunfereˆncia que circunscreve o triaˆngulo [BEX] pertence a um dos semiplanos
determinados por BS, exatamente aquele a que tambe´m pertencem X e E, e a circun-
fereˆncia que circunscreve o triaˆngulo [CGY ] pertence ao semiplano determinado porGT
a que tambe´m pertencem C e Y . Desde que ∠EBG > pi3 e ∠BGC >
pi
3 , por construc¸a˜o
da A´rvore Geradora Minimal, os arcos BE e GC pertencem a semiplanos diferentes
determinados por BG e, por conseguinte, na˜o se intersetam. Enta˜o a topologia de
Steiner completa (BE)− P −Q− (CG) tambe´m existe.
Desde que pi3 < ∠EBG <
2pi
3 e
pi
3 < ∠BGC <
2pi
3 enta˜o |cot∠EBG| ≤
√
3
3 e |cot∠BGC| ≤√
3
3 . Por isso, |cot∠EBG · cot∠BGC| ≤ 13 . Por outro lado, cot∠CBG >
√
3
3 e
cot∠EGB >
√
3
3 , enta˜o cot∠EBG · cot∠BGC < cot∠CBG · cot∠EGB.
Pelo Lema 8 e pelo Teorema 7, (BE) − P −Q − (CG) e´ a A´rvore mı´nima de Steiner
e na˜o (BC) − P − Q − (EG). Estamos portanto no Caso 2, que ja´ foi devidamente
provado.
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Figura 5.47: A topologia de Steiner completa (BE)− P −Q− (CG) tambe´m existe
5.2 Alguns casos particulares da Raza˜o de Steiner
Como ja´ foi referido no in´ıcio deste cap´ıtulo, sempre que o problema dado tem mais de vinte
pontos iniciais e´ impratica´vel determinar a A´rvore Mı´nima de Steiner, e por conseguinte, a
Raza˜o de Steiner O´tima. Assim, e´ pra´tica comum recorrer a heur´ısticas que nos fornecem
aproximac¸o˜es da A´rvore Mı´nima de Steiner e determinar a Raza˜o de Steiner efetuando
o quociente entre o comprimento dessa A´rvore Mı´nima de Steiner obtida por me´todos
heur´ısticos e o comprimento da A´rvore Geradora Minimal. O valor desta raza˜o permite
averiguar se uma determinada heur´ıstica fornece uma boa ou ma´ aproximac¸a˜o, sendo uma
soluc¸a˜o considerada de boa qualidade sempre que a raza˜o de Steiner e´ menor ou igual a um.
Por outro lado, esta raza˜o permite-nos estabelecer comparac¸o˜es entre as va´rias heur´ısticas.
A tabela seguinte apresenta alguns valores para a Raza˜o de Steiner obtidos a partir de
aproximac¸o˜es de A´rvores Mı´nimas de Steiner obtidas atrave´s de processos heur´ısticos [56].
Como pudemos constatar para R2, o estudo da Raza˜o de Steiner em Rn tem-se mostrado
muito complexo e muitas questo˜es continuam em aberto [22, 29, 35].
Para a´rvores de Steiner em espac¸os euclideanos de dimensa˜o superior a dois ainda na˜o
e´ conhecido o ı´nfimo, mas existem algumas conjeturas nesse sentido [69]. Ding-Zhu Du em
[73] apresenta uma prova que ρ > 0, 615 para Rn. No entanto, Smith e MacGregor Smith
apresentaram em [66] uma conjetura para a Raza˜o de Steiner em R3: ρ = 0, 78419. Estes
dois autores afirmam que esta raza˜o e´ alcanc¸ada atrave´s de uma estrutura que designaram
por sausage.
Definic¸a˜o 14. Uma n-sausage e´ um conjunto infinito numera´vel de pontos em Rn formado
pelos centros das esferas de diaˆmetro unita´rio que se obteˆm da seguinte forma:
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Ano Autores Raza˜o de Steiner
1981 Kou, Markowsky e Berman ρ = 12
1993 Zelikovsky ρ = 611
∼= 0, 54
1994 Berman e Ramaiyer ρ = 916
∼= 0, 56 e ρ ∼= 0, 57
1995 Zelikovsky ρ = 11 + ln2 ∼= 0, 59
1995 Karpinski e Zelikovsky ρ ∼= 0, 61
1997 Pro¨mel ρ ∼= 0, 6
1999 Hougardy e Pro¨mel ρ ∼= 0, 63
2000 Robbins e Zelikovsky ρ = 1
1+ ln3
2
∼= 0, 65
Tabela 5.2: Valores da Raza˜o de Steiner ate´ 2000
Comecemos com uma esfera de diaˆmetro unita´rio no espac¸o Rn. Adicionamos de forma
sucessiva esferas de diaˆmetro unita´rio de tal modo que a k-e´sima esfera adicionada seja
tangente a`s u´ltimas ` esferas adicionadas, onde ` = min{n, k − 1}.
Notemos que, fixado n, ha´ apenas uma n-sausage a menos de isometria.
Um conjunto de d pontos consecutivos de uma n-sausage e´ designado por uma n-sausage
de d pontos. Nas Figuras 5.48 e 5.49 podemos observar imagens de uma sausage em R2 e de
uma sausage em R3.
Du e Smith [22] mostraram que a` medida que o nu´mero de pontos iniciais aumenta a
Raza˜o de Steiner da estrutura sausage para dimenso˜es superiores a dois diminui, tendendo
para um determinado valor. A t´ıtulo de exemplo, em R4, a` medida que se aumenta o
nu´mero de pontos iniciais, a Raza˜o de Steiner da sausage tende para 0, 74398. Para ale´m
disso, conjeturaram que, para dimenso˜es relativamente pequenas, esses limites para os quais
tende a Raza˜o de Steiner correspondem ao ı´nfimo para a dimensa˜o considerada.
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Figura 5.48: Sausage de 11 pontos em R2 em [66]
Figura 5.49: Sausage de 11 pontos em R3 em [66]
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Cap´ıtulo 6
Aplicac¸o˜es do problema
As aplicac¸o˜es do Problema de Steiner sa˜o imensas e diversificadas. Ao longo deste cap´ıtulo
pretendemos dar uma ideia dessa diversidade e facultar um leque abrangente de refereˆncias
bibliogra´ficas.
No livro “Shortest Connectivity: An Introduction with Applications in Phylogeny” [12],
Cieslik descreve o que podera´ ter sido uma das primeiras aplicac¸o˜es do Problema de Steiner.
Numa carta escrita a Schuhmacher em 1836, Gauss colocou o seguinte problema:
“Como construir uma rede ferrovia´ria de comprimento mı´nimo que ligue quatro cidades
alema˜s: Bremen, Harburg, Hannover e Braunschweig?”
Figura 6.1: Problema proposto por Gauss a Schuhmacher
Gauss colocou este problema a Schuhmacher em resposta a uma carta onde este u´ltimo
expressava um paradoxo no Problema de Fermat: para quatro pontos v1, v2, v3 e v4, no plano
euclideano, que formam um quadrila´tero convexo, a soluc¸a˜o do Problema de Fermat e´ o ponto
de intersec¸a˜o das duas diagonais. Se movermos dois dos quatro ve´rtices do quadrila´tero de
modo a que fiquem coincidentes conforme ilustrado na Figura 6.2, o ponto de intersec¸a˜o das
duas diagonais vai coincidir com os dois ve´rtices referidos. No entanto, a soluc¸a˜o do Problema
de Fermat para os treˆs pontos que se obtiveram a partir dos quatro pontos considerados
continua a passar pelo ponto de Torricelli T .
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Figura 6.2: Paradoxo colocado por Schuhmacher a Gauss
O Problema de Steiner serve de base para qualquer problema cujo objetivo e´ encontrar
uma ligac¸a˜o entre pontos, objetos, localidades, etc, de tamanho mı´nimo.
Qualquer rede de eletricidade, de ga´s, de ventilac¸a˜o, de tu´neis, de vias de comunicac¸a˜o,
etc, pode ser otimizada recorrendo a`s a´rvores de Steiner. Na Figura 6.3 podemos observar,
em simultaˆneo, a configurac¸a˜o inicial e a configurac¸a˜o ideal para a rede de ga´s do campo
Moomba Gasfield, S.A.. Os pontos assinalados com ◦ sa˜o os pontos iniciais. Na imagem
e´ poss´ıvel tambe´m obter informac¸a˜o relativa ao custo de cada uma das configurac¸o˜es (as
informac¸o˜es relativas aos ca´lculos dos custos podem ser consultadas em [5]). No artigo [26]
encontramos alguns resultados sobre redes de estradas que ligam um determinado conjunto
de cidades.
Figura 6.3: Configurac¸a˜o inicial e configurac¸a˜o ideal para a rede de ga´s do campo Moomba
Gasfiekd, S.A. em [5]
McGregor Smith em [64] transpoˆs va´rias propriedades das a´rvores de Steiner no plano
euclideano para o espac¸o euclideano, o que abriu caminho para novas aplicabilidades do
Problema de Steiner, tais como em projetos de redes de minas subterraˆneas, na configurac¸a˜o
molecular e na infereˆncia filogene´tica.
No cap´ıtulo “Optimisation in underground mining” de [2] podemos encontrar me´todos
que modelam e otimizam a estrutura de tu´neis em minas subterraˆneas.
106
Figura 6.4: Ilustrac¸a˜o de uma A´rvore Mı´nima de Steiner que otimiza a estrutura de tu´neis
de uma determinada mina subterraˆnea em [7]
Uma mina subterraˆnea pode ser vista como um conjunto de rampas e unidades que
interligam pontos de cada n´ıvel a um ponto a` superf´ıcie. Deste ponto de vista, uma mina
pode ser matematicamente modelada por uma a´rvore. Ao juntarmos o interesse em obter a
soluc¸a˜o de menor custo, podemos modelar a estrutura de tu´neis de uma mina subterraˆnea
atrave´s de a´rvores de Steiner, como esta´ ilustrado na Figura 6.4.
Os estudos sobre a´rvores de Steiner na a´rea da configurac¸a˜o molecular sa˜o imensos e
muito atuais, visto ser de extrema importaˆncia para a resoluc¸a˜o de problemas em aberto
como a cura da SIDA ou do Cancro, por exemplo, [48].
Figura 6.5: A´rvore Mı´nima de Steiner associada a um segmento de uma prote´ına em [65]
McGregor Smith em [68] comparou as estruturas moleculares espaciais de prote´ınas
com a estrutura sausage que associou a`s A´rvores Mı´nimas de Steiner para conjuntos de
pontos situados no espac¸o tridimensional, tendo conclu´ıdo que a soma de todas as distaˆncias
interato´micas e´ aproximadamente igual ao peso da A´rvore Mı´nima de Steiner quando os
pontos dados sa˜o colocados na posic¸a˜o dos a´tomos da prote´ına. Tambe´m A. Neto escreveu
sobre a aplicabilidade do Problema de Steiner em mole´culas de interesse biolo´gico, em [51].
Por outro lado, Kapsalis et al [38] resolveram o Problema de Steiner em Grafos recorrendo
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a algoritmos gene´ticos.
Na Figura 6.5 podemos observar a A´rvore de Steiner associada a um segmento de uma
prote´ına.
Figura 6.6: He´lice tripla com estrutura de A´rvore Mı´nima de Steiner em [64]
A Figura 6.6 apresenta uma he´lice tripla com uma estrutura de A´rvore Mı´nima de Steiner
e a Figura 6.7 a estrutura de um segmento de A-ADN (forma menos hidratada do ADN),
tambe´m ela equivalente a uma A´rvore Mı´nima de Steiner.
Figura 6.7: Estrutura de um segmento de A-ADN em [52]
Todos estes exemplos apresentados na a´rea da configurac¸a˜o molecular apresentam a
estrutura sausage.
AAA
AAA
Na a´rea da infereˆncia filogene´tica, a aplicac¸a˜o do Problema de Steiner tambe´m e´ im-
portante. Montenegro, Torrea˜o e Maculan em [50] apresentaram um processo heur´ıstico
para a resoluc¸a˜o do Problema de Steiner Euclideano em Rn com aplicabilidade na infereˆncia
filogene´tica, infereˆncia esta que origina a´rvores evolutivas. A a´rvore que relaciona N ele-
mentos, cada um com m carater´ısticas, com base na diferenc¸a entre as suas carater´ısticas e´
designada por a´rvore filogene´tica (ou a´rvore evolutiva). Cada um dos N elementos representa
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uma espe´cie e respetivas carater´ısticas (morfolo´gicas ou moleculares). Um dos me´todos para
encontrar a´rvores filogene´ticas e´ o me´todo da Evoluc¸a˜o Mı´nima [70], que permite obter uma
soluc¸a˜o aproximada ao encontrar a a´rvore de menor tamanho que conecta as espe´cies atrave´s
das suas carater´ısticas. Assim, o Problema de Steiner pode ser utilizado para encontrar a
a´rvore filogene´tica para um conjunto de espe´cies.
A Figura 6.8 apresenta um exemplo de uma a´rvore evolutiva que relaciona 19 espe´cies
(N = 19). Os pontos fixos, numerados de 1 a 19, sa˜o as espe´cies e os pontos na˜o numerados,
pontos de Steiner, sa˜o os supostos ancestrais.
Figura 6.8: A´rvore evolutiva para 19 espe´cies em [50]
Uma outra aplicac¸a˜o do Problema de Steiner e´ na a´rea da energia visto que e´ poss´ıvel
correlacionar uma a´rvore de Steiner com uma configurac¸a˜o de energia potencial mı´nima.
Para tal, basta associar os pontos e as arestas de uma determinada a´rvore a part´ıculas
carregadas interligadas por algum tipo de potencial. Em potenciais do tipo gravitacional ou
eletrosta´tico, onde a energia potencial cresce com a distaˆncia entre as part´ıculas, a reduc¸a˜o do
comprimento total das interligac¸o˜es implica uma reduc¸a˜o da energia potencial total. Assim,
uma a´rvore de Steiner mı´nima seria uma configurac¸a˜o de energia mı´nima e, portanto, tambe´m
uma configurac¸a˜o de equil´ıbrio esta´vel, o que esta´ de acordo com a carater´ıstica das a´rvores
de Steiner de na˜o alterarem o seu comprimento devido a uma perturbac¸a˜o na posic¸a˜o dos
pontos de Steiner [67]. O facto de uma a´rvore relativamente mı´nima com topologia de Steiner
completa apresentar uma configurac¸a˜o esta´vel e´ provado atrave´s do teorema de Maxwell, que
pode ser consultado em [29].
A aplicabilidade do Problema de Steiner na˜o fica por aqui, existem resultados muito
interessantes na a´rea da Informa´tica. Os desafios da comunicac¸a˜o a uma escala global
centram as atenc¸o˜es nas estruturas das redes dos chips [77].
Em projetos VLSI (Very large scale integration), apo´s a colocac¸a˜o das componentes num
chip, o conjunto de pinos nos limites das componentes devem ser conectados dentro do espac¸o
livre restante. Para cada conjunto de pinos que partilham o mesmo sinal ele´trico e´ necessa´ria
uma a´rvore de Steiner, em que os pinos sa˜o os ve´rtices iniciais e os pontos de Steiner sa˜o os
pontos que se obteˆm a partir da grelha com a posic¸a˜o dos pinos e dos limites das componentes.
Quando sa˜o dados m conjuntos de ve´rtices iniciais e se pretende m a´rvores de Steiner, uma
para cada conjunto de ve´rtices, de tal modo que as ligac¸o˜es na˜o se cruzem e o comprimento
total seja mı´nimo, dizemos que estamos perante o Problema de Empacotamento da A´rvore
de Steiner, [36, 39, 61]. Este problema surgiu a partir de projetos VLSI.
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Figura 6.9: Circuito VLSI em [84]
Na a´rea dos teˆxteis tambe´m se encontram exemplos da aplicabilidade das A´rvores de
Steiner. Em 2008, Ling-Ye e Ji-Huan He [76], propuseram um novo modelo para teˆxteis a`
prova de explosa˜o baseado na estrutura das a´rvores de Steiner.
Figura 6.10: Teˆxtil com estrutura de a´rvore de Steiner em [76]
Figura 6.11: Teˆxtil com estrutura de a´rvore de Steiner hiera´rquica em [76]
A modelac¸a˜o do Problema de Steiner pode ser obtida a partir de alguns dispositivos
f´ısicos. Um bom exemplo e´ o modelo das bolas de saba˜o, onde duas placas paralelas sa˜o
separadas por pinos. Estes pinos representam os pontos dados. Ao mergulhar o dispositivo
numa soluc¸a˜o de a´gua, saba˜o e glicerina e´ criada uma pel´ıcula de saba˜o que une os pinos.
Esta pel´ıcula apresenta uma a´rea mı´nima devido a`s forc¸as de tensa˜o superficial, e descreve
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o padra˜o de uma a´rvore de Steiner. Na posic¸a˜o de equil´ıbrio obtemos exatamente uma
a´rvore de Steiner, mas como ao efetuar pequenas alterac¸o˜es nas condic¸o˜es em que se realiza
a experieˆncia obtemos diferentes a´rvores de Steiner, mı´nimas localmente, a a´rvore que se
obte´m podera´ na˜o ser necessariamente uma a´rvore de Steiner mı´nima.
Figura 6.12: Modelo das bolas de saba˜o em [78]
Ainda no aˆmbito da modelac¸a˜o do Problema de Steiner na˜o pod´ıamos deixar de referir o
documento Ice Roads - Steiner Trees [3], onde sa˜o apresentadas va´rias atividades para alunos
do 2o ciclo do Ensino Ba´sico em diante. As atividades apresentadas teˆm como objetivo
explorar a a´rvore de Steiner como a ligac¸a˜o mais curta entre os pontos dados.
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Cap´ıtulo 7
Conclusa˜o
Neste trabalho foram apresentados diversos to´picos que permitem uma boa apreensa˜o do
Problema de Steiner. O estudo incidiu essencialmente no Problema de Steiner Euclideano,
mas foram feitas algumas refereˆncias sobre o estudo deste problema para outras verso˜es,
nomeadamente, Problema de Steiner Ret´ılineo e Problema de Steiner em Grafos.
Apesar da grande satisfac¸a˜o sentida ao longo da elaborac¸a˜o da presente dissertac¸a˜o,
muitas foram as alturas em que a dificuldade teimava em se impor. Os diversos to´picos
diretamente relacionados com a A´rvore de Steiner, ate´ mesmo a definic¸a˜o, foram dos mais
complicados deste trabalho, visto haver a preocupac¸a˜o em apresentar um conceito acess´ıvel,
mas bastante completo e abrangente. As aplicac¸o˜es do Problema de Steiner foram uma
outra a´rea dif´ıcil, uma vez que os artigos sobre esta tema´tica sa˜o muito espec´ıficos e exigem
um vasto domı´nio de a´reas como a f´ısica, a biologia, a informa´tica, entre outras. A` medida
que avanc¸ava na dissertac¸a˜o as dificuldades foram diminuindo e dando lugar a uma maior
confianc¸a ao realizar as tarefas. As barreiras do idioma dos artigos cient´ıficos e da lingua-
gem LATex foram ultrapassadas. Na realidade agora e´ que me sinto apta a escrever uma
dissertac¸a˜o.
A falta de tempo na˜o permitiu que o cap´ıtulo das aplicac¸o˜es do Problema de Steiner
fosse mais explorado. Nele e´ apenas apresentada uma revisa˜o bibliogra´fica de algumas das
aplicac¸o˜es, permitindo o acesso a um leque diversificado de artigos sobre esta tema´tica,
que passei a conhecer. Do mesmo modo, muito ha´ ainda a dizer, por exemplo, sobre o
Problema de Steiner em Grafos e o Problema de Steiner Ret´ılineo, apenas referido no in´ıcio
do documento. Tambe´m, as heur´ısticas existentes para o Problema de Steiner sa˜o imensas e
em constante atualizac¸a˜o. No entanto, a resoluc¸a˜o teo´rica do problema parece-me que tem
andado muito a par das necessidades nas aplicac¸o˜es.
Ao efetuar a revisa˜o bibliogra´fica para este trabalho constatei que pouco ou nada existe
sobre o tema em portugueˆs. Encontrei alguns artigos em l´ıngua portuguesa, de autores
brasileiros, na a´rea das heur´ısticas e das aplicac¸o˜es. Embora estes fatores tenham sido
um constrangimento na elaborac¸a˜o deste trabalho, contribu´ıram, de certa forma, para o
enfatizar.
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