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coordinates. By introducing an additional transformation step, concerning only a
fraction of the vibrational degrees of freedom, we can achieve linear scaling of the
accumulated cost of the single point calculations required in the PES generation.
Numerical examples of these double incremental approaches for oligo-phenyl examples
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I. INTRODUCTION
Potential energy surfaces (PESs) are essential ingredients for quantum-dynamical calcu-
lations used for the simulation of vibrational spectra and chemical reactions. The focus of
the present work is the construction of PESs expanded around a reference point for the use
in subsequent anharmonic vibrational wave function calculations. The computational cost
of generating full PESs is determined by (i) the number of required single point calculations
(SPCs) and (ii) the computational cost per SPC. In a full-dimensional PES generation on a
grid, the number of required SPCs increases exponentially with the number of dimensions
and the computational cost per SPC scales according to the applied electronic structure
method. A full PES generation is, hence, only affordable for molecular systems of a few
atoms. A common approximation to overcome the exponential scaling in the number of
SPCs is to restrict the direct mode–mode couplings1–5 in an incremental-type of expansion.
Similarly, the scaling of the electronic structure calculations can be reduced to linear scal-
ing by incremental fragmentation approaches when exploiting the locality of the interaction
(see, e.g., Ref. 6). Both of these approaches rely on an incremental expansion and are ap-
proximate, but have proven cost effective. In this work, we show, that these two approaches
can beneficially be combined. A detailed analysis shows that the computational gains are
particularly large when (semi-)local coordinates are employed. By semi-local we describe
that the majority of the coordinates are strictly local to one or a few fragments. We can
even obtain linear scaling of the accumulated computational cost of all SPCs required for
the PES generation with increasing molecular size. This can be achieved by employing
auxiliary vibrational coordinates for certain vibrational degrees of freedom and requires the
introduction of an additional transformation step for certain contributions to the PES repre-
sentation. Notable, this scaling considers the number of SPCs as well as the computational
cost of the individual SPCs, and is to our knowledge the first report of such low scaling for
anharmonic PES construction considering the full vibrational space.
The above-mentioned restriction of direct mode–mode couplings1–5 includes the special
case of the pair approximation1 and is known under different names, such as many-body
expansion7 n-mode representation3, mode-coupling expansion, cut-HDMR (High Dimen-
sional Model Representation)8, cluster expansion9, or others10. We will generally refer to
this expansion as n-mode representation or n-mode expansion. This approach reduces the
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scaling in required grid points for a PES generation with increasing number of modes from
exponential scaling to polynomial scaling with the nth power, where n is the maximum num-
ber of simultaneously considered modes. Still, this scaling prevents its application to systems
larger than a few tens of vibrational degrees of freedom, especially when combined with de-
cent (and thereby computationally expensive) electronic structure methods. Accordingly,
the n-mode representation has been combined with a number of approaches further reducing
the number of required SPCs, such as screening schemes11–16 and adaptive choice of the grid
points17–19. Another possibility to reduce the computational scaling for PES generations is
to obtain the expensive higher-order mode couplings in a more approximate manner12,20–24.
This can, for example, be achieved by using lower-cost electronic structure methods12,20–22,
derivative information23, or other approximate ways to calculate the individual single point
energies24. In special cases, effective linear scaling of the number of required SPCs has been
observed with an adaptive grid approach25. Both screening as well as adapted choice of
required grid points are expected to be particularly beneficial, when combined with adapted
coordinates with some kind of spatial locality26–29. Still, even if linear scaling of the number
of grid points can be achieved (which is likely to be system and coordinate dependent for
the described approaches), the computational cost of every grid point still scales according
to the chosen electronic structure method with system size. This typically leads to overall
super-linear scaling with system size.
Incremental and fragmentation ideas for electronic calculations have been found in the
literature for several decades now and have raised considerable attention within the last
decades (see the historical review in Ref. 30). This is reflected in a large number of different
incremental fragmentation approaches6,31–35. Examples are the fragment molecular orbital
(FMO)31,32,36 model, the molecular fractioning with conjugated caps (MFCC) scheme33,
the systematic molecular fragmentation (SMF) method6, and the generalized energy-based
fragmentation (GEFB) method35, just to name a few. The fragmentation idea has also been
combined with multi-layer methods.37–43 A full account of all fragmentation methods is far
beyond the scope of the present introduction. We refer to a recent review focusing on FMO
methods44 as well as comprehensive reviews on energy-based fragmentation methods30,45 and
other recent attempts to classify the different methods42 and/or generalize the underlying
expressions and ideas to a unified framework46–48.
Our double incremental approach concerns a combination of the incremental expansion of
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the PES in terms of vibrational degrees of freedom (known as n-mode representation) with
that of the electronic energy in terms of fragments in a flexible manner. We are not aware
of any previous work achieving such a flexible setup. This makes it fundamentally differ-
ent from the many-body expansion approach for PES generation of Varandas and Murrel49
and its so-called double many-body expansion50 extension, despite the similar names. In
the present work, particular gains are obtained by employing fairly local vibrational coor-
dinates. The attractiveness of employing ”local” modes in combination with the n-mode
representation is also exploited in the local monomer model by Bowman and co-workers51–53.
Indeed, one of the main characteristics of the local monomer model is that all coordinates
are fully localized to a particular fragment and as such it has been very successfully ap-
plied in the context of PES generation for molecular clusters. Our setup is not restricted
to local vibrational coordinates only. The presented double incremental scheme can thereby
be applied to all types of vibrational coordinates and particular savings are obtained for
all, though significant savings are most easily achievable for coordinates that are strictly
local to part of the system. Our methods do, however, not require that all coordinates are
local. Thereby our approach is applicable to covalently bound systems. Still, to achieve
a significant reduction of the computational cost of the presented double incremental ap-
proach compared to conventional approaches, semi-local coordinates should be applied. In
the present work, we make use of the recently introduced FALCON (Flexible Adaptation
of Local COordinates of Nuclei) scheme54, which aims at constructing exactly such coordi-
nate sets. The resulting rectilinear FALCON coordinates are constructed in a way that a
large fraction of the vibrational coordinates are local to certain groups of atoms (i.e., lo-
cal to fragments) and therefore enable a spatially motivated incremental expansion of the
PES. Using these coordinates in our double incremental expansion will be denoted double
incremental expansion in FALCON coordinates (DIF). In this model, the part of the FAL-
CON coordinates that are not fully local can lead to a super-linear scaling of the number
of required SPCs. This is why, we have devised an additional protocol, which generates
local auxiliary coordinates covering the same vibrational space as the common FALCON
coordinates for a local combination of fragments. These auxiliary coordinates are generally
different for different fragments and combinations of fragments. Performing the SPCs for
the PES construction along these auxiliary coordinates allows linear scaling in the accumu-
lated cost of SPCs. It, however, requires the introduction of an additional transformation
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step for the local PES representation to be used in an overall PES expansion. We term this
approach double incremental expansion in FALCON coordinates with auxiliary coordinate
transformation (DIFACT). This transformation of parts of the PES is, however, only exact
in the limit of a complete PES and therefore introduces an additional potential source of
error in practical calculations. This lifts the exact limits of the incremental expansion in
case of DIFACT and must be numerically validated.
In this article, we derive and motivate the DIF as well as the DIFACT model starting from
general incremental expansion including scaling considerations (Section II). We furthermore
present a pilot implementation (Section III), computational setup (Section IV) as well as
first numerical results for tetra- and hexa-phenyl (Section V). After concluding from our
results, we give a perspective on future extensions and applications of the presented method
(Section VI).
II. THEORY
A. General incremental expansion
In this section, we will set up a common nomenclature for incremental expansions, which
is capable of describing the n-mode expansion of PESs and the incremental expansion of
the energy (often denoted by many-body expansion55) at a given point using the same
principles and nomenclature. As outlined in the Introduction both expansions are well-
known in literature and the purpose of the present section is to reformulate the basic ideas
in a general and convenient form. Thus, deviations from standard formulations found in
literature are not fundamental, but necessary to formulate the double incremental expansion
in a compact and general manner in Sections II B – II G.
The main idea of incremental expansions is that a multi-dimensional function
F (x1, x2, . . . , xn) can be expanded around a reference point F
0 = F (0, 0, . . . , 0) with in-
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dices running from 1 to n as
F (x1, x2, . . . , xn) =F
0 +
n∑
i=1
[F 1Di (xi)− F 0]
+
n∑
j>i=1
{
[F 2Dij (xi, xj)− F 0]− [F 1Di (xi)− F 0]− [F 1Dj (xj)− F 0]
}
+
n∑
k>j>i=1
{
[F 3Dijk (xi, xj, xk)− F 0]
− [[F 2Dij (xi, xj)− F 0]− [F 1Di (xi)− F 0]− [F 1Dj (xj)− F 0]]
− [[F 2Dik (xi, xk)− F 0]− [F 1Di (xi)− F 0]− [F 1Dk (xk)− F 0]]
− [[F 2Djk (xj, xk)− F 0]− [F 1Dj (xj)− F 0]− [F 1Dk (xk)− F 0]]
−[F 1Di (xi)− F 0]− [F 1Dj (xj)− F 0]− [F 1Dk (xk)− F 0]
}
+ . . . , (1)
where the following lower-order cut functions are used,
F 0 ≡ F (0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0) (2)
F 1Di (xi) ≡ F (0, 0, . . . , 0, xi, 0, . . . , 0, 0, 0, . . . , 0, 0, 0, . . . , 0) (3)
F 2Dij (xi, xj) ≡ F (0, 0, . . . , 0, xi, 0, . . . , 0, xj, 0, . . . , 0, 0, 0, . . . , 0) (4)
F 3Dijk (xi, xj, xk) ≡ F (0, 0, . . . , 0, xi, 0, . . . , 0, xj, 0, . . . , 0, xk, 0, . . . , 0). (5)
This expansion is exact in the limit where the order of the expansion is equal to the number
of variables.
Introducing the bar functions,
F¯ 0D ≡ F 0 (6)
F¯ 1Di (xi) ≡ F 1Di (xi)− F¯ 0D (7)
F¯ 2Dij (xi, xj) ≡ F 2Dij (xi, xj)− F¯ 1Di (xi)− F¯ 1Dj (xj)− F¯ 0D (8)
F¯ 3Dijk (xi, xj, xk) ≡ F 3Dijk (xi, xj, xk)− F¯ 2Dij (xi, xj)− F¯ 2Dik (xi, xk)− F¯ 2Djk (xj, xk)
− F¯ 1Di (xi)− F¯ 1Dj (xj)− F¯ 1Dk (xk)− F¯ 0D (9)
...
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we can rewrite Eq. (1) as
F (x1, x2, . . . , xn) =F¯
0D +
n∑
i=1
F¯ 1Di (xi) +
n∑
j>i=1
F¯ 2Dij (xi, xj) +
n∑
k>j>i=1
F¯ 3Dijk (xi, xj, xk) + . . . .
(10)
In analogy to the set logic applied in Ref. 56, we define a variable combination range (VCR)
containing all variable combinations that are explicitly parameterized in the expansion.
Variable combinations are simply sets of variables and denoted in bold, such as cl. It is often
convenient to include l in the notation, where l is the number of variables in this set. The
VCR is required to be closed on forming subsets. A VCR is closed on forming subsets, if for
each variable combination cl in the VCR, also all subsets of cl are considered. This definition
includes the empty set in all cases. For instance, for a three-variable function F (i, j, k) that
is treated to second order in the incremental expansion, the variable combination range is
{{}, {i}, {j}, {k}, {i, j}, {i, k}, {j, k}}.
We can now rewrite Eq. (10) in a compact and flexible form as
F (x1, x2, . . . , xn) =
∑
cl∈{VCR}
F¯ cl({x}cl), (11)
where the equal sign only holds for a complete VCR. F¯ cl({x}cl) is the bar function for the
variable combination cl, i.e., a function of l variables. The particular set of variables given
by cl is extracted from the full set, as indicated by the notation {x}cl . For instance for
cl = c3 = {i, j, k}, we have F¯ {i,j,k}({x}{i,j,k}) = F¯ 3Dijk (xi, xj, xk).
Using the introduced notation we express the bar potentials generally as
F¯ cl({x}cl) = F cl({x}cl)−
∑
cs⊂cl
cs∈{VCR}
F¯ cs({x}cs). (12)
This formulation not only allows for more compact expressions, but also enables a more
flexible parameterization of the expansion, such as opening for different treatment of vari-
ables with different degree of correlation. We accordingly restrict the sum in Eq. (12) to
those lower-order fragment combinations present in the VCR. This restriction is not needed
whenever the VCR is closed on forming subsets (as assumed by default). We note, that
with this restriction, Eq. (12) also holds in case of effective VCRs, which are introduced in
Section II B.
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In the following, we need to express the bar functions for a variable combination in terms
of the original, uncorrected contributions, i.e., cut functions. Most generally, we can write
F¯ cl({x}cl) =
∑
cl′⊆cl
cl′∈{VCR}
kcl′ ,clF cl′ ({x}cl′ ), (13)
where kcl′ ,cl is the coefficient of F cl′ ({x}cl′ ) in F¯ cl({x}cl). As a consequence of the closed un-
der forming subset condition of the VCR, all lower-order variable combinations are contained
in the VCR. In this case, the coefficient amounts to kcl′ ,cl = (−1)l−l′ (see also Ref. 56).
B. Effective variable combination ranges
As stated before, we generally require the VCR to be closed on forming subsets. Depend-
ing on the chosen VCR, it can, however, happen that the coefficients of the cut functions for
some variable combinations are zero in the overall expansion. Accordingly, these variable
combinations are omitted in the corresponding effective VCR. These cases occur in VCRs
in which not all variable couplings are included up to the same coupling level. To identify
these terms, we first write the full function as a weighted sum of its cut functions, i.e., we
combine Eqs. (11) and (13) to
F ({x}) =
∑
cl∈{VCR}
∑
cl′⊆cl
cl′∈{VCR}
(−1)l−l′F cl′ ({x}cl′ ) =
∑
cl′∈{VCR}
pVCRcl′ F
cl′ ({x}cl′ ) (14)
with
pVCRcl′ =
∑
cl∈VCR;cl⊇cl′
(−1)l−l′ =
lmax∑
l=l′
NVCRcl′ ,l (−1)l−l
′
, (15)
where lmax is the largest variable-combination order in the VCR and N
VCR
cl′ ,l
is the number of
variable combinations of the order l that are supersets of or equal to cl′ and are contained
in the VCR, which is closed on forming subsets. For a more rigorous derivation of Eq. (15)
we refer to Appendix A. We can, hence, use Eq. (15) to analyze the incremental expansion
for a given VCR and set up an effective VCR, in which all variable combinations with zero
contributions are omitted. Effective VCRs are not generally closed on forming subsets. An
incremental expansion with such an effective VCR, will, however, give the same results as
the analogous expansion in the corresponding VCR that contains all subsets of variable
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combinations. When setting up an effective VCR, special care should be taken, keeping in
mind that the extension of the VCR may lead to other previously omitted terms to have a
non-zero contribution.
Assume, we expand the function F (xA, xB, xC , xD) in a variable combination range
VCR1 = {{}, {A}, {B}, {C}, {D}, {A,B}, {C,D}} which is closed on forming subsets. We
can calculate the coefficient for the variable combination {A} in an incremental expansion
for VCR1 by
pVCR1{A} = N
VCR1
{A},1 (−1)1−dim({A}) +NVCR1{A},2 (−1)2−dim({A}), (16)
where NVCR1{A},1 = 1 is the number of variable combinations in VCR1 of order 1 that are
supersets of or equal to {A}. This only holds for the variable combination {A} itself.
Similarly, for NVCR1{A},2 , we count the number of variable combinations in VCR1 of order 2
that are supersets of or equal to {A}. This only holds true for {A,B}, so that NVCR1{A},2 = 1.
Inserting NVCR1{A},1 = N
VCR1
{A},2 = 1 into Eq. (16), we obtain p
VCR1
{A} = 0. The corresponding
coefficients for {B}, {C}, and {D} are obtained in complete analogy to that for {A} for the
given VCR1. This means that the variable combinations {A}, {B}, {C}, and {D} have zero
contribution in the incremental expansion for VCR1. We can, hence, construct an effective
VCR for VCR1 that contains only variable combinations with non-zero coefficients p
VCR1
cl′
.
It reads VCReff1 = {{}, {A,B}, {C,D}}.
Let us now consider the very similar VCR2 = {{}, {A}, {B}, {C}, {D}, {A,B}, {A,C},
{C,D}}. It differs from VCR1 only by the addition the variable combination {A,C}. The
individual coefficients can be calculated with an equation that is similar to Eq. (16), but
replaces VCR1 by VCR2. Counting the variable combinations in VCR2 that are supersets of
or equal to {A} in the variable combination orders 1 and 2, separately, we obtain NVCR2{A},1 = 1
and NVCR2{A},2 = 2. The two variable combinations of order 2 in VCR2 that contain {A} are
{A,B} and {A,C}. Employing VCR2, the variable combination {A} has, hence, the co-
efficient pVCR2{A} = −1. The same coefficient is obtained for {C}. The number of variable
combinations of order 2 in VCR2 that are supersets of {B} is NVCR2{B},2 = 1. Together with
NVCR2{B},1 = 1, we obtain p
VCR2
{B} = 0. p
VCR2
{D} = 0 is obtained completely analogously. This
means, that for VCR2, only {B} and {D} and also the empty set {} (not shown) have
zero contribution. With these coefficients we can now assemble an effective VCR for VCR2
with only non-zero contributions. It reads VCReff2 = {{A}, {C}, {A,B}, {A,C}, {C,D}}.
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Obviously, the variable combinations {A} and {C}, which can be omitted in VCReff1 , cannot
be omitted in VCReff2 , even though the only difference between VCR1 and VCR2 is the addi-
tional variable combination {A,C}. We will come back to effective VCRs, when analyzing
the incremental energy expressions for calculating total energies of a molecular system from
fragments and fragment combinations (see Section II D 2).
C. Uncoupled variables
In the derivation of the double incremental scheme with semi-local coordinates, we will
meet cases, where variables of a function are uncoupled. In the following, we will give an
induction argument, why the bar functions, containing uncoupled variables are zero. We
denote the uncoupled variable y and let l be the number of other variables from which y is
uncoupled. Throughout this section, we assume the VCR to be closed on forming subsets.
Considering first the l = 1 case, we denote the two variables by x and y and call them
uncoupled in F if
F (x, y) = F (x, 0) + F (0, y)− F (0, 0). (17)
The corresponding bar functions can be expanded according to Eqs. (12) and (13). We
obtain F¯1(x) = F (x, 0) − F (0, 0) and F¯2(y) = F (0, y) − F (0, 0) for the 1D functions. For
the 2D function we find that F¯ (x, y) = F (x, y)− F¯1(x)− F¯2(y)− F 0 = F (x, 0) + F (0, y)−
F (0, 0)− F (x, 0) + F (0, 0)− F (0, y) + F (0, 0)− F (0, 0) = 0. Thus, the two-dimensional bar
function with two uncoupled variables is exactly zero.
We assume the induction hypothesis F¯ ({x}cs , y) = 0 for s = l− 1 with s, l ∈ N. We then
set out to show that this also implies that F¯ ({x}cl , y) = 0. Again, y is uncoupled from a set
{x}cl of other coordinates, and we can write, similar to Eq. (17),
F ({x}cl , y) = F ({x}cl , 0) + F ({0}cl , y)− F ({0}cl , 0). (18)
Introducing Eq. (18) into Eq. (12) and separating the VCR summation in three terms, we
obtain
F¯ cl,y({x}cl , y) =F ({x}cl , 0) + F ({0}cl , y)− F ({0}cl , 0)
−
∑
cs⊆cl
F¯ cs({x}cs)−
∑
cs⊂cl,cs 6=∅
F¯ cs,y({x}cs , y)− F¯ (y). (19)
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Exploiting that the value of F ({x}cl , 0) is equal to that of F ({x}cl) = ∑cs⊆cl F¯ cs({x}cs)
for a given {x}cl and F¯ (y) = F ({0}cl , y)− F ({0}cl , 0), one sees that the only contributions
to the bar function of a variable combination with an uncoupled variable arise from the
lower-level variable combinations with one uncoupled variable,
F¯ cl,y({x}cl , y) = −
∑
cs⊂cl,cs 6=∅
F¯ cs,y({x}cs , y), (20)
which is zero by the induction assumption. One can, hence, conclude by induction that this
also holds for any variable combination that contains a variable that is uncoupled to the
others.
D. Application of the incremental expansion to potential energy surfaces and
evaluation of electronic energies
1. Incremental expansion of the potential energy surface
The application of this framework to multi-dimensional PESs is equivalent to the well-
known n-mode expansions of the PESs outlined in the Introduction. The PES is expressed
in our notation (similar to that in Ref. 56) as,
V ({q}) ≈
∑
mn∈{MCR}
V¯ mn({q}mn) =
∑
mn∈{MCR}
∑
mn′⊆mn
mn′∈{MCR}
kmn′ ,mnV mn′ ({q}mn′ ). (21)
The coordinates {q} can describe all possible arrangements of the nuclei. They may be in
principle any set of such non-redundant coordinates. mn is a composite index labeling a
mode combination, which is a set of n modes. All mode combinations that are explicitly
parameterized in a given expansion of V ({q}) are then collected in the so-called mode combi-
nation range (MCR), which is accordingly the set of mode combinations. {q}mn is the subset
of all n vibrational coordinates in {q} that are contained in the mode combination mn. The
energy origin can be chosen freely, we assume V 0 = 0 at the expansion point. Accordingly,
the applied nomenclature is in complete analogy to the more general one introduced above.
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2. Incremental expansion of the electronic energy in fragmented approaches
The electronic energy of a system consisting of fragments can be expressed in an incre-
mental expansion in terms of its fragments. This has often been denoted by many-body
expansion. We can formulate this expansion of the electronic energy similar to the one de-
rived for PESs in Section II D 1: Assuming a system built up from N fragments, we define
E = E(z1, z2, . . . , zN) as the energy of the total system. z1, z2, and zN are composite in-
dices representing particular conformations of the fragments 1, 2, and N , respectively. The
zero values of these composite indices zi = 0 are defined such that in this case no atoms
of fragment i are present in the respective conformation. We further define the energy of a
fragment combination in the conformation {z}fl as Efl({z}fl) and set the expansion point
to E0 = 0. Again, we employ the above-introduced nomenclature, but now the variables
describe the conformation of the individual fragments. This means we expand the total en-
ergy in the framework described above by setting up a fragment combination range (FCR)
containing all considered fragment combinations fl. It reads [analogously to Eq. (11)]
E(z1, z2, . . . , zN) ≈
∑
fl∈{FCR}
¯
Efl({z}fl), (22)
where
¯
Efl({z}fl) = Efl({z}fl)−
∑
fl′⊂fl
fl′∈{FCR}
¯
Efl′ ({z}fl′ ) (23)
is the contribution of the fragment combination fl to the overall energy and is evaluated
analogously to Eq. (12). This expression is equivalent to the incremental formulations being
very widespread in quantum chemistry, as outlined in the Introduction. For the fragment
combinations we use subscripts instead of superscripts for consistency to Sections II E – II
G. Note, that we also use underbars instead of bars to indicate corrections with respect to
lower-order fragment combinations.
Eqs. (22) and (23) represent a very general energy expression for incremental molecular
fragmentation approaches: The energy expressions for different standard approaches are
obtained for different choices of FCR. This formulation is thereby related to other attempts
to generalize the many-body expansion such as the generalized many-body (GMB) expansion
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by Richard and Herbert46 or the many-overlapping-body (MOB) expansion by Mayhall
and Raghavachari47. The starting points of the different approaches are rather different
in the sense that both the GMB and MOB expansions consider overlapping fragments,
whereas we always have disjoint fragments as smallest units. These are combined to larger,
overlapping fragment combinations in the incremental expansion. A detailed comparison of
these formulations and full account of the different fragmentation schemes covered clearly
goes beyond the scope of the present article. Still, we would like to reason that our scheme,
which starts from disjoint fragments, can describe standard fragmentation methods with
overlapping fragments as well. Here, we use similar arguments as discussed in Ref. 30. The
energy expression considering overlapping fragments often contains contributions for overlaps
of fragments. Assume we have a system ABC, to which we assign overlapping fragments AB
and BC. A typical approach in fragmentation schemes with overlapping fragments would
then be to add the energies of AB and BC and subtract the energy of the overlap, i.e., that of
B. The energy for this example is, hence, calculated as E ≈ EAB+EBC−EAB∩EBC = EAB+
EBC−EB. In our framework, we start out from non-overlapping fragments, i.e., A, B, and C
and then set up a FCR, which is closed on forming subsets. Such an FCR could, for example
read FCR = {{}, {A}, {B}, {C}, {A,B}, {B,C}}. Employing Eq. (15), we can determine
the coefficients of all contributions of the individual terms, i.e., of the cut functions. This
reveals, that the only non-zero contributions in this case are pFCR{A,B} = p
FCR
{B,C} = 1 and
pFCR{B} = −1, so that the overall energy expression is E ≈ EAB + EBC − EB and thereby
equivalent to that obtained with overlapping fragments. We anticipate, that the translation
of the fragmentation approaches with overlapping fragments to that presented here can
generally be obtained by (i) defining disjoint fragments from the overlaps of the fragments,
(ii) identifying the largest fragment combinations to be considered in the expansion, (iii)
setting up a FCR that is closed on forming subsets, and (iv) calculating the coefficients for
each fragment combination according to Eq. (15) and thereby reduce the FCR, that is closed
on forming subsets, to an effective FCR.
In this sense, incremental fragmentation approaches using overlapping fragments corre-
spond to the incremental energy expansion used here with spatial constraints to the consid-
ered coupling terms. In our terminology, this corresponds to a truncation of the FCR with
spatial considerations. If we, for example, consider a chain like system ABCD, the FCR up
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to three-fragment interactions reads
FCR3F = {{}, {A}, {B}, {C}, {D}, {A,B}, {A,C}, {A,D}, {B,C}, {B,D}, {C,D},
{A,B,C}, {A,B,D}, {A,C,D}, {B,C,D}}. (24)
Restricting this FCR to direct neighbor coupling, we obtain
FCR3F,NB = {{}, {A}, {B}, {C}, {D}, {A,B}, {A,C}, {B,C}, {B,D}, {C,D},
{A,B,C}, {B,C,D}}, (25)
where {A,C} and {B,D} are not direct neighbors, but have to be included to ensure that
the FCR is closed on forming subsets. Such spatial restrictions of the FCR will be essential
to obtain linear scaling approaches, since each fragment has a limited number of neighbors.
In many cases of these spatially restricted FCRs, it will be possible to omit certain lower-
order fragment combinations in the expansion based on Eq. (15), see also Appendix B.
Computational savings due to the exploitation of such effective FCRs, will be comparably
small, since such considerations only allow to neglect lower-order fragment combinations
and, thus, do not affect the leading terms in the computational cost. The latter arise from
the highest-order fragment combinations in the FCR. See also the more detailed discussion
on the scaling behavior of the different double incremental schemes for generating PESs in
Section II H.
3. Translation of a point on the potential energy surface to the energy of a
given conformation
So far, we have expressed the PES as well as the individual energy points in incremental
expansions. Note, that we have employed two different sets of coordinates. These are {z},
defining the actual conformation, and {q}, a set of generalized internal vibrational coordi-
nates. The latter specifies the displacement from a reference structure. Since we can express
both by the other, i.e., write z = z(q) and q = q(z), these are interchangeable represen-
tations. In case of rectilinear coordinates, we can express the positions (zi) of all n nuclei
in terms of nuclear positions for a reference configuration (r0) and rectilinear displacements
(di) as zi = r0 + di. These displacements can then be collected in a displacement vec-
tor dT = (d1x, d1y, d1z, d2x, d2y, d2z, . . . , dnx, dny, dnz). Rectilinear vibrational coordinates can
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then be obtained by orthogonal transformation of the mass-scaled Cartesian displacement
vectors (dm = M
1
2d) by q = LTdm. M is a diagonal matrix of the size 3n× 3n set up from
n diagonal 3 × 3 matrices of the type mi1, where mi is the mass of the respective nucleus.
With different orthogonal transformation matrices L, where LTL = 1, different sets of co-
ordinates can be constructed. The column vectors of L, denoted by lk, for k = 1, . . . , 3n,
define the corresponding coordinates as
qk = l
T
kdm. (26)
Accordingly, a displacement along vibrational coordinates q is directly related to a certain
configuration of the system by
z = r0 + M
− 1
2Lq, (27)
defining a clear transformation between these variables. In the discussion of the FALCON
coordinates and PES transformations below, we will use the L matrices and their column
vectors lk to describe coordinates, keeping in mind that Eq. (26) provides the rigorous
connection.
E. Double incremental expansion of the potential energy surface
In the following, the above incremental expansions of the PES and the energy will be
combined in a general manner, i.e., for any MCR and FCR satisfying the condition to be
closed on forming subsets. To establish a connection between the PES points and the energy
evaluations, we first define the value of a sub PES for the mode combination mn at a grid
point {q}mn by the difference of its electronic energy to the energy of the reference structure
E(r0),
V mn({q}mn) = E({z([q]mn)})− E(r0) = ∆E({z([q]mn)}), (28)
where [q]mn = {{q}mn , {0}m/∈mn} is a shorthand notation for a full set of modes where only
those in mn can be different from zero.
We then insert an incremental expansion for the energy of the displaced as well as refer-
ence structure, as given in Eq. (22), employing the same FCR for both incremental energy
evaluations,
V mn({q}mn) ≈
∑
fl∈{FCR}
[
¯
Efl({z([q]mn)}fl)− ¯Efl(r0,fl)] =
∑
fl∈{FCR}
∆
¯
Efl({z([q]mn)}fl) (29)
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where fl is a fragment combination of size l in the FCR and the sum runs over all fragment
combinations in the FCR. r0,fl denotes the reference conformation for the fragment combi-
nation fl. The corrected energy for a given fragment combination can then be expressed by
using Eq. (13) as
∆
¯
Efl({z([q]mn)}fl) =
∑
fl′⊆fl
fl′∈{FCR}
kfl′ ,fl∆Efl′ ({z[q]mn)}fl′ ). (30)
We can then combine the above-obtained expressions Eq. (30), Eq. (29), and Eq. (21) to
the double incremental expression for the PES,
V ({q}) ≈
∑
mn∈{MCR}
∑
mn′⊆mn
mn′∈{MCR}
kmn′ ,mn
∑
fl∈{FCR}
∑
fl′⊆fl
fl′∈{FCR}
kfl′ ,fl∆Efl′ ({z([q]mn′ )}fl′ ). (31)
For later usage, we introduce the shorthand notation
∆E
mn′
fl′
≡ ∆Efl′ ({z([q]mn′ )}fl′ ). (32)
With this, we write the general double incremental expansion of the PES as,
V ({q}) ≈
∑
mn∈{MCR}
∑
mn′⊆mn
mn′∈{MCR}
kmn′ ,mn
∑
fl∈{FCR}
∑
fl′⊆fl
fl′∈{FCR}
kfl′ ,fl∆E
mn′
fl′
. (33)
The individual contributions to this expansion are, hence, energy differences for a given mode
combination (mn′) in a given fragment combination (fl′). So far, we have interpreted the
double incremental expansion as an n-mode expansion with incremental energy evaluations.
We will see in the following, that breaking the PES contributions down to the basic terms
of ∆E
mn′
fl′
will give us the flexibility to reformulate the double incremental expansion as an
incremental expansion of the PES built up from PESs of contributing fragment combinations.
In the following, it will be shown, that this interpretation in combination with semi-local
coordinates will enable the generation of full PESs with beneficial scaling.
F. Semi-local coordinates
To achieve beneficial computational scaling with the double incremental scheme, we need
to use semi-local coordinates as outlined below. The defining characteristic of such coordi-
nate sets is that some of the coordinates are constrained to internal motions in a limited set
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FIG. 1. Spatial character of FALCON coordinates for two examples with eight fragments (A,
B, C, D, E, F, G, and H) with semi-local (left) and delocalized (right) inter-connecting modes.
The squares symbolize the L matrices for these FALCON coordinates. These matrices only have
non-zero entries on the colored areas. The red blocks symbolize semi-local vibrational coordinates,
where the deepest red indicates the largest degree of localization and the green areas correspond
to the overall translational and rotational coordinates.
of atoms and are thereby only active for a limited number of fragments and rigid in others.
The term rigid is used to underline that the internal structure within these fragments stays
unchanged by the displacement, but the relative orientation to other fragments may be var-
ied. The discussion below on the usage of semi-local coordinates in the double incremental
expansion of PESs holds for all types of coordinates fulfilling these criteria, regardless of the
exact details on how these coordinates are set up.
The set of semi-local coordinates used in this study are the recently introduced FALCON
coordinates54. The FALCON algorithm enables the generation of a full, rectilinear set
of purely vibrational coordinates with well-defined spatial character. Possible structures
of the L matrix for such FALCON coordinates are sketched in Figure 1. Some of the
FALCON coordinates only have contributions from a well-defined group of atoms, i.e., they
are localized to a certain fragment (indicated by the deepest red in Figure 1). All other, so-
called inter-connecting coordinates span more than one fragment and are depicted in lighter
red in Figure 1. Depending on the settings of the FALCON scheme, the inter-connecting
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coordinates might all span the entire molecule or only a few fragments. The total number of
these inter-connecting coordinates is, however, in all cases smaller than or equal to (F −1)6,
where F is the total number of fragments. Their number is, thus, significantly smaller than
the total number of modes.
The inter-connecting coordinates are special kinds of coordinates in the sense that the
fragments or groups of fragments move relative to each other as semi-rigid groups. We choose
the term semi-rigid, since the inter-connecting coordinates arise from the local translational
and rotational degrees of freedom of the groups, and are hence rigid in the infinitesimal
description. In a rectilinear space, as applied in the FALCON scheme, however, the relative
rotation of different groups cannot be described as rotations of internally fully rigid groups
for larger displacements. This is why these types of coordinates are not strictly rigid.
We denote the inter-connecting coordinates that move the semi-rigid entities A and
B relative to each other by (A) ↔ (B) and those that move the fragment pairs (AB)
and (CD) as semi-rigid entities by (AB) ↔ (CD). Occasionally, we also need to ac-
count for the truly rigid fragments in the formulation. We mark these fragments and
fragment combinations by square brackets. Thereby we can differentiate between the
inter-connecting modes for the left and right examples, respectively, in Figure 1. In the
left case, the inter-connecting modes, i.e., (A)↔(B)-[CDEFGH], [AB]-(C)↔(D)-[EFGH],
[ABCD]-(E)↔(F)-[GH], [ABCDEF]-(G)↔(H), (AB)↔(CD)-[EFGH], [ABCD]-(EF)↔(GH),
and (ABCD)↔(EFGH), have distinct and different spatial structures. All inter-connecting
modes in the right case are of type (A)↔(B)↔(C)↔(D)↔(E)↔(F)↔(G)↔(H) and thereby
span the entire system.
All considered FALCON coordinates diagonalize a reduced mass-weighted Hessian matrix
for a subspace of the vibrational space of the entire system. By this procedure, we can as-
sign quasi-harmonic frequencies to these FALCON coordinates calculated from the diagonal
elements of the reduced problem in the usual manner. For a more detailed description of
the character of FALCON coordinates, we refer to the section II B in Ref. 54.
G. Double incremental expansion in semi-local coordinates
The double incremental PES expansion, Eq. (33), has been derived and can be interpreted
as an n-mode expansion with incremental energy evaluation. Turning the order of summation
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in the double incremental expansion around,
V ({q}) ≈
∑
fl∈{FCR}
∑
fl′⊆fl
fl′∈{FCR}
kfl′ ,fl
∑
mn∈{MCR}
∑
mn′⊆mn
mn′∈{MCR}
kmn′ ,mn∆E
mn′
fl′
, (34)
we see that we can equally well interpret this expansion as an incremental expansion of PESs
of molecular fragments. Therefore, we introduce the PES for the fragment combination fl,
which can be expanded in an n-mode expansion as
Vfl′ ({q}) ≈
∑
mn∈{MCR}
∑
mn′⊆mn
mn′∈{MCR}
kmn′ ,mn∆E
mn′
fl′
=
∑
mn∈{MCR}
V¯ mnf ′l
({q}mn), (35)
where V¯ mnfl ({q}mn) is the corresponding bar potential for the mode combination mn. In this
interpretation, it is striking that the PES of every fragment combination is spanned by the
same number of modes as the total system. This number is significantly higher than the
number of degrees of freedom in the respective fragment combination.
Applying semi-local coordinates, however, all coordinates that are rigid within the respec-
tive fragment combination are uncoupled from the other modes. These have, hence, zero
contribution to the respective bar potentials V¯ mnfl ({q}mn), see also Section II C. We define
mr,fl as a set of modes containing all r modes that are rigid in the fragment combination fl,
i.e., do not change the internal structure of fl. With this, we can restrict the MCR for the
PES of the fragment combination fl,
Vfl({q}) = V˜fl({q} \ {q}mr,fl ) ≈
∑
mn∈{MCR}
mn∩mr,fl=∅
V¯ mnfl ({q}mn), (36)
where the MCR has to be closed on forming subsets. Here, the tilde on the V is simply
to mark that this function is formally different from the standard V functions since it is a
function of fewer coordinates, but with the same values. Notice that in Eq. (36) only modes
contribute that are non-rigid in the respective fragment combination. We can now rewrite
the full PES, Eq. (34), as
V ({q}) ≈
∑
fl∈{FCR}
∑
fl′⊆fl
fl′∈{FCR}
kfl′ ,flV˜fl′ ({q} \ {q}mr,fl′ ) =
∑
fl∈{FCR}
¯
V˜fl({q} \ {q}mr,fl ), (37)
This expansion of the PES is particularly appealing since it significantly reduces the number
of modes to be considered in the PESs for the individual fragment combinations, when
dealing with semi-local modes. Thereby the computational cost of generating the PESs can
be significantly reduced as outlined in detail in Section II H.
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H. Concrete computational methods and computational scaling
The computational cost of a PES generation is governed by the accumulated computa-
tional costs of the required SPCs, which is determined by the number of individual SPCs
needed and the cost per SPC. Unfortunately, as the system size increases, both of these
factors increase drastically. We will see that the double incremental expansion proposed in
this work can reduce the computational cost of PES generations and the associated scaling
with increasing system size. For a static grid, we can directly calculate the number of re-
quired SPCs for the different approaches. We assume that all of the fragments are non-linear
and therefore have six nuclear degrees of freedom from translational and rotational motions.
We further assume throughout this section a chain-like system and account only for direct
neighbor couplings. The assumed FALCON coordinates are of the same type as those shown
in the right part of Figure 1. In this way, we obtain (F − 1)6 completely delocalized inter-
connecting coordinates, where F is the total number of fragments. We furthermore exploit
the reduction of required terms by forming an effective FCR for these kinds of systems (see
Appendix B). In the present case, only the largest fragment combinations contribute as
well as the second largest ones that do not contain an outer-most fragment of the chain-like
system.
In this section, we will develop the number of required SPCs and formal computational
scaling for the different expansions of the PES assuming the particular setup of a chain-like
system described above. This is a significant simplification and many real systems will be far
from this simple. However, this simplification is convenient for the clarity of the argument.
It is expected that even if the simplest nearest neighbor description is not fully adequate for
all systems, most systems will be such that a given fragment has only significant interaction
with a limited set of other fragments. As long as this limited set of fragments does not
increase with the size of the system the analysis is still relevant for a rough scaling estimate,
though not intended to be a precise prediction of the actual computational cost. The
derived benefits for the double incremental schemes compared to the conventional models
are, hence, expected to be valid for a wide range of systems.
In the following equations, Npfr stands for the number of atoms per fragment, which is
assumed to be the same for every fragment, n is the maximal number of modes per mode
combination, and f is the maximal number of fragments per fragment combination. We
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use g for the number of grid points per mode and s as scaling exponent for the underlying
electronic structure method. This means, the cost of the electronic structure calculations is
assumed to be proportional to (Nat)
s for a system with Nat atoms. For a given fragment
combination of l fragments, the computational cost will thus be proportional to (l · Npfr)s.
Assuming Npfr is constant, the interesting aspect is that the computational cost for the most
demanding SPC in a double incremental PES generation increases as f s with increasing
maximal fragment combination level f .
1. Conventional n-mode expansion
For the conventional n-mode expansion the number of SPCs is given by
Nn−modeSPC =
n∑
m=0
(
F (3Npfr − 6) + (F − 1)6
m
)
gm, (38)
where the total number of vibrational modes (Mtot = 3FNpfr − 6) is calculated as F times
the number of modes per fragment (3Npfr − 6) plus the remaining part of (F − 1)6 modes.
The number of mode combinations of mode-combination level m is then obtained as the
binomial coefficient of
(
Mtot
m
)
. Each of these mode combinations requires gm SPCs. In
the limit of a large number of fragments, the number of SPCs scales with F n. And every
individual SPC exhibits an F s scaling. The combined scaling is given as F n+s.
2. Double incremental expansion in normal modes (DIN)
Using the same n-mode expansion as in Section II H 1 but with incremental energy cal-
culations, the evaluation of the energy difference for a particular conformation requires one
SPC for each fragment combination that has a non-zero contribution to the overall energy.
This is the case for all fragment combinations in normal modes, since a normal mode will
generally alter the internal structure of every fragment in the system. For the given setup of
a chain-like system with neighbor coupling and a maximal fragment combination level of f ,
we need to consider (F − f + 1) fragment combinations of size f as well as (F − f) fragment
combinations of size (f −1). The contributions of all lower-order fragment combinations are
exactly zero in this setup as outlined in Appendix B. The number (F − f) is obtained from
the total number of (F − (f −1) + 1) connected fragment combinations of size (f −1) minus
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2. By this, we account for the fact, that the two outer-most fragment combinations have
zero-contribution (see Appendix B). We can then calculate the overall number of required
SPCs as
NDINSPC =
[
n∑
m=0
(
F (3Npfr − 6) + (F − 1)6
m
)
gm
]
.
[
f∑
l=f−1
(F − l + (−1)f−l)
]
. (39)
We use the squared brackets to highlight that the number of grid points in the overall PES
(left bracket) is independent of the number of fragment combinations in the FCR (right
bracket). The latter number can be interpreted as the number of SPCs per grid point of
the full system. An alternative viewpoint on these two terms in brackets would be that the
left bracket contains the number of grid points or SPCs required to generate the PES of
one fragment combination. This number is then multiplied with the number of fragment
combinations. In any case, the overall scaling in the number of SPCs for large F is F n+1.
The gain here lies in the fact that the cost per SPC is largely reduced and is independent
of F. Accordingly, the scaling of the accumulated computational cost of all SPCs is likewise
F n+1. This scaling behavior is not limited to the double incremental scheme in normal
modes. In fact, it holds for all types of coordinates that are not strictly rigid in the sense
that all modes can alter the internal structure of all fragments and fragment combinations.
3. Double incremental expansion in FALCON coordinates (DIF)
When using FALCON coordinates, we can restrict the number of modes in the PESs for
the individual fragment combinations to those that are non-rigid in the respective fragment
combination, as shown in Section II G. Thereby we can reduce the number of modes to be
considered in a PES construction for a fragment combination of size l to l(3Npfr−6)+(F−1)6,
where we assume that all (F − 1)6 inter-connecting modes contribute. The overall number
of required SPCs is then reduced to
NDIFSPC =
f∑
l=f−1
(F − l + (−1)f−l)
n∑
m=0
[(
l(3Npfr − 6) + (F − 1)6
m
)
gm
]
. (40)
Note, that we cannot turn these sums freely around since the number of SPCs required
in the PES generation of the respective fragment combination depends on the fragment
combination. Despite the drastic reduction of the number of required SPCs, we obtain the
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same overall formal scaling of F n+1 as in Section II H 2. This is due to the fact that the
maximal number of modes in a fragment combination still generally scales linear with F .
We shall see shortly that DIF should be expected to provide a much-reduced computational
effort compared to a standard approach. Nevertheless, we proceed to consider reducing the
formal computational scaling as well.
4. Double incremental expansion in FALCON coordinates with auxiliary
coordinate transformation (DIFACT)
In Section II H 2, the PES of a fragment combination is calculated in the same number of
modes as the complete system. The number of relevant modes for a fragment combination
has then been drastically reduced by introducing semi-local FALCON coordinate in Section
II H 3. We now go one step further and introduce auxiliary inter-connecting modes, spanning
the vibrational space of the inter-connecting modes within each fragment combination in a
non-redundant manner. For a fragment combination consisting of l fragments, we have, next
to the l(3Npfr − 6) intra-fragment modes, (l − 1)6 vibrational degrees of freedom, which we
express as inter-connecting modes. In rectilinear coordinates, we have to include additional
three coordinates describing the overall infinitesimal rotation of the fragment combination.
This is due to the limitations of rectilinear vibrational coordinates with respect to the
description of “real” rotations for non-infinitesimal displacements. The overall number of
required SPCs is then obtained as
NDIFACTSPC =
f∑
l=f−1
(F − l + (−1)f−l)
n∑
m=0
[(
l(3Npfr − 6) + (l − 1)6 + 3
m
)
gm
]
. (41)
In this case, the number of considered modes for a certain fragment combination is deter-
mined by the size of this fragment combination and independent of F , and so is the number
of SPCs required to generate the PES of the respective fragment combination. The number
of fragment combinations to be considered, however, still scales linear with F , and the total
number of required SPCs scales likewise. Since also here the cost per individual SPC is inde-
pendent of F , the linear scaling is also obtained when considering the accumulated cost for
all SPCs that are required when constructing the PES in a the double incremental manner.
The introduction of specific auxiliary coordinates for the generation of the PESs for indi-
vidual fragment combinations, has, however, the disadvantage, that it requires subsequent
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transformation of the PESs to the common, overall coordinates. Such a transformation
is only exact in case of a full PES representation. Since this is typically not feasible, we
will generally introduce a transformation error when going from DIF to DIFACT. The im-
plemented transformation step exhibits polynomial scaling with the number of modes (see
Section II J for further details). Its overall cost is, however, typically orders of magnitudes
lower than the explicit calculation of the corresponding SPCs, and the computational cost
of the transformation has therefore so far not been a bottleneck.
5. Example scaling behavior
The number of SPCs for the different schemes with increasing number of fragments is
shown in Figure 2 for a chain-like system assuming fragments of ten atoms (24 modes per
fragment) and eight grid points per mode. In these examples, we assume the exact same
type of system as in the scaling considerations above. It is seen that the variation in the
actual number of SPCs matches well the asymptotic predictions of log(#SP ) ≈ log(F ) and
log(#SP ) ≈ (n + 1) log(F ) for DIFACT and DIN or DIF, respectively, where n = 2 in the
present example. The number of required SPCs in the DIN and DIF schemes lies above
the number of SPCs required for the conventional treatment for all system sizes. For the
DIFACT scheme, this only holds for a small number of fragments. In this scheme, the
number of required SPCs increases less drastically with the number of fragments than for
the conventional n-mode treatment. The crossover points between the number of SPCs in
DIFACT with that for the conventional n-mode expansion are at system sizes around four
fragments for f = 2 and eleven fragments for f = 3.
The analysis so far is limited by the fact that the number of SPCs is not representative
for the total computational cost, since the individual SPCs can have quite different cost
and they may refer to SPCs with different number of atoms. To estimate the computa-
tional cost for a PES generation, we have weighted each SPC by the factor A · (Nat,FC)s
mimicking the effect of the different computational cost. Nat,FC is the number of atoms in
the relevant fragment combination. The resulting estimates for s = 1, 3, 5, 7 with n = 2
and f = 2 are plotted in the four lower graphs in Figure 2. These exponents have been
chosen to represent the computational scaling of electronic structure methods in standard
implementations, i.e., third order for density functional theory (DFT), fifth order for second-
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FIG. 2. Upper part: Number of single point calculations (SPCs) for PES generations with the
different schemes, i.e., conventional n-mode representation (black), DIN (red), DIF (green), and
DIFACT (blue) according to Eqs. (38), (39), (40), and (41), respectively, for different number of
fragments (F = 1− 100) and different fragment-combination level, i.e., f = 2 (- - -), f = 3 (−−),
and f = 4 (· − ·) in the double incremental schemes distinguished by the line type. The default
values are Npfr = 10, n = 2, g = 8. Bottom part: Estimated computational cost obtained for f = 2
by multiplying the number of SPCs for a certain system size of l ·Npfr atoms by A · (l ·Npfr)s, where
s = 1, 3, 5, 7 and A = 10−12. It employs the same color code for the different methods as the upper
part.
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order Møller–Plesset (MP2) calculations and seventh order for coupled cluster with doubles
and perturbative triples [CCSD(T)]. Additionally, linear scaling approaches are considered.
Linear scaling methods have been a major focus of electronic structure development work
in the last decades, and we have here included it to show clearly that even in this case
the expected computational cost for the double incremental approach in FALCON coordi-
nates is lower than for the conventional n-mode expansion combined with a linear scaling
algorithm for the SPCs. This also holds for the DIF scheme, which requires more SPCs
than the conventional n-mode expansion. The observation that the overall cost increases,
when combining the DIN scheme with linear scaling approaches for the SPCs, reflects that
the application of the fragmentation approach to already linear scaling electronic structure
methods cannot reduce the scaling further, but introduces extra costs. This combination is
not a typical application at any means.
Besides a general increase in computational cost with increasing s, we also see that the
double incremental schemes get more and more beneficial for larger values of s. For systems
with more than a few fragments we find orders of magnitude efficiency gains in DIN, DIF,
and DIFACT methods compared to the conventional n-mode expansion. Since the individual
SPCs have similar cost in DIN, DIF, and DIFACT, the additional order of magnitude gains
from DIN to DIF and DIFACT derives from the reduction in the number of SPCs seen
in the upper part of the figure. Not surprisingly, the additional computational cost, when
increasing the maximal fragment combination level, is larger the higher the scaling for the
applied electronic structure method is, i.e., the larger s (see Figure S-1 in the supplementary
material57).
I. Auxiliary coordinates
As seen in Section II H 4, we can obtain linear scaling of the accumulated cost of the
required SPCs in a PES generation, as long as the number of modes to be accounted for in
the generations of the PESs for the individual fragment combinations does not scale with
the overall number of fragments. Such a situation might be achievable in internal, curvilin-
ear modes. In rectilinear coordinates, which allow easy evaluation of the kinetic energy in
vibrational structure calculations, we are not aware of local purely vibrational coordinates
that fulfill this requirement generally. We propose the usage of alternative auxiliary coordi-
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nates for the generation of the PESs of the individual fragment combinations. These PESs
in auxiliary coordinates need to be transformed to the respective PES in the common coor-
dinates before the linear combination of the PES for the individual fragment combinations
is possible. This transformation is in practice approximate (see Sections II J and III C).
The resulting transformation error can be expected to be smaller the more the final coordi-
nates are resembled by the auxiliary coordinates. This means that it is desirable to obtain
the auxiliary coordinates in a similar manner as the common inter-connecting coordinates.
In the present case, we use FALCON-type coordinates for the common coordinates, which
suggests the use of a similar scheme for the generation of the auxiliary coordinates. We,
construct the auxiliary coordinates as FALCON-type inter-connecting coordinates that are
local to the respective fragment combination. For a more detailed description of the applied
protocol, we refer to Section III A.
J. Transformation of potential energy surfaces of fragment combinations from
auxiliary to common FALCON coordinates
With the PES transformation, we aim at a PES representation for a fragment combination
(FC) in the local redundant coordinates that corresponds to the common FALCON coor-
dinates (LFFC). The starting point of the transformation is a PES representation, in which
some of the vibrational degrees of freedom are expressed in auxiliary coordinates LauxFC . Let
us first assume, our set of auxiliary coordinates includes vibrational inter-connecting (I), as
well as rotational (R) and translational (T) coordinates of the fragment combination,
LauxFC =
(
ILauxFC |RLauxFC |TLauxFC
)
. (42)
We refer to Section III A for a more detailed discussion on how these coordinates are ob-
tained. For now, we only need to know that the column vectors of LauxFC are orthonormal. In
this case, the complete space spanned by LFFC is also contained in L
aux
FC and we can write
LFFC = L
aux
FC AFC, (43)
where the rectangular transformation matrix is set up as
AFC = (L
aux
FC )
TLFFC =
 IAFCRAFC
TAFC
 , (44)
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so that
LFFC =
ILauxFC
IAFC +
RLauxFC
RAFC +
TLauxFC
TAFC. (45)
The molecular structure of a fragment combination for a displacement along these common
coordinates around the reference point (r0)FC can be obtained using Eq. (27) as
zFFC =(r0)FC + M
− 1
2
FC L
F
FCq
F
FC
=(r0)FC + M
− 1
2
FC
ILauxFC
IAFCq
F
FC + M
− 1
2
FC
RLauxFC
RAFCq
F
FC + M
− 1
2
FC
TLauxFC
TAFCq
F
FC
=(r0)FC + ∆
IrFFC + ∆
RrFFC + ∆
TrFFC. (46)
The subscript FC indicates that only the contributions of the atoms in a particular fragment
combination are considered, e.g., qFFC denotes the part of the common FALCON coordinates
that effect the fragment combination FC. ∆IrFFC, ∆
RrFFC, and ∆
TrFFC are the displacements
within this fragment combination along the common FALCON coordinates due to vibra-
tional inter-connecting, rotational, and translational motions, respectively. The energy of a
fragment combination FC for a particular displacement along LFFC, can, hence, be expressed
as
EFC({z({q[LFFC]})}FC) = EFC((r0)FC + ∆IrFFC + ∆RrFFC + ∆TrFFC)
= EFC((r0)FC + ∆
IrFFC + ∆
RrFFC)
= EFC({z({q[ILauxFC IAFC + RLauxFC RAFC]})}FC), (47)
where {q[L]} expresses that the set of coordinates {q} is defined through the L matrix.
The second equality in Eq. (47) holds, due to the translational invariance of the energy. As
previously noted, the rotational coordinates will not generally be purely rotational, and we
cannot do a similar trick for these as long as we are using rectilinear coordinates. Since all
points on the PES are calculated from the electronic energy points, similar arguments can
be used to express
VFC({q[LFFC]}) = VFC({q[ILauxFC IAFC + RLauxFC RAFC]}). (48)
Thus, it is sufficient to include internal and rotational coordinates in the auxiliary set of
coordinates. By default we apply auxiliary coordinates and transformation matrices that do
not consider the translational contributions
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The general transformation algorithm using the respective transformation matrices can
be found in Section III C for PESs represented in polynomials of the coordinates. We
note that whenever we transform polynomial PES representations with higher polynomial
order than mode combination level, the transformation formally leads to higher-order mode
combinations that are not included in the original PES representation58. Similar arguments
can also be applied the other way around: higher-order mode combinations in auxiliary
coordinates could upon transformation contribute to lower-order mode combinations in the
common FALCON coordinates. All together, this means that the transformation of the PESs
will not give any additional error in the limit of fully expanded fragment PESs. However,
this is a limit we generally have to avoid for efficiency. Since higher polynomial orders are
well known to be important for accuracy, we will use these representations of the PESs for
the transformation and accept the inconsistency in the treatment. For the expected typical
calculation there will, thus, be an additional error source from limiting the mode-coupling
expansion when employing auxiliary coordinates.
III. ALGORITHM AND IMPLEMENTATION
We report here on a pilot implementation of the double incremental schemes into Mi-
dasCpp (Molecular interactions, dynamics and simulation Chemistry program package in
C++)59. In many aspects, we have made recourse to the most fundamental rather than
most elaborate schemes. For example, our incremental scheme for the evaluation of the
electronic energy does not contain any multi-layer approach and we rely on simple hydrogen
capping in the fragmentation. We furthermore generate the PESs on a simple static grid
rather than to use adaptive schemes to choose the most important grid points and also the
applied transformation algorithm is approximate as previously described. Nevertheless, the
implementation provides a proof-of-principle and gives a first insight on the perspective of
these schemes for large-scale PES generations. Possible beneficial extensions of this scheme
for actual applications are discussed in the outlook in Section VI.
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A. Partitioning and preparation
The fragments are chosen on input to the FALCON scheme. It is, however possible to
obtain this input in a so-called FALCON preparation run, as also used in Ref. 54. The
FALCON algorithm is then used to set up the rectilinear, semi-local FALCON coordinates.
At its end, the FCR is generated, defined by a maximal fragment combination level. We fur-
thermore by default only include those fragment combinations that are covalently bound or
direct neighbors and thereby introduce spatially restricted FCRs. Then, we choose for each
fragment combination those coordinates that are non-rigid within this mode combination
and add hydrogen atoms in case of dangling bonds to allow sensible electronic structure cal-
culations on each fragment combination. Finally, we generate the auxiliary inter-connecting
modes and also these are appropriately capped. These steps are described in the following.
1. Capping of dangling bonds
The capping of dangling bonds is achieved by replacing the next atom in line with a
hydrogen atom and shortening the bond lengths to average bond lengths found in organic
compounds from Ref. 60. The chosen bond lengths can be found in Table S-I in the sup-
plementary material57. This treatment does, of course, not allow for cutting of other than
single bonds. The contribution of each capping atom to the displacement vectors is set to
the same value as that of the atom it is bound to. By this, we avoid artifacts in the local
PESs due to bond stretches to the capping atoms. These additional contributions to the
displacement vectors, of course, lift the orthonormality of the basis (if given before). The
underlying assumption is that the contribution of the capping atoms to the energy of the
displaced structure is similar to that to the reference structure. This means we assume that
its contribution to the energy difference is small, so that the PES for the respective fragment
combination can be approximated by that of the capped system.
2. Setting up auxiliary coordinates
For setting up the auxiliary coordinates for a particular fragment combination, we first
identify the space that needs to be spanned by the auxiliary coordinates. This space is com-
posed of the inter-connecting modes within the corresponding fragment combination that do
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not correspond to common FALCON modes. For example, setting up the auxiliary coordi-
nates for the fragment combination {A,B,C} in the left frame in Figure 1, we see that the
common FALCON inter-connecting modes of type (A)↔(B) only have contributions from
atoms in the fragment combination {A,B} and are therefore fully contained in the fragment
combination {A,B,C}. This means that we do not need to set up auxiliary coordinates de-
scribing the relative motion of (A)↔(B). The remaining inter-connecting modes, that affect
{A,B,C}, are of type (C)↔(D), (AB)↔(CD), and (ABCD)↔(EFGH). Accordingly, they
are not fully contained in {A,B,C} and we need to set up the relative motions (AB)↔(C)
in the auxiliary coordinates. For this we first initialize the local translational and rota-
tional coordinates of the relevant fragment combinations. In the above case, these are (AB)
and (C). These initial coordinates are then modified in a FALCON procedure (described in
Ref. 54) using the same specifications as in the generation of the common FALCON coor-
dinates (only on a fragment combination, that is {A,B,C} in the present example, rather
than the complete system). At the end of the FALCON procedure, reduced Hessians for
sets of inter-connecting modes are diagonalized.
The Hessian, which is used during this FALCON procedure to generate auxiliary co-
ordinates for a fragment combination, is that of the full system. This avoids potential
instabilities in the procedure due to our starting structure representing only an equilibrium
structure for the entire system, but not for its fragments and fragment combinations. The
corresponding reduced Hessian can be calculated for the reduced space of the coordinates of
interest. In principle, the same double incremental treatment described here for PESs can
also be applied in (semi-numerical) Hessian calculations. Making use of such an algorithm
to generate the auxiliary coordinates will make this generation of the auxiliary coordinates
scale linearly with system size. This possibility is, however, not exploited in the present
work.
The resulting coordinates are then used as auxiliary coordinates for the inter-connecting
vibrational modes. Finally, the rotational degrees of freedom of the full fragment combina-
tion ({A,B,C} in the present example) are added to the auxiliary coordinates. Also these
diagonalize the corresponding reduced Hessian of the entire system.
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B. Generation of the potential energy surface
First, the PESs of all fragment combinations are calculated separately. This is by default
done in the auxiliary basis, if this reduces the number of modes to be considered. When
employing auxiliary coordinates, we have to set their boundaries, which define the vibrational
space covered in the PES generation, in a way that fits the vibrational space covered by the
common FALCON coordinates. In practice, we set the boundaries of auxiliary coordinates
(bauxFC,i) from the boundaries of the common inter-connecting modes (b
F
j ) as,
bauxFC,i =
∑
j∈{jmax,i}
|(AFC)ij| bFj , (49)
where {jmax,i} contains those js that give the n largest contributions |(AFC)ij| bFj for the
auxiliary coordinate i, where AFC is the transformation matrix. n is the smaller of the max-
imum mode combination level and the number of common FALCON modes to be expressed
in the auxiliary coordinates. Subsequent to the construction of the fragment combination’s
PES representation in auxiliary coordinates, it is transformed to the representation in com-
mon FALCON coordinates, see Section III C for details. After having obtained all fragment
combinations’ PES representations in common FALCON coordinates, the contributions of
every fragment combination to the overall PES are calculated according to Eq. (12) and
finally all contributions are summed up using Eq. (11).
C. Coordinate transformation of polynomial potential energy surfaces
The transformation matrix is set up as described in Section II J. In Appendix C we
describe our algorithm for transforming a PES in polynomial n-mode representation in
auxiliary coordinates to a polynomial n-mode representation in common coordinates. In the
usual case where the order of the polynomial expansion is larger than the mode combination
level, this transformation procedure can generate higher-order mode combinations that have
not been included in the original representation of the PES58. For sake of computational
efficiency, we do not generate these terms.
The applied transformation algorithm scales, in case of a PES representation with up
to two-mode couplings, cubic with the number of auxiliary coordinates and quadratic with
the number of common FALCON coordinates that are described by auxiliary coordinates
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in the original PES representation. The algorithm employed here is restricted to PES rep-
resentations of polynomial form. Other algorithms are possible, which allow the usage of
other analytic representations of the PES. It is for example possible to estimate the energy
corresponding to displacements along the common FALCON coordinates from the PES rep-
resentation in auxiliary coordinates by interpolation and then fit a new representation of
the PES to these points. Since, the exact points are typically not explicitly contained in the
auxiliary PES representation, interpolation techniques using derivative information (as, e.g.,
used in Refs. 23 and 61) will improve the description further in this case. These possibilities
are, however, not a subject of the work presented here.
IV. SETUP AND COMPUTATIONAL DETAILS
The generation of the common and auxiliary FALCON coordinates and the PES construc-
tion require the accessibility of electronic energies and gradients. Most electronic structure
calculations are performed with the Orca program system62 employing the Hartree–Fock
with three corrections (HF-3c) method63. We performed additional calculations using density
functional methods, more precisely the Becke–Perdew functional (BP86)64,65 and a split va-
lence polarization (SVP) double-ζ basis set66 using the Turbomole67–69 program package.
In these calculations, we applied the resolution-of-the-identity approximation (RI) with the
corresponding auxiliary basis set70.
The initial structures of the oligo-phenyl test systems are obtained with Avogadro71.
The structures have then been optimized using the respective electronic structure method.
After defining the initial groups for the FALCON procedure to be the single phenyl rings,
we determine the common FALCON coordinates applying the following settings, see Ref.
54 for details. We apply distance-based coupling estimates and a degeneracy threshold of
1·10−5 bohr−1. Relaxation is included for each initial group, i.e., each fragment, meaning
that the reduced Hessian for the coordinates for each group/fragment is diagonalized sep-
arately. We furthermore relax the inter-connecting coordinates separately for each type of
coordinates. In this relaxation setup, only coordinates with contributions from the same
fragments are mixed and therefore the overall local character (as exemplified in Figure 1) is
maintained.
The fragments for the incremental PES generations are the same as the initial groups
33
used in the FALCON procedure. The applied FCRs only contain direct neighbors, with
any atom pair closer than 3.5 bohr. We furthermore employ effective FCRs, omitting all
fragment combinations with overall zero contribution.
We have applied the existing functionality in MidasCpp59 for grid-based n-mode expan-
sions56,72 for the generation of the PESs of the fragments and fragment combinations. There-
fore, we have applied equidistant grids with boundaries chosen to be the classical turning
points corresponding to a harmonic oscillator with quantum number of v = 10. These turn-
ing points are calculated using the quasi-harmonic FALCON frequencies of the respective
modes. For the one-mode grids, we have applied 16 grid points per dimension, whereas we
have used eight grid points per dimension, meaning 64 grid points for each two-mode cut.
All PESs are approximated by an n-mode expansion up to two-mode couplings with the cut
functions fitted to polynomials. The maximum polynomial order of the PES fits is in all
cases set to twelve.
In the following, we apply the short-hand notations for the differently obtained PES
representations: We denote full n-mode expansion by “nM” (only 2M in the present work)
and use “DIF-fFnM” and “DIFACT-fFnM” for DIF and DIFACT expansion, respectively,
up to fth order in fragment combination and nth order in mode combination. As mentioned
above, the FCR is by default spatially restricted, i.e., we consider only neighbor couplings.
For the validation of the PES we have performed state-specific vibrational self-consistent
field (VSCF) calculations for the one-mode excited states. These calculations were performed
with the VSCF implementation25 in MidasCpp59, using a b-spline basis73 of the order ten
with a b-spline density of 0.8 in the region explicitly covered in the PES generation, i.e.,
up to the classical turning point with the harmonic quantum number v = 10. Again these
classical turning points were calculated from the quasi-harmonic frequency of the respective
FALCON modes.
V. NUMERICAL EXAMPLES FOR OLIGO-PHENYLS
For first numerical examples for the double incremental scheme, we have chosen chain-like
tetra- and hexa-phenyl molecules. We employ structures with alternating dihedral angles
between the phenyl entities of about ±30 degrees (see Figure 3). These structures represent
stationary points for the chosen method to calculate the electronic energy. We treat every
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A2B1 A1 B2C1 C2
FIG. 3. Applied structure for tetra- and hexa-phenyl (HF-3c).
phenyl entity as an individual fragment and initial group of the FALCON algorithm. We ap-
ply inter-connecting FALCON coordinates for the tetra-phenyl of kind [B1]-(A1)↔(A2)-[B2]
and (B1)↔(A1-A2)↔(B2) and that for the hexa-phenyl are obtained as [C1-B1]-(A1)↔(A2)-
[B2-C2], [C1]-(B1)↔(A1-A2)↔(B2)-[C2], and (C1)↔(B1-A1-A2-B2)↔(C2). The naming of
the fragments is according to Figure 3, and the nomenclature for the classification of the
different types of modes that of section II F.
The errors in PES representations due to different approximations are assessed by the
difference in the state-specific VSCF energy for the fundamentally excited states from the
VSCF zero-point energy.
A. Effective fragment combination ranges and computational cost
In the FCR, we only account for direct neighbors. The effective FCRs, i.e., those with-
out zero contribution according to Eq. (15) are summarized in Table I. In these chain-like
examples with spatially restricted FCR, a significant number of lower-order fragment combi-
nations have zero contribution to the overall expansion, as shown more generally in Appendix
B. This also affects the required number of SPCs and accumulated cost of all SPCs. These
computational figures are shown in Figure 4 for different schemes to generate the PES. As
expected from the discussion in Section II H, the number of required SPCs increases signifi-
cantly with the fragment combination level. It is generally larger for the DIF model than for
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TABLE I. Spatially restricted effective FCRs considering only neighbor couplings for tetra- and
hexa-phenyl, with a maximal fragment combination level (f) from two to four.
f Effective FCR
Tetra-phenyl
2 {{A1}, {A2}, {B1, A1}, {A1, A2}, {A2, B2}}
3 {{A1, A2}, {B1, A1, A2}, {A1, A2, B2}}
4 {{B1, A1, A2, B2}}
Hexa-phenyl
2 {{B1}, {A1}, {A2}, {B2}, {C1, B1}, {B1, A1}, {A1, A2}, {A2, B2}, {B2, C2}}
3 {{B1, A1}, {A1, A2}, {A2, B2}, {C1, B1, A1}, {B1, A1, A2}, {A1, A2, B2}, {A2, B2, C2}}
4 {{B1, A1, A2}, {A1, A2, B2}, {C1, B1, A1, A2}, {B1, A1, A2, B2}, {A1, A2, B2, C2}}
Tetra-phenyl Hexa-phenyl
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FIG. 4. Number of required SPCs and accumulated wall time of SPCs (HF-3c, on Intel Ivy Bridge
20 cores @ 2.8 GHz / 128GB; Dell C6220) for different spatially restricted effective FCRs for
tetra-phenyl and hexa-phenyl in full vibrational space. The different patterns indicate, whether
the contributions stem from a one-fragment potential (filled), a two-fragment potential (fine criss-
cross), a three-fragment potential (coarse criss-cross), or the potential for the full four- or six-
fragment system (feint ruled). The wall times for hexa-phenyl are estimated (see main text).
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the DIFACT approach with the same fragment combination level. The difference between
these two models is, as expected, significantly larger for the hexa-phenyl than for the tetra-
phenyl example. The number of required SPCs in double incremental PES constructions
is in many cases larger than the required number of SPCs for generating the full 2M PES.
To give an impression on how the computational cost differs between the different ap-
proaches, we have timed the individual SPCs on nodes of the type Intel Ivy Bridge 20 cores
@ 2.8 GHz / 128GB; Dell C6220. The times plotted for the hexa-phenyl are estimated from
the number of SPCs and averaged wall time for several SPCs of displaced structures of the
respective molecules. This means, that the timings reported in the bottom part of Figure 4
should be considered ballpark figures rather than rigorous assessments. They can still give
valuable insight into the computational gains in the double incremental scheme in actual
computations. First of all, we see that all shown double incremental expansions require less
computational resources than the 2M reference calculations. As expected, this difference is
more pronounced for the hexa-phenyl than for the tetra-phenyl example. The accumulated
computational cost for SPCs is typically the bottleneck in PES generations. The double
incremental approaches, therefore, offer a large gain in the feasibility of PES generations for
large molecular systems. The relative gain is expected to be more beneficial the larger the
investigated system is (see also Section II H).
B. Error assessment
In this section, we assess how well we can reproduce the conventional, non-incremented
calculation with the different approximate double incremental schemes in FALCON coor-
dinates. The errors to be assessed are (i) the error introduced by the truncated double
incremental expansion, including the capping of dangling bonds and (ii) a transformation
error, in case auxiliary modes are employed.
1. Error assessment for inter-connecting modes
For the first error assessment, we restrict the discussion to the vibrational subspace of
inter-connecting modes in the tetra- and hexa-phenyl examples. For these modes, the errors
introduced by the double incremental expansion and usage of auxiliary coordinates are
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expected to be particularly large, since (i) these modes include often more fragments than
covered in the largest fragment combination level and (ii) the transformation procedure is
only applied to these modes.
Table II shows the results obtained considering only these inter-connecting modes for
tetra-phenyl and employing HF-3c for the SPCs. First we assess the capping and fragmen-
tation error (i): We see that the root mean square deviation (RMSD) of the fundamental
VSCF excitation energies obtained with a DIF-2F2M potential compared to the 2M reference
amounts to only 0.54 cm−1 and the maximum absolute deviation is 1.31 cm−1. The results
for the DIF-3F2M potential and the reference potential are in almost perfect agreement with
a maximum absolute deviation in fundamental excitation energies of 0.05 cm−1. The ab-
solute deviations of the VSCF zero-point energy obtained with DIF-2F2M and DIF-3F2M,
respectively, are only slightly larger than maximum absolute deviation of the excitation
energies. It amounts to 1.96 cm−1 for DIF-2F2M and to 0.05 cm−1 for DIF-3F2M. These
findings suggest very good and quick convergence of the fragmentation error with increasing
fragment combination level.
Next, we turn to the transformation error (ii), i.e., the deviation between the fundamental
excitation energies obtained with a PES generated in auxiliary coordinates from those for
the corresponding PES representation without this approximation. We see that the RMSD
caused by this error lies around 0.7 cm−1 both for DIFACT-2F2M and DIFACT-3F2M and
the maximum absolute deviation is at 1.81 cm−1 for DIFACT-2F2M and at 2.11 cm−1 for
DIFACT-3F2M.
Very similar, though slightly larger errors caused by the fragmentation and transforma-
tion are obtained for the larger hexa-phenyl molecule (see Table III and Table S-II in the
supplementary material57 for full details), where we again consider only inter-connecting
modes. All in all, we see also here quick convergence of the double incremental scheme with
almost perfect agreement already for the DIF-3F2M potential with a maximum absolute de-
viation in the fundamental excitation energies of 0.13 cm−1. Concerning the transformation
error, we obtain RMSDs between 0.66 and 0.88 cm−1 for fragment combinations levels of
two to four. These errors are, hence, rather close to those for the tetra-phenyl example with
only inter-connecting modes (see Table II).
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TABLE II. Zero-point energies (ZPEs) and differences of the fundamental energies from the ZPE
(∆E) obtained from state-specific VSCF calculations for tetra-phenyl for different PES repre-
sentations (HF-3c) and considering only inter-connecting modes. ω are the corresponding quasi-
harmonic FALCON frequencies. All energies are given in cm−1. The type label IC1 refers to
[B1]-(A1)↔(A2)-[B2] and IC2 to (B1)↔(A1-A2)↔(B2) type of FALCON coordinate.
Type ω 2M DIF-fF2M DIFACT-fF2M
f 2 3 2 3
ZPE 2818.97 2817.01 2818.92 2817.70 2819.15
Fundamental excitation energies
1 IC2 45.95 56.96 57.03 56.96 58.01 56.89
2 IC2 59.23 87.30 87.49 87.32 85.68 89.40
3 IC2 74.54 82.12 82.27 82.12 82.57 82.49
4 IC2 83.84 102.26 102.63 102.26 102.63 100.15
5 IC2 87.92 97.71 97.67 97.70 98.73 97.84
6 IC1 102.51 114.85 115.43 114.87 116.89 115.72
7 IC2 132.33 138.46 137.96 138.45 138.16 138.65
8 IC1 326.79 329.03 329.30 329.03 329.81 329.29
9 IC2 349.13 352.29 352.53 352.28 352.54 352.03
10 IC1 370.57 371.80 371.15 371.77 370.95 371.97
11 IC2 376.65 374.75 374.55 374.75 374.53 374.76
12 IC2 401.39 403.34 404.43 403.39 404.70 403.15
13 IC2 428.26 429.10 428.76 429.07 429.02 429.02
14 IC2 499.72 499.83 499.48 499.83 499.75 499.67
15 IC1 503.33 504.05 503.27 504.07 503.29 504.23
16 IC2 534.47 531.13 530.82 531.10 530.72 531.09
17 IC1 549.26 549.31 549.10 549.30 548.91 549.37
18 IC1 658.01 654.06 652.75 654.01 652.71 654.02
∆ ZPE to
2M −1.96 −0.05 −1.27 0.19
DIF-fF2M 0.69 0.24
Root mean square deviation of ∆E to
2M 0.54 0.02 0.93 0.75
DIF-fF2M 0.67 0.74
Maximum absolute deviation of ∆E from
2M 1.31 0.05 2.04 2.11
DIF-fF2M 1.81 2.11
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TABLE III. Zero-point energies (ZPEs) as well as root mean square deviation and maximum
absolute deviation of the difference in VSCF state energies for singly excited states from the
ZPE (∆E) for hexa-phenyl for different PES representations (HF-3c) and considering only inter-
connecting modes. All energies are given in cm−1.
2M DIF-fF2M DIFACT-fF2M
f 2 3 4 2 3 4
ZPE 4797.68 4794.19 4797.55 4797.67 4796.02 4798.16 4797.62
∆ ZPE to
2M −3.49 −0.12 −0.00 −1.66 0.48 −0.06
DIF-fF2M 1.83 0.60 −0.06
Root mean square deviation of ∆E to
2M 0.80 0.04 0.00 1.25 0.88 0.66
DIF-fF2M 0.75 0.88 0.66
Maximum absolute deviation of ∆E from
2M 2.11 0.13 0.01 3.55 2.96 2.82
DIF-fF2M 2.13 2.92 2.81
2. Error assessment in full space
Considering all 120 vibrational degrees of freedom of the tetra-phenyl example, we obtain
very similar fragmentation errors compared to the above case with only inter-connecting
modes (compare Tables II and IV, see also S-III in the supplementary material57 for all 120
fundamental excitation energies for tetra-phenyl using PESs obtained with HF-3c). The
deviations found for the zero-point energy are again larger than those for the fundamental
excitation energies. Both decrease systematically when increasing the maximal order of
fragment combination in the DIF scheme. The maximum absolute deviation of the energy
differences obtained with DIF-2F2M from the 2M reference corresponds to an intra-fragment
mode and amounts to 2.35 cm−1. The maximum absolute deviation for the inter-connecting
modes is 1.37 cm−1 in this case. For DIF-3F2M, all fundamental excitation energies agree
within ± 0.1 cm−1. As expected, the transformation error is generally larger for the directly
affected inter-connecting modes than for the intra-fragment modes. The latter are only
indirectly affected by the transformation via the coupling elements to the inter-connecting
modes. In the present case, the transformation error decreases for intra-fragment modes and
increases for inter-connecting modes when going from DIFACT-2F2M to DIFACT-3F2M.
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TABLE IV. Zero-point energies (ZPEs) as well as root mean square deviation (RMSD) and maxi-
mum absolute deviation (MAX) of the difference in VSCF state energies for singly excited states
from the ZPE (∆E) for tetra-phenyl for different PES representations (HF-3c). The deviations
for inter-connecting (IC) modes and intra-fragment (INTRA) modes are shown separately and
combined (All). All energies are given in cm−1.
2M DIF-fF2M DIFACT-fF2M
f 2 3 2 3
ZPE 86266.64 86263.37 86266.54 86263.54 86267.29
∆ ZPE to 2M
−3.27 −0.10 −3.10 0.65
∆ ZPE to DIF-fF2M
0.17 0.76
RMSD of ∆E to 2M
All 0.56 0.02 0.76 0.59
IC 0.51 0.02 1.10 1.51
INTRA 0.57 0.02 0.69 0.12
RMSD of ∆E to DIF-fF2M
All 0.44 0.59
IC 0.82 1.51
INTRA 0.32 0.12
MAX of ∆E from 2M
IC 1.37 0.05 2.12 4.79
INTRA 2.35 0.09 2.65 0.29
MAX of ∆E from DIF-fF2M
IC 1.79 4.79
INTRA 0.57 0.28
Figure 5 shows the error distributions for fragmentation, transformation, and overall error
for the example of PES representations up to second order in fragment combination. The
error distributions are well centered on zero. The overall error has similar contributions from
the fragmentation and transformation error in this case, as has already been suggested by
the similar RMSDs. This supports that the transformation at the 2F level does not lead to
an inherent larger error for the full procedure. An analogous analysis for the 3F case (not
shown) yields an almost perfect agreement of the DIF-3F2M results with the 2M reference
results and also the transformation error for most fundamental excitation energies, lies close
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FIG. 5. Error distributions for the VSCF fundamental excitation energies for DIF-2F2M and
DIFACT-2F2M representations of the PES (HF-3c) for tetra-phenyl in full vibrational space with
respect to each other (middle graph) and the reference results for the 2M PES representation (left
and right graph, respectively).
to zero: Only three fundamental VSCF excitation energies obtained with a DIFACT-3F2M
representation of the PES deviate by more than 0.6 cm−1 from the DIF-3F2M results.
Those have an absolute deviation of 3.71 cm−1, 1.88 cm−1, and 4.79 cm−1 and correspond to
vibrations of the type (B1)↔(A1-A2)↔(B2) with quasi-harmonic frequencies clearly below
100 cm−1. This means that the comparatively large maximum absolute transformation error
of 4.79 cm−1 for DIFACT-3F2M is likely an outlier. This suggests, that only these three
common FALCON coordinates are not very well resembled in the auxiliary coordinates of
the fragment combinations in the present case, while the PES contributions of all others are
surprisingly well maintained in the potential transformations.
Next, we turn to the hexa-phenyl example, whose results are summarized in Table V. The
full data set of calculated excitation energies for hexa-phenyl can be found in Table S-IV in
the supplementary material57. Again the largest deviation of −6.94 cm−1 is obtained for the
zero-point energy when including fragment combinations up to second order. The deviations
in the fundamental excitation energies obtained in the double incremental schemes from the
2M reference results for hexa-phenyl are of similar size as those for the tetra-phenyl discussed
above (see Table IV), though slightly larger. The DIF-3F2M results agree again very well
with the reference results, with a maximum deviation in fundamental excitation energies of
0.22 cm−1 (see Table V). Again, the majority of the fundamental excitation energies have
transformation errors below 1 cm−1 and only few fundamental excitation energies, which all
correspond to low-lying inter-connecting modes, exhibit a considerably larger transformation
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TABLE V. Zero-point energies (ZPEs) as well as root mean square deviation (RMSD) and maxi-
mum absolute deviation (MAX) of the difference in VSCF state energies for singly excited states
from the ZPE (∆E) for hexa-phenyl for different PES representations (HF-3c). The deviations
for inter-connecting (IC) modes and intra-fragment (INTRA) modes are shown separately and
combined (All).
2M DIF-fF2M DIFACT-fF2M
f 2 3 2 3
ZPE
127147.62 127140.68 127147.33 127142.81 127147.80
∆ ZPE to 2M
−6.94 −0.29 −4.81 0.17
∆ ZPE to DIF-fF2M
2.13 0.47
RMSD of ∆E to 2M
All 0.75 0.04 0.97 0.65
IC 0.77 0.04 1.46 1.54
INTRA 0.75 0.04 0.84 0.17
RMSD of ∆E from DIF-fF2M
All 0.49 0.65
IC 0.99 1.54
INTRA 0.30 0.16
MAX of ∆E from 2M
IC 2.17 0.13 4.34 4.83
INTRA 3.13 0.22 3.12 0.45
MAX of ∆E from DIF-fF2M
IC 3.14 4.83
INTRA 0.65 0.42
error. The maximum absolute deviation due to the potential transformation amounts to
4.83 cm−1 in this case.
We have, thus, found in this first numerical study that the double incremental scheme
can indeed yield very good agreement with the supermolecular calculations. Moreover, the
convergence with respect to fragment combination order is rather quick and already the
results for the three-fragment combinations are almost perfectly in line with the reference
values. The results illustrate that the semi-local FALCON coordinates provide a good set of
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coordinates that allows distance cutoff in the PES construction with fast convergence. The
controlled and well-defined locality of the FALCON coordinates is essential for the efficiency
of DIF procedure.
We see that the transformation error is somewhat similar in all cases. It is generally lower
for intra-fragment modes than for inter-connecting modes. There is no clear tendency for
the transformation error, when going to higher-order fragment combinations. However, this
is also what should be expected. What is required to reduce the transformation errors is
a better transformation such as a better algorithm and/or a higher level in mode coupling.
Thus, a 3M expansion and transformation would allow the transformed potential to capture
better the correct features of the true potential. However, already for the 2M case, we
observe a transformation error of less than 5 cm−1 in all fundamental energies, and the
majority of cases have errors less than 1 cm−1. These errors are modest, both in view of the
approximations involved in the present transformation algorithm applied in the DIFACT
scheme as described earlier, but also in the sense of being modest compared to other sources
of errors, including the 2M restriction, errors from the electronic structure methodology
applied, etc. The good performance in the PES transformation can, at least partly, be
rationalized by the very similar fashion in which the common and auxiliary modes are
set up. In this way, we generate auxiliary coordinates that in many cases resemble the
common modes to a large extent, and thereby only modest coordinate rotations take place
in the potential transformation. Modest coordinate rotations are expected to lead to higher
accuracy in the current potential transformation algorithm. Other algorithms may be less
sensitive with respect to this aspect. Recalling that this additional transformation enables
linear scaling of the accumulated computational cost of the SPCs in the PES generation,
this error seems legitimate, especially when interested in excitations dominated by intra-
fragment modes. Still if one needs more accurate potentials, the DIF scheme also offers a
significant reduction of the computational cost compared to the complete calculation and
has the advantage of clear and rigorous limits towards the full expansion.
3. Change of electronic structure method
In Sections V B 1 – V B 2, we have seen that the error that we introduce by fragmentation
in the double incremental scheme lies, even for the DIFACT-2F2M approximation, below
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HF-3c (2M)
HF-3c (DIFACT-2F2M)
RI-BP86/SVP (DIFACT-2F2M)
 0  1000  2000  3000
wave numbers / cm-1
FIG. 6. Stick spectra of VSCF fundamental excitation energies in the applied FALCON coordinates
for HF-3c and RI-BP86/SVP in selected representations of the PES, i.e., 2M and DIFACT-2F2M.
5 cm−1 in all cases and is thereby below the error made through other approximations,
such as the electronic structure method. This suggests, that it is likely beneficial to use a
more reliable (and thereby more expensive) electronic structure method. Here, we illustrate
that the DIFACT scheme indeed makes it feasible to use more accurate electronic structure
methods in the PES construction with more than hundred degrees of freedom. We compare
the DIFACT-2F2M potentials for tetra-phenyl obtained with the HF-3c to that from RI-
BP86/SVP SPCs. The respective stick spectra are together with a reference 2M spectrum
for HF-3c shown in Figure 6. The respective data can be found in Tables S-III and S-V
in the supplementary material57. It is striking that the differences between the different
PES generation schemes using HF-3c is hardly visible, whereas the difference due to the
different electronic structure method is rather significant. It should also be mentioned
that the frequently applied frequency scaling for the two methods compared here is rather
different: In Ref. 63, a frequency scaling factor of 0.86 is applied for HF-3c frequencies,
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whereas in a recent study fitting different frequency scaling factors74, a frequency scaling
factor of 1.03 for BP86/def2-SVP is advertised. Note that def2-SVP is equivalent to SVP
for carbon and hydrogen atoms, i.e., the only atoms contained in the oligo-phenyl examples.
This means we cannot really expect the VSCF results for PESs obtained with these two
electronic structure methods to be similar. Nevertheless, the strong effect of the choice of
the electronic structure method compared to the errors introduced by the double incremental
expansion is remarkable. With the DIF and DIFACT schemes methods one has new methods
for finding good compromises between accuracy and efficiency. Thus, a double incremental
PES expansion with a more expensive electronic structure method may be a more promising
route to efficient generation of reliable PESs for vibrational structure calculations for larger
systems, than to compromise the potential by using a lower-level electronic structure method,
or avoiding higher-level mode couplings.
VI. SUMMARY, CONCLUSIONS AND OUTLOOK
We have presented a double incremental expansion for the generation of PES for vibra-
tional structure calculations combining the n-mode expansion of the PES with the many-
body expansion of the underlying evaluations of the electronic energies. We have shown that
this type of double incremental expansion of the PES is particularly beneficial when com-
bined with semi-local coordinates to span the vibrational space. This leads to a significant
reduction of the number of required SPCs. For this reason, we use the recently introduced
rectilinear and semi-local FALCON coordinates54 in combination with the double incremen-
tal expansion leading to the double incremental scheme in FALCON coordinates (DIF). Even
in these coordinates, the number of required modes to be considered for the PES generation
for fragment combinations often exceeds the number of vibrational degrees of freedom in the
respective fragment combination. This means, that the PESs of the fragment combinations
are spanned in a redundant basis and the explicit calculation of grid points in this redun-
dant basis leads to similar overall scaling behavior as in delocalized modes. This scaling
behavior of the DIF scheme is caused by a limited number of modes. These are so-called
inter-connecting modes, i.e., those modes that describe the relative motion of the fragments.
In an alternative scheme, we can express these motions by auxiliary modes. In this scheme,
the generation of the PES for every fragment combination only considers the number of
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vibrational degrees of freedom in the respective fragment combination plus three modes cor-
responding to rotations. In this way, the number of required SPCs per fragment combination
is independent of the total number of fragments and an overall low scaling behavior can be
achieved. This is, however, achieved at the cost of introducing an additional error in the
subsequent transformation of the fragment combinations’ PESs to the common coordinates.
We stress that the scaling analysis does not only consider the number of required SPCs,
but also takes the cost per SPC into account. No assumptions of a particular scaling of
the individual SPCs with system size has been made. Our approach differs from previous
low scaling approaches for the generation of PESs25,28, where “linear scaling” refers to the
number of required SPCs but not to the accumulated computational cost of these SPCs.
Numerical examples on tetra- and hexa-phenyls show quick convergence of the VSCF fun-
damental excitation energies for PESs constructed with increasing level in fragment com-
bination. Indeed the DIF-3F2M results resemble the 2M results almost perfectly in the
tested cases. Using auxiliary coordinates, i.e., the corresponding DIFACT scheme, leads to
additional RMSDs of below 1 cm−1 with maximum absolute deviations of less than 5 cm−1.
The larger transformation errors are, in these examples, restricted to very few fundamental
excitation energies that correspond to inter-connecting modes. The overall modest size of
these errors can, at least partly, be related to relative close resemblance of the overall FAL-
CON modes to the auxiliary modes of the same type. We have illustrated that this error
lies clearly below the difference in fundamental excitation energies obtained with different
electronic structure methods realistically applicable in the generation of PESs for systems
containing tens of atoms or more. This suggests that it may be more relevant to choose a
more accurate and thereby a computationally more demanding electronic structure method,
but at low order in the double incremental expansion to yield the most beneficial balance
of computational cost and accuracy. We foresee that the computationally cheapest double
incremental expansion, i.e., DIFACT-2F2M may be sufficient in many cases and will enable
reliable generation of PESs for wave function-based calculations of vibrational spectra, for
system sizes, that are currently clearly out of reach.
The considered test systems are perfect examples for which our methods are appropriate,
as chain-like systems with modest long-range electrostatic interactions and capping ade-
quately handled by hydrogens. In addition, the level of the electronic structure description
applied was rudimentary. For many other complex systems there may be a slower decay
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in importance with distance between fragments as well as more advanced capping schemes
may be preferred. It is an essential ingredient of the method that only changes in energy
relative to a reference structure are considered. Thus, even if the caps do not cancel for a
given structure, their contribution may cancel out in the contributions to the PES. This is
likely to simplify the use of other capping schemes as well, as long as rigid caps are used.
Nevertheless, it must be carefully considered which steps need to be included in applying
the method to complex systems with advanced cappings. Likewise, the rate of decay with
distance for the fragment couplings will vary between systems, and potentially also between
different computational methods. For example, the accuracy of the fragment many-body
expansion has been suggested to depend on the character of the applied basis set and po-
tentially involves a basis set superposition error.75–77
In addition to the above-mentioned examples much other work is needed extending the
methodology and acquiring experience before the double incremental approach can become
a widely used standard procedure. The present work focuses on PESs and the extension
to other property surfaces such as dipole surfaces, is needed to calculate infrared spec-
tra. Generally, the extension to size extensive, additive properties will be straightforward.
Another point of possible improvement concerns the currently applied transformation algo-
rithm. Other more elaborate schemes, for instance using interpolation techniques may reduce
the transformation error and thereby extend the applicability of the very efficient DIFACT
scheme. For efficiency and increasing the black box nature, it is also important to integrate
the double incremental approach with automatic choice of required grid points (as, for in-
stance, done in the adaptive density-guided approach (ADGA)17). Multi-level12,20–24 and
screening approaches11–16 as well as various interpolation and extrapolation schemes12,23,61
can likewise be integrated with the double incremental approach. To combine these ideas in
a coherent framework will be topics for future research. Finally, the methodology developed
here should also be well applicable using curvilinear internal coordinates, and at least some
aspects of the theory will be simpler, such as the definition of locality, and rigidity under
relative rotations etc. With the nontrivial construction of the appropriate kinetic energy
operator for such coordinates becoming more automatic through recent research78,79, the
development of a double incremental scheme in curvilinear coordinates is a challenging but
not unrealistic topic of future research.
All in all, the presented double incremental scheme for the generation of PESs pushes
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size limitation for PES generation with quantum chemical evaluation of the electronic en-
ergy points to significantly larger sizes compared to the conventional n-mode expansion.
Combined with other schemes to gain more efficiency, this method will be an important
step towards reliable PESs and thereby towards vibrational structure calculations for siz-
able systems, including covalently bound molecules. We expect our approach to be a
valuable complement to vibrational wave function approaches for bio-molecular vibrational
spectroscopy26,80–82 as well as molecular vibrations in heterogeneous environments, such as
molecules on metal surfaces83–85.
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Appendix A: Derivation of Eq. (15)
For calculating the coefficients pVCRcl of the cut function Fcl in an incremental expansion
for a variable combination range VCR according to Eq. (14) we need to consider all variable
combinations cs in VCR that contain cl or are equal to cl, i.e. cs ⊇ cl. Since we require the
VCR to be closed on forming subsets, the contribution of a superset cs to the coefficient of
cl only depends on the order of the involved variable combinations, i.e., the values of l and
s. They can be summarized as
p˜sl =

0 ∀s < l
1 ∀s = l
−
s−1∑
l′=l
(
s− l
l′ − l
)
p˜l
′
l ∀s > l
. (A1)
For variable combinations cs that are smaller than cl, cl cannot be a subset of or equal
to cs and we obtain p˜
s
l = 0 ∀s < l. For s = l, F cl = F cs occurs only once in F¯ cs [see
also Eq. (12)], so that p˜sl = 1 ∀s = l. If s > l, F cl can contribute to several terms in
F¯ cs [Eq. (12)]. It is contained in the bar potentials for all variable combinations that are
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supersets of cl. Since these terms are correcting terms in the bar potential F¯
cs , they have
to be subtracted, which explains the minus sign of the contribution. Each term occurs(
s− l
l′ − l
)
times, which is the number of subsets of cs that contain cl and have the order l
′.
Let us, for example look at the coefficient of the variable combination {A}. Its coefficient
in F¯ {A}({xA}) is trivially
p˜11 = 1 (A2)
In
F¯ {A,B}({xA, xB}) = F {A,B}({xA, xB})− F¯ {A}({xA})− F¯ {B}({xB}) (A3)
F {A}({xA}) has the coefficients
p˜21 = −p˜11 = −1 (A4)
and to
F¯ {A,B,C}({xA, xB, xC}) =F {A,B,C}({xA, xB, xC})
− F¯ {A,B}({xA, xB})− F¯ {A,C}({xA, xC})− F¯ {B,C}({xB, xC})
− F¯ {A}({xA})− F¯ {B}({xB})− F¯ {C}({xC}) (A5)
it contributes with
p˜31 = −
((
2
0
)
p˜11 +
(
2
1
)
p˜21
)
= − (1 · 1 + 2 · (−1)) = 1. (A6)
These observations can easily be generalized to
p˜ll = 1, p˜
l+1
l = −1, and p˜l+2l = 1. (A7)
This suggests that
p˜sl = (−1)s−l. (A8)
We will prove in the following by induction that, if Eq. (A8) holds for l < s < (n + 1) (as
shown above for l < s < l + 3), it is also true for s = n + 1 and thereby for any s > l,
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s, l ∈ N. Therefore we consider
p˜n+1l = −
n∑
l′=l
(
n− l + 1
l′ − l
)
p˜l
′
l = −
n∑
l′=l
(
n− l + 1
l′ − l
)
(−1)l′−l
= −
n+1∑
l′=l
(
n− l + 1
l′ − l
)
(−1)l′−l +
(
n− l + 1
n− l + 1
)
(−1)n+1−l
= (−1)n+1−l, (A9)
where we have used
∑n−l+1
l′′=0
(
n− l + 1
l′′
)
(−1)l′′ = 0 with l′′ = l′ − l. Thereby we have
proven that the coefficient of a variable combination cl to the bar function of a fragment
combination cs ⊇ cl is given by p˜sl = (−1)s−l.
With this we can obtain the coefficients pVCRcl′ used in Eq. (14) as the sum of the coefficients
p˜ll′ arising from all higher-order variable combinations cl in VCR that are supersets of cl′ as
pVCRcl′ =
∑
cl∈VCR;cl⊇cl′
p˜ll′ =
∑
cl∈VCR;cl⊇cl′
(−1)l−l′ . (A10)
Thereby, we have derived Eq. (15).
Appendix B: Effective spatially restricted fragment combination range with
only neighbor couplings for a chain-like system
Following Eq. (15), the coefficient of a particular fragment combination fk in the overall
incremental expansion of the energy, pFCRfk , is dependent on the FCR. Assume, we have a
chain-like system and a spatially restricted FCR with only neighbor couplings and a highest
fragment-combination order of l. When adding a fragment combination of size l+1, we need
additionally to add all subsets that are not yet included. For instance, the inclusion of a
fragment combination {A,B,C,D} to the FCR3F,NB in Eq. (25), has to be accompanied by
the addition of the fragment combinations {A,D}, {A,B,D}, and {A,C,D}. This ensures
that the resulting FCR is closed on forming subsets. All these additionally required fragment
combinations contain the outer-most fragments of the new fragment combination, i.e., A and
D in the present example. The number of required additional fragment combinations for
a certain fragment combination level k is, hence, determined by the number of additional
permutations possible. It can be obtained by
(
l′ − 2
k − 2
)
, where l′ = l + 1 is the level of the
newly added fragment combination fl′ .
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The extension of the FCR by fl′ , ensuring that it is closed under forming subsets, may
hence affect the coefficients in the expansion analogous to Eq. (14) for all fragment combina-
tions that are subsets of or equal to fl′ . We denote the change in coefficients for a fragment
combination fk by ∆pfk . First we consider the fragment combinations fk that are subsets of
or equal to the added fragment combination fl′ itself but not of any other added fragment
combination. This is the only the case for fl′ itself and the connected mode combinations
of size k = l′ − 1 ({A,B,C}, and {B,C,D} in the above example) as well as the connected
fragment combination of size k = l′ − 2 that does not contain the outer fragments ({B,C}
in the above example). In these cases, we obtain ∆pfk = (−1)l′−k, which is the contribu-
tion due to the largest added fragment combination (fl′) alone. Smaller connected fragment
combinations will be contained in the additionally added fragment combinations. In these
cases and for the unconnected fragment combinations, we have to “count” how often the
particular fragment combination is contained in the added fragment combinations. In these
cases we obtain, when adding a fragment combination of level l′ (fl′), a change of overall
coefficient for a fragment combination fk, where fk ⊂ fl′ , by applying Eq. (15),
∆pfk = (−1)l
′−k +
l′−1∑
i=k+2−o
(
l′ − k − 2 + o
i− k − 2 + o
)
(−1)i−k, (B1)
where o is the number of outer-most fragments of fl′ contained in fk , i.e., o ∈ {0, 1, 2}, so that
k ≥ o and k ≤ l′. The first term in Eq. (B1) arises from the added fragment combination fl′
and the sum collects all contributions due to the additional fragment combinations added
to ensure the FCR to be closed on forming subsets. The binomial coefficient is obtained by
consideration on how many permutations need to be considered when fixing the k fragments
in fk and the 2 − o outer-most fragments that are not contained in fk. As an example, we
consider ∆pfk for fk = {A,B}, with k = 2, in the above example, where {A,B,C,D} was
added to the FCR3F,NB in Eq. (25). The size of the largest added fragment combination is,
hence, l′ = 4. We see that {A,B} contains one outer-most fragment, namely A, so that
o = 1 and obtain
∆pfk = (−1)4−2 +
3∑
i=3
(
1
0
)
(−1)3−2 = 1− 1 = 0. (B2)
The first contribution, here is that of the added fragment combination {A,B,C,D}, and
the second one that of {A,B,D}.
In the special case that k = 0 ∧ o = 0 ∧ l′ ≤ 2, the sum in Eq. (B1) does not contribute
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TABLE VI. Coefficients pfF and change of coefficient ∆p(f+1)F−fF when adding the next f+1-level
of fragment combinations to the spatially restricted FCR with only neighbor couplings of a chain-
like system with N fragments for different fragment combinations (FC) and fragment combination
order f .
FC p1F ∆p2F−1F p2F ∆p3F−2F p3F ∆p4F−3F p4F . . .
{} (N − 1) (N − 1) · (−1) 0 0 0 0 0 . . .
{F1}, {FN} 1 1 · (−1) 0 0 0 0 0 . . .
{F2}, . . . {F (N − 1)} 1 2 · (−1) −1 1 · (1) 0 0 0 . . .
{F1, F2}, {F (N − 1), FN} — 1 1 1 · (−1) 0 0 0 . . .
{F2, F3}, . . . , {F (N − 2), F (N − 1)} — 1 1 2 · (−1) −1 1 · (1) 0 . . .
{F1, F2, F3}, {F (N − 2), F (N − 1), FN} — — — 1 1 1 · (−1) 0 . . .
{F2, F3, F4}, . . . , {F (N − 3), F (N − 2), F (N − 1)} — — — 1 1 2 · (−1) −1
and we obtain
∆pfk = (−1)l
′ ∀(k = 0 ∧ o = 0 ∧ l′ ≤ 2). (B3)
In the other cases, we combine the sum with the contribution of the largest added fragment
of size l′ in Eq. (B1), so that
∆pfk =
l′∑
i=k+2−o
(
l′ − k − 2 + o
i− k − 2 + o
)
(−1)i−k =
l′′∑
i′=0
(
l′′
i′
)
(−1)i′ = 0 ∀¬(k = 0∧o = 0∧l′ ≤ 2),
(B4)
where l′′ = l′ − k − 2 + o > 0 and i′ = i− k − 2 + o.
This means that the only fragment combinations that are subject to a non-zero change
in the coefficients in this scheme are those of the added fragment combination of size l′
itself as well as the connected fragment combination of one order lower than the added one
(k = l′ − 1), the connected fragment combination with k = l′ − 2 that does not contain an
outer-most fragment, and the zero set, if l′ ≤ 2. The contributions of all other cases cancel
exactly. A consequence of this is that, for a chain-like molecule using a spatially restricted
FCR with only neighbor couplings, there are no contributions from unconnected fragment
combinations. This holds true for all levels of fragment combinations.
Building up the spatially restricted FCR with only neighbor couplings for a chain-like
system is exercised in Table VI. We see that the first time a fragment combination of size l is
introduced it has a coefficient of 1. The inclusion of the next-higher (l+ 1)-level of fragment
combinations then leads to two (or one in case of outer fragment combination) contributions
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of −1. This is due to the fact, that these fragment combinations are connected fragment
combinations of level l that do not contain both outer fragments of a fragment combination
of level l + 1. In case these l-level fragment combinations do not contain any of the outer-
most fragments of the entire chain-like system, they are contained in two of the connected
fragment combinations of size l + 1. This leads to a coefficient of 1 + 2 · (−1) = −1. If
it contains one outer-most fragment of the chain, it is only contained in one of the added
fragment combinations of size l + 1, leading to a coefficient of 1 + 1 · (−1) = 0. Adding the
next level (l+2), can only change the coefficients by 1 for those l-level fragment combinations
that are a contained in an (l+ 2)-level fragment combination, but do not contain any outer
fragment of the latter fragment combination. This case occurs exactly once for each l-level
fragment combination that does not contain an outer-most fragment of the chain. The
coefficients of these in the (l + 2)F expansion are therefore zero. As shown above, the
addition of higher-order fragment combinations in this scheme will not have any influence
on the coefficients, so that they will be zero for all these higher FCRs. The results can be
summarized for f > 1 as
pfF,NBfk =

1 ∀k = f
− 1 ∀k = (f − 1) ∧ fk connected ∧ fk ∩ {F1, FN} = ∅
0 else
, (B5)
where {F1, FN} is the set of the two outer-most fragments in the chain-like system. This
means that the only fragment combinations that contribute to a spatially restricted f -level
FCR in a chain like system are those of level f and f − 1, where the latter only have a
non-zero contribution, in case they do not contain an outer-most fragment of the chain.
Appendix C: Coordinate transformation of polynomial PES representations
In the current work, we apply transformation between polynomial representations of
PESs for certain fragment combinations (FCs). The starting auxiliary PES is represented
in a polynomial sum-over-product form in auxiliary coordinates as,
V auxFC ({qauxFC }) =
∑
t
(aauxFC )t
∏
m∈t
qauxm , (C1)
where t denotes a particular term in the potential. For instance, t = {q1, q1, q1, q3, q3, q5} cor-
responds to the potential term q31 ·q23 ·q5. Due to permutational symmetry, the same potential
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term is also obtained for other ts. This is the case, for instance, for t2 = {q1, q1, q5, q3, q3, q1}
and t3 = {q1, q1, q5, q3, q1, q3} and we have (aauxFC )t = (aauxFC )t2 = (aauxFC )t3 . We can, hence,
collect these terms and express the PES as
V auxFC ({qauxFC }) =
∑
s
(cauxFC )s
∏
m∈s
(qauxm )
esm , (C2)
where s contains the modes in this term as well as the power esm with which it is represented
in the potential term. For t and s corresponding to the same term, we have
(cauxFC )s = us(a
aux
FC )t, (C3)
where us =
(
∑
m∈s e
s
m)!∏
esm!
is the number of possible permutations, i.e., the number of corre-
sponding ts.
Also the final PES in common FALCON coordinates can be written in both ways, i.e., as
V FFC({qFFC}) =
∑
t
(aFFC)t
∏
m∈t
qFm, (C4)
or
V FFC({qFFC}) =
∑
s
(cFFC)s
∏
m∈s
(qFm)
esm , (C5)
where qFFC refers to that part of the common FALCON coordinates that displace the atoms
in the respective fragment combination (FC).
The transformation from the PES in auxiliary coordinates {q}auxFC to {q}FFC, can be per-
formed via subsequent addition of terms for the {q}FFC coordinates as linear combinations
of PES terms containing auxiliary coordinates. The weights in this linear combination are
given by the elements of the transformation matrix AFC. We can, for instance obtain,
(aFFC)m1,m2,...,m˜f ,...,mn =
∑
a∈maux
(AFC)fa(a
aux
FC )m1,m2,...,ma,...,mn , (C6)
where m˜f denotes the new common FALCON coordinate and a any auxiliary coordinate.
When collecting the terms similar to above, we have to take the permutational symmetry
into account,
(cFFC)s˜(f) = us˜(f)
∑
a∈maux
(AFC)fau
−1
s˜(a)(c
aux
FC )s˜(a), (C7)
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where s˜(f) indicates, similar to above, that one coordinate of the original PES representation
in auxiliary coordinates has been replaced by a new, common FALCON coordinate and in
s˜(a) the same spot is occupied by the auxiliary coordinate a. maux is the full set of all
auxiliary coordinates. In this way we can add term after term for the new coordinates. The
terms with higher order ef in the new coordinates are subsequently obtained from the ef −1
terms that contain auxiliary coordinates.
In the transformation algorithm, the potential terms containing auxiliary coordinates are
kept and re-used in subsequent addition of coordinates. Despite the fact that we transform
an n-mode representation in auxiliary coordinates to an n-mode representation in common
FALCON coordinates, coefficients for (n+ 1)-mode combinations with at least one auxiliary
coordinate occur temporarily. We do not consider any terms of higher-order in mode combi-
nation, since they only contribute to (n+ 1)- or higher-order mode combinations in the final
PES representation, which we neglect. The described subsequent addition of coordinates
to a PES in two-mode representation in this way scales with M3aux and M
2
F, where Maux is
the number of auxiliary coordinates and MF that of common FALCON coordinates to be
considered in the respective fragment combination. At the end of the transformation, all
contributions from auxiliary coordinates are removed from the representation of the PES.
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