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ABSTRACT
Quantitative ultrasound (QUS) techniques that parameterize the backscat-
tered signal power spectrum have demonstrated significant promise for ultra-
sonic tissue characterization. Some QUS parameters, including the effective
scatterer diameter (ESD) and the effective acoustic concentration (EAC)
that can be used for disease detection and diagnosis, require the assumption
that the examined medium contains uniform diffuse scatterers. Structures
that invalidate this assumption can significantly affect the estimated QUS
parameters and decrease performance when classifying disease.
In this study, methods were developed to reduce the effects of echoes that
invalidate the assumption of uniform diffuse scattering. In order to accom-
plish this task, backscattered signal sections containing non-diffuse echoes
were identified and removed from the QUS analysis. In the first strategy,
the data blocks used in the QUS estimation process and that contained non-
diffuse echoes were identified and excluded from the QUS characterization of
the diffuse scatterers. In the second strategy, power spectra were estimated
using a method to reduce or eliminate the effects of non-diffuse echoes on
the estimated data block power spectra. QUS analysis was then performed
on the modified data block power spectra.
Simulations and experiments were used to evaluate the effectiveness of
the developed methods. Results indicate that the methods were able to
significantly reduce or eliminate the effects of non-diffuse echoes that might
exist in the backscattered signal. The methods provide a means to improve
the diagnostics of QUS techniques by allowing separate analysis of diffuse
and non-diffuse scatterers.
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CHAPTER 1
INTRODUCTION
1.1 Motivation: Improving Quantitative Ultrasound
Techniques for Ultrasonic Tissue Characterization
The main goal of ultrasonic tissue characterization (UTC) is to use ultrasonic
pressure waves to create and exploit sources of contrast between normal and
abnormal soft tissue regions in the human body (e.g., diseased and healthy)
[1]. UTC techniques usually operate with the hypothesis that the physi-
cal properties of a tissue are perturbed due to the development of a disease
and that these perturbations cause detectable changes in acoustic scattering
properties [2]. Although it is possible to use qualitative assessment of ul-
trasonic B-mode images to detect some of the changes in acoustic scattering
properties, quantitative ultrasound (QUS) parameters have been developed
to augment qualitative assessment by providing new sources of contrast. Ex-
amples of QUS parameters include speed of sound, attenuation, scatterer
properties, and nonlinear effects [1].
QUS parameters estimated from the spectral content of the ultrasonic
backscattered signals have shown significant promise for UTC. One group-
ing of spectral-based QUS parameters quantifies the backscattered radio fre-
quency (RF) signal power spectrum. Numerous studies have demonstrated
that these parameters, which can be related to histological features of the
the tissue microstructure, are useful for UTC [2–6]. Lizzi et al. provided
the theoretical groundwork for using these parameters for UTC [7]. Fellepa
et al. used spectral parameters (i.e., spectral slope, intercept, mid-band fit)
to successfully distinguish between different types of ocular tumors [2] and
between cancerous and noncancerous tissue in the prostate [4]. Insana et al.
introduced a method to fit the backscatter signal power spectrum to a scat-
tering model or form factor in order to estimate parameters related to the
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size, strength, and concentration of diffuse scatterers [3]. Assuming a simple
scatterer geometry, parameters such as the effective scatterer diameter (ESD)
and the effective acoustic concentration (EAC) can be estimated using these
methods. In one study, Oelze et al. successfully used the ESD and EAC
parameters to distinguish between spontaneous mammary tumors and the
surrounding healthy tissues [5]. In another study, Oelze et al. successfully
used the ESD and EAC parameters to distinguish between rat mammary
fibroadenomas and 4T1 mouse carcinomas [6].
Another grouping of spectral-based QUS parameters employs the general-
ized spectrum (spectral autocorrelation) to quantify nonstationarities in the
backscattered RF signals. Using parameters estimated from the generalized
spectrum, Donohue et al. distinguished between fibroadenoma and carci-
noma tumors in the breast with superior performance compared to conven-
tional textural analysis of the ultrasound B-mode image [8, 9]. The method
was most effective when estimating parameters from regions that included a
tumor edge.
When using QUS parameters for disease detection and classification, a
catalog of spectral-based QUS parameters can be created for normal and
abnormal tissue in order to identify changes that can be attributed to the
presence of a specific disease [2]. As an illustration, an artificial catalog of
tissue samples from two classes has been grouped according to two QUS
parameters and is shown in Figure 1.1. The catalog can be used to establish
classification regions for the different tissue classes. In order to classify a
tissue with unknown pathology, QUS parameters are estimated and used to
sort the tissue into one of the tissue classes.
Classification performance depends on several factors including the sizes
and locations of the classification regions. For example, in Figure 1.1 there
is a small region of overlap between the two classification regions. Tissue
samples with QUS parameters in this overlap region could be sorted into
either class, leading to decreased classification performance. In contrast,
when a tissue has QUS parameters that are far from the overlap region,
significant evidence is available to sort the tissue into a particular tissue
class and confidence in the classification is strong. In summary, performance
of the classifier degrades if the overlap between regions is significant and
improves if the amount of overlap between regions is minimal or eliminated
completely. Therefore, in using QUS to classify tissues, it is desirable to
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shrink the classification regions as much as possible by reducing QUS estimate
variance within each tissue class to maximize the separation distance between
tissue classes.
Figure 1.1: Example of an artificial two-class tissue catalog displayed using
two QUS parameters. Mean and standard deviation values for each class
are displayed as ellipsoids.
In this study, we focus on improving QUS techniques that quantify the
shape of the experimental backscatter power spectrum by comparing the
shape to a theoretical scattering model (e.g., ESD and EAC) as these param-
eters have demonstrated significant promise for UTC and are also physically
meaningful. The ESD and EAC parameters are designed to characterize a
tenuous collection of diffuse scatterers and therefore require the assumption
that the ultrasonic backscattered signals originate from areas in the tissue
that contain uniform diffuse scattering [3]. The presence of complex struc-
tures that invalidate the assumption of uniform diffuse scattering can degrade
the quality of these QUS estimates, i.e., introduce bias and increase variance,
leading to decreased classification performance (e.g., cause increased classifi-
cation region overlap) when using these parameters for disease detection and
diagnosis. The goal of this thesis is to propose strategies for eliminating the
effects of structures that invalidate the assumption of uniform diffuse scat-
tering on spectral-based QUS methods that aim to characterize the diffuse
scatterers.
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1.2 Tissue Modeling
For simulation and analysis purposes, it is common to model a tissue as a
non-scattering background medium that contains a collection of reflectors
and scatterers [10]. A reflector is an object that is large compared to the
wavelength and that primarily reflects energy back to the transducer. In
contrast, a scatterer is an object that is small compared to the wavelength
and that scatterers energy in all directions, including back to the transducer.
The three-dimensional (3-D) function that records the scattering strengths
and spatial locations of all the reflectors and scatterers in the medium is
known as the spatial tissue response or reflectivity function. Also involved in
the problem is the 3-D point spread function (PSF) associated with the ul-
trasonic transducer. The transducer PSF function depends on the frequency
excitation characteristics of the transducer and the transducer beam func-
tion. The scattered field is then a 3-D convolution function depending on
the 3-D reflectivity function and 3-D transducer PSF [10].
Due to the complexity of working with a 3-D convolution problem, single
radio-frequency (RF) scan lines are often modeled using a one-dimensional
(1-D) convolution problem that includes a 1-D tissue reflectivity function
and 1-D transducer PSF [11]. In addition, it should be noted that frequency
dependent-attenuation will cause the transducer PSF to be dependent on
depth. However, if backscattered signals are gated at a certain depth, the
attenuation and therefore the PSF are assumed to be approximately con-
stant throughout the window [3]. An example of a graphical 3-D reflectivity
function along with a gated analysis volume and an associated graphical 1-D
reflectivity function along with a gated segment are shown in Figure 1.2.
Scatterers and reflectors are often organized into different components.
The first component, known as the diffuse component, consists of randomly
spaced sub-resolvable scatterers with sufficient concentrations to produce
an RF backscattered signal with circular Gaussian statistics [12]. The sec-
ond component, known as the coherent component, consists of nonrandomly
spaced scatterers with some degree of organization and that produce coher-
ent (resolvable) echoes. The coherent component can be further divided into
long-range and short-range order if desired [13]. Long-range order consists of
periodically (nonrandomly) spaced scatterers, where the periodic spacing ex-
ists throughout the tissue region. Short-range order consists of nonrandomly
4
Figure 1.2: Graphical representation of (a) 3-D reflectivity function with
gated volume and (b) associated 1-D reflectivity function with gated
segment. Orange dots represent scatterers inside the gated region. Black
dots represent scatterers outside the gated region.
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spaced reflectors or scatterers such as blood vessels or organ boundaries that
produce strong reflections. A graphical representation of three types of scat-
terer configurations is shown in Figure 1.3.
Figure 1.3: Graphical representation of (a) randomly spaced diffuse
scatterers represented as black dots, (b) periodic scatterers represented as
orange dots with randomly spaced diffuse scatterers represented as black
dots, and (c) a specular scatterer represented as a larger orange dot with
randomly spaced diffuse scatterers represented as black dots.
The tissue reflectivity function r(t) can be written as a decomposed sum-
mation of the diffuse and coherent scatterer components [12, 14]
r(t) = rd(t) + rc(t) =
Nd∑
n=1
sd(t− τn) +
Nc∑
n=1
sc(t− θn) (1.1)
where rd(t) is the diffuse scatterer component reflectivity function, rc(t) is
the coherent scatterer component reflectivity function, Nd is the number of
diffuse scatterers, sd(t − τn) is the diffuse scatterer function at time τn, Nc
is the number of coherent scatterers, and sc(t− θn) is the coherent scatterer
function at time θn. A single line y(t) can be written as a 1-D convolution
function given by
y(t) = h(t) ∗ r(t)
= h(t) ∗
(
Nd∑
n=1
sd(t− τn) +
Nc∑
n=1
sc(t− θn)
)
= yd(t) + yc(t) (1.2)
where ∗ represents a linear convolution, h(t) is the 1-D transducer PSF,
yd(t) is the component of the backscattered signal associated with the diffuse
scatterers (called the diffuse signal component), and yc(t) is the component
of the backscattered signal associated with the coherent scatterers (called the
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coherent signal component).
Several studies have demonstrated that the presence of a coherent scat-
tering component can be useful for UTC. For example, the mean-scatterer
spacing (MSS) parameter is an estimate that arises from the presence of pe-
riodically spaced scatterers in the medium. Fellingham and Sommer used
the MSS parameter to distinguish between normal and cirrhotic liver tissue
[15]. A number of methods were proposed for estimating the MSS parame-
ter; however, most involved spectral analysis of the ultrasonic backscattered
signal [14, 15]. It is important to note that it was possible to characterize
the periodically spaced scatterers of the coherent signal component without
trying to remove the diffuse signal component (although performance may
have improved if such an attempt had been made).
In contrast to characterization of the coherent component, spectral-based
QUS methods that attempt to characterize the diffuse component can be
negatively impacted by the presence of a coherent component. This fact
arises because the coherent component can cause significant changes in the
shape of the estimated power spectrum (these same changes were exploited
for coherent component characterization). For example, Figure 1.4 provides
examples for scan line segments that contain diffuse scatterers, diffuse scat-
terers with periodically spaced scatterers, diffuse scatterers with an isolated
dominant (specular) scatterer, and the associated power spectra.
Assuming uniform diffuse and uniform coherent scatterers and that the
ultrasonic backscattered signals are collected from a localized region, the
Fourier transform of the backscattered signal modeled in Equation 1.2 can
be written as
Y (f) = H(f)R(f) = H(f)
(
Sd(f)
Nd∑
n=1
e−j2pifτn + Sc(f)
Nc∑
n=1
e−j2pifθn
)
(1.3)
where H(f) is the Fourier transform of the transducer PSF, R(f) is the
Fourier transform of the reflectivity function, Sd(f) is the Fourier transform
of the time-domain diffuse scatterer function sd(t), and Sc(f) is the Fourier
transform of the time-domain coherent scatterer function sc(t). The power
spectrum of the ultrasonic backscattered signal is the square of the absolute
value of the Fourier transform given in Equation 1.3 and can be written as
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Figure 1.4: Examples of scan line segments from different types of scatterer
collection scenarios, including (a) diffuse scatterers, (b) diffuse scatterers
with periodically spaced scatterers, and (c) diffuse scatterers with an
isolated dominant scatterer. Power spectra associated with the scatterer
collection scenarios are given in (d-f).
|Y (f)|2 = |H(f)|2 |R(f)|2
= |H(f)|2
∣∣∣∣∣Sd(f)
Nd∑
n=1
e−j2pifτn + Sc(f)
Nc∑
n=1
e−j2pifθn
∣∣∣∣∣
2
. (1.4)
This result can be expanded into a four term summation given by
|Y (f)|2 = |H(f)|2
{
|Sd(f)|2
(
Nd + 2
Nd∑
n6=k
cos (2pif (τn − τk))
)
+ |Sc(f)|2
(
Nc + 2
Nc∑
n6=k
cos (2pif (θn − θk))
)
+Sd(f)S
∗
c (f)
(
Nd∑
n=1
e−j2pifτn
)(
Nc∑
k=1
ej2pifθk
)
+Sc(f)S
∗
d(f)
(
Nc∑
n=1
e−j2pifθn
)(
Nd∑
k=1
ej2pifτk
)}
(1.5)
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where ∗ indicates a complex conjugate. Equation 1.5 can be approximated
as
|Y (f)|2 ≈ |H(f)|2
{
|Sd(f)|2
(
Nd + 2
Nd∑
n6=k
cos (2pif (τn − τk))
)
+ |Sc(f)|2
(
Nc + 2
Nc∑
n6=k
cos (2pif (θn − θk))
)}
(1.6)
when assuming that diffuse scatterer and coherent scatterer positions are
uncorrelated. The power spectrum in Equation 1.6 is a superposition of
the power spectrum due to the diffuse component scatterers and the power
spectrum due to the coherent component scatterers.
When only diffuse scatterers are present (i.e., Nc = 0), Equation 1.6 re-
duces to
|Y (f)|2 = |H(f)|2 |Sd(f)|2
(
Nd + 2
Nd∑
n6=k
cos (2pif (τn − τk))
)
, (1.7)
which includes an incoherent spectrum (the constant Nd) and a coherent
spectrum (the summation of sinusoids). The incoherent spectrum contains
information about the diffuse scatterers such as size, shape, and mechanical
properties. Similarly, the coherent spectrum contains information about the
diffuse scatterers, but also depends on the spatial positions of the diffuse
scatterers. Assuming that the diffuse scatterer spacings are random, the
coherent spectrum acts as noise compared to the incoherent spectrum (called
spatial variation noise) [16], as can be observed in Figure 1.4 (d).
When the coherent scatterer component contains periodically spaced scat-
terers with spacing given by ∆, the power spectrum due to the coherent
component scatterers in Equation 1.6 needs to be considered. Similar to
the spectrum for diffuse scatterers, the spectrum due to the periodically
spaced scatterers includes an incoherent term (the constant Nc) and a coher-
ent spectrum (the summation of sinusoids). The consistent spacings cause
the coherent spectrum for the periodically spaced scatterers to have distinct
spectral peaks that depend on the scatterer spacing ∆. The combined spec-
9
trum in Equation 1.6 depends on the diffuse scatterer properties, spatial
variation noise due to the random diffuse scatterer positions, periodic scat-
terer properties, and the periodic scatterer spacings that produce peaks in
the estimated power spectrum, as seen in Figure 1.4 (e).
When a single specular scatterer or reflector is present (i.e., |sc(t)| >>
|sd(t)| and Nc = 1), Equation 1.6 reduces to
|Y (f)|2 ≈ |H(f)|2
{
|Sd(f)|2
(
Nd + 2
Nd∑
n 6=k
cos (2pif (τn − τk))
)
+ |Sc(f)|2Nc
}
.
(1.8)
The spectrum is a weighted average between the power spectrum due to
diffuse scatterers and the power spectrum due to the specular scatterer. If
the specular echo has a large enough echo, it will dominate the weighted
average and the combined spectrum will be a smooth function as shown in
Figure 1.4 (f).
It should be obvious from Equation 1.5 and from Figure 1.4 that peri-
odically spaced scatterers and specular scatterers can significantly alter the
shape of the power spectrum of the ultrasonic backscattered signal. There-
fore, when trying to obtain a power spectral estimate that is representative
of diffuse scatterers for characterization of the diffuse component, it is nec-
essary to pursue actions that limit the effects of the coherent component on
the estimated power spectrum. The goal of this study is to develop and vali-
date, through simulations and experiments, strategies to mitigate the effects
of coherent signal components on diffuse scattering estimates.
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CHAPTER 2
QUS PARAMETER ESTIMATION FOR
DIFFUSE SCATTERING
2.1 Power Spectral Estimation
The power spectrum (also known as the power spectral density) is a func-
tion of frequency that is defined for a stationary random process or signal
that has finite power [17]. Estimation of the ultrasonic backscattered signal
power spectrum is an important step when estimating spectral-based QUS
parameters, especially when analyzing the shape of the power spectrum for
diffuse scatterer characterization. As described in Section 1.2, the presence
of a coherent signal component can cause significant changes in the shape
of the power spectrum due to diffuse scatterers and therefore degrade the
accuracy and precision of the estimated QUS parameters.
Spectral estimates for discretely sampled ultrasonic backscattered signals
are usually made using the modified periodogram, which is defined as [17]
Sˆ(f) =
1
N
∣∣∣∣∣
N∑
n=1
y[n]w[n]e−j2pifn
∣∣∣∣∣
2
(2.1)
where y[n] is the discretely sampled signal, N is the number of samples in
the signal, and w[n] is a time-domain windowing function or taper that has
been normalized such that
U =
1
N
N∑
n=1
(w[n])2 = 1. (2.2)
The unmodified periodogram results when the windowing function w[n] is a
rectangular window. The periodogram is a nonparametric method for power
spectral estimation, i.e., no assumption of a signal model is needed for spec-
tral analysis. Methods that require the assumption of a signal model are
known as parametric methods for power spectral estimation. Parametric
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methods often offer superior frequency resolution compared to nonparamet-
ric methods [17]. However, superior frequency resolution is not needed when
analyzing broadband ultrasonic backscattered signals. In addition, paramet-
ric methods can produce significant errors in the estimated power spectrum
when the signal model is chosen incorrectly.
The periodogram has several undesirable characteristics when used in the
form given in Equation 2.1. For example, the expected value of the peri-
odogram is given by [17]
E
[
Sˆ(f)
]
=
∫ 1/2
−1/2
Pyy(α)W (f − α) dα (2.3)
where Pyy(f) is the actual power spectrum of the signal being estimated and
W (f) is the periodogram of the window function defined according to Equa-
tion 2.1. According to Equation 2.3, the periodogram is a biased estimate
of the actual power spectrum because E
[
Sˆ(f)
]
is a convolution of the true
power spectrum Pyy(f) and the window transfer function W (f). This convo-
lution results in spectral leakage, which must be minimized through selection
of the windowing function [17].
The variance of the periodogram is approximated as [17]
var
[
Sˆ(f)
]
≈ P 2yy(f). (2.4)
The periodogram is not a consistent estimator because the variance does not
asymptotically approach zero as the signal length increases [17]. Periodogram
averaging may be used to reduce the variance of the periodogram spectral
estimate. When ultrasonic backscattered signals have been collected to form
a B-mode image, periodogram averaging is easily accomplished by averaging
periodograms from adjacently spaced scan lines. Let yl[n] be the lth scan line
and Sˆl(f) be the associated periodogram as defined in Equation 2.1. Then
the periodogram average is given by
〈
Sˆ(f)
〉
=
1
L
L∑
l=1
Sˆl(ω) (2.5)
where L is the total number of scan lines used in the periodogram aver-
age. Assuming that scan line separation is large enough such that adjacent
scan lines are approximately uncorrelated, the variance for the periodogram
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average power spectral estimate is given by
var
[〈
Sˆ(f)
〉]
≈ 1
L
P 2yy(f). (2.6)
The variance of the periodogram average decreases asymptotically to zero as
a function of the number of periodograms averaged.
If the interrogated medium is suspected of containing scatterers that vary
according to position, then it is necessary to introduce axial and lateral gates
[18]. The axial and lateral gate lengths define a data block that corresponds
to a specific location in the tissue and for which a power spectral estimate
is made using periodogram averaging of the data block scan line segments.
To improve the ability of the QUS techniques to detect spatial changes in
the tissue, it is necessary to make these data blocks as small as possible.
A number of studies have examined lower limits on data block sizes that
still allow for reliable QUS parameter estimation [19, 20]. In addition, data
blocks may be overlapped (in both axial and lateral dimensions) to increase
the number of data blocks available for analysis. Therefore, an analysis region
(e.g., the interior region of a tumor) may have many overlapping data blocks.
An example of an analysis region that has been segmented into overlapping
data blocks for spectral-based QUS analysis is shown in Figure 2.1.
Figure 2.1: Example of 2-D segmentation of ultrasonic backscattered signal
into overlapping data blocks. The solid gray lines represent ultrasonic scan
lines. The dashed colored boxes represent data blocks. Power spectral
estimates are made for each data block using periodogram averaging.
In order to isolate the sample response from the effects of the ultrasonic
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imaging system, it is necessary to normalize the power spectrum using a
planar reflector or reference phantom technique. For the planar reflector
technique, the measured normalized power spectral estimate Sˆmeas(f) is given
by [21]
Sˆmeas(f) =
1
L
R2
4
L∑
l=1
Sˆl(f)
Sˆref (f)
(2.7)
where L is the number of scan line segments included in the data block, R is
the reflection coefficient of the planar reflector, Sˆl(f) is the periodogram of
the lth scan line segment, and Sˆref (f) is the periodogram of the backscattered
signal from the planar reflector. A simple method to repair the changes in
the shape of the measured normalized power spectrum caused by frequency-
dependent attenuation is to use attenuation point compensation given by
[3]
Sˆcomp(f) = Sˆmeas(f) e
4α(f)x (2.8)
where α(f) is the attenuation slope (assumed to be known a priori) and x
is the distance from the transducer surface to the center of the data block.
Attenuation point compensation functions best when short gate lengths are
used and attenuation is small. Several methods exist when using longer gate
lengths and when attenuation is more severe [22].
2.2 Parameter Estimation
Once the system effects of the imaging system have been removed through
spectral normalization and attenuation compensation has been applied, the
power spectrum is ready to be used for parameter estimation. The earliest
spectral-based QUS techniques involved estimation of parameters directly re-
lated to the log compressed estimated power spectrum (e.g., spectral slope,
intercept, and mid-band fit) [7]. Later, methods were introduced to relate
the estimated power spectrum to a scattering model that describes the in-
teraction of sound with a random distribution of diffuse scatterers [3, 21].
Using such methods, the frequency-dependent information in the estimated
spectrum can be related to the size, shape, and concentration of the modeled
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collection of diffuse scatterers using an acoustic intensity form factor. The
acoustic intensity form factor is defined as [3]
F (2k) =
σb
σ0
(2.9)
where k is the acoustic wave number, σb is the backscatter coefficient for
the modeled scatterer geometry, and σ0 is the small scatterer limit of the
backscatter coefficient (i.e., ka → 0). Common form factors include the
fluid-filled sphere, spherical shell, and spherical Gaussian [3]. The spherical
Gaussian form factor is given by
FGauss(2k) = e
−0.827 k2 a2eff (2.10)
where aeff is the average effective radius of the diffuse scatterers.
After assuming an acoustic form factor, the ESD is estimated by comparing
the theoretical form factor to a form factor estimated from the experimental
measurements. If the scattering model is such that there is not a clearly de-
fined boundary between background medium and scatterer object, the scat-
terer size will be an effective scatterer size. In addition, if a distribution of
scatterer sizes exists, the scatterer size will also be an effective scatterer size
(which may not actually be the mean of the scatterer size distribution). The
ESD can be estimated from the minimum average squared distance (MASD)
calculated by [3]
MASD = min
(
1
m
m∑
i=1
(
Xi − X¯
)2)
, (2.11)
with
Xi = 10log
[
Sˆcomp(f)
f 4F (2f)
]
(2.12)
and
X¯ =
1
m
m∑
i=1
Xi. (2.13)
The summation over m is with respect to the frequency values in the band-
width of the data. Subtraction of the X¯ term removes the frequency-
independent terms from the experimental form factor. The argument that
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minimizes Equation 2.11 serves as the ESD estimate. When using the spheri-
cal Gaussian form factor, it is possible to relate the slope and intercept of the
log compressed power spectrum to the argument that minimizes the MASD,
providing a quicker method for solving the optimization problem [23]. The
EAC, defined as the product between the scatterer number concentration and
the relative impedance difference squared, can be estimated after estimating
the ESD [3].
2.3 Parametric Image Construction
After QUS estimates are made for all data blocks, parametric images can be
constructed that portray the spatial distribution of the QUS estimates [5, 21].
To create a parametric image, a color-coded pixel is assigned to each data
block within the outlined analysis region. The process can then be repeated
for each QUS parameter of interest.
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CHAPTER 3
THEORY
Reducing the effects of the coherent component on spectral-based QUS anal-
ysis of diffuse scatterers is a two-step process that involves detection of the
coherent component followed by modification of the ultrasonic backscattered
signal. In the simplest case, modification of the backscattered signal involves
removal of the backscattered signal sections that include echoes from the
coherent signal component. Removal of backscatter signal segments in this
manner is the only option for reducing the effects of echoes from specular
scatterers. When periodically spaced scatterers are included in the coherent
component, it is also possible to eliminate the coherence between periodically
spaced scatterers by choosing appropriate windowing techniques.
Two strategies were pursued for reducing the effects of the coherent com-
ponent on spectral-based QUS estimates. In the first strategy, data blocks
that included echoes from the coherent component were identified and sorted
into a coherent scattering group and data blocks that only contained echoes
from the diffuse component were sorted into a diffuse scattering group. The
data blocks in the diffuse scattering group were then used in the QUS anal-
ysis of the diffuse scatterers for the medium. In the second strategy, the
scan line segments in each data block were examined for echoes from the co-
herent component before power spectral estimation. The backscatter signal
sections that included echoes from the coherent component were removed
during the data block power spectral estimation process in order to produce
power spectral estimates for each data block that were unaffected by the
coherent component.
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3.1 Data Block Sorting Method
The goal of the first strategy was to detect the data blocks that contained
echoes from the coherent signal component and to remove these data blocks
from the QUS analysis of the medium. A parameter that changes in a known
manner when an echo from the coherent signal component is present inside a
data block was used to sort data blocks into diffuse and coherent scattering
groups. For example, if the parameter increases in value when echoes from
the coherent signal component are present, it was possible to sort the data
blocks into diffuse and coherent scattering groups by selecting a parameter
threshold value. Data blocks with a parameter value above the threshold were
sorted into the coherent scattering group and data blocks with a parameter
value below the threshold were sorted into the diffuse scattering group. A
graphical representation of this process is shown in Figure 3.1. This method
shall be referred to as the data block sorting.
Figure 3.1: Graphical representation of the data block sorting method for
reducing the effects of the coherent component on QUS.
Several parameters were explored for the purpose of detecting the coherent
signal component in individual data blocks. The first set of parameters uti-
lized the generalized spectrum to detect and quantify the observed spectral
shape changes caused by echoes from the coherent component. The sec-
ond set of parameters used statistical analysis of the backscattered signal
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envelope. Diffuse scatterers with sufficient concentrations create a Rayleigh
distributed signal envelope, which means that deviations from the Rayleigh
distribution of the signal envelope can be used to detect the presence of echoes
in the coherent component. These parameters are presented and discussed
in the following sections.
3.1.1 Generalized Spectrum
Previous work has demonstrated that the generalized spectrum (GS) is use-
ful for UTC [8, 9, 14]. For example, the GS was found to be effective at
estimating the MSS parameter, which is a parameter that quantifies long-
range order in the coherent component [14, 24]. In addition, GS-based breast
tissue classifiers were observed to achieve superior performance in discrimina-
tion between benign and malignant breast masses compared to conventional
textural analysis [8, 9, 25]. The effectiveness of the GS at characterizing duct
structure in the breast has also been examined [8, 26].
The theoretical GS for a signal y(t) is defined over the bifrequency plane
and given by [27]
G(f1, f2) = E[Y (f1)Y
∗(f2)] (3.1)
where E[·] represents the statistical expectation operator, Y (f) is the Fourier
transform of y(t), and the superscript ∗ indicates a complex conjugate. From
this equation, the GS is an expanded spectral autocorrelation function that
is formed by taking the outer product of the Fourier transform of a signal
with itself. As observed in Section 1.2, the coherent component produces
significant changes in the shape of the backscattered signal power spectrum as
estimated using the signal Fourier transform. These changes can be observed
and quantified using the GS, providing a method to detect and characterize
the coherent component.
Given the modeled collection of uniform diffuse and uniform coherent scat-
tering components described in Section 1.2, the GS of the backscattered sig-
nal described in Equation 1.2 with Fourier transform described in Equation
1.3 is given by [14]
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G(f1, f2) = H(f1)H
∗(f2)×
(
E
[
Sd(f1)S
∗
d(f2)
Nd∑
n=1
Nd∑
m=1
e−j2pi(f1τn−f2τm)
+Sc(f1)S
∗
c (f2)
Nc∑
n=1
Nc∑
m=1
e−j2pi(f1θn−f2θm)
+Sd(f1)S
∗
c (f2)
Nd∑
n=1
Nc∑
m=1
e−j2pi(f1τn−f2θm)
+Sc(f1)S
∗
d(f2)
Nc∑
n=1
Nd∑
m=1
e−j2pi(f1θn−f2τm)
])
.
(3.2)
Assuming that diffuse and coherent scatterer positions are uncorrelated, the
expected value of the last two summands in the four-term summation of
Equation 3.2 will be small compared to the first two summands. Furthermore,
assuming that diffuse scatterer positions are uncorrelated with each other,
the cross scatterer terms (i.e., when n 6= m) in the diffuse scatterer summand
will be small compared to the terms when n = m. Finally, assuming that
the diffuse scatterers can be modeled by a wide-sense stationary process, the
terms when f1 6= f2 in the first summand will be small compared to the terms
when f1 = f2 and Equation 3.2 becomes [14]
G(f1, f2) ≈ H(f1)H∗(f2)×
(
E
[
Sd(f1)S
∗
d(f1)
Nd∑
n=1
δ(f1 − f2)
+Sc(f1)S
∗
c (f1)
Nc∑
n=1
Nc∑
m=1
e−j2pi(f1θn−f2θm)
])
.
(3.3)
Analysis of Equation 3.3 suggests that the diffuse scatterers mostly contribute
to the diagonal of the GS (i.e., when f1 = f2). Therefore, the off-diagonal
components of the GS can be used to characterize the scatterers in the co-
herent component.
The GS can be estimated using time averaging [14] or frequency smoothing
[24]. In this study, a spatial averaging method was used such that the GS
was estimated for each data block using the data block scan lines. When
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an echo from the coherent component is present in the backscattered signal,
spatial averaging produces an arbitrary phase change in the segments to be
averaged, decreasing the rate at which the averaging process converges to the
true GS. This effect can be reduced by using a synchronized average for the
GS given by [8]
Gˆ(f1, f2) =
1
N
N∑
i=1
Yi(f1) exp(j2pif1τi)× Y ∗i (f2) exp(−j2pif2τi) (3.4)
where N is the total number of segments used in the estimation process, Yi(f)
is the Fourier transform of the ith scan line, and τi is the synchronization
constant for the ith segment. When only diffuse scattering is present, the
synchronization constant has no effect on the averaging process. Methods for
estimating the synchronization constant are discussed in [8]. In this study,
the synchronization constant was estimated by measuring the time between
the start of the segment and the time when the maximum amplitude value
in the signal occurred.
Different normalization methods exist for the GS, including energy segment
normalization and system normalization [8, 26]. Energy segment normaliza-
tion occurs before forming the GS average given in Equation 3.4. The lth
scan line segment is normalized to have unit energy as given by [8]
y¯l[n] =
yl[n]√∑
n |yl[n]|2
. (3.5)
The Fourier transform is found after each segment is normalized and then
the GS average is formed. System normalization occurs during formation
of the GS average and results in scaling of all GS components to have unit
magnitude. The system normalized GS is given by [8]
GˆSN(f1, f2) =
1
N
N∑
i=1
Yi(f1) exp(j2pif1τi)× Y ∗i (f2) exp(−j2pif2τi)
|Yi(f1)× Y ∗i (f2)|
. (3.6)
When using GS-based parameters for tissue classification, Donohue et al.
noted that the energy normalized GS produced superior results for simula-
tions and phantom data, while the system normalized GS produced superior
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results for more complex materials such as biological tissue [9].
After estimating the GS using the described methods, computing the col-
lapsed average (CA) over the GS provides a means to extract parameters
that are related to the presence or absence of the coherent component. The
CA is given by [9]
Cˆ(f
′
) =
1
M(f ′)
∣∣∣∣∣∣
∑
f2−f1=f ′
Gˆ(f1, f2)
∣∣∣∣∣∣ (3.7)
where f
′
is a frequency difference associated with the off-diagonal compo-
nents of the bifrequency plane and M(f
′
) is the total number of discrete GS
points associated with the off-diagonal component f2 − f1 = f ′ . Note that
when no normalization is used when estimating the GS, the CA is an esti-
mate of the autocorrelation function for the magnitude of the signal Fourier
transform. The CA is normalized by the maximum value and displayed on
a logarithmic scale for linear regression analysis. Examples of generalized
spectra magnitudes and associated collapsed averages for three types of scat-
tering, i.e., diffuse, diffuse with periodically spaced, and diffuse with specular,
are included in Figure 3.2.
Three parameters measured from the CA curve are correlated with the
presence of specular echoes, including the total area under the CA curve, the
slope of the best-fit line to the CA, and the y-intercept of the best-fit line
to the CA [9]. The intercept and area parameters increase in value when
a specular scatterer is present, and the slope parameter decreases in value
when a specular scatterer is present.
Peaks observed in the CA are related to the spacing of the periodic scat-
terers [9]. Because several peaks will occur harmonically when periodically
spaced scatterers are present, the spacing information can be extracted by
finding the Fourier transform of the CA. The position of the maximum peak
position in the Fourier transform of the CA corresponds to the scatterer
spacing. From Figure 3.2 (j-l), the described peaks exist in the CA Fourier
transform when periodic scatterers are present in the data block, but do not
exist for the data blocks with diffuse scatterers or diffuse scatterers with a
specular scatterer [26].
Examples of the GS analysis presented in Figure 3.2 when using GS en-
ergy segment normalization are shown in Figure 3.3. Because each scan line
22
Figure 3.2: Examples of data blocks (outlined using red boxes) with (a)
diffuse, (b) periodic with diffuse, and (c) specular with diffuse scatterers.
Associated (d-f) generalized spectra, (g-i) collapsed averages, and (j-l)
magnitude of the Fourier transforms of the collapsed averages.
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segment is normalized to have unit energy before the GS averaging in Equa-
tion 3.4, the segments that contain echoes from the coherent component with
increased amplitude do not appear to have as much of an effect on the GS
compared to when using no GS normalization [26]. The peaks caused by the
periodic scatterers are evident in the CA; however, they are not as consistent
compared to the CA when using no GS normalization and do not cause a
peak in the Fourier transform of the CA. The parameters that change due to
the presence of a specular scatterer still change in the same manner compared
to the case when using no GS normalization.
Examples of the GS analysis presented in Figure 3.2 when using GS system
normalization are shown in Figure 3.4. Because the GS system normalization
Figure 3.3: For the data blocks shown in Figure 3.2, (a-c) associated
generalized spectra when using energy segment normalization, (d-f)
collapsed averages, and (g-i) magnitude of the Fourier transforms of the
collapsed averages.
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scales the GS estimate for each scan line segment to unity before GS aver-
aging, the method boosts the effect of noise in the off-diagonal components
and causes the GS to appear brighter over the entire domain [26]. Essen-
tially, the method removes the magnitude information of the GS and only
utilizes the phase information. The peaks caused by the periodic scatterers
are still present in the CA; however, similarly to the case of energy segment
normalization, the peaks are not as consistent as the case when using no GS
normalization, and they do not cause a peak in the Fourier transform of the
CA. The parameters that change due to the presence of a specular scatterer
still change in the same manner compared to the case when using no GS
normalization.
Figure 3.4: For the data blocks shown in Figure 3.2, (a-c) associated
generalized spectra when using system normalization, (d-f) collapsed
averages, and (g-i) magnitude of the Fourier transforms of the collapsed
averages.
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3.1.2 Envelope Statistics
Envelope statistics have been studied extensively for UTC purposes [15, 28].
Assuming that the interrogated medium contains a large number of uniform
diffuse scatterers per resolution cell, the backscattered signal can be modeled
using circular Gaussian statistics. The joint probability density function for
the real and imaginary components of the signal is given by [29]
pRI(r, i) =
1
2piσ2
exp
(
−r
2 + i2
2σ2
)
(3.8)
where σ2 is the standard deviation for both real and imaginary signal com-
ponents. Making a change of variables to polar coordinates gives the joint
probability density function in terms of amplitude a and phase θ [29]
pAΘ(a, θ) =
a
2piσ2
exp(− a
2
2σ2
). (3.9)
The marginal densities for the amplitude and phase are then given as [29]
pA(a) =
 aσ2 exp(− a
2
2σ2
) a > 0
0 otherwise
and
pΘ(θ) =
 12pi −pi < θ ≤ pi.0 otherwise
These results indicate that it is possible to detect backscatter signals with
non-diffuse echoes through analysis of non-Rayleigh statistics in the envelope
of the backscattered signal. In order to test for Rayleigh statistics in the
envelope, it is possible to use the SNR parameter defined as
SNR =
µ
σ
(3.10)
where µ is the envelope mean and σ is the envelope standard deviation. If the
envelope is Rayleigh distributed, the SNR will have a value approximately
equal to 1.91. A number of factors can cause the envelope to be non-Rayleigh
distributed, including periodically spaced scatterers, specular scatterers, and
areas of scattering with low concentrations of diffuse scatterers [15, 28].
In order to form a test parameter for diffuse scattering, let αˆ be defined in
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the following manner
αˆ = |SNR− 1.91| . (3.11)
By calculating the SNR and the αˆ parameter for each data block, it is possible
to sort data blocks into diffuse and coherent scattering groups. The main
disadvantage of this parameter is that it is not possible to determine what
type of non-diffuse scatterers are contained in the data block (e.g., periodic
or specular). In addition, we suspect that the variance of the αˆ parameter
will be larger compared to the variances of the parameters estimated from
the GS when using the same data block size.
3.1.3 Parameter Threshold Selection
The following procedure was used to select a parameter threshold value for
the data block sorting method. First, a minimum percentage of data blocks
to be sorted into the diffuse scattering group was selected (e.g., 50%). Second,
the parameter threshold value was adjusted so that 100% of the data blocks
were sorted into the diffuse scattering group and the ESD estimate standard
deviation was recorded. Third, the parameter threshold value was adjusted
so that one data block was sorted into the coherent scattering group and
the ESD estimate standard deviation was recorded. Fourth, the parameter
threshold value was adjusted so that one more data block was sorted into
the coherent scattering group and the ESD estimate standard deviation was
recorded. Fifth, step four was repeated until the percentage of data blocks
sorted into the diffuse scattering group reached the limit specified in the first
step. Finally, the threshold value that produced the minimal ESD estimate
variance was used as the parameter threshold value for the data.
3.2 Welch Segment Sorting Method
The data block sorting method provides a simple method to perform QUS
analysis of the diffuse scatterers in the medium such that the scatterers in
the coherent component have minimal impact on the analysis. However, the
scatterers in the coherent component must have sufficiently low concentra-
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tions and also be sparsely located in order to be able to select data blocks
that exclude echoes from the coherent signal component. The goal of the
second strategy, called the Welch segment sorting method, was to alter the
power spectral estimation process for each data block using Welch’s method
for power spectral estimation, such that the coherent component did not
affect spectral estimation in a particular data block.
3.2.1 Welch’s Method
Welch’s method for power spectral estimation increases the number of peri-
odograms available for averaging by splitting the signal into shorter overlap-
ping segments [30]. The method was applied to the data block periodogram
average recorded in Equation 2.5 by dividing each scan line in the data block
into shorter overlapping segments. In mathematical form, the lth scan line
segment of the data block, written as yl[n] and indexed by n = {1, . . . , N},
was divided into K overlapping subsections such that there were a total L×K
Welch subsections in the data block. The kth subsection of the lth scan line
segment was written as yl,k[m] = yl[(k−1)D+m], where D was the separation
distance between segment starting points and the sequence m = {1, . . . ,M}
represented the indices of the Welch subsections with length M . For exam-
ple, for Welch segments that overlapped by 50% and had a length that was
50% of the original scan line length, parameters were set such that D = L/2
and M = N/2 to create K = 3 Welch subsections from a single data block
scan line. The Welch method periodogram average for the data block is given
by
〈
Sˆ(f)
〉
Welch
=
1
LK
L∑
l=1
K∑
k=1
Sˆl,k(f). (3.12)
where Sˆl,k(f) represents the periodogram for the kth Welch subsection of the
lth scan line.
3.2.2 Identifying Specular Scatterers in Welch Segments
In order to identify the Welch segments that included a specular echo, the
segment signal energy (defined to be the summation of the squared ampli-
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tude values) values for each Welch segment were calculated. The segment
energy values of the Welch segments that included the specular echo were
significantly larger compared to the segment energy values of the Welch seg-
ments that did not include the specular echo. Box plot statistics were then
used to identify Welch segments with segment energy values that were out-
liers compared to the remaining segment energy values. For a collection of
segment energy values, the interquartile range (IQR) was calculated as [31]
IQR = Q3−Q1 (3.13)
where Q1 and Q3 were the 25% and 75% percentiles, respectively, of the
segment energy values. Next, an upper fence value was computed using the
IQR, calculated as
fence = Q3 + 1.5× IQR. (3.14)
Welch segments that had a segment signal energy value above this fence
value were sorted into the Welch segment specular scattering group. Welch
segments that had a segment signal energy value below this fence value were
sorted into the Welch segment diffuse scattering group. The periodogram
average was then formed using the Welch segments in the diffuse scattering
group. Examples of the Welch segment signal energy values for the data
blocks in Figure 3.2 (a-c) are shown in Figure 3.5.
Figure 3.5: Welch segment signal energies for the data blocks provided in
Figure 3.2 with (a) diffuse scatterers, (b) periodic with diffuse scatterers,
and (c) specular with diffuse scatterers. The dashed red line represents the
upper fence value for the data block.
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3.2.3 Identifying Periodic Scatterers in Welch Segments
Coherence between periodically spaced scatterers cause regularly spaced
peaks to exist in the power spectrum of the ultrasonic backscattered sig-
nal. The GS was used to detect periodically spaced scatterers in individual
data blocks and to measure the mean scatterer spacing (MSS) parameter,
i.e., the spacing between the periodically spaced scatterers, as described in
Section 3.1.1. If a data block contained periodically spaced scatterers, the
coherence between these scatterers was eliminated by estimating the power
spectrum for the data block using Welch’s method. To eliminate the coher-
ence, the Welch segment length was set based on the estimated MSS value
such that each Welch segment contained one or fewer scatterers from the pe-
riodic collection of scatterers. Once the coherence between the periodically
spaced scatterers had been eliminated, the data block was subjected to the
specular scatterer detection process recorded in Section 3.2.2.
3.2.4 Variance of the Power Spectrum Estimate using Welch’s
Method
A sufficient number of Welch segments must be used to form the spectral
estimate, otherwise the variance of the spectral estimate will be too high,
making it difficult to fit the scattering model to the experimental data and
increasing QUS estimate variance. Because Welch’s method achieves a reduc-
tion in spectral estimate variance by increasing the number of periodograms
available for averaging, it was possible to exclude a certain number of Welch
segments from the data block before the theoretical variance of the spectral
estimate using Welch’s method was higher than the theoretical variance of
the spectral estimate when using the original data block periodogram av-
erage. The theoretical variance for the spectral estimate using the original
periodogram average is given by Equation 2.4
var
[
Sˆ(f)
]
≈ 1
L
P 2yy(f) (3.15)
where Pyy(f) is the true power spectrum for the process being estimated and
L is the total number of scan line segments included in the data block. The
theoretical variance of the spectral estimate using Welch’s method is given
by [30]
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var
[〈
Sˆ(f)
〉
Welch
]
=
1
P 2
[
P∑
p=1
P∑
q=1
Cov
{
Sˆp(f), Sˆq(f)
}]
(3.16)
where P = L ×K is the total number of segments in the data block, Sˆp(f)
is the periodogram for the pth Welch segment, and Cov{Sˆp(f), Sˆq(f)} refers
to the covariance between the pth and qth Welch segments. Equation 3.16
can be rewritten as
var
[〈
Sˆ(f)
〉
Welch
]
=
1
P
var
[
Sˆp(f)
] [
1 + 2
∑
p<q
ρ
{
Sˆp(f), Sˆq(f)
}]
(3.17)
where
ρ
{
Sˆp(f), Sˆq(f)
}
=
Cov
[
Sˆp(f), Sˆq(f)
]
var
[
Sˆp(f)
] (3.18)
represents the correlation coefficient between the pth and qth Welch seg-
ments. Using Equation 2.4, the result in Equation 3.17 becomes
var
[〈
Sˆ(f)
〉
Welch
]
=
P 2yy(f)
P
[
1 + 2
∑
p<q
ρ
{
Sˆp(f), Sˆq(f)
}]
. (3.19)
Welch segments that overlap in the axial direction will be correlated. As-
suming that the ultrasonic backscattered signal is a Gaussian process, the
correlation coefficient described in Equation 3.18 can be estimated using the
time-domain windowing function w[n] and is given by [30]
ρ{Sˆp(f), Sˆq(f)} =
[∑M
m=1w[m]w[m+D]
]2
[∑M
m=1w[m]
2
]2 (3.20)
where D is the spacing between the pth and qth segments, and M is the
Welch segment length. Welch segments from the same data block scan line
that have no axial overlap and Welch segments from different data block scan
lines will have an axial correlation coefficient given by ρ = 0. Using a Welch
segment length M = N/2 with a Hanning window and 50% axial overlap
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(i.e., D = M
2
), the correlation coefficient is approximately 0.05.
After sorting Welch segments into diffuse and coherent scattering groups,
the data block was retained if the Welch segment diffuse scattering group
had a theoretical power spectral variance that was below that of the original
spectral estimate variance. Otherwise, the data block was excluded from the
QUS analysis of the diffuse scatterers for the medium.
3.2.5 Expectation of the Power Spectrum Estimate using
Welch’s Method
One way to further smooth the power spectrum, reduce variance of spectral
estimates, and reduce the likelihood of contributions from periodic scatterers
is to use shorter Welch segments. However, using shorter Welch segments to
increase the number of periodograms available for averaging and to decrease
spectral variance has an undesirable consequence that needs to be considered.
The expected value of Welch’s periodogram average is given by [17]
E
[〈
Sˆ(f)
〉
Welch
]
=
∫ 1/2
−1/2
Pyy(α)WWelch (f − α) dα. (3.21)
In general, there is an inverse relationship between window length and the
window transfer function main lobe width, i.e., a window length of N will
produce a main lobe width of approximately 1/N . Increasing the number
of Welch segments available for periodogram averaging by creating Welch
segments with length given by M = 1
β
N will increase the main lobe width
of the window transfer function by approximately a factor of β. Expansion
of the main lobe width is undesirable because localized spectral leakage is
increased, which can lead to spectral broadening. Spectral broadening is
highly undesirable when analyzing the shape of the power spectrum as it
can introduce a bias into the QUS estimates that parameterize the shape
of the power spectrum. Therefore, when using Welch’s method, it is neces-
sary to use Welch segments with sufficient length to protect against spectral
broadening.
Direct observation of the estimated power spectrum can be used to deter-
mine the shortest Welch segment length allowable that still offers protection
against spectral broadening. Figure 3.6 shows the estimated power spectrum
when using different Welch segment lengths from simulated backscattered
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signals of uniform diffuse scatterers with known scatterer size.
Figure 3.6: Estimated power spectra for simulated ultrasonic backscattered
signals. The black line represents the actual power spectrum for the
process. The other colors represent varying Welch segment lengths listed as
a function of transducer pulse length (PL).
Spectral broadening is most visible at the edges of the estimated power
spectrum, and it is easy to see that spectral broadening increases as Welch
segment length decreases. In this analysis, the Welch segments were multi-
plied by a Hanning window before periodogram averaging to reduce broad-
band spectral leakage at the expense of increasing localized spectral leakage.
The estimated scatterer size for each estimated power spectrum is shown in
Figure 3.7. In addition, the power spectra in Figure 3.6 were recomputed
along with scatterer sizes, except that a rectangular window was used instead.
The results are shown in Figure 3.7 and indicate that spectral broadening
introduced a bias into the ESD estimates. In addition, using a Hanning
window produced less ESD estimate bias compared to using a rectangular
window when the Welch segment length was in the range of three to five
pulse lengths.
In summary, selection of the shortest allowable Welch segment length de-
pends on the amount of acceptable bias in QUS parameter estimation. The
issue should be studied in simulations (i.e., when the properties of the sim-
ulated medium are completely characterized) or in experiments using media
that are completely characterized (e.g., physical phantoms). Alternatively,
studies could be conducted on media that are not completely characterized
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Figure 3.7: Estimated ESD when using different Welch segment lengths
given as a function of transducer pulse length (PL). The dashed black line
represents the simulated scatterer size.
by deliberately choosing Welch segment lengths that are large enough not
to cause spectral broadening. Then, the Welch segment lengths could be
incrementally reduced until spectral broadening is observed and a bias is
introduced into a QUS parameter such as the ESD.
3.2.6 Diffuse Scattering Group Verification
The method for sorting Welch segments using segment signal energy values
described in Section 3.2.2 did a poor job of sorting Welch segments when
a majority of the Welch segments included a specular echo. This result is
shown in Figure 3.5 (b), where the method only sorted two Welch segments
into the specular scattering group. Therefore, it was necessary to verify that
the diffuse scattering group actually contained segments that only contained
diffuse echoes. This task was accomplished by estimating the data block
sorting parameters for specular scatterers as described in Section 3.1. The
parameters were estimated using only the collection of Welch segments in
the diffuse scattering group. If the parameter threshold test failed, the data
block was removed from the QUS analysis of the medium.
Once the diffuse scattering group had been established and verified, a
power spectral estimate for the data block was formed from the periodogram
average using the Welch segments in the diffuse scattering group. A graphical
summary of the Welch segment sorting method is shown in Figure 3.8. The
process was applied to each data block individually.
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Figure 3.8: Graphical representation of the Welch segment sorting method
used to reduce the effects of the coherent signal component on QUS
characterization of diffuse scatterers.
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CHAPTER 4
EXPERIMENTAL METHODS
The proposed methods for reducing the effects of the coherent component
on spectral-based QUS characterization of diffuse scatterers were tested us-
ing simulated and experimental ultrasound backscattered data. Simulated
backscattered signals were specifically designed to include echoes from both
the diffuse and coherent signal components. Experimental backscattered sig-
nals were specifically selected for analysis because of the presence of echoes
from both diffuse and coherent signal components. The analysis of simulated
backscattered signals provided an initial analysis of the proposed methods for
reducing the effects of the coherent component that guided implementation
of the methods during analysis of the experimental backscattered signals.
4.1 Simulations
The simulations of ultrasonic backscattered signals were based on Equation
1.2, which models backscattered signals as a convolution between the trans-
ducer impulse response h(t) and the tissue reflectivity function r(t). For sim-
ulation purposes, the continuous-time linear convolution described in Equa-
tion 1.2 is replaced by the convolution sum for a discrete reflectivity function
r[n] and discrete impulse response h[n] given by
y[n] =
∞∑
k=−∞
r[k]h[n− k]. (4.1)
Simulations were written and performed in MATLAB (The MathWorks
Inc., Natick, MA). The simulated single-element transducer was spherically
focused (f# = 3) with transducer diameter D = 2.54 cm. The discrete trans-
ducer impulse response was modeled using a modulated Rayleigh distribution
function given by
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h[n] = (nT ) sin(2pifcnT ) exp(−4β2(nT )2) (4.2)
where n = {−N, . . . ,−1, 0, 1, . . . , N} is the time index, T is the sampling
period in seconds, fc is the transducer center frequency in Hertz, and β is
the pulse bandwidth parameter given in Hertz. The integer N was chosen
such that for |n| > N , the envelope of h[n] was at least −30-dB down from
the envelope peak.
A simulated backscatterer phantom was generated and filled with point
scatterers. The coordinate system shown in Figure 1.2 was assumed. Mul-
tiple scan lines were constructed by translating the simulated transducer
laterally across the length of the phantom. The lateral beam profile of the
transducer was described by
D[q] =
∣∣∣∣∣2J1(
pifc
f#c
q∆x)
( pifc
f#c
q∆x)
∣∣∣∣∣ (4.3)
where ∆x represents the phantom sample spacing along the x axis and q rep-
resents the index away from the scan line axis. The lateral beam profile was
assumed to be circularly symmetric with respect to the scan line axis. The
1-D discrete reflectivity function for each scan line was found by multiplying
the scatterer amplitudes by the beam profile and summing the resulting val-
ues at each axial location along the scan line direction. Multiple 1-D scan line
reflectivity functions were spaced one half of a full beamwidth apart to cre-
ate a collection of scan line reflectivity functions for the backscattered slices.
To form the simulated backscatter signals, the transducer impulse response
was convolved with each scan line reflectivity function. Mathematically, this
operation can be written as
y[m, l] =
∞∑
k=−∞
r[k, l]h[m− k] (4.4)
where r[k, l] is the matrix with columns that include consecutively spaced
scan line reflectivity functions. Convolution in the time domain is equivalent
to multiplication in the frequency domain. Therefore, time domain signals
were converted to the frequency domain using the fast Fourier transform for
quicker computation of the convolution operation.
Scatterer sizes were simulated in the frequency domain using a spherical
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Gaussian scattering model, given by
Sa(fn) =
√√√√(2pifn
c
)4
exp
(
−0.827
(
2pifna
c
)2)
(4.5)
where a represents the desired scatterer radius. For the lth scan line, the
frequency domain representation of the signal is found as
Y (fn, l) = Sa(fn)H(fn)R(fn, l) (4.6)
where fn represents the discretely sampled frequency components of the dis-
crete time signal. In order to allow scatterers in the diffuse and coherent
components to have different scatterer sizes, scatterers in the diffuse and co-
herent components were simulated separately and the resulting signals were
linearly summed to create a combined signal with a scatterers from the diffuse
and coherent components.
Using the described simulation method, a total of 25 simulated backscatter
slices (2 cm x 2 cm) were generated with diffuse scatterers (10 scatterers per
resolution cell) and specular scatterers (2 to 20 total per slice). Diffuse scat-
terers were simulated using a size of 50µm and specular scatterers simulated
using a size of 100 µm. The specular scatterers had scattering signal ampli-
tude between two and five times that of the diffuse scatterers. The source
impulse response had a center frequency of 10 MHz and −6-dB pulse/echo
bandwidth of 5 MHz.
4.2 Fibroadenomas
Ultrasonic backscattered data from rats that had spontaneously developed
mammary tumors (fibroadenomas) were analyzed. Tumor diameters ranged
in size from 1 to 6 cm. The animal was mounted in a custom designed holder
that allowed direct access to the tumor site. The animal was euthanized
and placed in a tank of degassed room temperature water for scanning. A
focused transducer with a nominal center frequency of 7.5 MHz (f# = 4)
and a −6-dB frequency bandwidth of 6 MHz was used to scan the tumors.
The transducer was moved using a computer-controlled micro-positioning
system while the sample was held stationary. A total of five, 2-D B-mode
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slices (a scan line spacing of 150 µm was used) separated by 1 mm was
acquired for each animal. After the scans, the tumors were excised, fixed
in formalin, trimmed for histology, and sent for pathology. For this study,
all of the analyzed tumors were fibroadenomas and only tumor slices with at
least one specular scatterer on the interior region of the tumor were analyzed.
Reference scans were acquired for the transducer from a Plexiglas reflector,
using the same equipment settings as for the tumor imaging. A total of ten
tumor slices were analyzed for this study representing six tumor samples.
4.3 Beef Liver
Experimental backscattered signals were analyzed from six fresh beef liver
samples scanned at temperatures ranging from 37 to 50 ◦C in 1 ◦C incre-
ments. Multiple specular scatterers were visible in the beef livers, possibly
due to the presence of blood vessels. The samples were completely sub-
merged in 0.9% saline solution made from degassed water and a 20-MHz
single-element transducer (f# = 3) with −10-dB bandwidth of 18 MHz was
used for scanning. The transducer was moved using a computer-controlled
micro-positioning system while the sample was held stationary. A total of 30
adjacently spaced scan lines with a lateral step size of 200 µm (approximately
one full beam width) were collected for each sample and each temperature.
A mechanical coil heater was used to heat the saline bath and liver sample.
A needle thermocouple (Omega Engineering, Inc., Stamford, CT) was placed
within the samples and was used to monitor the temperature in the samples
with an accuracy of 0.1 ◦C. Backscatter was collected at every 1 ◦C increase
in temperature. Sound speed and attenuation were estimated versus temper-
ature using an insertion loss method. Reference scans were acquired for the
transducer from a Plexiglas reflector, using the same equipment settings as
for the beef liver imaging.
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CHAPTER 5
RESULTS
5.1 Evaluation of Methods
Evaluation of the proposed methods described in Section 3 for reducing the
effects of the coherent component on QUS characterization of diffuse scat-
terers is based on the hypothesis that echoes from the coherent signal com-
ponent cause changes in the statistical description (e.g., mean and variance)
of the estimated QUS parameters. The simulated backscattered signals were
specifically designed such that coherent scatterers would cause such changes
in the ESD estimate distribution by setting the scatterer size of the coher-
ent scatterers to be twice that of the surrounding diffuse scatterers. Because
the scatterers used to generate the simulated ultrasonic backscattered signals
were completely characterized, it was possible to use the ESD mean and vari-
ance to quantify the performance of the proposed methods for reducing the
effects of the coherent scatterers. The best method was the one that most
efficiently reduced ESD estimate variance and produced an ESD estimate
mean value that most closely matched the simulated diffuse scatterer size.
For the experimental backscattered signals, the diffuse scatterers were not
completely characterized, and therefore true values for the ESD estimates
were unknown. Therefore, we relied on observed reductions in ESD estimate
variance to evaluate the proposed methods when using experimental data. By
this criteria, the best method was the one that most efficiently reduced ESD
estimate variance. In rare cases, the coherent scatterers produced similar
ESD estimates compared to the ESD estimates from the surrounding diffuse
scatterers, and reductions in ESD estimate variance were not observed when
applying the proposed methods. In such cases, visual examination of the
backscattered signals that were excluded from the QUS analysis of the diffuse
scatterers was used to verify that the methods functioned properly.
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5.2 Simulations
Examples of B-mode images for four simulated backscatter slices are shown
in Figure 5.1. Numerous coherent scatterers are evident in the B-mode image
for slices (a) and (d), with several areas of densely packed coherent scatterers.
In contrast, slices (b) and (c) contain fewer coherent scatterers that are more
sparsely located.
Figure 5.1: Examples of the B-mode images for the simulated backscattered
signals.
After selecting a larger analysis region and segmenting the image into over-
lapping data blocks, the QUS parameters were estimated for each data block
and ESD parametric images were created. The ESD parametric images over-
laid on the B-mode images of the examined backscattered slices are shown in
Figure 5.2. It is apparent from the ESD parametric images that the coherent
scatterers had a significant effect on the estimation of the ESD parameter.
Areas that included and were near coherent scatterers had significantly in-
creased ESD estimates that reflected the sizes of the coherent scatterers and
not the surrounding diffuse scatterers.
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Figure 5.2: Examples of the ESD parametric images for the simulated
backscattered signals.
5.2.1 Data Block Sorting Method
The data block sorting method described in Section 3.1 was applied to the
data to reduce the effects of the coherent component. Parametric images
were then formed using only the data blocks in the diffuse scattering group.
The resulting modified ESD parametric images are shown in Figure 5.3.
From these parametric images, the data block sorting method significantly
reduced the effects of the coherent scatterers on the ESD parametric images.
The modified ESD parametric images were more uniform and more accu-
rately recorded the information about the diffuse scatterers in the medium
compared to the ESD parametric images that resulted when using all data
blocks.
The parametric images from Figure 5.3 were generated by first detecting
periodic scatterers using the peaks of the CA and then sorting data blocks
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Figure 5.3: Examples of the ESD parametric images for the simulated
backscattered signals when using the data blocks sorting method.
that included periodic scatterers into the coherent scattering group. Second,
specular scatterers were detected using one of the available parameters and
then sorting data blocks that included specular scatterers into the coherent
scattering group.
An important step in the data block sorting method is selection of the
parameter threshold value. The mean and standard deviation of the ESD
estimates that correspond to the data blocks that are sorted into the diffuse
scattering group were examined as a function of the parameter threshold
value when using the GS intercept as the sorting parameter. The results of
this analysis are shown in Figure 5.4. Not surprisingly, the slices that con-
tained the greatest number of specular scatterers had the greatest changes
in ESD mean and the greatest reductions in ESD variance as the parameter
threshold was adjusted to sort more data blocks into the coherent scattering
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group. From these curves, the examined slices reached the simulated diffuse
scatterer size when the parameter threshold was approximately −4-dB. Sim-
ilarly, the ESD standard deviation for each slice reached a plateau at this
threshold value. Therefore, the ESD parametric images shown in Figure 5.3
were formed by sorting data blocks with the GS intercept parameter and a
parameter threshold value of −4-dB.
Figure 5.4: ESD mean and standard deviation curves for the data blocks in
the diffuse scattering group displayed as a function of the sorting parameter
threshold. The four curves correspond to the four backscatter slices in
Figure 5.1.
Because several parameters exist for specular scatterer detection, a method
was devised to compare the performance of these parameters. As the first step
(considering a single sorting parameter and a single simulated backscatter
slice), the ESD estimate mean for the data blocks in the diffuse scattering
group was plotted as a function of the parameter threshold as shown in Figure
5.4. Next, the data was resampled using 500 data points to create equally
spaced samples with respect to the parameter threshold axis. This process
was repeated for each of the 25 simulated backscatter slices, where the same
resampled axis was used each time in order to allow the resampled ESD
mean curves to be averaged together. The resampled ESD mean curves were
averaged to produce an average ESD mean curve (for the 25 backscattered
slices) displayed as a function of the parameter threshold value.
As the second step (considering a single sorting parameter and a single
simulated backscatter slice), the percentage of data blocks sorted into the
diffuse scattering group was displayed as a function of the parameter thresh-
old. Next, this data was resampled using the same resampled axis from the
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first step. This process was repeated for each of the 25 simulated backscatter
slices, where the common resampling axis allowed for averaging of the resam-
pled curves. The resampled curves were averaged to produce a curve that
contains the average percentage of data blocks sorted into the diffuse scat-
tering group (for the 25 backscattered slices) as a function of the parameter
threshold value.
Because the average ESD mean curve from the first step and the average
percentage of data blocks sorted into the diffuse scattering group curve from
the second step are displayed with respect to the same resampled parameter
threshold axis, it was possible to display the average ESD mean curve as
a function of the average percentage of data blocks sorted into the diffuse
scattering group curve. This process was repeated for each of the available
sorting parameters, including the GS intercept, slope, and area using different
GS normalizations and for the Rayleigh SNR parameters. The process was
then repeated using the ESD variance. The results of this analysis are shown
in Figure 5.5.
These curves indicate that the GS intercept parameter when using no GS
normalization, the GS intercept parameter when using system normalization,
and the Rayleigh SNR parameter achieved the best performance. These
parameters produced the largest reductions in ESD variance and produced
mean ESD values that were close to the simulated diffuse scatterer size while
sorting the largest percentage of data blocks into the diffuse scattering group.
The GS area parameters using the different normalization methods offered
the next best performance. The GS slope parameters when using the different
GS normalization methods offered the worst performance. For the simulated
backscatter slices and use of the data block sorting method, the average
percent reduction in ESD estimate standard deviation was 60%, while the
average percentage of data blocks sorted into the diffuse scattering group was
46%.
From the ESD parametric images observed in Figure 5.3, densely packed
coherent scatterers make it difficult for the data block sorting method to
select data blocks that only contain diffuse scatterers. This situation is espe-
cially evident in Figure 5.3 (d), where numerous regions of diffuse scattering
exist between coherent scatterers and that do not allow a data block to be
placed without including a coherent scatterer. In this particular simulated
backscattered slice, only 65 out of a total 256 data blocks were sorted into
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Figure 5.5: ESD (a) mean and (b) standard deviation curves for the data
blocks in the diffuse scattering group averaged over 25 backscattered slices
and displayed as a function of the average percentage of data blocks sorted
into the diffuse scattering group. The solid lines correspond to using no GS
normalization. The dashed lines correspond to using energy segment GS
normalization. The dashed-dotted lines correspond to using GS system
normalization.
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the diffuse scattering data block group.
5.2.2 Welch Segment Sorting Method
The Welch segment sorting method was applied to the four backscattered
slices in Figure 5.1 to produce the parametric ESD images shown in Figure
5.6. From these ESD images, the Welch segment sorting method was able to
provide ESD estimates for a high percentage of the data blocks for each slice,
even in the case of densely packed coherent scatterers. The coherent scat-
terers still caused slight localized increases in ESD estimates; however, the
effects were significantly reduced compared to the images produced without
trying to use a method to reduce the effects of the coherent scatterers.
Figure 5.6: Examples of the ESD parametric images for the simulated
backscattered signals when using the Welch segment sorting method.
For the simulations and using the Welch segment sorting method, the
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average percent reduction in ESD estimate standard deviation was 67% when
the average percentage of data blocks sorted into the diffuse scattering group
was 60%. Obviously, the Welch segment sorting method achieved a greater
reduction in ESD standard deviation while sorting a larger percentage of
data blocks into the diffuse scattering group. This result will improve the
variance of estimates over the full data block sorting method and will provide
better QUS images without open pixel areas.
5.3 Fibroadenomas
The analyzed fibroadenoma samples were specifically selected because they
contained at least one coherent scatterer. Examples of the B-mode images
for two fibroadenoma samples are shown in Figure 5.7. A large specular
scatterer is visible for the first fibroadenoma sample and several specular
scatterers are visible in the second fibroadenoma sample.
Figure 5.7: Examples of the B-mode images for fibroadenomas.
After selecting a larger analysis region and segmenting the image into over-
lapping data blocks, the QUS parameters were estimated for each data block
and ESD parametric images were constructed. The ESD parametric images
overlaid on the B-mode images of the examined fibroadenoma samples are
shown in Figure 5.8. From the ESD parametric images, the coherent scat-
terers had a significant effect on the estimation of the ESD parameter. For
example, a coherent scatterer in the lower middle part the first sample caused
significant increases in the ESD estimates, the coherent scatterer on the left
side in the second sample caused significant decreases in ESD estimates, and
the coherent scatterer on the right side in the second sample produced ESD
estimates that were similar to those of the surrounding diffuse scatterers.
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Figure 5.8: Examples of the ESD parametric images for fibroadenomas.
5.3.1 Data Block Sorting Method
The data block sorting method was applied to the fibroadenoma samples
to reduce the effects of the coherent component. Parametric images were
then constructed using only the data blocks in the diffuse scattering group.
Examples of the resulting modified ESD parametric images are shown in
Figure 5.9. From these parametric images, the data block sorting method
was able to significantly reduce the effects of the coherent scatterers on the
ESD parametric images. In each of the images, data blocks that included
the coherent scatterers were sorted into the coherent scattering group and
excluded from the analysis of the diffuse scatterers. Visible examination of
the second sample indicates that data blocks including the coherent scatterer
on the right side were indeed sorted into the coherent scattering group.
Figure 5.9: Examples of the ESD parametric images for fibroadenomas
when using the data block sorting method.
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Utilizing the ultrasonic backscattered signals from the fibroadenomas, the
parameters used to detect specular scatterers were compared using the same
method applied to the simulated backscattered samples, except that only the
ESD standard deviation was used. The percent reduction in ESD estimate
standard deviation was found as a function of the parameter threshold. The
resulting curves were averaged and then displayed as a function of the aver-
age percentage of data blocks sorted into the diffuse scattering group. This
process was repeated for each of the data block sorting parameters. The
results are shown in Figure 5.10.
Figure 5.10: Average percentage reduction in ESD standard deviation
curves for the data blocks in the diffuse scattering group averaged over the
analyzed fibroadenoma slices and displayed as a function of the average
percentage of data blocks sorted into the diffuse scattering group. The solid
lines correspond to using no GS normalization. The dashed lines
correspond to using energy segment GS normalization. The dashed-dotted
lines correspond to using GS system normalization.
From these curves, it can be observed that the Rayleigh SNR parameter
achieved the greatest reduction in ESD estimate standard deviation while
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sorting the largest number of data blocks into the diffuse scattering group.
Based on reducing the ESD standard deviation, the GS intercept parameter
when using no GS normalization performed the next best. The GS intercept
and area parameters when using GS system normalization appeared to be
cut off in the middle of the graphic because, for one of the samples, all data
blocks had been sorted into the coherent scattering group for the associated
parameter threshold value. When using the Rayleigh SNR parameter to
sort data blocks into the coherent scattering group, the average percentage
reduction in ESD estimate standard deviation was 28% when the average
percentage of data blocks sorted into the diffuse scattering group was 83%.
5.3.2 Welch Segment Sorting Method
The Welch segment sorting method was applied to the fibroadenoma samples
to produce the parametric ESD images shown in Figure 5.11. From these
ESD parametric images, the Welch segment sorting method provides ESD
estimates for some of the data blocks that were sorted into the coherent
scattering group when using the data block sorting method. In addition,
the effects of the coherent scatterers were greatly reduced or eliminated,
resulting in ESD parametric images that appeared more uniform. In the
second sample, some variation still existed in ESD estimates; however, it is
now apparent that the variation was due to a distribution of scatterer sizes
in the sample and not the presence of coherent scatterers.
Figure 5.11: Examples of the ESD parametric images for fibroadenomas
when using the Welch segment sorting method.
For the fibroadenoma samples and when using the Welch segment sorting
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method, the average percentage reduction in ESD estimate standard devi-
ation was 32%, while the average percentage of data blocks sorted into the
diffuse scattering group was 83%. This result is slightly better than the result
achieved when using the data block sorting method.
5.4 Beef Liver
The beef liver samples analyzed in this section were collected at 37 ◦C. Ex-
amples of B-mode images for two beef liver samples are shown in Figure 5.12.
Numerous coherent scatterers are visible in both samples.
Figure 5.12: Examples of the B-mode images for beef liver samples.
The ESD parametric images for the two beef liver samples are shown in
Figure 5.13. The images indicate that the coherent scatterers caused signifi-
cant increases in the ESD estimates. In the first sample, the bright coherent
scatterer in the middle of the sample caused the estimated ESD values to
be approximately double that of the ESD estimates for the data blocks that
did not include the coherent scatterer. This coherent scatterer increased the
overall estimated mean ESD value for the sample and significantly increased
the variance of the estimated ESD values. In the second sample, most of
the data blocks appeared to be affected by the coherent scatterers. There-
fore, the distribution of the ESD values was not representative of the diffuse
scatterers.
The two examples of the beef liver samples in Figure 5.12 are excellent
examples of the need to reduce the effects of coherent scatterers. Because
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beef liver is fairly uniform, the ESD estimates were expected to be similar for
the two samples. However, as the parametric images reveal, this was not the
case because the coherent scatterers caused significant changes in parameter
estimates.
Figure 5.13: Examples of the ESD parametric images for the beef liver
samples.
5.4.1 Data Block Sorting Method
The data block sorting method was applied to the backscattered signals from
the beef liver samples. Examples of the resulting modified ESD parametric
images are shown in Figure 5.14. For the first sample, all data blocks that
included the coherent coherent scatterer in the middle of the sample were
removed from formation of the parametric image. Significant localized in-
creases in ESD estimates in the area of the coherent scatterer were no longer
visible, and variation in the ESD parametric image was significantly reduced.
For the second sample, only 3 out of 88 total data blocks were sorted into
the diffuse scattering group. A number of areas of diffuse scattering existed
between coherent scatterers, and it was not possible to fit a data block into
these areas. Unfortunately, this means that the information about the diffuse
scatterers in these areas was not accessible when using the data block sort-
ing method. Although the QUS analysis of diffuse scatterers still provided
some information when only a few data blocks were available for analysis, the
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Figure 5.14: Examples of the ESD parametric images for the beef liver
samples when using the data block sorting method.
analysis was not as strong as if more data blocks were available and the data
blocks covered a larger percentage of the sample. For the beef liver samples
and using the data block sorting method, the average percentage reduction
in ESD estimate standard deviation was 27%, while the average percentage
of data blocks sorted into the diffuse scattering group was 47%.
Utilizing the ultrasonic backscattered signals collected for the beef liver
samples, the parameters used to detect specular scatterers were compared
using the same method applied to the simulated backscattered signals, ex-
cept that only the standard deviation of the ESD estimates was used. The
percentage reduction in ESD estimate standard deviation was found as a
function of the parameter threshold. The resulting curves were averaged and
then displayed as a function of the average percentage of data blocks sorted
into the diffuse scattering group. This process was repeated for each of the
data block sorting parameters. The results are shown in Figure 5.15.
From the results in Figure 5.15, the GS intercept parameter when using
no GS normalization and the Rayleigh SNR parameters achieved the great-
est reduction in ESD estimate standard deviation while sorting the largest
number of data blocks into the diffuse scattering group. These results agreed
with the results found when analyzing the simulated backscattered slices and
the fibroadenoma samples.
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Figure 5.15: Average percentage reduction in ESD standard deviation
curves for the data blocks in the diffuse scattering group averaged over the
analyzed beef liver samples and displayed as a function of the average
percentage of data blocks sorted into the diffuse scattering group. The solid
lines correspond to using no GS normalization. The dashed lines
correspond to using energy segment GS normalization. The dashed-dotted
lines correspond to using GS system normalization.
5.4.2 Welch Segment Sorting Method
The Welch segment sorting method was applied to the two beef liver samples
to produce the parametric ESD images shown in Figure 5.16. For the second
sample, 39 out of a total 88 data blocks were sorted into the diffuse scattering
group when using the Welch segment sorting method. Comparing these
numbers to the data block sorting method, the Welch segment sorting method
utilized a higher percentage of data blocks, provided greater coverage of the
sample, and reduced the effects of the coherent scatterers. For the beef liver
samples using the Welch segment sorting method, the average percentage
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reduction in ESD estimate standard deviation was 32%, while the average
percentage of data blocks sorted into the diffuse scattering group was 82%.
Figure 5.16: Examples of the ESD parametric images for the beef liver
samples when using the Welch segment sorting method.
5.4.3 Monitoring Temperature using QUS
When using QUS parameters to monitor temperature, it is important to
eliminate the effects of any coherent scatterers because they can cause slight
changes in QUS estimates that might be associated with changes in tem-
perature. The mean ESD and EAC values are displayed for each beef liver
sample as a function of temperature in Figure 5.17. In general, the ESD
mean appeared to increase as a function of temperature and the EAC mean
appeared to decrease as a function of temperature. However, significant vari-
ation among the samples at each temperature was also visible, especially for
the ESD parameter.
In order to apply the data block sorting method, the following procedure
was adopted. The data block sorting method was applied to the sample for
each temperature, producing a collection of data blocks in the diffuse scatter-
ing groups at each temperature. The data blocks that were included in the
diffuse scattering group at all temperatures were then sorted into an overall
diffuse scattering group. This set of data blocks was then used to compute
mean ESD and EAC values at each temperature for the sample. The process
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was then repeated for all samples to generate the ESD and EAC tempera-
ture curves shown in Figure 5.18. The results indicate that application of
the data block sorting method significantly reduced the variation in ESD
estimates for the beef liver samples at individual temperature points. The
second and fourth beef liver samples still appeared to be outliers compared to
the other samples; however, less ESD estimate variation existed between the
other samples compared to the case when not using the data block sorting
method. Variation in EAC estimates for the beef liver samples at individual
temperature points was also reduced.
The Welch segment sorting method was also applied to the temperature
analysis. The Welch segment sorting method was applied to each beef liver
sample at each temperature. The ESD and EAC mean values were then
computed at each sample, and the results of the analysis are shown in Figure
in 5.19. Variations in ESD and EAC estimates for the beef liver samples at
the individual temperature points were slightly reduced.
The standard deviation for the ESD and EAC mean values among the six
beef liver samples at each temperature was computed when using all data
blocks, when using the described data block sorting method, and when us-
ing the described Welch segment sorting method; the results are displayed
in Figure 5.20. The analysis indicates that the data block sorting method
produced the least variation among the ESD mean values at individual tem-
perature points among the six beef liver samples. The Welch segment sorting
method produced the least variation among the EAC mean values at indi-
vidual temperature points among the six beef liver samples.
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Figure 5.17: Mean (a) ESD and (b) EAC values displayed as a function of
temperature. A total of six beef liver samples are represented.
Figure 5.18: Mean (a) ESD and (b) EAC values displayed as a function of
temperature when using the data block sorting method.
Figure 5.19: Mean (a) ESD and (b) EAC values displayed as a function of
temperature when using the Welch segment sorting method.
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Figure 5.20: Variation among the six beef liver samples for (a) ESD and (b)
EAC mean values. Results are displayed when using all data blocks, when
using the data block sorting method, and when using the Welch segment
sorting method.
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CHAPTER 6
CONCLUSIONS
When using QUS parameters designed to characterize diffuse scatterers, it
is important to pursue actions that reduce or eliminate the effect of coher-
ent scatterers. The methods proposed in this thesis for accomplishing this
task focus on identifying backscattered signal sections that include coherent
echoes and then removing these sections of the backscattered signal from the
QUS analysis of the medium. In the first strategy, individual data blocks
that included coherent echoes were identified. In the second strategy, Welch
subsections that included coherent echoes were identified. After identifying
the backscattered signal sections affected by coherent echoes, these sections
were removed from the QUS analysis of the medium. In the first strategy,
the affected data blocks were removed from the collection of QUS estimates
used to describe diffuse scatterers. In the second strategy, the affected Welch
segments were removed from the periodogram average in order to produce a
power spectral estimate that was based on the diffuse echoes only.
The proposed methods were studied using simulated and experimental ul-
trasonic backscattered signals. Results indicate that the proposed strategies
successfully reduced or eliminated the effects of the coherent scatterers on
the QUS analysis of diffuse scatterers. When coherent scatterers exist in low
concentrations and are sparsely located, the data block sorting method was
sufficient to limit their effects on QUS. However, in the case that coherent
scatterers existed in higher concentrations and were more densely located,
the Welch segment sorting method was able to produce a QUS analysis of
the diffuse scatterers that was based on a larger percentage of the available
diffuse echoes.
In the future, other methods might be used to reduce the effects of coher-
ent scatterers on QUS analysis of diffuse scatterers. For example, a matched
filtering technique might be used to identify the exact locations of the coher-
ent echoes in the ultrasonic backscattered signals. Once the exact locations
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of the coherent echoes are known, the task of identifying the Welch segments
that include coherent echoes becomes trivial. As an alternative to using
Welch’s method for power spectral estimation, a data taper design strategy
might be employed such that the tapers would have values equal to zero for
the data segment locations of the coherent echoes and non-zero values at the
locations where diffuse echoes are located. This method would be preferred
over using shorter Welch segments because spectral broadening would not be
as significant a problem compared to using Welch’s method.
A more ambitious method for eliminating the effects of the coherent echoes
involves decomposition of the backscattered signal into diffuse and coherent
signal components. This method requires the assumption of an ultrasonic
echo model and that the exact locations of the coherent echoes be known.
Model parameters would be estimated at each coherent echo location, and
the resulting modeled echoes would be collected in the coherent signal com-
ponent. The modeled coherent signal component would then be subtracted
from the original backscattered signal to form the diffuse signal component.
This type of method is probably ideal in that it would produce signals that
only contain diffuse echoes.
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