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DRIVEN BY α-STABLE NOISES
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Abstract
We establish a large deviation principle for the occupation measure of the
stochastic real Ginzburg-Landau equation driven by α-stable noises. The proof
is based on a hyper-exponential recurrence criterion. Our result indicates a
phenomenon that strong dissipation beats heavy tailed noises to produce a
large deviation, it seems to us that this phenomenon has not been reported in
the known literatures.
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1. Introduction
Consider the stochastic real Ginzburg-Landau equation driven by α-stable noises on
torus T := R/Z as follows:
(1.1) dX − ∂2ξXdt− (X −X3)dt = dLt,
where X : [0,+∞)×T×Ω→ R and Lt is an α-stable noise. Eq. (1.1) admits a unique
mild solution X in the ca`dla`g space almost surely. When α ∈ (3/2, 2), the Markov
process X is strong Feller and irreducible, and it has a unique invariant measure pi. See
[27, 25] or Section 2 below for details. By the uniqueness [2], pi is ergodic in the sense
that
lim
T→∞
1
T
∫ T
0
Ψ(Xt)dt =
∫
Ψdpi P-a.s.
for all initial state X0 and all continuous and bounded functions Ψ.
Let Lt be the occupation measure of the system (1.1) given by
(1.2) Lt(A) := 1
t
∫ t
0
δXs(A)ds for any measurable set A,
where δa is the Dirac measure at a. In our previous paper [25], we prove that the system
converges to its invariant measure µ with exponential rate under a topology stronger
than total variation, and the occupation measure Lt obeys the moderate deviation
principle by constructing some Lyapunov test functions.
In this paper, we further study the Large Deviation Principle (LDP) for the occu-
pation measure Lt. The LDP for empirical measures is one of the strongest ergodicity
results for the long time behavior of Markov processes. It has been one of the classical
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research topics in probability since the pioneering work of Donsker and Varadhan [9].
Refer to the books [3, 4, 11].
Based on the hyper-exponential recurrence criterion developed by Wu [26], we prove
that the occupation measure Lt obeys an LDP under τ -topology. As a consequence, we
also obtain the exact rate of exponential ergodicity obtained in [27].
For stochastic partial differential equations, the problems of large deviations have
been intensively studied in recent years. Most of them, however, are concentrated on
the small noise large deviation principles of Freidlin-Wentzell’s type, which provide
estimates for the probability that stochastic systems converge to their deterministic
part as noises tend to zero, see [1, 10, 18, 24, 29] and the references therein. But
there are only very few papers on the large deviations of Donsker-Varadhan’s tpye for
large time, which estimate the probability of the occupation measures’ deviation from
invariant measure. Gourcy [13, 14] established the LDP for occupation measures of
stochastic Burgers and Navier-Stokes equations by the means of the hyper-exponential
recurrence. Jaks˘ic` et al. [17] established the LDP for occupation measures of SPDE
with smooth random perturbations by Kifer’s large deviation criterion [19]. Jaks˘ic` et
al. [16] also gave the large deviations estimates for dissipative PDEs with rough noise
by the hyper-exponential recurrence criterion. Our result indicates a phenomenon that
strong dissipation beats heavy tailed noises to produce a large deviation. It seems
to us that this phenomenon has not been reported in the known literatures, we shall
concentrate on studying it in future research.
Finally we recall some literatures on the study of invariant measures and the long
time behavior of stochastic systems driven by α-stable type noises. [21, 22] studied
the exponential mixing for a family of semi-linear SPDEs with Lipschitz nonlinearity,
while [7] obtained the existence of invariant measures for 2D stochastic Navier-Stokes
equations forced by α-stable noises with α ∈ (1, 2). [28] proved the exponential mixing
for a family of 2D SDEs forced by degenerate α-stable noises. For the long term
behaviour about stochastic system drive by Le´vy noises, we refer to [5, 6, 8, 12, 20] and
the literatures therein.
The paper is organized as follows. In Section 2, we give a brief review of some known
results about the stochastic Ginzburg-Landau equations, and present the main result
of this paper. In Section 3, we recall some general facts about LDP for strong Feller
and topologically irreducible Markov processes. In the last section, we will prove the
main result.
Throughout this paper, Cp is a positive constant depending on some parameter p,
and C is a constant depending on no specific parameter (except α, β), whose value may
be different from line to line by convention.
2. The model and the results
Let T = R/Z be equipped with the usual Riemannian metric, and let dξ denote the
Lebesgue measure on T. For any p ≥ 1, let
Lp(T;R) :=
{
x : T→ R; ‖x‖Lp :=
(∫
T
|x(ξ)|pdξ
) 1
p
<∞
}
.
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Denote
H :=
{
x ∈ L2(T;R);
∫
T
x(ξ)dξ = 0
}
,
it is a separable real Hilbert space with inner product
〈x, y〉H :=
∫
T
x(ξ)y(ξ)dξ, ∀ x, y ∈ H.
For any x ∈ H , let
‖x‖H := ‖x‖L2 = (〈x, x〉H)
1
2 .
Let Z∗ := Z \ {0}. It is well known that{
ek; ek = e
i2pikξ, k ∈ Z∗
}
is an orthonormal basis of H . For each x ∈ H , it can be represented by Fourier series
x =
∑
k∈Z∗
xkek with xk ∈ C, x−k = xk.
Let ∆ be the Laplace operator on H . It is well known that D(∆) = H2,2(T)∩H . In
our setting, ∆ can be determined by the following relations: for all k ∈ Z∗,
∆ek = −γkek with γk = 4pi2|k|2,
with
H2,2(T) ∩H =
{
x ∈ H ; x =
∑
k∈Z∗
xkek,
∑
k∈Z∗
|γk|2|xk|2 <∞
}
.
Denote
A = −∆, D(A) = H2,2(T) ∩H.
Define the operator Aσ with σ ≥ 0 by
Aσx =
∑
k∈Z∗
γσkxkek, x ∈ D(Aσ),
where {xk}k∈Z∗ are the Fourier coefficients of x, and
D(Aσ) :=
{
x ∈ H : x =
∑
k∈Z∗
xkek,
∑
k∈Z∗
|γk|2σ|xk|2 <∞
}
.
Given x ∈ D(Aσ), its norm is
‖Aσx‖H :=
(∑
k∈Z∗
|γk|2σ|xk|2
)1/2
.
For σ > 0, let
Hσ := D(A
σ), ‖x‖Hσ := ‖Aσx‖H .
Then, Hσ is densely and compactly embedded in H . Particularly, let
V := D(A1/2).
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We shall study 1D stochastic Ginzburg-Landau equation on T as the following
(2.1)
{
dXt + AXtdt = N(Xt)dt+ dLt,
X0 = x,
where
(i) the nonlinear term N is defined by
N(u) = u− u3, u ∈ H.
(ii) Lt =
∑
k∈Z∗
βklk(t)ek is an α-stable process on H with {lk(t)}k∈Z∗ being i.i.d.
1-dimensional symmetric α-stable process sequence with α > 1, see [23]. More-
over, we assume that there exist some C1, C2 > 0 so that C1γ
−β
k ≤ |βk| ≤ C2γ−βk
with β > 1
2
+ 1
2α
.
We shall use the following inequalities (see [27]):
(2.2) ‖Aσe−At‖H ≤ Cσt−σ, ∀ σ > 0 ∀ t > 0;
(2.3) ‖x‖4L4 ≤ ‖x‖2V · ‖x‖2H ≤ ‖x‖4V , ∀ x ∈ V ;
(2.4) ‖x3‖H ≤ C‖A 14x‖2H · ‖x‖H ≤ C‖x‖V ‖x‖2H , ∀ x ∈ V.
Definition 2.1. We say that a predictable H-valued stochastic process X = (Xxt ) is a
mild solution to Eq. (2.1) if, for any t ≥ 0, x ∈ H , it holds (P-a.s.):
(2.5) Xxt (ω) = e
−Atx+
∫ t
0
e−A(t−s)N(Xxs (ω))ds+
∫ t
0
e−A(t−s)dLs(ω).
The following properties for the solutions can be found in [27, 25].
Theorem 2.2 ([27, 25]). Assume that α ∈ (3/2, 2) and 1
2
+ 1
2α
< β < 3
2
− 1
α
, the
following statements hold:
(1) For every x ∈ H and ω ∈ Ω a.s., Eq. (2.1) admits a unique mild solution
X = (Xxt )t≥0,x∈H ∈ D([0,∞);H) ∩D((0,∞);V ).
(2) X is a Markov process, which is strong Feller and irreducible in H, and X
admits a unique invariant measure pi.
Let Cb(H) (resp. bB(H)) be the space of all bounded continuous (resp. measurable)
functions on H . Let M1(H) be the space of probability measures on H equipped
with the Borel σ-field B(H). On M1(H), let σ(M1(H), bB(H)) be the τ -topology of
converence against measurable and bounded functions which is much stronger than the
usual weak convergence topology σ(M1(H), Cb(H)), see [3, Section 6.2].
Now, we are at the position to state our main result. Recall LT defined by (1.2).
Theorem 2.3. Assume that α ∈ (3/2, 2) and 1
2
+ 1
2α
< β < 3
2
− 1
α
. Then the family
Pν(LT ∈ ·) as T → +∞ satisfies the large deviation principle with respect to the τ -
topology, with speed T and rate function J defined by (3.1) below, uniformly for any
initial measure ν in M1(H). More precisely, the following three properties hold:
(a1) for any a ≥ 0, {µ ∈M1(H); J(µ) ≤ a} is compact in (M1(H), τ);
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(a2) (the lower bound) for any open set G in (M1(H), τ),
lim inf
T→∞
1
T
log inf
ν∈M1(H)
Pν(LT ∈ G) ≥ − inf
G
J ;
(a3) (the upper bound) for any closed set F in (M1(H), τ),
lim sup
T→∞
1
T
log sup
ν∈M1(H)
Pν(LT ∈ F ) ≤ − inf
F
J.
Remark 2.4. For every f : H → R measurable and bounded, as ν → ∫
H
fdν is contin-
uous w.r.t. the τ -topology, then by the contraction principle ([3, Theorem 4.2.1]),
Pν
(
1
T
∫ T
0
f(Xs)ds ∈ ·
)
satisfies the LDP on R uniformly for any initial measure ν in M1(H), with the rate
function given by
Jf (r) = inf
{
J(ν) < +∞|ν ∈M1(H) and
∫
fdν = r
}
, ∀r ∈ R.
3. General results about large deviations
In this section, we recall some general results on the Large Deviation Principle for
strong Feller and irreducible Markov processes. We follow [26].
3.1. Notations and entropy of Donsker-Varadhan.
Let E be a Polish metric space. Consider a general E-valued ca`dla`g Markov process
(Ω, {Ft}t≥0,F , {Xt(ω)}t≥0, {Px}x∈E) ,
where
• Ω = D([0,+∞);E), which is the space of the ca`dla`g functions from [0,+∞) to
E equipped with the Skorokhod topology; for any ω ∈ Ω, Xt(ω) = ω(t);
• F0t = σ{Xs; 0 ≤ s ≤ t} for any t ≥ 0 (nature filtration);
• F = σ{Xt; t ≥ 0} and Px(X0 = x) = 1.
Hence, Px is the law of the Markov process with initial state x ∈ E. For any initial
measure ν on E, let Pν(dω) :=
∫
E
Px(dω)ν(dx). Its transition probability is denoted
by {Pt(x, dy)}t≥0.
For all f ∈ bB(E), define
Ptf(x) =
∫
E
Pt(x, dy)f(y) for all t ≥ 0, x ∈ E.
For any t > 0, Pt is said to be strong Feller if Ptϕ ∈ Cb(E) for any ϕ ∈ bB(E); Pt is
irreducible in E if Pt1O(x) > 0 for any x ∈ E and any non-empty open subset O of E.
{Pt}t≥0 is accessible to x ∈ E, if the resolvent {Rλ}λ>0 satisfies
Rλ(y,U) :=
∫ ∞
0
e−λtPt(y,U)dt > 0, ∀λ > 0
for all y ∈ E and all neighborhoods U of x. Notice that the accessibility of {Pt}t≥0 to
any x ∈ E is the so called topological transitivity in Wu [26].
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The empirical measure of level-3 (or process level) is given by
Rt :=
1
t
∫ t
0
δθsXds
where (θsX)t = Xs+t for all t, s ≥ 0 are the shifts on Ω. Thus, Rt is a random element
of M1(Ω), the space of all probability measures on Ω.
The level-3 entropy functional of Donsker-Varadhan H :M1(Ω)→ [0,+∞] is defined
by
H(Q) :=
{
EQ¯hF01 (Q¯w(−∞,0];Pw(0)) if Q ∈Ms1(Ω);
+∞ otherwise,
where
• Ms1(Ω) is the subspace of M1(Ω), whose elements are moreover stationary;
• Q¯ is the unique stationary extension of Q ∈ Ms1(Ω) to Ω¯ := D(R;E); F st =
σ{X(u); s ≤ u ≤ t}, ∀s, t ∈ R, s ≤ t;
• Q¯w(−∞,t] is the regular conditional distribution of Q¯ knowing F−∞t ;
• hG(ν;µ) is the usual relative entropy or Kullback information of ν with respect
to µ restricted to the σ-field G, given by
hG(ν;µ) :=
{∫
dν
dµ
|G log
(
dν
dµ
|G
)
dµ if ν ≪ µ on G;
+∞ otherwise.
The level-2 entropy functional J : M1(E) → [0,∞] which governs the LDP in our
main result is
(3.1) J(µ) = inf{H(Q)|Q ∈Ms1(Ω) and Q0 = µ}, ∀µ ∈M1(E),
where Q0(·) = Q(X0 ∈ ·) is the marginal law at t = 0.
3.2. The hyper-exponential recurrence criterion. Recall the following hyper
-exponential recurrence criterion for LDP established by Wu [26, Theorem 2.1], also
see Gourcy [14, Theorem 3.2].
For any measurable set K ∈ E, let
(3.2) τK = inf{t ≥ 0 s.t. Xt ∈ K}, τ (1)K = inf{t ≥ 1 s.t. Xt ∈ K}.
Theorem 3.1. [26] Let A ⊂M1(E) and assume that
{Pt}t≥0 is strong Feller and topologically irreducible on E.
If for any λ > 0, there exists some compact set K ⊂⊂ E, such that
(3.3) sup
ν∈A
E
νeλτK <∞, and sup
x∈K
E
xeλτ
(1)
K <∞.
Then the family Pν(Lt ∈ ·) satisfies the LDP on M1(E) w.r.t. the τ -topology with the
rate function J defined by (3.1), and uniformly for initial measures ν in the subset A.
More precisely, the following three properties hold:
(a1) for any a ≥ 0, {µ ∈M1(E); J(µ) ≤ a} is compact in (M1(E), τ);
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(a2) (the lower bound) for any open set G in (M1(E), τ),
lim inf
T→∞
1
T
log inf
ν∈A
Pν(LT ∈ G) ≥ − inf
G
J ;
(a3) (the upper bound) for any closed set F in (M1(E), τ),
lim sup
T→∞
1
T
log sup
ν∈A
Pν(LT ∈ F ) ≤ − inf
F
J.
4. The proof of the main theorem
In this section, we shall prove Theorem 2.3 according to Theorem 3.1.
Proof of Theorem 2.3. Let {Xt}t≥0 be the solution to Eq. (2.1) with initial value
x ∈ H . By Theorem 2.2, we know that X is strong Feller and irreducible in H . Accord-
ing to Theorem 3.1, to prove Theorem 2.3, we need prove that the hyper-exponential
recurrence condition 3.3 is fulfilled. The verification of this condition will be given by
Theorem 4.5 below. 
4.1. Some estimates. In this part, we will give some prior estimates, which are nec-
essary for verifying the hyper-exponential recurrence condition (3.3).
Let Zt be the following Ornstein-Uhlenbeck process:
(4.1) dZt + AZtdt = dLt, Z0 = 0,
where Lt =
∑
k∈Z∗
βklk(t)ek is the α-stable process defined in Eq. (2.1). It is well known
that
Zt =
∫ t
0
e−A(t−s)dLs =
∑
k∈Z∗
zk(t)ek,
where
zk(t) =
∫ t
0
e−γk(t−s)βkdlk(s).
The following maximal inequality can be found in [27, Lemma 3.1].
Lemma 4.1. For any T > 0, 0 ≤ θ < β − 1
2α
and any 0 < p < α, we have
E
[
sup
0≤t≤T
‖AθZt‖pH
]
≤ CT p/α,
where C depends on α, θ, β, p.
Let Yt := Xt − Zt. Then Yt satisfies the following equation:
(4.2) dYt + AYtdt = N(Yt + Zt)dt, Y0 = x.
Lemma 4.2. For all T > 0, we have
(4.3) sup
t∈[T/2,T ]
‖Yt‖H ≤ C(T )
(
1 + sup
0≤t≤T
‖Zt‖V
)
,
where the constant C(T ) does not depend on the initial value Y0 = x.
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Proof. By the chain rule, we obtain that
(4.4)
d‖Yt‖2H
dt
+ 2‖Yt‖2V = 2〈Yt, N(Yt + Zt)〉.
Using the following Young inequalities: for any y, z ∈ L4(T;R) and C1 > 0, there exists
C2 > 0 satisfying that
|〈y, z3〉H | =
∣∣∣∣
∫
T
y(ξ)z3(ξ)dξ
∣∣∣∣ ≤
∫
T
y4(ξ)dξ
C1
+ C2
∫
T
z4(ξ)dξ,
|〈y2, z2〉H | =
∣∣∣∣
∫
T
y2(ξ)z2(ξ)dξ
∣∣∣∣ ≤
∫
T
y4(ξ)dξ
C1
+ C2
∫
T
z4(ξ)dξ,
|〈y3, z〉H | =
∣∣∣∣
∫
T
y3(ξ)z(ξ)dξ
∣∣∣∣ ≤
∫
T
y4(ξ)dξ
C1
+ C2
∫
T
z4(ξ)dξ,
and using Ho¨lder inequality and the elementary inequality 2
√
a ≤ a/b+b for all a, b > 0,
we obtain that there exists a constant C ≥ 1 satisfying that
2〈Yt, N(Yt + Zt)〉 ≤ −‖Yt‖4L4 + C(1 + ‖Zt‖4L4).
This inequality, together with Eq. (2.3), Eq. (4.4) and Ho¨lder inequality, implies that
(4.5)
d‖Yt‖2H
dt
+ 2‖Yt‖2V ≤ −‖Yt‖4H + C
(
1 + ‖Zt‖4V
)
.
For any t ≥ 0, denote
h(t) := ‖Yt‖2H , KT := sup
0≤t≤T
√
C(1 + ‖Zt‖4V ) ≥ 1.
By Eq. (4.5), we have
dh(t)
dt
≤ −h2(t) +K2T , ∀t ∈ [0, T ],
with the initial value h(0) = ‖x‖2H ≥ 0.
By the comparison theorem (e.g., the deterministic case of [15, Chapter VI, Theorem
1.1]), we obtain that
(4.6) h(t) ≤ g(t), ∀t ∈ [0, T ],
where the function g solves the following equaiton
(4.7)
dg(t)
dt
= −g2(t) +K2T , ∀t ∈ [0, T ],
with the initial value g(0) = h(0). The solution of Eq. (4.7) is
g(t) = KT + 2KT
(
g(0) +KT
g(0)−KT e
2KT t − 1
)−1
, ∀t ∈ [0, T ],
where it is understood that g(t) ≡ KT when g(0) = KT . It is easy to show that
(1) if g(0) ∈ [0, KT ], we have
g(t) ≤ KT , ∀t ∈ [0, T ];
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(2) if g(0) > KT , noticing that KT ≥ 1, we have that for all t ∈ [T/2, T ],
g(t) ≤KT + 2KT
(
e2KT t − 1)−1
≤KT
(
1 + 2(eT − 1)−1) .
Therefore, for any initial value g(0), we have
g(t) ≤ KT
(
1 + 2(eT − 1)−1) , ∀t ∈ [T/2, T ].
This inequlity, together with Eq. (4.6) and the definition of KT , immediately implies
the required estimate (4.3).
The proof is complete. 
Lemma 4.3. For all T > 0, δ ∈ (0, 1/2) and p ∈ (0, α/4), we have
(4.8) Ex
[‖YT‖pHδ] ≤ CT,δ,p
where the constant CT,δ,p does not depend on the initial value Y0 = x.
Proof. Since
YT = e
−AT/2YT/2 +
∫ T
T/2
e−A(T−s)N(Ys + Zs)ds,
for any δ ∈ (0, 1/2), by the inequalities (2.2)-(2.4) and Lemma 4.2, there exists a
constant C = CT,δ (whose value may be different from line to line by convention)
satisfied that
‖YT‖Hδ ≤C‖YT/2‖H + C
∫ T
T/2
(T − s)−δ‖N(Ys + Zs)‖Hds
≤C‖YT/2‖H + C
∫ T
T/2
(T − s)−δ(‖Ys‖H + ‖Zs‖H + ‖Y 3s ‖H + ‖Z3s‖H)ds
≤C‖YT/2‖H + C
∫ T
T/2
(T − s)−δ(‖Ys‖H + ‖Zs‖V + ‖Ys‖V ‖Ys‖2H + ‖Zs‖3V )ds
≤C
(
1 + sup
0≤t≤T
‖Zt‖3V
)
+ C
∫ T
T/2
(T − s)−δ‖Ys‖V ‖Ys‖2Hds.
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Next, we estimate the last term in above inequality: by Eq. (4.5) and Lemma 4.2 again,
we have ∫ T
T/2
(T − s)−δ‖Ys‖V ‖Ys‖2Hds
≤C
(
1 + sup
0≤t≤T
‖Zt‖2V
)∫ T
T/2
(T − s)−δ‖Ys‖V ds
≤C
(
1 + sup
0≤t≤T
‖Zt‖2V
)(∫ T
T/2
(T − s)−2δds
) 1
2
(∫ T
T/2
‖Ys‖2V ds
) 1
2
≤C
(
1 + sup
0≤t≤T
‖Zt‖2V
)(
‖YT/2‖2H +
∫ T
T/2
(1 + ‖Zs‖4V )ds
) 1
2
≤C
(
1 + sup
0≤t≤T
‖Zt‖4V
)
.
Hence, by Lemma 4.1, we obtain that for any p ∈ (0, α/4),
Ex
[‖YT‖pHδ] ≤ CT,δ,p.
The proof is complete. 
By Lemma 4.1 and Lemma 4.3, we obtain that
Lemma 4.4. For all T > 0, δ ∈ (0, 1/2) and p ∈ (0, α/4), we have
Ex
[‖XT‖pHδ] ≤ CT,δ,p
where the constant CT,δ,p does not depend on the initial value X0 = x.
4.2. Hyper-exponential Recurrence. In this subsection, we will verify the hyper-
exponential recurrence condition (3.3).
For any δ ∈ (0, 1/2),M > 0, define the hitting time of {Xn}n≥1:
(4.9) τM = inf{k ≥ 1; ‖Xk‖Hδ ≤ M}.
Let
K := {x ∈ Hδ; ‖x‖Hδ ≤M}.
Clearly, K is compact in H . Recall the definitions of τK and τ
1
K in (3.2). It is obvious
that
(4.10) τK ≤ τM , τ 1K ≤ τM .
This fact, together with the following important theorem, implies the hyper-exponential
recurrence condition (3.3).
Theorem 4.5. For any λ > 0, there exists M =Mλ,δ such that
sup
ν∈M1(H)
E
ν [eλτM ] <∞.
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Proof. For any n ∈ N, let
Bn := {‖Xj‖Hδ > M ; j = 1, · · · , n} = {τM > n}.
By the Markov property of {Xn}n∈N, Chebychev’s inequality and Lemma 4.4, we obtain
that for any ν ∈M1(H), p ∈ (0, α/4),
Pν(Bn) =Pν(Bn−1) · Pν(Bn|Bn−1)
≤Pν(Bn−1) ·
EXn−1
[‖Xn‖pHδ]
Mp
≤Pν(Bn−1) · Cδ,p
Mp
,
where Cδ,p is the constant in Lemma 4.4 (taking T = 1).
By induction, we have for any n ≥ 0,
Pν(τM > n) = Pν(Bn) ≤
(
Cδ,p
Mp
)n
.
This inequality, together with Fubini’s theorem, implies that for any λ > 0, ν ∈M1(H),
Eν
[
eλτM
]
=
∫ ∞
0
λeλtPν(τM > t)dt
≤
∞∑
n=0
λeλ(n+1)Pν(τM > n)
≤
∞∑
n=0
λeλ(n+1)
(
Cδ,p
Mp
)n
,
which is finite as M > (Cδ,pe
λ)1/p.
The proof is complete. 
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