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2
$n(n\geq 1)$ 1 . $S_{n}$ $\{$ 1, $\ldots,$ $n\}$
. $\sigma_{1},$ $\sigma_{2}$ $\in$ $S_{n}$
Kendall $tau$ $d(\sigma_{1}, \sigma_{2})$
$d( \sigma_{1}, \sigma_{2})=\sum_{i_{:}j=1}^{n}I(\sigma_{1}(i)>\sigma_{1}(j)\wedge\sigma_{2}(i)<\sigma_{2}(j))-$
, , $I$ ( ) $=1,$ $I$ ( ) $=0$
. , Kendall tau
. ,
$0\leq d(\sigma_{1}, \sigma_{2})\leq n(n-1)/2$ , ,
.
lPermELearn Sinkhorn balancing ,
I . $O(n^{6}\ln(n/\epsilon))$
$[$ 3 $]$ $(\epsilon$ $\epsilon>0$
$)$ .
$\sigma_{1}$ . $\sigma_{2}\in S_{n}$ Spearman’s footrule $\not\in\Xi$
$d_{F}(\sigma_{1},$ $\sigma_{2})$
$d_{F}( \sigma_{1_{-}}.\sigma_{2})=\sum_{i=1}^{n}|\sigma_{1}(i)-\sigma_{2}(i)|$
.
, $N=n(n-1)/2$ . $\{0,1\}^{N}$
$q$ .
$\phi$ : $S_{n}arrow[0,1]^{N}$
:
$\phi(\sigma)_{ij}=\{\begin{array}{l}1 \sigma(i)<\sigma(j),\text{ },\end{array}$
, $i,j\in\{1, \ldots, n\}$ $i\neq i$ .
, 2 Kendall tau
1 :
$d(\sigma_{1}, \sigma_{2})=\Vert\phi(\sigma_{1})-\phi(\sigma_{2})\Vert_{1}$ ,
, 1 $\Vert x\Vert_{1}=\sum_{i=1}^{N}|x_{i}|$ .
, $\sigma=(1,3,2)$
$\phi(\sigma)=(1,1,0)$ . ,
,
. , $($ 1, $0,1)$ 3
$(\sigma(1)>\sigma(2), \sigma(2)>\sigma(3), \sigma(3)>\sigma(1))$
, .
, $q\in\{0,1\}^{N}$
, $q$ .
$p_{)}q\in[0,1]$ , $p,$ $q$ 2
$\triangle_{2}(p,$ $q)$ .
$\triangle_{2}(p_{i}q)=p\ln\frac{I^{J}}{q}+(1-p)\ln\frac{1-p}{1-q}$ .
, 2
. $p,$ $q\in[0,1]^{N}$ ,
2 .
$\triangle_{2}(p, q)=\sum_{i=1}^{N}\triangle_{2}(p_{i}, q_{i})$ .
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Algorithm 1, Ailon
KWIKSORT $|2]$ Algorithm 2 .
3.1
.
, $y_{i}\in\{0,1\}$ $p_{i}$
.
$|y_{i}-p_{i}|=p_{t}(1-y_{i})+(1-p_{i})y_{i}$ .
,
$L(p)= \eta\sum_{l}|y_{i}-p_{t}|+\sum_{i}\triangle_{2}(p_{i)}p_{i}’)$
Algorithm 1 PermRank
: $\eta>0$ .
1. $p_{1}=( \frac{1}{2}, \ldots, \frac{1}{2})\in[0,1]^{N}$ .
2. For $t=1_{:}\ldots,$ $T$
(a) $Pt,ij$ $q_{t,ij}=1$
, $p_{t}$ $q_{t}\in\{0,1\}^{N}$ .
(b) $\hat{\sigma}_{t}=$ KWIKSORT$(q_{t})$ .
(c) $\sigma_{t}$ . $y_{t}=\phi(\sigma_{t})$
.
(d) $p_{t+1}$ .
$p_{t+1}= \arg\min\eta\Vert y_{t}-p\Vert_{1}p+\triangle_{2}(p,p_{t})$ .
, , $P’$ .
,
$\frac{\partial L}{\partial p_{i}}=\eta(1-2y_{i})+\ln\frac{p_{i}}{1-p_{i}}+\ln\frac{1-p_{i}’}{p_{i}’}$
. $0$ .
$p_{i}= \frac{(\frac{p}{1-(}e^{-\eta(1-2y_{l})}}{1+\frac{\prime*p_{*}’)p’}{1-p’})e^{-\tau/(1-2y.)}}$
$= \frac{p_{i}’e^{-\eta(1-y_{1})}}{(1-p_{i}’)e^{-\eta y_{i}}+p_{i}e^{-\eta(1-y.)}}$ .
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, PermRank .
, $q$ $p_{t}$
” ” (2 )
.
1. $t\in\{1_{:}\ldots, T\}$ ,
$q$ .
$\triangle_{2}(q)p_{t})-\triangle_{2}(q)p_{t+1})\geq$
$-?7\Vert y_{t}-q\Vert_{1}+(1-e^{-\eta})\Vert y_{t}-p_{t}\Vert_{1}$ .
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Algorithm 2 KWIKSORTT [2]
: $q$
:
1. $S_{L}$ $S_{R}$ .
2. $i$ $\{$ 1, $\ldots,$ $n\}$
3. $i$ $j\in\{1, \ldots, n\}$ ,
(a) $q_{ij}=1(i<i$ $qtj=1)$ ,
$S_{R}$ $i$ .
(b) , $S_{L}$ $i$ .
4. $q_{L)}q_{R}$ $S_{L}$ $S_{R}$
.
5. (KWIKSORT$(q_{L}),$ $i$ , KWIKSORT$(q_{R})$ )
.
.
$\Delta_{2}(q_{i}, p_{t,i})-\triangle_{2}(q_{i}, p_{t+1,i})$
$=q_{i} \ln\frac{q_{i}}{p_{t,i}}+(1-q_{i})\ln\frac{1-q_{i}}{1-p_{t,i}}$
$-q_{i} \ln\frac{(1i}{p_{t+1,i}}-(1-q_{i})\ln\frac{1-(1i}{1-p_{t+1,i}}$
$=q_{i} \ln_{J}\frac{p_{t+1}}{It,i}+(1-q_{i})\ln\frac{1-p_{t+1,i}}{1-T^{J}t,i}$
$=-q_{i}\eta(1-y_{t,i})-(1-q_{i})\eta y_{t,i}$
$-\ln((1-p_{i}’)e^{-\eta y_{t,i}}+p_{i}’e^{-\eta(1-y_{t,i})})$
$=-\eta|y_{t,i}-q_{i}|$
$-\ln((1-p_{i}’)e^{-\eta y_{t,:}}+p_{i}’e^{-\eta(1-y_{t.\backslash })})$ .
$yt,i\in\{0,1\}$ $e^{-\eta y_{t,\mathfrak{i}}}=1-(1-e^{-\eta})yt,i$
. ,
$=-\eta|y_{t,i}-q_{i}|$
$-\ln(1-(1-e^{-\eta})((1-p_{t,i})y_{t},\iota+Pt,i(1-1/t,i)))$
$\geq-\eta|y_{t,i}-q_{i}|+(1-e^{-\eta})|y_{t,i}-p_{t,i}|$
. , $i=1,$ $\ldots,$ $N$
, .
, $p_{t}$ 1 .
1. $q$
.
$\sum_{t=1}^{T}\Vert y_{t}-p_{t}\Vert_{1}\leq\frac{\eta\sum_{t=1}^{T}\Vert y_{t}-q||_{1}+\frac{n(n-1)}{2}\ln 2}{1-e^{-\eta}}$.
. 1 $t=1,$ $\ldots,$ $T$
,
$\frac{\eta\sum_{t=1}^{T}\Vert y_{t}-q\Vert_{1}-\Delta_{2}(q,p_{T+1})+\Delta_{2}(q,p_{1})}{1-e^{-\eta}}$
. $\Delta_{2}(q,p_{T+1})=0$ . $\triangle_{2}(q,p)\leq$
$\ln 2$ , .
, $t$ , KWIKSORT
$q_{t}’$ . , $q$
,
$\Vert q_{t}-q_{t}’\Vert_{1}\leq 3\Vert q_{t}-q\Vert_{1}$
[2].
, ,
$d(\sigma_{t},\hat{\sigma}_{t})=\Vert y_{t}-q_{t}’\Vert_{1}\leq\Vert y_{t}-q_{t}\Vert_{1}+\Vert q_{t}-q_{t}’\Vert_{1}$
$\leq\Vert y_{t}-q_{t}\Vert_{1}+3\Vert q_{t}-q\Vert_{1}$ .
. $q=y_{t}$ .
2.
$d(\sigma_{t)}\hat{\sigma}_{t})\leq 4\Vert y_{t}-q_{t}\Vert_{1}$
, $y_{t}\in\{0,1\}$ 1
$d(\sigma_{t},\hat{\sigma}_{t})$ $\Vert y_{t}-p_{t}\Vert_{1}$
. . .
2. $t\in\{1, \ldots, T\}$ ,
$q$ .
$E[d(\sigma_{t}, \hat{\sigma}_{t})]\leq 4\Vert y_{t}-p_{t}\Vert_{1}$ .
, .
145
3. PermRank
.
$E[\sum_{t=1}^{T}d(\sigma_{t},\hat{\sigma}_{t})]$
$\leq\frac{4\eta\min_{\sigma\in S_{\mathfrak{n}}}\sum_{t=1}^{T}d(\sigma_{t)}\sigma)+2_{7t}(n-1)\ln 2}{1-e^{-\eta}}$ .
. 2 $t\in\{1, \ldots, T\}$
,
$E[\sum_{t=1}^{T}d(\sigma_{t)}\hat{\sigma}_{t})]\leq\sum_{t=1}^{T}4\Vert y_{t}-q\Vert_{1}$
. 1 ,
$\frac{4\eta\sum_{t=1}^{T}\Vert y_{t}-q||_{1}+\frac{4n(n-1)}{2}\ln 2}{1-e^{-\tau/}}$
$= \sum_{t=1}^{T}\frac{4\eta\Vert y_{t}-q\Vert_{1}}{1-c^{-\eta}}+\frac{2n(n-.1)\ln 2}{1-\prime^{J^{-\eta}}}$
. $q$ ,
,
.
, $\eta\geq 0$ , $\eta\leq e^{4}-e^{-i}$ , $\eta=$
$2\ln(1+\epsilon)$ , $\overline{1}-e^{-}A-\leq r^{3}.4=(1+\epsilon),$ $\frac{1}{1-e^{-\eta}}=$
$\frac{(1+\epsilon)^{2}}{\epsilon^{2}+2\epsilon}$ . , :
4. $\eta=2\ln(1+\epsilon)$ , .
$E[\sum_{t=1}^{T}d(\sigma_{t},\hat{\sigma}_{t})]$
$\leq 4(1+\epsilon)\min_{\sigma\in S_{n}}\sum_{t=1}^{T}d(\sigma_{t;}\sigma)+O(\frac{n^{2}}{\epsilon^{2}})$ .
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