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Abstract
The Lovász -function is a well-known polynomial lower bound on the chromatic number. Any near-optimal solution of its
semideﬁnite programming formulation carries valuable information on how to color the graph. A self-contained presentation of the
role of this formulation in obtaining heuristics for the graph coloring problem is presented. These heuristics could be useful for
coloring medium sized graphs as numerical results on DIMACS benchmark graphs indicate.
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1. Introduction
The chromatic number problem is one of the most studied combinatorial optimization problems. Given a graph, the
challenge is to ﬁnd the least number of colors for which there is a coloring of the vertices of the graph in which no two
adjacent vertices bear the same color.
Finding the chromatic number (G) of a graph G is an NP hard problem, see [12]. Exact algorithms have been
developed by several researchers, e.g. [3,4,19,21,23]. All these exact methods can only be applied on small graphs. On
the other hand, very large graphs often arise in a variety of applications of the graph coloring problem such as scheduling
(timetabling), frequency assignment problem, register allocation problem and others, see [27]. In applications it often
sufﬁces to ﬁnd a near-optimal coloring. Thus, many heuristic algorithms for ﬁnding a coloring of the graph have been
developed, see survey [7]. Nowadays the most powerful heuristics are the hybrid algorithms combining local search
with a population-based approach [10,11]. In fact heuristics often ﬁnd an optimal coloring, but cannot prove optimality.
Recently, Herrmann and Hertz [16] published an exact coloring algorithm based on checking whether the coloring
produced by a heuristic is optimal.
The graph coloring problem has a natural representation by semideﬁnite matrices which leads to the Lovász -
function. A well-known heuristic based on it was suggested by Karger et al. [18]. Their heuristic has the lowest upper
bound on the number of colors needed to properly color a graph. In Section 1 we introduce this approach by elementary
means.We follow a similar review by Meurdesoif [22], and simplify it by representing the coloring relation in its natural
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language, 0–1 matrices. Later sections aim to use these insights to contribute to improving heuristics on medium sized
graphs. Possible synergies with other graph coloring heuristics are suggested as well.
Notation. The vector of all ones is denoted by e, and the matrix of all ones by J = eeT. We also write Jt to indicate
that the matrix has dimension t × t . We use standard notation from graph theory.
2. Colorings and theta number
2.1. Colorings and coloring matrices
We consider undirected, loopless graphs G(V,E) without multiple edges and with vertex set V = {1, . . . , n}.
A k-coloring of such a graph G(V,E) is a mapping c : V → {1, . . . , k} such that
(ij) ∈ E ⇒ c(i) = c(j).
A k-coloring c deﬁnes a k-coloring relation R by
iRj ⇐⇒ c(i) = c(j).
We call two k-colorings c, c′ symmetric, if there is a permutation  of the numbers 1, . . . , k such that c′ =  ◦ c. In this
case
c′(i) = c′(j) ⇐⇒  ◦ c(i) =  ◦ c(j) ⇐⇒ c(i) = c(j).
So all symmetric colorings induce the same k-coloring relation. This relation R is in fact an equivalence relation with
equivalence classes given by the sets of verticesV1, . . . , Vk having the same color.HereVi=c−1(i). Since c′(V−1(i))=i,
symmetric colorings can also be viewed as permutations of these color classes. We see that the coloring problem is in
fact a partitioning problem.
Recently, Galinier and Hao [11] introduced a cross-over operator that treats all k! symmetric colorings as the same
coloring (permuting either or both parents does not change the child). This fact has been recognized as the key factor
in the success of the resulting genetic graph coloring heuristic [13].
The coloring relation R induced by the coloring c can be represented by a coloring matrix X = (xij ) with
xij =
{
1 iRj
0 i/Rj =
{
1 c(i) = c(j),
0 c(i) = c(j).
An extreme example is the identity matrix I representing the trivial coloring which assigns a different color to each
vertex. The other extreme, the matrix of all ones Jn representing the coloring with only one color, is possible only on
a stable set (E = {}).
A k-coloring c partitions the vertices into k disjoint sets V1, . . . , Vk , the color classes just described. Hence, there
exists a permutation of the vertices such that the coloring matrix X can be written as a direct sum of all-ones blocks:
X =
⎡
⎢⎢⎣
Jn1 0
0 Jn2
. . .
Jnk
⎤
⎥⎥⎦
of sizes ni := |Vi |, i = 1, . . . , k. From this we can immediately note the following obvious properties of coloring
matrices X.
xii = 1 ∀i ∈ V, in short diag(X) = e, (1)
X = XT (X is symmetric), (2)
(ij) ∈ E ⇒ xij = 0, (3)
xij ∈ {0, 1}, (4)
xij = 1 implies that rows i and j are equal, (5)
xij = 0 implies that rows i and j are orthogonal. (6)
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The triangle inequalities
xij + xjk − xik1 ∀i, j, k ∈ V (7)
hold. This inequality would only be violated if xij = xjk = 1, stating that j has the same color as i and k, while xik = 0,
stating that i and k have different color, a contradiction.
xij + xjk − xik = 1 if and only if c(j) ∈ {c(i), c(k)}. (8)
The symmetric matrix Jt has eigenvalues 0 and t, so it is positive semideﬁnite, implying that
X0. (9)
In fact, the eigenvalues of X are n1, . . . nk (each of multiplicity 1), and the multiple eigenvalue 0.
Finally, we observe that
tX − J0 if and only if tk. (10)
This result is stated in this form with variable
Z = tX − J (11)
by Meurdesoif [22] with the proof based on [18]. The correctness of this statement can be seen as follows: a principal
submatrix of tX−J , having two rows corresponding to two vertices of the same color block, is singular because of (5).
Otherwise the principal submatrix is of the form tI − Js for some sk. Now tI − Js0 if and only if ts. Therefore
we have tX − J0 if and only if tk.
2.2. Chromatic number
We now give sufﬁcient and necessary conditions for a 0–1 matrix to represent a coloring, and use these conditions
to give an exact formulation of the graph coloring problem. For a given graph G(V,E) we deﬁne its edge matrix to
be any matrix X ∈ {0, 1}n,n satisfying conditions (1)–(4). An edge matrix X induces a homogeneous and symmetric
relation deﬁned by iRj ⇐⇒ xij = 1.
Lemma 1. Relation R induced by an edge matrix is transitive, if and only if all the triangle inequalities
xij + xik − xjk1 ∀i, j, k ∈ V
hold.
Proof. A triangle inequality xij +xik −xjk1 is violated if and only if xij =1, xik =1 and xjk =0. This is equivalent
to iRj, iRk but j/Rk. 
Corollary 2. An edge matrix is a coloring matrix if and only if it satisﬁes all the triangle inequalities.
Proof. An edge matrix satisfying all the triangle inequalities deﬁnes an equivalence relation on V. Its equivalence
classes correspond to subsets of vertices bearing the same color. 
Lemma 3. Let X be an edge matrix. A triangle inequality xij + xik − xjk1 holds if and only if the corresponding
3 × 3 minor in X is non-negative.
Proof. In a symmetric 0–1 matrix with ones on diagonal all 23 = 8 possibilities for a 3 × 3 minor are∣∣∣∣∣
1 1 1
1 1 1
1 1 1
∣∣∣∣∣ ,
∣∣∣∣∣
1 0 0
0 1 0
0 0 1
∣∣∣∣∣ ,
∣∣∣∣∣
1 1 0
1 1 0
0 0 1
∣∣∣∣∣ ,
∣∣∣∣∣
1 0 1
0 1 0
1 0 1
∣∣∣∣∣ ,
∣∣∣∣∣
1 0 0
0 1 1
0 1 1
∣∣∣∣∣ ,∣∣∣∣∣
1 0 1
0 1 1
1 1 1
∣∣∣∣∣ ,
∣∣∣∣∣
1 1 0
1 1 1
0 1 1
∣∣∣∣∣ ,
∣∣∣∣∣
1 1 1
1 1 0
1 0 1
∣∣∣∣∣ .
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The ﬁrst ﬁve are non-negative and do not violate any triangle inequalities. The last three minors correspond to violated
triangle inequalities, and are negative. 
Corollary 4. An edge matrix X is a coloring matrix if and only if X0.
Proof. If an edge matrix X0, then all 3×3 minors are non-negative and by Lemma 3 and Corollary 2, X is a coloring
matrix. An indeﬁnite X0 cannot be a coloring matrix by (9). 
Corollary 5 (Meurdesoif’s integer semideﬁnite program (SDP) formulation of (G), see also Karger et al. [18]).
(G) = min{t : tX − J0, X is edge matrix of the graph G}. (12)
Proof. First note that tX−J0 implies t > 0. Since tX−J0, the edge matrixX(1/t)J0 is positive semideﬁnite.
By Corollary 4 it is a coloring matrix. Hence, the minimum is taken over coloring matrices and the result follows
from (10). 
2.3. The Lovász theta function
Corollary 5 shows that (G) can be found by solving a SDP in a binary matrix variable. Goemans [14] noticed “It
seems all roads lead to ”. And indeed relaxing the integrality condition on X leads to the well-known theta function
introduced by Lovász [20]:
¯(G) := min{t : xii = 1∀i ∈ V, xij = 0∀(ij) ∈ E, tX − J0}. (13)
Since the minimum in (13) is taken over a larger set than in (12), ¯(G)(G). Notice that diagonal elements in this
positive semideﬁnite matrix are 1, so any xij ∈ [−1, 1].
By introducing the variable Z = tX − J problem (13) can be written as a standard semideﬁnite problem
¯(G) = min{t : zii = t − 1, zij = −1 ∀(ij) ∈ E,Z0}. (14)
Therefore, it can be solved in polynomial time to any ﬁxed precision, see [25].
Let c be a (G)-coloring and X be the induced coloring matrix. Then X is one of the optimal solutions of (12).
Assuming that an optimal solution X of (13) is a good approximation to this X, it would be obvious how to interpret
entries in this matrix in the context of looking for a heuristic solution for the graph coloring problem. A large element
xij ≈ 1 is interpreted as “probably xij = 1”, implying c(i) = c(j), while a non-positive element xij 0 is interpreted
as a soft edge, i.e. as an instruction to color vertices i and j with different colors.
3. Coloring heuristics
3.1. A variant of the Karger–Motwani–Sudan rounding heuristic
Karger et al. [18] deﬁne a semicoloring based on a near-optimal solution X of (13) in which two vertices are likely
to be colored with the same color if and only if xij is large. Their analysis shows that for a suitable choice of parameters
at most a quarter of the edges (xij = 0) in this semicoloring are colored improperly. Coloring the corresponding (at
most n/2) vertices recursively with a new set of colors produces a proper coloring of the graph G. Thus, they obtain the
best known worst case analysis including the ﬁrst nontrivial bound in terms of the maximum degree  of any vertex in
G. This heuristic colors a three-colorable graph with min{O(n1/4 log n),O(1/3)} colors and a k-colorable graph with
min{O˜(n1−3/(k+1)), O˜(1−2/k)} colors.
Their result indicates the high value of information supplied by an optimal (or near-optimal) solution X of (13).
However, it is not at all obvious that the entries in X approximate entries in an optimal solution X of (12) equally
well. Moreover, X does not necessarily approximate a single optimal coloring. If c1, . . . , cp are different and non-
symmetric (G)-colorings, then the induced coloring matrices X1 , . . . , X

p are different. Their convex combination∑
iX

i has the same cost
∑
i(G)=(G). In fact, the solution of a SDP obtained by an interior point method (IPM)
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approximates the center of the optimal face. If X approximates a convex combination of optimal coloring matrices,
this might result in conﬂicting instructions.
However, we believe that the very large elements in X are unlikely to be produced by chance since solving (13)
by an IPM forces each current iterate to be positive semideﬁnite thus “pushing” absolute value of the off-diagonal
elements of X below 1. So we consider employing only the largest off-diagonal element xij , coloring the vertices i
and j with the same color, and proceeding recursively. A feasible matrix for (13) is a linear combination of coloring
matrices which are feasible for (12) and an infeasible part for (12). A large element xij of (13) means that there is one
or more matrices in this linear combination with xij > 0. Assuming that at least one of these matrices represents an
optimal (G)-coloring, the decision to color vertices i and j with the same color is good, i.e. it allows to color the graph
with (G) colors.
Let A ⊂ V . The topological quotient G/A is a graph with vertex set V ′ = V \A ∪ {a} and edge set
E′ = {(ij) ∈ E : i, j ∈ V \A} ∪ {(ia)|i ∈ V \A, ∃x ∈ A : (ix) ∈ E}.
Geometrically, it is obtained by merging all vertices from A into a single vertex a, and by dropping all loops and
duplicate edges.
Coloring heuristic 1. (1) If G is a clique, output trivial coloring and stop.
(2) Solve (13) by an IPM to obtain a near-optimal matrix X.
(3) Find the largest off-diagonal element xij .
(4) Set A = {i, j}, and recursively ﬁnd coloring c′ of G/A.
(5) Output coloring c deﬁned by
c(k) :=
{
c′(a) k ∈ A,
c′(k) otherwise.
(15)
Notice that the coloring c produced by this heuristic is proper even if we simplify the steps (2) and (3) into “pick a
random nonedge (ij)”. If there exists an optimal coloring c such that c(i) = c(j), then (G/A) = (G). Otherwise the
heuristic has made a mistake, and (as reader may wish to verify) (G/A) = (G) + 1. Our heuristic based on Lovász
-function rarely makes mistakes (see Table 1). However, the price is high. We denote by m := |E| the number of
edges in the graph G. The number of different entries in the dual of (14) is n + m. The computational bottle neck in
solving (14) by an IPM is the Cholesky decomposition of (n+m)× (n+m) system matrix. So the time complexity of
one iteration of an IPM is O((n + m)3). In our recursive algorithm, we need to solve (at most) n − (G) SDP of type
(14). However, notice that the size of the system matrix (n + m) × (n + m) swiftly decreases.
Relation (5) suggests replacing step (3) of the heuristic with
(3′) Find the most parallel rows X(i, :) and X(j, :).
However, in numerical experiments the differences between these two algorithms are small and seem to be random.
3.2. Preprocessing and combinatorial tricks
Low-degree and dominated vertices: Let G(V,E) be a graph and v ∈ V be one of its vertices. The induced graph
G − v has the vertex set V ′ = V \{v} and the edge set
E′ = {(ij) ∈ E|i, j ∈ V ′}.
(It is obtained by erasing vertex v and adjacent edges.) Let a(G) be a known lower bound on the chromatic number.
For example, a = (G¯) or 3, if the graph is not bipartite. We call any vertex v with deg(v)< a a low-degree vertex.
Let v be a low-degree vertex and c′ : V ′ → {1, . . . , k} be a k-coloring of G−v. Since the vertex v has less then ak
neighbors, there is a k-coloring of G, an extension of c′, which colors v properly with any color in {1, . . . , k}\c′(N(v))
where N(v) := {u : (uv) ∈ E} is the neighborhood of the vertex v.
Consider v,w ∈ V . Vertex w dominates vertex v if
(vw) /∈E and N(v) ⊆ N(w).
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Table 1
Computational results obtained by applying an IPM
Graph Nodes Edges ¯(G) (G) Colors Time in seconds
“Each” “Many” “Once” “Each” “Many”
myciel6 95 755 2.73 7 7 7 7 25 3
myciel7 191 2360 2.81 8 8 8 8 1051 53
1-insertions_4 67 232 2.23 5 5 5 1 0
1-insertions_5 202 1227 2.27 6 6 6 200 12
1-insertions_6 607 6337 2.31 7 7 7 65,159 1170
2-insertions_4 149 541 2.13 5 5 5 21 3
3-insertions_4 281 1046 2.08 5 5 5 202 16
4-insertions_3 79 156 2.04 4 4 4 1 1
4-insertions_4 475 1795 2.06 5 5 5 1374 125
1-FullIns_3 30 100 3.06 4 4 4 0 0
1-FullIns_4 93 593 3.12 5 5 5 1 1
1-FullIns_5 282 3247 3.17 6 6 6 871 125
2-FullIns_3 52 201 4.02 5 5 5 0 0
2-FullIns_4 212 1621 4.05 6 6 6 234 19
3-FullIns_3 80 346 5.00 6 6 6 0 0
4-FullIns_3 114 541 6.00 7 7 7 1 1
5-FullIns_3 154 792 7.00 8 8 8 4 3
queen8 64 728 7.99 9 9 10 11 13 3
queen9 81 1056 8.99 10 10 12 13 45 10
queen10 100 1470 9.99 11 12 14 14 131 49
queen11 121 1980 10.99 11 13 13 15 321 250
queen12 144 2596 11.99 13 14 14 17 918 255
queen13 169 3328 12.99 13 15 15 18 2386 1473
dsjc125.1 125 736 4.10 5 6 6 6 47 12
dsjc125.5 125 3891 11.78 17 19 20 21 2202 646
dsjc250.1 250 3218 4.90 8 10 10 11 4947 1180
Let w dominate v and let c′ be a k-coloring of G − v. Then it can be extended to a proper coloring of G by deﬁning
c(v) := c′(w). By dropping low-degree and dominated vertices the size of the graph decreases. This speeds up our
heuristic, but much more interesting is the reduction of the number of the colors used on some of our test graphs.
(Notice that we may drop low-degree and dominated vertices in any recursive call of our heuristic.)
Soft edges and soft neighborhood: Let X be a near-optimal solution of (13). We deﬁne soft neighborhood S(v) of
vertex v ∈ V by
S(v) := {u|xuv0}.
Notice that N(v) ⊆ S(v) since xuv = 0 when (uv) ∈ E.
The soft neighborhood S(v) contains the vertices adjacent to v and all vertices connected to v by a soft edge (xuv0).
Karger–Motwani–Sudan’s interpretation of the matrixX suggests that each vertex in S(v) has to be colored differently
from v.
Vertex w softly dominates vertex v if
(vw) /∈E and N(v) ⊆ S(w).
In any recursive call of our heuristic, instead of merging the elements corresponding to the largest element in X,
we may drop a softly dominated vertex if there is any.
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4. Numerical results
4.1. Interior point methods
We applied a primal-dual predictor–corrector IPM1 to solve (14) with the dual
¯(G) = max{trace(JW) : trace(W) = 1, wij = 0 ∀(ij) /∈E,W0}. (16)
The stopping criterion was duality gap less then 10−2. It is interesting that smaller duality gaps have not improved the
quality of the coloring. This suggests that a faster ﬁrst-order algorithm like [5,15] could produce the colorings of the
same quality while speeding up the computations dramatically.
Let Z be a near-optimal solution of (14) and X the corresponding solution of (13). Then by (10) zij = txij − 1
where t .= ¯(G). Our experience on random graphs shows that it is usually safe to (one by one) merge all the pairs of
vertices corresponding to large elements zij 0.4(G¯) before recomputing (G¯). We also consider an element zij to
be large, if it is close to (i.e. 99% of) the largest off-diagonal value in Z.
The numerical results in Tables 1 and 2 were obtained on 3000MHz PC with 1GB RAM, running Linux, on small
and medium sized DIMACS graph coloring challenge graphs downloaded from http://mat.gsia.cmu.edu/COLOR03.
The computed Lovász theta numbers are rounded downward. All three heuristics denoted by “Each”, “Many” and
“Once” are SDP based. Heuristic labeled “Once” introduced by Benson andYe [1] gives coloring based on Lovász-type
bound which is iteratively improved by a fast heuristic without recomputing the bound. Columns labeled “Each” and
“Many” correspond to our heuristics which recompute -number in each iteration or recycle the matrix X until there
are no remaining large entries in it, respectively. Numerical results clearly show that recomputing -number improves
the quality of coloring (although we have not improved the computed coloring by any faster heuristic).
Remark 6. Consider A = {u, v} where (uv) /∈E. Then (G)(G/A) and also ¯(G) ¯(G/A).
Proof. The ﬁrst is obvious since coloring of G/A deﬁnes a coloring of G.
Let W be the optimal solution of (16) for the graph G. Since (uv) /∈E, wuv = 0. In a slight abuse of notation deﬁne
a symmetric (n − 1) × (n − 1) matrix W ′ by
w′ij =
⎧⎪⎨
⎪⎩
wij , i, j /∈A,
wuj + wvj , i = a,
wiu + wiv, j = a,
wuu + wvv, i, j = a.
This roughly corresponds to summing the uth and vth rows into a new row a and the same for columns. Since W ′ is
feasible for (16) for graph G/A, ¯(G/A) trace(Jn−1W ′) = trace(JnW) = ¯(G). 
Notice that this W ′ can be used as a warm-start solution.A similar strategy (applying averaging instead of summing,
and projecting) yields a primal warm-start solution. These strategies saved up to about a quarter of time.
4.2. Dense graphs
We consider a graph to be dense if it has less nonedges (pairs (ij) /∈E) than edges. On the dense graphs the following
function suggested in [22] can be computed efﬁciently (compare results on the graph labeled dsjc125.5 in Tables 1
and 2):
+(G) := min{t : xii = 1 ∀i ∈ V, xij = 0 ∀(ij) ∈ E, xij 0,
xij + xik − xjk1 ∀i, j, k ∈ V, tX − J0}. (17)
The minimum is taken over a bigger set than in (13) but smaller than in (12) (the binary variables of (12) satisfy the
triangle inequalities by (7), so ¯(G)+(G)(G)).
1 Algorithms for computing all versions of Lovász -number used in this paper are described in [9]. The Matlab codes with C interfaces for the
corresponding heuristics are available on http://www.uni-klu.ac.at/or.
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Table 2
Computational results on dense graphs
Graph Nodes Edges Nonedges +(G¯) (G) Colors Time in seconds
dsjc125.9 125 6961 789 37.80 42 45 32
dsjc125.5 125 3891 3859 11.85 17 19 2421
dsjc250.9 250 27897 3228 55.21 72 75 2739
Table 3
Computational results obtained by a boundary point method
Graph Nodes (G) Colors Time in minutes
“Low” “High” “Low” “High”
queen15 225 15 17 18 79 129
le450_15b 450 15 17 16 141 217
le450_15c 450 15 17 20 181 394
le450_25b 450 25 25 26 6 38
dsjc500.5 500 48 56 56 253 733
dsjc1000.5 1000 84 105 3952
A feasible matrix X in (17) is a convex combination of (G)-coloring matrix or matrices, k-coloring matrices with
k > (G) and an infeasible part consisting of edge matrices which are not positive deﬁnite (and which often make
+(G)< (G)). Since the infeasible part of an optimal matrix solution of (13) can have negative entries, we believe
that an optimum of (17) better approximates the (G)-coloring matrix than an optimum X of (13). So an efﬁcient
heuristic on dense (or almost dense) graphs can be based on (8). However, solving (17) by an IPM requires computing
Cholesky decomposition of an m¯ × m¯ system matrix in each iteration of the IPM where m¯ stands for number of the
nonedges.
The graphs in our heuristics become denser and denser (and a clique in the last call). So this heuristic could be
applied when the graph becomes dense enough. However, numerical experience has shown that the considered graphs
become dense only in the last few (up to 50) calls. But then a good strategy would be to simply use an exact coloring
algorithm to optimally color the graph when it becomes small enough.
In numerical experiments on small dense and sparse graphs, applying (17) instead of (13) generally produces better
colorings. So on sparse graphs we successfully considered strengthening (13) by only a few inequalities from (17).2
4.3. Time complexity
IPMs are nowadays the most popular tool for solving SDP as they can solve SDP to any ﬁxed precision (in our case
10−2) in a polynomial time. In fact, on graphs considered in Table 1 solving the primal-dual pair (14)–(16) required
about six iterations for the original graph and about half that many on graphs obtained by merging and dropping vertices
in the latter recursive calls. However, IPMs are not applicable for larger graphs since they require storing (in RAM) a
very large (n+m)× (n+m) system matrix K. The most time consuming operation in solving (14) by IPM is applying
Cholesky decomposition to ﬁnd the search direction x deﬁned by equation of type Kx = r . In order to be able to
color larger graphs these vectors need to be computed by an improved conjugate gradient method like [26].3 However,
since the system matrix becomes very ill-conditioned as one approaches an optimum, estimating Lovász theta function
by a ﬁrst-order method might be preferred.
In Table 3 we report some preliminary numerical experience with a recently introduced boundary point method
[24] which can much faster than an IPM ﬁnd almost feasible suboptimal solutions of pair (14)–(16).4 Its space
2 For graph G/A the natural choice is the most violated inequalities while computing the bound on G, see [8].
3 Iterative methods utilize the fact that computing Kx requires at most 6n2 ﬂops while n>n + e.
4 Of course, we switch back to an IPM in the latter recursive calls of Coloring heuristic 1 as soon as the graph becomes small enough.
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complexity isO(n2).Themajor computational effort in this boundarypointmethod corresponds to computing eigenvalue
decomposition of n2 matrix to insure positive semideﬁniteness of the next iterate. Another advantage of the boundary
pointmethod is that it requiresmuch smaller accuracy to produce good colorings. InTable 3 columns “High” correspond
to solving (14)–(16) with a comparable accuracy regarding duality gap and feasibility as in Table 1, while columns
labeled “Low” correspond to a signiﬁcantly lower accuracy. Both versions required up to several hundred eigenvalue
decompositions for solving pair (14)–(16) while producing colorings of the same quality. So in Table 3 we report only
the DIMACS benchmark instances for which the quality differs and also two random graphs. These results stimulate
further research in detection of large entries in suboptimal matrix solution Z of (14) obtained by a boundary point
method in earlier iterations.
Also notice that our Coloring heuristic 1 can easily be randomized by changing the step (3) into
(3′′) Randomly choose one of the (few) largest off-diagonal element in X.
(In this case we have to solve (14)–(16) by a fast boundary point method or by even faster but less accurate spectral
bundle method [15].)
5. Discussion and outlook
Number of colors: A merger of two vertices resulting in a big increase of Lovász -number (see Remark 6) might
reveal that a mistake, resulting in increased number of colors, has been made. But undoing such a mistake can be quite
expensive. Another approach might be to use the coloring c at each step (5) of our heuristic as an initial solution, and
try to improve it by a faster graph coloring heuristic. An easy-to-obtain improvement on a small graph (resulting from
late recursive calls) would then be preserved since steps (5) of the preceding calls keep the number of colors constant.
Since the Lovász -function gives a good global insight in how to color the graph we used TABU [17], a fast local
search based on iterated greedy algorithm, to improve the coloring c computed in step (5) (in each recursive call).
Preliminary tests show that combining recycling strategy with TABU outperforms our original heuristic in terms of
speed and even quality (e.g. it swiftly improves a nine-coloring of the graph queen7 produced by our heuristic to an
optimal seven-coloring).
A further improvement would be to use all strategies for merging (the largest element in X, soft dominance, parallel
rows, tight triangles, information from eigenvectors) simultaneously by validating which one is expected to behave
best on current step, or by checking whether they all suggest the same merger.
The coloring produced by our SDP approach could be used as a “fresh-blood” parent in a genetic algorithm. On the
other hand, our heuristics could be used to try to improve a k-coloring c of the graph G produced by another heuristic
which is motivated by search for large stable sets. Parts of such stable sets which remain in the same stable set (colored
by the same color) through many iterations are natural candidates for merging into a single vertex like in the step 4 of
our algorithm. If the so-obtained graph G′ is small enough our approach could be applied to try to ﬁnd a better coloring
c′ of G′ with k′ <k colors as (15) deﬁnes a k′-coloring of G.
Max-k-cut: In practical applications the number of available colors is often limited. For example there may be
only k available frequencies. It sufﬁces to ﬁnd an almost proper k-coloring which minimizes the number of conﬂicts
(improperly colored edges). The Karger–Motwani–Sudan semicoloring perfectly serves this task. The performance
guaranties are reported by de Klerk et al. [6] (2000). Again the SDP formulation of Lovász -number gives a global
insight into the problem so that it is not surprising that local search considerably improves this solution.5
However, observe that improving this solution can bemore naturally expressed as a clustering problem, i.e. separation
of vertices into k clusters such that the distances inside a cluster are minimized. Here, the distance between the vertices
i and j is small if xij is large, large if xij is small and (increasingly) large if (ij) ∈ E. Such problems can be very
efﬁciently solved by reruns of a very fast k-median algorithm suggested by Bradley, et al. [2].
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I. Dukanovic, F. Rendl / Discrete Applied Mathematics 156 (2008) 180–189 189
References
[1] S. Benson, Y. Ye, Approximating maximum stable set and minimum graph coloring problems with the positive semideﬁnite relaxation, in:
Applications and Algorithms of Complementarity, Kluwer Academic Publishers, Dordrecht, 2000, pp. 1–18.
[2] P.S. Bradley, O.L. Mangasarian, W.N. Street, Clustering via concave minimization, in: M.C. Mozer, M.I. Jordan, T. Petsche (Eds.), Advances
in Neural Information Processing Systems, vol. 9, The MIT Press, Cambridge, MA, 1997, p. 368.
[3] D. Brélaz, New methods to color the vertices of a graph, Comm. ASM 22 (4) (1979) 252–256.
[4] J.R. Brown, Chromatic scheduling and the chromatic number problem, Management Sci. 19 (4) (1972) 456–463.
[5] S. Burer, R.D.C. Monteiro, A nonlinear programming algorithm for solving semideﬁnite programs via low-rank factorization, Math.
Programming 95 (2003) 329–357.
[6] E. de Klerk, D.V. Pasechnik, J.P. Warners, On approximate graph colouring and max-k-cut algorithms based on the -function, J. Combin.
Optim. 8 (2004) 267–294.
[7] D. De Werra, Heuristics for graph coloring, Computing 7 (1990) 191–208.
[8] I. Dukanovic, Semideﬁnite programming applied to graph coloring problem, Ph.D.Thesis, University of Klagenfurt,Austria, 2007, forthcoming.
[9] I. Dukanovic, F. Rendl, Semideﬁnite programming relaxations for graph coloring and maximal clique problems, Math. Programming 109
(2007) 345–365.
[10] C. Fleurent, J.A. Ferland, Genetic and hybrid algorithms for graph coloring, Ann. Oper. Res. 63 (1996) 437–461.
[11] P. Galinier, J.K. Hao, Hybrid evolutionary algorithms for graph coloring, J. Combin. Optim. 3 (1999) 379–397.
[12] M.R. Garey, D.S. Johnson, Computers and Intractability: a Guide to the Theory of NP-Completeness, W.H. Freeman, NewYork, 1979.
[13] C.A. Glass,A. Pruegel-Bennett, Genetic algorithm for graph coloring: exploration of Galinier and Hao’s algorithm, J. Combin. Optim. 7 (2003)
229–236.
[14] M.X. Goemans, Semideﬁnite programming in combinatorial optimization, Math. Programming 79 (1997) 143–162.
[15] C. Helmberg, F. Rendl, A spectral bundle method for semideﬁnite programming, SIAM J. Optim. 10 (2000) 673–696.
[16] F. Herrmann, A. Hertz, Finding the chromatic number by means of critical graphs, ACM J. Experimental Algorithms 7 (2002) 10.
[17] A. Hertz, D. De Werra, Using tabu search for graph coloring, Computing 39 (1987) 345–351.
[18] D. Karger, R. Motwani, M. Sudan, Approximate graph coloring by semideﬁnite programming, J. Assoc. Comput. Mach. 45 (1998) 246–265.
[19] M. Kubale, B. Jackowski, A generalized implicit enumeration algorithm for graph coloring, Comm. ACM 28 (4) (1985) 412–418.
[20] L. Lovász, On the Shannon capacity of a graph, IEEE Trans. Inform. Theory 25 (1979) 1–7.
[21] A. Mehrotra, M.A. Trick, A column generation approach for exact graph coloring, INFORMS J. Comput. 8 (1996) 344–354.
[22] P. Meurdesoif, Strengthening the Lovász (G¯) bound for graph coloring, Math. Programming 102 (2005) 577–588.
[23] J. Peemöller, A correction to Brélaz’s modiﬁcation of Brown’s coloring algorithm, Comm. ACM 26 (8) (1983) 593–597.
[24] J. Povh, F. Rendl, A. Wiegele, A boundary point method to solve semideﬁnite programs, Computing 78 (2006) 277–286.
[25] M.J. Todd, Semideﬁnite optimization, Acta Numer. 10 (2001) 515–560.
[26] K.C. Toh, M. Kojima, Solving some large scale semideﬁnite programs via the conjugate residual method, SIAM J. Optim. 12 (2002) 669–691.
[27] M. Trick, Network resources for coloring a graph. http://mat.gsia.cmu.edu/COLOR/color.html, 1994.
