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résumé et mots clés
L’objet de l’article est de présenter divers aspects des traitements statistiques des images utilisant des modèles de
Markov. En choisissant pour cadre la segmentation statistique nous rappelons brièvement la nature et l’intérêt des
traitements probabilistes et présentons les modèles de Markov cachés classiques : champs, chaînes, et arbres. Les
méthodes bayésiennes de segmentation sont décrites, ainsi que les grandes familles des méthodes d’apprentis-
sage. Quelques modèles ou méthodes de traitements plus récents comme les modèles de Markov Couple et Triplet,
la fusion de Dempster-Shafer dans le contexte markovien, ou l’estimation des mélanges généralisés sont égale-
ment présentés. Nous terminons par une liste non exhaustive des divers prolongements des méthodes et modèles
vers l’imagerie multidimensionnelle, multisenseurs, multirésolution. Des liens avec les modèles graphiques géné-
raux sont également brièvement décrits.
Champs de Markov, chaînes de Markov, arbres de Markov, segmentation bayésienne d’images, Espérance-
Maximisation, Estimation conditionnelle itérative, segmentation floue, fusion Dempster-Shafer, théorie de l’évi-
dence, Markov couple, Markov triplet.
abstract and key words
The aim of this paper is to present some aspects of Markov model based statistical image processing. After a brief
review of statistical processing in image segmentation, classical Markov models (fields, chains, and trees) used in
image processing are developed. Bayesian methods of segmentation are then described and different general
parameter estimation methods are presented. More recent models and processing techniques, such as Pairwise and
Triplet Markov models, Dempster-Shafer fusion in a Markov context, and generalized mixture estimation, are then
discussed. We conclude with a nonexhaustive desciption of candidate extensions to multidimensional, multisensor,
and multiresolution imagery. Connections with general graphical models are also highlighted.
Markov fields, Markov chains, Markov trees, Bayesian image segmentation, Expectation-Maximization, Iterative
Conditional Estimation, Fuzzy segmentation, Dempster-Shafer fusion, theory of evidence, pairwise Markov models,
triplet Markov models.
1. introduction
L’objet de cet article est de discuter l’intérêt que peuvent pré-
senter les modélisations probabilistes et les traitements statis-
tiques en imagerie, avec un accent particulier mis sur l’utilisa-
tion des modèles Markoviens. Le cadre illustratif choisi est celui
de la segmentation. Ce problème est simple dans sa formulation
et important dans les applications, ce qui nous semble bien adap-
té pour exposer la nature et l’intérêt profonds des méthodes de
traitement probabilistes en imagerie. 
La segmentation des images figure donc parmi les problèmes les
plus important en imagerie. Dans certaines situations le résultat
d’une segmentation fournit directement la solution à un problè-
me posé ; dans d’autres, il sert de point de départ à d’autres trai-
tements. L’essor des méthodes markoviennes date de l’introduc-
tion des champs de Markov cachés [11, 37, 63], qui ont permis
de contourner, de manière rigoureuse et particulièrement élé-
gante, les problèmes liés aux temps de calcul prohibitifs, ces
derniers étant simplement dus au nombre généralement impor-
tant des pixels dans une image. L’intérêt de telles méthodes est
de pouvoir prendre des « décisions » (classifications, estima-
tions, filtrages, restaurations, ...) localement à partir de toute
l’information disponible dans l’image. Le succès de ce type de
méthode est dû à leurs aptitude à produire, lorsque les divers
bruits présents dans l’image considérée sont importants et
lorsque les données correspondent bien au modèle utilisé, des
résultats spectaculaires, dépassant parfois les capacités de l’œil
humain.
La segmentation statistique des images trouve de nombreuses
applications dans les domaines de traitement d’images les plus
divers. Il existe désormais une riche bibliographie, qui pourra
être, en particulier, consultée dans les ouvrages généraux
comme [18, 111]. En particulier, en imagerie satellitaire ou
aérienne de telles méthodes ont été utilisées à diverses fins
comme, à titre d’exemple, la classification des zones ou l’extrac-
tion des structures, l’interprétation des scènes, ... [8, 10, 13, 15,
19, 22, 24, 27, 28, 30, 33, 35, 42, 47, 49, 55, 56, 58, 59, 62, 65,
74, 78, 87, 90, 91, 98, 106, 107]. En imagerie sonar, où les
images obtenues sont souvent relativement bruitées, les
méthodes statistiques de traitement fondées sur des modèles de
Markov sont également bien adaptées [66, 67, 69, 113] et il en
est de même dans de nombreuses situations se présentant en
imagerie médicale [20, 26, 46, 68, 70, 75, 94, 95, 112]. Citons
également des exemples d’application en vision par ordinateur
[36, 39, 45, 73], ou encore imagerie industrielle [12, 48].
L’organisation de l’article est la suivante :
La nature de la classification bayésienne et son intérêt sont pré-
sentés de manière intuitive, dans un cadre général et en dehors
des modèles de Markov, dans la section suivante. La section 3
contient une description des modèles de Markov cachés clas-
siques : champs, chaînes, et arbres, ainsi que celle des méthodes
bayésiennes associées. La section 4 est consacrée à un modèle
récent dit champs de Markov Couple. L’importante question de
l’estimation des paramètres, permettant de rendre les traitements
automatiques, est abordée dans la section 5 avec la description,
en particulier, de trois familles générales de démarches
(Espérance-Maximisation, Estimation Conditionnelle Itérative,
et les méthodes « pleinement bayésiennes »). Diverses exten-
sions aux modèles plus complexes (multisenseur, multirésolu-
tion, imagerie tridimensionnelle, séquences d’images, modèles
graphiques généraux, fusion de Dempster-Shafer, modèles de
Markov flous,...) sont discutées dans la section 6. La dernière
section, section 7, contient les conclusions et quelques perspec-
tives.
2. modèle probabiliste et
classification bayésienne
Les modélisations probabilistes et les traitements statistiques
peuvent s’avérer d’une remarquable efficacité dans le traitement
de certains problèmes se posant en imagerie. De manière très
générale, on peut envisager de faire appel à des méthodes pro-
babilistes de traitement lorsque l’on se trouve dans une situation
réunissant les deux conditions suivantes : (i) on souhaite déter-
miner des caractéristiques de l’image, non observables directe-
ment et représentées par un élément x d’un espace X, à partir des
caractéristiques de l’image observables et représentées par un
élément y d’un espace Y ; (ii) il n’existe manifestement pas de
liens déterministes entre les y et les x (en d’autres termes, plu-
sieurs x possibles peuvent correspondre à un y observé). Le
deuxième point semble interdire définitivement tout traitement
sérieux du problème ; cependant, un traitement statistique est
souvent possible. De plus, ce type de traitement peut bénéficier
de trois qualités majeures : généralité, optimalité et souplesse.
Précisons les sens donnés à ces trois qualités dans le contexte
considéré.
Il n’existe donc pas de liens déterministes entre les y et les x ;
cependant, l’observation de y doit apporter une certaine infor-
mation sur x. Dans le contexte qui nous intéresse, cette infor-
mation est donnée par une loi de probabilité sur X et peut être
appréhendée, grâce à la loi des grands nombres, de la façon sui-
vante : si la situation se reproduit un certain nombre de fois (à y
donné), la probabilité p(A|y) (qui dépend donc de y) d’un
ensemble A ⊂ X est la proportion des x se trouvant dans A . La
« généralité » des traitements statistiques est alors assurée par la
richesse des possibilités de définir les lois de probabilités, condi-
tionnelles à y , sur X. A y fixé, cette « généralité » se traduit par
la possibilité de modélisation des situations extrêmement
diverses, allant du lien déterministe à l’indépendance totale
entre y et x. En effet, dans le premier cas la probabilité est une
masse de Dirac et dans le deuxième cas cette probabilité ne
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dépend pas de y . Il est ainsi possible de modéliser des liens 
« plus au moins » forts entre y et x. De plus, la situation où les
liens entre y et x sont déterministes apparaît comme un cas par-
ticulier des modélisations probabilistes.
Concernant l’optimalité considérons une fonction
L : X2 −→ R+ modélisant la gravité des erreurs : L(x1,x2)
représente le coût de l’erreur « on pense que x est x1 , alors que
le vrai x est x2 ». Notons que la fonction L , qui est appelée 
« fonction de perte », ou encore « fonction de coût », est indé-
pendante des modélisations probabilistes éventuellement rete-
nues. Supposons que l’on dispose d’une règle de décision
d : Y −→ X, qui associe donc à chaque y observé un x inob-
servable, et que l’on souhaite évaluer sa qualité. Connaissant la





Observons que le « risque » est une quantité très « parlante »
pour un praticien, même s’il n’a aucune connaissance particu-
lière de la théorie des probabilités. En effet, R(L ,d,y) désigne
la « perte moyenne » : si l’on utilise la règle d un nombre n suf-
fisamment grand de fois, la perte globale subie est le produit de
n par R(L ,d,y) . A y observé, on peut alors rechercher
d LB (y) ∈ X qui minimise l’intégrale (2.1) ((d LB (y) est dite 
« décision Bayésienne » liée à L), et qui minimisera la perte
globale subie après n décisions. Il reste à préciser une dernière
généralisation. Lorsque l’on est confronté à n expériences, les n
observations y peuvent ne pas être toutes égales et évoluer de
manière aléatoire en suivant une loi de probabilité définie sur Y.
Précisons dès à présent que cette nouvelle généralisation ne
modifie pas la solution optimale d LB , qui reste celle qui minimi-
se la perte globale. Cependant, préciser la manière dont on prend
en compte l’aspect aléatoire de y nous permettra de terminer la
modélisation probabiliste du problème. Les quantités x et y
étant aléatoires, on peut les considérer comme réalisations des
variables aléatoires X et Y. La loi p(x,y) du couple (X,Y ) est
donnée par la loi p(y) de Y et les lois p(x |y) de X conditionnel-
le à Y. Le risque moyen associé à L et d est alors défini par
R(L ,d) = E[L(d(Y ),X)] (2.2)
et la décision Bayésienne associée à L est la décision qui mini-
mise ce risque moyen :
E
[







Finalement, la qualité d’optimalité peut se résumer de la maniè-
re suivante. Si la loi du couple (X,Y ) est connue, la règle de
décision d LB qui consiste à minimiser, pour chaque y observé, le
risque défini par (2.1), est celle parmi toutes les règles possibles,
d’origine probabiliste ou pas, qui minimise la perte globale
subie lorsque l’on traite un nombre suffisamment grand des y .
De plus, le calcul de E
[
L(d LB (Y ),X)
]
nous donne le montant de
la perte minimale.
Enfin, les méthodes probabilistes de traitement présentent une 
« souplesse » dans le sens où l’optimalité discutée ci-dessus est
adaptable à des préoccupations particulières. En effet, devant
une réalité « objective » donnée, modélisée par la loi p(x,y) du
couple (X,Y ) , deux clients peuvent avoir des préoccupations
différentes – voire contradictoires – modélisées par deux fonc-
tions de perte différentes L1, L2, qui donnent le montant de l’ar-
gent perdu, à long terme, par chacun des clients. Ces fonctions
vont définir deux règles de décisions différentes d1, d2. Ainsi d1
est optimale pour le premier client, qui perdrait plus d’argent en
appliquant d2, et d2 est optimale pour le deuxième client, qui
perdrait plus d’argent en appliquant d1.
Exemple
Considérons le problème d’établissement d’une carte d’une
région comportant deux classes « eau », notée E, et « forêt »,
notée F. Supposons que l’on souhaite travailler « pixel par 
pixel ». Cela signifie que sur chaque pixel on observe un niveau
de gris y et que l’on doit lui attribuer un x dans l’ensemble
X = {E,F}. On se trouve dans un contexte probabiliste si un
niveau de gris donné peut aussi bien correspondre à de l’eau
qu’à de la forêt, ce qui arrive fréquemment dans des images for-
tement « bruitées », fournies par des capteurs radar par exemple.
La loi p(x,y) du couple (X,Y ) peut alors être donnée par la loi
p(x) de X, qui est une probabilité sur X = {E,F} et désigne
simplement la proportion de deux classes dans la région consi-
dérée, et par les deux lois p(y|E) , p(y|F) de Y conditionnelles
à X. Notons que ces deux dernières lois modélisent simultané-
ment la « variabilité naturelle » de deux classes et diverses
dégradations dues à l’aquisition, la transmission, et la visualisa-
tion des données. Supposons que deux « clients » souhaitent se
porter acquéreur de logiciels de segmentation d’images satellite
comportant de l’eau et de la forêt. Le premier client, pour lequel
la surévaluation de la classe « eau » est plus grave que celle de
la classe « forêt », perd 1 euro quand un pixel « eau » est classé
à tort comme étant « forêt », et 5 euros quand un pixel « forêt »
est classé à tort comme étant « eau ». Un deuxième client, pour
qui la surévaluation de la classe « forêt » est plus grave que celle
de la classe « eau », perd 1 euro quand un pixel « forêt » est 
classé à tort comme étant « eau », et 10 euros quand un pixel 
« eau » est classé à tort comme étant « forêt ». Nous avons donc
L1(E,E) = L1(F,F) = 0 , L1(F,E) = 1, L1(E,F) = 5, et
L2(E,E) = L2(F,F) = 0, L2(F,E) = 10, L2(E,F) = 1. Les





p(E |y) + L(d(y),F)p(F |y) , donnent d1(y) = E si
p(E |y)  5p(F |y) , d1(y) = F si p(E |y)  5p(F |y) , et
d2(y) = E si 10p(E |y)  p(F |y) , d2(y) = F si
10p(E |y)  p(F |y) (rappelons que p(E |y) et p(F |y) sont cal-
culées à partir de p(x), p(y|E) , et p(y|F) par
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p(E |y) = p(E)p(y|E)
p(E)p(y|E) + p(F)p(y|F)
p(F |y) = p(F)p(y|F)
p(E)p(y|E) + p(F)p(y|F) .
(2.4)
Pour un nombre de pixels suffisamment grand – ce qui est pra-
tiquement toujours le cas en imagerie – la règle d1 assure ainsi
la perte minimale au premier client et la règle d2 assure la perte
minimale au deuxième client. Si le modèle probabiliste corres-
pond parfaitement à la réalité, ces règles sont optimales parmi
toutes les règles opérant « pixel par pixel », d’origine probabi-
liste ou pas.
3. modèles de Markov
cachés
3.1. méthodes locales contextuelles
L’utilisation des décisions Bayésiennes précisées dans le para-
graphe précédent peut être mise en défaut lorsque l’ensemble X
est de cardinal important. En reprenant la situation de l’exemple
ci-dessus, notons S l’ensemble des pixels et considérons les 
« champs aléatoires » X = (Xs)s∈S , Y = (Ys)s∈S , (notons que X
et Y de l’exemple 2.1 deviennent respectivement Xs et Ys). Nous
avons vu qu’il était possible d’établir une carte de manière opti-
male en procédant « pixel par pixel ». Pour chaque s dans S, les
variables Xs et Ys sont à valeurs dans X = {E,F} et Y = R res-
pectivement. La réalisation Xs = xs peut être estimée de maniè-
re optimale à partir de la réalisation Ys = ys ; cependant, il est
légitime d’imaginer que d’autres Yt = yt contiennent de l’infor-
mation utile à la classification du pixel s. En d’autres termes,
pour attribuer une classe à s, regarder les niveaux de gris sur s et
sur son voisinage devrait être plus efficace que de le regarder
uniquement sur s. On peut effectivement montrer que lorsque
l’on utilise un voisinage Vs de s, l’utilisation de YVs = (Yt)t∈Vs à
la place de Ys permet d’améliorer l’efficacité des stratégies
Bayésiennes : pour toute fonction de perte L , la perte moyenne
minimale E
[
L(d LB (YVs ),Xs)
]





. De telles méthodes de
traitement, dites « locales contextuelles », ont été utilisées et
donnent dans certaines situations des résultats de qualité suffi-
sante ; cependant, on se heurte rapidement à des problèmes de
calcul lorsque la taille de Vs croît. Pour deux classes, il est ainsi
difficile de prendre en compte des voisinages de taille supérieu-
re à huit. Le nombre de pixels étant couramment de l’ordre de
cinquante mille, on est en droit d’imaginer qu’une partie non
négligeable de l’information disponible ne peut être exploitée
par les méthodes locales.
3.2. champs de Markov cachés
L’introduction des champs de Markov cachés [11, 37, 63] a per-
mis de contourner, de manière particulièrement élégante, les
problèmes de calcul mentionnés dans le paragraphe précédent.
Afin de fixer les idées, nous considérerons le problème de la
segmentation statistique d’image. Pour S l’ensemble des pixels,
on considère deux ensembles de variables aléatoires
X = (Xs)s∈S et Y = (Ys)s∈S , appelés « champs aléatoires ».
Chaque Xs prend ses valeurs dans un ensemble fini de classes
 = {ω1,. . . ,ωk} et chaque Ys prend ses valeurs dans R. Nous
considérons ici la variable cachée à valeurs discrètes car nous
avons choisi la segmentation d’image comme cadre illustratif ;
cependant, d’autres problèmes comme déconvolution et divers
filtrages [14, 48, 72, 118], auraient pu être choisis, auquel cas la
variable cachée pourrait éventuellement être à valeurs continues.
En admettant que l’ensemble S contient N pixels, nous avons
donc X = N et Y = RN , ce qui rend les calculs explicites des
décisions Bayésiennes du paragraphe précédent impossibles
pour les tailles courantes des images. Comment manier les pro-
cessus X = (Xs)s∈S et Y = (Ys)s∈S , qui peuvent comporter, cha-
cun, plus d’un million de composantes ? Cela devient possible
en adoptant pour la loi du couple (X,Y ) le modèle dit « champ
de Markov caché ». La loi du couple (X,Y ) étant donnée par
p(x), la loi de X, et p(x |y), la loi de Y conditionnelle à X, expli-
citons ces deux lois dans le cadre d’un tel modèle. Le champ
aléatoire X est un champ de Markov par rapport à un système de
voisinage V = (Vs)s∈S, avec la forme des indépendante de Vs,
si sa loi est de la forme








avec C l’ensemble des cliques, une clique étant soit un single-
ton, soit un ensemble des pixels mutuellement voisins au sens de
V (la fonction U(x) =
∑
c∈C
ϕc(xc) est dite « énergie »). Les
fonctions ϕc, dites « fonctions de potentiel », traduisent ainsi une
connaissance a priori d’une prédominance de certaines configu-
ration part rapport à d’autres. A titre d’exemple, on utilise fré-
quemment les voisinages composés de quatre plus proches voi-
sins, où les cliques sont les singletons, les ensembles contenant
deux pixels voisins horizontalement, et les ensembles contenant
deux pixels voisins verticalement. Notons qu’un champ X dont
la loi est de forme vérifiant (3.1) vérifie l’hypothèse de marko-
vianité suivante : pour tout s ∈ S, la loi de Xs conditionnelle à
(Xt)t =s est égale à sa loi conditionnelle à (Xt)t∈Vs : la loi de Xs
conditionnelle à toutes les autres réalisations ne dépend que des
réalisations sur le voisinage. En d’autres termes, Xs et (Xt)t ∈Vs
sont indépendants conditionnellement à (Xt)t∈Vs. Cependant,
notons que cette indépendance n’a plus lieu lorsque l’on suppri-
me le conditionnement ; dans un champ de Markov, deux
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variables Xs,Xt sont toujours dépendantes, quelle que soit la
position des pixels s,t dans S.
La formule (3.1) ne permet pas le calcul de p(x) car la constan-
te γ est inconnue ; cependant, et c’est cette propriété qui est fon-
damentale pour la suite, la loi de Xs conditionnelle à la restric-
tion de X au voisinage est calculable par

















où c = c − {s} (la somme 
∑
c∈C,s∈c
ϕc(xs,xc) est prise sur les cli-
ques c ∈ C telles que s ∈ c, le pixel s étant fixé). Pour des voi-
sinages de taille raisonnable (quatre, huit, voire douze voisins)
le nombre des cliques contenant un pixel donné reste raison-
nable et le calcul explicite de (3.2) est possible. Ce dernier per-
met alors de proposer des méthodes itératives de simulation de
X selon sa loi Markovienne (3.1). Parmi les différentes
méthodes, mentionnons l’échantillonneur de Gibbs, dont le
déroulement est le suivant. Considérons un x0 ∈ N quelconque
et, en faisant parcourir à s l’ensemble S, dans un balayage «
ligne par ligne » par exemple, faisons, pour chaque s, un tirage
aléatoire dans selon la loi (3.2). Dans ces tirages, on tient comp-
te, pour chaque s, des nouvelles valeurs de certains pixels de son
voisinage obtenues dans les tirages précédents, éventuellement
différentes de celles qui composent x0 . Notons x1 l’élément de
N (qui est une image de classes, ou une carte) obtenu après le
balayage complet de S et recommençons, avec x1 à la place de
x0 , et ainsi de suite... On obtient une suite de réalisations
X1 = x1, X2 = x2, ... d’un processus aléatoire X1, X2, ... qui est
une chaîne de Markov à valeurs dans N. On montre alors, en
utilisant des propriétés élémentaires des chaînes de Markov, que
le processus X1, X2, ... converge en loi vers (3.1). 
Il est ainsi possible de simuler, et c’est ce fait là qui est à l’ori-
gine des possibilités du contournement des problèmes de calcul
mentionnés dans le paragraphe précédent, des réalisations de X
selon la loi donnée par (3.1).
Remarquons que le calcul de la constante γ est généralement
impossible à cause du nombre trop important des réalisations
possibles de X ; cependant, il existe des techniques de son
approximation déterministes [6] ou stochastiques [88]. La
connaissance de la valeur approchée de γ peut alors être utile
dans la recherche des solutions d’un certain nombre de pro-
blèmes d’estimation des paramètres ou de tests [88], ces derniers
servant à un choix, dans une famille des modèles admissibles, de
celui le mieux adapté aux données en présence.
L’échantillonneur de Gibbs est un cas particulier des démarches
générales connues sous l’appellation « Méthodes de Monte
Carlo par Chaînes de Markov » (MCMC [92, 111]), dont la pro-
blématique est la suivante. On souhaite simuler une loi p(x) trop
compliquée pour que l’on puisse le faire directement. On
construit alors des probabilités de transitions p(xi+1|xi ) , suffi-
samment simples pour permettre leurs simulations, définissant
une chaîne de Markov dont les lois marginales tendent vers
p(x). Cette construction permet de faire des simulations de p(x)
« à la limite », en faisant un nombre suffisant de simulations
selon les transitions. Notons qu’en dehors de l’échantillonneur
de Gibbs il existe une autre technique, dite de « Hasting-
Metropolis », faisant parties des méthodes MCMC et couram-
ment utilisée dans le contexte des champs de Markov.
La loi p(x) étant définie par (3.1), il reste à définir les lois
p(x |y). Leur forme la plus simple, couramment utilisée, est (on
suppose les fxs , qui sont les densités des lois de Ys condition-










La loi de (X,Y ) est alors 












et la loi de a posteriori p(x |y), qui est proportionnelle, à une
constante dépendant de y près, à p(x,y) = p(x)p(y|x) , s’écrit 












Nous constatons que (3.5) diffère de (3.1) par la présence d’une
somme sur les pixels ; les singletons étant toujours des cliques,
la structure Markovienne donnée par (3.1) est ainsi préservée
(notons que γ (y) = 1∑
x∈N
p(x,y)
, avec p(x,y) donnée par
(3.4)).
3.3. segmentation bayésienne 
avec les champs de markov cachés
Il est ainsi possible de simuler des réalisations de X selon sa loi 
a posteriori (3.5) en utilisant les lois conditionnelles (3.2), avec
ϕc(xs,xc) − Log( fxs (ys)) à la place de ϕc(xs,xc), et l’échan-
tillonneur de Gibbs, ce qui permet la mise en place des diffé-
rentes stratégies Bayésiennes de segmentation. Parmi ces der-
nières, les stratégies « Maximum des Marginales a posteriori »
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(MPM [63]) et le « Maximum a posteriori » (MAP [37]), qui




et L2(x1,x2) = 1[x1 =x2] , sont le plus fréquemment utilisées.
Notons la différence intuitive entre ces deux fonctions de perte :
la première mesure la perte par la proportion des pixels mal clas-
sés, alors que la deuxième pénalise de la même manière toutes
les images de classes différentes de la vraie image, même si la
différence porte sur un seul pixel. A priori, la fonction L2 peut
sembler quelque peu brutale car si la différence porte sur un seul
pixel une telle erreur est généralement négligeable ; ainsi la
fonction L1 peut apparaître comme plus souple et mieux adap-
tée aux besoins classiques. Cependant, cette dernière n’est pas
exempte de critiques. Supposons que la vraie image x2 soit un
damier « noir et blanc » et l’image estimée x1 est obtenue par le
décalage d’un pixel sur la droite (par exemple) : tous les pixels
sont alors différents et donc L2(x1,x2) est maximale, ce qui
modélise mal le fait que les deux damiers x1 et x2 apparaîtrons,
à l’œil, comme identiques. Bien entendu, toute autre fonction de
perte pourrait être utilisée ; cependant, cet aspect des méthodes
bayésiennes de segmentation ne semble pas susciter un intérêt
des utilisateurs. Cet état de choses est probablement dû au fait,
relativement curieux, que l’utilisation de L1 mène à des résultats
souvent très comparables à ceux obtenus en utilisant L2.
La stratégie MPM s’écrit :
x̂ M P M = d1(y), avec x̂ M P Ms = argmax
ω∈
p(xs = ω|y] (3.6)
Le calcul explicite des marginales a posteriori p(xs |y) figurant
dans (3.6) n’est pas possible ; cependant, en désignant par x1 , ...,
xn les images simulées selon p(x |y), elle peuvent être aisément
estimées par 
p̂(xs = ω|y) =
1[x1s =ω] + . . . + 1[xns =ω]
n
(3.7)
ce qui permet la mise en place de MPM. Nous voyons que (3.6)
répond aux interrogations du sous-paragraphe précédent et per-
met d’effectuer la recherche de chaque x̂s à partir de toute l’in-
formation disponible Y = y. Le calcul explicite des marginales
a posteriori p(xs |ys) (voir (2.4) de l’exemple 2.2) a été rempla-
cé par une estimation, utilisant une technique de type MCMC,
des p(xs |y) .
La stratégie MAP s’écrit :
x̂ M AP = d2(y) = argmax
x
p(x |y) (3.8)
et peut être approchée soit par le très élégant algorithme de 
« recuit simulé » [37], soit par des algorithmes rapides comme
l’algorithme « Iterated Conditional Mode » (ICM [11]). Dans 
le premier, on introduit dans l’énergie U de (3.5) la « tempéra-
ture » T > 0 en posant UT (x,y) = U(x,y)/T . En choisissant
une suite (Tn) décroissante et tendant vers 0, notons xn une réa-
lisation de X simulée selon (3.5), avec UTn à la place de U . On
montre alors que si la décroissance de (Tn) est suffisamment
lente, la suite (xn) tend vers x̂ donné par (3.8) (lorsque plusieurs
x̂ vérifient (3.8), p(xn|y) tend vers le maximum absolu sans que
la suite (xn) converge nécessairement vers un élément donné
parmi ces x̂ ). Dans les cas des modèles complexes, l’algorithme
du recuit simulé peut être éventuellement accéléré par des tech-
niques de parallèlisation [3, 52, 105, 116]. L’algorithme ICM
ressemble à l’échantillonneur de Gibbs : on effectue des
balayages de l’ensemble des pixels et pour chaque s ∈ S on rem-
place la valeur courante x̂s par une nouvelle valeur x̂s′ (avec,
éventuellement, x̂s = x̂s′) obtenue par la maximisation de la pro-
babilité p(xs |̂xVs ,y) (dans l’échantillonneur de Gibbs, la nouvel-
le valeur est obtenue par le tirage aléatoire selon cette même
probabilité). On obtient ainsi une suite déterministe x̂1 , ..., x̂ n
telle que la suite p(̂x1|y), ..., p(̂xn|y) est croissante ; cependant,
sa convergence vers x̂ M AP donné par (3.8) n’est pas assurée. 
Exemple
Considérons le cas simple d’un champ de Markov caché 
(modèle d’Ising) relativement à quatre plus proches voisins, à k
classes  = {ω1,. . . ,ωk} . Les fonctions potentiel ϕc dans (3.1)
sont nulles sur les singletons et s’écrivent sur les cliques d’ordre
deux (formées par les couples (s,t) de voisins « horizontaux » ou
« verticaux ») ϕ(s,t)(xs,xt) = α(1 − 2δ(xs,xt)) , avec
δ(xs,xt) = 1 si xs = xt et δ(xs,xt) = −1 si xs = xt. La formule
(3.2), qui permet les tirages selon les lois conditionnelles et donc
l’utilisation de l’échantillonneur de Gibbs, prend alors une forme
simple suivante : en notant n(ωi ) le nombre des pixels t ∈ Vs
(variant de 0 à 4) tels que xt = ωi, nous avons 
p(xs = ωi |xVs )= exp α
[





2n(ωj ) − 4
]
. 
En notant f1, ..., fk les densités des lois de Ys conditionnelles à
Xs = ω1, ..., Xs = ωk , la formule analogue correspondant à la loi
a posteriori p(x |y) est 
p(xs = ωi |xVs ,y) = exp
[





α(2n(ωj ) − 4) + Log fi (ys)
]
.
Notons que la forme simple (3.3) des lois p(y|x) est équivalente
aux hypothèses 
(H1) p(ys |x) = p(ys |xs) et
(H2) les variables (Ys) sont indépendantes conditionnellement 
à X.
Ces hypothèses peuvent être affaiblies ; en effet, si l’on rempla-
ce (H1) par p(ys |x) = p(ys |xc′), avec c′ sous-ensemble de S de
petite taille et contenant s, la Markovianité de la loi a posteriori
(3.5), suffisante pour utiliser l’échantillonneur de Gibbs qui per-
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met la mise en place des décisions Bayésiennes, est préservée.
Cependant, l’ensemble des cliques C est enrichi par l’ensemble
C ′ de toutes les « cliques » c′ et donc la Markovianité de X a
posteriori est relative à un système de voisinage de taille plus
importante que sa Markovianité a priori [44]. Notons également
que des champs de Markov cachés plus perfectionnés permet-
tent de traiter le problème de détection des bords dans le cas des
classes texturées [38].
3.4. chaînes de Markov cachées
Les chaînes de Markov cachées sont parmi les modèles de
Markov cachés les plus simples et les plus anciens. Supposons
que S est ordonné et considérons, comme précédemment, un
processus d’intérêt caché X = (X1,. . . ,X N ) et un processus
observé Y = (Y1,. . . ,YN ) . Comme précédemment, chaque Xi
prend ses valeurs dans un ensemble fini de classes
 = {ω1,. . . ,ωk} et chaque Yi prend ses valeurs dans R. Le pro-
cessus X est une chaîne de Markov si pour tout 1  n  N − 1,
p(xn+1|x1,. . . ,xn) = p(xn+1|xn). La loi de X est alors donnée
par la loi de X1 et les transitions p(xn+1|xn) . En posant les
mêmes hypothèses (H1) p(yi |x) = p(yi |xi ) et (H2) les variables





A la différence des champs de Markov cachés, où les différentes
quantités d’intérêt doivent être estimées via des méthodes de
type MCMC, dans le cas de chaînes de Markov cachées ces
quantités peuvent être calculées. Plus précisément, posons
α(xi ) = p(xi ,y1,. . . ,yi ) , β(xi ) = p(yi ,. . . ,yN |xi ) . 
Ces quantités, appelées respectivement « probabilités forward »
et « probabilités backward », sont calculables par les récursions
suivantes [32] :





α(xi )p(xi+1|xi )p(yi+1|xi+1) ,
pour 1  i  N − 1 ;






pour 1  i  N − 1 .
La loi p(x |y) de X a posteriori est alors la loi d’une chaîne de






p(xi+1|xi ,y) = β(xi+1)p(xi+1|xi )p(yi+1xi+1
β(xi )
(3.10)
De plus, les marginales a posteriori sont données par :
p(xi |y) = α(xi )β(xi )∑






ce qui permet le calcul de la décision bayésienne MPM. Par
ailleurs, la solution de la décision bayésienne du MAP est éga-
lement calculable par l’algorithme de Viterbi [32].
Notons que le calcul récursif des quantités « forward » et 
« backward » est possible grâce à la présence d’un ordre total dans
l’ensemble des indices de deux processus X, Y. Nous retrouverons
l’importance de cette présence dans les modèles graphiques plus
généraux mentionnés dans la sous-section 6.7.
En résumé, le modèle par chaînes de Markov cachées permet un
calcul direct des quantités d’intérêt, alors que celui par champs de
Markov cachés fait appel à des simulations itératives, souvent
coûteuses en temps calcul, qui permettent d’estimer ces quantités.
Bien entendu, l’utilisation directe des chaînes de Markov en seg-
mentation d’images se heurte à l’absence d’un ordre naturel
dans l’ensemble bi-dimensionnel des pixels S. Une des possibi-
lités de transformation de S en une suite consiste en l’emploi des
parcours de type Hilbert-Peano [100]. De tels parcours ont été
utilisés dans le cadre de la segmentation des images fixes et ani-
mées [9], multisenseur [42], ou encore multirésolution [35], où
le caractère fractal de ces parcours peut être exploité. On obtient
ainsi des méthodes concurrentes, plus rapides mais s’appuyant
sur un modèle moins satisfaisant au plan intuitif, de celles utili-
sant les champs de Markov cachés. Laquelle de ces deux
familles doit-on utiliser dans une situation donnée ? On trouve-
ra dans [97] quelques éléments de réponses dans des situations
simples ; il apparaît que la famille des méthodes rapides peut
être compétitive. Par ailleurs, en situations complexes où le
temps d’exécution des méthodes fondées sur les champs de
Markov cachés devient prohibitif, les résultats obtenus avec les
chaînes peuvent servir des initialisations, aussi bien au niveau de
l’estimation des paramètres qu’au niveau de la segmentation
proprement dite, jouant ainsi un rôle d’accélérateur [30].
3.5. arbres de Markov cachés
Soit S un ensemble d’indices et X = (Xs)s∈S , Y = (Ys)s∈S ,
deux processus aléatoires, chaque Xs prenant ses valeurs dans
un ensemble fini de classes  = {ω1,. . . ,ωk} et chaque Ys pre-
nant ses valeurs dans R. Soit S1, ..., Sn une partition de S repré-
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sentant différentes « générations ». A chaque s ∈ Si correspond
s+ ⊂ Si+1 appelé l’ensemble des « enfants » de s, les ensembles
des enfants des éléments de Si formant une partition de Si+1. Par
ailleurs, on suppose que S1 admet un seul élément s1 appelé 
« racine », on note par s++ l’ensemble de tous les descendants
de s, et par s− son unique « père ». En unissant chaque pixel à
ses enfants par une flèche on obtient ainsi un « graphe orienté »,
qui sera noté G. Le processus X est un arbre de Markov sur G







En supposant une nouvelle fois les variables (Ys) indépendantes
conditionnellement à X et p(ys |x) = p(ys |xs) , la loi p(x,y) du
couple (X,Y ) s’écrit





p(xt |xs)p(yt |xt) (3.13)
On montre alors que la loi de X a posteriori reste une loi d’arbre
de Markov. De plus, les transitions « père-fils » a posteriori sont
calculables ainsi que les solutions explicites des décisions
Bayésiennes MPM et MAP [19, 58, 59, 93, 110]. Les arbres de
Markov généralisent ainsi les chaînes de Markov, que l’on retrou-
ve dans le cas où les générations sont réduites aux singletons.
Notons que les observations Yt peuvent exister pour certains t et
ne pas exister pour d’autres. Pour les t « sans observation » on
pose p(yt |xt) = 1 et la formule (3.13) reste valable. Nous nous
trouvons ainsi en présence d’un modèle capable de modéliser un
grand nombre de situations en imagerie.
En particulier, il peut être appliqué à la segmentation d’images
traitée dans les paragraphes précédents (une image à segmenter
avec l’ensemble des pixels Sn) seul Sn a ici une existence phy-
sique (on pose p(ys |xs) = 1 pour s ∈ S − Sn). Les ensembles
S1, ..., Sn−1, ainsi que les variables X Sn−1 = (XS1,. . . ,XSn−1)
sont artificiels et servent uniquement en tant qu’outils de calcul.
On a ainsi trois processus aléatoires X Sn−1, XSn, YSn, avec
YSn = ySn image observée, XSn = xSn image recherchée, et
X Sn−1 variables annexes. 
Remarque
Dans le cas mentionné ci-dessus, la loi de (XSn ,YSn ) est ainsi la
loi marginale de la loi de (X Sn−1,XSn ,YSn ) et sa structure, très
complexe, est également très différente de celle des champs de
Markov cachés donnée par (3.4). Cependant, les résultats obte-
nus avec ces deux modèles sont relativement proches, et chacun
d’eux améliore sensiblement les résultats des segmentations
obtenues avec la démarche « pixel par pixel », cette dernière
expression signifiant que chaque Xs est estimé à partir du seul
Ys . Ainsi tout se passe comme si l’important était de prendre en
compte le contexte spatial par le biais d’un modèle markovien,
la nature exacte de ce dernier jouant un rôle secondaire.
Un autre exemple est celui de deux images avec deux résolu-
tions différentes : (XSn−1,YSn−1) et (XSn ,YSn ) (les cardinaux des
ensembles Sn−1, Sn sont différents). Les segmentées (̂xSn−1 ,̂xSn )
sont alors obtenues à partir des images observées (ySn−1,ySn )
(notons que chacune des images x̂Sn−1, x̂Sn est obtenue à partir
de deux images observées (ySn−1,ySn ), ce qui doit améliorer la
qualité de la méthode consistant en recherches séparées de x̂Sn−1
à partir de ySn−1, et de x̂Sn à partir de ySn), les variables
X Sn−2 = (XS1,. . . ,XSn−2) n’ayant pas d’existence physique.
Enfin, on peut imaginer des cas encore plus généraux où pour
chaque « résolution » Si certains Yt sont observables et d’autres
pas (chacune des images ySi = (yt)t∈Si comporte des zones non
observées). Là encore, on peut estimer X = (Xs)s∈S , qui donne
l’ensemble des variables (Xs)s∈S , correspondant aux vraies
images ou aux variables artificielles.
Les arbres de Markov cachés apparaissent ainsi comme concur-
rents des champs de Markov cachés, avec pour atouts une plus
grande vitesse d’exécution, aussi bien des méthodes d’estima-
tion des paramètres que des méthodes de segmentation, et une
excellente adéquation au traitement des images multirésolution.
Si une certaine analogie des efficacités des deux modélisations a
pu être constatée dans des cas d’images relativement simples,
des études comparatives plus approfondies seraient nécessaires
pour pouvoir décider, a priori, quel type de modélisation est le
mieux approprié à une situation donnée.
Notons également les récents modèles « mixtes », utilisant un
champ de Markov à une résolution grossière et un arbre aux
résolutions plus fines, visant à remédier aux « effets de bloc »
pouvant apparaître dans les arbres. Ces derniers sont dus au fait
que la loi de (Xs,Xt), pour s,t ∈ Sn, est dépendante du lien de
parenté entre s et t (père commun, grand père commun et père
différent, arrière grand père commun et grand père différent, ...).
Pour des différences de résolution de deux ou trois (XSn−2 , XSn−3
ou est un champ de Markov) ces modèles peuvent atténuer les
effets de blocs tout en gardant des temps de calcul très compéti-
tifs par rapports à ceux nécessaires à l’utilisant des champs de
Markov [47, 78].
3.6. choix de modèle et de méthode
Lorsque l’on est en présence des données bruitées que l’on sou-
haite restaurer, ici une image que l’on souhaite segmenter, on se
trouve ainsi devant un grand nombre de possibilités de choix. On
peut opter pour les champs, les chaînes, ou pour les arbres de
Markov cachés ; de plus, divers modèles « hybrides » faisant
intervenir simultanément ces diverses markovianités sont envi-
sageables. Dans chacun de ces modèles se pose, par ailleurs, la
question du choix du voisinage définissant la markovianité.
Lorsque l’on a opté pour un modèle et un voisinage donné, il se
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pose encore le problème du choix du bruitage : bruit gaussien
additif, bruit gaussien général, bruit quelconque, bruit dont la
forme varie avec la classe... De plus, le nombre de classes peut
également être considéré, dans certaines situations, comme
inconnu. Nous constatons immédiatement qu’il est impossible,
du fait de la trop grande diversités des modélisations possibles,
d’imaginer une étude comparative présentant un quelconque
caractère exhaustif. Cependant, dans une situation donnée, on
peut envisager de proposer un mode de sélection, parmi une
famille limitée de modèles, de celui le mieux adapté. Dans le
cadre du choix parmi plusieurs modèles par champs de Markov
cachés on peut utiliser des approximations de type Monte Carlo
et la pseudo-vraisemblance pour la sélection de champs de
Markov lorsque ce dernier est observé [51], ou des approxima-
tions de type pseudo-vraisemblance [103] et champs moyen
[31], lorsque ce dernier est caché. Notons également l’important
problème de la détermination, à partir de l’image observée, du
nombre de classes ; en particulier, ce problème se pose dans les
études des séquences d’images où ce nombre peut évoluer au
cours du temps. Une des techniques récentes pour traiter ce pro-
blème, que l’on peut assimiler soit à un problème de sélection de
modèle, soit à celui de l’estimation des paramètres, consiste en
l’utilisation des méthodes de Monte Carlo par chaînes de
Markov « à sauts réversibles » (RJMCMC, RJ pour « reversible
jump » en anglais), où le nombre des classes apparaît comme un
paramètre que l’on estime. A titre d’exemple, citons [5] pour
l’application de telles techniques aux images à niveau de gris et
[53] pour leur application aux images couleur. Enfin, mention-
nons également une méthode de sélection automatique du
meilleur modèle, parmi les champs de Markov, les chaînes de
Markov, et un modèle local, étudiée dans des situations simples
dans [97].
4. modèles de Markov
Couple
4.1 textures 
Considérons le cas d’une seule classe dans l’image présentant
une « texture », que nous allons considérer, dans le cadre proba-
biliste retenu, comme la réalisation d’un champ aléatoire dont
les composantes sont spatialement dépendantes. Si l’on suppose
les champs aléatoires stationnaires au second ordre, il existe un
certain nombre de modèles comme les modèles de Markov,
CAR, AR, ou ARMA [44]. Les modèles de Markov sont parmi
les modèles les plus simples. A titre d’exemple, supposons que
l’image représente une forêt dont la texture est modélisée par un
champ aléatoire Y = (Ys)s∈S gaussien et markovien relative-






















où C1 est l’ensemble des pixels voisins horizontalement et C2 est
l’ensemble des pixels voisins verticalement.
4.2. Markov cachés et Markov couple
Considérons le problème de segmentation d’une image en deux
classes texturées « eau » et « forêt ». En adoptant le modèle
champs de Markov cachés, considérons X de Markov relative-
ment aux quatre plus proches voisins et supposons que les deux
textures sont modélisées par les lois de type (4.1). La loi de (X,Y )
s’écrit











β1xt ,xu (yt −yu)2 −
∑
(t,u)∈C2
β2xt ,xu (yt −yu)
]2







On reconnaît l’écriture markovienne sous l’exponentielle ; cepen-
dant, il n’est pas certain que γ (x) = γ√
det(2π(x))
admette la
même forme d’écriture. Il n’est donc pas certain que p(x |y) soit
de Markov. Cela pose problème car la markovianité de p(x |y) est
indispensable pour mettre en œuvre aussi bien les procédures
d’estimation des paramètres que les segmentations bayésiennes.
Lorsque l’on utilise les champs de Markov cachés (ce qui signi-
fiera, dans la suite, que le champ de classes X est de Markov), on
est alors amené à faire diverses approximations, qui souvent
reviennent à considérer que γ (x) dans (4.2) ne dépend pas de x
[55, 65]. En effet, la loi « approchée » p′(x |y) est alors marko-
vienne ce qui rend les divers traitements, mentionnés dans la sec-
tion précédente, possibles.
Considérer un champ de Markov Couple consiste à poser directe-
ment la markovianité du couple (X,Y ) [82]. En reprenant
l’exemple précédent, posons directement :
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avec les φc définies dans (4.2). Nous constatons que dans le
modèle Markov Couple la loi p(x |y) (qui est égale à la loi
approchée p′(x |y) obtenue dans le modèle Markov caché) est
markovienne, ce qui rend les traitements possibles sans approxi-
mation du modèle. Notons que dans le modèle de Markov
Couple la nature éventuellement markovienne de la loi du pro-
cessus X n’est nullement évidente ; en effet, en multipliant et en










. Ainsi, par rapport au
modèle de Markov caché classique on perd la markovianité de
p(x), qui n’est pas nécessaire aux traitements, et on gagne la
markovianité de p(x |y), qui est indispensable.
De manière analogue, on peut introduire les chaînes de Markov
Couple [84]. Il est alors possible de préciser des conditions sous
lesquelles la chaîne X n’est pas de Markov ; il en résulte que le
modèle « chaîne de Markov couple » Z = (X,Y ) est strictement
plus général que le modèle « chaîne de Markov cachée ».
Au plan intuitif, cette généralisation est visible lorsque l’on
considère les transitions p(zi+1|zi ) = p(xi+1,yi+1|xi ,yi ) . 
Dans une chaîne de Markov cachée classique vérifiant (3.9)
cette transition est donnée par p(xi+1,yi+1|xi ,yi ) =
p(xi+1|xi )p(yi+1|xi+1), et dans une chaîne de Markov Couple
elle est donnée par la formule générale p(xi+1,yi+1|xi ,yi )
= p(xi+1|xi ,yi )p(yi+1|xi+1,xi ,yi ) . On peut ainsi considérer que
la première est obtenue à partir de la seconde en approchant
p(xi+1|xi ,yi ) par p(xi+1|xi ) et en approchant p(yi+1|xi+1,xi ,yi )
par p(yi+1|xi+1).
Les premières études montrent que l’utilisation des chaînes de
Markov Couple peut améliorer les divers résultats de segmenta-
tions, en particulier ceux de la segmentation non supervisée des
images utilisant le parcours de Hilbert-Peano, obtenus avec les
chaînes de Markov cachés [25]. Enfin, les arbres de Markov
cachés peuvent également être généralisés aux arbres de Markov
Couple [85], dans lesquels tous les traitements et tous commen-
taires concernant les arbres de Markov cachés restent valables.
Notons également les récents modèles dits chaînes de Markov 
« Triplet » [86] et champs de Markov « Triplet » [87]. Ils sont
obtenus en introduisant un processus artificiel U = (Us)s∈S et
en considérant la markovianité du triplet (X,U,Y ) . On montre
alors que les chaînes Triplet sont plus généraux que les chaînes
Couple et autorisent néanmoins les traitements Bayésiens MPM
[86]. Enfin, il existe un lien entre les modèles de Markov Triplet
et la fusion de Dempster-Shafer [1, 99, 101], qui est précisé dans
la section 6 ci-dessous.
4.3. Markov cachés avec un bruit corrélé 
Considérons un processus de Markov (champ, chaîne, ou arbre)
X = (Xs)s∈S dont la loi est p(x). On peut alors montrer que




n’est pas une hypothèse nécessaire pour que p(x |y) soit de
Markov. En d’autres termes, on peut considérer Y = (Ys)s∈S tel
que les (Ys) ne sont pas indépendants conditionnellement à X,
avec p(x) et p(x |y) de Markov. 
On distingue ainsi quatre familles de modèles de généralité
strictement croissante : les Markov cachés avec bruit indépen-
dant, les Markov cachés avec bruit corrélé, les Markov Couple,
et les Markov Triplet.
5. apprentissage 
des Modèles de Markov
5.1. champs de Markov
Supposons que la loi de X donnée par (3.1) dépende d’un
ensemble des paramètres α, qui apparaissent dans les fonctions
« potentiel » ϕc qui deviennent ϕαc , et le problème est son esti-
mation à partir de X. La méthode générale du Maximum de











ne peut être appliquée directement car γ (α) est inconnue. La
première idée est de remplacer la vraisemblance par la « pseu-
do-vraisemblance » pv(x), qui est le logarithme du produit par




























La fonction γ (α) disparaît et on peut, sous certaines conditions,
calculer ou approcher le Maximum de la Pseudo-Vraisemblance
(MPV). De plus, MPV jouit de bonnes propriétés asymptotiques
[39]. Notons que l’emploi de la pseudo-vraisemblance peut
paraître quelque peu surprenant de prime abord ; en effet, les
bonnes propriétés du comportement asymptotique sont surtout
connues dans le cas de l’estimateur du maximum de vraisem-
blance (MV), ce dernier étant égal à MPV lorsque les données
sont indépendantes, donc en l’absence de la markovianité.
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Cependant, cette incohérence n’est qu’apparente car les bonnes
propriétés asymptotiques demeurent lorsque l’on remplace le
MV par le maximum d’une fonction « score » quelconque, dès
que cette dernière devient suffisamment « proche » de la vrai-
semblance lorsque la taille des données augmente [21].
Une deuxième méthode, que nous appellerons « Estimateur
Empirique » (EE) et qui peut être appliquée lorsque la taille du
voisinage et le nombre de classes ne sont pas trop importants,
consiste à calculer la fréquence d’apparition de chacune des
classes conditionnellement à toutes les configurations du 
voisinage, et à rechercher α qui ajuste ces fréquences aux lois
conditionnelles données par (3.2). Lorsque l’énergie 












αiUi (x) , cet ajuste-
ment peut être fait au sens des moindres carrés [44, 77]. 
Enfin, toujours sous l’hypothèse de la dépendance linéaire, on
peut montrer que :
∂pα(x)
∂αi
= Ui (x) − Eα[Ui (X)], (5.3)
l’espérance Eα[Ui (X)] pouvant être approchée par la moyenne
empirique calculée à partir des simulées de X. Il est alors pos-
sible de mettre en place des méthodes dites du gradient stochas-
tique (GS) qui permettent de trouver, sous certaines conditions,
l’estimateur du MV [114].
5.2. champs de Markov cachés
Notons α l’ensemble des paramètres donnant la loi pα(x) de X,
β l’ensemble des paramètres donnant les lois conditionnelles
pβ(y|x), et θ = (α,β) l’ensemble des paramètres que l’on
cherche à estimer. Nous nous intéressons à leur estimation à par-
tir de Y ; une telle estimation sera dite « estimation dans le cas
des données incomplètes », alors que celle effectuée à partir 
de (X,Y ) sera dite « estimation dans le cas des données com-
plètes ». Nous décrivons brièvement trois méthodes générales
d’estimation dans le cas des données incomplètes.




pα(x)pβ(y|x) , est trop complexe pour que l’on
puisse envisager le calcul direct de l’estimateur MV. Le princi-
pe de la méthode « Expectation-Maximization » (EM [64]), qui
permet de définir une suite (θn) telle que la suite (pθn (y)) est
croissante, est le suivant :
(i) on se donne un paramètre initial θ0 ;





Log(pθ (X,Y )|Y = y
] (5.4)
Notons que l’appellation EM vient du fait que (5.4) donne géné-
ralement θq+1 en deux temps : calcul de l’espérance Eθq (en
anglais « expectation »), et sa maximisation (en anglais « maxi-
mization »). La méthode EM est très largement utilisée et donne
généralement des résultats satisfaisants ; cependant, dans le
contexte des champs de Markov cachés son application est mal-
aisée et l’on doit s’écarter du principe général en utilisant
diverses approximations. Parmi ces dernières on peut citer des
approximations fondées sur des simulations stochastiques 
[17, 18, 64, 77, 89, 119], ou encore sur les « champs moyens »
[16, 29, 118]. Mentionnons également la difficulté de montrer la
convergence de la suite définie par EM, même dans le cas où les
deux phases peuvent être traitées par des calculs exacts, vers le
maximum absolu de vraisemblance. Les seuls résultats généraux
sont du type « sous de bonnes conditions la suite converge vers
un des points stationnaires », un point stationnaire étant un point
annulant le gradient de la vraisemblance. Lorsque la vraisem-
blance est suffisamment régulière, on obtient les résultats du
type « lorsque l’initialisation est suffisamment proche du maxi-
mum de vraisemblance absolu, alors la suite converge vers ledit
maximum » [64]. On constate qu’il est très difficile de vérifier
de telles hypothèses dans des situations réelles ; en effet, pour
être sûr de trouver la bonne solution on se doit de savoir où elle
se trouve. Cela dit, ce type d’hypothèse ne semble pas souvent
nécessaire et la méthode EM donne généralement de bons résul-
tats dans la pratique.
La deuxième méthode générale, appelée « Iterative Conditional
Estimation » (ICE [79, 80]) est applicable dès que l’on dispose
d’un estimateur de θ ∈  à partir des données complètes
θ̂ = θ̂ (X,Y ) et d’une méthode de simulation de X selon
pθ (x |y). Le déroulement de ICE est le suivant :
(i) on se donne un paramètre initial θ0 ;
(ii) θq+1 est défini à partir de θq et y par :
θq+1 = Eθq
[
θ̂ (X,Y )|Y = y] (5.5)
lorsque cette espérance est calculable, et par :
θq+1 = θ̂ (x
1,y) + . . . + θ̂ (xl,y)
l (5.6)
avec x1 , ..., xl simulés selon pθq (x |y), lorsqu’elle ne l’est pas.
Remarquons qu’il peut arriver d’appliquer (5.5) pour certaines
composantes de θ et (5.6) pour les composantes restant.
Nous avons vu que X pouvait être simulé selon pθ (x |y) par
l’échantillonneur de Gibbs, l’existence de θ̂ = θ̂ (X,Y ) est ainsi
la seule condition à vérifier. C’est une condition très faible car,
si l’on ne trouve pas un estimateur à partir des données com-
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plètes (x,y) il est illusoire d’en chercher un à partir des seules
données incomplètes y . Ainsi si pβ(y|x) est donnée par (3.3) et
si les k densités f1, ..., fk sont paramétrées, on peut poser
θ̂ = θ̂ (X,Y ) = (̂α(X),β̂(X,Y )) , avec pour α̂(X) l’un des esti-
mateurs du paragraphe 5.1 et pour β̂(X,Y ) les estimateurs des
moments empiriques, valables dans les cas des densités clas-
siques sur R. Bien que souffrant de l’absence de résultats théo-
riques concernant son comportement asymptotique, ICE ne fait
pas appel à la notion de vraisemblance et peut utiliser tout esti-
mateur θ̂ = θ̂ (X,Y ) , ce qui la rend relativement souple et géné-
rale. De par cette souplesse, ICE semble bien adaptée aux
champs de Markov cachés et a été utilisée avec succès dans de
nombreuses situations [8, 13, 22, 30, 54, 66-70, 96, 97]. Par
ailleurs, des liens existent entre EM et ICE dans le cadre du
modèle exponentiel, où ICE apparaît comme plus générale [23].
La famille des méthodes dites « pleinement bayésiennes » 
(« fully bayesian » en anglais) constitue une troisième famille
générale de méthodes possibles d’estimation des paramètres
[46, 71]. Sachant que seul Y = y est observé et que l’on
recherche θ pour pouvoir estimer X = x, on peut considérer que
l’on recherche le couple (θ,x) à partir de Y = y. Des méthodes
bayésiennes de cette recherche peuvent être envisagées dès que
l’on dispose d’une loi de probabilité sur (,Card(S)), qui 
sera supposée être la loi du couple de variables aléatoires
(W,X). Pour disposer d’une telle loi il suffit de se donner une
loi p(θ) sur l’ensemble des paramètres  ; on a alors
p(θ,x) = p(θ)p(x |θ) , où p(x |θ) est la loi de X correspondant à
θ. La loi p(θ) doit être choisie de manière que p(θ,x) ait une
structure markovienne ; la loi p(θ,x |y) garde alors la même
structure markovienne et les réalisations de (W,X) sont simu-
lables selon une des procédures MCMC, comme échantillon-
neur de Gibbs ou l’algorithme de Hasting-Métropolis. On peut
alors utiliser ces simulations pour estimer p(θ,x |y) et procéder
à une estimation bayésienne simultanée, utilisant la loi estimée,
du couple (θ,x). On peut également s’intéresser uniquement à
l’estimation de θ ; en effet, les réalisations de (W,X) donnent
des réalisations de W, qui peuvent être utilisées pour l’estima-
tion de p(θ) , cette dernière servant à l’estimation bayésienne de
θ. Notons que dans les deux cas (estimation de (θ,x) ou estima-
tion de θ) les estimations utilisent des fonctions de perte qui
peuvent être choisie de manière arbitraire, ce qui constitue un
avantage de ce type d’estimation. A titre d’exemple, si l’on a
choisi d’estimer θ avec pour objectif final l’estimation de x à
partir de y (nous dirons la segmentation), on peut considérer une
fonction de perte favorisant l’estimation des composantes de θ
par rapport auxquelles la segmentation est peu robuste.
Mentionnons également la gestion de la non stationnarité de X
comme une autre possibilité d’utilisation des méthodes « plei-
nement » bayésiennes. En effet, pour un champs de Markov X
non stationnaire les paramètres θ dépendent des cliques et l’on
peut alors les considérer comme une réalisation d’un champs
aléatoire. Ainsi la variable aléatoire W, qui était ci-dessus à
valeurs dans  , devient un champs aléatoire W = (Wc)c∈C ,
avec C l’ensemble des cliques défini par la markovianité de X.
On peut alors considérer, pour des lois de W suffisamment
simples, une structure markovienne pour p(w,x |y), ce qui per-
met la simulation de (W,X) selon cette dernière loi, et donc éga-
lement la simulation de W selon p(w|y) . Lesdites simulations
permettant des restaurations bayésiennes de W, ces dernières
donnent des champs des paramètres définissant des non station-
narités de [2]. Notons que les méthodes pleinement bayésiennes
résolvent le problème de l’estimation de θ en en posant un 
autre : la loi p(θ) dépendant nécessairement des paramètres,
comment déterminer ces derniers ? Ce problème semble avoir
moins d’influence sur la qualité des résultats ; la loi p(θ) est
généralement choisie parmi les lois simples, comme, à titre
d’exemple, les lois uniformes sur des ensembles compacts.
Mentionnons également d’autres méthodes d’estimation,
comme celle dérivant du gradient stochastique [115] qui présen-
te une étude mathématique rigoureuse, celle utilisant le gradient
pour accélérer les méthodes stochastiques [117], ou les
méthodes utilisant alternativement l’estimation des paramètres
et la restauration du champs x sur la bse des paramètres cou-
rants, comme celle de Besag [11], ou celle de Lakshmanan et al.
[60]. 
Signalons la possibilité de l’estimation des modèles plus géné-
raux, où la nature des densités f1, ..., fk n’est pas connue ; cepen-
dant, chacune appartient à un ensemble connu de formes admis-
sibles. A titre d’exemple, imaginons que chacune des densités 
f1, ..., fk est gaussienne ou Gamma, mais on ne sait pas dans quel
cas, parmi les 2k cas possibles, l’on se trouve. On peut alors pro-
poser des procédures qui estiment α, donnent le type pour cha-
cune des f1, ..., fk, et estiment les paramètres βi fixant fi dans le
type donné. De telles méthodes, qui peuvent être des extensions
de EM ou ICE, sont appelés estimateurs de « mélanges généra-
lisés » [8, 22, 42, 81]. Mentionnons également une méthode
récente [120] permettant une estimation non paramétrique des
densités f1, ..., fk.
Exemple
Considérons un exemple, extrait de [22], d’une segmentation
non supervisée « pixel par pixel » d’une part, et d’une segmen-
tation non supervisée utilisant le modèle par champ de Markov
caché, d’autre part (Figure 1). L’image « cible » à deux classes
a été bruitée en utilisant deux densités de probabilité très
proches (admettant, en particulier, la même moyenne et la même
variance). L’œil humain ne distingue pas les classes dans l’ima-
ge bruitée et, conformément à la théorie, la segmentation « pixel
par pixel » donne des résultats bien médiocres (pourtant ces
résultats sont proches de ceux, optimaux, obtenus avec les vrais
paramètres). Le résultat obtenu avec les champs de Markov
cachés, tout à fait correct, montre alors l’étendue des possibili-
tés d’amélioration des traitements par la prise en compte, au tra-
vers des modèles de Markov, de l’information spatialement
contextuelle.
M o d è l e s  d e  M a r k o v  e n  t r a i t e m e n t  d ’ i m a g e s
Traitement du Signal 2003 – Volume 20 n° 3 – Spécial 2003266
Nous constatons la très grande richesse des possibilités de pro-
poser une méthode d’estimation des paramètres des champs de
Markov cachés. Ces méthodes sont généralement itératives et
coûteuses en temps de calcul. Par ailleurs, le temps d’exécution
peut être très variable en fonction de la complexité des images
traitées, cette dernière influant sur le nombre des diverses itéra-
tions. Notons qu’il serait sans doute périlleux de vouloir les clas-
ser en fonction de leurs qualités, ces dernières étant fonction des
différents types d’images.
5.3. champs de Markov Couple
Mentionnons brièvement la possibilité de l’utilisation de ICE
dans le contexte des champs de Markov Couple. Le processus
Z = (X,Y ) est de Markov, sa loi pθ (x,y) dépend des paramètres
θ que l’on cherche à estimer à partir de Y = y. Nous devons
d’abord considérer un estimateur à partir des données complètes
θ̂ = θ̂ (X,Y ) = θ̂ (Z) , ce qui est possible en adaptant l’un des
estimateurs MPV, EE, ou GS brièvement décrits dans le para-
graphe 5.1 (notons bien que l’on considère ici (X,Y ) à la place
de X considéré dans le paragraphe 5.1). Par ailleurs, X étant
Markovien conditionnellement à Y = y, ses simulations selon
pθ (x |y) sont possibles. Les deux conditions suffisantes de l’ap-
plication de l’ICE sont ainsi remplies.
5.4. chaînes et arbres de Markov cachés 
et couple
Dans les cas classiques des chaînes ou arbres de Markov cachés
avec du bruit gaussien, l’estimation des paramètres ne pose pas
de problème majeur [9, 58, 59]. A titre d’exemple, les formules
de réestimation (5.4) définissant l’algorithme EM peuvent être
explicitées analytiquement, ce qui rend l’estimation rapide. Par
ailleurs, diverses études montrent que dans le cas des bruits
gaussiens l’algorithme EM est, lorsqu’il s’agit d’utiliser les
paramètres estimés à des fins de classification Bayésienne, tout
à fait performant. En d’autres termes, la qualité des segmenta-
tions effectuées sur la base des paramètres estimés par EM est
proche de celle des segmentations effectuées à partir des vrais
paramètres et cela jusqu’à un niveau élevé du bruit. De plus, EM
est très robuste dans le sens où, lorsque les données ne suivent
pas nécessairement un modèle de Markov caché, la qualité des
segmentations effectuées sur la base des paramètres estimés à
partir des seules données observées par EM est proche de celle
des segmentations effectuées sur la base des paramètres estimés
à partir des données complètes. Notons que ICE est également
applicable et donne des résultats proches ; cependant, EM pré-
sente un avantage par rapport à ICE au niveau du temps de cal-
cul : dans les itérations, les paramètres α de la loi de X sont rées-
timés par les mêmes formules analytiques mais les paramètres
du bruit, réestimés par des formules analytiques dans EM, le
sont à partir des simulations dans ICE. 
Les chaînes de Markov cachées peuvent être appliquées directe-
ment à la segmentation d’images, en transformant au préalable
l’ensemble bi-dimensionel des pixels en un ensemble mono-
dimensionel en utilisant le parcours de Hilbert-Peano (Figure 2).
On obtient alors des méthodes non supervisées rapides pouvant
donner des résultats comparables à ceux obtenus avec les
champs de Markov [97]. Ces méthodes rapides peuvent égale-
ment servir à l’initialisation des méthodes fondées sur les
champs de Markov [30].
Le principe de la méthode ICE s’applique directement aux
modèles par chaînes et arbres Couple ; en particulier, il est pos-
sible de proposer des variantes de ICE adaptées aux bruits cor-
rélés et non Gaussiens et les premiers résultats numériques sont
encourageants [25]. Enfin, le problème de l’estimation des para-
mètres dans les Markov Triplet est identique à celui de l’estima-
tion des paramètres dans les Markov Couple ; en effet, le Triplet
(X,U,Y ) est également un Couple (V,Y ) , avec V = (X,U).
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Figure 1. – Image originale, la version bruitée (mêmes moyennes, mêmes variances), segmentation par une méthode « pixel par pixel « et une méthode fon-
dée sur le modèle par champ de Markov caché.
5.5. choix de méthode non supervisée 
de segmentation
Lorsque l’on est confronté au problème de segmentation statis-
tique non supervisée d’une image, on a ainsi à sa disposition un
certain nombre de modélisations markoviennes et il possible
d’appliquer à chacune d’elle une certaine stratégie bayésienne,
après avoir préalablement estimé les paramètres par l’une de
nombreuses méthodes possibles. Comment faire un bon choix
en face d’un problème concret ? La richesse des méthodes
répondant à la richesses des images, le problème est bien com-
plexe et il n’existe pas, à notre connaisance, d’études poussées à
ce sujet. 
Signalons cependant une étude simple présentée dans [97] dont
une des conclusions est qu’une méthode locale très simple peut
donner, dans des situations particulières, de meilleurs résultats
que les méthodes markoviennes (voir Figure 3, extraite de [97]).  
6. extensions
La robustesse des modèles de Markov cachés, aussi bien en ce
qui concerne la robustesse des traitements par rapport à l’adé-
quation des modèles aux données qu’en ce qui concerne les trai-
tements non supervisés (paramètres estimés à partir des données
incomplètes) par rapport aux traitements supervisés (paramètres
estimés à partir des données complètes), permet de proposer leur
utilisation dans des situations toujours plus complexes. Nous
présentons brièvement ci-après une liste non exhaustive des
situations plus générales auxquelles les modélisations et les trai-
tements précédents peuvent s’adapter sans difficultés majeures.
6.1. images multisenseurs
Dans le cas de plusieurs senseurs chaque Ys prend ses valeurs
dans Rm, situation à laquelle les différents modèles de Markov
cachés se généralisent aisément lorsque les paramètres sont
connus. Lorsque les bruits sont gaussiens, ou lorsqu’ils ne sont
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4 pixels 16 pixels 64 pixels
Figure 2. – Construction du parcours fractal de Hilbert-Peano.
Figure 3. – Image à trois classes obtenue à partir d’une image réelle par seuillage (1), sa version bruité avec du bruit corrélé (2), segmentation par une métho-
de locale « pixel par pixel », avec l’estimation des paramètres adaptative sur une fenêtre mobile (3), segmentation par les chaînes de Markov cachées (4), et
par les champs de Markov cachés (5). τ : pourcentage des pixels mal classés.
pas gaussiens mais que les senseurs sont indépendants, l’esti-
mation des paramètres ne pose pas de problème particulier,
même lorsque la nature exacte des composantes du mélange
n’est pas connue [42]. Lorsque les bruits sont non nécessaire-
ment gaussiens et que les senseurs sont dépendants, l’estimation
est plus compliquée, notamment dans le cas où les types de den-
sités ne sont pas connues [81]. Lorsque les senseurs opèrent
dans des bandes spectrales complémentaires et lorsque leur
nombre dépasse la dizaine, on est en présence de l’imagerie 
« hyperspectrale » [61, 90, 98, 104]. L’utilisation des champs de
Markov dans ce contexte se heurte à la croissance rapide du
nombre des paramètres ; cependant, l’utilisation des approxima-
tions pertinentes ou d’autres modèles Markoviens constituent
des perspectives intéressantes de recherche et apportera sans
doute des réponses efficaces aux problèmes se posant dans un
certain nombre de situations. Notons que le problème de la seg-
mentation des images couleur entre dans cette problématique
(trois bandes « rouge », « vert », et « bleu ») [53].
6.2. images 3D et séquences d’images
Lorsque l’ensemble des pixels se trouve dans R3, on les appelle
alors « voxels », on a une image 3D, ou une séquence d’images.
Les champs de Markov cachés se généralisent aisément à cette
situation et peuvent être utilisés dans des situations très diverses.
Citons, à titre d’exemple, des applications en séquences
d’images [45, 57], en imagerie satellitaire [4] ou médicale [26,
75]. Cependant, le nombre de paramètres croît rapidement et la
durée des divers traitements utilisant des techniques MCMC
peut devenir rédhibitoire. Comme dans le cas bidimensionnel,
on peut alors imaginer d’utiliser les chaînes de Markov, après
avoir converti l’ensemble des voxels en une suite, par des par-
cours de type Hilbert-Peano [100]. L’introduction des modèles
Couple ou Triplet est possible, de même que les traitements des
images 3D – ou des séquences d’images – multisenseurs. Enfin,
l’estimation des paramètres, dont le nombre cependant croît
rapidement, ne pose pas de problèmes autres que ceux liés à la
complexité de la programmation informatique et à la durée de
l’exécution des programmes.
Exemple
Considérons un exemple, extrait de [9], d’utilisation des chaînes
de Markov cachées dans la segmentation des séquences
d’images. En construisant un parcours de Hilbet-Peano dans
l’ensemble des pixels de l’image courante et dans celui de l’ima-
ge précédente (Figure 4), on obtient une chaîne de longueur
égale à deux fois le nombre de pixels (notons l’existence de
deux matrices de transition différentes : une matrice « spatiale »
qui gère les transitions entre deux variables indicées par les
pixels dans une même image, et une matrice « temporelle » qui
gère les transitions entre deux variables indicées par les pixels se
trouvant dans deux images différentes). Nous constatons que la
segmentation utilisant un tel parcours (Figure 5, séquence 2) est
plus efficace que celle utilisant les images de manière indépen-
dante (Figure 5, séquence 1).
6.3. images multirésolution
Reprenons la situation du paragraphe 3.4, où S1, ..., Sn est une
partition de S représentant diverses « générations ». Il existe
alors une grande diversité des cas possibles. Les variables Xs
peuvent avoir une existence réelle pour certaines générations et
fictive pour d’autres, leurs ensembles d’arrivée pouvant par
ailleurs varier avec la génération. La markovianité du processus
de X = (Xs)s∈S peut alors être de type « arbre », avec des trai-
tements utilisant des calculs directs et s’apparentant aux calculs
classiques dans les chaînes de Markov, ou de type « champ », où
les calculs directs ne sont pas possibles et l’on doit faire appel à
des techniques de simulation, généralement de type MCMC 
[43, 76]. Notons que le panachage de deux types de modèles est
possible ; en effet, ainsi que mentionné ci-dessus, on peut ima-
giner une pyramide où la restriction de X à S1, notée X1, qui est
de forme rectangulaire, est un champ de Markov et la loi de sa
restriction à S − S1 est un arbre de Markov [47, 78]. La loi de X
est alors donnée par (3.12), avec la loi d’un champ Markovien
p(x1) à la place de p(xs1). En adoptant les hypothèses classiques
de l’indépendance des (Ys) conditionnellement à X et
p(ys |x) = p(ys |xs) , p(x,y) garde la structure de p(x), et il en
est de même de p(x |y). Cette dernière propriété rend possible
soit le calcul direct de diverses quantités d’intérêt, soit leur esti-
mation à partir des simulées de X selon p(x |y) via des méthodes
MCMC. Les quantités d’intérêt en question permettent alors
aussi bien l’estimation des paramètres par des méthodes comme
EM ou ICE que les segmentations bayésiennes correspondant à
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Figure 4. – Construction du parcours fractal de Hilbert-Peano spatio-tem-
porel (image courante et image précédente).
différentes fonctions de perte. Enfin, les généralisations aux
modèles Couple, où on attribuerait à Z = (X,Y ) la structure
markovienne de X, et aux modèles Triplet, où cette structure
serait attribuée à T = (X,U,Y ), sont envisageables. Notons éga-
lement l’existence des règles générales permettant de calculer,
lorsque les deux processus X et Y sont indexés par des éléments
d’un graphe quelconque, des lois marginales d’une partie des
variables aléatoires, ou de leur loi conditionnelle à une autre par-
tie des variables aléatoires [7, 50].
On trouvera dans [110] une synthèse récente des résultats
concernant l’utilisation des modèles de Markov en multirésolu-
tion.
6.4. fusion de Dempster-Shafer
Cette sous-section est consacrée à la description des possibilités
de généralisation des modèles de Markov cachés en utilisant la
théorie de l’évidence de Dempster-Shafer. En se plaçant sur un
pixel et reprenant l’exemple d’eau et forêt de la section 2,
nous avons vu que la probabilité a posteriori, qui permet la 
segmentation bayésienne, est p(E |ys) ∝ p(E)p(ys |E) ,
p(F |ys) ∝ p(F)p(ys |F) . En considérant la probabilité
q(E) ∝ p(ys |E) , q(F) ∝ p(ys |F) (la probabilité q est ainsi
définie uniquement par l’observation ys), nous constatons que la
probabilité a posteriori est obtenue à partir de la probabilité 
a priori p(E), p(F), et la probabilité q par la « fusion »
p(E |ys) ∝ p(E)q(E), p(F |ys) ∝ p(F)q(F). Il s’agit là d’un
cas particulier de la fusion de Dempster-Shafer (DS), qui 
s’applique dans des modélisations plus générales proposées
dans le cadre de la « théorie de l’évidence » [1, 99, 101]. Afin
d’illustrer l’intérêt de la fusion DS dans certains problèmes pou-
vant survenir en segmentation d’images continuons l’exemple
ci-dessus en supposant que des nuages apparaissent dans l’ima-
ge « eau » et « forêt ». Nous sommes ainsi en présence de la
classe « nuages » notée N, avec p(ys |N ), ce qui donne une pro-
babilité q définie sur {E,F,N } par q(E) ∝ p(ys |E) ,
q(F) ∝ p(ys |F) , et q(N ) ∝ p(ys |N ). Si nous sommes intéres-
sés uniquement par la détection de l’une des classes E, F,
observer N ne nous apporte aucune information utile. Dans le
cadre de la théorie de l’évidence ce fait est modélisé en assimi-
lant N à {E,F} , ce qui nous mène à considérer que q est définie
sur 
{
E,F,{E,F}} (dans le langage de la théorie de l’évidence q
est dite « fonction de masse »). On peut alors dire, dans un cer-
tain sens, qu’une fonction de masse généralise la probabilité,
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Figure 5. – Séquence réelle, segmentation à partir de l’image courante (séquence 1), segmentation à partir de l’image courante et de l’image précédente
(séquence 2).
cette dernière étant obtenue pour les fonctions de masses nulles
sur {E,F} (lorsque les nuages disparaissent, la fonction de
masse redonne une probabilité classique). La fusion DS de q
avec la probabilité a priori p(E), p(F) donne alors 
p(E |ys) ∝ p(E)
[
q(E) + q(N )] ,
p(F |ys) ∝ p(F)
[
q(F) + q(N )] ,
qui est une probabilité « généralisant » la probabilité a poste-
riori (on obtient la probabilité a posteriori classique lorsque les
nuages disparaissent) et qui peut être utilisée à des fins de clas-
sification. 
Cette démarche se généralise au cas de m senseurs indépen-
dants, certains d’entre eux pouvant être sensibles à d’autres
classes que celles d’intérêt, d’autres pouvant être insensibles à
certaines classes d’intérêt... Ce type de modélisation peut être
appliqué dans les modèles de Markov. Les premières études,
relativement récentes, concernent les champs ou chaînes de
Markov cachés [8, 33, 34, 107]. En particulier, on montre que
lorsque l’information a priori est donnée par une loi de proba-
bilité markovienne et lorsque les senseurs sont indépendants
conditionnellement à X, le résultat de la fusion de Dempster-
Shafer est une loi de probabilité markovienne, qui redonne la loi
classique a posteriori lorsque l’information fournie par les sen-
seurs est de type probabiliste (dans l’exemple ci-dessus, la
fusion en présence des nuages donne une loi markovienne, cette
dernière devenant la loi markovienne a posteriori classique
lorsque les nuages disparaissent) [8]. Par ailleurs, on peut éga-
lement considérer le cas où l’information a priori est marko-
vienne et « évidentielle » : on garde l’écriture markovienne,
avec les fonctions de masse à la place des probabilités. La fusion
de Dempster-Shafer d’une telle « fonction de masse markovien-
ne » avec la probabilité q(x) =
∏
s∈S
qs(xs) (où, comme précé-
demment, qs est définie sur chaque pixels à partir de l’observa-
tion ys par qs(xs) ∝ p(ys |xs))) détruit alors la markovianité ;
cependant, on montre que les segmentations bayésiennes sont
possibles car le résultat de la fusion est un modèle de Markov
Triplet [86]. Cela s’étend à un cas de m capteurs, dès qu’un au
moins parmi eux est de type probabiliste. La probababilité qs est
dans ce cas obtenue par la fusion DS, sur chaque pixel, des
masses (ou probabilités) q1s , ..., qms associées aux observations
produites par les m capteurs. Enfin, signalons également la pos-
sibilité d’extension de ce type de démarche au cas des capteurs
corrélés [83].
Exemple
Considérons l’exemple suivant extrait de [8]. On dispose d’une
image radar, d’une image optique, et d’une vérité terrain avec
quatre classes. L’image optique contient des nuages, qui consti-
tuent une cinquième classe sans intérêt. Les résultats de trois
segmentations non supervisées (« pixel par pixel » après fusion
DS de deux capteurs, markovienne classique à partir de la seule
image radar, et markovienne après fusion DS de deux capteurs)
sont présentés à la Figure 6. Il apparaît que la troisième métho-
de aboutit à un taux d’erreur le plus intéressant. 
6.5. données incomplètes
Dans ce qui précède nous avons supposé tous les (Ys) observés
et tous les (Xs) recherchés, situation qui porte parfois le nom du
problème des « données cachées ». La situation des « données
incomplètes » plus générale, peut encore être traitée en utilisant
les modèles de Markov. Dans une telle situation, supposons que
X est observé sur S1 ⊂ S et Y est observé sur S2 ⊂ S (on retrou-
ve la situation précédente avec S1 = ∅ et S2 = S). On peut alors
mettre en place, dès que l’on dispose d’un modèle de Markov
caché pour la loi de (X,Y ) , des méthodes Bayésiennes d’esti-
mation de XS−S1 à partir de YS2. Notons que cela est en particu-
lier vrai pour S1 = ∅ et S2 = S : on peut ainsi estimer les réali-
sations des Xs même pour les pixels éloignés des éléments de S2
sur lequel on observe les Yt (rappelons que dans un champ de
Markov X = (Xs)s∈S les variables Xt, Xu sont toujours dépen-
dantes, quelles que soient les positions de t et u dans S).
6.6. modèles de Markov flous
Nous avons implicitement admis qu’un pixel donné ne pouvait
appartenir qu’à une seule classe dans l’ensemble
 = {ω1,. . . ,ωk} . En considérant l’exemple de l’eau et la forêt,
on peut imaginer, en imagerie satellitaire, l’existence des pixels
contenant simultanément de l’eau et des arbres, sans qu’aucune
des deux classes ne s’impose. On peut alors poser Xs = 0 si s
est « eau », Xs = 1 si s est « forêt », et Xs = xs ∈ ]0,1[ si la pro-
portion de la surface de la forêt dans le pixel est xs ∈ ]0,1[. On
obtient une appartenance « floue » du pixel (on dit que le pixel
est « purement flou » si xs ∈ ]0,1[ et qu’il est « dur » si
xs ∈ {0,1} ) et on peut considérer cette appartenance comme
aléatoire en définissant une loi de Xs sur [0,1]. Une des possibi-
lité est de définir cette loi par une densité par rapport à la mesu-
re ν = δ0 + δ1 + µ, où δ0, δ1 sont des masses de Dirac en 0 et 1,
et µ est la mesure de Lebesgue sur ]0,1[. On a alors PXs = hν,
avec h positive telle que h(0) + h(1) +
∫ 1
0
h(t) dt = 1 . Notons
que l’utilisation des masses de Dirac permet de retrouver le
modèle classique en considérant h nulle sur ]0,1[. Un champ de
Markov flou est alors obtenu en considérant un système de voi-
sinage, l’ensemble C des cliques correspondant, et l’ensemble
des fonctions ϕc : [0,1]Card(c) −→ R. Sa loi s’écrit PX = gν⊗N ,
avec N le cardinal de S et g densité, définie sur [0,1]N , de la







(écriture analogue à (3.1)).
Si fE et fF sont les deux gaussiennes modélisant les bruits 
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« eau » et « forêt », avec les moyennes mE, et mF et les
variances σ 2E et σ 2F , on peut considérer (à titre d’exemple) que la
densité fxs de la loi de Ys conditionnelle à Xs = xs est une gaus-
sienne de moyenne mxs = (1 − xs)mE + xsmF et de variance
σ 2xs = (1 − xs)σ 2E + xsσ 2F (en procédant ainsi on retrouve les
gaussiennes fE et fF lorsque le pixel considéré est dur). En défi-




fxs (ys) , on montre que la loi de X a posteriori est de
Markov, ce qui permet l’utilisation de l’échantillonneur de
Gibbs et, par conséquent, rend possible la mise en œuvre de dif-
férentes stratégies bayésiennes (notons la grande richesse des
possiblités pour les fonctions de perte). 
De tels modèles de Markov « flous » ont été introduits dans
[96], et des modèles semblables ont été récemment utilisés avec
succès dans la segmentation floue des images de cerveau [95].
Notons que l’utilisation des champs aléatoires cachés flous,
dans le cadre des modélisations plus simples, sans masses de
Dirac, est plus ancienne [56].
Nous présentons sur la Figure 7 quelques exemples visuels,
extraits de [96], de simulations et de segmentation non supervi-
sée (estimation des paramètres avec ICE) des champs de Markov
flous. Par ailleurs, il est à noter que l’algorithme de segmentation
ne confond pas, du moins dans des cas simples étudiés, le bruit
avec le flou : la segmentation d’une image binaire (sans flou)
donne une image «presque» binaire (avec très peu de flou) [96].
Ce type de démarche peut être également utilisé pour générali-
ser les chaînes et les arbres de Markov classiques aux chaînes et
arbres de Markov flous sans difficulté autre que celle de la com-
plexité algorithmique croissante. Un autre type de généralisation
possible serait de considérer  = [0,1]k , sans que la somme des
appartenances floues à chacune des classes soit nécessairement
égale à un comme dans [95, 96].
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Figure 6. – Images radar et optique, vérité terrain, segmentation « pixel par pixel » après fusion DS de deux capteurs (a), segmentation markovienne clas-
sique à partir de la seule image radar (b), et segmentation markovienne après fusion DS de deux capteurs (c).
6.7. modèles graphiques
Les champs, chaînes, et arbres de Markov sont des cas particu-
liers des « modèles graphiques » plus généraux. Pour un
ensemble des pixels S on appelle graphe le couple G = (S,A) ,
où A est un ensemble d’arêtes (segments liant deux pixels). On
peut alors traduire, de façon parfois élégante et facile à appré-
hender intuitivement, les différentes dépendances des variables
aléatoires (Xs) indicées sur S en présence ou absence d’arêtes
[7, 40, 41, 50, 102, 108]. Considérons, à titre d’exemple, le cas
des réseaux bayésiens. On dit que le graphe est orienté si chaque
arête est une flèche ; un graphe orienté est dit acyclique s’il n’est
pas possible de revenir à un pixel en suivant des arêtes dans le
sens des flèches. Un réseaux bayésien est un processus
X = (Xs)s∈S tel que pour un graphe orienté acyclique
G = (S,A) sa loi s’écrit p(x) =
∏
s∈S
p(xs |xpa(s)) , avec pa(s)
l’ensemble, éventuellement vide, liés à s par une flèche orientée
vers s (pa(s) est dit « parents de s »). Lorsque chaque pixel,
à l’exception de la racine, admet un parent unique on retrouve
les arbres de Markov de la section 3.4, les chaînes de Markov
étant un cas particulier des arbres, et donc un exemple très
simple d’un réseau bayésien. On peut alors considérer que le
processus X n’est pas observable et l’on observe un processus




p(ys |xs). La structure de réseau bayésien est alors
conservée par la loi de X a posteriori p(x |y) et le problème du
calcul des différentes lois d’intérêt liées à p(x |y), comme les
lois marginales p(xs |y) , peut être abordé. En absence de
boucles, une boucle étant un parcours dans l’ensemble des
pixels, commençant et finissant sur un pixel donné, et suivant les
arêtes dans le sens des flèches ou dans le sens inverse, les solu-
tions sont analogues à celles présentées dans les cas des chaînes
et les arbres. En présence des boucles, les solutions sont plus
compliquées : on doit procéder à la construction d’un nouveau
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Figure 7. – Simulations, par échantillonneur de Gibbs, des réalisations de champs de Markov flous (Images 1, 2, et 3). Version bruitée de l’Image 2 et les seg-
mentations supervisée et non supervisée (respectivement Images 4, 5 et 6).
réseau dont les pixels sont des ensembles des pixels originels :
de telles méthodes sont dites de « regroupement » [7]. Le nou-
veau réseau ainsi obtenu est, sous de bonnes conditions, sans
boucles et les méthodes simples précédentes s’appliquent.
Notons également que les champs de Markov sont des cas par-
ticuliers des processus sur graphes non orientés (il n’y a pas de
flèches). Dans ces derniers, on peut s’intéresser à la « propaga-
tion de l’information » (« belief propagation » en anglais),
laquelle est très souvent modélisée par une probabilité. Un cer-
tain nombre de résultats obtenus dans un cadre différent peut
alors être transposé à la problématique de la segmentation des
champs de Markov cachés ; citons, à titre d’exemple, l’utilisa-
tion d’une telle propagation pour approcher les lois marginales
de X a posteriori [108].
Notons également divers résultats permettant de se ramener d’un
graphe non orientés à un graphe orienté [102].
7. conclusions 
et perspectives
Les traitements statistiques d’images fondés sur des modèles
Markoviens peuvent présenter des qualités exceptionnelles.
L’avantage de ces modèles par rapport à des modèles « locaux »
découle de leur aptitude à prendre en compte, de façon souvent
élégante et mathématiquement rigoureuse, l’ensemble de l’in-
formation disponible. De plus, les diverses études semblent indi-
quer qu’une extraordinaire robustesse s’ajoute aux qualités clas-
siques des méthodes statistiques que sont la souplesse et l’opti-
malité. Cette robustesse permet d’envisager des complexifica-
tions croissantes des modèles : séquences d’images, images 3D,
multirésolutions, multisenseurs avec senseurs corrélés et non
nécessairement Gaussiens, utilisation de la théorie de l’éviden-
ce et du flou, modèles de Markov Couple et Triplet, .... 
Mentionnons, de manière non exhaustive, quelques perspectives
se dégageant de cet article.
La production toujours croissante d’images nécessite la concep-
tion des méthodes toujours plus rapides, plus générales, plus
automatiques. Une des perspectives pouvant être utile en situa-
tions complexes impliquant de grandes masses des données,
comme séquences d’images 3D multirésolutions et multisen-
seurs à chaque résolution, est de considérer une suite des
modèles de Markov de complexité croissante, chacun d’eux uti-
lisant les résultats du modèle précédent comme initialisation. 
Nous avons noté que les champs, chaînes, ou arbres de Markov
présentés faisaient partie des « modèles graphiques » plus géné-
raux, faisant actuellement l’objet d’une activité de recherche
importante. Les divers résultats obtenus en dehors des préoccu-
pations liées aux traitements d’images seront sans doute parmi
les outils les plus stimulants dans la recherche des diverses géné-
ralisations des modèles utilisés en imagerie. Plus loin, les pro-
longements vers les réseaux de neurones (citons, à titre
d’exemple, [109]) pourraient également constituer un axe inté-
ressant de recherches dans les années à venir.
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