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Introduction
The aim of this master thesis is to study the theory of functions of bounded varia-
tion, on the classical Wiener space setting. This subject was first investigated by
M. Fukushima and M. Hino in the articles [Fuk00] and [Hin01], using techniques
from the theory of Dirichlet forms. Recently, L. Ambrosio and his co-workers
gave an alternative approach (see articles [AJMP], [AJMP10] and [AF10]), by
adapting techniques from geometric measure theory to a non-locally-compact
setting, that of abstract Wiener spaces.
Our exposition relies on the fundamental results there established, but we
assume a different point of view. In general, we believe that, when introduced
to a new subject, we should look for motivating examples and connections with
our previous background.
Under the supervision of M. Pratelli, we decided to focus mostly on the
classical Wiener space setting, using tools from stochastic analysis. We worked
on many explicit examples, some of them elementary (see Section 2.1), some
rather complicated and possibly useful for further developments (see Section
3.2). They all helped to better visualize the general problems that we were
considering. In particular, we first investigated the possibility of an explicit
chain-rule for the measure-derivative of a BV function, in a simple but useful
case (see Proposition 2.20). Then, the central role played by the approximation
with regular functions led us to strengthen some known results (see Theorem
2.15). Finally, we showed an extension to the BV case of the famous Clark-
Ocone-Karatzas formula, which gives an explicit representation of a random
variable on the classical Wiener space, in terms of a stochastic integral of its
derivative.
We tried to mediate between a self-contained, detailed exposition and an ex-
tended collection of many results. The only important statement given without
proof is Theorem 2.11, since it requires techniques that we could not develop,
without inflating our thesis. Sometimes, while avoiding the introduction of
known results (e.g. Hermite polynomials, Wiener chaos, the local character of
the Malliavin derivative), we found alternative proofs, relying just on the theory
of BV functions, or by elementary arguments.
The exposition proceeds as follows. In the first chapter, we give a short
introduction to Malliavin calculus, i.e. the differential calculus developed in the
infinite dimensional probability space of the paths of the Wiener process (Ω =
C0 (0, T ), which is called the classical Wiener space). We work first in the finite
dimensional setting, with Gaussian measures on Rn, and then we proceed to
the classical case, with the construction of the Malliavin derivative of a random
variable. Until Appendix A, we do not introduce abstract Wiener spaces, since
we believe that, at the cost of explaining twice some concepts, the exposition
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becomes more immediate and concrete. Then, we show some basic properties
of the classical Ornstein-Uhlenbeck semigroup, which is a fundamental tool for
the approximation of functions in our setting. Finally, we introduce the second
Malliavin derivative, since its extension to the BV case will play an important
role in the last chapter.
We begin the second chapter by considering an example of a special indicator
function that can be approximated, in some sense, by differentiable functions,
though being itself not differentiable, in the Malliavin sense. This leads to the
introduction of functions of bounded variation, on the classical Wiener space.
As in the Euclidean case, we require for a function to admit, instead of a deriva-
tive, a vector-valued measure, such that an appropriate integration-by-parts
identity is satisfied. In our case, the vector space is L2 ([0, T ], λ), so that the
measure-derivative can be identified with a real measure on the product space
Ω × [0, T ]. Then, we come to the approximation results and the chain rule: in
Proposition 2.19 we make use of the fundamental Theorem 2.11, to establish a
simple condition for a function to be of bounded variation and, in Proposition
2.20, we give a formula for the measure-derivative of a cylindrical function. Fi-
nally, we introduce the class of differentiable functions, with a BV derivative,
which is the natural extension to the BV case of twice differentiable functions.
In the last chapter, we deal with some applications of the theory of BV
functions, on the classical Wiener space.
The first application, as already mentioned, is an extension of Clark’s for-
mula, to the BV case (Theorem 3.10). In short, we show that by the knowledge
of the measure-derivative of a BV function (even restricted to the predictable σ-
algebra of sets in the product space Ω× [0, T ]) we can obtain the function itself,
up to a constant. The same result shows that, although the measure-derivative
of a BV function is, in general, not absolutely continuous with respect to the
product measure P ⊗ λ, if restricted to the (naturally) predictable σ-algebra of
sets, then, it admits a density. Together with the chain rule for BV functions,
we can use this result to compute explicit formulas.
The second application is, in fact, an example of a differentiable function
with a BV derivative. Precisely, we proceed by a direct approximation, using
most of the results previously established, in order to prove such a regularity
for the random variable
M = sup
0≤t≤T
Wt,
which is known to be differentiable, without a second derivative. We believe
that this example can motivate further studies on the subject, by providing an
extension of Malliavin calculus for random variables which naturally appear in
related fields, e.g. in Mathematical Finance.
Pisa, 22 July 2011
Dario Trevisan
Notation
Here, we introduce some notation that will be used throughout the sequel.
Let us suppose that we are given a probability space (Ω,A, P ), where A
is a σ-algebra of subsets of Ω, and P is a probability measure on A. For
every event A ∈ A, we write P (A) for its probability. Given a real random
variable X, integrable with respect to P , we write P [X] for its expectation.
The same applies for conditional probabilities and expectations, with respect to
a σ-algebra of sets F ⊆ A. So, the conditional expectation of an integrable real
random variable X, with respect to F , is
P [X|F ] .
When we are given a Hilbert space K, its scalar product is naturally indi-
cated by 〈·, ·〉K , and |·|K stands for the induced norm. The only exceptions are
Rn, with the Euclidean scalar product, where we write
〈x, y〉 =
n∑
i=1
xiyi,
and the space L2 (0, T ) = L2 ([0, T ],B (0, T ) , λ), where λ is the restriction of
Lebesgue’s measure. In this case, we simply write
〈f, g〉2 =
∫ T
0
f (s) g (s) ds.
Finally, given a Hilbert space K, the tensor product space K ⊗ K is, by
definition, the closure of the subspace generated by the operators v ⊗ w : x 7→
v 〈x,w〉, with respect to the scalar product defined by
〈v ⊗ w, v′ ⊗ w′〉K⊗K = 〈v, v′〉K 〈w,w′〉K ,
and extended by bilinearity. The space K ⊗ K is also known as the space of
Hilbert-Schmidt operators on K.
v

Chapter 1
A short introduction to
Malliavin calculus
In this chapter we establish the basic facts of Malliavin calculus. Most of the
results given are valid in the general setting of abstract Wiener spaces (see Ap-
pendix A). Here, we consider first the case of finite dimensional Gaussian spaces
and then the case of the classical Wiener space, which is a natural example of
an infinite dimensional abstract Wiener space. For the first case, in particular,
we discuss the possibility of a degenerate Gaussian measure, since it shows that
even in a finite dimensional setting, the Cameron-Martin space can be a proper
subspace.
1.1 Finite dimensional Malliavin calculus
In this section, we are given a Gaussian measure γ on Rn, that is, by definition,
a probability measure on the σ-algebra of Borel sets B (Rn) such that, for every
vector y ∈ Rn, the law of the linear functional x 7→ 〈x, y〉 is normal (on R). It is
known that every Gaussian measure is identified by its mean vector m ∈ Rn and
its covariance matrix Q ∈ Rn×n. They are defined by the following relations:
mi =
∫
Rn
xiγ (dx) , Qij =
∫
Rn
(xi −mi) (xj −mj) γ (dx) for i, j = 1, . . . , n .
The measure γ is said to be centred if its mean vector m is null. Throughout
the sequel, we will always deal with centred Gaussian measures. The matrix Q
is symmetric and positive, so that 〈Qx, x〉 ≥ 0 for every x ∈ Rn. If it is strictly
positive, i.e. the inequality becomes an equality only if x = 0, γ is said to be
non-degenerate (and it is said to be degenerate otherwise).
The space H = Q (Rn) is called the Cameron-Martin space of γ: it coincides
with Rn if and only if γ is non-degenerate. If h = Qx, k = Qy, we define a
scalar product on H,
〈h, k〉H = 〈Qx, y〉 ,
and we write |h|H for the induced norm on H. If we write γh for the image
measure of γ by the translation x 7→ x+ h, then we can show that H contains
1
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exactly all the vectors h such that γh is absolutely continuous with respect to
γ. More precisely, the Cameron-Martin theorem states that γh is equivalent to
γ if and only if h ∈ H. In this case, there is an explicit formula for the density:
dγh
dγ
(x) = exp
{
〈x, y〉 − 1
2
|h|2H
}
, (1.1)
where Qy = h. The proof for the finite dimensional case is elementary. For a
sketch of the proof in the abstract Wiener space setting, see Theorem A.5, in
Appendix A. This result is at the very basis of Malliavin calculus: it implicitly
shows that H contains all the directions along which the derivative will be
relevant, with respect to the measure γ.
Let C1b (Rn) the space of real bounded functions, defined over Rn, with a
continuous and bounded derivative. In what follows, these functions will be
called smooth. For every smooth f , we define
(∇Hf) (x) = Q (∇f (x))
where ∇f is the usual gradient, so that ∇Hf is an application with values in
H. In particular, we observe that, if h ∈ H, then
〈∇Hf, h〉H = 〈∇f, h〉 = ∂hf , (1.2)
and therefore ∇H contains all the information about the derivatives along the
directions of H.
At the core of Malliavin calculus there is the fact that the linear operator∇H
satisfies an integration-by-parts identity, which is the starting point in order to
extend it to a closed operator on Lp (γ), for every 1 ≤ p <∞. The integration-
by-parts formula is a direct consequence of the Cameron-Martin theorem.
Proposition 1.1 (Integration-by-parts). Let f , g be smooth functions. For
every h = Qy ∈ H,∫
(∂hf) g dγ = −
∫
f (∂hg) dγ +
∫
f g y∗ dγ. (1.3)
where y∗ denotes the linear functional x 7→ 〈x, y〉.
Proof. Thanks to an application of Leibniz product rule, it is sufficient to show
the identity ∫
∂hfdγ =
∫
f y∗dγ. (1.4)
We fix 0 6= |t| ≤ 1 and write the difference quotient∫
f (x+ th)− f (x)
t
γ (dx) =
∫
f
1
t
[
exp
{
ty∗ − 1
2
|th|2H
}
− 1
]
dγ,
where we used expression (1.1). Thanks to the inequality
|f (x+ th)− f (x)| ≤ t ‖f‖1 |h| ,
where ‖f‖1 = supx {|f (x)|+ |∇f (x)|}, we can apply Lebesgue’s dominated
convergence theorem and obtain the left member in (1.4). For the member on
the right, we can show that there is a constant C > 0, such that∣∣∣∣f (x) [exp{t 〈x, y〉 − 12 |th|2H
}
− 1
]∣∣∣∣ ≤ Ct ‖f‖1 e|〈x,y〉|,
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since 0 6= |t| ≤ 1. Again, by an application of the dominated convergence
theorem, we conclude (y∗ has normal law, so the right member above is inte-
grable).
Before we can show that ∇H is closable, we have to check that it is well
defined on the equivalence classes of smooth functions. Since γ can be degener-
ate, it can happen that two distinct smooth functions f1, f2 are equal γ almost
everywhere. Anyway, if we fix an arbitrary h ∈ H and a smooth g, by identity
(1.3), ∫
(∂hf1) g dγ =
∫
(∂hf2) g dγ,
so that, by the density of smooth functions in every Lp (γ), we conclude that
∇Hf1 coincides with ∇Hf2, γ almost everywhere.
Therefore, for every p ≥ 1, we define the operator (which we denote with
the same symbol):
∇H : C1b (Rn) ⊆ Lp (γ)→ Lp (γ;H) . (1.5)
We recall that Lp (γ;H), the space of γ-equivalence classes of Borel applica-
tions with values in H, is a Banach space, endowed with the norm
‖F‖p =
(∫
|F |pH dγ
)1/p
.
Proposition 1.2. For every 1 ≤ p <∞, the operator ∇H , as defined in (1.5),
is closable.
Proof. We are given a sequence (fn)n≥1 of smooth functions, convergent to 0 in
Lp (γ) and such that the sequence (∇Hfn)n≥1 converges to some F in Lp (γ;H).
We have to show that F = 0. It is sufficient to consider the case p = 1 only.
We fix an arbitrary h = Qy ∈ H and a smooth g, such that g y∗ is bounded.
For every n ≥ 1, we write the integration-by-parts formula (1.3), using identity
(1.2): ∫
〈∇Hf, h〉H g dγ = −
∫
fn (∂hg) dγ +
∫
fn g y
∗dγ.
As n goes to infinity, the right member converges to zero, so we find that∫
〈F, h〉H g dγ = 0.
This implies that 〈F, h〉H = 0, γ almost everywhere, by the density of smooth
functions g (even with the additional boundedness condition).
Definition 1.3. For every 1 ≤ p <∞, the closure of the operator ∇H in Lp (γ)
is called the Malliavin derivative. Its domain is denoted with D1,p (γ).
We recall that, by the very definition of closure of an operator, a function
f ∈ Lp (γ) is differentiable, in the Malliavin sense, (so that it belongs to D1,p (γ))
if and only if there exists a sequence of smooth functions convergent to f , such
that the sequence (∇Hfn)n≥1 converges to some F in Lp (γ;H). In this case,
F = ∇Hf .
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Example 1.4. Consider γ = γn, the centred Gaussian measure on Rn with co-
variance matrix Q = Idn, the identity matrix (γn is often called the standard
Gaussian measure on Rn). We have ∇H = ∇, on smooth functions, and there-
fore the Malliavin derivative is just the closure in Lp (γn) of the usual derivative.
For every 1 ≤ p <∞, the spaces D1,p (γ) are dense in Lp (γ), while they are
separable Banach spaces, with the norm
‖f‖1,p =
(∫
|f |p dγ +
∫
|∇Hf |pH dγ
)1/p
,
which is equivalent to the graph norm. If p = 2, the norm is induced by a scalar
product, so that D1,2 (γ) is a Hilbert space.
Remark 1.5. The space D1,p (γ) contains all the functions f ∈ Lp (γ) that have
a differentiable representative, with a continuous derivative such that Q∇f be-
longs to Lp (γ;H). Indeed, we can explicitly provide a convergent sequence of
smooth functions such that ∇Hfn converges to Q∇f , in Lp (γ;H) (for example,
using the heat semigroup or the Ornstein-Uhlenbeck semigroup for the stan-
dard Gaussian measure on Rn, see below). We conclude that, in this case, the
relation
∇Hf = Q∇f
is still true.
As a consequence of the previous remark, a continuous differentiable function
f which satisfies an upper bound for |f | + |Q∇f |H , polynomial in |x|, belongs
to D1,p (γ), for every 1 ≤ p < ∞. This follows from the fact that a Gaussian
measure has finite moments of every order.
Example 1.6. We conclude this section with a finite dimensional model of the
classical Wiener space. We introduce a probabilistic language, by considering
the vectors in Rn = Ω as functions ω = (ωi)1≤i≤n. We write wi for the canonical
projections
wi (ω) = ωi,
and we define w = (wi)1≤i≤n, the canonical process (which is the identity
application on Rn). With this language, every elementary event ω is a trajectory
of the canonical process.
We write Pn for the Gaussian measure on Ω identified by the following
property. The increments of the canonical process
wi − wi−1 = dwi for i = 1, . . . , n (w0 = 0),
are n independent random variables, each with centred normal law, of variance
1/n.
It is clear that Pn exists and is unique. Indeed, if γn is the standard Gaussian
measure on Rn, it easy to check that Pn is the image measure of γn, by the linear
isomorphism S, defined as follows:
Sb =
( 1√
n
∑
j≤i
bj
)
1≤i≤n
. (1.6)
If we write wi =
∑
j≤i dwj , the covariance matrix of Pn can be computed
using the independence of the increments:
Qij =
min {i, j}
n
.
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We want to study the Cameron-Martin space of Pn. Since the canonical
projections (wi)1≤i≤n are the dual basis of the standard basis (ei)1≤i≤n of Ω =
Rn, every linear functional on Ω can be written as 〈·, y〉 = y∗ = ∑i yiwi, and
then in terms of the increments:
y∗ =
n∑
j=1
(∑
i≥j
yi
)
dwj .
The representation above is useful to compute the norm of h = Qy, again by
the independence of the increments:
|h|2H = 〈Qy, y〉 =
1
n
n∑
i=1
∣∣∣∑
j≥i
yj
∣∣∣2.
Given h′ ∈ Ω, we write w (h′) = ∑1≤i≤n h′idwi (having in mind an anal-
ogy with the Wiener integral, as we will see in the next section). Since both
S, defined by (1.6), and Q are isomorphisms, as linear operators, we get an
isomorphism
H ∼ {w (h′) :h′ ∈ Rn} ,
defined by the application h = Qy 7→ w (h′) = w (√nSty), where St is the
transpose of S. The norm of w (h′), induced by the norm in H, coincides with
the Euclidean norm of h′, divided by
√
n. In other words, it is the norm of h′
as an element of L2 ({1, . . . , n} , µn), where µn is the uniform probability. So,
there is another isomorphism
H ∼ L2 ({1, . . . , n} , µn) ,
defined by h 7→ h′ (keeping the same notations as above).
Finally, an easy computation shows that h = (hi)1≤i≤n corresponds to
h′ = (n (hi − hi−1))1≤i≤n (where h0 = 0),
therefore the notation h 7→ h′ is justified, being the discrete derivative.
1.2 Calculus on the Wiener space
We fix T ≥ 0, and write Ω = C0 ([0, T ]), for the space of continuous real
functions ω on the interval [0, T ], such that ω (0) = 0. With the usual norm
‖ω‖ = supt |ω (t)|, Ω is a separable Banach space. We write A for the σ-algebra
of Borel sets B (Ω). Given t ∈ [0, T ], the canonical projection at the time t is
the linear functional defined by the relation
Wt (ω) = ω (t) .
The family (Wt)0≤t≤T is called the canonical process.
Definition 1.7. The Wiener measure, on the space Ω, is the only probability
measure P on A, such that the canonical process becomes a Wiener process
starting at the origin. In other words, on the space (Ω,A, P ), for every 0 ≤ s <
t ≤ T , the random variable Wt−Ws has centred normal law with variance t−s,
and is independent from the family (Wr)0≤r≤s.
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Remarks 1.8. We give here some remarks about existence and uniqueness of
P . If we assume the existence, in some probability space, of a path-continuous
Wiener process X = (Xt)0≤t≤T , then we can see X as a random variable with
values in Ω, and define P as the law of X. As for uniqueness, being A generated
by the family of the canonical projections, we can apply the classical condition
for the coincidence of two measures, and conclude that P is identified uniquely
by the laws of the vector-valued random variables of the form
∆W =
(
Wt1 −Wt0 , . . . ,Wtn −Wtn−1
)
, (1.7)
for some 0 ≤ t0 < . . . < tn ≤ T . On the other hand, by the definition of Wiener
process, the law of ∆W is a centred Gaussian measure on Rn with diagonal
covariance matrix (with diagonal given by (t1 − t0, . . . , tn − tn−1)).
With these notations, the probability space (Ω,A, P ) is called the classical
Wiener space. Such a space is a concrete example of an infinite dimensional
abstract Wiener space (see Appendix A for a detailed proof). In this section we
define the Cameron-Martin space of P and we state the corresponding theorem,
using the Wiener integral construction.
In what follows, we will always write L2 (0, T ) for L2 ([0, T ] , λ), where λ is
the Borel-Lebesgue measure, restricted to the interval [0, T ].
Definition 1.9. The Cameron-Martin space of the Wiener measure P is H10 ,
i.e. the space of real continuous functions h on [0, T ], such that, for some k ∈
L2 (0, T ),
h (t) =
∫ t
0
k (s) ds,
for every 0 ≤ t ≤ T . The scalar product on H10 is defined by
〈h1, h2〉H10 =
∫ T
0
k1 (s) k2 (s) ds = 〈k1, k2〉2 .
The space H10 is isomorphic to L
2 (0, T ), as Hilbert spaces, with the map
h 7→ k (k is the λ a.e. derivative of h). We will frequently use the notation
k = h′ ∈ L2 (0, T ), so we can write |h′|2 for the norm of h ∈ H10 .
Before stating the Cameron-Martin theorem for the classical Wiener space,
we recall briefly some facts about the Wiener integral. Given f ∈ L2 (0, T ) we
want to define a random variable W (f), such that
W (f) (ω) =
∫ T
0
f (t) dWt (ω) . (1.8)
The main obstacle is given by the fact that the trajectories of the Wiener process
have infinite variation, almost surely: we cannot apply the Riemann-Stiltjes
construction and give a pathwise definition. So we proceed as follows: first we
define the integral of a step function
f =
∑
i
fiI]ti,ti+1],
where fi are real numbers. In this case,
W (f) =
∫ T
0
f (t) dWt =
∑
i
fi
(
Wti −Wti+1
)
.
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The key step is the Wiener-Itoˆ isometry:
P [W (f)W (g)] = 〈f, g〉2 .
It is sufficient to check it for f = g and it is a consequence of the independence
of the increments. At this point, we can extend, in a unique way, the linear
operator W to an isometry of L2 (0, T ) in L2 (Ω,A, P ). In this sense, we call
W (f) the Wiener integral of f .
We state now the Cameron-Martin theorem, but we do not give a proof,
since in the sequel we will only need (1.1), for the finite dimensional case.
Theorem 1.10. Let h ∈ Ω and let Ph the image measure of P by the translation
ω 7→ ω + h. Then, Ph is absolutely continuous with respect to P if and only if
h ∈ H10 . In this case, the density is given by
dPh
dP
= exp
{
W (h′)− 1
2
|h′|2
}
.
We now introduce a class of regular functions, which will play the same role
as C1b (Rn) does in the finite dimensional case. We write FC1b (Ω) for the space
of real functions f that can be written as
f = φ (∆W ) , (1.9)
where ∆W is the same as in (1.7) and φ ∈ C1b (Rn). We call any f of this form
a smooth cylindrical function, or simply smooth for brevity. In a similar way,
we define the space FCb (Ω) of continuous and bounded cylindrical functions.
Any f ∈ FCb (Ω) is the pointwise limit of a sequence of smooth functions
(fn)n≥1, such that |fn (ω)| is bounded, uniformly in n and ω. By the monotone
class theorem, or another equivalent approximation argument, we obtain that
smooth functions are dense in Lp (Ω,A, µ), for every positive measure µ, and
for every 1 ≤ p <∞. In particular, this is true for µ = P , the Wiener measure.
In what follows, we will simply write Lp (P ) instead of Lp (Ω,A, P ).
Given a smooth f written as in (1.9), we define the Malliavin derivative of
f as
∇Mf =
n∑
i=1
∂iφ (∆W ) I]ti−1,ti],
so that ∇Mf (ω) ∈ L2 (0, T ) for every ω ∈ Ω.
Remarks 1.11. Since we have not defined any abstract Wiener space structure
on Ω (it will be done in Appendix A), we cannot identify ∇M = Q∇, for the
operator Q is not known. We recall also that, in the finite dimensional case, the
Malliavin derivative of a function is an application with values in the Cameron-
Martin space. However, in this case, we are using the isometry between H10 and
L2 (0, T ), so by definition the derivative of a function is an application defined
on Ω, which takes its values in L2 (0, T ).
We must show that the definition of ∇Mf does not depend on the expression
f = φ (∆W ) chosen. Indeed, given h ∈ H10 , the following identity holds:
〈∇Mf, h′〉2 =
n∑
i=1
∂iφ (∆W ) [h (ti)− h (ti−1)] = ∂hf , (1.10)
so we can get from ∇Mf all the partial derivatives of f , along the directions of
H10 , and ∇Mf is well-defined.
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Remark 1.12. In what follows, we will omit the subscript M from ∇M and
simply write ∇. There will not be any occasion of confusion with the usual
gradient on the space Ω.
We can obtain the integration-by-parts formula directly from the finite di-
mensional case.
Proposition 1.13. Let f, g ∈ FC1b (Ω). For every h ∈ H10 ,
P [(∂hf) g] = −P [f (∂hg)− fgW (h′)] ,
where W (h′) =
∫ T
0
h′ (s) dWs is the Wiener integral of the derivative of h,
h′ ∈ L2 (0, T ).
Proof. As for the finite dimensional case, it is sufficient to prove the identity
P [∂hf ] = P [fW (h
′)] .
We can even suppose that h′ is a step function. Indeed, given a sequence (h′n)n≥1
of step functions, convergent to h′ in L2 (0, T ), the relation above is valid for
the limit, by dominated convergence, using identity (1.10) and the Wiener-Itoˆ
isometry.
We can write f in the form
f = φ (∆W ) = φ
(
Wt1 −Wt0 , . . . ,Wtn −Wtn−1
)
,
where φ is smooth and we can suppose that h′ ∈ L2 (0, T ) is a step function
h′ =
n∑
i=1
h′iI]ti,ti−1],
with a strictly increasing sequence of times 0 ≤ t0 < . . . < tn ≤ T .
In this situation, we already know the law γ of ∆W , which is a centred
Gaussian measure on Rn with diagonal covariance matrix Q, where the diagonal
is given by (t1 − t0, . . . , tn − tn−1). With the assumptions above, it is non-
degenerate.
Integrating with respect to this law, we have to prove the identity∫ n∑
i=1
∂iφh
′
i (ti − ti−1) dγ =
∫
Rn
φ (x1, . . . , xn)
(
n∑
i=1
xih
′
i
)
γ (dx1, . . . , dxn) .
But this follows from the finite dimensional case, since
(h′i (ti − ti−1))1≤i≤n = Q (h′i)1≤i≤n .
It can be shown that the measure P is full on Ω, so that there is at most
one continuous representative for f ∈ Lp (P ). Anyway, the same argument that
we used for the finite dimensional case can be applied, so ∇ is well defined as
an operator
∇ : FC1b (Ω) ⊆ Lp (Ω)→ Lp
(
Ω;L2 (0, T )
)
. (1.11)
We remark that Lp
(
Ω, P ;L2 (0, T )
)
, the space of applications with values in
L2 (0, T ), is a Banach space, endowed with the norm
‖F‖p = (P [|F |p2])1/p .
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Proposition 1.14. For every 1 ≤ p <∞, the operator ∇, defined in (1.11), is
closable.
Proof. Given a sequence (fn)n≥1 of smooth functions, convergent to 0 in Lp (P )
and such that (∇fn)n≥1 converges to F in Lp
(
Ω, P ;L2 (0, T )
)
, we have to show
that F = 0. Arguing as in the finite dimensional case, we obtain that 〈F, h′〉2 =
0, almost surely, for every h′ ∈ L2 (0, T ). This easily implies that F = 0:
indeed, we fix a complete orthonormal system (en)n≥1 in L
2 (0, T ). For every
n, 〈F, en〉2 = 0, so that
|F |22 =
∑
n≥1
〈F, en〉2 = 0.
Definition 1.15. For every 1 ≤ p <∞, the closure of the operator ∇ in Lp (P )
is called the Malliavin derivative. Its domain is denoted with D1,p (P ).
Some of the remarks for the finite dimensional case are true in this setting.
In particular, by definition, a random variable f ∈ Lp (P ) is differentiable, in
the Malliavin sense, (so that it belongs to D1,p (P )) if and only if there exists a
sequence of smooth functions convergent to f , such that the sequence (∇fn)n≥1
converges to some F in Lp
(
Ω, P ;L2 (0, T )
)
. In this case, F = ∇f .
For every 1 ≤ p < ∞, the spaces D1,p (P ) are dense in Lp (P ), while they
are separable Banach spaces, with the norm
‖f‖1,p = P [|f |p + |∇f |p2]1/p
In the case p = 2, we see that D1,2 (P ) is even a Hilbert space.
The next remark gives an equivalent construction of the Malliavin derivative.
Remark 1.16. We can prove that f ∈ D1,p (P ), with 1 ≤ p < ∞, if and only
if f ∈ Lp (P ) and there exists F ∈ Lp (Ω, P ;L2 (0, T )) such that, for every g
smooth and every k ∈ L2 (0, T ), the following identity holds:
P [〈F, k〉2 g] = P [−f 〈∇g, k〉2 + fgW (k)] .
In this case, F = ∇f . To show this, we simply check that the statement is true
for smooth functions, and the operator f 7→ F is closable.
We come now to the fact that the Malliavin derivative of a real random
variable can be seen as the equivalence class of a stochastic process. Given
a random variable F , with values in L2 (0, T ), we can consider the process
(Ft)0≤t≤T , defined by
Ft (ω) = F (ω) (t) .
However, this naive construction requires a choice, for every ω, of a repre-
sentative for F (ω) ∈ L2 (0, T ). To avoid difficulties connected with measur-
ability, we state the following proposition. In fact, we state it for a general
finite positive measure µ on Ω, since we will need it again when discussing
functions of bounded variation. We say that a process F is µ-integrable if
F ∈ L1 (Ω× [0, T ],A⊗ B ([0, T ]) , µ⊗ λ), where λ is the Borel-Lebesgue mea-
sure on [0, T ].
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Proposition 1.17. There is a linear continuous immersion
L1
(
Ω, µ;L2 (0, T )
)→ L1 (Ω× [0, T ],A⊗ B ([0, T ]) , µ⊗ λ)
that maps every F ∈ L1 (Ω, µ;L2 (0, T )) to a µ-integrable process Fµ such that,
µ almost everywhere, the function
t 7→ Fµt (ω)
coincides with F (ω), as elements of L2 (0, T ). Moreover,∫
Ω×[0,T ]
|Fµ| dµ⊗ λ ≤ T 1/2
∫
Ω
|F |2 dµ. (1.12)
Proof. The result follows from the density of the applications
F =
n∑
i=1
fiI[ti−1,ti[,
where each fi is a real bounded measurable function on Ω. For an F of this
kind, it is obvious that the process
Fµt =
n∑
i=1
fiI[0,ti[ (t)
is well-defined and measurable. Equation (1.12) is true, by the Cauchy-Schwarz
inequality, and shows that the linear operator F 7→ Fµ is continuous, so it can be
extended to the whole space L1
(
Ω, µ;L2 (0, T )
)
. Finally, by an approximation
argument, we find that the other statements are true for every application F .
As an immediate consequence, we can identify ∇f with a stochastic process.
Corollary 1.18. Let f ∈ D1,1 (P ). There exists a process (∂tf)0≤t≤T , such
that, for P almost every ω, the function
t 7→ ∂tf (ω)
coincides with ∇f (ω), as elements of L2 (0, T ). Moreover,
P
[ ∫ T
0
|∂sf | ds
]
≤ T 1/2P [|∇f |2] ,
so that, for every h ∈ H10 ,
∂hf =
∫ T
0
∂sf h
′ (s) ds.
Remark 1.19. The notation ∂t is not completely correct, for the following reason:
from the last relation above, in order to get ∂tf we should formally put h
′ =
t, the Dirac measure with mass in t. So, to be consistent with the previous
notations, we should write, instead of the subscript t, the function I[t,T ], which
in not in H10 . We remark that the rigorous meaning of ∂t is explained above:
the well-defined mathematical object is the class of equivalence of a process.
From a formal point of view, however, we can think of ∂t as a derivative along
the direction of the infinitesimal increment dWt.
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We want to show that many functions admit a Malliavin derivative, even
in cases where there are no continuous representatives. Notably, we will obtain
differentiability for a wide class of functions, called smooth in some literature
(e.g. in [Nua95]) and used in place of the smooth cylindrical functions here
defined.
A preliminary result follows, going back to the proof of the integration-by-
parts formula. We consider again n + 1 times 0 ≤ t0 < . . . < tn ≤ T and
the random variable ∆W , as in (1.7). We write again γ for its law, which is
non-degenerate. Let us suppose that f = φ (∆W ), with φ in the space D1,p (γ).
If φ is smooth, a direct computation shows that
P
[
|∇f |22
]
=
n∑
i=1
P
[
|∂iφ (∆W )|2
]
(ti − ti−1) =
∫
|∇Hφ|2H dγ.
In general, given a sequence (φn)n≥1 of smooth functions convergent to φ in
D1,p (γ), we define fn = φn (∆W ) and obtain that (fn)n≥1 converges in D1,p (P ).
In particular, after a direct computation, the limit of (∇fn)n≥1 is
∇f =
n∑
i=1
∂iφ (∆W ) I[ti−1,ti[, (1.13)
where ∂iφ = 〈∇Hφ, ei〉H and (ei)0≤i≤n is the standard basis of Rn.
Example 1.20. Given k ∈ L2 (0, T ), the Malliavin derivative of W (k) is constant
and equal to k, so W (k) ∈ D1,2 (P ). With a different notation,
∂t
∫ T
0
k (s) dWs = k (t) ,
which is consistent with the intuition of ∂t being the derivative along dWt. A
rigorous proof proceeds as follows. First, the identity is true for step functions,
by an application of (1.13). Then, we take a sequence (kn)n≥1 of step functions
convergent to k. By the Wiener-Itoˆ isometry, W (kn) converges to W (k) in
D1,2 (P ).
The Wiener integral W (k), as a function of ω can be not continuous. How-
ever, we have just shown that it is always differentiable, in the Malliavin sense.
This is a reason why Malliavin calculus is so powerful: we restrict the com-
putation of derivatives in certain directions, so that more functions admit a
derivative, without losing too much information. As we will see in the last
chapter, we can even obtain the function from the knowledge of its Malliavin
derivative (apart from a constant term).
We discuss now some chain rules, for the derivative of a composite function.
Proposition 1.21. Let f1, . . . , fn ∈ D1,p (P ) for some 1 ≤ p < ∞ and let
φ ∈ C1b (Rn). Then f = φ (f1, . . . , fn) ∈ D1,p (P ) and
∇f =
n∑
i=1
∂iφ (f1, . . . , fn)∇fi.
12 CHAPTER 1. AN INTRODUCTION TO MALLIAVIN CALCULUS
Proof. By a direct computation, the result is true if every fi is smooth. In the
general case, for every i = 1, . . . , n, we consider a sequence of smooth functions
(fi,k)k≥1 convergent to fi in D
1,p (P ) and define
fk = φ (f1,k, . . . , fn,k) .
By Lebesgue’s dominated convergence theorem, fk converges to f in L
p (P ) and
also ∇fk converges, by the inequality∣∣∣ n∑
i=1
∂iφ (f1,k, . . . , fn,k)∇fi,k
∣∣∣
2
≤ C
n∑
i=1
|∇fi,k|2 ,
where C is a constant greater than every |∂iφ (x)|, for every x ∈ Rn.
Example 1.22. As an application of the chain rule, we can show that if the
indicator function of an event A ∈ A is differentiable, then its derivative is
constantly equal to 0. Indeed, we apply the chain rule to φ (IA), where φ is
smooth and equal to the function x 7→ x2 in the interval (−1, 2). We find that
∇IA = 2IA∇IA.
From this it follows easily that it must be ∇IA = 0. As a consequence of Clark’s
formula (see Corollary 3.8) IA is constant, and P (A) is equal to 0 or 1. On the
other hand, there are many BV indicator functions (see the example discussed
in 2.1).
The last result of this section is an improvement of the chain rule, when each
fi is a Wiener integral. It is easy to show that, given k1, . . . , kn ∈ L2 (0, T ), the
joint law of the Wiener integrals (W (ki))1≤i≤n is a centred Gaussian measure
γ, on Rn, with covariance matrix
Q =
(〈ki, kj〉2)0≤i,j≤n
Proposition 1.23. With the notations above, if f = φ (W (k1) , . . . ,W (kn)),
with φ ∈ D1,p (γ), then f ∈ D1,p (P ) and
〈∇f, h′〉2 =
〈∇Hφ (W (k1) , . . . ,W (kn)) , (〈ki, h′〉2)ni=1〉H . (1.14)
If γ is non-degenerate, the equation above reduces to
∇f =
n∑
i=1
∂iφ (W (k1) , . . . ,W (kn)) ki,
where ∂iφ = 〈∇Hφ, ei〉H and (ei)0≤i≤n is the standard basis of Rn = H.
Proof. The result follows for φ ∈ C1b (Rn), by Proposition 1.21, Example 1.20
and some elementary computations. Then we can conclude as we did for identity
(1.13).
As a consequence, we obtain that all the functions as above, such that φ ∈
C1 (Rn) satisfies an upper bound for |φ (x)|+ |Q∇Hφ (x)|H , polynomial in |x|,
are differentiable in the Malliavin sense, and the derivative is given by identity
(1.14). As already said, in some expositions (e.g. in [Nua95]), these functions
are called smooth.
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1.3 The Ornstein-Uhlenbeck semigroup
The Ornstein-Uhlenbeck semigroup is an important technical tool, which plays
a role similar to the heat semigroup in Rn, but can be defined in the classical
Wiener space (actually, in any abstract Wiener space). In this section we show
very general results, which are valid for all abstract Wiener spaces: however, we
limit ourselves to an exposition for the finite dimensional case and the classical
Wiener space.
We begin with the definition in the finite dimensional setting. Let γ a centred
Gaussian measure on Rn, and t ≥ 0. Given a function f ∈ Lp (γ), the Mehler
formula for f
Ttf (x) =
∫
Rn
f
(
e−tx+
√
1− e−2ty
)
γ (dy) , (1.15)
defines a linear operator f 7→ Ttf ∈ Lp (γ). The fact that it is well-defined
is a consequence of the rotational invariance for Gaussian measures, as the
next lemma shows (for a proof, it is sufficient to work with the characteristic
functions).
Lemma 1.24. Given θ ∈ R, define the linear endomorphism on Rn × Rn by
U (x, y) = (x cos θ + y sin θ,−x sin θ + y cos θ) .
Then the measure γ ⊗ γ is invariant, with respect to U .
If we choose θ such that cos θ = e−t, we find that∫
|Ttf |p dγ ≤
∫
R2n
∣∣∣f (e−tx+√1− e−2ty) ∣∣∣pγ ⊗ γ (dx, dy) = ∫ |f |p dγ.
It is now clear that Tt defines a linear continuous operator on L
p (γ), such that
|Ttf |p ≤ |f |p .
Again, by applying Lemma 1.24, we can show that T = (Tt)t≥0 satisfies a
semigroup law, that is Tt+s = TtTs, for every s, t ≥ 0. Even the fact that T is
symmetric, with respect to γ, is a consequence of Lemma 1.24. For every f , g,
we find that ∫
(Ttf) gdγ =
∫
f (Ttg) dγ,
every time that both members are defined.
To show that T is strongly continuous, we proceed as follows. If f is bounded
and continuous, by Lebesgue’s dominated convergence theorem, Ttf (x) con-
verges to f (x), for every x ∈ Rn, as t goes to 0. Moreover, |Ttf (x)| ≤
supy |f (y)| for every x ∈ Rn and every t ≥ 0. Again, by dominated conver-
gence, we obtain that Ttf converges to f in L
p (γ), for every 1 ≤ p <∞. By the
density of bounded continuous functions, we conclude with the strong continuity
of T .
Proposition 1.25. For every 1 ≤ p < ∞, Mehler formula (1.15) defines a
strongly continuous symmetric semigroup T of contraction operators, in Lp (γ).
Moreover, if f is bounded and continuous, Ttf converges to f , as t tends to 0,
pointwise and uniformly bounded.
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Remark 1.26. Like the heat semigroup on Rn, the Ornstein-Uhlenbeck semi-
group T can be seen as the transition semigroup of the solution of a stochastic
differential equation. Precisely, we consider{
dX (t) = −X (t) dt+BdWt
X (0) = x,
where Wt is an n-dimensional Wiener process and B = Q
1/2 (where Q is the
covariance matrix of γ). It can be shown that the solution X (t, x) is given by
the formula
X (t, x) = e−tx+
∫ t
0
et−sBdWs.
As a consequence, since the law of the Itoˆ integral has an explicit expression,
we obtain that
P [f (X (t, x))] = Tt (f) .
From this point of view, many properties of T are easier to prove. For example,
the semigroup law follows from the Markov property. Moreover, we can show
that γ is the only invariant measure for X and that the law of X (t, x) weakly
converges to γ for every x ∈ Rn, as t goes to infinity.
In order to define the Ornstein-Uhlenbeck semigroup T on the classical
Wiener space, we use the results established in the finite dimensional case.
Given 0 ≤ t0 ≤ . . . ≤ tn ≤ T , we consider again the random variable ∆W , as in
(1.7), and write γ for its law. We say that a function f is cylindrical if it can
be written as f = φ (∆W ), with φ ∈ L1 (γ).
By the linearity of Wt, the following identity holds, for every ω ∈ Ω:∫
Ω
f
(
e−tω +
√
1− e−2tω′
)
P (dω′) =
∫
Rn
φ
(
e−t∆W (ω) +
√
1− e−2ty
)
γ (dy) ,
which can be expressed in a shorter form:
Ttf = (T
γ
t φ) (∆W ) . (1.16)
Here, the first member is defined by Mehler formula (1.15) (with P instead of
γ), while the semigroup T γ is relative to the measure γ.
Thanks to the identity above, we obtain that Tt is well defined (again, using
(1.15) as a definition), at least on cylindrical functions. By density, Tt can be
extended to a contraction operator on every Lp (P ), with 1 ≤ p < ∞, and
we conclude that the results in Proposition 1.25 are still valid in the classical
Wiener space setting.
Proposition 1.27. For every 1 ≤ p < ∞, Mehler formula (1.15) (with P
instead of γ) defines a strongly continuous symmetric semigroup T of contraction
operators, in Lp (P ). Moreover, if f is bounded and continuous, as t tends to
0, Ttf converges to f , pointwise and uniformly bounded.
Remark 1.28. So far, we have defined the semigroup T , acting on real valued
functions. However, Mehler formula (1.15) makes sense even if f takes its values
in a Hilbert space K. It is sufficient to define it componentwise:
〈TtF, k〉K = Tt (〈F, k〉K) .
In particular, we will need the case K = L2 (0, T ). Propositions 1.25 and 1.27
are still valid in this setting.
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Mehler formula seems very similar to a convolution between a function f
and a measure µ on Rn:
f ∗ µ (x) =
∫
Rn
f (x− y)µ (dy) .
Many properties of convolutions are consequences of the translational invariance
of the Borel-Lebesgue measure. In our case, there is only rotational invariance,
which we used to study the semigroup T . Notably, we are going to state some
formulas, very similar to the derivation rules:
∂ (f ∗ µ) = ∂f ∗ µ = f ∗ ∂µ, (1.17)
where the right member makes sense, for example, if µ has a differentiable
density, with respect to the Borel-Lebesgue measure.
We study now the connection between the Malliavin derivative and the
Ornstein-Uhlenbeck semigroup T . In particular, we look for explicit commu-
tation rules. For simplicity, we work only in the case of the classical Wiener
space.
Given f smooth, we can exchange integral and derivative in Mehler formula,
so that, for every h ∈ H10 :
(∂hTtf) (ω) = e
−t
∫
Ω
∂hf
(
e−tω +
√
1− e−2tω′
)
P (dω′) = e−tTt (∂hf) (ω) .
By Remark 1.28, this is equivalent to
∇Ttf = e−tTt∇f . (1.18)
By continuity, the formula above is still true for every f ∈ D1,1 (P ).
In some sense, we have found the identity correspondent to the first equality
in (1.17). When working with convolutions, it is usually the second equality
that allows to obtain more regularity for f ∗ µ, even when f is not regular.
For g smooth, we introduce the notation gω (ω
′) = g
(
e−tω +
√
1− e−2tω′),
for ω, ω′ ∈ Ω. The function gω is smooth and P [gω] = Ttg (ω). We can write
identity (1.18) in the following way, where the derivative in the right member
is taken with respect to ω′:
(∂hTtf) (ω) =
e−t√
1− e−2tP [∂hfω] .
Integrating by parts, we get the equivalent expression:
(∂hTtf) (ω) =
e−t√
1− e−2tP [fωW (h
′)] . (1.19)
This is already sufficient to get the smoothing results for T . However, looking
for a formula in terms of T , first we observe that, if h′ ∈ L2 (0, T ) is a step
function, then
W (h′)
(
e−tω +
√
1− e−2tω′
)
= e−tW (h′) (ω) +
√
1− e−2tW (h′) (ω′) ,
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for every ω, ω′ ∈ Ω. Therefore, adding and subtracting an appropriate multiple
of W (h′) (ω), in identity (1.19), we find that
∂hTtf =
e−t
1− e−2t
(
Tt (fW (h
′))− e−tW (h′)Ttf
)
. (1.20)
Approximating in L2 (0, T ), we can even remove the assumption on h′.
Proposition 1.29. Let t > 0. Given 1 < p < ∞ and f ∈ Lp (P ), then
Ttf ∈ D1,p (P ). If f ∈ L log1/2 L (P ), then Ttf ∈ D1,1 (P ). Moreover, formula
(1.20) holds true.
For a short introduction to the Orlicz space L log1/2 L, see Appendix B.
Proof. If f is smooth, we recall identity (1.19):
(∂hTtf) (ω) =
e−t√
1− e−2tP [fωW (h
′)] .
Let us consider the case Lp (P ) first. We take first a smooth f and apply
Ho¨lder’s inequality above:
|∂hTtf | (ω) ≤ C (t, p) |h′|2 P [|fω|p]1/p ,
where C (t, p) > 0 depends only on t > 0 and p, since the integral W (h′) has
normal law, with variance |h′|2. It follows that
|∇Ttf |2 (ω) = sup|h′|2≤1
|∂hTtf | (ω) = C (t)P [|fω|p]1/p .
Using the fact that P [|fω|p] = Tt |f |p (ω), we conclude that
P [|∇Ttf |p2] ≤ C (t, p)p P [|f |p] .
Now, given a sequence (fn)n≥1 of smooth functions, convergent to f in L
p (Ω),
(∇Ttfn)n≥1 is Cauchy, so that Ttf ∈ D1,p (P ).
The case f ∈ L log1/2 L (P ) is similar. First, we take a smooth f and apply
the Ho¨lder-Orlicz inequality:
|∂hTtf | (ω) ≤ C (t) ‖fω‖L log1/2 L ‖W (h′)‖Ψ ,
where C (t) > 0 depends only on t > 0, and ‖·‖Ψ is the norm in the Orlicz dual
space of L log1/2 L (P ). As before, we obtain
|∇Ttf |2 (ω) ≤ C (t) ‖fω‖L log1/2 L
By the very definition of ‖·‖L log1/2 L, and using again Lemma 1.24, we can
conclude that
P [|∇Ttf |2] ≤ C ′ (t) ‖f‖L log1/2 L .
At this point, we proceed as in the previous case.
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Remark 1.30. The class L log1/2 L (P ) will be important in the next chapters,
because of the Orlicz duality: it is an extra integrability condition on f to
ensure the integrability of f W (k) (see also Remark B.7). We have shown
that, for every t > 0, Tt maps L log
1/2 L (P ) into D1,1 (P ). A result apparently
related, but more difficult, shows that D1,1 (P ) embeds continuously into the
space L log1/2 L (P ). This is a consequence of the Gauss-Sobolev inequality,
which in turn depends upon the Gaussian isoperimetric inequality: for a brief
introduction, see [Str06].
1.4 The second Malliavin derivative
In this section, we introduce the concept of second derivative of a function, in
the Malliavin sense. Most of the arguments are very similar to that for the
first derivative, so we will omit some proofs. We proceed as we did for the
first Malliavin derivative, i.e. we consider the finite dimensional case first, and
then the classical Wiener space setting. Obviously, one can introduce Malliavin
derivatives of any order: we consider only this case, since it is fundamental to
provide all the background for the results in Section 3.2.
In what follows, we call smooth a function f ∈ C2b (Rn), and cylindrical
smooth a random variable f ∈ FC2b (Ω), that is f = φ (∆W ), with φ ∈ C2b (Rn).
We are given a Gaussian measure γ on Rn (with the usual notations). For
a smooth function f , we consider the usual second derivative ∇2f as an appli-
cation with values in Rn ⊗ Rn, so that, for every x ∈ Rn,〈∇2f (x) , ei ⊗ ej〉 = ∂j∂if (x) .
Then, we define
∇2Hf (x) = Q⊗Q
(∇2f (x)) = ∑
i,j
∂j∂if (x)Qei ⊗Qej.
Therefore, by a direct computation,〈∇2Hf (x) , h1 ⊗ h2〉H = ∂h2∂h1f (x) ,
for every h1, h2 ∈ H. Next, we establish an integration-by-parts identity, by
applying Leibniz rule to the basic identity∫
∂h2∂h1 (fg) dγ = −
∫
(fg) (〈h1, h2〉H − y∗1 y∗2) dγ,
where Qyi = hi, for i = 1, 2, and we use the same notation as in (1.3).
Arguing as for the first derivative, we find that ∇2H is well-defined as a linear
operator
∇2 : C2b (Rn) ⊆ Lp (γ)→ Lp (γ;H ⊗H) .
Moreover, the pair of operators
(∇H ,∇2H) is closable. We write D2,p (γ) for
the domain of the operator ∇2H , closed in Lp. By definition, this means that
f ∈ D2,p (γ), i.e. admits a second Malliavin derivative, if and only there exists
a sequence of smooth functions (fn)n≥1 convergent to f in L
p (γ), such that
(∇Hfn)n≥1 converges to some F1 in Lp (γ;H) and
(∇2Hfn)n≥1 converges to
some F2 in L
p (γ;H ⊗H). In such a case, F1 = ∇Hf and F2 = ∇2Hf .
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The spaces D2,p (γ) are dense in Lp (γ) and are Banach spaces, with the
norm
‖f‖2,p =
(∫
|f |p + |∇Hf |pH +
∣∣∇2Hf ∣∣pH⊗H dγ)1/p .
It is easy to state and prove the analogue of Remark 1.5.
We consider now the case of the classical Wiener space. For a cylindrical
smooth random variable, we set
∇2Mf =
∑
i,j
∂j∂iφ (∆W ) I]ti−1,ti] ⊗ I]tj−1,tj ],
so that, ∇2Mf (ω) ∈ L2 (0, T )⊗ L2 (0, T ). Again, we omit the subscript M , and
simply write ∇2. We notice that there is an isomorphism between the Hilbert
spaces L2 (0, T )⊗L2 (0, T ) and L2 ([0, T ]2, λ2). The fact that ∇2 is well defined
follows from the identity〈∇2Hf (x) , h′1 ⊗ h′2〉2 = ∂h2∂h1f ,
for all h1, h2 ∈ H10 . Next, we establish an integration-by-parts identity, by
applying Leibniz rule to the basic identity
P [∂h2∂h1 (fg)] = −P [(fg) (〈h1, h2〉H −W (h′1) W (h′2))] .
As usual, ∇2 is a well-defined linear operator
∇2 : FC2b (Ω) ⊆ Lp (P )→ Lp
(
P ;L2 (0, T )⊗ L2 (0, T )) ,
and the pair
(∇,∇2) is closable. We write D2,p (P ), for the domain of the
second Malliavin derivative. By definition, a real random variable f ∈ D2,p (P )
if and only if there exists a sequence of smooth functions (fn)n≥1 convergent to
f in Lp (P ), such that (∇fn)n≥1 converges to some F1 in Lp
(
P,L2 (0, T )
)
and(∇2fn)n≥1 converges to some F2 in Lp (γ;L2 (0, T )⊗ L2 (0, T )). In such a case,
F1 = ∇f and F2 = ∇2f .
It is easy to state and prove the correspondent of Corollary 1.18, which
shows that the second Malliavin derivative can be seen as a real function on
Ω × [0, T ]2. Moreover, an analogue of chain rule 1.21, and identity (1.14) can
be shown. Also the link between the Ornstein-Uhlenbeck semigroup and the
second Malliavin derivative can be easily investigated.
We end this section showing an alternative construction for the second
derivative. We state it simply in the classical Wiener space setting. A smooth
application, with values in L2 (0, T ), is one of the form
F =
n∑
i=1
fiki,
where fi are smooth functions. Its Malliavin derivative ∇F is defined as
∇F =
n∑
i=1
ki ⊗∇fi.
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Arguing componentwise, it can be shown that ∇ is a closable operator, defined
in a dense subspace of every Lp
(
P ;L2 (0, T )
)
. Again, we call its closure the
Malliavin derivative. Therefore, an application F ∈ Lp (Ω;L2 (0, T )) admits a
Malliavin derivative if and only if there exists a sequence of smooth applications
with values in L2 (0, T ), convergent to F and such that ∇F has a limit in
Lp
(
Ω;L2 (0, T )⊗ L2 (0, T )). Finally, we say that f admits a second derivative
if ∇f is differentiable, in the Malliavin sense. We define ∇2f = ∇ (∇f). It can
be shown that this construction is equivalent to the one given above.
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Chapter 2
BV functions on the Wiener
space
A real function, defined on the Euclidean space Rn, is said to be of bounded
variation (BV ) if it admits, as distributional derivative, a vector valued mea-
sure, with finite total variation. The theory of Euclidean BV functions is well
developed, with many deep results and applications (a standard reference is
[AFP00]).
In the articles [Fuk00] and [Hin01], M. Hino and M. Fukushima gave a defini-
tion of BV functions on abstract Wiener spaces, and proved many results, using
Dirichlet forms theory. Recently, in [AJMP], [AJMP10], and [AF10], L. Ambro-
sio and his co-workers investigated further problems with techniques adapted
from geometric measure theory.
In this chapter, we give a definition of BV functions, first in the finite dimen-
sional Gaussian setting and then on the classical Wiener space. In the former
case, there are connections with the Euclidean theory, while in the latter, we
show how to identify the measure-derivative with a real measure on the product
space Ω× [0, T ]. Then, we state the main results for the approximation of BV
functions with smooth functions and finally we investigate an elementary chain
rule.
2.1 An example
On the classical Wiener space, (Ω,A, P ), let us consider the random variable
I{WT≥0}.
As a consequence of Example 1.22, it does not admit a Malliavin derivative.
In some sense, anyway, we can approximate it with a sequence of differentiable
functions. For every n ≥ 1, we define
φn (x) = (nx ∧ 1) ∨ 0.
It is not hard to show that φn (WT ) has a derivative, that is
nI[0,1/n] (WT ) I[0,T [.
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On the other hand, the sequence (φn (WT ))n≥1 cannot be bounded in any space
D1,p (P ), with p > 1, because of the following result.
Proposition 2.1. Given 1 < p <∞, let (fn)n≥1 a sequence in D1,p (P ), conver-
gent to f in Lp (P ) and such that (∇fn)n≥1 is bounded in Lp
(
Ω, P ;L2 (0, T )
)
.
Then f ∈ D1,p (P ).
Proof. The space Lp
(
Ω, P ;L2 (0, T )
)
is reflexive and separable, since its dual
space is Lq
(
Ω, P ;L2 (0, T )
)
, where q is the conjugate exponent of p. By the
Banach-Alouglu theorem, every bounded sequence is weakly compact, so it has a
weakly convergent subsequence. By applying this fact to the sequence (∇fn)n≥1,
we get an element F ∈ Lp (Ω, P ;L2 (0, T )). Then F = ∇f , since, for every
h ∈ H and every smooth g, the identity
P [〈∇fn, h′〉 g] = −P [fn∂hg − fngW (h′)]
holds true in the limit, by weak convergence. By Remark 1.16, we conclude.
The result above, however, is in general not true for p = 1. In fact, this is
the case for I{WT≥0}. Since∣∣nI[0,1/n] (WT ) I[0,T [∣∣2 = T 1/2nI[0,1/n] (WT ) ,
taking expectations and passing to the law of WT , we find that
P [|∇φn (WT )|2] = T 1/2n
∫ 1/n
0
ρT (x) dx,
where ρT is the density, with respect to the Borel-Lebesgue measure, of the law
of WT (T > 0). As n goes to infinity, we conclude that
lim sup
n
P [|∇φn (WT )|2] =
1√
2pi
.
As we will see, this approximability condition, with a sequence bounded in
D1,1 (P ), is equivalent to the existence of the derivative, as a measure.
2.2 Definition and basic properties
We consider first the finite dimensional case. Let γ be a centred Gaussian
measure on Rn, with covariance matrix Q. Let H = Q (Rn) be the Cameron-
Martin space of γ. Instead of the application∇Hf , we now focus on the measure
Df = ∇Hf.P : this marks the difference between Malliavin calculus and the
theory of BV functions. In particular, the integration-by-parts formula (1.3)
can be rewritten as follows:∫
g d 〈Df, h〉H = −
∫
f ∂∗hg dγ,
where we introduced the notation ∂∗ for the adjoint operator of ∂:
∂∗hg = ∂hg − g y∗,
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defined for g smooth, with the same notation for y∗ as in (1.3).
In order to make the notation clear, we recall here some facts about measures
with values in Hilbert spaces. Given (X,B), a measurable space, and K a real
separable Hilbert space, we write M (X;K) for the space of all measures on X
with values in K, with finite total variation. In other words, µ ∈ M (X;K) if
and only if µ : B → K is a σ-additive application, with finite total variation.
This means that for every sequence of pairwise disjoint measurable sets (An)n≥1,
the series of terms (µ (An))n≥1 is summable in K,∑
n≥1
|µ (An)|K <∞,
and its sum is equal to µ
(⋃
n≥1An
)
. Moreover, the total variation measure |µ|
is a finite positive real measure.
We recall that |µ| is defined, for every A ∈ B:
|µ| (A) = sup
∑
n≥1
|µ (An)|K : A =
⋃
n≥1
An
 ,
where the supremum runs along every countable measurable partition of A.
Given a real positive measure ν, on X, and given a measurable application
σ, with values in K, such that |σ|K = 1, ν almost everywhere, we define µ = σ.ν
in a weak sense, by the formula
〈µ (A) , k〉K =
∫
IA 〈σ, k〉K dν.
It is immediate to check that µ ∈ M (X;K) and ν = |µ|. The polar decompo-
sition theorem ensures that this construction is general: given µ ∈ M (X;K),
there exists a measurable application σ, with values in K and |σ| = 1, |µ| almost
everywhere, such that, for every measurable set A,
〈µ (A) , k〉K =
∫
IA 〈σ, k〉K d |µ| .
Given k ∈ K, we write 〈µ, k〉K = µk for the measure 〈σ, k〉K . |µ|. In general,
given a linear continuous application Q from K to a Hilbert space K ′, we write
Qµ for the measure (Qσ) . |µ|, with values in K ′.
We can integrate applications F with values in K: simply define∫
〈F, dµ〉K =
∫
〈σ, F 〉K d |µ| ,
if 〈σ, F 〉K ∈ L1 (|µ|).
Finally, let us suppose that X is the Euclidean space Rn or the classical
Wiener space Ω. By a density argument, we can show that
|µ| (X) = sup
F
{∫
〈F, dµ〉K
}
,
where the supremum runs along all the applications
F =
n∑
i=1
fiki,
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where every fi is (cylindrical) smooth, ki ∈ K and |F (x)|K ≤ 1, for every
x ∈ X.
We are ready to give the definition of BV functions, with respect to a Gaus-
sian measure γ on Rn.
Definition 2.2. A real function f is said to be of bounded variation (BV ), with
respect to γ, if f ∈ L log1/2 L (γ) and there exists a measure Df ∈ M (Rn;H),
such that, for every h ∈ H and every smooth g,∫
g d 〈Df, h〉H = −
∫
f ∂∗hg dγ. (2.1)
The quantity |Df | (Rn) is called the total variation of f . The real measure
〈Df, h〉H is denoted with Dhf .
The condition f ∈ L log1/2 L (γ) is technical and ensures that the right
member above is well-defined, by Orlicz duality (see Remark B.7).
Remark 2.3. By the general considerations above, and the very definition of
total variation, we see that
|Df | (X) = sup
G
{∫
f
∑
i
∂∗higidγ
}
,
where the supremum runs along all the applications
G =
n∑
i=1
gihi,
with smooth gi, hi ∈ H and |G (x)|H ≤ 1 for every x ∈ Rn.
We call Df the measure-derivative of f , with respect to γ. If f is of bounded
variation, its measure-derivative is unique, by a well-known condition for the
coincidence of two measures. The set of BV functions, with respect to γ, is a
vector space, which we denote with BV (γ).
Remark 2.4. By Remark 1.30, every function f ∈ D1,1 (γ) is BV and the
measure-derivative Df coincides with ∇Hf.γ. Conversely, if f ∈ BV (γ) and
|Df | is absolutely continuous with respect to γ, then f ∈ D1,1 (γ) and its Malli-
avin derivative is ∇Hf = σ d |Df | /dP , where Df = σ. |Df |.
Remark 2.5. If the measure γ is non-degenerate, it has a density ρ with respect
to the Borel-Lebesgue measure λn. In this case, there is a link between the
concept of Euclidean BV function and the class BV (γ). Precisely, we can
prove that f ∈ BV (γ) if and only if f ∈ L1 (γ) ∩ BVloc (λn) and its measure-
derivative µ is such that Qρ.µ ∈ M (Rn;H). In particular, by comparing the
two integration-by-parts formulas,
Df = Qρ.µ.
When γ is degenerate, evidently we lack information on the directions which
do not belong to H. However, one implication is still valid: if f ∈ BVloc (λn)
and Qρ.µ ∈M (Rn;H), then f ∈ BV (γ) and Df = Qρ.µ.
The next proposition states an easy Leibniz product rule, between a BV
function and a smooth one.
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Proposition 2.6. If f ∈ BV (γ), and g ∈ C1b (Rn), then fg ∈ BV (γ) and
D (fg) = g.Df + f ∇Hg.γ.
Proof. The integrability condition on fg is satisfied (g is bounded), so we have
to check the integration-by-parts (2.1) only. Given h ∈ H and a smooth g˜,∫
g g˜ Dhf = −P [f ∂∗h (gg˜)] = −P [f g ∂∗hg˜]− P [f g˜ ∂hg] .
We now define BV functions on the classical Wiener space. From a formal
point of view, the definition is the same as for the finite dimensional case: the
only difference is the class of smooth functions. We recall that a real function f
defined on Ω is called (cylindrical) smooth if it can be written as f = φ (∆W ),
where φ ∈ C1b (Rn) and ∆W is a finite family of increments of the canonical
process, as in (1.7).
Definition 2.7. A real random variable f on the classical Wiener space is said
to be of bounded variation (BV ), with respect to P , if f ∈ L log1/2 L (P ), and
there exists a measure Df ∈M (Ω;L2 (0, T )), such that, for every h ∈ H10 and
every smooth g, ∫
g d 〈Df, h′〉2 = −P [f ∂∗hg] . (2.2)
The quantity |Df | (Ω) is called the total variation of f . The real measure
〈Df, h′〉2 is denoted with Dhf .
Remarks 2.3, 2.4 and Proposition 2.6 are still valid, with some minor changes
in the notation. The space of BV functions on the classical Wiener space is
denoted by BV (P ).
Remark 2.8. In this exposition, the definition of smooth function is different
from that introduced in the article [AJMP10]. There, it is required that g =
φ (W (k1) , . . . ,W (kn)), where φ is smooth and ki ∈ L2 (0, T ) are of bounded
variation, so that W (ki) are continuous on Ω (see also Remark A.6 in Appendix
A). As a consequence, the class of BV functions here defined could be different
(actually, our class could be larger). However, in Proposition 2.18 we show that
the two classes coincides.
The Malliavin derivative of a function f can be identified with a stochastic
process, by Corollary 1.18. The measure-derivativeDf is in correspondence with
a measure on the product space Ω × [0, T ], and also this fact is a consequence
of Proposition 1.17.
Proposition 2.9. Let f ∈ BV (P ). Then, there exists a unique real measure
ν on the product space (Ω× [0, T ] ,A⊗ B (0, T )), absolutely continuous with re-
spect to |Df | ⊗ λ, such that, for every application F ∈ L1 (Ω, |Df | ;L2 (0, T )),∫
Ω×[0,T ]
F |Df |dν =
∫
Ω
〈F, dDf〉 ,
where F |Df | is the process corresponding to F , as in Proposition 1.17.
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Proof. Let us consider the polar decomposition Df = σ. |Df |. Since σ ∈
L1
(
Ω, |Df | ;L2 (0, T )), by Proposition 1.17, it can be identified with a pro-
cess σ|Df |. By an application of Fubini’s theorem, we easily show that ν =
σ|Df |. |Df | ⊗ λ ∈M (Ω× [0, T ];R), is the measure required.
Uniqueness follows from the density of processes of the form F |Df |.
We denote with the same symbol, Df , the real measure just defined. In this
way, the identity above becomes∫
Ω×[0,T ]
F (ω, t)Df (dω, dt) =
∫
Ω
〈F (ω) , Df (dω)〉2 .
We can even find the measure analogous to ∂tf : we take the polar decompo-
sition of Df , as a measure on the product space, so that Df = S. |Df | ⊗ λ and
we define (Dtf)0≤t≤T = (St. |Df |)0≤t≤T . In a less elementary language, this is
the disintegration of the measure Df , on the product space, with respect to the
measure λ on the component t ∈ [0, T ]. Given F as above, it follows that∫ T
0
(∫
Ω
F (ω, t)Dtf (dω)
)
dt =
∫
Ω
〈F (ω) , Df (dω)〉2 .
With a slight abuse of notation, we can write
∫ T
0
|Dtf | dt (Ω) for the total
variation of Df , as a real measure on the product space. As a consequence of
the construction in the proof of Proposition 2.9, we find that∫ T
0
|Dtf | dt (Ω) ≤ T 1/2 |Df | (Ω) .
2.3 Approximation of BV functions
The next theorem is fundamental for the theory of BV functions. It provides a
precise description of functions of bounded variation, both in the finite dimen-
sional setting and in the classical Wiener space setting. A proof of this result
was first given by Fukushima and Hino in [Hin01], with techniques from Dirich-
let forms theory. Then, in [AJMP10], Ambrosio and his co-workers showed that
some techniques form geometric measure theory could be adapted even in the
infinite dimensional setting (which is not locally compact). Since both tech-
niques are still distant from what we have established so far, we prefer to omit
the proof.
Remark 2.10. We give a unique statement, since the result is valid for all ab-
stract Wiener spaces. Here, the reader should intend that (X, γ) can be Rn,
with a Gaussian measure γ (eventually degenerate), or the classical Wiener
space (Ω, P ). The semigroup T = (Tt)t≥0 has been defined in both cases.
Theorem 2.11. Given f ∈ L1 (X, γ), the following conditions are equivalent:
1. f ∈ BV (γ);
2. there exists a sequence of functions (fn)n≥1, bounded in D1,1 (γ) and con-
vergent to f in L1 (X, γ);
3. f ∈ L log1/2 L (γ) and the family (Ttf)t≥0 is bounded in D1,1 (γ).
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Moreover,
|Df | (X) = lim
t→0
∫
|∇Ttf |2 dγ ≤ lim infn
∫
|∇fn|2 dγ.
The theorem above gives an easy condition to conclude that a function is BV ,
and so the existence of a measure-derivative. For example, we can already state
that I{WT≥0} ∈ BV (P ), after what we proved in the first section. However, we
do not know if the measure-derivatives of the approximating sequence considered
before converges to DI{WT≥0}. We are going to show that, at least in the case
of the family (Ttf)t≥0, there is always weak convergence.
First, we introduce the adjoint semigroup T ∗. We keep the previous notation,
so that (X, γ) stands for a finite dimensional setting or the classical Wiener space
(even in this case, the result is true in every abstract Wiener space). In what
follows, let K be a separable Hilbert space, that will be K = R, K = H or
K = L2 (0, T ).
In order to keep a simple notation, given a measure µ ∈ M (X;K) and a
Borel bounded application F ∈ Bb (X;K), we write
[µ, F ] =
∫
〈F, dµ〉K .
Proposition 2.12. Let µ ∈M (X;K). For every t ≥ 0, the functional
Bb (X;K) 3 F 7→ [µ, TtF ]
is induced, by integration, from a measure T ∗t µ ∈M (X;K). Moreover,
T ∗t (T
∗
s µ) = T
∗
t+sµ and |T ∗t µ| (X) ≤ |µ| (X) .
Proof. Let us suppose first that µ is a real measure. Since the functional is
linear, we have to show only that, given a sequence (An)n≥1, of measurable sets
decreasing to the empty set, then [µ, TtIAn ] converges to zero. By dominated
convergence, (Ttfn (x))n≥1 converges to zero, bounded by the constant 1, so this
case is done, since, for every f bounded and measurable,
|[µ, Ttf ]| ≤ |µ| (X) ‖f‖∞ ,
which implies that the total variation |T ∗t µ| is finite.
Let µ be K-valued. It is clear that, for every k ∈ K, 〈T ∗t µ, k〉K = T ∗t µk, by
the definition of Tt acting on applications with values in K (see Remark 1.28).
Then T ∗t µ is a measure with finite total variation, because of the inequality
|[µ, TtF ]| ≤ |µ| (X) ‖F‖∞ ,
is true even in this case, for every measurable F , with values in K such that
|F |K is bounded.
We recall that T is symmetric, with respect to γ, so that
[ (Ttf).γ, g ] = [ f.γ, Ttg ] ,
and we get the identity T ∗t (f.γ) = (Ttf).γ.
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We want to extend to the BV case the commutation rules between T and
∇. We recall that, given g smooth and h ∈ H,
∂hTtg = e
−tTt∂hg and Tt∂∗hg = e
−t∂∗hTtg (2.3)
The second identity follows from the first by the symmetry of T and an integration-
by-parts. The next lemma extends the first identity. We observe that, by
Proposition 1.29, if f is BV , then Ttf ∈ D1,1 (γ), for every t > 0.
Proposition 2.13. Let f ∈ BV (γ). Then, for every t > 0,
D(Ttf) = e
−tT ∗t Df . (2.4)
In particular, for every F ∈ Bb (X;H),
[D(Ttu), F ] = e
−t [Du, TtF ] .
Remark 2.14. Because of our definitions, in the case of the classical Wiener
space, we have to consider L2 (0, T ) instead of H, above. The same applies to
every result, until the end of this section.
Since the first member in (2.4) is in D1,1 (γ), we can write ∇(Ttu).γ =
e−tT ∗t Du.
Proof. Both members in (2.4) are measures with values in H. To show that, for
every h ∈ H, the components along h coincide, it is sufficient to verify that
[D(Ttf), g h ] = e
−t [Df, Ttg h ] ,
whenever g is smooth. Now, by definition of measure-derivative and the sym-
metry of T , we find that
[D(Ttf), g h ] = − [Ttf.γ, ∂∗hg ] = − [ f.γ, Tt∂∗hg ] .
If we use the second commutation rule in (2.3), we conclude that the right
member above is equal to
−e−t [ f.γ, ∂∗hTtg ] = e−t [Dhf, Ttg ] .
We conclude with the convergence of the measure-derivatives D(Ttf), in the
duality with Cb (X;H).
Theorem 2.15. Let f ∈ BV (γ). Then
lim
t↓0
D(Ttf) = Df ,
in the duality with Cb (X;H), i.e. for every F ∈ Cb (X;H),
lim
t↓0
[D(Ttf), F ] = [Df,F ] .
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Proof. Let us write the polar decomposition of the measure-derivative Df =
σ. |Df |, where σ (x) ∈ H, with |σ (x)| ≤ 1, for every x ∈ X. Given F ∈
Cb (X;H),
[D(Ttf), F ] = e
−t [Df, TtF ] = e−t
∫
X
〈σ (x) , (TtF ) (x)〉H |DF | (dx) .
Fix x0 ∈ X, and define h0 = σ (x0), so that we can write the integrand
above, in the point x0, in the following way:
Tt (〈h0, F 〉H) (x0) .
The real function x 7→ 〈h0, F 〉H (x) is bounded and continuous, since h0 is
fixed. In particular we have
|〈h0, F 〉H (x)| ≤ ‖F‖∞ ,
so, for every x0 and x, as t goes to zero, Tt (〈h0, F 〉H) (x) converges to 〈h0, F 〉 (x).
Thus, we have pointwise convergence uniformly bounded: we can conclude by
an application of Lebesgue’s dominated convergence theorem.
The following corollaries are immediate to prove.
Corollary 2.16. Let f ∈ BV (γ). Then, for every h ∈ H, ∂hTtf.γ converges
to Dhf in the duality with Cb (X).
Actually, the proof above shows directly the following strengthening of the
theorem.
Corollary 2.17. Let f ∈ BV (γ). Then in Theorem 2.15 and Corollary 2.16,
the convergence holds in the duality with all bounded Borel functions, |Df | al-
most everywhere continuous.
As a consequence, we can show that the definition of BV function given
here, coincides, for example, with that in [AJMP10] (see also Remark 2.8 and
Remark A.6). We have to show that the integration-by-parts formula (2.2)
holds for every g = φ (W (h1) , . . . ,W (hn)), where φ is smooth, and every hi is
a real function of bounded variation on [0, T ]. In this case, g is bounded and
continuous.
Proposition 2.18. Let f ∈ BV (P ), and g as above. Then, for every h ∈ H,
P [f ∂∗hg] =
∫
g dDhf
Proof. For every t > 0, the identity above is true with Ttf in place of f . As t
goes to zero, for the left member we use the convergence of Ttf to f in the space
L log1/2 L (P ) (see Proposition B.8 in Appendix B), while for the right member
we use Corollary 2.16.
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2.4 A chain rule
To establish an explicit formula for the measure-derivative of composite func-
tions f = φ (g) is a central issue in the theory of BV functions, even in the
Euclidean case. In this section, we consider a special, but important, case, in
the classical Wiener space setting (anyway, a similar result is true in all abstract
Wiener spaces).
First, we state a sufficient condition for a function to be of bounded variation.
This is similar to what we have done in the case of I{WT≥0}. We recall that,
given two real random variables X, g with X ∈ L1 (P ), by Doob’s measurability
lemma, there exists a Borel function ξ such that
P [X | g] = ξ (g) ,
and ξ is unique as an element of L1 (µ), where µ is the law of g. For brevity,
with a slight abuse of notation, we can write, for real x,
ξ (x) = P [X | g = x] .
Proposition 2.19. Let f = φ ◦ g, with g ∈ D1,1 (P ), φ ∈ BVloc (λ), and write
ξ (x) = P [|∇g|2 | g = x]. If φ is constant outside a compact and the law of g
admits a density ρ, with respect to λ, such that both ρ and ξρ are bounded, then
f belongs to BV (P ).
Proof. The proof is an application of Theorem 2.11, together with the fact that
a similar theorem is true for Euclidean BV functions.
First, it is easy to settle the case φ = I{x≥0}: we simply proceed as we did
to show that I{WT≥0} is of bounded variation.
Then, without loss of generality, we suppose that φ ∈ BV (λ) has compact
support. By the Euclidean analogue of Theorem 2.11 (see [AFP00], Theorem
3.9), there exists a sequence of smooth functions with compact support (φn)n≥1,
convergent to φ in L1 (λ), such that the sequence of derivatives
(
d
dxφn
)
n≥1 is
bounded in L1 (λ). We define fn = φn ◦ g, so that
P [|fn − f |] =
∫
|φn − φ| ρdλ ≤ C ‖φn − φ‖L1 .
We have to show that the sequence of Malliavin derivatives (∇fn)n≥1 is bounded
in L1 (P ). By the chain rule 1.21, we write, for every n ≥ 1,
∇fn = d
dx
φn (g) · ∇g.
Taking expectations and conditioning with respect to g, we find
P [|∇fn|2] = P
[∣∣∣∣ ddxφn (g)
∣∣∣∣P [|∇g|2 | g]] .
Integrating with respect to the law of g, the right member above is equal to∫
R
∣∣∣∣ ddxφn (x)
∣∣∣∣ ξ (x) ρ (x) dx,
which allows us to conclude, by the boundedness assumption on ξρ.
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In the hypothesis of the previous proposition, however, it is difficult to give an
explicit expression for the measure-derivative of f = φ (g). With more assump-
tions on the regularity of g, we could use the theory of distributions on Wiener
spaces, due to Watanabe (see article [Wat87] or the lecture notes [U¨st95]).
Therefore, we prefer to limit ourselves to the case of g = (W (k1) , . . . ,W (kn)),
so that its law γ is a Gaussian measure on Rn, and we consider φ ∈ BV (γ).
In fact, we take advantage of the link between the two Ornstein-Uhlenbeck
semigroups T , on the classical Wiener space, and T γ , on Rn. For every t > 0,
we write again identity (1.16),
Ttf = T
γ
t (φ) ◦ g,
which was proved for g = ∆W , but by an approximation argument it holds true
in the case considered here. By Proposition 1.29, Tt (f) ∈ D1,1 (P ) and by the
chain rule (1.14),
〈∇Ttf, k〉2 =
〈∇HT γt φ (W (k1) , . . . ,W (kn)) , (〈ki, k〉2)ni=1〉H .
for every h ∈ H10 . From this, we get easily the identity
|∇Ttf |2 = |∇HT γt φ| ◦ g, (2.5)
so, by Theorem 2.11, we conclude that f ∈ BV (P ).
Now we can find an explicit expression for the measure-derivative of f , in
terms of Dφ and (ki)1≤i≤n. Let us consider a bounded continuous function f˜
and k ∈ L2 ([0, T ]). For every t > 0,
P
[
f˜ 〈∇Ttf, k〉2
]
= P
[
f˜
〈∇HT γt φ (W (k1) , . . . ,W (kn)) , (〈ki, k〉2)ni=1〉H] .
Let us suppose that there exists a bounded continuous function ξ (x), such that
P
[
f˜ | g
]
= ξ (g) .
Then, conditioning with respect to g, we can integrate with respect to γ:
P
[
f˜ 〈∇Ttf, k〉2
]
=
∫
ξ
〈∇HT γt φ, (〈ki, k〉2)ni=1〉H dγ.
Since φ ∈ BV (γ), as t goes to 0, by Corollary 2.16, the identity above passes
to the limit. We conclude that∫
f˜d 〈Df, k〉2 =
∫
ξd
〈
Dφ, (〈ki, k〉2)ni=1
〉
H
.
In the next proposition, we state again the formula above, with a small abuse
of notation.
Proposition 2.20. Let f = φ ◦ g, with g = (W (ki))0≤i≤n and φ ∈ BV (γ),
where γ is the law of g. Then f ∈ BV (P ). Moreover, for every f˜ ∈ FCb (Ω)
and every k ∈ L2 (0, T ),∫
f˜d 〈Df, k〉2 =
∫
Rn
P
[
f˜ | g = x
] 〈
Dφ (dx) , (〈ki, k〉2)ni=1
〉
H
. (2.6)
The total variation of f , with respect to P , coincides with the total variation of
φ, with respect to γ.
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Proof. It is sufficient to notice that, in the case of f˜ ∈ FCb (Ω), then we can
find an explicit expression for ξ, keeping the notation as above. The identity of
the total variations follows again from Theorem 2.11 and identity (2.5).
Identity (2.6) can be given the following meaning: the linear functional
f˜ 7→
∫
Rn
P
[
f˜ | g = x
] 〈
Dφ (dx) , (〈ki, k〉2)ni=1
〉
H
initially defined on cylindrical continuous functions can be extended to all Borel
bounded functions, and is induced by a real measure.
Remark 2.21. In the special case of n = 1, identity (2.6) becomes∫
f˜d 〈Df, k〉2 = 〈k1, k〉2
∫
R
P
[
f˜ | g = x
]
Dφ (dx) ,
so we can write Dsf = k1 (s)P [ · |g = x]Dφ.
Example 2.22. In the case I{WT≥0}, we get the expression
DI{WT≥0} = I[0,T [P [ · |WT = 0]
1√
2piT
.
The fact that f 7→ P [f |WT = 0] is induced by a measure can be checked
directly. It is easy to verify that, with respect to this measure, the canonical
process is a Brownian bridge, i.e. every Wt has centred normal law, and the
covariance is
P [WsWt |WT = 0] = s (1− t) for 0 ≤ s ≤ t ≤ T .
2.5 Functions with a BV derivative
In this section we study differentiable functions with a Malliavin derivative of
bounded variation. We will show in Section 3.2 an important example of such
functions. For simplicity, we provide only the basic definition and show that a
theorem similar to Theorem 2.11 is still true, with minor changes. The theory
can be developed in the abstract Wiener space setting, but we prefer to give
two definitions, for the two cases considered so far.
The technical integrability condition should be f ∈ L logL, but we prefer to
give a simpler definition (indeed, the case that we will consider has much more
integrability). As already said in the Notations section and in Section 1.4, the
spaces H ⊗ H and L2 (0, T ) ⊗ L2 (0, T ) are considered here as Hilbert spaces
(spaces of Hilbert-Schmidt operators). In particular, the latter is isomorphic to
L2
(
[0, T ]2, λ2
)
.
Definition 2.23. Let γ a Gaussian measure on Rn. A function f is differen-
tiable with BV derivative if f ∈ D1,p (γ) for some p > 1, and there exists a
measure D2f ∈ M (Rn;H ⊗H), such that, for every h1, h2 ∈ H and every
g ∈ C2b (Rn), ∫
g d
〈
D2f, h1 ⊗ h2
〉
H⊗H =
∫
f∂∗h1∂
∗
h2gdγ.
We write Dh2Dh1f =
〈
D2f, h1 ⊗ h2
〉
H⊗H .
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Definition 2.24. A function f , on the classical Wiener space, is differentiable
with BV derivative if f ∈ D1,p (P ) for some p > 1 and there exists a measure
D2f ∈M (Ω;L2 (0, T )⊗ L2 (0, T )), such that, for every h1, h2 ∈ H10 and every
g ∈ FC2b (Ω),∫
g d
〈
D2f, h′1 ⊗ h′2
〉
L2(0,T )⊗L2(0,T ) = P
[
f∂∗h1∂
∗
h2g
]
.
We write Dh2Dh1f =
〈
D2f, h′1 ⊗ h′2
〉
L2(0,T )⊗L2(0,T ).
We recall that ∂hW (k
′) = 〈h′, k′〉2 (such an expression appears when com-
puting ∂h1
∗∂∗h2g).
It is immediate that a function f ∈ D2,p (P ), with p > 1, is differentiable
with BV derivative, with measure D2f = ∇2f.P .
The next proposition states that the measure-second-derivative D2f is given
by the measure-derivatives of the functions ∂hf . We fix a complete orthonormal
system (hi)i≥1 of H
1
0 .
Proposition 2.25. Let f ∈ D1,p (P ), with p > 1. Then f is differentiable, with
BV derivative, if and only if, for every i ≥ 1, ∂hif is of bounded variation and
sup
m
∣∣∣(Dhj∂hif)1≤i,j≤m∣∣∣ (Ω) <∞, (2.7)
where
(
Dhj∂hif
)
1≤i,j≤m ∈M (Ω;Rm ⊗ Rm). In such a case,
DkDhf = 〈D∂hf, k′〉2 .
Proof. One implication is obvious. For the other one, let us suppose that, for
every i ≥ 1, ∂hif is BV and that the supremum in (2.7) is finite. It is sufficient
to show that there exists a measure µ ∈M (Ω;L2 (0, T )⊗ L2 (0, T )), such that,
for every i, j ≥ 1, 〈
µ, h′i ⊗ h′j
〉
L2(0,T )⊗L2(0,T ) = Dhj∂hif .
Once we have shown this, the integration by parts formula follows by an ap-
proximation argument.
The measure ν = supm
∣∣∣(Dhj∂hif)1≤i,j≤m∣∣∣ is finite. For every i, j, let σi,j
be the density of Dhj∂hif , with respect to ν. Then,
∑
i,j≤m σ
2
i,j ≤ 1 for every
m, so that σ =
∑
i,j σi,jh
′
i⊗h′j is an element of L∞
(
Ω, ν;L2 (0, T )⊗ L2 (0, T )),
with norm ≤ 1. If we define µ = σν, we conclude.
Remark 2.26. Let us remark that a similar proposition is valid in the finite di-
mensional setting. However, condition (2.7) is always trivially satisfied. There-
fore, any function f ∈ D1,p (γ), is differentiable with BV derivative if and only if
its Malliavin partial derivatives (〈∇Hf, hi〉H)1≤i≤h are all BV , where (hi)1≤i≤h
is a fixed orthonormal basis of H.
We give now the analogue of Theorem 2.11. Its complete proof would be
identical to the original one, with only some minor changes. Again, we state it
with a unique notation (see Remark 2.10).
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Theorem 2.27. Let f ∈ D1,p (X, γ), with p > 1. The following conditions are
equivalent:
1. f is differentiable with BV derivative;
2. there exists a sequence (fn)n≥1 of functions in D2,1 (γ) convergent to f in
D1,p (γ), and bounded in D2,1 (γ);
3. the family (Ttf)t≥0 is bounded in D2,1 (γ).
Moreover,∣∣D2f ∣∣ (X) = lim
t→0
∫ ∣∣∇2Ttf ∣∣H⊗H dγ ≤ lim infn
∫ ∣∣∇2fn∣∣H⊗H dγ.
Proof. (Sketch.)
To show that the second condition implies the first, for example, we work
componentwise. By Theorem 2.11, for every h ∈ H, ∂hf is BV . If we fix again
an orthonormal basis of H (hi)i≥1, then we can show that∣∣∣(Dhj∂hif)1≤i,j≤m∣∣∣ (X) ≤ C,
where C = lim infn
∣∣∇2fn∣∣, and we conclude by the previous proposition.
It is not difficult to show the analogue of Theorem 2.15 and a chain rule
similar to 2.20, in this setting. In particular, the next proposition will be useful.
Proposition 2.28. Let f = φ (g), with g = (W (k1) , . . . ,W (kn)). Then f is
differentiable with BV derivative, if and only if φ it is, with respect to the law
of g. In such a case,
∣∣D2f ∣∣ (Ω) = ∣∣D2φ∣∣ (Rn).
Chapter 3
Applications
In this chapter we deal with two applications of the theory of BV functions
on the classical Wiener space. The first one is an extension of the celebrated
Clark-Ocone-Karatzas formula. In the literature, there are already other gener-
alizations, for example using the theory of distributions on Wiener spaces (for a
brief introduction to the subject, see [U¨st95]). Our result, however, is different
in many aspects and has the advantage of producing explicit formulas.
The second application is related to the random variable
M = sup
0≤t≤T
Ws.
It is well known that M has a Malliavin derivative (see for example, [Nua95]),
but has no second derivative. We will show that the second derivative exists, as
a measure.
3.1 Clark’s formula for BV functions
Clark’s formula, as extended by D. L. Ocone and I. Karatzas in [KOL91], iden-
tifies the integrand in Itoˆ’s representation
f = P [f ] +
∫ T
0
Hs dWs,
when f ∈ D1,1 (P ). We find that Hs = P [∂sf |Fs], in a sense that we will make
precise later.
In this section we show that, if f is BV , the process H can be expressed
in terms of the measure-derivative Df . This extension of the formula, together
with the basic chain rule stated in Proposition 2.20, gives an explicit represen-
tation for a wide class of random variables.
Before we get to the main result, we recall some basic facts on Itoˆ’s stochastic
integral, we introduce the adjoint operator of the Malliavin derivative, the so-
called divergence operator, and we show the connection between them. We
introduce also the predictable projection of a process on the product space Ω×
[0, T ], since Clark’s formula has a better formulation in terms of this projection.
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3.1.1 Itoˆ’s integral and the divergence operator
In the Wiener integral W (f), the integrand f is a deterministic function. The
classical extension due to K. Itoˆ allows us to integrate stochastic processes,
under certain measurability hypothesis. We recall that, in order to extend the
Wiener integration to a wide class of integrands, the key step is the Wiener-Itoˆ
isometry. We will find a class of processes such that the same identity holds
true.
Let NF = (NF t)0≤t≤T be the natural filtration of the Wiener process
(Wt)0≤t≤T , so thatNF t is the σ-algebra of sets generated by the family (Ws)s≤t.
We write instead F = (Ft)0≤t≤T , for the natural filtration completed with all
the Borel sets P -neglegibile. A predictable rectangle is a subset of the product
space Ω× [0, T ], of the form
A×]s, t],
where A ∈ Fs. We say that a rectangle is naturally predictable if A ∈ NFs. The
predictable σ-algebra of sets P is, by definition, generated by the family of all
predictable rectangles. A stochastic process is said predictable if it is measurable
with respect to P. We say that a predictable process is elementary if it can
be written as a finite linear combination of indicator functions of predictable
rectangles. In a similar way, we can define the naturally predictable σ-algebra
of sets NP and say that a process is naturally predictable. By a monotone
class argument, we can show that every predictable process coincides P ⊗ ds
almost everywhere with a naturally predictable process. Actually, they are even
indistinguishable, with respect to P .
A smooth naturally predictable process, or simply a smooth process, is a
finite linear combination of processes of the form
fI]s,t],
where f is smooth and measurable with respect to NFs. We stress the fact that
here we are considering the natural filtrationNF , not the completed one. Again,
by a monotone class argument, any bounded naturally predictable process is
pointwise limit of a bounded sequence of smooth processes. Therefore, smooth
processes are dense in every Lp (Ω× [0, T ],P, P ⊗ ds), for 1 ≤ p <∞.
We recall that a process F = (Fs)0≤s≤T is adapted if, for every 0 ≤ s ≤ T ,
Fs is measurable with respect to Fs. By a direct approximation argument,
we can show that all adapted processes with (left) continuous trajectories are
predictable.
Given an elementary predictable process
F =
∑
i
aiIAiI]si,si+1],
we define its Itoˆ’s integral∫
FdW =
∫ T
0
FsdWs =
∑
i
aiIAi
(
Wsi+1 −Wsi
)
.
A direct computation shows that the Wiener-Itoˆ isometry holds true:
P
[∫
FdW
∫
GdW
]
= P
[∫ T
0
FsGsds
]
,
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so we can extend Itoˆ’s integral to an isometrical embedding in L2 (P ) of the
space of predictable square integrable processes (which is commonly denoted
with M2 = L2 (Ω× [0, T ],P, P ⊗ ds)).
Remark 3.1. It can be shown that Itoˆ’s integral process
t 7→
∫ t
0
FsdWs
is a martingale with respect to F and admits a version with continuous tra-
jectories. This is obvious for elementary processes, but passing to the limit
requires an application of Doob’s maximal inequality and the fact that we are
considering the completed filtration, and not the natural one.
Then, by a localization argument, we can extend the construction to a wider
class of processes, which we denote with M2loc. It contains exactly all the
predictable processes F , such that∫ T
0
F 2s ds <∞, P almost surely.
Given F ∈M2loc, there exists a sequence of predictable stopping times (τn)n≥1,
increasing towards T , such that, for every n, the predictable process Fn =
FI[0,τn[ is in M2. In fact we can choose
τn = inf
{
t :
∫ t
0
F 2s ds ≥ n
}
.
We can show that the sequence
(∫ T
0
FndW
)
n≥1
converges, P almost surely, to
a random variable, which we denote with
∫ T
0
FdW .
We now briefly introduce the divergence operator, i.e. the adjoint of the
Malliavin derivative. For simplicity, we limit ourselves to the case p = 2, since
the space D1,2 (P ) is a Hilbert space, with the scalar product
〈f, g〉 = P
[
fg +
∫ T
0
∂tf ∂tg dt
]
.
Moreover, the derivative ∇f can be identified with a square integrable process
in L2 (Ω× [0, T ], P ⊗ λ).
The adjoint operator δ is defined by the following property: a process F ∈
L2 (Ω× [0, T ]) belongs to the domain of δ if and only if there exists a δ (F ) ∈
L2 (P ) such that, for every g ∈ D1,2 (P ),
P [g δ (F )] = P
[ ∫ T
0
∂tg Ft dt
]
= P [〈∇g, F 〉2] . (3.1)
The reader with a geometrical intuition can think of δ as the divergence of
the L2 (0, T )-valued vector field F . The link between divergence and Itoˆ integral
is shown in the following proposition.
Proposition 3.2. Let F ∈M2. Then F belongs to the domain of δ, and
δ (F ) =
∫ T
0
FsdWs. (3.2)
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Proof. By definition of divergence, it will suffice to check that identity (3.1) is
true with
∫
FdW instead of δ (F ). Moreover, by an approximation argument,
involving the Wiener-Itoˆ isometry, we can suppose that both g and F are smooth
(with the definition of a smooth process given above).
By linearity, we only have to prove the case F = fI]s,t], with f smooth and
measurable with respect to NFs. If we write h for the element in H10 such that
h′ = I]s,t], then
P
[∫ t
s
∂rg f dr
]
= P [∂hg f ] = −P [g ∂∗hf ] .
On the other hand, ∂hf = 0 by the measurability hypothesis on f , so we con-
clude that
g ∂∗hf = −g f (Wt −Ws) = −g
∫
FdW .
3.1.2 The predictable projection of a process
As we will see, in Clark’s formula, the integrand is a process H defined by
Hs = P [∂sf |Fs]. Since the conditional expectation of a random variable is an
element of L1 (P ), i.e. a class of equivalence of random variables, we have to
show that it is possible to choose, for every 0 ≤ s ≤ T , a representative, such
that H is well defined as a (naturally) predictable process. If we call µ = P⊗λ/T
(a probability measure on the product space), the next proposition shows how
to solve this problem: H is the conditional expectation of ∇f with respect to
P and µ.
Proposition 3.3. Let F be an integrable process, that is
F ∈ L1 (Ω× [0, T ],A⊗B (0, T ) , µ) .
Then every version of the conditional expectation of F with respect to P (or
NP), H ∈ µ [F |P] is a (naturally) predictable process such that, λ almost ev-
erywhere,
Hs ∈ P [Fs|Fs] . (3.3)
Proof. Let us consider first a process of the form
F = fI]s,t],
with f cylindrical smooth. By a direct computation, using the independence
of the increments, there is even a process with continuous trajectories Hs such
that (3.3) holds true for every s. It is obvious H ∈ µ [F |P], since it is sufficient
to check that
P
[∫ T
0
FtIRdt
]
= P
[∫ T
0
HtIRdt
]
,
on (naturally) predictable rectangles R.
By an approximation argument, using the continuity of the conditional ex-
pectation on L1 (Ω× [0, T ],A⊗B (0, T ) , µ) and the density of linear combina-
tions of processes as considered above, we conclude.
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Remark 3.4. Given a measure ν, on the product space Ω × [0, T ], absolutely
continuous with respect to P ⊗ λ, of density F , a version of the density of ν
restricted to P (or NP) is the projection of F , as defined in the proposition
above.
3.1.3 Statement and proof of Clark’s formula
In order to keep the exposition as much elementary as possible, we proceed in the
following way. First of all we establish a formula, by a direct computation, valid
for smooth functions. Then, by density, we extend its validity to all the random
variables in D1,2 (P ), which is the classical formulation of Clark’s formula. As
a consequence, we show Itoˆ’s representation theorem.
In the next subsection we will prove the extension to the BV case, assuming
these two last results. As a corollary, we will obtain Clark’s formula for random
variables in D1,1 (P ) (this is in fact the extension due to Ocone and Karatzas, in
[KOL91]). Therefore, the reader familiar with the classical results can proceed
directly to Theorem 3.10.
The tools from stochastic analysis that we will use, without proof, are Itoˆ’s
formula, Doob’s maximal inequality and the so-called Burkholder-Gundy good
λ-inequality, in addition to the basic facts on Itoˆ’s stochastic integral.
The following lemma is a preliminary version of Clark’s formula.
Lemma 3.5. Let f = φ (Wt −Ws), with φ smooth and 0 ≤ s < t ≤ T . Then
f = P [f ] +
∫ t
s
P [∂rf |Fr] dWr. (3.4)
Remark 3.6. By the very definition of Malliavin derivative, we have that ∂rf =
∂φ (Wt −Ws), for s ≤ r ≤ t. So we find that
P [∂rf |Fr] = P [∂φ (Wt −Wr + x)]|x=Wr−Ws . (3.5)
Proof. For simplicity, we suppose that s = 0 and T = 1, so that f = φ (W1).
Formula (3.4) is a consequence of an application of Itoˆ’s formula. We introduce
the heat semigroup,
Ptφ (x) = P [φ (x+Wt)] = u (t, x) .
It is known that u is a solution of the partial differential equation
∂tu =
1
2
∂2xu,
and, by a direct computation, we see that u (1− t,Wt) = P [f |Fs]. We write
Itoˆ’s formula for u (1− t,Wt), so that u (0,W1) = g (W1) = f is equal to
u (1,W0)+
∫ 1
0
(
−∂tu (1− s,Ws) + 1
2
∂2xu (1− s,Ws)
)
ds+
∫ 1
0
∂xu (1− s,Ws) dWs.
But u (1,W0) = P [f ] and the deterministic integral is null. By identity (3.5),
we find that
∂xu (1− s,Ws) = P [∂φ (W1 −Ws + x)]|x=Ws = P [∂sf |Fs] .
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Now, we can prove Clark’s formula, for f ∈ D1,2 (P ).
Theorem 3.7. Let f ∈ D1,2 (P ). Then
f = P [f ] +
∫ T
0
P [∂sf |Fs] dWs, (3.6)
where the integrand is intended as in Proposition 3.3, applied to F = ∇f .
Proof. First, we establish the result for a smooth f = φ (∆W ). We can reason
by induction on n, the number of increments in ∆W . The case n = 1 is Lemma
3.5 above. Then, we fix (x1, . . . , xn−1) ∈ Rn−1, and apply the same lemma to
g = φ
(
x1, . . . , xn−1,Wtn −Wtn−1
)
, so that
g = P [g] +
∫ tn
tn−1
P [∂sg|Fs] dWs.
If we write, in place of (x1, . . . , xn−1),(
Wt1 −Wt0 , . . . ,Wtn−1 −Wtn−2
)
we can apply the inductive hypothesis to the first term in the right member,
above. We get the thesis by the independence of the increments and identity
(3.5).
Given f ∈ D1,2 (P ), there exists a sequence of smooth functions (fn)n≥1
convergent to f in this space. In particular, the sequence of derivatives (∇fn)n≥1
is convergent, as square integrable processes. By continuity of the conditional
expectation operator, the integrands in (3.6) are convergent in L2 (Ω× [0, T ],P),
and so the integrals, by the Wiener-Itoˆ isometry.
Corollary 3.8. Let f ∈ D1,2 (P ), such that ∇f = 0. Then f = P [f ] is
constant, P almost surely.
We state and prove Itoˆ’s representation theorem, which can be seen as a
consequence of Clark’s formula.
Theorem 3.9. Let f ∈ L1 (P ). There exists a unique process F ∈ M2loc such
that
f = P [f ] +
∫ T
0
FsdWs (3.7)
In particular, every martingale, with respect to the filtration F , has a path-
continuous version.
Proof. Itoˆ’s representation (3.7) is valid for f ∈ L2 (P ), by the density of
D1,2 (P ).
We prove now that an F-martingale M , with MT ∈ L2 (P ) admits a path-
continuous version. Indeed, we simply represent MT and use the fact that Itoˆ’s
integrals are martingales (see Remark 3.1), so that, for every 0 ≤ t ≤ T ,
Mt = P [MT ] +
∫ t
0
FsdWs.
The existence of a path-continuous version follows by the same remark, since
the integral process has such a version.
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More generally, given an F-martingale M (such that MT ∈ L1 (P )), there
exists a sequence of F-martingales Mn such that MnT ∈ L2 (P ) and MnT con-
verges to MT in L
1 (P ). By Doob’s maximal inequality,
P
[
sup
0≤t≤T
|Mnt −Mt| > 
]
≤ 1

P [|MnT −MT |] ,
so that (Mn)n≥1 converges to M in probability. Passing to a subsequence, the
convergence is almost sure and so there exists a path-continuous version of M .
Given f ∈ L1 (P ), we consider a path-continuous version of the martingale
M = (P [f |Fs])0≤s≤T . There exists a sequence of stopping times τn such that
Mτn = (Mτn∧s)0≤s≤T is a bounded martingale, and so represented as in (3.7)
by a process Fn.
Finally, the family (Fn)n≥1 can be used to define a process F ∈ M2loc (P ),
which represents f , since Fn+1I[0, τn[= Fn, for every n ≥ 1.
3.1.4 The extension to the BV case
In the case of a BV random variable f , we can still obtain an analogue of Clark’s
formula, as the next theorem shows. We have to keep in mind that the measure
|Df | can be even singular with respect to P , so we do a careful distinction
between the filtrations F and NF , defined in the first subsection above.
Theorem 3.10. Let f ∈ BV (P ). The restriction Df|NP of the measure-
derivative to the naturally predictable σ-algebra of sets NP is absolutely contin-
uous with respect to the measure P ⊗ λ|NP . Moreover, if F is a version of the
density, then the representation (3.7) holds true.
The case f ∈ BV ∩ L2 (P ) is simpler to show, and the ideas involved are
evident, so we state a separate proof.
Proof. (f ∈ BV ∩ L2 (P )). By Itoˆ’s representation, there exists a process F ∈
M2 such that f is written as in (3.7). We can even suppose that P [f ] = 0, so
that
f =
∫ T
0
FsdWs.
It is sufficient to show that the integrals of smooth naturally predictable pro-
cesses, taken with respect to Df and F.P ⊗ λ, coincide.
We fix 0 ≤ s < t ≤ T , a smooth function g, measurable with respect to
NFs, and write the Wiener-Itoˆ isometry:
P
[∫
FdW
∫
gI]s,t]dW
]
= P
[∫
gI]s,t](r)Frdr
]
.
Then we recall identity (3.2), so that
∫
gI]s,t]dW = ∂
∗
hg for an appropriate
h ∈ H10 . By the definition of measure-derivative, the left member above is equal
to ∫
gI]s,t] dDf ,
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where we see gI]s,t] as a smooth process, and Df as a measure on the product
space. By linearity, we conclude that∫
GdDf = P
[∫
Gr Fr dr
]
, (3.8)
for every smooth predictable process G.
Before we give a proof for the general case, we state a technical lemma.
Lemma 3.11. If f ∈ BV (P ), then the process F in the representation (3.7) is
P -integrable, i.e. it belongs to L1 (Ω× [0, T ],P, P ⊗ λ).
Proof. If f is smooth, then F = P [∂sf |Fs], and
P
[ ∫ T
0
|Fs| ds
]
≤ P
[ ∫ T
0
|∂sf | ds
]
≤ T 1/2P [|∇f |2] .
Given f ∈ BV (P ), we consider a sequence of smooth (fn)n≥1, convergent
to f in L1 (P ), such that (P [|∇fn|2])n≥1 is bounded. Such a sequence exists by
an application of Theorem 2.11 and a diagonal argument.
For every n ≥ 1, we write Fn for the process that represents fn, and Mn for
the F-martingale
Mnt = P [fn|Ft] = P [fn] +
∫ t
0
Fns dWs.
We also write Mt = P [f |Ft]. By Doob’s maximal inequality, we have
P
[
sup
0≤t≤T
|Mnt −Mt| > 
]
≤ 1

P [|MnT −MT |] ,
for every  > 0. By the Burkholder-Gundy good-λ-inequality (see [RW00], pp.
94-95, and article [KOL91], p. 130), we obtain that
P
[ ∫ T
0
|Fns − Fs|2 ds > 4λ2, sup
0≤t≤T
|Mnt −Mt| ≤ δλ
]
≤ δ2P
[ ∫ T
0
|Fns − Fs|2 ds > λ2
]
,
for every λ > 0 and δ ∈ (0, 1). This leads immediately to the inequality
P
[ ∫ T
0
|Fns − Fs|2 ds > 4λ2
]
≤ δ2 + 1
δλ
P [|MnT −MT |] ,
which implies that ∫
|Fns − Fs|2 ds→ 0
in probability, and without loss of generality, P almost surely. By Ho¨lder in-
equality,
∫ |Fns | ds converges to ∫ |Fs| ds, P almost surely so, by Fatou’s lemma,
we conclude that
P
[ ∫ T
0
|Fs| ds
]
≤ T 1/2 lim inf
n
P [|∇fn|2] <∞.
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Remark 3.12. Working more carefully, we can even show that
P
[∫ T
0
|Fs| ds
]
≤
∫ T
0
|Dsf | ds (Ω) ≤ T 1/2 |Df | (Ω) .
with the same notation as in formula (2.5).
Proof. (General case.) We have to show that identity (3.8) holds true, since,
by the lemma above, we already know that F.P ⊗ λ is a real measure on the
product space. Again, it is sufficient to consider G = gI]s,t].
Let (τn)n≥1 be a sequence of stopping times increasing to T , such that
Fn = I[0,τn[F ∈M2. It is a classical result about Itoˆ’s integrals that
fn = P [f |Fτn ] =
∫ T
0
Fnr dWr.
For every n ≥ 1, by the Wiener-Itoˆ isometry,
P [fn g (Wt −Ws)] = P
[∫
gI]s,t](r)F
n
r dr
]
.
As n goes to infinity, fn is a martingale convergent to f in the Orlicz space
L log1/2 L (P ) (see Appendix B, Theorem B.16). Therefore, by the Ho¨lder-Orlicz
inequality, the member on the left converges to
P [fg (Wt −Ws)] =
∫
gI]s,t] dDf .
For the member on the right, we use Lebesgue’s dominated convergence theorem,
since gF ∈ L1 (Ω× [0, T ], P ⊗ λ), and we conclude.
Remark 3.13. If f ∈ Lp (P ), for some p > 1, then the last part of the proof is
simpler, since it is well-known that fn = P [f |Fτn ] converges to f in Lp (P ).
As a consequence, we find Clark’s formula in the case of f ∈ D1,1 (P ).
As already said, this was the original contribution by Ocone and Karatzas, in
[KOL91]. We remark that much of the arguments above, and in particular
Lemma 3.11, are a generalization of the original proof stated there.
Corollary 3.14. Let f ∈ D1,1 (P ). Then
f = P [f ] +
∫ T
0
P [∂sf |Fs] dWs,
where the integrand is intended as in Proposition 3.3, applied to F = ∇f .
Proof. Indeed, as seen in Remark 3.4, the integrand is a version of the density of
the measure derivative F.P ⊗λ restricted to the naturally predictable σ-algebra
of sets.
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3.1.5 The case of cylindrical random variables
We conclude this section, showing that the extended Clark’s formula, together
with the chain rule, allows us to find explicit representations, in the case of
cylindrical random variables. For simplicity, we consider the case f = φ (W (k))
only.
Given s ∈ [0, T ], we write |k|s =
∣∣kI[s,T ]∣∣ and
ρa (x) =
exp
{−x2/(2a2)}√
2pi |a|
for the density of the centred normal law, of variance a2 6= 0. Therefore, the
law γ of W (k), if k 6= 0, has density ρ|k|, with respect to the Borel-Lebesgue
measure (for simplicity, we omit the subscript 2).
Proposition 3.15. Let f = φ (W (k)), with φ ∈ BV (γ). A version of the
process F , in the representation (3.7), is
Fs = k (s)
∫
R
ρ|ks|
(
x−W (kI[0,s]))
ρ|k| (x)
Dφ (dx) , (3.9)
where Dφ is the measure derivative of φ, with respect to γ.
Remark 3.16. If |k|s = 0, then, without loss of generality, k (s) = 0 so that
Fs = 0. If φ ∈ BV (λ), formula (3.9) above becomes simpler, if we write µ for
the measure-derivative of φ, with respect to λ:
Fs = k (s)
∫
R
ρ|ks|
(
x−W (kI[0,s]))µ (dx) .
Proof. We write Ks (x) for the integrand in the expression (3.9). Let g be
smooth and Fs-measurable. By the chain rule 2.20 and Remark 2.21, it is
sufficient to suppose |k|s 6= 0 and show that
P [ g |W (k) = x] = P [ g Ks (x) ] ,
since, by Fubini’s theorem, we can exchange expectation and integration with
respect to Dφ.
Therefore, given a bounded measurable function ψ (W (k)), we have to show
that
P [ψ (W (k)) g] = P
[
ψ (W (k))P [ g Ks (x) ]|x=W (k)
]
.
Conditioning with respect to Fs, we find that
P [ψ (W (k)) g] = P
[
g
∫
R
ψ
(
W
(
kI[0,s]
)
+ y
)
ρ|ks| (y) dy
]
.
After a change of variables x = W
(
kI[0,s]
)
+ y in the integral above, and ex-
changing the order of integration,
P [ψ (W (k)) g] =
∫
R
ψ (x)P
[
g ρ|ks|
(
x−W (kI[0,s]))] dx.
Finally, we multiply and divide by ρ|k| (x), so we conclude that
P [ψ (W (k)) g] = P
[
ψ (W (k))P [Ks (x) g]|x=W (k)
]
.
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Example 3.17. We consider again f = I{Wt≥0}, for 0 < t ≤ T : we know that
DI{x≥0} = 0, with respect to the Borel-Lebesgue measure. The expression for
F is, for 0 ≤ s < t,
Fs =
e
−W2s
2(t−s)√
2pi (t− s) .
In particular, the generalized Clark-Ocone-Karatzas formula reads as follows:
I{Wt≥0} =
1
2
+
∫ t
0
e
−W2s
2(t−s)√
2pi (t− s)dWs.
3.2 The maximum of the Wiener process
The main result of this section is the existence of the measure-second-derivative
for the random variable
M = sup
0≤t≤T
Wt.
It is known that M is differentiable, but, looking at the explicit expression for
the derivative, one easily sees that it has no second derivative, in the Malliavin
sense.
We will proceed as follows. First, we show that M has a derivative, with a
variant of the standard deduction, using only the techniques introduced so far.
Then we state some lemmas, to simplify the proof of the main result. We think
that Lemma 3.21 is particularly interesting, introducing combinatorial elements
in the deduction. After the proof of the existence, we write a formal deduction
for an expression of the measure-second-derivative. A rigorous proof is left open
for a subsequent study.
3.2.1 First derivative of the maximum
In this subsection we obtain the differentiability ofM . We proceed by a standard
explicit approximation, that we will use even for the second derivative. However,
we use the theory of BV functions to show that the approximating sequence
converges in D1,2 (P ) (this is different, for example, from the approach contained
in [Nua95]). So we do not have to recall deeper results, like the fact that the
Malliavin derivative is a local operator.
We fix n ≥ 1 and denote tnk = kT/n, for 0 ≤ k ≤ n. We define the
random variable Mn = supkWtnk . In order to show that Mn admits a Mallavin
derivative, since it is cylindrical, it is sufficient to consider
mn (w1, . . . , wn) =
√
T (0 ∨ w1 ∨ . . . ∨ wn) ,
and show that mn ∈ BV (Pn), where Pn is the Gaussian measure on Rn, centred
and of covariance matrix given by Qij = inf {i, j} /n (see Example 1.6).
We put w0 = 0, so we can write
mn =
√
T
n∑
k=0
IAkwk,
46 CHAPTER 3. APPLICATIONS
where Ak = {wk ≥ wi ∀i = 0, . . . , n} is the event “the maximum of the trajec-
tory (wi)0≤i≤n is reached in i = k”. We observe that any intersection Ak ∩Ah,
with k 6= h, is Pn-neglegible.
For every 0 ≤ k ≤ n, the indicator function IAk belongs to BVloc (λn), and
its measure-derivative, with respect to λn, is
DλhIAk =

−IAk .Hn−1|{wh=wk} if h 6= k,∑n
i=1 IAk .Hn−1|{wk=wi} if h = k.
(3.10)
where DλhIAk =
〈
DλIAk , eh
〉
, and Hn−1 is the Hausdorff n − 1 dimensional
measure on Rn.
As a consequence of Remark 2.5, if we write rn for the continuous version
of the density of Pn, with respect to λ
n, we find that IAk ∈ BV (Pn) and that
its measure-derivative DIAk is equal to rnQD
λIAk . By Lebinitz rule 2.6, the
product IAkwk is in BV (Pn), with measure-derivative equal to
D (IAkwk) = rnQ
{
IAkek.λ
n +
∑
h
wk.D
λ
hIAkeh
}
.
Summing on 1 ≤ k ≤ n and using the expression (3.10), we find that
Dmn =
√
T
∑
k
IAkQekPn.
This means that the measure-derivativemn is absolutely continuous with respect
to Pn, so, by Remark 2.4, we conclude that mn ∈ D1,2 (Pn). By chain rule 1.21,
Mn ∈ D1,2 (P ), with derivative
∇Mn =
n∑
k=1
IBkI[0,tnk [,
where IBk = IAk
(
Wtn1 , . . . ,Wtnn
)
.
The differentiability of M follows easily from the fact that the expression
above is equal to
∇Mn = I[0,σn[,
where σn = inf
{
tnk : Wtnk ≥Wtni , ∀i = 0, . . . , n
}
is the time at which the maxi-
mum is reached (among the family (tnk )0≤k≤n).
The trajectories of the Wiener process W are continuous and reach the
maximum only once, P almost surely, so, as n tends to infinity, (σn)n≥1 almost
surely converges to
σ = inf {t : Wt ≥Ws, ∀ 0 ≤ s ≤ T} , (3.11)
the first time when the (global) maximum is reached. By Lebesgue’s domi-
nated convergence theorem, the sequence (∇Mn)n≥1 converges to I[0,σ[ in every
Lp
(
Ω, P ;L2 (0, T )
)
. It is even easier to see that the sequence Mn converges to
M in every Lp (P ), for every 1 ≤ p <∞, so we conclude.
3.2. THE MAXIMUM OF THE WIENER PROCESS 47
3.2.2 Preliminary results
In this subsection we collect some facts that will be useful in the proof of the
existence of the measure-second-derivative of M . The first one is a simple
observation on the total variation of a measure µ ∈ M (X;K), where K is a
separable Hilbert space. We fix a complete orthonormal system (ei)i≥1 and
write µi = 〈µ, ei〉
Lemma 3.18. Let (λr)1≤r≤k be finite positive measures, such that, for every
i ≥ 1,
µi =
k∑
r=1
ai,r.λr ,
for some real measurable functions ai,r ∈ L1 (λr). If, for every r 6= s, λr is
singular with respect to λs, then
|µ| =
k∑
r=1
√∑
i≥1
a2i,r.λr .
Proof. We set λ =
∑k
r=1 λr and fr = dλr/dλ. From the hypothesis on λr it
follows that frfs = 0, λ almost everywhere, for every r 6= s. Moreover,
µi =
k∑
r=1
ai,rfr.λ .
We use the fact that if µ = F.λ, then |µ| = |F |K .λ (this is related to the
polar decomposition theorem). Then we find that
|µ| =
(∑
i≥1
( k∑
r=1
ai,rfr
)2)1/2
.λ .
On the other hand, ( k∑
r=1
ai,rfr
)2
=
k∑
r=1
a2i,rf
2
r ,
λ almost everywhere, so we conclude that
(∑
i≥1
( k∑
r=1
ai,rfr
)2)1/2
=
k∑
r=1
√∑
i≥1
a2i,r fr,
λ almost everywhere.
This lemma will be applied in the finite dimensional case X = Rn and
K = H ⊗H, where H is the Cameron-Martin space of the standard Gaussian
measure γn on Rn.
Remark 3.19. Suppose that every ai,r is constant and equal either to 0, or to
a real value a. Then,
√∑
i≥1 a
2
i,r is equal to |a| times the square root of the
number of elements in (ai,r)i≥1, different from zero.
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The next lemma states that the n+m− 1 dimensional Hausdorff measure,
restricted to special level sets, can be decomposed into the product of the n− 1
dimensional Hausdorff measure (again, restricted to some set) with the Borel-
Lebesgue measure λm. Since this result is valid in a greater generality, being
a consequence of the Area-Coarea theorems (see [AFP00]), we omit the proof
(obviously, one can look for an elementary proof). We write pin (x1, . . . , xm+n) =
(x1, . . . , xn) and pi
∗
m (x1, . . . , xm+n) = (xm+1, . . . , xm+n).
Lemma 3.20. Let f , g, positive Borel functions, defined respectively on Rn and
Rm. The integral of the function (f ◦ pin) · (g ◦ pi∗m), with respect to the measure
Hn+m−1|{pin=0} on Rm+n, coincides with the product∫
Rn−1
f (x1, . . . , xn−1,− (x1 + . . .+ xn−1)) dx1 . . . dxn−1 ·
∫
Rm
gdλm.
The last result that we will need is completely probabilistic. Let us suppose
that, on a probability space (Ω,A, P ) we are given a sequence (Xi)i≥1 of inde-
pendent random variables, equidistributed with common centred normal law,
of variance equal to 1 (one can easily define such a sequence on the classical
Wiener space). We define S0 = 0 and Sk =
∑k
i=1Xi, for all k ≥ 1, so that
(Sk)
n
k=0 is a Gaussian random walk, starting at the origin, of length n. We
write An for the event
An =
n⋂
k=0
{Sk ≤ 0} .
In the next subsection we will need an asymptotic estimate (in terms of n)
of the probabilities P (An) and P (An |Sn = 0). Actually, these numbers can be
explicitly computed, with combinatorial methods. For the second expression,
we mean
P (An |Sn = 0) = lim
↓0
P (An ∩ {Sn ∈ [−, 0]})
P (Sn ∈ [−, 0]) .
Lemma 3.21. With the notations above, for every n ≥ 1,
P (An) =
(
2n
n
)
1
4n
and P (An|Sn = 0) = 1
n
.
Proof. The first formula is a direct consequence of a classical but surprising
result, due to E. Sparre Andersen (there are many proofs, of combinatorial
flavour, see articles [And53a], [Spi56]). For a general random walk, it is true
that
∞∑
n=0
P (An) t
n = exp
{ ∞∑
k=1
tk
k
P (Sk ≤ 0)
}
,
(see [Spi01], page 218), for every 0 ≤ t < 1. As a consequence, since in our case
P (Sk ≤ 0) = 1/2, we find that
∞∑
n=0
P (An) t
n = (1− t)−1/2 .
By developing in power series the member on the right, we conclude.
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The second identity follows from a variation of a result, originally due (again)
to Sparre Andersen (Theorem 2, in [And53b]). In its original form, it states that,
for a general random walk, if P (Sn = 0) 6= 0, then the result is true. In our
case, it is sufficient to introduce a limit. Let us fix  > 0 and n ≥ 1. We define
the random variable
L = min
{
0 ≤ k ≤ n− 1 : Sk = max
0≤i≤n−1
Si
}
,
and the events Bm = {L = m} ∩ {Sn ∈ [−, 0]}, that is
Bm =
m−1⋂
i=0
{Si < Sm}
n−1⋂
i=m+1
{Si ≤ Sm} ∩ {Sn ∈ [−, 0]} ,
for m = 0, . . . , n− 1. Observe that B0 = An ∩ {Sn ∈ [−, 0]}
We introduce the transformation θ : Rn → Rn,
(x1, . . . , xn) 7→ (x2, x3, . . . , xn−1, xn) .
Thus, θ naturally acts on the family of increments (Xi)1≤i≤n, and leaves un-
changed its joint law. As a consequence, θ induces a tranformation on every
integrable random variable Y = φ (X1, . . . , Xn),
Θ (Y ) = φ (X2, X3, . . . , Xn, X1) ,
and, by invariance, P [Θ (Y )] = P [Y ]. We easily see that Θ transforms Sk in
Sk+1 −X1, for 0 ≤ k < n, and leaves Sn unchanged. We can write Θ (IBm) =
IΘ(Bm), where
Θ (Bm) =
m⋂
i=1
{Si < Sm+1}
n−1⋂
i=m+2
{Si ≤ Sm+1}∩{Sn ∈ [−, 0]}∩{Sn ≤ Sm+1} .
(3.12)
We consider first the case m = n− 1. Since we have, among the conditions,
Sn = Sm+1 ≤ 0, we see that the difference Θ (Bm) \B0 is P neglegible.
For 0 ≤ m < n − 1, we rewrite the last two events at the right member in
(3.12) as a disjoint union,
{Sm+1 > 0, Sn ∈ [−, 0]} ∪ {− ≤ Sn ≤ Sm+1 ≤ 0} .
We obtain that
Θ (Bm)\Bm+1 =
m⋂
i=1
{Si < Sm+1}
n−1⋂
i=m+2
{Si ≤ Sm+1}∩{− ≤ Sn ≤ Sm+1 ≤ 0} .
We write Cm+1 for the expression above, so, taking expectations, we conclude
that
P (Bm) = P (Θ (Bm)) = P (Bm+1) + P (Cm+1) .
There exists a C (n), which does not depend on , such that |P (Cm+1)| ≤
C (n) 2, since Cm+1 ⊆ {− ≤ Sn ≤ Sm+1 ≤ 0}.
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Summing up on 0 ≤ m ≤ n− 1, we find that∣∣∣∣∣
n−1∑
m=0
P (Bm)− nP (B0)
∣∣∣∣∣ ≤ D (n) 2,
for another constant D (n). But
∑n−1
m=0 P (Bm) = P (Sn ∈ [−, 0]) so, dividing
both members by this quantity, we conclude that∣∣∣∣1− nP (An ∩ {Sn ∈ [−, 0]})P (Sn ∈ [−, 0])
∣∣∣∣ ≤ D (n) 2/P (Sn ∈ [−, 0])→ 0,
as  tends to zero.
3.2.3 Existence of the second derivative as a measure
Before proceeding with the proof of the existence, we give some remarks. The
family (Wt)0≤t≤T consists of linear functional, so its supremum is a convex
function. In this situation, a general result from the theory of positive distri-
butions applies (see chapter 11 in [U¨st95]), and we can conclude the existence
of partial second derivatives Dh∂kM , for every h, k ∈ H10 . However, it is not
clear how to conclude with the existence of a measure D2M , with values in
L2 (0, T )⊗ L2 (0, T ). We need a proof that the total variation is finite.
A similar problem appears when we proceed as follows. We know that∇M =
I[0,σ[, with the notation introduced in identity (3.11). We can equivalently write
∂tM = I[0,σ[ (t) = I{M[0,t]<M[t,T ]},
where M[a,b] = supa≤s≤bWs. Keeping t fixed, we apply Proposition 2.19 and
conclude that every ∂tM is BV . Indeed, with the notation of that proposition,
in this case, φ = I{x<0}, and g = M[0,t] −M[t,T ], and we can write explicitly its
density, which is bounded. Moreover, an explicit computation shows that |∇g|2
is bounded too. Still, we cannot conclude the existence of a measure D2M .
In order to show that M is differentiable, with a BV derivative, we will
apply Theorem 2.27, providing an explicit approximation. This is done by a
discretization of time, very similar to the one used to show differentiability (in
fact, identical, after a change of coordinates).
We fix n ≥ 1 and consider again the family of instants tnk = kT/n, with
0 ≤ k ≤ n. We have already shown that the sequence of random variables
Mn = sup
0≤k≤n
Wtnk
converges to M in D1,2 (P ). To keep computations easy, we work in the following
setting. We define
mn (x1, . . . , xn) =
√
T
n
(0 ∨ x1 ∨ . . . ∨ (x1 + . . .+ xn)) .
So that mn ∈ D1,2 (γn), where γn is the standard Gaussian measure on Rn. We
write ρn for the density of γn, with respect to the Borel-Lebesgue measure λ
n.
We introduce the functions s0 = 0, sk (x1, . . . , xn) = x1 + . . .+xk, and write
m[h,k] = sup
h≤i≤k
si.
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We already know that
∂kmn =
√
T
n
I{m[0,k−1]<m[k,n]},
and, by Proposition 2.19, this function is BV , for every 0 ≤ k ≤ n. Since
we are working in a finite dimensional setting, Proposition 2.25 applies, and
we conclude that every mn is differentiable, with a BV second derivative. By
Proposition 2.28, we know that every Mn has the same regularity, and∣∣D2Mn∣∣ (Ω) = ∣∣D2mn∣∣ (Rn) .
It is sufficient to show that
∣∣D2mn∣∣ (Rn) is bounded, uniformly in n, so that
Theorem 2.27 applies. First we recall that, in this case, H = Rn, with the usual
Euclidean scalar product. Then, we find that
Dh∂kmn =
√
T
n
ρnHn−1|{m[0,k−1]=m[k,n]} ·

I{m[0,h−1]>m[h,k−1]} if h < k,
1 if h = k,
I{m[k,h−1]<m[h,n]} if h > k.
We observe that the intersection{
m[0,k1−1] = m[k1,n]
} ∩ {m[0,k2−1] = m[k2,n]} ,
in general, is not neglegible with respect to Hn−1. So we introduce the family
of sets
B (µ, ν) = {sµ = sν = mn} ,
for 0 ≤ µ < ν ≤ n. Now, if (µ, ν) 6= (µ′, ν′), then the intersection B (µ, ν) ∩
B (µ′, ν′) is neglegible for Hn−1, since it is contained in the linear subspace
{sµ = sν = sν′ = sµ′}, which has codimension greater that 2. If we write
Hµ,ν = ρnHn−1|B(µ,ν),
then D2mn is a combination of these measures. We make a distinction between
three cases:
Dh∂kmn =
√
T
n
·

∑
µ≤h−1
∑
ν≥kHµ,ν if h < k,∑
µ≤k−1
∑
ν≥kHµ,ν if h = k,∑
µ≤k−1
∑
ν≥hHµ,ν if h > k
We can apply Lemma 3.18 and the subsequent remark, so we find that
∣∣D2mn∣∣ = √T
n
∑
µ<ν
(ν − µ)Hµ,ν .
Next, we compute the total mass of each measure Hµ,ν . We fix 0 ≤ µ <
ν ≤ n and write B (µ, ν) as an intersection A1 ∩A2 ∩B2 ∩A3, so we can apply
Lemma 3.20. First,
A1 =
{
sµ ≥ m[0,µ]
}
= {0 ∧ xµ ∧ (xµ + xµ−1) ∧ . . . (xµ + . . .+ x1) ≥ 0} ,
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which depends only on the first µ coordinates. Then,
A2
{
sµ ≥ m[µ,ν]
}
= {0 ∨ xµ+1 ∨ . . . ∨ (xµ+1 + . . .+ xν) ≤ 0} ,
B2 = {sµ = sν} = {xµ+1 + . . .+ xν = 0} ,
which depend only on the ν − µ coordinates xµ+1, . . . xν . Finally,
A3 =
{
sν ≥ m[ν,n]
}
= {0 ∨ xν+1 ∨ . . . ∨ (xν+1 + . . .+ xn) ≤ 0} ,
which depends only on the last n− ν coordinates xν+1, . . . , xn. We can write
Hµ,ν (Rn) = ρnIA1IA2IA3Hn−1|B2 .
We apply Lemma 3.20, and find that the expression above is equal to the product
N1N2N3, where
N1 =
∫
Rµ
IA1dγµ,
N2 =
∫
Rν−µ−1
IA2 exp
{
− (y1 + . . .+ yν−µ−1)2 /2
}
dγν−µ−1
N3 =
∫
Rn−ν
IA3dγn−ν .
We see now that N1 coincides with the probability that a random Gaussian
walk, of length µ, is always positive. Similarly, N3 is the probability that a walk
of length n − ν is always negative. By Lemma 3.21 and an obvious symmetry,
we get
N1 =
(
2µ
µ
)
1
4µ
and N2 =
(
2 (n− ν)
n− ν
)
1
4(n−ν)
.
We find a probabilistic interpretation of N2 if we divide it by
1√
2pi (ν − µ) = lim→0
P (Sν−µ ∈ [−, 0])

,
keeping the notation of Lemma 3.21. In fact, N2 can be written as a limit:
N2 = lim
→0
1

∫
Rν−µ
IA2I{−≤x1+...+xν−µ≤0}dγν−µ
So we see that
√
2pi (µ− ν)N2 coincides with the probability that a walk of
length ν − µ is always negative, conditioned to be null at the last step. By the
second assertion of Lemma 3.21, we conclude that
N2 =
1√
2pi (ν − µ)3
.
By Stirling’s formula n! ∼ √2pin (n/e)n, there exists some constant C1 > 0,
such that (
2n
n
)
1
4n
≤ C1√
n+ 1
,
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for every n ≥ 0. As a consequence, there exists some constant C2 > 0, such
that
Hµ,ν ≤ C2
(
(µ+ 1) (ν − µ)3 (n+ 1− ν)
)−1/2
.
Summing up on 0 ≤ µ < ν ≤ n, we find a Riemann sum:
∣∣D2mn∣∣ ≤ √TC2 ∑
µ<ν
(
µ+ 1
n
(ν
n
− µ
n
)(
1− ν − 1
n
))−1/2
1
n2
.
As n goes to infinity, we conclude that
∣∣D2mn∣∣ is bounded, since the right
member above converges to
√
TC2
∫ 1
0
dt
∫ 1
t
ds√
t (s− t) (1− s) <∞.
The integral above can be easily computed with the change of variables s =
x (1− t) + t. It reduces to∫ 1
0
dt√
t
∫ 1
0
dx√
x (1− x) = 2pi.
Theorem 3.22. There exists the measure-second-derivative of M , with values
in L2 (0, T )⊗ L2 (0, T ). In particular,∣∣D2M ∣∣ (Ω) ≤ CT 1/2,
where C is an absolute constant.
3.2.4 A formal expression for D2M
In this last subsection we write a formal expression for the measure D2M .
As already said, Theorem 2.11 and its analogous, Theorem 2.27, provide easy
conditions to check the existence, but they do not give explicit formulas. Still,
we are not able to fully justify all the following passages: we would need a chain
rule for BV functions, more general than Proposition 2.20.
First, we write
M[s,t] = sup
s≤r≤t
Wr = Ws + sup
s≤r≤t
(Wr −Ws) ,
and notice that, for every 0 < t ≤ T , the joint law of (M[0,t],Wt) admits a
density with respect λ2. By independence, we find that even
∆Mt = M[0,t] −M[t,T ] = M[0,t] −Wt − sup
t≤r≤T
(Wr −Wt)
admits a density, say lt, bounded and continuous.
We write again
∂tM = I[0,σ[ (t) = I{M[0,t]<M[t,T ]} = I{∆Mt<0}.
In general,
∂rM[s,t] = I[0,s] (r) + I[s,t] (r) I{M[s,r]<M[r,t]}.
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Now we proceed with another approximation. We take φn (x) = (−nx ∧ 1)+.
We can use the chain rule for φn (∆Mt),
∂sφn (∆Mt) = φ
′
n (∆Mt)
{
I[0,t] (s) I{M[0,s]≥M[s,t]} + I[t,T ] (s) I{M[t,s]<M[s,T ]}
}
.
We introduce the variable σ−t for the first time when the value M[0,t] is
reached, and σ+t for the first time ≥ t, such that the value M[t,T ] is reached. We
can write
∇φn (∆Mt) = φ′n (∆Mt) I[σ−t ,σ+t [.
Next, we fix h1, h2 ∈ H10 , a smooth g, and compute P [g ∂h2∂h1f ], which is
equal to
P
[∫ T
0
∫ T
0
h′1 (t)h
′
2 (s)φ
′
n (∆Mt)P
[
I[σ−t ,σ
+
t [
(s) g
∣∣∣∆Mt] dsdt] .
Since the law ∆Mt has density lt, the expression above is equal to∫ T
0
h′1 (t)
∫
R
P
[
g
∫ T
0
h′2 (s) I[σ−t ,σ+t [ (s) ds
∣∣∣∆Mt = x]φ′n (x) lt (x) dxdt.
We formally pass to the limit with respect to n and we conclude that
∫
g dDh2∂h1f =
∫ T
0
h′1 (t) lt (0)P
[
g
∫ T
0
h′2 (s) I[σ−t ,σ+t [ (s) ds
∣∣∣∆Mt = 0] dt.
Appendix A
Abstract and classical
Wiener spaces
In this appendix we introduce the concept of abstract Wiener space, together
with some basic properties, mostly without proof. Then, we give a detailed
proof that the classical Wiener space belongs to the category of abstract Wiener
spaces.
Let X be a real Banach space, where we write |x| for the norm of x ∈ X.
Let X∗ be its topological dual space, which consists of all the continuous real
linear functionals x∗ on X. We write |x∗| for the dual norm, defined by
|x∗| = sup {x∗ (x) = 〈x, x∗〉 : x ∈ X and |x| ≤ 1 } .
If X is separable, as we will suppose in what follows, it can be shown that
the Borel σ-algebra of sets B (X) coincides with that generated by the set of
functions X∗.
A probability measure µ on (X,B (X)) is therefore identified by its Fourier
transform, or characteristic function:
µˆ (x∗) =
∫
eix
∗
dµ =
∫
X
ei〈x,x
∗〉dµ (x) ,
defined for every x∗ ∈ X∗.
Definition A.1. A probability measure γ on (X,B (X)) is called Gaussian on
X if, for every x∗ ∈ X∗, the image measure x∗]γ (or, equivalently, the law of
x∗), is normal (on R).
Throughout the sequel, γ will be a fixed Gaussian measure on X. It can
be shown that γ is identified by an element m ∈ X, its mean vector, and
a (bounded, see (A.2) below) linear operator Q ∈ L (X∗, X), such that the
characteristic function of γ is given by
γˆ (x∗) = exp
{
i 〈m,x∗〉 − 1
2
〈Qx∗, x∗〉
}
. (A.1)
So, we will write γ = N (m,Q). If m = 0, γ is called centred. If 〈Qx∗, x∗〉 = 0
implies x∗ = 0, we say that γ is non-degenerate. In what follows, we suppose
that γ is centred (the non degeneracy assumption is not fundamental).
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Remark A.2. As a direct consequence of identity (A.1), the law of x∗ is nor-
mal, centred and with variance 〈Qx∗, x∗〉. More generally, given a finite family
(x∗i )
n
i=1 of elements of X
∗, its joint law is a centred Gaussian measure on Rn,
with covariance matrix
(〈
Qx∗i , x
∗
j
〉)
1≤i,j≤n.
Fernique’s theorem (e.g. Theorem 2.8.5 in [Bog98]) shows the existence of a
constant α > 0 such that ∫
X
exp
{
α |x|2
}
dγ (x) <∞.
Therefore, γ has all finite moments and in particular we obtain that
〈Qx∗, x∗〉 ≤ |x∗|2
∫
X
|x|2 dγ (x) , (A.2)
which shows that Q is a bounded operator.
Since the law of x∗ is normal, x 7→ |〈x∗, x〉|p is integrable for every finite
p ≥ 1, so the application x∗ 7→ R∗x∗ ∈ L2 (γ) is well defined. Moreover, by
inequality (A.2) and the identity
〈R∗x∗, R∗y∗〉L2 = 〈Qx∗, y∗〉
we find that R∗ is continuous. It is injective if and only if γ is non-degenerate.
We write H for the closure of R∗X∗ in L2 (γ): this Hilbert subspace is called
the Reproducing Kernel of γ.
Since a limit in L2 (γ) of a sequence of Gaussian random variables is still
Gaussian, we can extend Remark A.2.
Remark A.3. If k ∈ H, its law is normal, with mean 0 and variance |k|2H. More
generally, given a family (ki)
n
i=1 of elements in H, its joint law is a centred
Gaussian measure on Rn, of covariance matrix
(〈ki, kj〉H)1≤i,j≤n.
The notation R∗ is justified by the existence of a linear continuous operator
R : H → X, such that R∗ is its adjoint:
〈Rk, y∗〉 = 〈k,R∗y∗〉L2 ,
for every k ∈ H and every y∗ ∈ X∗. By density, the condition on k can be
restricted to the elements k = R∗x∗,
〈RR∗x∗, y∗〉 = 〈R∗x∗, R∗y∗〉H = 〈Qx∗, y∗〉 ,
which shows that Q = RR∗. Moreover, R is always injective: if Rk = 0, then by
definition 〈k,R∗y∗〉H = 0 and by the density of R∗H∗, we conclude that k = 0.
The space H = RH, with the induced scalar product
〈h1, h2〉H =
〈
R−1h1, R−1h2
〉
H ,
is isomorphic to H, and is called the Cameron-Martin space of γ. Notably, given
h = Rk and x∗ ∈ X∗,
〈h, x∗〉 = 〈k,R∗x∗〉H = 〈h,Qx∗〉H .
Definition A.4. An abstract Wiener space is a triplet (X, γ,H), where X is a
separable real Banach space, γ is a centred Gaussian measure on X and H is
the Cameron-Martin space of γ.
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Next, we state the Cameron-Martin theorem for abstract Wiener spaces. We
have already discussed it in the finite dimensional case (identity (1.1)) and in
the classical Wiener space setting, in Theorem 1.10.
Theorem A.5. Given an abstract Wiener space (X, γ,H), let h ∈ X and let
γh be the image measure of γ, by the translation x 7→ x+h. Then γh absolutely
continuous with respect to γ if and only if h ∈ H. Otherwise, the two measures
are singular. Moreover, for h ∈ H,
dγh
dγ
= exp
{
R−1h− 1
2
|h|2H
}
.
Proof. (Sketch.) Let h ∈ H such that R−1h = k ∈ H. By Remark A.3, the law
of k is known, so it is easy to check that ρh = exp
{
k − 12 |h|2H
}
is a strictly
positive density of probability, with respect to γ.
It is sufficient to show that γh coincides with the probability measure ρh.γ:
indeed, we show that the two characteristic functions coincide. We fix x∗ ∈ X∗,
so that we know the joint law of (R∗x∗, k), with respect to γ. Then, we compute
explicitly the integral ∫
exp
{
iR∗x∗ + k − |h|2H
}
dγ.
Using the fact that RR∗ = Q, we find that it is equal to
exp
{
−1
2
〈Qx∗, x∗〉+ i 〈R∗x∗, k〉H
}
=
∫
exp {ix∗ + ix∗ (h)} dγ = γˆh (x∗) ,
since 〈R∗x∗, k〉H = 〈h, x∗〉 = x∗ (h).
In the last part of this appendix we show that the classical Wiener space,(
Ω, P,H10
)
, as introduced with Definition 1.7 and Definition 1.9, is an abstract
Wiener space.
By Riesz theorem, the topological dual space of C (0, T ) is M ([0, T ];R),
the space of all real Borel measures on [0, T ]. Since we are dealing with the
closed subspace C0 (0, T ), we see that its topological dual space is isomorphic
to M ( ]0, T ];R).
Given a real measure µ ∈ M ( ]0, T ];R), we write µ∗ for the correspondent
functional on Ω,
µ∗ (ω) =
∫ T
0
ω (t)µ (dt) .
If we choose 0 < t ≤ T , the functional induced by the Dirac measure t, is
simply the canonical projection Wt. Given 0 < s, t ≤ T , we can compute the
covariance between ∗s and 
∗
t , using the independence of the increments:
P [∗s
∗
t ] = P (WsWt) = min {s, t} = s ∧ t.
We can write also
s ∧ t =
∫ T
0
s]r, T ] t]r, T ]dr.
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So, by the clear bilinearity in t and t of the expressions involved, we find that
P [µ∗ν∗] =
∫ T
0
µ]r, T ] ν]r, T ]dr =
∫ T
0
∫ T
0
u ∧ v µ (du) ν (dv) ,
for every pair of measures µ, ν ∈ M (]0, T ];R) which can be written as a finite
linear combination of Dirac measures. In particular, we have obtained that, for
such a measure µ, the correspondent functional µ∗ has centred normal law, of
variance
∫ T
0
(µ]r, T ])
2
dr (simply put µ = ν above). Moreover, again from the
formula above, we have a candidate for the operator Q, namely
(Qµ∗) (v) =
∫ T
0
u ∧ v µ (du) . (A.3)
We now extend the validity of what we have just shown, to any measure
µ ∈M (]0, T ];R), by an approximation argument. For every n ≥ 1, we consider
the measure
µn =
n−1∑
i=1
µ
]
i
n
T,
i+ 1
n
]
 i
nT
. (A.4)
It is known that the sequence of functionals (µ∗n)n≥1 is pointwise convergent to
µ∗ or, equivalently, the sequence of measures (µn)n≥1 converges in the duality
with C0 (0, T ). We apply Lebesgue’s dominated convergence theorem to the
sequence defined by
P
[
eiλµ
∗
n
]
= exp
{
−1
2
∫ T
0
(µn]r, T ])
2
dr
}
,
and so we obtain that it converges to P
[
eiλµ
∗]
. To identify the limit with
exp
{
− 12
∫ T
0
(µ]r, T ])
2
dr
}
, we write
∫ T
0
(µn]r, T ])
2
=
∫ T
0
∫ T
0
u ∧ v µn (du)µn (dv)
and use the fact that µn⊗µn converges to µ⊗µ in the duality with C0
(
]0, T ]2
)
.
We conclude that P is a Gaussian measure, with Q defined by formula (A.3).
We can show that P is non-degenerate: let µ such that 〈Qµ∗, µ∗〉 = 0. Then,
for λ almost all 0 ≤ t ≤ T , µ]t, T ] = 0, which implies, by right continuity, that
µ]t, T ] = 0, for every 0 ≤ t ≤ T , and so µ = 0.
We now show that the Reproducing Kernel H ⊆ L2 (P ) coincides with the
family of all Wiener integrals
{
W (f) : f ∈ L2 (0, T )}, as introduced right after
identity (1.8). This will imply that H is isomorphic to L2 (0, T ), by the Wiener-
Itoˆ isometry.
We begin with the identity
∗t = Wt = W
(
I[0,t[
)
=
∫ T
0
t]s, T ] dWs,
which, by linearity, can be extended to all measures µ that are finite linear
combinations of Dirac measures and shows that the Wiener integrals of step
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functions belong to H. By the definition of H as a closure and by approximation
with step functions, we conclude that all Wiener integrals belong to H.
To show the opposite inclusion, we first see that the identity above, extended
to all µ which are finite linear of Dirac measures, reads as an integration-by-parts
formula:
µ∗ =
∫ T
0
Ws µ (ds) =
∫ T
0
µ]s, T ] dWs. (A.5)
It is sufficient to extend its validity to all real measures µ ∈ M (]0, T ];R). For
a given µ, we consider again the approximating sequence (A.4), we write the
integration-by-parts above, with µn instead of µ, and we pass to the limit in n.
Indeed, it is known that (µn]s, T ])n≥1 converges to µ]s, T ] if µ {s} = 0 and
this happens with a number of exceptions at most countable. By Lebesgue’s
dominated convergence, then,
µn]·, T ]→ µ]·, T ],
in L2 (0, T ), so, by the Wiener-Itoˆ isometry, we obtain that the right member
in (A.5) is the limit of the correspondent member in the same equation, with
µn instead of µ. To conclude, we show that (µ
∗
n)n≥1 converges to µ
∗ in L2 (P ).
This follows by pointwise dominated convergence, since a weakly convergent
sequence is bounded,
|µ∗n (ω)| ≤ sup
n
|µn| ‖ω‖∞ ,
and ω 7→ ‖ω‖∞ is a square integrable random variable (by Fernique’s theorem,
or by the reflection principle).
Remark A.6. Identity (A.5) shows that a Wiener integral W (f) admits a linear
continuous representative if and only if f is a real function of bounded variation,
on [0, T ]. Actually, we can drop the linear assumption on W (f), since it can be
shown that, if W (f) admits a continuous representative, it must be linear.
Finally, we show that the Cameron-Martin space H of P coincides with H10 .
We stated this result in Definition 1.9, but now we have to prove that the two
spaces, defined in different ways, coincide.
We know that every element in H can be written uniquely as W (h′), with
h′ ∈ L2 (0, T ). We have to show that RW (h′) = h. As already noticed, without
loss of generality, we consider only the case W (h′) = µ∗, so that
h (t) =
∫ t
0
µ]s, T ] ds =
∫ T
0
s ∧ t µ (ds) = Qµ∗ (t) .
60 APPENDIX A. ABSTRACT AND CLASSICAL WIENER SPACES
Appendix B
The Orlicz space L log1/2L
In this appendix we state some basic facts about the space L log1/2 L (P ), which
plays an instrumental role in the theory of BV functions, being the additional
integrability condition in Definition 2.7. We prefer to work in the general setting
of Orlicz spaces, as much as possible. First, we give some general definitions,
then we discuss the concept of uniform integrability and a correspondent Vitali
convergence theorem, which we finally use to show that any martingale, uni-
formly integrable in L log1/2 L (P ), converges in this space to a random variable.
Definition B.1. Let φ : [0,∞) → [0,∞) be a continuous increasing function
such that φ (0) = 0, φ (t) > 0 for every t > 0 and limt→∞ φ (t) =∞. Then
Φ (x) =
∫ |x|
0
φ (t) dt
is called an N-function.
Remark B.2. We observe that the functions φp (x) = (p− 1) |x|p−1, for p > 1,
and φl (x) =
√
log (1 + x) can be used to define appropriate N-functions, namely
Φp (x) = |x|p and A1/2 (x) =
∫ ·
0
√
log (1 + t)dt.
Given an N-function Φ, we define its complement Ψ,
Ψ (x) = sup
t≥0
{t |x| − Φ (t)} .
It can be shown that the complement function is also an N-function, and that
the complement is self-dual, i.e. the complement of the complement of Φ is again
Φ. Young’s inequality follows from the very definition: for an N-function Φ and
its complement Ψ,
|xy| ≤ Φ (x) + Ψ (y) .
Remark B.3. It is known that the complement of Φp is Φq, where q is the
conjugate exponent of p. By a direct computation, the complement of A1/2 is
x 7→ ∫ |x|
0
(
et
2 − 1
)
dt.
In what follows, we are given a probability space (Ω,A, P ) and an N-function
Φ. We write Ψ for its complement.
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Definition B.4. Given a real random variable X, the quantity
‖X‖Φ = inf
{
k > 0 : P
[
Φ
(
k−1X
)] ≤ 1} ∈ [0,∞]
is called the Luxembourg norm of X (with respect to Φ). The Orlicz space
Φ (L) (P ) is, by definition,
Φ (L) (P ) = {X : ‖X‖Φ <∞} ,
up to P almost sure equivalence.
Remark B.5. It is obvious that Φp (L) (P ) = L
p (P ). We write L log1/2 L (P )
for A1/2 (L) (P ).
The next theorem can be proved arguing as in the classical case of Lp (P ).
Theorem B.6. On the space Φ (L) (P ), ‖·‖Φ defines a norm, such that Φ (L) (P )
is a Banach space, continuously embedded in L1 (P ). Moreover, the following
Ho¨lder-Orlicz inequality holds:
P [|XY |] ≤ ‖X‖Φ ‖Y ‖Ψ ,
for every X ∈ Φ (L) (P ) and every Y ∈ Ψ (L) (P ).
Remark B.7. If Y has centred normal law, of variance σ2, then Y belongs
to Ψ (L) (P ), where Ψ is the complement of A1/2. Therefore, for every X ∈
L log1/2 L (P ), the product XY belongs to L1 (P ).
The following proposition shows that Mehler’s formula (1.15) (with P instead
of γ) defines a contraction operator on every space Φ (L) (P ).
Proposition B.8. Let X ∈ Φ (L) (P ) and t ≥ 0, then ‖TtX‖Φ ≤ ‖X‖Φ where
TtX is defined by (1.15), with P instead of γ.
By the definition of N-function, it follows that Φ (x) / |x| tends to infinity as
|x| does. We write x1 for the least x ≥ 0 such that Φ (y) > |y| for every y > x.
We now state a Φ-Markov inequality: its proof is similar to the classical case.
Proposition B.9. Let X ∈ Φ (L) (P ). Then, for every t > x1, and every
k > 0,
P [|X| > tk] < t−1P [Φ (k−1 |X|)] .
We introduce now a technical hypothesis, to ensure that the function φ does
not grow too much. In what follows, we will suppose that the hypothesis holds.
As we will see, it has some important consequences and it is satisfied by the
examples φp, for p > 1, and φl.
Hypothesis B.10. For every real 0 < k1 < k2, there exists a real C (k1, k2)
such that k−11 φ
(
k−11 x
) ≤ C (k1, k2) k−12 φ (k−12 x), for every positive x.
Remark B.11. For the case φp, we find that C (k1, k2) = (k2/k1)
p
. For φl, we
find C (k1, k2) =
√
k1/k2.
Lemma B.12. A real random variable X belongs to Φ (L) (P ) if and only
if, for every real k > 0, P
[
Φ
(
k−1X
)]
is finite. In such a case, for every
1, 2 > 0, there exists δ > 0 such that, for every event A with P (A) < δ,
P
[
IAΦ
(
−11 X
)] ≤ 2.
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Next, we introduce the useful concept of Φ-uniform integrability.
Definition B.13. A family of real random variables (Xi)i∈I is said to be Φ-
uniformly integrable if, for every 1, 2 > 0, there exists a real t such that
sup
i
P
[
I|Xi|>tΦ
(
−11 Xi
)] ≤ 2.
The next proposition states a condition equivalent to Φ-uniform integrability.
Proposition B.14. A family of real random variables (Xi)i∈I is Φ-uniformly
integrable if and only if it is bounded in Φ (L) (P ) and, for every 1, 2 > 0, there
exists a δ > 0 such that, for every event A with P (A) < δ,
sup
i
P
[
IAΦ
(
−11 Xi
)] ≤ 2.
By the proposition above, it follows easily that the class of Φ-uniformly
integrable families is stable under finite unions and contains any finite family.
Moreover, it is stable for finite convex combinations, since Φ is convex. For
example, given a Φ-uniformly integrable family (Xi)i∈I and a random variable
X ∈ Φ (L) (P ), the family (|Xi|+ |X|)i∈I is Φ-uniformly integrable.
Finally, we say that a family of real random variables (Xi)i∈I dominates
another family (Yj)j∈J if, for every j ∈ J , there exists i ∈ I such that |Yj | ≤ |Xi|.
It can be shown that, if (Xi)i∈I is Φ-uniformly integrable and dominates (Yj)j∈J ,
then (Yj)j∈J is Φ-uniformly integrable.
Next, we state the Φ-analogue of Vitali’s convergence theorem.
Theorem B.15. Let X be a random variable, and let (Xn)n≥1 be a sequence
of real random variables. The following conditions are equivalent:
1. the sequence (Xn)n≥1 is Φ-uniformly integrable and converges to X in
probability;
2. the sequence (Xn)n≥1 converges to X in Φ (L) (P ) (which implies that all
the random variables involved belong to Φ (L) (P )).
We conclude this appendix by studying the convergence of a Φ-uniformly
integrable martingale. We are given a filtration F = (Fn)n≥1 on the probability
space (Ω,A, P ). We say that an F-martingale M = (Mn)n≥1 is closed if there
exists a random variable M∞ ∈ L1 (P ) that closes M , that is, for every n ≥ 1,
Mn = P [M∞|Fn] .
Theorem B.16. An F-martingale M = (Mn)n≥1 is closed by M∞ ∈ Φ (L) (P )
if and only if it is Φ-uniformly integrable. In such a case, (Mn)n≥1 converges
in the space Φ (L) (P ) to a random variable that closes M .
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