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Abstract. In these notes we consider two particle systems: the to-
tally asymmetric simple exclusion process and the totally asymmetric
zero-range process. We introduce the notion of hydrodynamic limit and
describe the partial differential equation that governs the evolution of
the conserverd quantity - the density of particles ρ(t, ·). This equation is
a hyperbolic conservation law of type ∂tρ(t, u) +∇F (ρ(t, u)) = 0, where
the flux F is a concave function. Taking these systems evolving on the
Euler time scale tN , a Central Limit Theorem for the empirical measure
holds and the temporal evolution of the limit density field is determin-
istic. By taking the system on a reference frame the limit density field
does not evolve in time. In order to have a non-trivial limit, time needs
to be speeded up and for time scales smaller than tN4/3 there is still no
temporal evolution. As a consequence the current across a characteristic
vanishes up to this longer time scale.
1. Introduction
Since the early seventies Spitzer [10] has introduced to the study of in-
teracting particle systems. The physical motivation for the study of these
systems is the following. On the underlying scenario one is interested in
analyzing the physical evolution of a gas or a fluid evolving in a certain vol-
ume. Two scales are considered: the macroscopic one - that describes the
global motion of the physical system; and a microscopic one - that describes
the movement of the molecules of the system. Due to the large number of
molecules it is very difficult to give a precise description of the microscopic
state of the system and the goal becomes to deduce its macroscopic evolution
from the microscopic dynamics between particles. So a simplification one
can do, is to assume that the motion of molecules is not deterministic but
stochastic, i.e. each particle performs a random walk, subject to some local
restrictions. The process describing the random motion of this collection of
particles is called an interacting particle system.
In this notes, we present two examples of classical particle systems: the
simple exclusion and the zero-range process, which have been very well stud-
ied in the literature. Note that in the one-dimensional case there is a classical
basic coupling between them, which in some particular cases one can obtain
the results for one of them by using results of the other that are easier to
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show. In this paper, we have collected some well known results proved inde-
pendently, since the basic coupling does not help in this setting. The results
we decide to include here are two fold. The first concerns the hydrodynamic
limit: which relates the microscopic dynamics of the underlying interact-
ing particle system to the hyperbolic conservation law that describes the
macroscopic evolution of the density of particles; while the second is the
Central Limit Theorem (C.L.T.) for the empirical measure: which relates
the microscopic dynamics to a solution of a stochastic partial differential
equation.
Here follows an outline of these notes. In the second section, we start
by introducing the interacting particle systems under consideration, namely
the totally asymmetric simple exclusion process and the totally asymmetric
zero-range process. Then, in section three, we describe the hydrodynamic
equations that govern the evolution of the density of particles, which is a
hyperbolic conservation law with concave flux. For this hyperbolic law we
describe its characteristics in section four. In the fifth section we state the
hydrodynamic limit for these processes. Then we go further and taking the
hydrodynamic time scale we state the C.L.T. for the empirical measure.
The limiting process turns out to have a deterministic temporal evolution,
in the sense that the limit field at time t is a translation of the initial one.
By removing to the system the characteristic speed the limit density field
does not evolve in time and even taking a longer time scale tN1+γ with
γ < 1/3, the same behavior occurs. This is the content of the sixth section.
Finally in section seven, we define the current through a fixed bond and
state its convergence to the Brownian motion. We also define the current
across a characteristic which vanishes for the long time scale tN1+γ with
γ < 1/3. In section eight we exhibit the dependence of the current on the
initial conditions of the system. We finish the paper by presenting in section
nine some concluding remarks and discussions for a future work.
2. The Particle Systems
In these notes we consider two different kinds of interacting particle sys-
tems, namely an exclusion type process and a zero-range process, whose
dynamics can be described as follows. We start by the former. At first one
fixes a probability transition rate p(·) on Z and each particle, independently
from the others, waits a mean one exponential time, at the end of which
being at the site x jumps to x + y at rate p(y). In order to respect the
exclusion rule, the jump succeeds as long as the destination site is empty,
otherwise time restarts. This describes the general exclusion type dynamics.
Now we define some restrictions on the transition rate. If p(·) is such that
for x, y ∈ Z with |x − y| > 1 then p(y − x) = 0, i.e. jumps are allowed to
nearest-neighboring sites, the process is called simple exclusion process. In
this notes we consider p(1) = 1 and for n 6= 1, p(n) = 0; so that particles
can only move to the right neighboring site. This process is known as the
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totally asymmetric simple exclusion process and to keep notation simple
throughout the article we use the notation TASEP for it. Now we define the
dynamics of the zero-range process. In this case, the main difference between
last dynamics is that a particle can jump independently of the number of
particles at the destination site. So, if a clock rings the particle leaves from
the site x to x+y with rate g(η(x))p(y) with g nondecreasing and satisfying
conditions of definition 3.1 of Chap.2 of [7]. If one takes g(n) = 1{n≥1} and
p(·) as defined for the TASEP, then a particle at site x can jump to x+ 1 at
rate 1. This process is known as the totally asymmetric zero-range process
and from now on we use the notation TAZRP for it. The results we are going
to present here hold for more general jump rates but in order to keep the
presentation simple and clear, we opt to describe the results for this specific
processes. For details on more general jump rates we refer the reader to [5]
and [6].
Now, we define precisely these processes by means of their generators. We
define the TASEP as the Markov process ηt ∈ {0, 1}Z with generator given
on local functions f : {0, 1}Z → R by
LTASEP f(η) =
∑
x∈Z
η(x)(1− η(x+ 1))[f(ηx,x+1)− f(η)],
where
ηx,x+1(z) =
 η(z), if z 6= x, x+ 1η(x+ 1), if z = x
η(x), if z = x+ 1
,
while we define the TAZRP as the Markov process ξt ∈ NZ with generator
given on local functions f : NZ → R by
LTAZRP f(ξ) =
∑
x∈Z
1{ξ(x)≥1}[f(ξx,x+1)− f(ξ)],
where
ξx,x+1(z) =

ξ(z), if z 6= x, x+ 1
ξ(x)− 1, if z = x
ξ(x+ 1) + 1, if z = x+ 1
.
We recall that local functions are defined on the state space of the process
but depend on a configuration of the system only through a finite number
of coordinates.
For the TASEP the space state is {0, 1}Z and configurations are denoted
by η, so that η(x) = 0 if the site x is vacant and η(x) = 1 otherwise, while
for the TAZRP the space state is NZ and configurations are denoted by ξ,
so that ξ(x) denotes the number of particles at site x.
Now we describe a set of invariant measures for each one of the pro-
cesses considered above. Fix 0 ≤ α ≤ 1 and denote by να the Bernoulli
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product measure on {0, 1}Z with density α, i.e. its marginal at site x is
given by
να(η : η(x) = 1) = α,
and for ρ ∈ [0,∞) denote by µρ the Geometric product measure on NZ with
parameter 11+ρ , i.e. for an integer k the marginal at site x is given by:
µρ(ξ : ξ(x) = k) =
( ρ
1 + ρ
)k 1
1 + ρ
.
It is known that (να)α with α ∈ [0, 1] is a family of invariant measures for
the TASEP and (µρ)ρ≥0 is a family of invariant measures for the TAZRP. We
note here that these measures are homogeneous and translation invariant.
3. Hydrodynamic equations
In order to keep the results presented in a condensed way, throughout
the article we refer generally to a particle system ζt whose generator is
denoted by L and with a family of invariant measures (piσ)σ, such that piσ
is homogeneous, translation invariant and parameterized by the conserved
quantity σ, that represents the density of particles. Whenever we want to
refer to TASEP or TAZRP, ζt has to be interpreted as ηt or ξt, the generator
L as LTASEP or LTAZRP and the invariant measures (piσ)σ as (να)α or (µρ)ρ,
as described above. We want this to be clear from now on, since the results
will always be stated in terms of ζt since both the processes share mostly
the same properties.
Now, we introduce the empirical measure associated to a particle sys-
tem ζt. For each configuration ζ, denote by piN (ζ, du) the empirical measure
given by
piN (ζ, du) =
1
N
∑
x∈Z
ζ(x)δ x
N
(du)
and define the process of empirical measures by piNt (ζ, du) = pi
N (ζt, du).
Here δu is the Dirac measure at u.
Now we give an heuristic argument to derive the conservation law that
describes the evolution of the density of particles from the underlying micro-
scopic dynamics. The processes considered here are particle-conservative in
the sense that, the dynamics does not create or destroy particles, it simply
moves particles according to some pre-determined rule and the number of
particles is a conserved quantity.
From the classical theory of Markov processes, for a smooth test function
H
MN,Ht =< pi
N
t , H > − < piN0 , H > −
∫ t
0
L < piNs , H > ds
is a martingale with respect to the natural filtration, where < piNt , H >
denotes the integral of H with respect to the measure piNt . For a par-
ticle system whose dynamics conserves the number of particles Lη(x) =
Wx−1,x(η)−Wx,x+1(η), where for a site x and a configuration η, Wx,x+1(η)
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denotes the instantaneous current between x and x + 1. By a summation
by parts, one can write down the martingale as
MN,Ht =< pi
N
t , H > − < piN0 , H > −
∫ t
0
1
N2
∑
x∈Z
∇NH
( x
N
)
Wx,x+1(ηs)ds,
where ∇NH denotes the discrete derivative of H. Now we need to close
the integral part of the martingale as a function of the empirical measure.
Since for the models considered here the expectation of the current does not
vanish, by re-scaling time by tN and performing a change of variables, one
gets to
MN,HtN =
1
N
∑
x∈Z
H
( x
N
)(
ηtN (x)−η0(x)
)
−
∫ t
0
1
N
∑
x∈Z
∇NH
( x
N
)
Wx,x+1(ηsN )ds.
Now we state the notion of conservation of local equilibrium. Due to the huge
number of molecules, physical systems may not be globally in equilibrium.
Nevertheless fixing a small macroscopic set but huge from the microscopic
point of view, by the interaction among particles, the system gets instanta-
neously to an equilibrium state - a local equilibrium. This means, loosely
speaking, that for a site x the expectation of ηtN (x), is close to the expec-
tation of η(0) with respect to the equilibrium measure of the system, but
with parameter predicted the hydrodynamic equation:
E(ηtN (x)) ∼ Epiσ(t,x/N)(η(0)).
Taking expectation with respect to the distribution of the system at the
microscopic time tN , to the martingale above, and since it vanishes at time
0, it holds that
1
N
∑
x∈Z
H
( x
N
)(
ρ(t, x/N)−ρ(0, x/N)
)
=
∫ t
0
1
N
∑
x∈Z
∇NH
( x
N
)
W˜ (ρ(s, x/N))ds,
where W˜ (σ) = Epiσ(W0,1). Letting N → +∞, we identify ρ(t, u) as a weak
solution of the hyperbolic conservation law:{
∂tρ(t, u) +∇W˜ (ρ(t, u)) = 0
ρ(0, ·) = ρ0(·)
.
This partial differential equation is the hydrodynamic equation of the
underlying particle system. For the TASEP, since the instantaneous cur-
rent between x and x + 1 is given by W TASEPx,x+1 (η) = η(x)(1 − η(x + 1))
then W˜ TASEP (α) = α(1− α) and the hydrodynamic equation becomes the
inviscid Burgers equation.
∂tρ(t, u) +∇ρ(t, u)(1− ρ(t, u)) = 0. (3.1)
For the TAZRP, since the instantaneous current between x and x+1 is given
by W TAZRPx,x+1 (ξ) = 1{ξ(x)≥1}, then W˜ TAZRP (ρ) =
ρ
1+ρ and the hydrodynamic
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equation is given by:
∂tρ(t, u) +∇
( ρ(t, u)
1 + ρ(t, u)
)
= 0. (3.2)
In both the cases above, the mean flux of particles W˜ (·) is a concave function.
4. Characteristics
In this section we describe briefly the characteristics for hyperbolic con-
servation laws as above. For more details we refer the reader to [8].
Consider an hyperbolic conservation law of type ∂tρ(t, u)+∇W˜ (ρ(t, u)) =
0. If W˜ (·) is differentiable this equation can also be written as ∂tρ(t, u) +
W˜ ′(ρ(t, u))∇ρ(t, u) = 0. A characteristic is the trajectory of a point with
constant density and if one denotes by vρ0(t, u) the position of a point with
density ρ0 = ρ(0, u) at time t, then ρ(vρ0(t, u), t) = ρ0 = ρ(0, u). Taking the
time derivative of last equality one gets to ∂svρ0(s, u) = W˜
′(ρ0). Integrat-
ing from time 0 to time t and noticing that vρ0(0, u) = u, it follows that
vρ0(t, u) = u + W˜
′(ρ0)t, so the characteristics of this equation are straight
lines with slope W˜ ′(ρ0).
If the initial profile is a constant function e.g. ρ0(u) = a for all u ∈ R and
a a constant, the characteristic at a point u is a line with slope W˜ ′(a) and
the characteristic speed is precisely W˜ ′(a). For the TASEP, starting from
the equilibrium measure να, which corresponds to taking the initial profile
ρ0(u) = α ∀u ∈ R, the characteristic speed is (W˜ TASEP )′(α) = (1−2α) while
for the TAZRP starting from the equilibrium measure µρ is (W˜ TAZRP )′(ρ) =
1
(1+ρ)2
.
5. Law of Large Numbers for the empirical measure
Let ρ0 : R → [0, 1] be an initial profile and denote by (µN )N a sequence
of probability measures defined on the space state of the particle system ζt.
Assume that a time 0, the system starts from a initial measure µN that is
associated to the initial profile ρ0, in the following sense.
Definition 1. A sequence (µN )N≥1 is associated to ρ0, if for every con-
tinuous function of compact support H : R→ R and for every δ > 0
lim
N→+∞
µN
[
ζ :
∣∣∣ 1
N
∑
x∈Z
H
( x
N
)
ζ(x)−
∫
R
H(u)ρ0(u)du
∣∣∣ > δ] = 0.
Note that the term on the left hand side corresponds to the integral of
H with respect to piN , thus the above definition corresponds to asking that
empirical measures at time 0 satisfy a Law of Large Numbers, namely that
the sequence of random measures piN (ζ, du) converges in µN -probability to
the deterministic measure ρ0(u)du. The goal in hydrodynamic limit consists
in showing that, if at time t = 0 the empirical measures are associated to
some initial profile ρ0, then at the macroscopic time t they are associated
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to a profile ρt which is the solution of the some partial differential equation.
In other words the aim is to prove that the random measures piNtN converge
in probability to the deterministic measure ρ(t, u)du, which is absolutely
continuous with respect to the Lebesgue measure and whose density evolves
according to the hydrodynamic equation.
Since the work of Rezakhanlou in [9], it is known that for the TASEP
starting from a sequence of measures (µN )N associated to a profile ρ0(·) and
some additional hypotheses (see [9] for details) under the hyperbolic time
scale tN it holds that
piNtN −−−−−→
N→+∞
ρ(t, u)du,
in µNSTASEPN (t)-probability, where ρ(t, u) is the entropy solution of (3.1)
and STASEPN (t) is the semigroup associated to the generator LTASEP . In the
same work it is shown that for the TAZRP the macroscopic particle density
profile in the hyperbolic scaling of time, evolves according to (3.2). We refer
the reader to [9] for details on the proofs of last results.
So, the hydrodynamic limit is a Law of Large Numbers for the em-
pirical measure associated to a particle system. If one wants to go further
and show a C.L.T. for the empirical measure starting from the equilibrium
state, one has to consider the density fluctuation field as defined below, see
(6.1). For these processes the limit density fluctuation field at time t is
a translation of the initial one, whose translation velocity is given by the
characteristic speed. This will be developed in the next section.
6. Central Limit Theorem for the empirical measure
Here we state the C.L.T. for the empirical measure for the processes
considered above. Since both share the same properties, we will state the
result for both as mentioned in the beginning of section three.
Let S(R) denote the Schwartz space of test functions. For a particle
system ζt with invariant measure piσ, denote by YNt the density fluctuation
field, i.e. the linear functional acting on H ∈ S(R) as
YNt (H) =
1√
N
∑
x∈Z
H
( x
N
)
(ζtN (x)− σ). (6.1)
For k ∈ N, let Hk be the Hilbert space induced by S(R) and < f, g >k=<
f,Kk0 g >, where < ·, · > denotes the inner product of L2(R), K0 = x2 −
∆ and let H−k be its dual. Denote by D(R+,H−k) (resp. C(R+,H−k))
the space of H−k-valued functions, right continuous with left limits (resp.
continuous), with the uniform weak topology; and by QN the probability
measure on D(R+,H−k) induced by YN. and piσ.
Theorem 6.1. Fix an integer k > 2. Denote by Q be the probability measure
on C(R+,H−k) corresponding to a stationary Gaussian process with mean
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0 and covariance given by
EQ[Yt(H)Ys(G)] = χ(σ)
∫
R
H(u+ W˜ ′(σ)(t− s))G(u)du
for every 0 ≤ s ≤ t and H, G in Hk. Here χ(σ) = Var(ζ(0), piσ). Then,
(QN )N converges weakly to Q.
Last theorem holds for the TASEP and for the TAZRP, with the appro-
priate changes. For a proof of last result for the TASEP or TAZRP we
refer the interested reader to [5] or [6], respectively. In these two cases,
the limit density fluctuation field at time t is a translation of the initial
one, since dYt = W˜ ′(σ)∇Ytdt i.e. ∀H ∈ S(R), Yt(H) = Y0(TtH) where
TtH(u) = H(u+ tW˜ ′(σ)), Tt is a translation depending on the characteris-
tic velocity of the system. It is easy to show that Y0 is a Gaussian field with
covariance given by EQ(Y0(G)Y0(H)) = χ(σ) < G,H >.
We note here, that if one takes the system moving in a reference frame
with velocity given by the characteristic speed and taking the hydrodynamic
time scale, the limit density field does not evolve in time. In order to see
how far this trivial temporal evolution goes, one considers the same problem
by redefining the density fluctuation field on H ∈ S(R) as
YN,γt (H) =
1√
N
∑
x∈Z
H
(x− W˜ ′(σ)tN1+γ
N
)
(ζtN1+γ (x)− σ), (6.2)
where ζt is a particle system in a reference frame with velocity W˜ ′(σ) and
evolving in the time scale N1+γ , with γ > 0. As above, let QγN be the
probability measure on D(R+,H−k) induced by YN,γ. and piσ. Using the
martingale approach one can derive the Boltzmann-Gibbs principle by using
a multi-scale argument, see [5] for the TASEP and [6] for the TASEP. As a
consequence, one can close the integral part of the martingale associated to
(6.2) and state that:
Theorem 6.2. Fix an integer k > 1 and γ < 1/3. Let Q be the probability
measure on C(R+,H−k) corresponding to a stationary Gaussian process with
mean 0 and covariance given by
EQ[Yt(H)Ys(G)] = χ(σ)
∫
R
H(u)G(u)du
for every s, t ≥ 0. Then, the sequence (QγN )N≥1 converges weakly to Q.
This result says that speeding the process up to the time scale N4/3 the
limit density field does not evolve in time, i.e. ∀H ∈ S(R) Yt(H) = Y0(H)
and Y0 is a Gaussian field with covariance given by EQ(Y0(G)Y0(H)) =
χ(σ) < G,H >. So, up to the time scale tN4/3 the limit density field at
time t does only depend on the initial conditions of the system.
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7. Current fluctuations
First we introduce the notion of current of particles through a fixed bond
for a particle system ζt evolving on the hyperbolic time scale tN . For a site
x, let JNx,x+1(tN) be the number of jumps from x to x + 1 during the time
interval [0, tN ]. If the number of particles is finite then one can write down
JN−1,0(tN) =
∑
x≥0
(
ζtN (x)− ζ0(x)
)
,
and in fact, it can also be written in terms of the density fluctuation field
(6.1) as
1√
N
{
JN−1,0(tN)− Epiσ [JN−1,0(tN)]
}
= YNt (H0)− YN0 (H0), (7.1)
where H0 is the Heaviside function, H0(u) = 1[0,∞)(u). In order to give sense
of last expression for an arbitrary initial condition, the density fluctuation
field has to be well defined and the key point is to approximate in a proper
sense the Heaviside function by a sequence of functions of compact support,
we leave the details to section four of [5].
Using this relation and the C.L.T. for the empirical measure (Theorem
6.1), a C.L.T. for the current over a fixed bond can be obtained. We state the
result here, but for a proof for the TASEP we refer the reader to Theorem
4.2 of [5], while for the TAZRP we refer to section 3.2 of [6].
Theorem 7.1. Fix x ∈ Z and let ZNt = 1√N
{
JNx,x+1(tN)−Epiσ [JNx,x+1(tN)]
}
.
Then, for every k ≥ 1 and every 0 ≤ t1 < t2 < .. < tk, (ZNt1 , .., ZNtk ) converges
in law to a Gaussian vector (Zt1 , .., Ztk) with mean zero and covariance given
by
EQ[ZtZs] = χ(σ)|w˜′(σ)|s
provided s ≤ t.
Now, let the process be evolving on the longer time scale tN1+γ and
moving in a reference frame with velocity W˜ ′(σ). The current through the
characteristic speed W˜ ′(σ) is denoted by JN,γWxt (σ)(tN
1+γ) and corresponds to
the current through the moving bond [W xt (σ),W
x
t (σ) + 1] (where W
x
t (σ) =
x+[W˜ ′(σ)tN1+γ ]) defined as the number of jumps from W xt (σ) to W xt (σ)+1
during the time interval [0, tN1+γ ]:
JN,γWxt
(tN1+γ) =
∑
y≥1
(
ζt(y +W xt )− ζ0(y + x)
)
.
Since this current can be written in terms of the density fluctuation field
(6.2) as in (7.1) and this one does not evolve in time for time scales smaller
than tN4/3, then is is reasonable to claim that this current should vanish.
This is the content of next Propositon, which is a consequence of the C.L.T.
for the empirical measure (Theorem 6.2) together with an approximation
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argument. This holds for the TASEP as well as for the TAZRP, and for
details we refer the reader to [5].
Proposition 7.2. Fix t ≥ 0, a site x ∈ Z and γ < 1/3. Then,
lim
N→+∞
Epiσ
[ 1√
N
{
JN,γWxt
(tN1+γ)− Epiσ [JN,γWxt (tN
1+γ)]
}]2
= 0.
8. Dependence on the initial conditions
Now, we focus on the processes evolving in the hyperbolic time scale.
Since the current can be written in terms of the density fluctuation field
as in (7.1) and since the limit density field at time t does only depend on
the initial density field, it is natural that the current should also enjoy this
property. As above, let ζt denote a particle system with piσ as invariant
measure and with characteristic speed W˜ ′(σ), then
Proposition 8.1. Fix t ≥ 0 and a site x. Then,
lim
N→+∞
1
N
Epiσ
[
JNx−1,x(tN)−Epiσ [JNx−1,x(tN)]−
x−1∑
y=x−W˜ ′(σ)tN
(ζ0(y)−σ)
]2
= 0.
For the TASEP and for α = 1/2, the normalized current converges to 0 in
the L2(Pνα)-norm. This result was obtained before by Ferrari and Fontes in
[3]. For a proof of last result for the TASEP we refer the reader to [5] while
for the proof for the TAZRP one can follow the same arguments as done for
the TASEP in [5]. This is a simple computation which is left to the reader.
This last result tells us that the flux of particles through a fixed bond
[x, x + 1] during the time interval [0, tN ] does only depend on the initial
number of particles in the site interval [x − W˜ ′(σ)tN, x − 1] which is in
accordance with the macroscopic global behavior predicted by the hydrody-
namic equation.
9. Concluding remarks
We finish the paper with some commentaries, questions and conjectures
for a future work on the subject.
• First we note that the result of Theorem 6.2 stated with γ < 1/2
should hold for the TASEP and TAZRP, which is predicted by the
hydrodynamic equation (see [11]). On the other hand it was proved
in [2] and [1] for the TASEP and TAZRP, respectively, that the order
of the variance of the current across a characteristic is t2/3 , which
translates by saying that in fact our result should hold till the time
scale N3/2.
• On time scale N3/2, that corresponds to γ = 1/2 there is a phase
transition in the sense that fluctuations will depend on the initial
conditions of the system plus the randomness of the underlying
microscopic dynamics. For a physical support of this conjecture
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see [11]. With the martingale characterization approach presented
above, the main difficulty is the Boltzmann-Gibbs principle which
was proved to hold up to the time scale N4/3, but in fact it should be
valid until N3/2. As a consequence, for time scales N θ with θ < 3/2,
the limit density field should only depend on the initial conditions
of the system.
• As argued above, the current across a characteristic can formally
be written in terms of the density fluctuation field, see (7.1). Since
for time scales N θ with θ < 3/2 the limit density field should not
evolve in time, then this current should vanish. In Proposition 7.2
this result was proved until the time scale N4/3. Nevertheless, we
note that once the Boltzmann-Gibbs principle is proved to hold until
the time scale N3/2 one can obtain the same result as in Proposition
7.2 until the time scale N3/2 by applying the same arguments.
• On the time scale N3/2 there is a phase transition. Considering
the density fluctuation field as in (6.2), it has a trivial temporal
evolution until the time scale N4/3, but as claimed above, it should
have this behavior until N3/2. On this time scale, the randomness
of the dynamics should take place.
• Indeed, for N3/2 the limit density field (6.2) for the TASEP should
satisfy:
Yt(H) = Y0(H)− lim
N→+∞
∫ t
0
∑
x∈Z
∇H
(x− (1− 2α)tN3/2
N
)
η¯sN3/2(x)η¯sN3/2(x+1)ds,
(9.1)
where for a site y ∈ Z, η¯(y) = η(y)− α. The difficulty is to identify
the limit of the integral term, nevertheless it is easy to show that it
is not a martingale in t, but other properties are still out of reach.
• For the TAZRP, on N3/2 the limit of the density field (6.2) should
satisfy
Yt(H) = Y0(H) + lim
N→∞
∫ t
0
∑
x∈Z
∇H
(x− sN3/2/(1 + ρ)2
N
)
V (ξsN3/2(x))ds,
(9.2)
where V (ξ(x)) = 1{ξ(x)≥1} − ρ1+ρ − 1(1+ρ)2 [ξ(x)− ρ].
• As a consequence forN3/2 and for both processes, the current through
the characteristic speed should not vanish, since one should have in
a certain topology that:
1√
N
{
JN−1,0(tN
3/2)− Epiσ [JN−1,0(tN3/2)]
}
∼ YNt (H0)− YN0 (H0),
but now the right hand side does not vanish any longer. In fact, it
was shown in [4], that for the TASEP the current through the charac-
teristic speed on this time scale has Tracy-Widom distribution. For
12 PATRI´CIA GONC¸ALVES
the TAZRP the result is still open. The processes considered here,
belong to a universal class of processes that share the same scaling
exponent and distributional properties. All the results stated above
should hold for this more general class of processes.
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