We prove, with a purely analytic technique, a one-side Liouville theorem for a class of Ornstein-Uhlenbeck operators L 0 , having an antisymmetric matrix in the first order term, as a consequence of a "Liouville theorem at t = −∞" for the corresponding Kolmogorov operators L 0 − ∂t. In turn, this last result is proved as a corollary of a global Harnack inequality for nonnegative solutions to (L 0 − ∂t)u = 0 which seems to have an independent interest in its own right. We stress that our Liouville theorem for L 0 cannot be obtained by a probabilistic approach based on recurrence if N > 2. We provide a self-contained proof of a Liouville theorem involving recurrent Ornstein-Uhlenbeck stochastic processes in Appendix.
Introduction and main results
The main "motivation"of this paper is to provide a purely analytical proof of a one-side Liouville theorem for the following Ornstein-Uhlenbeck operator in R N :
(1.1)
where ∆ is the Laplace operator, while , and ∇ denote, respectively, the inner product and the gradient in R N . Moreover B is a N × N real matrix which we suppose to be antisymmetric (or, equivalently, skew symmetric), i.e.,
Our positive (one-side) Liouville Theorem for (1.1) is the following one.
Theorem 1.1. Let v be a smooth 1 solution to
If we assume the solution u to be bounded both from below and from above then the conclusion of Theorem 1.1 immediately follows from a theorem due to Priola and Zabczyk [PZ04, Theorem 3.1], which, for the operator L 0 in (1.1), takes this form: Consider the Ornstein-Uhlenbeck operator
where B is any N ×N constant matrix, then the following statements are equivalent:
(i) L 0 has the simple Liouville property, i.e.,
(ii) the real part of every eigenvalue of the matrix B is non-positive. Therefore, since the antisymmetric matrices have purely imaginary eigenvalues, with our assumption on the matrix B, the aforementioned Priola and Zabczyk theorem implies that the bounded solutions to L 0 u = 0 in R N are constant.
Theorem 1.1 is a Corollary of the following Liouville theorem "at t = −∞" for the evolution counterpart of L 0 , i.e., for the Kolmogorov operator in
Theorem 1.2. Let u be a smooth solution to
It easy to show that this theorem implies Theorem 1.1. Indeed, let v : R N −→ R be a smooth and bounded below solution to L 0 v = 0 in R N . Then, letting u(x, t) = v(x), x ∈ R N , t ∈ R, we have L u = 0 in R N +1 and inf
Then, by Theorem 1.2,
Hence, v is constant. From Theorem 1.2 it also follows a Liouville theorem for bounded solutions to L u = 0 (for a related result see Theorem 3.6 in [PW06] 
Then, u is constant.
Applying Theorem 1.2 to M − u and u − m, we obtain for every x ∈ R N that:
and 0 = inf
Hence, M = m and u is constant.
Theorem 1.2 is, in turn, a consequence of a "global" Harnack inequality for non-negative solutions to L u = 0 in R N +1 . To state this inequality we need to recall that L is left translation invariant on the Lie group
see [LP94] . For every z 0 in R N +1 we define the "paraboloid"
Then, inspired by an idea used in [GL89] for classical parabolic operators, and exploiting Mean Value formulas for solutions to L u = 0, we establish the following Harnack inequality.
Theorem 1.4. Let z 0 ∈ R N +1 and let u be a non-negative smooth solution to
Then, there exists a positive constant C, independent of u and z 0 , such that
for every z ∈ P (z 0 ).
We will prove this theorem in Section 5. Here we show how it implies Theorem 1.2 by using the following lemma (for the reader's convenience we postpone its proof to Section 3).
Lemma 1.5. For every x ∈ R N and for every z 0 ∈ R N +1 there exists a real number
Proof of Theorem 1.2. Let u be a smooth bounded below solution to L u = 0 in
Then, for every ε > 0, there exists z ε ∈ R N +1 such that
Theorem 1.4 applies to function u − m, so that
for every z ∈ P (z ε ), where C > 0 does not depend on z and on ε. Let us now fix x ∈ R N . By Lemma 1.5, there exists T = T (z ε , x) ∈ R such that (x, t) ∈ P (z ε ) for every t < T. Then, from (1.4), we get
This means lim
We conclude the introduction with the following remark.
Remark 1.6. One-side Liouville theorems for general Ornstein-Uhlenbeck operators can be proved with a probabilistic approach based on recurrence of the corresponding Ornstein-Uhlenbeck process. We present this approach in the Appendix, showing how it leads to one-side Liouville theorems also for degenerate Ornstein-Uhlenbeck operators. However, the results obtained with this probabilistic approach contain Theorem 1.1 only in the case N = 2. We mention that, in this last case, Theorem 1.1 is contained in [COR83] , where a full description of the Martin boundary for a non-degenerate two-dimensional Ornstein-Uhlnebeck operator is given. We also mention that under particular assumptions on the matrix B that make the operator L homogenous with respect to a group of dilations, asymptotic Liouville theorems at t = −∞ for the solutions to L u = 0 in R N +1 and, as a consequence, one-side Liouville theorems for the solutions to L 0 u = 0 are known (see [KL07] and the references therein).
Some preliminaries
2.1. The matrix E(τ ) = exp(−τ B), τ ∈ R, introduced in (1.3), plays a crucial rôle for the operator L . First of all, as already recalled in the Introduction, defining the composition law • in R N +1 as follows:
we obtain a Lie group K = (R N +1 , •), on which L is left translation invariant (see [LP94] ; see also [BLU07] , Section 4.1.4).
We explicitly remark that E(τ ) is a unitary matrix : indeed
2.2. A fundamental solution for L is given by
where,
This is a very particular case of a more general formula, first proved by L.P. Kuptsov in [Kup72] and explicitly recalled in [LP94, (1.7)]; notice that the matrix C(t) in that formula, in our case becomes
so that, the fundamental solution of L with pole at ζ = 0 is exactly the Gauss-Weierstrass kernel. From (2.2) and the composition law in (2.1), we get Γ(z, ζ) = 0 if z = (x, t), ζ = (ξ, τ ) and t ≤ τ ; moreover
2.3. The solutions to L u = 0 in R N +1 satisfy the following Mean Value formula: for every z 0 ∈ R N +1 , r > 0 and p ∈ N,
where
where ω p denotes the Lebesgue measure of the unitary ball of R p ,
and R r (0, z) = 4(−t) log(rφ p (0, z)).
An explicit proof of the Mean Value formula (2.3) can be found in Section 5 of [CL19] .
Proof of Lemma 1.5
Let z 0 = (x 0 , t 0 ) and z = (x, t). Then,
Hence, keeping in mind the definition of P ,
On the other hand, since E(t − t 0 ) is a unitary matrix, we have
A two "onions" lemma
The aim of this section is to prove a geometrical lemma on the level sets Ω (p) r (which we call L -"onions"), that will play a crucial rôle in the proof of the Harnack inequality in Theorem 1.4. For every r > 0, define
Then, the following lemma holds 
We want to show that there exists θ > 1:
θr (0). The same computation as above shows that
Since z ∈ Σ r , from (4.1) we get
Then, to prove (4.2), it is enough to prove the inequality
To simplify the notation we put
So, (4.4) takes the following form:
To proceed, we need estimates of |τ | and of |t − τ |. First of all we note that
On the other hand, from the very definition of ρ, we have |t| = 4πρ.
It follows that
Thanks to these estimates, the left hand side of (4.5) can be estimated as follows
where c 0 is a positive absolute constant. Analogously, the right hand side of (4.5) can be bounded from below as follows
where c 1 and c 2 are strictly positive absolute constants. Then, if we choose θ > 1 such that c 0 < c 1 + c 2 log θ, inequality (4.4) follows, completing the proof.
Proof of Theorem 1.4
Since L is left translation invariant on the Lie group (K, •), it is enough to prove Theorem 1.4 in the case z 0 = (0, 0). In particular, it is enough to prove the inequality u(z) ≤ Cu(z 0 ), with z 0 = (0, 0), (5.1) for every non-negative smooth solution u to
The constant C in (5.1) has to be independent of u. To this end, taken a nonnegative global solution u to L u = 0, we start with the Mean Value formula for u on the L -level set Ω (p) 2θr (z 0 ), with p > 4 and with θ given by Lemma 4.1:
Let us arbitrarily fix z = (x, t) ∈ P. Then t < 0 and |x| 2 < 4|t|. In (5.2) we choose r > 0 such that
By Lemma 4.1 we have the inclusion Ω (p) 2θr (z 0 ) ⊇ Ω (p) r (z), so that, since u ≥ 0 from (5.2) we get
Let us now prove that, for a suitable positive constant C independent of u and of z, we have (z −1 0 = z 0 = (0, 0)):
It will follow, from (5.3),
i.e., u(z) ≤ Cu(z 0 ), which is (5.1).
To prove (5.4) we first estimate from below W (p) 2θr (z −1 0 • ζ). From the very definition of this kernel, by keeping in mind that z 0 = (0, 0), and letting ζ = (ξ, τ ), we obtain:
Here, and in what follows, c ′ p , c ′′ p , . . . , c p denote strictly positive constants only depending on p. So, we have proved the following inequality
We have
Here we have used the assumption p > 4 and the inclusion ζ ∈ Ω (p)
The previous inclusion also implies
where, c ′′ p = 4 sup s log 1 s : 0 < s < 1 .
Collecting the above inequalities, we get
The same estimate holds for K 2 . Indeed:
Keeping in mind (5.6) and (5.7), and the very definition of W (p) r (z, ζ), from inequalities (5.8) and (5.9) we obtain
This inequality, together with (5.5), implies (5.4), and completes the proof of Theorem 1.4.
Appendix: A one-side Liouville theorem for Ornstein-Uhlenbeck operators by recurrence
Here we show a one-side Liouville theorem for some Ornstein-Uhlenbeck (OU) operators based on recurrence of the corresponding OU stochastic processes.
It is a general fact from probabilistic potential theory (see in particular [Get80] ) that recurrence of a Markov process is equivalent to the fact that all excessive functions are constants (we also mention that the equivalence between excessive functions and super harmonic functions has been established in a general setting; see [Dyn65] and the references therein). On the other hand, a characterization of recurrent OU processes is known (see [Eri71] which extends the seminal paper [Dym66] ; see also [Zab82] for connections between recurrence and stochastic controllability).
We present the main steps to prove a one-side Liouville theorem in a selfcontained way. Comparing with [Dym66] , [Eri71] and [Get80] , we simplify some proofs; see in particular the proof of Theorem 6.6 in which we also use a result in [PZ04] . We do not appeal to the general theory of Markov processes but we use some basic stochastic calculus. It seems to be an open problem to find a purely analytic approach to proving such result. Let Q be a non-negative symmetric N × N matrix and let B be a real N × N matrix. The OU operator we consider is (6.1) K 0 = 1 2 tr(QD 2 ) + Bx, ∇ = 1 2 div(Q∇) + Bx, ∇ .
We will always assume the well-known Kalman controllability condition:
see [Eri71] , [Zab82] , [LP94] , [DPZ96] , [PZ04] and the references therein. Under this assumption K 0 is hypoelliptic, see [LP94] . Before stating the Liouville theorem we recall that a matrix C is stable if all its eigenvalues have negative real part.
Theorem 6.1. Assume (6.2). Let v :
Then v is constant if the following condition holds: stable and B 1 is at most of dimension 2 and of the form B 1 = [0] or
The proof of Theorem 6.1 will immediately follow by Lemma 6.4 and Theorem 6.6 below.
Remark 6.2. Note that when N = 2 the matrix B = 0 1 0 0 does not satisfy (HR).
On the other hand B = 0 0 0 0 verifies (HR) with α = 0. Moreover, an example of possibly degenerate two-dimensional OU operator for which the one-side Liouville theorem holds is
Remark 6.3. It is well-known, that condition (6.2) is equivalent to the fact that (6.4) Q t = t 0 exp(sB) Q exp(sB T )ds is positive definite for all t > 0 (cf. [Eri71] , [LP94] and [DPZ96] ). Note that C(t) = exp(−tB)Q t exp(−tB T ) is used in [LP94] and in Section 5 of [CL19] with Q replaced by A.
Let us introduce the OU stochastic process starting at x ∈ R N . It is the solution to the following linear SDE (6.5)
see, for instance, [Eri71] and [PZ04] . Here W = (W t ) is a standard N -dimensional Wiener process defined a stochastic basis (Ω, F , (F t ), P) (the expectation with respect to P is denoted by E; as usual in the sequel we often do not indicate the dependence on ω ∈ Ω). Lemma 6.4. Suppose that the OU process is recurrent. Let v ∈ C 2 (R N ) be a non-negative function such that K 0 v ≤ 0 on R N . Then v is constant.
Proof. We will adapt an argument used in the proof of Lemma 3.2 of [Get80] to show that excessive functions are constant for recurrent Markov processes.
Let us fix x ∈ R N . Applying the Itô formula and using the fact that K 0 v ≤ 0 we get, P-a.s., 
By the Doob optional stopping theorem we obtain
Recall that P(τ x O < ∞) = 1, for any x ∈ R N . By the Fatou lemma (using also the continuity of the paths of the OU process) we infer
We have found the contradiction a > b. Thus v is constant.
Recall the OU Markov semigroup (P t ) = (P t ) t≥0 , .
We set P 0 f = f . The associated potential of a non-negative Borel function g :
Clearly, in general it can also assume the value ∞ (cf. [Get80] ).
Remark 6.5. Let A be an empty open set and let 1 A be the indicator function of A.
The probabilistic interpretation of U 1 A is as follows. First one defines the sojourn time or occupation time of A (by the OU process starting at x) as
it is the total amount of time that the sample path t → X x t (ω) spends in A. Then
is the average sojourn time or the expected occupation time of A.
The next result is a reformulation of a theorem in [Eri71] at page 822 (see also the comments before such theorem and [Dym66] ). Erickson proves some parts of the theorem and refers to [Dym66] for the proof of the remaining parts. Theorem 6.6. Assume (6.2). The next conditions for the OU process are equivalent.
(iii) For any x, y ∈ R N ,
(iv) The OU process (X x t ) is recurrent. We will only deal with the proofs of (i) ⇒ (ii) ⇒ (iii) and (i) ⇒ (iv); the last implication is needed to prove the one-side Liouville theorem in Lemma 6.4.
The proof of the recurrence (i) ⇒ (iv) is different and simpler than the proof given in [Dym66] which also [Eri71] mentions (see the remark below for more details).
Remark 6.7. In [Dym66] it is proved that (iii) ⇒ (iv) by showing first that (iii) implies that, for any non-empty open set O, one has U 1 O ≡ ∞, and then using a quite involved Khasminskii argument (see pages 142-143 in [Dym66] ) which uses the strong Markov property, the irreducibility and strong Feller property of the OU process. Alternatively, the fact that U 1 O ≡ ∞, for any non-empty open set O, is equivalent to recurrence can be obtained using a potential theoretical approach involving excessive functions as in [Get80] (see in particular the proof that (ii) implies (iv) in Proposition 2.4 and Lemma 3.1 in [Get80] ).
Proof. (i) ⇒ (ii). This can be proved as in the proof of Lemma 6.1 in [Dym66] by using the Jordan decomposition of the matrix B (see also the remarks in [Eri71] ). (ii) ⇒ (iii) Note that Q t ≤ Q T (in the sense of positive symmetric matrices) if 0 < t ≤ T . Hence by the Courant-Fischer min-max principle, we have λ(t) ≤ λ(T ) (where λ(s) is the minimal eigenvalue of Q s ). Hence, there exists M > 0 such that, for t ≥ 1,
Then
, t ≥ 1, and (6.11) holds if (ii) is satisfied.
The proof of this assertion is inspired by [Get80] and uses also the Liouville-type theorem for bounded harmonic function proved in [PZ04] . Let us fix a non-empty open set O ⊂ R N and consider the function
We have to prove that φ is identically 1.
Using the OU semigroup (P t ) we first check that (6.12) P r φ(x) ≤ φ(x), r ≥ 0, x ∈ R N .
This is a known fact. We briefly recall the proof for the sake of completeness. Let us fix x ∈ R N and r > 0 and note that φ is a Borel and bounded function. Since P(X x t+r ∈ O, for some t ≥ 0) ≤ P(X x t ∈ O, for some t ≥ 0) = φ(x), we get (6.12) by the Markov property:
P(X x t+r ∈ O, for some t ≥ 0) = E E[1 {X x t+r ∈O, for some t≥0} \ F r ] = E φ(X x r ) = P r φ(x). Now take any decreasing sequence (r n ) of positive numbers converging to 0, i.e., r n ↓ 0. We have {X x t ∈ O, for some t ≥ 0} = ∪ n≥1 {X x t+rn ∈ O, for some t ≥ 0} (increasing union) and so P(X x t+rn ∈ O, for some t ≥ 0) = P rn φ(x) ↑ φ(x). Hence (6.13) P s φ(x) ↑ φ(x), as s → 0 + , x ∈ R N .
Since φ ≥ 0, properties (6.12) and (6.13) say that φ is an excessive function. Since we know (6.11) we deduce that f s = 0, a.e. on R N . This means that, for any s ≥ 0, φ(x) = P s φ(x), for any x ∈ R N a.e.. (6.15) It follows that, for any t > 0, (6.16) P t φ(x) = P t (P s φ)(x) = P s (P t φ)(x), s ≥ 0, holds, for any x ∈ R N (not only a.e.). Thus, for any t > 0, P t φ is a bounded harmonic function for (P t ). By hypothesis (HR) and Theorem 3.1 in [PZ04] we deduce that P t φ ≡ c t for some constant c t .
Since φ is excessive we know that P t φ(x) ↑ φ(x) as t → 0 + , x ∈ R N . It follows that c t ↑ c 0 and φ ≡ c 0 . Take z ∈ O. We have φ(z) = 1. Hence φ is identically 1 and the proof is complete.
