











































































































































































engineering	 techniques	 have	 been	 applied	 to	 generate	 a	 range	 of	 trained	 models,	






Actualmente,	 las	 redes	 sociales	 contienen	 información	 que	 puede	 ser	 utilizada	 para	
extraer	 conocimiento,	 sin	 embargo,	 las	 conclusiones	 de	 esa	 información	 son	
normalmente	accesibles	solo	a	las	empresas,	y	no	a	los	individuos.	El	objetivo	de	este	
proyecto	es	presentar	una	aplicación	web	que	haga	uso	de	algoritmos	de	Aprendizaje	
Automático	 junto	 a	 la	API	 oficial	 de	 Twitter	 para	 realizar	 análisis	 de	 sentimiento	 en	
conjuntos	 de	 tweets.	 Diferentes	 técnicas	 de	 lenguaje	 natural	 y	 de	 ingeniería	 de	
características	 han	 sido	 aplicadas	 para	 obtener	 un	 conjunto	 de	modelos,	 incluyendo	
Logistic	Regression,	Bernoulli	Naïve	Bayes,	Support	Vector	Machines	y	Random	Forest.	
Finalmente,	 estos	 modelos	 han	 sido	 comparados	 entre	 ellos	 y	 varias	 conclusiones	
fueron	obtenidas:	Bernoulli	Naïve	Bayes	y	SVM	son	los	modelos	que	mejor	funcionan,	









and	 interests	 across	 our	 daily	 lives.	 This	 is	 the	 reason	why	 new	 sciences	 like	 “Social	
Network	 Analysis”	 and	 “Sentiment	 analysis”	 have	 become	 main	 fields	 of	 study	 and	
interest	not	only	for	the	individual	users	but	also	for	companies	and	governments.	
To	get	an	idea	of	the	amount	of	the	data	social	networks,	such	as	Twitter,	store	every	
day,	 it	 is	 enough	 to	 consider	 that	 each	 second	 around	 6,000	 tweets	 are	 generated	
(according	to	“Internet	Live	Stats”	[1]),	which	give	us	around	500	million	tweets	per	day.	







It	 can	 be	 also	 used	 to	 perform	 geolocation	 analysis	 such	 as	 political	 feelings	 (which	
political	 leader	has	better	acceptance),	marketing	preferences	(competitor’s	products	
opinion	 over	 population)	 or,	 in	 general,	 any	 statistical	 analysis	 within	 the	 specified	
parameter.	
Some	real-world	examples	could	be	the	analysis	of	the	Brexit	sentiment	specified	U.K.	
cities,	 or	 the	 acceptance	 of	 the	 new	 president	 of	 the	 United	 States	 throughout	 the	
different	states.	


















Although	 it	 was	 created	 relying	 on	 the	 previous	 introduced	 concepts,	 the	 project	
contains	another	important	actor:	Machine	Learning	(ML).	ML	includes	a	wide	range	of	
techniques	 that	provides	 computers	with	 the	ability	 to	 learn	without	being	explicitly	
programmed.	 Its	 use	 is	 not	 strictly	 necessary	 to	 perform	 a	 sentiment	 analysis	 task,	
because	 it	could	be	done	by	simple	human	review,	but	 for	complex	applications	and	





to	 classify	 tweets	 obtained	 through	 the	 Twitter	 API	with	 one	 of	 the	 possible	 labels:	
positive,	negative	or	neutral.	
Obviously,	the	application	of	ML	algorithms	does	not	guarantee	an	error	reduction	with	
respect	 to	 the	 individual	 processing	 case,	 however,	 the	 advantages	 due	 to	 the	 time	
performance	and	effort	improvements	make	it	worth.	In	this	project,	several	algorithms	
will	be	tested	and	compared	with	each	other	to	understand	why	some	models	perform	
















• Information	 about	 sentiment	 analysis	 papers	 and	 tutorials,	 why	 they	 are	
relevant,	and	some	useful	tools	and	ideas	to	apply	in	a	project	like	this	(point	2).	
• A	big	overview	of	the	main	objective	of	the	application	(point	3).	
• A	 detailed	 explanation	 about	 the	 component	 and	 technologies	 behind	 the	
application,	why	I	have	chosen	those	and	how	do	they	work	(point	4).	






















Bayes	 (NB)	and	 the	Support	Vector	Machine	 (SVM)	 classifiers,	under	 the	 “Supervised	
Learning”	category,	which	will	be	explained	and	analyze	later	on.	








The	 training	 data	 have	 been	 obtained	 from	 the	 NLTK	 corpus,	 where	 there	 are	 files	
containing	 neutral-polarized	 and	 negative-positive	 sentences.	 The	 downloaded	 files	
from	the	corpus	are:	sentence_polarity	 (containing	5,331	negative	and	5,331	positive	
examples)	 and	 subjectivity	 (containing	 5,000	 neutral	 and	 4,985	 polarized	 examples).	




subjective	 tweets,	which	 can	 be	 classify	 as	positive	 or	negative,	 and	 objective	 ones,	
which	are	considered	as	neutral.	The	subjectivity	usually	depends	on	the	context	so	the	
units	 of	 information	 should	 be	 understood	 in	 the	 context	 of	 a	 conversation	 or	 in	 a	
sequence	of	them	if	the	talk	about	the	same	topic.	
On	 top	 of	 that,	 the	 utilization	 of	 sarcasm	while	 writing	 an	 opinion	make	 extremely	












rate	higher	than	79%,	we	could	state	that	 it	 is	better	 than	an	average	person	
trying	to	classify	tweets	into	the	polarity	labels.	
	
2. The	 complexity	 of	 achieving	 a	 high	 accuracy	 rate	 is	 extremely	 high,	 so	 the	





































































A) When	the	class	is	1:															𝑤 ∗ 𝑥* + 𝑏 ≥	δ	
Equation	2.3:	SVM	(A)	




























Given	(𝑝 = 	𝑛1 𝑛	),	and	(𝑞 = 	𝑛3 𝑛	),	where	“+”	and	“-“	are	the	two	classes:	
• Gini	index:		 	 	 				2 · 𝑝 · 𝑞	
Equation	2.5:	Gini	index	
• Entropy:	 	 	 −𝑝 · 𝑙𝑜𝑔 𝑝 − (𝑞 · 𝑙𝑜𝑔 𝑞 )	
Equation	2.6:	Entropy	














subject,	 the	 ones	 that	 proved	 to	 be	 the	most	 useful	 throughout	 the	 project	 are	 the	
following:	
• Twitter	Developer	Documentation	[7]:	















However,	 there	 exist	 some	 statistics	 that	 can	 be	 obtained	 using	 the	 Twitter	
interface	which	cannot	be	obtained	using	its	API:	the	number	of	views,	and	the	


















































The	 full	 list	 can	 be	 consulted	 in	 the	 Twitter	 developer’s	 documentation,	 under	 the	
Twitter	libraries	category	[12].	
These	libraries	allow	developers	to	access	a	wide	list	of	information	fields	associated	to	




The	 following	 pieces	 of	 software	 can	 help	 on	 two	 different	 processes:	 cleaning	 the	






















































pieces	 of	 information	 in	 the	 shape	 of	 tweets,	 and	 that	 it	 is	 accessible	 to	 everyone.	




In	 order	 to	 achieve	 that	 functionality,	 a	 Twitter	 API	 text	mining	 implementation	 for	



























labels	 “negative”	 and	 “positive”	 have	 an	 intrinsic	 relationship	 in	 which	 one	 is	 the	



























































































all	 the	 debugging	 over	 the	 text	 processing,	 features	 selection,	 and	model’s	 accuracy	
comparison,	have	been	done	with	that	code.	
From	the	final	user	perspective,	only	the	second	branch	is	useful	once	the	best	possible	



















• TwitterListener:	 contains	 a	 class	with	 the	methods	 to	 initiate	 the	 stream,	
handle	the	obtained	tweets	and	close	the	stream.	























• TwitterListener:	 contains	 a	 class	with	 the	methods	 to	 initiate	 the	 stream,	
handle	the	obtained	tweets	and	close	the	stream.	

































































































































• toogleAccount:	 hides	 the	 “stream”	 lateral	 bar	 section,	
showing	the	“account”	one.	
• toogleStream:	 hides	 the	 “account”	 lateral	 bar	 section,	
showing	the	“stream”	one.	




























• classifyAccount:	 classifies	 the	 tweets	 contained	 the	













All	 the	 previously	 detailed	 functions	 need	 to	 work	 together	 to	 provide	 some	
functionalities.	All	the	following	ones	are	available	to	the	developer	behind	the	project,	
but	 only	 two	 of	 them	 (“classify”	 and	 “Streaming”)	 are	 accessible	 to	 the	 final	 users	
through	the	web	application.	
4.4.1. Train	functionality	







































































































































































































and	 ML	 model.	 Additionally,	 it	 could	 be	 used	 to	 increase	 the	 training	 dataset	 by	


























$> python Parser.py <Functionality> <List of arguments> 
$> … Train Logistic-Regression Positive.txt Negative.txt 5 1 Pos-Neg 






































$> … Classify Neu-Pol Pos-Neg David_Cameron Brexit 
$> … Stream Neu-Pol Pos-Neg 500 Obama en -122,36,-121,38 





The	 system	requirements	 in	 this	 section	are	 just	 software	 requirements.	 The	project	






































Resource	 Cost	per	month	 Months	 Cost	
Internet	 30	€	 9	 270	€	




Phase	 Salary	per	hour	 Hours	 Cost	
Software	project	 9	€	/	h	 350	 4,050	€	












There	 exist	 some	 risks	 related	with	 the	 correct	 deployment	 and	 functionality	 of	 the	




complex	 functionality,	 the	 upgrade	 of	 those	 packages	 could	 produce	
incompatibilities	among	them,	leading	to	an	error	when	trying	to	execute	any	of	











not	 always	 easy	 to	 find	 relevant	 and	 informative	 tweets	 for	 the	 desired	
sentiment.	Moreover,	as	the	project	uses	the	Twitter	official	API,	the	retrieved	
tweets	could	suffer	bias	depending	on	how	Twitter	retrieve	them	for	the	search	







The	project	 can	be	 split	 into	 two	phases:	software	development	and	documentation,	
being	 the	 first	 one	 the	 one	 taking	 most	 of	 the	 time	 due	 to	 the	 complexity	 when	
integrating	multiple	Python	packages.	Both	phrases	can	be	split	into	smaller	sub-phrases	
that	are	going	to	be	explained	in	this	section.	


































On	 the	 other	 hand,	 underfitting	 is	 the	 situation	 in	 which	 a	 trained	model	 does	 not	
capture	 the	 general	 trend	 of	 the	 data.	 The	 predictive	 performance	will	 be	 also	 bad	
because	the	model	is	too	simple	to	describe	the	underlying	relationships	in	the	data.	












Before	 using	 CV,	 the	 number	 of	 folds	 (k)	 must	 be	 decided.	 This	 parameter	 is	 very	
important	because	if	it	is	defined	as	a	very	low	number	or	a	very	high	one,	the	overfitting	
testing	is	not	as	high	and	the	results	must	be	considered	less	into	account.	Although	the	










In	any	ML	classification	problem,	one	of	 the	 first	 steps	 to	determine	the	comparison	




However,	 as	 the	 classification	 follows	 a	 hierarchical	 model,	 the	 errors	 in	 the	 first	




was	 the	 chosen	 one.	 This	metric	 is	 a	 combination	 of	 recall	 (false	 negative	 rate)	 and	
precision	(false	positive	rate),	following	this	formula:	
𝐹1	𝑠𝑐𝑜𝑟𝑒 = 2 ∗	 𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙(𝑃𝑟𝑒𝑐𝑖𝑠𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)	
Equation	5.1:	F1	Score	
The	main	reason	to	choose	F1	score	over	the	commonly	used	accuracy	(fraction	of	well	


















the	 models,	 a	 comparison	 between	 different	 configurations	 of	 them	 yields	 useful	
results.	
Thanks	to	the	implementation	of	the	feature	extraction	function,	the	number	of	features	















































































































































































































Naïve	 Bayes	 performs	 the	 best,	 followed	 by	 Logistic	 Regression	 and	 SVM,	 leaving	
Random	Forest	with	the	lowest	scores.	





























All	 the	ML	 algorithms	were	 evaluated	 using	 the	 default	 Scikit-learn	 parameters,	 but	




occurs	 because	 the	 higher	 unigrams	 are	 considered,	 the	 less	 improvement	 can	 be	
achieved	when	including	more	of	them.	
Although	overfitting	cannot	be	 seeing	while	 increasing	 the	percentage	of	 considered	
unigrams	up	to	5%	(the	curves	always	start	higher	than	the	 last	percentage),	 it	 takes	




Finally,	with	 the	 aim	of	 selecting	 the	best	model,	 only	 those	with	 5%	unigrams,	 and	
either	3%	bigrams	(polarity	classifiers)	or	4%	(sentiment	classifiers)	are	compared:	


































any	 bias	 that	 those	 examples	 /	 files	 have	 is	 going	 to	 be	 reflected	 in	 the	way	
models	 are	 trained.	 In	 case	 of	 the	 neutral,	 polarized,	 negative	 and	 positive	






took	 advantage	 of	 all	 CPU	 possible	 threads,	 the	 implementation	 provided	 by	
Scikit-learn	 ran	 about	 10	 times	 faster	 while	 only	 using	 one	 CPU	 core.	




As	 shown	 in	 section	 5.3,	 when	 the	 polarity	 classifiers	 (which	 discriminate	
between	neutral	and	polarized	classes)	have	a	proportion	of	bigrams	higher	than	


































Thanks	 to	 the	 provided	 web	 application,	 the	 sentiment	 analysis	 of	 trending	
topics	and	hashtags	can	be	useful	when	performing	statistical	studies	on	social	
















During	 the	 training	 data	 processing	 and	 learning,	 all	 of	 the	 most	 common	
techniques	for	text	mining	has	been	applied	(transform	all	words	into	lower	case,	
tokenize	 them,	 remove	 the	 stop	 words	 and	 lemmatize	 the	 remaining	 ones).	
However,	there	are	more	complex	techniques	such	as	the	use	of	Part	of	Speech	
(POS)	tags,	chunking	using	a	parser	and	word	sense	disambiguation	(WSD).	






part.	 By	 default,	 the	 datasets	 of	 neutral,	 polarized,	 positive	 and	 negative	
sentences	from	the	NLTK	corpus	are	used,	but	these	datasets	are	not	perfect	and	
do	not	contain	every	possible	word	or	bigram	that	someone	can	use	to	express	
a	 sentiment.	 Moreover,	 reading	 the	 documentation	 about	 the	 NLTK	 corpus	




For	 this	 reason,	 the	 “search”	 functionality	 that	 allows	 us	 to	 create	 our	 own	
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