We investigate the sharp large deviation properties of the energy and the maximum likelihood estimator for the Ornstein-Uhlenbeck process driven by a fractional Brownian motion with Hurst index greater than one half.
Introduction.
Since the pioneer works of Kolmogorov, Hurst and Mandelbrot, a wide range of literature is available on the statistical properties of Fractional Brownian Motion (FBM). On the other hand, one can realize that its large deviations properties were not deeply investigated. Our purpose is to establish sharp large deviations for functionals associated with the OrnsteinUhlenbeck process driven by a fractional Brownian motion dX t = θX t dt + dW H t (1.1) where the initial state X 0 = 0 and the drift parameter θ is strictly negative. The process (W H t ) is a FBM with Hurst parameter 0 < H < 1 which means that (W The weighting function w defined, for all 0 < s < t, by w(t, s) = w where w H is a normalizing positive constant, plays a fundamental role for stochastic calculus associated with (W H t ). In particular, for t > 0, let
It was proven by Norros et al [12] page 578 that (M t ) is a Gaussian martingale with quadratic variation < M > t = λ It was shown by Kleptsyna and Le Breton [10] that whenever, H > 1/2, relation (1.3) can be rewritten as
where the process (Q t ) satisfies for all t > 0
with l H = λ H /(2(1 − H)). Consequently, we shall assume in all the sequel that H > 1/2. It follows from (1.4) that the score function, which is the derivative of the log-likelihood function from observations over the interval [0, T ], is given by
Via a similar approach as the one of [3] for the Ornstein-Uhlenbeck process, we shall investigate the large deviation properties for random variables associated with (1.1) such as the energy
as well as the maximum likelihood estimator of θ, solution of Σ T (θ) = 0, explicitly given by
We also wish to mention the recent work of Bishwal [4] concerning the large deviation properties of the log-likelihood ratio
As usual, we shall say that a family of real random variables (Z T ) satisfies a Large Deviation Principle (LDP) with rate function I, if I is a lower semicontinuous function from R to [0, +∞] such that, for any closed set F ⊂ R,
while for any open set G ⊂ R,
Moreover, I is a good rate function if its level sets are compact subsets of R. We refer the reader to the excellent book by Dembo and Zeitouni [7] on the theory of large deviations, see also [2] , [9] . A classical tool for proving an LDP for S T and θ T is the normalized cumulant generating function
where, for any (a, b) ∈ R,
The random variable Z T (a, b) allows us an unified presentation of our results. In fact, in order to establish an LDP for S T and θ T , it is enough to prove an LDP for Z T (0, a) and Z T (a, −ca), respectively. The following lemma provides an asymptotic expansion for L T . It enlightens the role of the limit L of L T for the LDP, as well as the first order terms H and K T for the sharp LDP. One can observe that it is the keystone of all our results.
Here, I H is the modified Bessel function of the first kind [11] and the function r H is defined for all z ∈ C with | arg z| < π by
Finally, the remainder is
Proof. The proof is given in Appendix A. Remark 1. By use of the duplication formula for the gamma function [11] , one can realize that if H = 1/2, r H (z) = e 2z + e −2z which immediately leads to r T (b) = e −2T ϕ(b) . Consequently, in that particular case, K T (a, b) as well as R T (a, b) go exponentially fast to zero and we find again Lemma 2.1 of [3] which is the keystone for all results in [3] .
The energy.
First of all, we shall focus our attention on the energy (S T ). One can observe that the strong law of large numbers as well as the Central Limit Theorem (CLT) for the sequence (S T ) were not previously established in the literature. Proposition 2. We have
Moreover, we also have the CLT
Proof of Proposition 2. The almost sure convergence (2.1) clearly follows from Theorem 3 below as the sequence (S T /T ) satisfies an LDP with good rate function I given by (2.11). It is not hard to see that I(c) = 0 if and only if c = −1/2θ. In order to prove the CLT given by (2.2), denote
For all a ∈ R, let Λ T (a) = E[exp(aV T )]. We clearly have
Hence, we deduce from the decomposition (1.9) with a = 0 and b = a that
On the one hand,
where
Consequently, as
On the other hand, as (ϕ T ) converges to −θ, one can check that
Therefore, we infer from (2.3), (2.4) and (2.5) that
Convergence (2.6) holds for all a in a neighborhood of the origin which leads to (2.2) and completes the proof of Proposition 2.
In order to obtain the large deviation properties for (S T ), we shall make use of Lemma 1 with a = 0 and b = a. On the one hand, let
It is not hard to see that
Consequently, as |δ H | < 1, one can observe that the origin always belongs to the interior of D H . On the other hand, for all a
The main difficulty comparing to [3] is that the function L is not steep. Actually,
. Hence, a c < a H whenever 0 < c < −1/(2θδ H ). Denote by I the Fenchel-Legendre transform of the function L. Our first result on the large deviation properties of (S T /T ) is as follows.
Theorem 3. The sequence (S T /T ) satisfies an LDP with good rate function
Remark 2. In the particular case H = 1/2, then δ H = 0 and the LDP for (S T /T ) is exactly the one established by Bryc and Dembo [6] for general centered Gaussian processes.
We are now going to improve this result by a Sharp Large Deviation Principle (SLDP) for (S T /T ) inspired by the well-known Bahadur-Rao Theorem [1] on the sample mean. 
while, for 0 < c < −1/(2θ),
In addition, one can also observe that σ
Theorem 5 For c = −1/(2θδ H ), there exists a sequence (d H k ) such that, for any p > 0 and T large enough
where a H and σ 2 H are given by (2.18) and
As before, the coefficients d
H 2p may be explicitly calculated.
Proof. The proofs are given in Section 4.
3 The maximum likelihood estimator.
Our purpose is now to establish similar results for the maximum likelihood estimator. The almost sure convergence of θ T towards θ was already proven by Kleptsyna and Le Breton [10] , see also Prakasa Rao [13, 14] for related results. We just learn that the central limit theorem was established via a different approach by Brouste and Kleptsyna [5] .
Proposition 6. We have
Proof of Proposition 6. The almost sure convergence (3.1) is given by Proposition 2.2 of Kleptsyna and Le Breton [10] . For all c ∈ R, denote
One can easily check that
Consequently, in order to prove the CLT given by (3.2), it is only necessary to establish the asymptotic behavior the sequence (V T (c)) where the threshold c can be seen as a parameter. For all a, c ∈ R, let Λ T (a, c) = E[exp(aV T (c))]. We clearly have
Thus, it follows from the decomposition (1.9) that
On the other hand, as (ϕ T ) converges to −θ, it is not hard to see that
The conjunction of (3.4), (3.5) and (3.6) leads to
This convergence holds for all a in a neighborhood of the origin. Consequently,
Denote by V (c) the limiting distribution of (V T (c)). It follows from a standard Gaussian calculation that
Finally, (3.3) and (3.9) imply (3.2) which achieves the proof of Proposition 6.
In order to establish the large deviation properties of ( θ T ), we shall make use of the auxiliary random variable defined for all c ∈ R by
After some straightforward calculations, it is not hard to see that
where a c = 2(c − θ) and
The function L is not steep as the derivative of L is finite at the boundary of D H . Moreover, L ′ (a) = 0 if and only if a = a c with a c = (c 2 − θ 2 )/(2c) and a c ∈ D H whenever c < θ/3. Theorem 7. The maximum likelihood estimator ( θ T ) satisfies an LDP with good rate function
(3.14)
Remark 4. One can observe that the rate function I is totally free of the parameter H. Hence, ( θ T ) shares the same LDP than the one established by Florens-Landais and Pham [8] for the standard Ornstein-Uhlenbeck process with H = 1/2.
Theorem 8. The maximum likelihood estimator (θ T ) satisfies an SLDP associated with L, H and K T given by (3.11), (3.12), and (3.13), respectively. a) For all θ < c < θ/3, there exists a sequence (b H c,k ) such that, for any p > 0 and T large enough,
while, for c < θ, 
In addition, the coefficients d
H p may be explicitly calculated.
Theorem 9
For c = θ/3, there exists a sequence (d H k ) such that, for any p > 0 and T large enough
where a θ and σ θ are given by
As before, the coefficients e Proof. The proofs are left to the reader as they follow essentially the same lines as that for the energy.
4 Proofs of the main results.
Proof of Theorem 4, first part.
We first focuse our attention on the sharp LDP for the energy S T in the easy case −1/(2θ) < c < −1/(2θδ H ). Let L T be the normalized cumulant generating function of S T . We already saw that a c , given by (2.11), belongs to the domain D H whenever
where E T stands for the expectation after the usual change of probability
On the one hand, we can deduce from (1.9) with L(a) = L(0, a), H(a) = H(0, a), K T (a) = K T (0, a), and R T (a) = R T (0, a) together with (2.11) and (2.14) that
Consequently, we infer from (2.10) and (2.14) that for any p > 0 and T large enough
where the coefficients (γ k ), which also depend on H, may be explicitly calculated. In addition, it is not hard to see from (1.13) that the remainder R T (a c ) = O(exp(−T /c)). Therefore, we deduce from (4.28) and (4.29) that for any p > 0 and T large enough
where, as before, the coefficients (α k ) may be explicitly calculated. For example,
It now remains to give the expansion for B T which can be rewritten as
Lemma 10. For all −1/(2θ) < c < −1/(2θδ H ), the distribution of U T under P T converges, as T goes to infinity, to the N (0, 1) distribution. Moreover, there exists a sequence (β k ) such that, for any p > 0 and T large enough,
The sequence (β k ) only depends on the derivatives of L and H evaluated at point a c . They also depend on the Taylor expansion of K T and its derivatives at a c . For example,
Proof. The proof of Lemma 10 is given in Appendix B.
Proof of Theorem 4, first part. The expansions (2.12) and ((2.13) immediately follow from the conjunction of (4.30) and (4.32).
Proof of Theorem 4, second part.
We are now going to establish the sharp LDP for the energy S T in the more complicated case c > −1/(2θδ H ). We have already seen that the point a c , given by (2.11), belongs to the domain
it is necessary to make use of a slight modification of the strategy of time varying change of probability proposed by Bryc and Dembo [6] . Now, we show a modification of the decomposition (1.9) which allows us to replace r T (a) by p H in K T , putting the difference into the remainder term. The modified remainder will be denoted byŘ T .
Lemma 11. For any a ∈ D H , we have the following decomposition
where L and H are given by (2.8) and (2.9) respectively,
and the remainder term
Proof of Lemma 11. It follows from (1.9) that
which ends the proof of Lemma 11.
Denote by Λ T the suitable approximation of the normalized cumulant generating function L T given by
The previous lemma enable us to write
One can observe that Λ T is an holomorph function in the domain D H . In addition, there exists a unique a T , which belongs to the interior of D H and converges to its border a H , solution of the implicite equation After some tedious but straightforward calculations, we can deduce from (4.38) that there exists a sequence (a k ) such that, for any p > 0 and T large enough,
Moreover, if ϕ T = ϕ(a T ) = √ θ 2 − 2a T , we also have for any p > 0 and T large enough,
Hereafter, we introduce the new probability measure
and we denote by E T the expectation under P T . It clearly leads to the decomposition P(S T ≥ cT ) = A T B T where
The
We can deduce from the Taylor expansions of a T and ϕ T given by (4.39) and (4.40) that
Consequently, we obtain that for any p > 0 and T large enough,
where the coefficients (α k ) may be explicitly calculated. For example,
By the same way, we find that for any p > 0 and T large enough,
where the coefficients (β k ) may be explicitly calculated. For example,
The expansions for K(a T ) andŘ T (a T ) are much more tricky. On the one hand,
One can observe that 2ϕ 0 + (ϕ 0 + θ)p H = 0. Hence, multiplying the numerator and the denominator by T , we obtain that for any p > 0 and T large enough,
Therefore,
Recall that r T (a) = r H (ϕ(a)T /2) exp(−T ϕ(a)) − 1. It is shown (equation (A.9) in Appendix A) that for any p > 0 and T large enough,
where the coefficients (r H k ) may be explicitly calculated. For example,
Consequently, we infer from (4.48) that
, we obtain that for any p > 0 and T large enough,
where, as before, the coefficients (δ k ) may be explicitly calculated. Putting together the four contributions (4.45), (4.46), (4.47), and (4.49), we find from (4.44) that for any p > 0 and T large enough,
where the coefficients (α k ) may be explicitly calculated and
The rest of the proof concerns the expansion of B T which can be rewritten as (4.52)
Lemma 12. For all c > −1/(2θδ H ), the distribution of U T under P T converges, as T goes to infinity, to the distribution of ν H N 2 − γ H where N stands for the standard N (0, 1) distribution,
In other words, the limit of the characteristic function of
Moreover, there exists a sequence (β k ) such that, for any p > 0 and T large enough,
The sequence (β k ) only depends on the Taylor expansion of a T at the neighborhood of a H together with the derivatives of L and H evaluated at point a H . They also depend on the Taylor expansion of K T and its derivatives at a H . For example,
where R H (c) is given by (4.51) and
Proof. The proof of Lemma 12 is given in Appendix B.
Proof of Theorem 4, second part. The expansions (4.50) and (4.56) imply (2.16), which completes the proof of Theorem 4.
Proof of Theorem 5.
We shall now proceed to the proof of 
Consequently, we infer from (4.57) and (4.58) that there exists a sequence (a k ) such that, for any p > 0 and T large enough,
Furthermore, we have the decomposition P(S T ≥ cT ) = A T B T where A T and B T are respectively given by (4.42) and (4.43). Via the same lines as in the proof of the expansion (4.50), we find that for any p > 0 and T large enough,
where the coefficients (α k ) may be explicitly calculated. It still remains to give the expansion of B T which can be rewritten as
where (4.62)
Lemma 13. For c = −1/(2θδ H ), the distribution of U T under P T converges, as T goes to infinity, to the distribution of σ H N 1 + ν H (N 2 2 − 1) where N 1 and N 2 are two independent N (0, 1) random variables and
where the sequence (β k ) may be explicitly calculated. For example,
Proof. The proof of Lemma 13 is given in Appendix C.
Proof of Theorem 5. The expansions (4.60) and (4.66) imply (2.19), which completes the proof of Theorem 5.
Appendix A: On the main asymptotic expansion.
We shall first prove the asymptotic expansion (1.9) of the normalized cumulant generating function L T (a, b). This result was partially established by formula (5.12) of Kleptsyna and Le Breton [10] . By Girsanov's theorem, L T (a, b) can be rewritten as
for all ϕ ∈ R, where E ϕ stands for the expectation after the usual change of probability
If θ 2 − 2b > 0, we can choose ϕ = √ θ 2 − 2b and τ = ϕ − (a + θ) which leads to
By Itô formula, we also have
Consequently, we obtain from (A.1) that
Under the new probability P ϕ , the pair (Y T , T 0 t 2H−1 dY t ) is Gaussian with mean zero and covariance matrix Γ T (ϕ). Denote I and J the two matrices I = 1 0 0 1 and J = 0 1 1 0 .
As soon as the matrix
is positive definite, we deduce from (A.2) together with standard calculus on the Gaussian distribution that
Furthermore, it was already proven by relation (5.12) of [10] 
where I H is the modified Bessel function of the first kind. We refer the reader to [11] Chapter 5 for the main properties of Bessel functions. Therefore, if p T = (x T + y T )/z T and r T = 2p T e −T ϕ − 1, we deduce from (A.4) after some straightforward calculations that
Consequently, we infer from (A.3) and (A.5) that
In order to complete the proof of Lemma 1, it remains to show that the limiting domain ∆ H reduces to θ 2 − 2b > 0 and √ θ 2 − 2b > max(a + θ; −δ H (a + θ)). On the one hand, we already saw that our calculation is true as soon as θ 2 − 2b > 0 and τ > 0 which can be rewritten as ϕ > a + θ.
On the other hand, we also have the second constraint
As a matter of fact, it follows from the asymptotic expansion (5.11.10) of [11] for the Bessel function I H that for all z ∈ C with |z| large enough and | arg(z)| ≤ π/2 − δ where δ is an arbitrarily small positive number and for any p > 0
Moreover, the coefficients (r H k ) may be explicitly calculated. For example, one can check that r 
with p H = (1 − sin(πH))/sin(πH). Hence, as T tends to infinity, (A.6) reduces to 2ϕ
clearly implies (A.7) which completes the proof of Lemma 1.
Appendix B: On the characteristic functions.
B.1 Proof of Lemma 10.
If Φ T denotes the characteristic function of U T under P T , it follows from (4.27) that
First of all, it is necessary to prove that for T large enough, Φ T belongs to L 2 (R). One can observe that, in contrast with [3] , it is impossible here to make use of the Karhunen-Loève expansion of the process (X t ).
Proof. It is a direct consequence of Proposition 19 page 29.
We shall now establish an asymptotic expansion for the characteristic function Φ T , similar to that of Lemma 7.1 of [3] .
Lemma 15. For any p > 0, there exist integers q(p), r(p) and a sequence (ϕ H k,l ) independent of p, such that, for T large enough
and the remainder O is uniform as soon as |u| ≤ sT 1/6 for some positive constant s.
Proof
Therefore, we find from (B.1) and (B.3) that for any p > 0,
.
We deduce the asymptotic expansion (B.2) by taking the exponential on both sides, remarking that, as soon as |u| ≤ sT 1/6 some positive constant s, the quantity
Proof of Lemma 10. It follows from Parseval's formula that B T , given by (4.31), can be rewritten as
For some positive constant s, set s T = sT 1/6 . We can split B T = C T + D T with
From now on, we claim that for some positive constant ν,
As a matter of fact, it follows from (B.1) that
We also deduce from (2.8) that L(a c ) > 0 and thus, using Proposition 20, we find that
which leads to (B.7). Finally, we deduce (4.32) from (B.2) and (B.5) together with standard calculus on the N (0, 1) distribution.
B.2 Proof of Lemma 12.
If Φ T stands for the characteristic function of U T under P T , we have from (4.41)
As in the proof of Lemma 10, it follows from Proposition 19 page 29 that for T large enough, Φ T belongs to L 2 (R). We shall now propose an asymptotic expansion for Φ T , slightly different from that of Lemma 7.2 of [3] .
Lemma 16. For any p > 0, there exist integers q(p), r(p), s(p) and a sequence (ϕ H k,l,m ) independent of p, such that, for T large enough
where Φ is given by (4.55),
Moreover, the remainder O is uniform as soon as |u| ≤ sT 2/3 for some positive constant s.
Remark 5. One can observe in this asymptotic expansion the limiting χ 2 distribution Φ together with an independent centered Gaussian distribution with small variance σ 2 /T .
Proof. First of all, we deduce from (4.33) that
On the one hand, (2.8) implies that
One can observe that ξ T and ξ T (u) share the same limit
In addition, it follows from (4.35) that
Moreover, we also have
Therefore, via the same lines as in the proof of (B.13), we find that for all p ≥ 2 (B.14)
Finally, Lemma 16 follows from the conjunction of (B.10), (B.11), (B.13), and (B.14).
Proof of Lemma 12. Via Parseval's formula, B T , given by (4.52), can be rewritten as (B.15)
as T goes to infinity. We can split B T = C T + D T where
On the one hand, we find from Proposition 19, and the fact that x → x(1 + x) −3/4 is increasing that for some positive constant µ, that
It clearly leads to
. On the other hand, the asymptotic expansion for C T , which immediately leads to (4.56), follows from Lemma 25, completing the proof of Lemma 12.
B.3 Proof of Lemma 13.
The proof follows the same lines as the proof of Lemma 12. The most important difference is that the scale of Taylor expansion is in √ T instead of T. Since Φ T is the characteristic of U T defined by (4.62) under P T defined by (4.41), we have:
As in the proof of Lemma 10, it follows from Proposition 19 page 29 that for T large enough, Φ T belongs to L 2 (R). We shall now propose an asymptotic expansion for Φ T , slightly different from that of Lemma 16.
Lemma 17. For any p > 0, there exist integers q(p), r(p), s(p) and a sequence (ϕ H k,l,m ) independent of p, such that, for T large enough
where Φ is given by (4.65). Moreover, the remainder O is uniform as soon as |u| ≤ sT
for some positive constant s.
On the other hand, we also have from (2.9) that for all p ≥ 1
Furthermore, it follows from (4.34) that for all p ≥ 1
Therefore, via the same lines as in the proof of (B.23), we find that for all p ≥ 2
Finally, Lemma 17 follows from the conjunction of (B.20), (B.21), (B.23), and (B.24).
Proof of Lemma 13. Via Parseval's formula, B T , given by (4.52), can be rewritten as
For some positive constant s, set s T = s T 1/6 . We can split B T = C T + D T where
On the one hand, we find from Proposition 19 that for some positive constant µ,
On the other hand, the asymptotic expansion for C T , which immediately leads to (4.56), following the same arguments as those of Bercu and Rouault [3, page 18]. Proof of Proposition 18: Since T → S T is a positive increasing process, then for
C.2 Proofs of the results
Lebesgue dominated theorem yields that a → E [exp(aS T )] has an analytic extension to {a ∈ C, Re(a) < a H .}. In order to prove Proposition 18, we have to obtain the same result for ϕ, L, H, K andŘ T . The proof is split in steps. First, we study the function ϕ.
Lemma 21
The function ϕ has an analytic extension on {a ∈ C, Re(a) < a H }, still denoted by ϕ such that Arg(ϕ) ∈] − then Re(R 1,T (z))) > 0. We are allowed to conclude that for T large enough, for all z ∈ D 3 , R 1,T (z) ∈ C\] − ∞, 0].
It remains to prove point 4 of proposition 18. This is given by the following lemma.
Lemma 24 Denote D 4 = {z ∈ C , Re(z) > −δ H θ(1 + ε)} .
Then, there exist a constant C depending only on θ and the index H, such that for T large enough, and z ∈ D 4 ,
Proof of lemma 24 : Observe that exp −R T (z) = |R 1,T (z)| (2 + p H )|z||z + δ H θ| .
From (C.4) and (C.5),
On the one hand, using the very definition ofP T , P (z) (2 + p H )z(z + δ H θ) = 1 z z + r 1 T + θr 1 (1 − δ H ) T (z + δθ) and since r 1 θ > 0, then for z ∈ C, Re(z) > −δ H θ, for T > 2r 1 θ −1 δ
On the other hand, C.3 A contour integral for the Gamma function.
In order to obtain an asymptotic expansion for B T , it is necessary to make use of the following lemma which slightly extend Lemma 7.3 of [3] . First of all, denote by f a,b the density function of the Gamma G(a, b) distribution with parameters a, b > 0, given by (1).
