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Abstract
We consider a singular Cauchy problem for the Euler–Poisson–Darboux equation of Fuchsian type in the time variable with
ramified Cauchy data. In this paper we establish an expansion of the solutions in a series of hypergeometric functions and then
investigate the nature of the singularities of the solutions.
© 2009 Elsevier Masson SAS. All rights reserved.
Résumé
Dans cet article on considère un problème de Cauchy, à données ramifiées, pour l’équation d’Euler–Poisson–Darboux de type
fuschien. On donne un développement des solutions en séries de fonctions hypergéométriques et on étudie les singularités des
solutions.
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1. Introduction
We consider the singular Cauchy problem: {
L[u(t, x)] = 0,
u(0, x) = w(x)fα(x), (1)
where L is the differential operator:
L = t
(
∂2t − ∂2x −
γ
t
∂t − a(t, x)∂t − b(t, x)∂x − c(t, x)
)
, (2)
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The initial value is composed of a holomorphic part w(x) on Ω ∩ {(t, x); t = 0} and a singular part fα(x) called
wave form:
fα(x) = x
α
Γ (α + 1) . (3)
The equation L[u(t, x)] = 0 is an Euler–Poisson–Darboux type equation with respect to the variable t , that is, the
principal part of L/t is that of the wave equation and the coefficient of its term ut has a singularity of the form γ /t .
The principal part of the operator (2) can be regarded as t (∂2t − ∂2x ). The characteristics surfaces issuing from the
origin are Kξ , Kη and K0, where
Kξ =
{
(t, x) ∈ C2; ξ = x + t = 0},
Kη =
{
(t, x) ∈ C2; η = x − t = 0},
K0 =
{
(t, x) ∈ C2; t = 0},
and we denote
K = Kξ ∪Kη ∪K0. (4)
The non-characteristic singular Cauchy problem has been studied by [2–6,8] and many other authors. The method
adopted by Hamada in [2] succeeds in the case of simple characteristics. In the case of a wave equation its solution
is expanded with the wave form (3) with respect to the characteristic coordinates ξ and η. In our case the principal
part of L/t is the same as the wave equation, but this method can not be applied because of the singularity of the
lower order term. Recently the same type Fuchsian equation was approached by Pongérard from the different point of
view [10].
Our aim is to construct the solution of (1), and moreover to study where and what the singularity of the solution
appears. As a result we investigate how the parameter γ of the characteristic exponent influences the singularity of
the solution. Besides we study the asymptotic behavior of the solution as γ → 0 and make clear the relation our type
solution and Hamada type solution.
We start by studying the singular Cauchy problem:{L[u(t, x)] = 0,
u(0, x) = w(x)fα(x), (5)
where L is the following second order Fuchsian partial differential operator [1,9]:
L = t∂2t − t∂2x −A(t, x)∂t −B(t, x)∂x −C(t, x), (6)
with holomorphic coefficients A(t, x), B(t, x) and C(t, x) on Ω . The coefficients of the lower order part of L are
written as
A(t, x) = A(0,0)+ xaˆ(x)+ ta(t, x),
B(t, x) = B(0,0)+ xbˆ(x)+ tb(t, x),
C(t, x) = C(0,0)+ xcˆ(x)+ tc(t, x).
The characteristic exponents of the Fuchsian partial differential operator L are 0 and 1 +A(0, x).
In our problem we give the two assumptions on the lower order terms:
(A1) the characteristic exponent 1 +A(0, x) is independent of x,
aˆ(x) ≡ 0;
(A2) the operator L/t has no singularity in coefficients of lower order terms except in ∂t :
B(0,0) = C(0,0) = 0, bˆ(x) ≡ 0, cˆ(x) ≡ 0.
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A(0,0) is the corresponding characteristic exponent: γ = A(0,0).
To consider the singular Cauchy problem (1), we study first the following reduced singular Cauchy problem which
plays an important role in our problem: {
Pγ [u(t, x)] = 0,
u(0, x) = fα(x), (7)
where
Pγ = t
(
∂2t − ∂2x
)− γ ∂t .
To solve this problem, we introduce the change of variable z = ξ−η
ξ
, where ξ = x + t and η = x − t .
We denote the solution of (7) by Uγα (t, x) and assume it to be of the form:
Uγα (t, x) = ξαv(z).
The equation Pγ (ξαf (z)) = 0 is reduced to the ordinary differential equation in the variable z:
2ξα−1
[
z(1 − z)v′′ +
{
−γ −
(
−α − γ
2
+ 1
)
z
}
v′ − αγ
2
v
]
= 0. (8)
Notice that the function v(z) satisfies a Gauss hypergeometric differential equation with such parameters, so that we
can express the function v(z) as F(−α,− γ2 ,−γ ; z).
Recall that the hypergeometric differential equation reads,[
z(1 − z) d
2
dz2
+ {γ − (α + β + 1)z} d
dz
− αβ
]
f = 0, (9)
where α, β and γ are complex constants independent of our problem. It has the hypergeometric series solution:
F(α,β,γ ; z) =
∞∑
k=0
(α)k(β)k
(γ )kk! z
k in |z| < 1, (10)
where (α)k is so-called Pochhammer symbol defined by:
(α)k =
{
1 (k = 0),
α(α + 1)(α + 2) · · · (α + k − 1) (k = 1,2, . . .). (11)
Moreover we denote:
G(α,β,γ ; z) = z1−γF(α − γ + 1,β − γ + 1,2 − γ ; z), (12)
and then the pair of {F,G} composes the fundamental system of the solutions of Eq. (9) in S \ {0,1,∞}, where S is
the Riemann sphere.
With the above notation, the solution of (7) can be represented as the following explicit form:
Uγα (t, x) =
ξα
Γ (α + 1)F
(
−α,−γ
2
,−γ ; z
)
. (13)
In this paper we discuss the construction of the solution of (1) with the family {Uγα+k(t, x)}k0, which enables us
to investigate its singularities more precisely.
We need some further notation to state our theorem: ωr is a small neighborhood of the origin of C2 given by:
ωr =
{
(t, x) ∈ C2; |x + t | < r, |x − t | < r}. (14)
Theorem 1. There exists a neighborhood ωr for sufficiently small r such that, if γ and α − γ /2 /∈ Z, the singular
Cauchy problem (1) has a unique holomorphic solution on the universal covering space ω˜r \K over ωr \K .
Moreover we obtain the following explicit expansion of the solution:
u(t, x) =
∞∑
k=0
{
ϕk(t, x)U
γ
α+k(t, x)+ψk(t, x)t∂tUγα+k+1(t, x)
}
, (15)
where ϕk(t, x) and ψk(t, x) are holomorphic functions on ωr .
226 T. Watanabe, J. Urabe / J. Math. Pures Appl. 93 (2010) 223–239Remark 2. The characteristic exponents of the Fuchsian partial differential equation (1) with respect to t = 0 are
equal to that of the reduced Fuchsian ordinary differential equation (8) with respect to z = 0 (see Fig. 1). In the case
where the difference of the characteristic exponents is integer, that is γ is integer, we need to pay attention to the
hypergeometric parts because of the usual Frobenius method for Fuchsian ordinary differential equations.
When γ = 0, our main equation reduces to the wave equation, then we discuss it in Section 3. One sees that from
(12) when γ is a positive integer, a null solution appears so that the uniqueness of the solution is broken. In particular,
when γ is an even positive integer, each hypergeometric part is a polynomial, and when γ is an odd positive integer,
there exists a solution containing logarithmic terms: log ξ , logη or log t .
2. Proof
The outline of the proof of Theorem 1 consists of two parts. First part is the recursive construction of the holo-
morphic coefficient pair (ϕk,ψk) associated with L[u] = 0. Second part is the estimate of the holomorphic coefficient
parts on ωr and of the hypergeometric function parts on the base space ωr \ K and on the universal covering space
ω˜r \K .
2.1. Properties of the hypergeometric parts
In this subsection we give some properties of Uγα (t, x).
Proposition 3.
(i) ∂xUγα = Uγα−1, (ii) Pγ
[
t∂tU
γ
α
]= 2tUγα−2,
(iii) Pγ
[
x∂xU
γ
α
]= −2tUγα−2, (iv) ∂tUγα ∣∣t=0 = 0.
Remark 4. Notice that Pγ [(t∂t + x∂x)Uγα ] = 0 from (ii) and (iii) in Proposition 3. Hence the operator t∂t + x∂x and
Pγ are commutative on KerPγ .
Proof of Proposition 3. We see that ∂xUγα belongs to KerPγ from the commutativity between Pγ and ∂x , and besides,
∂xU
γ
α |t=0 = fα−1(x). This fact gives the property (i).
Calculating the left-hand side of (ii) by means of the property (i), we have:
Pγ
[
t∂tU
γ
α
]= t∂t[Pγ [Uγα ]]+ t∂2t Uγα + t∂2xUγα − c∂tUγα
= t∂t
[
Pγ
[
Uγα
]]+ Pγ [Uγα ]+ 2t∂2xUγα
= 2tUγα−2.
Similarly, calculating the left-hand side of (iii) by means of the property (i) and the commutativity between Pγ and
∂x , the following is obtained
Pγ
[
x∂xU
γ
α
]= x∂x[Pγ [Uγα ]]− 2t∂2xUγα = −2tUγα−2.
The property (iv) is obvious from restricting PγUγα = 0 to t = 0. 
2.2. Reduction to the Fuchsian system
We first calculate L[u] with the expression of the solution (15). Remarking that, for some functions u and v, the
following relation holds,
L[uv] = L[u]v + (L+ c)[v]u+ 2t (∂tu∂tv − ∂xu∂xv), (16)
we have:
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[
ϕUγα
]= L[ϕ]Uγα + {−2t∂xϕ − tb(t, x)ϕ}Uγα−1 + (2∂tϕ − a(t, x)ϕ)t∂tUγα ,
L
[
ψt∂tU
γ
α+1
]= {2t2∂tψ + (2t − t2a(t, x))ψ}Uγα−1 + {−2t∂xψ − tb(t, x)ψ}t∂tUγα
+ {L[ψ] + 2(γ + 1)∂tψ − (γ + 1)a(t, x)ψ}t∂tUγα+1.
Therefore we have:
L[u] =
∞∑
k=0
[{
2t2∂tψk+1 +
(
2t − t2a(t, x))ψk+1 − 2t∂xϕk+1 − tb(t, x)ϕk+1 +L[ϕk]}Uγα+k
+ {(2∂t − a(t, x))ϕk+1 − (2t∂x + tb(t, x))ψk+1
+L[ψk] + (γ + 1)
(
2∂t − a(t, x)
)
ψk
}
t∂tU
γ
α+k+1
]
. (17)
From L[u] = 0, each coefficient is equal to 0, so that we have the system:{
t (tDt + 2)ψk+1 − tDxϕk+1 = −L[ϕk],
Dt ϕk+1 − tDxψk+1 = −L[ψk] − (γ + 1)Dtψk, (18)
where Dt = 2∂t − a(t, x) and Dx = 2∂x + b(t, x). The above system is reduced to the following Fuchsian system:{
(tDt + 2)ψk+1 − Dxϕk+1 = −L[ϕk]t ,
Dt ϕk+1 − tDxψk+1 = −L[ψk] − (γ + 1)Dtψk,
(19)
because the inhomogeneous term −L[ϕk]/t is holomorphic, i.e. L[ϕk]|t=0 = 0.
We shall explain this fact. First we see, from the expression of (15),
u(0, x) =
∞∑
k=0
ϕk(0, x)fα+k(x) = w(x)fα(x).
Hence the initial data of Fuchsian system (19) satisfy:{
ϕ0(0, x) = w(x) (k = 0),
ϕk(0, x) = 0 (k = 1,2, . . .). (20)
The operator,
L = t(∂2t − ∂2x − a(t, x)∂t − b(t, x)∂x − c(t, x))− γ ∂t ,
satisfies L[u] = 0 and, of course, L[u]|t=0 = 0. It is necessary that the restriction of the derivative of u(t, x) with
respect to the variable t to t = 0 satisfies:
∂tu(t, x)|t=0 = 0. (21)
Actually from the expression (15) the derivative of u(t, x) is,
∂tu(t, x) =
∞∑
k=0
(
(∂tϕk)U
γ
α+k + ϕk∂tUγα+k + (∂tψk)t∂tUγα+k+1 +ψk∂tUγα+k+1 +ψkt∂2t Uγα+k+1
)
. (22)
From (21), (22) and (iv) in Proposition 3, we have:
∂tu(t, x)|t=0 =
∞∑
k=0
(
∂tϕk(t, x)|t=0
)
fα+k(x) = 0. (23)
Therefore we obtain:
∂tϕk(t, x)|t=0 = 0 (k = 0,1,2, . . .). (24)
From the above consideration, we calculate the restriction of L[u] to t = 0 as
L[ϕk]|t=0 =
{
t
(
∂2t − ∂2x − a(t, x)∂t − b(t, x)∂x − c(t, x)
)− γ ∂t}ϕk(t, x)|t=0
= −γ ∂tϕk(t, x)|t=0 = 0.
This fact implies that L[ϕk]/t is holomorphic on ωr .
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The problem of determining the holomorphic coefficients pair (ϕk,ψk) is reduced to that of solving the Fuchsian
recurrent system (19) with the initial data given by (20). The next proposition is important for this problem.
Proposition 5. The Cauchy problem:⎧⎨
⎩
(2t∂t − ta(t, x)+ 2)q(t, x)− (2∂x + b(t, x))p(t, x) = p(t, x),
(2∂t − a(t, x))p(t, x)− (2t∂x + tb(t, x))q(t, x) = q(t, x),
p(0, x) = p0(x),
(25)
has a unique holomorphic solution (p, q) on a neighborhood Ω of the origin of C2, where a(t, x), b(t, x), p(t, x)
and q(t, x) are holomorphic functions on Ω and the initial data p0(x) are holomorphic on Ω ∩ {(t, x); t = 0}.
Moreover, assuming the following majorants a˜(t, x) 
 a(t, x), b˜(t, x) 
 b(t, x), p˜(t, x) 
 p(t, x),
q˜(t, x) 
 q(t, x) and p˜0(x) 
 p0(x), we can verify that p˜(t, x) 
 p(t, x), and q˜(t, x) 
 q(t, x) if p˜(t, x), and
q˜(t, x) satisfy: ⎧⎨
⎩
(2t∂t + 2)q˜(t, x) 
 t a˜(t, x)q˜(t, x)+ (2∂x + b˜(t, x))p˜(t, x)+ p˜(t, x),
2∂t p˜(t, x) 
 a˜(t, x)p˜(t, x)+ (2t∂x + t b˜(t, x))q˜(t, x)+ q˜(t, x),
p˜(0, x) 
 p˜0(x).
(26)
Proof. We follow the manner of the well-known proof of the Cauchy–Kowalewski theorem. First we show the former
statement that is the uniqueness of solution (p, q) under the assumption that the pair of the solutions is of the form:
p(t, x) =
∑
k0
pk(x)t
k, (27)
q(t, x) =
∑
k0
qk(x)t
k. (28)
By these expressions we have:(
2
∑
k0
(k + 1)qk(x)tk − a(t, x)
∑
k0
qk(x)t
k+1
)
−
∑
k0
(
2p′k(x)+ b(t, x)pk(x)
)
tk = p(t, x), (29)
(
2
∑
k0
kpk(x)t
k−1 − a(t, x)
∑
k0
pk(x)t
k
)
−
∑
k0
(
2q ′k(x)+ b(t, x)qk(x)
)
tk+1 = q(t, x). (30)
One sees that (27) automatically satisfies the initial condition in (25). Restricting (29) to t = 0, we have
2q0(x) = 2p′0(x)+b(0, x)p0(x)+p(0, x) and restricting (30) to t = 0, we also have 2p1(x) = a(0, x)p0(x)+q(0, x).
Moreover differentiating and restricting (29) and (30) to t = 0, q1(x) and p2(x) are determined. Actually {pk}k0 and
{qk}k0 can be determined by a similar process recursively.
Hence the pair of solutions (p, q) to the Fuchsian system with the initial condition in (25) are given by the form
(27) and (28) uniquely if those solutions exist. Thus, we need to show the existence of the solutions (27) and (28) by
means of the majorant method. We shall devote the next subsection to the scale function playing important roles in
this paper.
2.2.2. Scale functions
To show the existence, we consider the majorant system (26). We recall that, in general, if f (z) is holomorphic in
the neighborhood of 0 ∈ Cn+1, there exist M > 0 and R > 0 such that
f (z)  M
R −∑nj=0 zi for
∣∣∣∣∣
n∑
j=0
zi
∣∣∣∣∣<R.
In this paper we introduce the scale function φ(t, x) defined by:
φ(t, x) = 1
R − ρt − x =
∞∑ (ρt)j
(R − x)j+1 . (31)j=0
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ΠR,ρ =
{
(t, x) ∈ C2; |ρt | < |R − x|, |x| <R}.
The k-th derivative of φ(t, x) with respect to x is denoted by φk(t, x) = ∂kxφ(t, x). In fact, from (31), φk(t, x) is
expressed on ΠR,ρ as follows:
φk(t, x) = k!(R − ρt − x)−(k+1) =
∞∑
j=0
(j + 1)k(ρt)j
(R − x)k+1+j . (32)
We remark some properties of φk(t, x).
Lemma 6. The scale function φk(t, x) has the following properties in ΠR,ρ :
(i) tφk+1(t, x) = 1
ρ
t∂tφk(t, x),
(ii) φk(t, x)  Rφk+1(t, x),
(iii)
1
R′ − ρt − x φk(t, x) 
1
R′ −Rφk(t, x)
(
R′ >R > |x|),
(iv)
φk(t, x)− φk(0, x)
ρt
 φk+1(t, x).
Proof. One can see the equality (i) from (32). Here we give the proofs of (ii), (iii) and (iv). From the expression (32),
to show (ii), it is sufficient that we verify the following majorant relation:
1
(R − x)k+j+1 
(k + j + 1)R
(R − x)k+j+2 . (33)
Actually we notice that, by ∂κx (R − x)−1 = κ!(R − x)−(κ+1),
1
(R − x)κ+1 =
∞∑
l=0
(l + 1)κ
κ!Rκ+l+1 x
l. (34)
One sees that the majorant relation (33) is holds from (34). We next show the majorant relation (iii) in Lemma 6.
We verify the case of k = 0 that is,
1
R′ − ρt − x φ(t, x) 
1
R′ −Rφ(t, x). (35)
Actually one sees that
1
R′ − ρt − x φ(t, x)−
1
R′ −Rφ(t, x) =
M
(R′ −R)(R′ − ρt − x) , (36)
so that (35) holds. Considering the differentiation of (35) with respect to x, we have the following majorant relation:
1
R′ − ρt − x φ1(t, x) 
1
(R′ − ρt − x)2 φ(t, x)+
1
R′ − ρt − x φ1(t, x)
 1
R′ −Rφ1(t, x).
Similarly we obtain the majorant relation (iii) recursively. Finally we give the proof of (iv). The left-hand side of (iv)
is calculated as
φk(t, x)− φk(0, x)
ρt
= 1
ρt
∞∑
j=1
(j + 1)k(ρt)j
(R − x)k+1+j =
∞∑
j=1
(j + 1)k(ρt)j−1
(R − x)k+1+j
=
∞∑ (l + 2)k(ρt)l
(R − x)k+2+l . (37)
l=0
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φk+1(t, x) =
∞∑
j=0
(j + 1)k+1(ρt)j
(R − x)k+2+j
=
∞∑
j=0
(j + 1)(j + 2)k(ρt)j
(R − x)k+2+j . (38)
Hence we see that φk+1(t, x) is a majorant from the expressions of (37) and (38). 
2.2.3. Majorant relations
In this subsection we show the existence of the formal series solutions (27) and (28) by means of the majorant
method with the scale functions introduced in the previous subsection. We consider the majorant system (26).
One sees that there exist some positive constants M and R′ such that holomorphic functions a˜(t, x), b˜(t, x), p˜(t, x)
and q˜(t, x) on Ω can be replaced with M
R′−ρt−x and a holomorphic function p˜0(x) on Ω ∩ {(t, x); t = 0} can be also
done with M
R′−x . Moreover one also notices that from Lemma 6 there exist some positive constants Mu, Mv and R
such that a majorant of p(t, x) and one of q(t, x) can be taken as
q˜(t, x) = Mqφ1(t, x),
p˜(t, x) = Mp(t∂t + 1)φ(t, x).
Here we verify that these majorants satisfy the majorant system (26). The left-hand side of the former relation is:
(2t∂t + 2)q˜(t, x) = (2t∂t + 2)Mqφ1(t, x)
= 2Mq
(
t∂tφ1(t, x)
)+ 2Mqφ1(t, x).
On the other hand, the right-hand side is:
t a˜(t, x)q˜(t, x)+ (2∂x + b˜(t, x))p˜(t, x)+ p˜(t, x)
= tMφ(t, x)Mqφ1(t, x)+
(
2∂x +Mφ(t, x)
)
Mp(t∂t + 1)φ(t, x)+Mφ(t, x)
= MMqtφφ1 + 2Mp(t∂t + 1)φ1 +MMpφ(t∂t + 1)φ +Mφ.
Put R′′ = MR/(R′ −R). From Lemma 6 we estimate as follows:
 MMq
R′ −R tφ1 + 2Mp(t∂t + 1)φ1 +
MMp
R′ −R(t∂t + 1)φ +Mφ
 R′′Mqtφ2 + 2Mp(t∂t + 1)φ1 +R′′Mp(t∂t + 1)φ1 +MRφ1
= R
′′
ρ
Mqt∂tφ1 + 2Mp(t∂t + 1)φ1 +R′′Mp(t∂t + 1)φ1 +MRφ1
=
((
2 +R′′)Mp + R′′
ρ
Mq
)
(t∂tφ1)+
((
2 +R′′)Mp +MR)φ1.
Hence the majorant relation associated with the first equation in (25) holds if Mp , Mq , M , R and ρ are taken as they
satisfy the following inequalities:
2Mq >
(
2 +R′′)Mp +MR, (39)
2Mq >
(
2 +R′′)Mp + R′′
ρ
Mq. (40)
One sees that Mp , Mq and R′′ can be taken large enough as (39) is satisfied. Then the second term of (40) becomes
large depending on Mq , however we can avoid such a case by making ρ sufficiently large as (40) is satisfied.
On the other hand we consider the majorant relation associated with the second equation in (25). The left-hand side
of the latter relation is:
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= 2Mp∂t
(
ρtφ1(t, x)+ φ(t, x)
)
= 2Mpρ
(
t∂tφ1(t, x)
)+ 4Mpρφ1(t, x).
Similarly the right-hand side is:
a˜(t, x)p˜(t, x)+ (2t∂x + t b˜(t, x))q˜(t, x)+ q˜(t, x)
= MφMp(t∂t + 1)φ + 2t∂xMqφ1 + tMφMqφ1 +Mφ
 MMp
R′ −R(t∂t + 1)φ + 2Mqtφ2 +
MMq
R′ −R tφ1 +Mφ
 R′′Mp(t∂t + 1)φ1 + 2Mqtφ2 +R′′Mqtφ2 +MRφ1
=
(
R′′Mp +
(
2 +R′′)Mq
ρ
)
(t∂tφ1)+
(
R′′Mp +MR
)
φ1.
We see that the second majorant relation in (26) holds if Mp , Mq , M , R, R′ and ρ are taken as they satisfy the
following inequalities:
4Mpρ >R′′Mp +MR, (41)
2Mpρ >R′′Mp +
(
2 +R′′)Mq
ρ
. (42)
One sees that these inequalities hold for sufficiently large ρ. Indeed we have only to take ρ large suitably to make these
inequalities (39), (40), (41) and (42) compatible. These majorant relations imply that there exist majorant functions of
(27) and (28) satisfying the majorant system (26). Therefore the proof of Proposition 5 is completed.
2.3. Estimates of the holomorphic parts
The rest of the proof of Theorem 1 is to show, by means of Proposition 5, that the holomorphic coefficient
parts {ψk(t, x)}k0 and {ϕk(t, x)}k0 are determined uniquely as holomorphic solutions to the Cauchy problem (19)
and (20). The following proposition is important that gives the estimates of the pair of solutions (ψk,ϕk) of (19) with
the initial data (20) by means of scale functions.
Proposition 7. There exist some positive constants Mψ , Mϕ and C(ρ) such that we have for a sufficiently large ρ on
ΠR,ρ ,
ψk(t, x)  MψC(ρ)kφk+1(t, x),
ϕk(t, x)  MϕC(ρ)k(t∂t + 1)φk(t, x). (43)
Proof. We shall prove this proposition by induction with respect to k. The pair of the holomorphic coefficient parts
(ψ0(t, x), ϕ0(t, x)) is given by the following Cauchy problem (19) and (20) in the case k = −1 with ψ−1 ≡ 0 and
φ−1 ≡ 0: ⎧⎨
⎩
(2(t∂t + 1)− ta(t, x))ψ0 − (2∂x + b(t, x))ϕ0 = 0,
(2∂t − a(t, x))ϕ0 − (2t∂x + tb(t, x))ψ0 = 0,
ϕ0(0, x) = w(x).
(44)
As the proof of Proposition 5, we notice that
ψ˜0(t, x) = Mψφ1(t, x), ϕ˜0(t, x) = Mϕ(t∂t + 1)φ(t, x),
satisfy the majorant system associated with (44). The majorant relations (43) in the case k = 0 hold from the latter
statement in Proposition 5. Assume the majorant relations (43) in the case k = n, then ψn(t, x) and ϕn(t, x) are deter-
mined uniquely as holomorphic solutions from the farmer statement in Proposition 5. We denote the inhomogeneous
terms in (19) in the case k = n+ 1 by pn(t, x) and qn(t, x):
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L[ϕn]
t
,
qn(t, x) = −L[ψn] − (γ + 1)
(
2∂t − a(t, x)
)
ψn(t, x). (45)
We here give the majorant relations of pk(t, x) and qk(t, x).
Lemma 8. For a sufficiently large ρ on ΠR,ρ , the inhomogeneous terms (45) have the following majorant relations:
pk  MϕCk
[(
(1 +R)R′′ + 1)t∂tφk+2 + ((3γ +R + 2)ρ2 + 1 + (1 +R)R′′)φk+2], (46)
qk  MψCk
[(
ρ + 1
ρ
+
(
1 + 1 +R
ρ
)
R′′
)
t∂tφk+2 +
(
(3γ + 2)ρ + (γ + 1)R′′)φk+2
]
, (47)
where Mφ , Mφ , C and R′′ are some positive constants in Proposition 7.
Proof. As the proof of Proposition 5 we estimate pk(t, x) and qk(t, x) with Lemma 6:
pk  MϕCk
[
∂2t (t∂t + 1)φk + ∂2x (t∂t + 1)φk +
γ
t
∂t (t∂t + 1)φk + M
R′ −R∂x(t∂t + 1)φk +
M
R′ −R(t∂t + 1)φk
]
 MϕCk
[
(R + 2)ρ2φk+2 + (t∂t + 1)φk+2 + γ
t
∂t (t∂t + 1)φk + (1 +R)R′′t∂tφk+2 + (1 +R)R′′φk+2
]
.
We need to pay attention to the estimate of γ
t
∂t (t∂t + 1)φk(t, x),
γ
t
∂t (t∂t + 1)φk(t, x) = γ ∂2t φk +
2γ
t
∂tφk(t, x)
 γρ2φk+2(t, x)+ 2γρ
t
φk+1(t, x).
Remarking that L[ϕk]|t=0 = 0, we apply (iv) in Lemma 6 to the estimate of φk+1(t, x)/t .
pk(t, x)  γρ2φk+2(t, x)+
2γρ
t
(
φk+1(t, x)− φk+1(0, x)
)
 γρ2φk+2(t, x)+ 2γρ2φk+2(t, x)
= 3γρ2φk+2(t, x).
Hence the majorant relation (46) is obtained. Similarly (47) can be calculated:
−L[ψk]  MψCk
[
t∂2t φk+1 + t∂2xφk+1 + γ ∂tφk+1 +
M
R′ −R t∂tφk+1 +
M
R′ −R t∂xφk+1 +
M
R′ −R tφk+1
]
 MψCk
[
ρt∂tφk+1 + 1
ρ
t∂tφk+1 + γρφk+2 +R′′t∂tφk+2 + R
′′
ρ
t∂tφk+2 + RR
′′
ρ
t∂tφk+2
]
(48)
−(γ + 1)Dtψk  MψCk(γ + 1)
[
2∂tφk+1 + M
R′ −Rφk+1
]
 MψCk
[
(γ + 1)(2ρ +R′′)]φk+2. (49)
From (48) and (49) we get the majorant relation (47). 
Using Lemma 8, we show that the majorants of ψn+1 and ϕn+1 satisfying,{
(2t∂t + 2)ψ˜n+1 
 MR′−R tψ˜n+1 + 2∂xϕ˜n+1 + MR′−R ϕ˜n+1 + p˜n,
2∂t ϕ˜n+1 
 MR′−R ϕ˜n+1 + 2t∂xψ˜n+1 + MR′−R tψ˜n+1 + q˜n,
(50)
are given by,
ψ˜n+1(t, x) = MψCnφn+1(t, x),
ϕ˜n+1(t, x) = MϕCn(t∂t + 1)φn(t, x), (51)
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M
R′ −R tψ˜n+1 + 2∂xϕ˜n+1 +
M
R′ −R ϕ˜n+1 + p˜n
= Ck+1
[((
2 +R′′)Mϕ +R′′Mψ
ρ
)
(t∂tφn+2)+
(
2 +R′′)Mϕφn+2
]
+ p˜n,
M
R′ −R ϕ˜n+1 + 2t∂xψ˜n+1 +
M
R′ −R tψ˜n+1 + q˜n
= Ck+1
[(
R′′Mϕ +
(
2 +R′′)Mψ
ρ
)
(t∂tφn+2)+R′′Mϕφn+2
]
+ q˜n.
The following four inequalities have only to satisfy to hold the majorant system (50) from Lemma 8:
2Mψ >
(
2 +R′′)Mϕ + Mϕ
C
{
(3γ +R + 2)ρ2 + (1 +R)R′′},
2Mϕ >
(
2 +R′′)Mϕ +R′′Mψ
ρ
+ Mϕ
C
{
1 + (1 +R)R′′},
4Mϕρ >MϕR′′ + Mψ
C
{
(3γ + 2)ρ + (c + 1)R′′},
2Mϕρ >MϕR′′ +
(
2 +R′′)Mψ
ρ
+ Mψ
C
{
(3γ + 2)ρ +
(
ρ + 1
ρ
+ 1 +R
ρ
)
R′′
}
.
These inequalities hold for a sufficiently large constant C depending on a large parameter ρ. 
Corollary 9. For sufficiently large ρ on ΠR,ρ we obtain the following estimates:∣∣ψk(t, x)∣∣<MψCk(k + 1)!,∣∣ϕk(t, x)∣∣<MϕCk(k + 1)!.
2.4. Estimates of the hypergeometric parts
In this subsection we give the estimates of the hypergeometric parts Uγα+k and t∂tU
γ
α+k . To estimate them on the
base space we make use of the properties of the hypergeometric functions (see Section 4.1), and to estimate them on
any compact set ω˜c in the universal covering space we make good use of the monodromy theory of the hypergeometric
differential equation (see Section 4.2).
The estimate of the hypergeometric parts on the base space can be reduced to that of the hypergeometric series in
the circle of convergence. Therefore, to obtain those estimates on the whole base space, we need so-called connection
formula between the neighborhoods of regular singular points.
From Appendix A we have the next connection formulae:
F
(
−α,−γ
2
,−γ ; z
)
= Γ (−γ )Γ (α −
γ
2 )
Γ (α − γ )Γ (− γ2 )
F
(
−α,−γ
2
,−α + γ
2
+ 1;1 − z
)
+ Γ (−α +
γ
2 )Γ (−γ )
Γ (−α)Γ (− γ2 )
(1 − z)α− γ2 F
(
α − γ,−γ
2
, α − γ
2
+ 1;1 − z
)
,
in |1 − z| < 1.
F
(
−α,−γ
2
,−γ ; z
)
= Γ (α −
γ
2 )Γ (−γ )
Γ (α − γ )Γ (− γ2 )
(1 − z)αF
(
−α,−γ
2
,−α + γ
2
+ 1; 1
1 − z
)
+ Γ (−α +
γ
2 )Γ (−γ )
Γ (−α)Γ (− γ ) (1 − z)
γ
2 F
(
−γ
2
, α − γ,α − γ
2
+ 1; 1
1 − z
)
,2
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above connection formulae modified under the characteristic coordinates:
Uγα (ξ, η) =
ξα
Γ (α + 1)
{
Γ (−γ )Γ (α − γ2 )
Γ (α − γ )Γ (− γ2 )
F
(
−α,−γ
2
,−α + γ
2
+ 1; η
ξ
)
+ Γ (−α +
γ
2 )Γ (−γ )
Γ (−α)Γ (− γ2 )
(
η
ξ
)α− γ2
F
(
α − γ,−γ
2
, α − γ
2
+ 1; η
ξ
)}
,
in |η/ξ | < 1, and
Uγα (ξ, η) =
ξα
Γ (α + 1)
{
Γ (α − γ2 )Γ (−γ )
Γ (α − γ )Γ (− γ2 )
(
η
ξ
)α
F
(
−α,−γ
2
,−α + γ
2
+ 1; ξ
η
)
+ Γ (−α +
γ
2 )Γ (−γ )
Γ (−α)Γ (− γ2 )
(
η
ξ
) γ
2
F
(
−γ
2
, α − γ,α − γ
2
+ 1; ξ
η
)}
,
in |ξ/η| < 1. Notice that the other hypergeometric part t∂tUγα (t, x) can be computed as follows:
t∂tU
γ
α (t, x) =
ξα
2Γ (α)
(
1 − η
ξ
)
F
(
−α,−γ
2
,−γ ; z
)
− ξ
α
4Γ (α)
(
1 −
(
η
ξ
)2)
F
(
−α + 1,−γ
2
+ 1,−γ + 1; z
)
(52)
by means of the fact that
d
dz
F (α,β, γ ; z) = αβ
γ
F(α + 1, β + 1, γ + 1; z).
Under the characteristic coordinates, the hypergeometric part (52) on the base space is expressed by:
t∂tU
γ
α (ξ, η) =
ξα
2Γ (α)
(
1 − η
ξ
){
J1(ξ, η)+ J2(ξ, η)
}− ξα
4Γ (α)
(
1 −
(
η
ξ
)2){
J3(ξ, η)+ J4(ξ, η)
}
,
in |η/ξ | < 1, where
J1(ξ, η) = Γ (α −
γ
2 )Γ (−γ )
Γ (α − γ )Γ (− γ2 )
F
(
−α,−γ
2
,−α + γ
2
+ 1; η
ξ
)
,
J2(ξ, η) = Γ (−α +
γ
2 )Γ (−γ )
Γ (−α)Γ (− γ2 )
(
η
ξ
)α− γ2
F
(
α − γ,−γ
2
, α − γ
2
+ 1; η
ξ
)
,
J3(ξ, η) = Γ (α −
γ
2 − 1)Γ (−γ + 1)
Γ (α − γ )Γ (− γ2 )
F
(
−α + 1,−γ
2
+ 1,−α + γ
2
; η
ξ
)
,
J4(ξ, η) = Γ (−α +
γ
2 + 1)Γ (−γ + 1)
Γ (−α + γ )Γ (− γ2 + 1)
(
η
ξ
)α− γ2 −1
F
(
α − γ,−γ
2
, α − γ
2
; η
ξ
)
.
Similarly (52) is expressed by:
t∂tU
γ
α (ξ, η) =
ξα
2Γ (α)
(
1 − η
ξ
){
J5(ξ, η)+ J6(ξ, η)
}− ξα
4Γ (α)
(
1 −
(
η
ξ
)2){
J7(ξ, η)+ J8(ξ, η)
}
,
in |ξ/η| < 1, where
J5(ξ, η) = Γ (α −
γ
2 )Γ (−γ )
Γ (α − γ )Γ (− γ2 )
(
η
ξ
)α
F
(
−α,−γ
2
,−α + γ
2
+ 1; ξ
η
)
,
J6(ξ, η) = Γ (−α +
γ
2 )Γ (−γ )
Γ (−α)Γ (− γ )
(
η
ξ
) γ
2
F
(
−γ
2
, α − γ,α − γ
2
+ 1; ξ
η
)
,2
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γ
2 )Γ (−γ + 1)
Γ (α − γ )Γ (− γ2 + 1)
(
η
ξ
)α−1
F
(
−α + 1,−γ
2
,−α + γ
2
; ξ
η
)
,
J8(ξ, η) = Γ (−α +
γ
2 )Γ (−γ + 1)
Γ (−α + 1)Γ (− γ2 )
(
η
ξ
) γ
2 −1
F
(
−γ
2
+ 1, α − γ,α − γ
2
+ 1; ξ
η
)
.
One sees that the hypergeometric functions themselves can be estimated by means of Lemmas 13 and 14. Notice
that the Γ factors in the coefficients of the connection formulae and in the Gauss’s formula have the similar form
Γ (p1)Γ (p2)/Γ (q1)Γ (q2) such that p1 +p2 = q1 +q2. Besides, in the coefficients of Uγα+k and t∂tUγα+k , this relation
p1 + p2 = q1 + q2 is preserved. Hence even if we replace the index α with α + k, those coefficients can be estimated
by C2k , where C is some positive constant.
On the universal covering space we estimate the hypergeometric parts along the curve in Ct×x . Let ζ be any point
belonging to ωr \ K and keep ζ fixed. As in Appendix A we consider any loop starting and terminating at ζ in
ωr \ K . We denote it by lˆ(ζ ) and the homotopy class containing it by the same letter lˆ(ζ ). Let πˆ = πˆ(ωr \ K,ζ ) be
the fundamental group of ωr \ K with the base point ζ . Denote by lˆ0 ∈ πˆ (lˆ1 ∈ πˆ , lˆ∞ ∈ πˆ respectively) a loop which
encircles ξ = η (η = 0, ξ = 0 respectively) once in the positive sense, where by “positive sense” we mean that the
loop which is transformed by the mapping z = 1− η
ξ
encircles the corresponding point in the positive sense in z-plane
(see Fig. 1).
Fig. 1. Correspondence between singularities in Ct×x and Cz .
As in introduction our main equation is Fuchsian in the direction of t in the sense of [1] and its characteristic
exponents are 0 and 1 + γ . Notice that the characteristic exponents of the Fuchsian partial differential equation in
t correspond to the characteristic exponents of the Fuchsian ordinary differential equation in z and moreover the
singularity associated with Kt is independent of the meromorphic singularity of the initial data.
Proposition 10. There exist some constants C(α,γ, ω˜c) > 0 and CΓ > 0 such that we obtain for sufficiently small r ,
∣∣Uγα+k∣∣ C(α,γ, ω˜c)CkΓ(k + 1)! rk,
∣∣t∂tUγα+k∣∣ C(α,γ, ω˜c)CkΓ(k + 1)! rk,
on any compact set ω˜c in the universal covering space ω˜r \K .
The constant C(α,γ, ω˜c) > 0 is determined by the product of several monodromy matrices and the constant CΓ is
determined by the factors of Γ functions in the connection formulae and Lemma 13.
3. Asymptotics as γ → 0
We notice that, when γ tends to 0, the equation Pγ [u(t, x)] = 0 converges to the wave equation (∂2t − ∂2x )u(t, x) = 0.
It seems that the solution (13) tends to the solution of the wave equation as γ → 0.
Proposition 11.
lim
γ→0U
γ
α (t, x) =
1
2
(
fα(ξ)+ fα(η)
)
, (53)
lim
γ→0 ∂tU
γ
α (t, x) =
1
2
(
fα−1(ξ)− fα−1(η)
)
. (54)
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to t = 0, one sees that (53) is the solution of the wave equation (∂2t − ∂2x )v(t, x) = 0 under the initial condition
v(0, x) = fα(x) and vt (0, x) = 0.
Proof of Proposition 11. We compute the asymptotic behavior of F(−α,− γ2 ,−γ ; z) as γ → 0. Remarking that for
any positive integer k,
lim
γ→0
(− γ2 )k
(−γ )k = limγ→0
(− γ2 )(− γ2 + 1) · · · (− γ2 + k − 1)
(−γ )(−γ + 1) · · · (−γ + k − 1) =
1
2
, (55)
we have in |z| < 1,
lim
γ→0F
(
−α,−γ
2
,−γ ; z
)
=
∑
k0
(
lim
γ→0
(− γ2 )k
(−γ )k
)
(−α)k
k! z
k = 1 +
∑
k1
(−α)k
2k! z
k
= 1
2
+
∑
k0
(−α)k
2k! z
k = 1
2
+ 1
2
F(−α,1,1; z)
= 1
2
+ 1
2
(1 − z)α.
Noting that z = (ξ − η)/ξ , then we get
lim
γ→0F
(
−α,−γ
2
,−γ ; z
)
= 1
2
+ 1
2
(
η
ξ
)α
= 1
2ξα
(
ξα + ηα).
Therefore we obtain (53) as follows:
lim
γ→0U
γ
α (t, x) = lim
γ→0
ξα
Γ (α + 1)F
(
−α,−γ
2
,−γ ; z
)
= 1
2
(
fα(ξ)+ fα(η)
)
.
On the other hand, the derivative of F(−α,− γ2 ,−γ ; z) with respect to t is calculated as
∂tF
(
−α,−γ
2
,−γ ; z
)
= zt
∑
k1
(−α)k(−γ /2)k
(−γ )k(k − 1)! z
k−1, in |z| < 1.
Similarly we take the limit of ∂tF (−α,− γ2 ,−γ ; z) in the circle of convergence as γ → 0,
lim
γ→0 ∂tF
(
−α,−γ
2
,−γ ; z
)
= zt
∑
k1
(−α)k
2(k − 1)!z
k−1.
By the Pochhammer relation (−α)k = −α(−α + 1)k−1 we can calculate as
lim
γ→0 ∂tF
(
−α,−γ
2
,−γ ; z
)
= −α
2
zt
∑
k0
(−α + 1)k
k! z
k = −α
2
ztF (−α + 1,1,1; z)
= −α
2
zt (1 − z)α−1 = −α2
ξ + η
ξ2
(
η
ξ
)α−1
= −α
2
ξηα−1 + ηα
ξα+1
.
Hence we obtain (53) as follows:
lim
γ→0 ∂tU
γ
α =
1
Γ (α + 1)
{
αξα−1 lim
γ→0F
(
−α,−γ
2
,−γ ; z
)
+ ξα lim
γ→0 ∂tF
(
−α,−γ
2
,−γ ; z
)}
= 1
Γ (α + 1)
{
αξα−1 ξ
α + ηα
2ξα
+ ξα
(
−α
2
)
ξηα−1 + ηα
ξα+1
}
= 1 (ξα−1 − ηα−1)= 1(fα−1(ξ)− fα−1(η)). 2Γ (α) 2
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exponent γ goes to 0. We denote the limits of the holomorphic coefficient parts by:
ϕk(t, x) = lim
γ→0ϕk(t, x), ψk(t, x) = limγ→0ψk(t, x).
From Proposition 11 we obtain:
Proposition 12.
lim
γ→0u(t, x) =
1
2
∞∑
k=0
{(
ϕk(t, x)+ tψk(t, x)
)
fα+k(ξ)+
(
ϕk(t, x)− tψk(t, x)
)
fα+k(η)
}
. (56)
This proposition implies that the solution of L[u(t, x)] = 0 when γ → 0 can be expanded with the wave forms as
Hamada type solution of the wave equation containing lower order terms with holomorphic coefficients. However the
solution of our main equation (1) can be expanded not with the wave forms themselves but with the hypergeometric
representation in Theorem 1.
Appendix A
In this paper the analysis of the singularities of the solutions to our problem reduced to that of the hypergeometric
functions. Therefore in this appendix we review the properties of the hypergeometric function and the monodromy
theory for the hypergeometric differential equation.
A.1. Review of the properties of the hypergeometric function
To estimate the hypergeometric series, we use the following fact:
Lemma 13. If α, β and γ are positive, we have the next estimate:∣∣F(α,β, γ ; z)∣∣< ∣∣F(α,β, γ ;1)∣∣ in |z| < 1. (57)
Moreover, if Reγ > 0 and Re(γ − α − β) > 0, Gauss’s formula holds:
F(α,β, γ ;1) = Γ (γ )Γ (γ − α − β)
Γ (γ − α)Γ (γ − β) . (58)
From this lemma the hypergeometric function F(α,β, γ ; z) is estimated by absolute value of the right-hand side
of (58). In the case where the above assumption Re(γ − α − β) > 0 does not hold, we make use of Kummer transfor-
mation:
F(α,β, γ ; z) = (1 − z)γ−α−βF (γ − α,γ − β,γ ; z). (59)
By contrast, in the case where the assumptions, that α, β and γ are positive, do not hold, we introduce the majorant
which is the hypergeometric function with positive parameters.
Lemma 14. The ε-norm of a complex number ζ is defined by ‖ζ‖ε = |Re ζ | + ε| Im ζ |.
(1) If α, β and γ are complex numbers such that δ = γ − α − β is real and nonnegative, and Reα and Imβ are
positive, we have the next majorant relations for an adequate positive constant ε,
F(α,β, γ ; ζ )  F (‖α‖ε,‖β‖ε,‖α‖ε + ‖β‖ε + δ; ζ ) in |ζ | < 1. (60)
(2) If α, β and γ are complex numbers such that δ = γ − α − β is real and nonnegative, we have the next majorant
relations for positive constants T and ε,
F(α,β, γ ; ζ )  T β+1F (‖α‖ε,‖β‖ε,‖α‖ε + ‖β‖ε + δ; ζ ) in |ζ | < 1, (61)
where β = int{max(0,−Reα,− Imβ,−Re(α + β + δ))}.
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formulae of the fundamental system {F,G} from z = 0 to z = 1:
F(α,β, γ ; z) = Γ (γ )Γ (γ − α − β)
Γ (γ − α)Γ (γ − β)F (α,β,α + β − γ + 1;1 − z)
+ Γ (α + β − γ )Γ (γ )
Γ (α)Γ (β)
(1 − z)γ−α−βF (γ − α,γ − β,γ − α − β + 1;1 − z),
G(α,β, γ ; z) = z1−γ F (α − γ + 1, β − γ + 1,2 − γ ; z)
= Γ (γ − α − β)Γ (2 − γ )
Γ (1 − α)Γ (1 − β) F (α,β,α + β − γ + 1;1 − z)
+ Γ (α + β − γ )Γ (2 − γ )
Γ (α − γ + 1)Γ (β − γ + 1) (1 − z)
γ−α−βF (γ − α,γ − β,γ − α − β + 1;1 − z).
We also give the connection formulae from z = 0 to z = ∞:
F(α,β, γ ; z) = Γ (β − α)Γ (γ )
Γ (γ − α)Γ (β)(1 − z)
−αF
(
α,γ − β,α − β; 1
1 − z
)
+ Γ (α − β)Γ (γ )
Γ (γ − β)Γ (α)(1 − z)
−βF
(
β,γ − α,β − α + 1; 1
1 − z
)
,
G(α,β, γ ; z) = z1−γ F (α − γ + 1, β − γ + 1,2 − γ ; z)
= Γ (β − α)Γ (2 − γ )
Γ (1 − α)Γ (β − γ + 1) (1 − z)
−αeπi(γ−1)F
(
α,γ − β,α + β + 1; 1
1 − z
)
+ Γ (α − β)Γ (2 − γ )
Γ (1 − β)Γ (α − γ + 1) (1 − z)
−βeπi(γ−1)F
(
β,γ − α,β − α + 1; 1
1 − z
)
.
A.2. Review of the monodromy theory
We recall the monodromy theory of the hypergeometric differential equation. Let S be the Riemann sphere and S˜
be S \ {0,1,∞}. The hypergeometric differential equation (9) has the hypergeometric series solutions F(α,β, γ ; z)
(10) and G(α,β, γ ; z) (12). The pair of {F,G} composes the fundamental system of the solutions (9) in S˜. In this
appendix, to evolve an analogy from the hypergeometric ordinary differential equation into our partial differential
equation in Section 2.4, we give so-called monodromy representations with respect to the above fundamental system
{F,G} and the boundedness of those solutions along [7].
Denote by l0 (l1, l∞ respectively) a loop which encircles the regular singular point 0 (1,∞ respectively) once
in the positive sense and in addition by the same letter l0 (l1, l∞ respectively) a homotopy class containing l0
(l1, l∞ respectively).
Let π = π(S˜) be the fundamental group of S˜. Then we can define a homomorphism ρ of group π onto the group
G ⊂ GL(2;C) which is called the monodromy representation of (9) with respect to the fundamental system {F,G}.
Lemma 15. The monodromy representation associated with each loop including each regular singular point is ex-
pressed by:
ρ(l0) = g0 =
(
1 0
0 e−2πiγ
)
,
ρ(l1) = g1 = R−1Q−1
(
1 0
0 e2πi(γ−α−β)
)
QR,
ρ(l∞) = g∞ = (g0g1)−1,
where
T. Watanabe, J. Urabe / J. Math. Pures Appl. 93 (2010) 223–239 239Q =
(
e−2πiα − e−2πiγ e−2πi(γ−β)(e−2πiα − 1)
e−2πiβ − 1 1 − e−2πi(γ−β)
)
,
R =
⎛
⎝ Γ (β)Γ (γ−β)Γ (γ ) 0
0 Γ (α−β+1)Γ (1−α)
Γ (2−γ ) e
πi(γ+α−β−1)
⎞
⎠ ,
detQ = e−2πiα(1 − e−2πiγ )(1 − e−2πi(γ−α−β)).
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