In this paper, we combine a sequence of contractive mappings {h n } with the proximal operator and propose a generalized viscosity approximation method for solving the unconstrained convex optimization problems in a real Hilbert space H. We show that, under reasonable parameter conditions, our algorithm strongly converges to the unique solution of a variational inequality problem. Our result presented in the paper improves and extends the corresponding results reported by many authors recently.
Introduction
Since the inception in , the unconstrained minimization problem (.) has received much attention due to its applications in signal processing, image reconstruction and in particular in compressed sensing. In this paper, let H be a Hilbert space with the inner product , and the induced norm · . Let  (H) be the space of convex functions in H that are proper, lower semicontinuous and convex. We will deal with the convex unconstrained optimization problem of the following type:
where f , g ∈  (H). In general, f is differentiable and g is subdifferential.
As we know, problem (.) was first studied in [] and provided a nature vehicle to study various generic optimization models under a common framework. Many methods have been already proposed to solve problem (.) (see [-] ). Many important classes of optimization problems can be cast in this form, and problem (.) is a common problem in control theory. See, for instance, [] as a special case of (.) where due to the involvement of the l  norm which promotes sparsity that we can get a good result on solving the corresponding problem. We mention in particular the classical works developed by [] and [] , where a lot of weak convergence results have been discussed.
Definition . (see [, ]) The proximal operator of ϕ ∈  (H) is defined by
The proximal operator of ϕ of order λ >  is defined as the proximal operator of λϕ, that is,
Lemma . (see [] ) Let f , g ∈  (H). 
The fixed point equation (.) immediately yields the following fixed point algorithm which is also known as the proximal algorithm [] for solving (.) as follows.
Initialize x  ∈ H and iterate
where {λ n } is a sequence of positive real numbers. Meanwhile, in [], the authors Combettes and Wajs also proved that the algorithm converged weakly. Recently, Xu [] introduced the relaxed proximal algorithm. Initialize x  ∈ H and iterate
where {α n } is the sequence of relaxation parameters and {λ n } is a sequence of positive real numbers, and obtain weak convergence. However, it is well known that strongly convergent algorithms are very important for solving infinite dimensional problems and viscosity can effectively transfer weak convergence of certain iterative algorithm to convergence strongly under appropriate conditions. Recently, based on an idea introduced in the work of Moudafi [, ] proposed some iteration algorithms for solving proximal split feasibility problems which are related to problem (.). They obtained strong convergence.
In this paper, motivated by works [, -], we combine a consequence of contractive mappings {h n } with the proximal operator and propose a generalized viscosity approximation method for solving problem (.). We propose our main iterative scheme and obtain strong convergence theorem for solving unconstrained convex minimization problems by the general iterative method. Meanwhile, we get the convergence point of the iterative method which is also the unique solution of the variational inequality problem (.). Further an example will be given to demonstrate the effectiveness of our iterative scheme.
Preliminaries
We adopt the following notations. Let T : H → H be a self-mapping of H. () x n → x stands for the strong convergence of {x n } to x; x n x stands for the weak convergence of {x n } to x. () Use Fix(T) to denote the set of fixed points of T; that is, Fix(T) = {x ∈ H : Tx = x}. () ω w (x n ) := {x : ∃x n j x} denotes the weak ω-limit set of {x n }. In this paper, in order to prove our result, we collect some facts and tools in a Hilbert space H. We shall make full use of the following lemmas, definitions and propositions in a real Hilbert space H. Lemma . Let H be a real Hilbert space. There holds the following inequality:
Recall that given a closed subset C of a real Hilbert space H, for any x ∈ H, there exists a unique nearest point in C, denoted by P C x, such that
Such P C x is called the metric (or the nearest point) projection of H onto C. Definition . A mapping F : H → H is said to be:
In particular, if L = , we say F is nonexpansive, namely
(ii) α-averaged mapping (α-av for short) if
where α ∈ (, ) and T : H → H is nonexpansive.
Lemma . (see []) Let h : H → H be a ρ-contraction with ρ ∈ (, ) and T : H → H be a nonexpansive mapping. Then:
(ii) I -T is monotone: 
Lemma . (see [] or [])
Assume that {s n } is a sequence of nonnegative real numbers such that
where {γ n } is a sequence in (, ), (η n ) is a sequence of nonnegative real numbers and (δ n ) and (ϕ n ) are two sequences in R such that
Proposition . (see[]) If f : H → R is a differentiable functional, then we denote by ∇f the gradient of f . Assume that ∇f is Lipschitz continuous on H. The operator V
λ = prox λg (I -λ∇f ) is +λL  -av for each  < λ <  L .
Lemma . The proximal identity
holds for ϕ ∈  (H), λ >  and μ > .
Main results
In this section, we combine a sequence of contractive mappings and apply a more generalized viscosity iterative method for approximating the unique fixed point of the following variational inequality problem:
Suppose that the contractive sequence {h n (x)} is uniformly convergent for any x ∈ D, where D is any bounded subset of H. The uniform convergence of
Theorem . Let f , g ∈  (H) and assume that (.) is consistent. Let {h n (x n )} be a sequence of ρ n -contractive self-maps of H with  ≤ ρ l = lim inf n→∞ ρ n ≤ lim sup n→∞ ρ n = ρ u <  and V λ n = prox λ n g (I -λ n ∇f ), where ∇f is L-Lipschitzian. Assume that {h n (x)} is uniformly convergent for any x ∈ D, where D is any bounded subset of H. Given x  ∈ H and define the sequence {x n } by the following iterative algorithm:
Then {x n } converges strongly to x * , where x * is a solution of (.), which is also the unique solution of the variational inequality problem (.).
Proof Let S be a nonempty solution set of (.).
Step . Show that {x n } is bounded.
For any x * ∈ S,
From the uniform convergence of {h n } on D, it is easy to get the boundedness of {h n (x * )}.
Thus there exists a positive constant
which implies that the sequence {x n } is bounded.
Step . Show that for any sequence (n k ) ⊂ (n),
Firstly, note that from (.) we have
-av, we can rewrite
where w n = +λ n L  , T n is nonexpansive and, by condition (iii), we get   < lim inf n→∞ w n ≤ lim sup n→∞ w n < . Thus, we have from (.) and (.)
ϕ n →  (α n → ) hold obviously, so in order to complete the proof by using Lemma ., it suffices to verify that η n k →  (k → ∞) implies that
Step . Show that
Here, ω w (x n k ) is the set of all weak cluster points of {x n k }. To see (.), we prove as follows. Takex ∈ ω w {x n k } and assume that {x n k j } is a subsequence of {x n k } weakly converging tox. Without loss of generality, we rewrite {x n k j } as {x n k } and may assume λ n j → λ,
Using the proximal identity of Lemma ., we deduce that
Since {x n } is bounded, ∇f is Lipschitz continuous and λ n k → λ, we immediately derive from the last relation that V λ n k x n k -V λ x n k → . As a result, we find
Also, since x * is the unique solution of the variational inequality problem (.), we get
and hence lim sup k→∞ δ n k = .
Numerical result
In this section, we consider the following simple numerical example to demonstrate the effectiveness, realization and convergence of Theorem .. Through the following numerical example, we can see that the convergent point, which is generated by (.), is not only the solution of (.) but is very close to the solution of the problem Ax = b.
 , thus we can get that 
and a random vector
Then, by Theorem ., the sequence {x n } is generated by
As n → ∞, we have {x n } → x * . Then, through taking a distinct initial guess x  , using software Matlab, we obtain the numerical experiment results in Tables  and  , where
where x n is the point which is generated by Theorem .. Then we know the convergence point of x n is the solution of problem (.). Until now, it has not been easy to get an exact solution about the problem of Ax = b. Therefore, there exist a lot of algorithms to get the Table 2 x 0 = (1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 approximate solution about it. Also, by a series of analyses, we know that x n is very close to satisfying the problem of Ax = b. To some extent, we can say that Theorem . solved both (.) and Ax = b. Further, as we know, many practical problems in applied sciences such as signal processing and image reconstruction are formulated as the problem of Ax = b. So, our theorem is very useful for solving those problems.
