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Smart Glasses,  
a new way to interact within the world 
Alejandro Riquelme Cencerrado 
Resum— Aquests últims anys hem experimentat grans avenços tecnològics. Alguns d’ells es podrien haver considerat com 
impossibles d’haver-los pensats fa només uns pocs anys enrere. El nostre projecte està influenciat per l’exitós concepte de 
l’anomenat “Smartphone”, que de fet es pot considerar com una extensió de les actuals funcionalitats dels éssers humans. 
Partint d’aquest concepte, van nèixer dispositius similars com ara Smartwatches, Smartbands, etc. Tot apunta al tan habitual 
terme “smart” o intel·ligent, que consisteix en un dispositiu electrònic connectat a una xarxa i dotat amb un cert nivel 
d’interactivitat i autonomia. La idea d’aquest projecte és doncs, crear unes Smart Glasses funcionals, utilitzant les funcionalitats 
que ens aporta la plataforma de Google Cloud, amb el motiu d’aportar als humans la capacitat d’interactuar amb el món. La 
interacció principal amb el nostre dispositiu intel·ligent serà mitjançant comandes de veu, que accionaran les següents 
funcions: una aplicació de mapes GPS, reconeixement de senyals, recordatoris, informació del temps, control de dispositius 
intel·ligents, detecció de text mitjançant OCR + traducció, etc.  
Paraules clau—Smart glasses, Google Cloud Platform, Dialogflow, Raspberry Pi Zero, Pi Camera. 
 
Abstract— This recent years we have experienced great technological advances. Some of them, could have been considered 
as impossible when thinking on them a few years ago. Our project is influenced by the successful concept of the well-known 
“Smartphone”, which can actually be considered as an extension of the current functionalities of the humans. From this concept, 
similar potential devices were born such as Smartwatches, Smartbands, etc. Everything is pointing to the “smart” term, which 
consists in an electronic device connected to a network and with a certain level of interactivity and autonomy. The idea of this 
project is to create a cheap and functional Smart Glasses device by using the Google Cloud Platform capabilities, with the 
objective to give the humans the capacity to interact with the world. The mainly interaction with our smart device will be done by 
means of a voice assistant that will trigger several functions like a Maps GPS application, Traffic signals recognition, 
Reminders, Weather information, Smart devices control, text detection through OCR + translation, etc.  
Index Terms— Smart glasses, Google Cloud Platform, Dialogflow, Raspberry Pi Zero, Pi Camera. 
 
——————————   u   —————————— 
1 INTRODUCTION 
HERE is	 no	 doubt	 that	 we	 are	 living	 through	 one	 of	 the	





cloud	 in	 order	 to	 enjoy	 the	 high	 availability	 that	 offers	 us	 as	
well	 as	 having	 the	 possibility	 of	making	 interactions	 between	
our	devices.		
	
This	 fact	 is	 bringing	 us	 the	 capability	 of	 interact	with	 the	




important	 role	 in	our	 society	by	approaching	us	 the	ability	 to 
experience	an	extra	dimension	in	our	lives.	
2 STATE OF THE ART 
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3 REQUIREMENTS 



















Camera	 offers	 a	 proper	 quality	 of	 image	 so	 that	we	
can	 apply	 some	 computer	 vision	 algorithms	 and	 ex-
tract	useful	information.	
	






fers	 the	possibility	 to	do	some	actions	 like	power	on	














o PowerBank:	 the	 Raspberry	 Pi	 Zero	 W	 need	 to	 be	
powered	by	an	external	power	supply.	In	this	case,	we	























	 One	of	 the	 tools	we	are	going	 to	use	 is	BigQuery	Machine	
Learning	 [11],	which	 is	a	RESTful	web	service	 that	allows	mas-





	 Furthermore,	 in	order	 to	 implement	traffic	signals	 recogni-
tion,	we	will	use	Google	Vision	API	[12]	since	that	Google	Vision	
API	 offers	 already	 trained	models.	 Those	 artificial	 intelligence	




for	 directions,	 translate	 places	 from	 string	 to	 coordinates	 and	
also	to	customize	maps.		
	 Several	 extra	 functions	 will	 be	 implemented	 such	 as	 the	
Wolfram	Alpha	API	[28]	will	be	implemented	in	order	to	ask	for	
mathematics	 calculations	 and	 general	 knowledge-based	 ques-
tions.	Finally,	the	Weather	API	[29]	will	help	us	to	obtain	some	
weather	 information	 according	 to	 our	 location	 or	 any	 other	
desired	city.	
	 All	 these	 functions	 will	 be	 interpreted	 and	 triggered	 by	 a	
Voice	 assistant	 or	 by	 IFTTT	 (If	 This	 Then	 That),	 for	 instance	 in	
our	project,	the	action	will	be	a	HTTP	request,	then	will	activate	
some	 actions,	 this	 will	 be	 used	 to	 control	 smart	 devices.	 In	
order	to	perform	this	function	Google	Assistant	[17]	will	trigger	
DialogFlow	 [18],	which	will	 create	 chatbots	 using	 natural	 lan-
guage	 conversations	 through	 the	 implementation	 of	 machine	
learning.		
	 Therefore,	 the	 functions	 of	 the	 Smart	 Glasses	will	 be	 trig-


















into	 text	 in	 order	 to	 communicate	 to	 the	 customer	 via	 audio.	
Also,	Translation	API	[23]	will	be	used	in	order	to	help	the	peo-
ple	to	understand	other	languages.	In	our	application	it	will	be	
used	with	 the	OCR	 function	 in	 order	 to	 bring	 to	 the	 user	 the	
requested	translation	of	every	text.		
At	the	end,	all	this	processes	are	data	flows	which	need	to	









ever,	 it	can	be	summarized	 into	gathering	 information	





































investigation	about	 similar	projects.	 In	my	 case,	 the	most	 sig-
nificative	one	has	been	the	Google	Glasses.	Another	examples	
are	 the	 Sony	Glasses	or	 the	AsGe	Glasses.	However,	 all	 those	





The	 first	 plan	was	 to	 use	 an	 on-premises	 server,	 such	 as	
my	 personal	 computer	 to	 perform	 all	 the	 computation	 tasks,	
but	this	option	was	discarded	since	that	this	project	could	have	
some	 potential,	 not	 only	 as	 a	 student	 project,	 but	 as	 a	 com-
mercial	project	in	a	more	advanced	and	future	stage.		
	
Cloud	computing	 is	 a	powerful	 and	new	 technology,	 so,	 I	
wanted	my	project	to	be	available	globally	and	I	wanted	to	be	




2.1. Learn	 how	 to	 use	 Google	 Cloud:	 This	 is	 maybe	 the	
most	wide	 and	 complicated	 part	 of	 the	 project.	 The	
use	 of	 Google	 Cloud	 as	 a	 platform	 and	 understand	
how	everything	works	together	is	a	task	that	I’m	still	
not	 dominating	 at	 all.	 There	 are	 many	 options	 and	
products	to	work	with,	for	that	reason	is	amazing	and	
at	the	same	time	easy	to	get	lost.	However,	it’s	amaz-
ing	 the	wide	 range	of	possibilities	 that	offers	 thanks	



















W	 due	 to	 its	 high	 computation	 power	 and	 easy	management	




Another	 problem	 in	 the	 components	 research	 was	 to	
found	 a	 display	 to	 show	all	 the	 information,	 but	without	 hin-
dering	the	vision	of	the	user.	For	that	reason,	an	OLED	screen	
was	 the	 chosen	 screen	 type,	 since	 that	 it	 has	 self-illumined	





Several	 steps	 will	 have	 to	 be	 taken	 in	 order	 to	 get	 our	
hardware	ready	for	this	project:	
	





Zero	 to	 work	 with	 the	 Raspberry	 Pi	 Zero	 W	 needs	
some	drivers.	
	




























First	 of	 all,	 it	 will	 be	 needed	 to	 establish	 a	 link	 between	
our	Smart	Glasses	and	the	Cloud	Server	so	that	the	Chatbot	call	
and	 activate	 some	 functions	 in	 both	 sides,	 in	 our	 Cloud	 plat-
form	and	also	in	our	local	Raspberry	Pi	Zero	W.	
	
As	 we	 stated	 on	 the	 Software	 section,	 Google	 Assistant	
will	trigger	DialogFlow,	so	a	chatbot	will	be	created	in	order	to	
interact	 with	 our	 Smart	 Glasses,	 we	 will	 be	 able	 to	 use	 our	
voice	 in	order	 to	trigger	some	functions	of	our	device.	Recog-
nizing	the	human	voice	and	interpreting	it,	will	be	vital	for	our	
project,	 so	 a	 Speech	 to	 Text	 function	will	 be	 implemented	 in	
order	to	achieve	our	goal.		
	
We	 will	 be	 able	 to	 ask	 him	 questions	 like	 “What’s	 the	
weather	 in	 Barcelona	 today?”	 and	 so	 on.	 The	 objective	 is	 to	
make	 the	 user	 interact	 with	 the	 voice,	 without	 touching	 any	





§ Create	 route	 and	 show	 directions	 through	 Google	
Maps	API:	the	Google	Maps	API	will	help	us	to	trace	
routes	 and	 show	 directions	 in	 our	 Smart	 Glasses,	 it	
will	show	us	in	the	display	when	we	have	to	turn	the	
left	or	the	right	and	some	other	 information	 like	the	
time	we	will	 need	 to	 arrive	 to	 our	 destination.	 This	
application	 would	 prevent	 people	 from	 having	 to	
constantly	 look	 to	 their	 Smartphones.	 Also,	 the	 fact	





lows	 us	 to	 recognize	 some	 traffic	 signals,	 like	 Stops,	
velocity	 reductions,	 etc.	 Those	 functionalities	 would	






reminders.	 It	has	several	utilities,	 for	 instance,	creat-





and	 it	will	 translate	 it	 into	the	desired	 language.	The	
first	step	will	be	to	call	the	Google	Vision	API		in	order	
to	 extract	 the	 text	 from	 the	 Smart	 Glasses	 Camera	
streaming	and	generate	an	internal	text	file	such	as	a	
JSON.	This	JSON	file	will	be	sent	to	a	Text	Translation	




ed	 camera	 and	will	 translate	 it	 into	 the	 desired	 lan-














§ Wolfram	Alpha	 API	 and	WeatherMap	 API:	 the	 first	
application	will	perform	simple	calculations	as	well	as	
solve	 common	 knowledge	 questions	 whilst	 the	 se-















This	 project	will	 be	 developed	 following	 the	Kanban	 [25]	
methodology,	 with	 this	 technology	 the	 project	 will	 be	 much	
easier	 and	 organized	without	 bottlenecks	 and	 everything	will	
be	well	managed	since	the	first	day.	Also,	this	is	a	big	project,	








used	 in	 this	 project.	 At	 the	 very	 beginning,	 this	 project	 was	
planned	at	minor	scale	by	using	an	on	premises	server	with	a	
lower	 computational	 capacity.	However,	 due	 to	 the	 scalability	
and	 global	 availability	 features,	 I	 turned	 to	 use	Google	 Cloud	
Platform.	Also,	the	main	electronic	device	that	was	going	to	be	
connected	 to	 the	server	was	 the	ATtiny85.	This	 idea	was	con-
sidered	due	to	 its	 reduced	size,	which	was	perfect	 in	order	 to	
fit	inside	the	Smart	Glasses.		
	




Raspberry	 Pi	 Zero	 W,	 which	 offers	 us	 a	 higher	 computation	
power	as	well	as	connectivity	problems	are	solved	and	still	has	
an	adequate	size.	However,	note	that	if	we	wanted	to	bring	this	
project	 (in	 a	more	mature	 stage)	 to	 real	 consumers,	 the	 pro-
cessing	 unit	would	 be	much	more	 limited	 in	 order	 to	 further	




oping	 this	 project	 in	 a	 local	 server	 wasn’t	 possible.	 This	 was	





in	 case	 that	 this	project	was	 commercialized	as	we	 talked	be-
fore,	 the	 global	 availability	 of	 our	 services	 would	 be	 a	 vital	
feature.	
	
Google	 Cloud	 Platform	offers	 us	 a	 great	 amount	 of	 func-
tionalities	 from	 Software	 as	 a	 Service	 (SaaS),	 such	 as	 the	
Google	Vision	API	and	also	to	Infrastructure	as	a	Service	(IaaS)	
like	 for	 instance	Google	Compute	Engine.	 It	 is	 really	useful	 to	
have	 this	 in	order	 to	 save	 time.	The	brain	orchestrator	of	 this	
project	 is	 the	Dialogflow	 service,	 which	 connects	 everything.	
This	is	actually	a	Cloud	Function	with	some	specific	tools	to	be	
used	as	a	chatbot	application.	However,	before	understanding	
how	 Dialogflow	 works	 we	 need	 to	 first	 know	 what	 a	 Cloud	
Function		is.	
	
A	Cloud	Function	 is	 a	 service	provided	by	Google	 that	al-
lows	us	to	create	microservices	to	run	on	the	Cloud,	it	is	just,	as	
the	 name	 says,	 a	 piece	 of	 code	 that	 contains	 a	 determined	




any	 impact	 on	 our	 project,	 in	 fact	 it	 makes	 our	 work	 easier	
since	that	we	don’t	need	to	worry	about	building	from	scratch	
a	 Virtual	 Machine,	 this	 is	 one	 of	 the	 interesting	 features	 of	




Furthermore,	Dialogflow	 also	 offers	 us	 some	built-in	ma-
chine	 learning	 functionalities	 to	 understand	 natural	 language	
utterances	by	extracting	and	matching	structured	data.	Dialog-
flow	 is	 divided	 into	 intents	 or	 switches,	 so	 depending	 on	 the	
command	we	introduce	by	voice	to	our	assistant,	it	will	trigger	
one	function	or	another.	If	for	instance	we	say	“I	want	to	go	to	
Plaça	 Catalunya”,	 it	will	 interpret	 that	 you	want	 to	 get	 direc-
tions	to	go	from	your	position	to	Plaça	Catalunya.	This	is	inter-
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preted	on	this	way	because	it	gets	the	phrase	“I	want	to	go	to”,	
so	 it	will	 understand	 that	 the	user	wants	 to	 trigger	 the	direc-
tions	 function	and	the	place	will	be	send	as	a	parameter.	Fur-
thermore,	 there	 are	 pre-configured	 parameters	 in	Dialogflow	
such	as	names	or	dates,	nonetheless,	 in	 this	case	 it	 is	needed	
to	set	it	up	previously.		
	
Another	 important	 feature	 of	 Dialogflow	 is	 that	 it	 can	
learn	 from	 training	 phrases	 that	 you	 provide	 as	well	 as	 some	
language	models	already	built-in.	That	is	to	say	that	the	model	
that	Dialogflow	creates	within	this	application	is	unique	to	this	





6.1 Google Maps API and Traffic signals 










§ The	 second	 one	 consists	 in	 getting	 the	GPS	 position	
(latitude	and	longitude)	of	the	user,	and	sending	the-
se	parameters	to	the	Google	Maps	API	again,	but	this	
time	using	 the	getDirections	 function	along	with	 the	
GPS	position	of	the	place	where	we	wanted	to	go,	re-
turning	 again	 a	 JSON	 file	with	 a	 detailed	description	
of	how	to	go	to	that	place.		
Transforming	 the	 JSON	 directions	 to	 a	 human	 readable	
format,	will	allow	us	to	show	the	instructions	of	how	to	reach	
the	 destination	 place	 to	 the	 user.	 This	 information	 will	 be	
















Glasses,	 we	 will	 have	 an	 interesting	 feature	 to	 increase	 the	
road	safety.	It	consists	on	the	implementation	of	an	automated	
machine	 learning	 system	 to	 detect	 traffic	 signals	 in	 order	 to	
display	those	signals	in	the	screen.	This	feature	was	made	using	
the	Google	Auto	Machine	Learning	service	since	that	it	give	us	








When	 introducing	 by	 voice	 the	 command	 we	 described	
before:	“I	want	to	go	to	Zaragoza”,	it	will	perform	all	the	steps	
described	 above	 and	 also,	 if	we	 choose	 the	driving	or	 bicycle	
option,	 it	 will	 check	 every	 second	 whether	 there	 is	 a	 traffic	






obtain	 all	 the	 possible	 traffic	 signals	 and	 where	 they	 are.	 An	
example	 of	 that	 would	 be	 to	 advice	 the	 user	 to	 reduce	 the	
velocity	or	if	it	is	a	stop	signal,	advise	him	through	both	sides.	
	
6.2 Smart devices control 
As	 we	 live	 in	 a	 connected	 world,	 we	 are	 always	 dealing	
with	 the	“Smart”	concept	 in	our	daily	 life.	Taking	 this	 into	ac-
count,	 I	decided	to	implement	a	function	to	control	our	smart	








sible	 to	 go	 directly	 to	 the	 companies	 that	 develop	 this	 smart	
things	and	ask	 them	to	 integrate	our	application	on	 their	 sys-
tems),	 I	 used	 the	 IFTTT	application	 (If	 This	 Then	 That),	which	
has	 a	widely	 variety	 of	 integrated	 smart	 devices.	Getting	 into	
more	details	 about	 the	 IFTTT	 concept,	 it	 is	 a	 service	 that	 cre-
ates	chains	of	simple	conditional	statements,	which	means	that	
if	 one	 condition	 happens,	 it	 will	 be	 triggered	 and	will	 conse-
quently	call	another	function.	
		
In	 this	 case,	 I	 created	a	 simple	button	 that	works	on	An-
droid	 phones	 so	 that	 every	 time	 this	 button	 is	 pressed,	 the	
following	actions	will	be	performed:	
		
1. It	will	go	 to	 the	 IFTTT	 server	and	will	 send	a	request	
to	the	server	of	my	smart	device	company.	
		




































Once	we	obtained	our	URL,	we	 just	need	to	 insert	 it	 into	
our	Smart	Glasses	application	and	set	it	with	the	name	used	in	
order	 to	be	 configured	 in	our	Smart	Glasses	assistant.	 For	ex-
ample,	 if	we	 set	 this	URL	 to	be	called	when	we	 say,	“Activate	
















First,	 we	 will	 say	 to	 Google	 Assistant	 something	 like	 “I	








6.4 Wolfram Alpha API 
The	Smart	Glasses	will	also	use	the	Wolfram	Alpha		API	to	
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6.5 WeatherMap API 
Another	 implementation	made	to	help	the	users	on	their	
daily	basis	 is	the	 integration	of	the	WeatherMap	API,	 that	will	
send	us	the	weather	of	the	place	in	which	we	are.	This	will	be	














6.6 OCR + translation 
This	 functionality	was	made	using	 again	Cloud	 Functions,	
but	 this	 time	we	will	use	some	extra	 features.	The	 first	one	 is	
Google	 Cloud	 Pub/sub	 [32].	 This	 is	 a	 fully-managed	 real-time	
messaging	 service	 that	 allows	 to	 send	 and	 receive	 messages	
between	independent	applications.	Another	one	will	be	Trans-




the	 first	 step	 the	 raspberry	 Pi	 will	 take	 a	 photo	 using	 the	
PiCamera,	 then,	 will	 send	 the	 photo	 using	 the	Google	 Cloud	
Storage	API	for	Python.	This	function	will	upload	the	photo	to	a	
bucket	 in	my	Google	Cloud	Project.	After	 that,	 the	 image	will	
be	uploaded	and	automatically	the	Cloud	Function	will	convert	
the	image	to	text	using	OCR.	This	function	wrote	in	Python	will	
call	 to	 the	 Google	 Vision	 API	 and	 will	 perform	 the	 transfor-
mation,	then	it	will	send	this	text	to	a	topic	hosted	in	Pub/sub.	
	
Once	 the	 message	 is	 received	 in	 Pub/Sub,	 automatically	
the	Cloud	Function	 in	charge	to	do	the	translation	will	be	trig-
gered.	 As	 I	 said	 in	my	 previous	 sentence,	 this	Cloud	 Function	
will	translate	the	text	from	whatever	language	to	English,	so	it	
will	automatically	detect	the	original	language.	To	achieve	this,	




As	 I	 stated	 before,	 once	 the	 message	 is	 received	 in	 the	
Topic,	 the	 last	 Cloud	 Function	will	 be	 triggered.	 This	 one	 will	
upload	the	image	to		another	bucket	in	Google	Cloud	Storage.	
At	 the	 same	 time,	 the	 Raspberry	 Pi	 will	 be	 continuously	 re-







6.7 Taking pictures 
I	also	implemented	the	feature	of	taking	pictures	from	our	
environment	and	display	it	on	the	Smart	Glasses	screen.	First,	a	
picture	 in	 JPG	 format	 is	 taken	 by	 means	 of	 implemented	
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card	box	because	of	 its	 small	 size	and	resistance.	 I	attached	a	
metal	diadem	that	also	holds	a	carton	box	with	the	Waveshare	
Screen	 inside,	with	a	mirror	and	a	piece	of	plastic	on	the	out-
side,	 where	 the	 image	 is	 displayed.	 The	 connection	 cables	








Throughout	 this	 project,	 I’ve	 been	 able	 to	 develop	 a	 basic	
Smart	 Glasses	 prototype	 to	 fullfil	 a	 dream	 to	 create	 a	 device	
that	could	help	the	world	in	general	and	the	needed	people	in	
particular	 if	 this	 concept	 develops	 further	 at	 a	 more	 mature	
phase.	
		




them	 wouldn’t	 be	 possible	 due	 to	 the	 lack	 of	 time.	 After	 I	




As	 this	 project	 has	 too	many	 implementations,	 and	 I	 used	
multiple	languages	and	technologies,	I	found	a	great	number	of	
restrictions	 and	 issues,	 starting	 with	 the	 way	 of	 connect	 an	
ARM	device	such	as	the	Raspberry	Pi	to	Google	Cloud	Platform,	
to	 the	 use	 of	 differents	 languages	 that	 I	 didn’t	 know	 before,	
such	 as	 Node.js.	 If	 I	 need	 to	 highlight	 one	 thing	 about	 this	
project,	 is	 that	 I	 learnt	how	 is	 to	develop	an	application	 from	








Cloud	offered	me	 a	 lot	 of	 computational	 power	 to	work	with	
without	 spending	 so	 much	 money	 and	 in	 a	 short	 period	 of	









fancy	 toy,	but	 to	help	people	with	vision	 issues	and	other	pa-
thologies	that	will	be	described	on	“Future	lines”	section. 
8 FUTURE LINES 
The	 concept	 that	 is	 surrounding	 this	 project,	 it’s	 just	 the	




service,	 Infrastructure-as-a-service,	 access	 to	 huge	 databases	
of	neural	networks,	high	scalability,	application	security,	etc.	
	
The	 use	 of	 the	 Cloud	 infrastructure	 along	 with	 the	 Com-
puter	vision,	could	make	user’s	life	easier	and	especially,	I	think	
it	could	help	people	with	special	difficulties	such	as:	blind	peo-
ple,	 deaf	 people,	 people	 with	 mental	 deficiencies,	 etc.	 This	
Smart	 glasses	 concept	 could	 help	 them	 to	 be	 like	 any	 other	
person	of	the	world.	For	instance,	address	and	maps	GPS	along	




Also,	 for	 deaf	 people	 it	would	 be	helpful	 that	 the	 glasses	
could	 display	 on	 the	 screen	 every	 sentence	 that	 a	 person	 is	
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