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Chapter 1 
Introduction 
We all live in a random environment. This can lead to delightful surprises 
but also to a complicated existence, due to the fact that the environment 
controls other processes in our daily lives. Examples include the weather, 
on which we may base our decision to go to the park or stay at home, it 
can be a traffic jam due to an accident, causing road delay or it can be 
high body temperature, which can lead to an increased protein produc-
tion. The list of situations and systems affected by such unpredictable 
external circumstances can contain anything from biology to large scale 
computing. 
In this thesis, which falls under the field of probability theory called 
queueing theory, we focus on queueing systems embedded in a random 
environment. In a nutshell, queueing theory describes probabilistic ser-
vice systems where the main players are usually discrete entities called 
customers; here they will also be referred to as jobs, particles or molecules. 
A natural way to incorporate a general, external random environment 
into such mathematical models, is to let the model parameters governing 
the queue be affected by this environment. 
The best known queueing system is the single server queue, a typical 
example being a hot dog stand. Customers line up to get service, namely 
the preparation of their hot dog. Two key features of the queueing system 
include (i) how much time passes between subsequent customers and (ii) 
how long it takes to prepare each hot dog; (i) is referred to as inter-arrival 
time, (ii) as service time, both are random quantities that are assumed to 
behave according to some probability distribution. It is also important to 
define how much service a queueing system can provide. If the hot dog 
server gets too busy on his own, he or she might consider adding servers 
to the hot dog stand, leading to a many server queue. 
Some service systems have the special feature that the customers bring 
their own server, so that all customers can obtain the service that they 
request simultaneously, independently of each other. This is called an 
infinite server system. In the example of the hot dog stand this would 
mean that each time a new customer enters, a server on standby jumps to 
attend to the customer immediately, regardless of how many are already 
being served. A more realistic example of an infinite server system is that 
of new protein molecules being generated in our bodies. Then their life-
span can be seen as their service time. Importantly, the molecules do not 
need to wait for others to obtain or complete their service. In this model 
there is no waiting line, but techniques from queueing theory can still 
be helpful to analyze e.g. how many molecules are in the system at any 
given time. The assumption of infinite servers is also used to approximate 
many servers in systems where customers rarely need to wait. 
A crucial specification of a queueing system with a limited number of 
servers is who gets served first. At the hot dog stand, the common con-
sensus is that of first come, first serve (FCFS). This is probably the most 
studied queueing discipline, but plenty of others exist and are widely 
used. Another well-known service discipline is the processor sharing 
(PS) policy, where the service resources are equally divided between all 
the customers present. The name is derived from computer processors, 
which can serve multiple jobs simultaneously, just as the PS discipline 
dictates. Yet other service disciplines employ priorities. These are fre-
quently applied by airlines, that differentiate between customer classes by 
e.g. inviting their business class passengers to board ahead of other pass-
engers. 
Possible probability distributions of the inter-arrival and service times 
come in all shapes and sizes. Most commonly, the probability of the time 
between two arrivals being more than t is assumed to be exponential, 
e->.t , for some parameter >. > 0. The exponential distribution is also a 
common assumption for service times. An important implication of this 
assumption is that the probability that a given number of customers will 
arrive in the future does not depend on how many have arrived in the 
past. Similarly, remaining service times do not depend on the elapsed 
service times, which makes for easier computations. This memoryless-
ness is called the Markov property and a queue of this type with s servers 
is called an M/M/ s queue, the M's standing for Markovian arrivals and 
Markovian services. Markovian queues have been thoroughly studied 
and their properties are listed in numerous textbooks. 
Queueing is traditionally a field of operations research and performance 
is of special interest and importance. Typical performance measures for 
queues include queue length, waiting times and workload that the ser-
vice system has yet to process. The probability distributions to which 
these performance measures adhere are well known for many queueing 
systems. It is for example known that in steady-state, the number of cus-
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tomers in the M/M/l queue follows the geometric distribution, and in 
an M/M/ oo queue it is Poisson distributed. 
In what follows in this thesis, we frequently work with Markovian 
arrivals and services, but let some of the parameters be affected by an 
external, random environment. Even though the environment itself may 
be Markovian, the fluctuations that it dictates partially remove the con-
venient Markov property from the arrival and service processes, making 
analysis more difficult. 
In the chapters to come we focus on two classes of queueing systems 
in a random environment, starting with an infinite server system and fol-
lowed by a single server system. The first three chapters contain analysis 
of the steady-state and transient behavior of infinite server systems. The 
systems' most convenient feature is their unlimited service capacity and 
lack of waiting, resulting in various independence properties. 
In the last chapter we analyze the steady-state of a single server queue 
under the so-called discriminatory processor sharing (DPS) service dis-
cipline, which is an extension of the PS discipline mentioned above. DPS 
is applied to a system with multiple customer classes, where all cus-
tomers are served simultaneously but with a weight according to their 
class. Contrary to the infinite server system, this leads to full interdepend-
ency between the customers present. As a consequence, the way in which 
service is rendered is crucial for the performance. The DPS discipline is 
particularly suited for applications where jobs do not require the com-
plete attention of the server. An example of this is internet data traf-
fic, where transmission can occur piecewise, e.g. per packet of groups 
thereof. Moreover, the more jobs that are present in a OPS system, the 
less service each one gets, just as when dividing bandwidth between dif-
ferent tasks. 
One of the overarching themes of the thesis is that of Markov-modulation, 
which is how the random environment is formalized, see Section 1.2. 
Although the queues analyzed here are to some extent Markovian, adding 
modulation typically complicates any exact analysis by adding a second 
probabilistic layer to the problem. 
The limiting behavior of the aforementioned queueing systems, see 
Section 1.1, is the other common denominator behind the main results 
of the thesis. For this purpose some of the parameters, such as the rate of 
arrivals, may be taken to be extremely large so that it threatens the stabil-
ity of the system. Another approach that we take is to study the random 
environment on a time scale such that it moves much faster or slower than 
the main queueing process. In such cases the performance metrics of the 
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otherwise complicated queues turn out to follow well known and well 
behaving distributions, allowing for direct conclusions about the proper-
ties of the limiting queue. 
The remainder of this introduction is organized as follows. We start 
with background information, literature and preliminaries for limit theo-
rems and Markov-modulation, the two main themes that have guided the 
research presented in this thesis. The concept of limit theorems is broadly 
introduced in Section 1.1 and some preliminaries about e.g. convergence 
of random variables are provided. We explain the two limiting regimes 
applied in Chapters 2 to 5, the central limit theorem (Section 1.1.1) and 
heavy traffic (Section 1.1.2) and give simple examples thereof. A compar-
ison between the two limiting regimes is given in Section 1.1.3. Section 
1.2 contains a brief literature review of Markov-modulated queues, fol-
lowed by an overview of the more technical aspects and assumptions. 
We continue with the contents and contributions of the thesis, includ-
ing short explanations of the models given in Section 2.1, in particular 
the discriminatory processor sharing service discipline which is studied 
in Chapter 5. A discussion about the different chapters and the methods 
used is in Section 2.2. Finally, Section 3 contains a description of the re-
sults derived for the infinite server models in Chapters 2, 3 and 4 and the 
single server model in Chapter 5. 
1 Background and literature 
In this section we present selected background information and literature 
about the two main branches underlying this thesis, limit theorems and 
Markov-modulation. 
1.1 Limit theorems 
When faced with a highly complex system, studying limit regimes can 
serve the purpose of obtaining simpler approximations of complicated 
processes, whose properties we cannot explicitly compute. These limits 
should offer the researcher a way to zoom out and see the big picture 
and, to some extent, separate the important parts from the details. In the 
field of queues, the limiting approximation processes should ideally be 
known and nondegenerate stochastic processes. 
A stochastic process is a collection of random variables, often describing 
the evolution of these variables over time. Therefore any stochastic limit 
is based on the convergence of random variables. Such convergence can 
4 
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be obtained in different ways, here we define convergence in distribution. 
A sequence (MN) of random variables is said to converge in distribution 
to a random variable M if limN--too IP'( MN :Sm) = IP'(M :Sm) at all con-
tinuity points of the distribution function. This type of convergence is 
also known as weak convergence and is applied throughout the thesis. In 
addition to weak convergence for random variables, one can also obtain 
weak convergence at the process level, yielding a so-called functional limit. 
Proving a functional result is considerably more involved, we return to 
this concept in Section 1.1.1. 
For random variables and stochastic processes, limits can be obtained 
by scaling the model in question appropriately in time and space. Typi-
cally, system parameters are multiplied with scalars, which may then be 
taken to, say, zero or infinity. How the scaling is imposed on the tempo-
ral and spatial scales highlights one of the key features of many complex 
systems, namely the different behavior they may exhibit at different time 
scales. Often only one or a few of the different levels are of interest to the 
observer. This can justify putting the focus on one main process, which 
in turn can greatly simplify the analysis. In some cases it may be relevant 
and sufficient to consider some average of the 'secondary' processes, this 
is addressed in e.g. Chapter 2 of this thesis. Then the limit is not only a 
goal in itself but also a way to alleviate the original complexity. For exam-
ple, in biological systems or chemical reaction networks, the difference in 
concentration of various molecule types can be so large that exploiting 
the scale separation is a natural and even necessary way to reduce the 
complexity of such a model, see e.g. the discussion in [13]. 
Furthermore, by deriving asymptotic limits one can establish boundary 
conditions for the main process in question. Such boundary conditions 
can provide a useful benchmark when testing the validity of computer 
programs and other experiments, or for statistical tests [93]. 
The next two subsections are dedicated to the two classical scaling 
regimes used in this thesis: central limit theorem type of scaling and 
heavy-traffic type of scaling. We conclude with a discussion on how the 
two scaling regimes differ and overlap. 
1.1.1 CLT scalings 
The classical central limit theorem (CLT) concerns the centered and scaled 
sum of N independent and identically distributed (i.i.d.) random vari-
ables, converging in distribution to the normal distribution when N is 
large enough. It describes the stochastic fluctuations around the mean (or 
center) as seen at a given time scale, showing that these centered values 
5 
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adhere to the statistical regularity of the well-known bell curve. 
Before discussing more involved forms of the CLT we demonstrate 
how such a limit can be derived for performance measures of queues 
using a moment generating function (MGF). Let M denote the length of 
the M/M/ oo queue in steady-state, which is known to follow the Poisson 
distribution. We define its MGF as E [e8M], with E denoting the expected 
value and e > 0 being a parameter. Let>. denote the rate of arrivals to the 
queue, which we scale with N to speed up the arrival stream. Then the 
scaled queue length, denoted M (N) , is known to be Poisson distributed 
with parameter Np, where p = >. / µ is the ratio between the arrival rate 
and service rateµ. The corresponding MGF is eN p(e9- l ) . We compute the 
limit 
. [ (O(M(N) _Np))] hm E exp r,;r 
N--'too vN 
= lim e-pBVN . E [eeM<NJ /VN] 
N--'too 
1. - pOVN N p(e8 / VN _ 1) = 1m e · e 
N--'too 
= lim exp (-pBVN + N p[B/VN + 82 / 2N + O(N- 312)J) 
N--'too 
= exp (82p/ 2) , 
where in the second step we have inserted the known MGF of the Poisson 
distribution and applied Taylor expansion in the third step. The compu-
tations yield the MGF of the normal distribution. In other words, 
M (N) -Np d 
ylN -+ N (O, p) , (1.1) 
where ~ denotes convergence in distribution and N(a, b) denotes the 
normal distribution with mean a and variance b. 
The classical CLT was generalized in Donsker's theorem (see e.g. [93)) 
to a functional CLT (FCLT). Where the basic form of the CLT applies to 
the sum of N i.i.d. random variables, for N large, the name functional 
CLT stems from the fact that the convergence in distribution holds for 
many functionals, such as the maximum of the first N sums. In fact, an 
FCLT a is weak convergence of a stochastic process, and since a stochas-
tic process is an infinite dimensional collection of random variables, this 
is a stronger result than the weak convergence of single random vari-
ables defined above. To clarify the difference, suppose that a given FCLT 
6 
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shows convergence to a Gaussian stochastic process, describing the evo-
lution of random variables over time. Then any time point of the Gaus-
sian process corresponds to a normally distributed random variable, and 
any finite collection of such time points has a multivariate normal distri-
bution. Finally, the joint distribution of all those infinitely many random 
variables, i.e. all time points, is the distribution of the Gaussian process. 
These steps also partly describe how an FCLT can be derived. First, one 
establishes convergence for a single time point, then for a finite set of time 
points (see e.g. Chapter 3). The final step is typically a so-called tightness 
argument (see e.g. [85]). An alternative approach to proving an FCLT can 
be seen in Chapter 4, where the martingale CLT (see [39]) is used. 
When the limiting process resulting from an FCLT is a diffusion pro-
cess, it is called a diffusion limit. A diffusion process is a continuous time 
Markov process with almost surely continuous sample paths; the process 
is completely determined by its drift and diffusion terms. Two examples 
are the well-known Brownian motion and the Ornstein-Uhlenbeck pro-
cess. 
Brownian motion describes the diffusion of a particle in fluid. In the 
field of stochastic processes, Brownian motion is often described by the 
Wiener process, a Gaussian process which is characterized by its inde-
pendent and normally distributed stationary increments. The Ornstein-
Uhlenbeck (OU) process describes a Brownian particle under friction. 
The difference in the mathematical description of the two processes lies 
in the drift term, which attracts the process back to a central location. 
The OU is a Gaussian process, but unlike the Wiener process, it is mean-
reverting. 
In [52], Iglehart showed how the Markovian many server queue can 
be approximated with an OU process as the number of servers and the 
arrival rate both go to infinity. From that functional result it is easily 
derived that at any point in time, the properly scaled queue length fol-
lows the normal distribution. The steady-state derivation resulting in 
Eqn. (1.1) above can be seen as a special case of such a result. 
In Chapters 2 and 3, CLT scalings are applied to the length of an infinite 
server queue with randomly varying parameters and it is shown that 
the result is normally distributed. This is done for both steady-state and 
transient queues. The first step there is to establish a law of large numbers 
(LLN) for the process of interest to obtain its mean. Then we proceed to 
a CLT, where the scaling looks as follows. Consider a sequence of time-
dependent stochastic processes M(t ). Inserting the scaling, e.g. speeding 
up the arrival rates, yields a mapping M(t) f---t Af(Nl(t), for N ~ 1, where 
the latter quantity denotes the scaled process. The LLN scaling we denote 
7 
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with !Y!(N)(t ), and the CLT scaling by !VJ(N)( t ). Respectively, they are 
defined as 
- l'vf(N) (t) 
l'vf (N)( t ) := => p(t), 
N 
A (N) - l'vf (N)( t ) - N p(t ) 
l'v1 (t ) = , 
aN 
where p(t ) is continuous and deterministic, aN is a deterministic sequence 
chosen carefully such that the fraction goes neither to zero nor to infinity, 
but to a nondegenerate limit. These are also referred to as fluid scaling 
and diffusion scaling; in fact fluid queues are also popular approxima-
tions for many complex queueing systems. For both scalings the arrival 
stream is accelerated by N , however for the fluid scaling space is scaled 
down by N whereas the diffusion-scaled processes are centered and then 
scaled down by aN, which is usually VF/. The CLT tells us that the range 
of values for the centered l'vf (Nl(t ) should be of order aN [93] . As an 
approximation, the CLT is a refinement of the LLN approximation, since 
it gives information about the variance, in addition to the mean. Fluid 
and diffusion approximations are discussed in e.g. [29], with a special 
focus on queues in a slowly changing random environment. 
1.1.2 Heavy traffic 
Chapter 5 employs the so-called heavy-traffic scaling to analyze a multi-
class queue in a random environment. The heavy-traffic limiting regime 
is commonly studied for systems which become unstable due to their 
finite serving capacity. This is of course never the case for infinite server 
systems, that is, they never become unstable. A queueing system is said 
to be in heavy traffic when the total input load approaches that of the 
service capacity. Typically for heavy-traffic analysis, this causes classic 
performance metrics such as queue length, waiting time and workload to 
grow out of bounds, but by imposing a carefully selected scaling, a non-
degenerate stochastic process limit may be found. This usually involves 
multiplying the process of interest with (1 - p), with p being the traffic 
intensity, and then letting p go to 1. The resulting limiting quantity is 
frequently exponentially distributed. That the M/M/l queue length is 
exponentially distributed in heavy traffic can be derived using the well-
known fact that the queue length in steady-state is geometrically dis-
tributed. The corresponding MGF is 1 ~~~11 , with p = >.. / µas before. After 
8 
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scaling we compute the limit 
lim IE[e(l-p)OMJ = lim 1 - p 
p-+l p-+l 1 - pe(l-p)O 
-1 
= lim (by l'H6pital's rule) 
p-+1 - e(l-p)O( l - p() ) 
1 
1 - () ' 
which is the MGF of the exponential distribution with mean 1. 
The paper of Kingman [63] is often cited as one of the first studies of 
the later well to be known heavy traffic limiting regime. There he shows 
that the scaled workload of an FCFS GI/GI/l queue, i.e. with gener-
ally distributed and independent arrivals and services, is exponentially 
distributed when the rate of arrivals approaches that of the service. Later 
this was extended in [53] to show that the queue length converges weakly 
to reflected Brownian motion (RBM). As the name implies, RBM is con-
structed from Brownian motion and a reflecting boundary, e.g. the posi-
tive axis; this results in non-negativity which is clearly an important fea-
ture of the queue length and many other performance metrics in queue-
ing theory. RBM is the typical functional counterpart of the exponential 
limiting distribution that applies in heavy-traffic scaling. 
The convergence of the steady-state distribution to an exponential dis-
tribution, or RBM if the process level is considered, holds for several 
classes of single server queues, including the Markov-modulated M/M/l 
queue under the FCFS discipline, see [7]. Remarkably, in particular cases 
queues with non-Markovian input can be approximated by queues with 
Markovian input in the heavy-traffic regime. An example is the heavy-
traffic approximation for the queue length process of the non-Markovian 
GI/GI/ s queue; also in this case RBM is the limit process [77] . 
1.1.3 Choice of scaling and terminology 
Choosing an appropriate scaling and limiting regime for the model in 
question can come naturally. In the terminology of this thesis, the heavy-
traffic scaling refers to pushing a queue towards instability, then finding 
the limiting distribution of a single, scaled performance metric, whereas 
results of the CLT kind involve the limit of a centered and scaled quan-
tity, derived after e.g. speeding up arrivals. Somewhat confusingly, there 
is a body of literature where CLT type of results are presented under the 
name of heavy traffic, see e.g. [77, 82]. These limiting results, which are 
what here is referred to as CLT results, follow from Donsker's FCLT and 
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the continuous mapping theorem, an approach which is thouroughly dis-
cussed in [93] . See also [76] for a survey of CLT results for many and 
infinite server queues using martingale theory. Although any scaling 
regime which pushes the traffic intensity to its critical point can, intu-
itively speaking, earn the name heavy traffic, we will stick to the dicho-
tomy described at the beginning of this paragraph. 
As mentioned earlier, CLT scaling typically yields the normal distribu-
tion or a Gaussian limit, whereas heavy-traffic scaling for queues results 
in the exponential distribution or reflected Brownian motion. An exam-
ple of a crossover between the two limiting regimes is given by Ward and 
Glynn in [92], which is also a convenient overview of diffusion approxi-
mations. In their studies of diffusion limits for queues with reneging, the 
authors adapt the natural point of view of seeing infinite server systems 
as queues with only reneging. Their objective is to combine heavy traffic 
with reneging, so the focus is on choosing a scaling which yields both 
types of limits. The authors of [92] establish diffusion limits, namely an 
OU process, and note that "the reflected OU process plays the same role 
in the reneging context as does reflected Brownian motion in the setting 
of conventional queues." This is consistent with findings for the infinite 
server queue, as discussed above and in Chapter 4. 
1.2 Markov-modulation 
Some customer service systems are very sensitive to their surroundings. 
For an ice cream parlor, a sunny day gives a great boost to the rate of 
arrivals, whereas rain has the opposite effect. The weather is thus the 
quintessential example of a modulating, external random environment, 
which can greatly affect the behavior of a queueing system. The simplest 
way to include modulation is to let a given parameter switch between on 
and off according to a two state environment. Breakdowns in a factory 
line can be represented with on-off modulation, for arrivals, service or 
both. A slightly more complicated example from biology concerns so-
called mRNA molecules. Lab experiments have shown that there is great 
variability in the generation rate of new mRNA molecules in cells, even 
if they are grown under the same circumstances and possess identical 
genetic materical. This is used as a basis for the models in [87, 86]. The 
molecules' lifetime can be viewed as service time in an infinite server sys-
tem and since production of molecules can in queueing terms be called 
arrival of new customers, the randomly fluctuating rate is a prime exam-
ple to model as a queueing system in a random environment. The exter-
nal process may then represent the state of the cell in which the molecule 
10 
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production is taking place, which in turn may affect the production rate. 
Yet another motivation is the modeling of modulated service capacity, 
see (74] . There, part of the service capacity is dedicated to priority cus-
tomers, while the remaining, fluctuating capacity is divided between any 
other customers present. 
When the random environment is formalized by a Markov process, we 
refer to the queue as being Markov-modulated. Usually, the rate of the 
arrival or service process fluctuates according to this external Markov 
process, adding flexibility to the model. 
To clarify the idea we introduce the model more formally, as well as 
the notation that will be used later in this section: Let 7r = (7r1, .. . , 7rD) 
denote the equilibrium distribution of the environment, which is an irre-
ducible continuous time Markov chain with state space {1 , .. . , D}. Fur-
ther, let Ai denote the arrival rate while in state i = 1, .. . , D and its time-
average with .\00 := 2=i 7ri Ai· Let Fi be the service distribution associ-
ated with state i, 1/ µ i be its mean and the corresponding time-average 
µ oo := 2=i K i µ i · Finally, an important quantity is the steady-state proba-
bility that the queue is empty while the Markov chain is in state i, which 
we denote by PO,i· 
Markov-modulation is one way to relax the widespread assumption of 
independent and identically distributed arrival and service times. In par-
ticular, a fluctuating rate causing, say, high and low tides of arrivals, re-
sults in correlation in the stream of customers, see discussion on Markov-
modulated arrivals in Section 1.2.2. Observe that if, say, the arrival distri-
bution affected by the external environment is exponential, albeit with a 
fluctuating rate, then its evolution conditioned on the environment is mem-
oryless. In this thesis we apply modulation to queues in which both the 
inter-arrival and service distribution are exponential (Chapter 2 and 4) as 
well as only the inter-arrival distribution (Chapter 3 and 5). 
The inter-arrival or service distribution rate can also be assumed to 
fluctuate in a deterministic fashion. An example of that is heterogeneous 
Poisson arrivals or departures, where the rate fluctuates as a function 
of time, see e.g. (37, 36, 95] for non-homogeneous, bulk and compound 
Poisson arrivals, respectively. The non-homogeneity already greatly com-
plicates the analysis and may explain why there is less literature available 
than on queues with constant rates [69] . 
The remaining discussion on Markov-modulation is split into two parts. 
Section 1.2.1 contains a short review of the literature on modulated queues 
in terms of number of servers, various service disciplines, customer classes 
and types of environment. The aim is not to give a fully comprehensive 
list but rather to include the results that guided the author in writing 
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this thesis. Section 1.2.2 describes the more technical aspects of Markov-
mod ulated queues, challenges and important assumptions, which serve 
as preliminaries for the results in the thesis. 
1.2.1 Literature review 
Single server queues 
The single server queue with Markov-modulated arrival or service times, 
or both, has been studied extensively since the 1970s. Early papers in-
clude Yechiali and Naor [97] and Eisen and Tainiter [38], in which a two 
state background process modulates the arrival and service rates of an 
M/M/l queue. Later this was generalized to a finite-state background 
process by Purdue, who in [79] derived results for the busy period, equi-
librium conditions and emptiness probability. In [71] Neuts presented 
matrix-geometric methods to analyze single and many server queues in 
a random environment. A key result on Markov-modulated single server 
queues is that the stationary distribution of the number of customers is 
of matrix-geometric form, it is thus a 'matrix-generalization' of the nor-
mal M/M/l queue. Asmussen studies the waiting time distribution for 
the Markov-modulated M/G/l queue in [8] . In [78], Prabhu and Zhu 
survey various types of modulated single server queues, including ones 
where the modulating background process moves in a countable but not 
necessarily finite set. 
For results on other service disciplines, see e.g. [74] about the processor 
sharing (PS) queue. Sengupta characterizes in [88] the Laplace-Stieltjes 
transform (LST) of the sojourn times of the modulated M/M/l under 
four different service disciplines, FCFS, LCFS, PS and round-robin. In 
[49] the authors use a simple modulated system to study correlations in 
subsequently arriving jobs and compare performance between seven dif-
ferent service disciplines. 
The area of multiclass queues has not been left untouched by modula-
tion. Using a time-changing argument for a fairly general class of service 
disciplines, Takine [89] obtains exact results for a system with modulated 
arrivals and service times. Arrivals can only occur at transition epochs 
of the modulating process and customers require generally distributed 
amounts of work. For another type of multiclass system, a form of the 
cµ-rule (a scheduling rule dictating which class should be served first) is 
shown to be optimal in [27]. Here the system is studied in heavy traffic 
from a scheduling point of view, by formulating a Brownian control prob-
lem. Finally, a recent paper by Dorsman et al. [35] contains heavy-traffic 
results for a network of queues with Markov-modulated service speeds. 
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Infinite servers 
In comparison to the much studied single server model, the queueing 
literature for infinite servers under modulation is not as rich. Some re-
sults for the system's steady-state behavior have already been available 
for some time; see e.g. [32, 75] for the factorial moments of the number of 
customers in the system. Furthermore, in [75] it is shown that contrary to 
the M/M/l queue, the 'matrix-generalization' does not hold for the infi-
nite server case when moving from the classic to the modulated queue. 
The stationary distribution of the number of customers in an M/M/ oo 
queue with Markov-modulated service times has been derived in [14]. 
For the sake of completeness, we point out that after the scaling results 
on Markov-modulated infinite server queues in Chapters 3 and 4 were 
published, research in the same direction has moved further, see [19, 20] 
for CLT type of results where the environment can be relatively faster or 
slower than the arrival process, and FCLT results for modulated service 
rates, respectively. 
Non-Markovian modulation 
There are more ways to model random rate fluctuation than by an in-
dependent, Markovian environment. Related results have been estab-
lished for semi-Markov-modulated queues, where the sojourn times of 
the external modulating environment are not exponential. See e.g. [44] 
for queue length results in such an infinite server system; in addition, in 
this paper the service requirements are Erlang or hyperexponentially dis-
tributed. Another semi-Markov-modulated result is [32], where a stochas-
tic decomposition formula for the M/M/ oo queue is derived. The results 
of Chapter 2 are also for a semi-Markov-modulated queue. In [26] the 
modulation is governed by a general random variable. There it is not 
only used to change the parameters of otherwise Markovian queues, but 
rather to switch between completely different service distributions. The 
results concern the workload of an M/G/l queue with two service speeds: 
high speed negative exponential periods and generally distributed low 
speed service periods. 
Queues with modulated service depending on the state of the system, 
such as its workload, are easy to motivate with applications. An overview 
can be found in [15]. 
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1.2.2 Busy period, arrivals and services 
A fundamental challenge in getting explicit solutions for modulated sys-
tems already starts when trying to find an explicit expression to proba-
bilistically describe the busy period; in line with this, characterizing the 
emptiness probability Po,i (per state i of the environment) is problematic. 
In e.g. heavy-traffic analysis, it is important to prove that the probabil-
ity of a queue being empty vanishes in the appropriate limit. For many 
non-modulated queues this is immediate, but not necessarily so in the 
modulated case. In [71] the queue length probability distribution, and in 
particular Po,i , is expressed by an implicit vector-matrix multiplication. 
In [79] it is shown that the busy period matrix, with entries based on the 
environment's state at the beginning and the end of a busy period, satis-
fies an integral equation. 
Modulated arrivals 
Modulating the rate of the arrival stream can be seen as a first step in 
introducing a stochastic, non-homogeneous Poisson distribution. This 
is suitable for applications where the generation of new jobs exhibits a 
certain burstiness or is time-varying in a non-deterministic way. Even 
when service rates are kept fixed, modulated arrivals affect the queue 
length distribution, and can in the case of limited service capacity move 
the system between overload and underload, while overall stability is 
maintained. Its practical importance is explained in e.g. [28], where Bur-
man and Smith study delay and queue length using light and heavy-
traffic approximations. The authors also explain how the independence 
of inter-arrival times is removed by the time-varying arrival rate. Due 
to the variation, the inter-arrival times give additional information about 
the number of customers. This is particularly interesting in the case of 
multiclass systems, where the modulation induces correlations between 
subsequent jobs which may have different service requirements based on 
their class, see e.g. [49]. Correlated inter-arrival times and service times 
are also studied in [l]. 
Modulated service 
While modulating arrival rates leaves little ambiguity as to how it should 
be done, the modulation of service rates is another story and can be done 
in primarily two different ways. The two models, now discussed briefly, 
can both be reasonable for different scenarios, but they often require sep-
arate analysis. In some cases, e.g. [19], both are studied with a unified 
approach. 
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First we discuss the model where a job's residual service time may 
change when the background process jumps to another state; we call this 
a model with continuous modulation. Then the random variable Fi can be 
used to denote the service time precisely while the background process 
is in state i . In the case of exponential service times, this entails that a job 
can take on many service rates during its stay. 
Some classical results for this variant of the modulated M/M/l queue 
with the FCFS discipline are e.g. [97, 71]. The stability condition for this 
model is that the average arrival rate should be less than the average ser-
vice rate, that is the traffic intensity A. r:x) µ 00 should be less than 1. An im-
portant observation is that contrary to the non-modulated single server 
queue, the busy fraction 1 - I:i PO,i does not equal the traffic intensity 
in general. The main challenge with this model is that certain perfor-
mance measures are also continuously modulated. One example is the 
workload, which under this assumption can increase and decrease with 
the changes of the environment. This makes for a more difficult analysis 
and is addressed in Chapter 5. A common assumption in the literature of 
modulated queues is to let only the service capacity be continuously mod-
ulated, see [26, 35, 68, 89, 88]. The service requirement is then assumed to 
be independent of the environment. 
An alternative form of service modulation is when a job's service dis-
tribution is based on the state of the background process upon its arrival. 
That is, a job's service time is denoted by Fi, i = 1, ... , D, if the envir-
onment is in state i when it arrives. The service distribution does not 
change during its presence in the system, regardless of changes in the 
environment. Regterschot and De Smit analyze waiting times and queue 
lengths at arrival epochs and in continuous time in [84], using Wiener-
Hopf techniques. Their steady-state results are based on the stability 
condition I:i niA.i/ µi < 1, notably different to the continuous modulation 
variant. This modulation is also used in [8, 34] on the Markov-modulated 
M/G/l queue and [78] with modulated compound Poisson arrivals. 
This service model effectively divides the jobs into D different classes, 
determined by the state of the environment upon their arrival. This is ad-
dressed for the infinite server system in [19], where a CLT for this variant 
(referred to as Model II) yields a D-dimensional normal distribution. In 
Chapter 5, Remark 2.1, we show how in case of a multiclass system, this 
type of modulation can be rewritten to simply extend the number of job 
classes, leaving out many cumbersome details of the modulation. 
A model which sits somewhat in between these two was proposed by 
Neuts [72], where the service time of a job depends only on the environ-
ment at the beginning of its service. 
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2 Models and methods 
In this section we review the contents of Chapters 2-5 of the thesis. Most 
importantly, Chapters 2, 3 and 4 contain results on infinite server systems 
in a CLT regime, whereas Chapter 5 is about a modulated M/G/1 type 
queue in heavy traffic, with a special focus on the DPS service discipline. 
First, we briefly explain the models, in particular the service discipline 
used in Chapter 5. This is followed by an overview of the characterizing 
features of the different chapters in relation with each other. We conclude 
with a section on the contributions of the thesis. 
2.1 Models 
In Chapters 2-4 we study a few variants of modulated infinite server sys-
tems under a particular scaling. The infinite server queue can be used 
to model a system where the service that a job receives is not affected by 
the other jobs present. This assumption can either reflect actually infinite 
service capacity or be an approximation for a system where the service 
capacity is deemed to be large enough. Since there is no waiting, a queue 
is never formed in an infinite server system, so one may also refer to it 
simply as a birth and death process. Importantly, the notion of a service 
discipline becomes irrelevant. Chapters 3 and 4 make use of an envir-
onment, referred to as the background process, which is formalized by an 
irreducible continuous time Markov chain, whereas in Chapter 2 the en-
vironment has deterministic transition times. 
Chapter 5 contains the study of an M/G/l type queue under Markov-
modulation in heavy traffic. Whereas the arrivals follow a modulated 
Poisson process, the service distribution is general in the first half of the 
chapter, and in the second half a special case is studied under exponential 
service times. In particular, that part of the chapter employs the DPS 
service discipline which will now be explained. We also include a brief 
literature overview. 
The DPS model extends the processor sharing (PS) service discipline 
to a multiclass system with class-dependent weights. The egalitarian PS 
is a model introduced by Kleinrock in [65], where service resources are 
simultaneously shared equally among all customers present. In the dis-
criminatory variant with, say, K customer classes, each class k is assigned 
a weight 9ki k = 1, ... , K. If M k denotes the number of class-k customers 
present, the server dedicates the fraction 
9k 
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to each customer of class k . When all the weights are equal, OPS and PS 
are the same. DPS has turned out to be suitable to model the simulta-
neous parsing of diverse tasks, such as processing network data. Most 
available results are in terms of limit theorems and moments, which is 
somewhat telling for the challenging nature of the DPS discipline. 
Fayolle et al. [42] established the mean sojourn time conditioned on the 
service requirement, as well as the mean queue lengths of the different 
classes, which were shown to depend on the entire service requirement 
distributions of all classes. The DPS model has queue lengths with a finite 
mean, irrespective of any higher-order characteristics of the service dis-
tribution, see Avrachenkov et al. [11]. This is an extension of a result for 
the PS system, which holds while the queue is stable. In [83] Rege and 
Sengupta prove a heavy-traffic limit theorem for the joint queue length 
distribution in a DPS system where service times are exponentially dis-
tributed. They also develop a recursive formula to compute all moments 
of said distribution. A thourough overview of DPS results can be found 
in [2]. Later research includes e.g. [91], which extends the heavy-traffic 
results of [83] to phase-type distributed service requirements, and [54] 
with approximations for the mean sojourn times, based on combining 
light and heavy-traffic limits. 
2.2 Methods 
Overall, the main results of this thesis are in terms of particular scalings, 
i.e. it is shown that in the limit of an appropriate scaling, key perfor-
mance measures, primarily the queue length distribution, converge to 
well-known distributions, the normal and the exponential distribution. 
In Chapters 3-5 we assume that the external environment is represented 
by an irreducible continuous time Markov chain on a finite state space, 
but in Chapter 2 it is a semi-Markov process. 
In Chapter 2 and 4, we apply modulation to a Poisson arrival process, 
with the service times being non-modulated and exponential. Chapters 3 
and 5 allow for more general service distribution and there, both arrivals 
and services are affected by the modulating process. 
Whereas the results of Chapter 5 are in steady-state, those of Chapters 
2-4 are at a transient level, furthermore the results of Chapter 4 are at the 
process level. The work presented in Chapter 4 is derived under a differ-
ent framework and methodology from the other chapters. It is primarily 
based on unit-rate Poisson processes, as will be briefly explained in the 
following section, as well as martingale theory and the martingale CLT. 
This toolkit immediately yields a functional limiting result. 
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The methodology of Chapters 2, 3 and 5 will be more familiar to the 
reader of queueing literature. There the starting point is fixed-point and 
conditional equations, used to describe the infinite server queue in Chap-
ters 2 and 3, and balance equations used for the M/G/l queue in Chapter 
5. Due to the modulating background process, however, those equations 
become particularly uninviting. By applying the right scaling and Taylor 
expansion, the equations simplify considerably, which helps in deriving 
the limits. 
Chapters 2-4 all exploit the concept of time-scale separation in a very 
explicit way. The scaling of choice is then applied to both the environ-
ment and the arrival process to the queue, both are pushed to infinity al-
beit at different speeds. On the one hand, when the environment is sped 
up faster than the arrival process, it will only be perceived as an average 
from the perspective of the main process, the queue length. More pre-
cisely, instead of having multiple arrival rates due to the modulation, one 
only observes an average arrival rate. In this case, the averaging obtained 
after taking the limit greatly simplifies the analysis. On the other hand, 
slowing the environment down relative to the arrivals, as seen in Chap-
ter 4, results in a sequence of temporary steady-states. In that case the 
actual deviation between the transient and the equilibrium distribution 
becomes more apparent. 
The heavy-traffic scaling in Chapter 5 lets the arrival rate be increased 
in such a way that the traffic intensity reaches its critical point. In the limit 
of this scaling, the distribution of the environment becomes independent 
of the queue length process. 
Non-scaled results are also presented in Chapters 3 and 5, primarily 
recursions for moments and differential equations that describe proper-
ties of the distribution of the number of customers or workload. These 
results are obtained using transforms, and the same holds for the major-
ity of the results in the whole thesis, with the exception of Chapter 4. 
Such transforms, i.e. Laplace transforms, moment generating functions 
or probability generating functions, fully and uniquely characterize a 
probability distibution and facilitate certain computations. In Chapters 
2, 3 and 5 the idea is to evaluate transforms under the particular scaling 
imposed. After taking the limit, we obtain the transform of a known dis-
tribution, which implies that the sequence of random quantities under 
consideration converges to one following this particular distribution. In 
this way, the goal of a known, nondegenerate limit is reached. 
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3 Contribution 
As mentioned in Section 1.2.1, there is much less literature available on 
modulated infinite server systems than on its finite server counterparts. 
This partly motivates the research presented in Chapters 2-4. 
In Chapter 2 we study an infinite server queue fed by a modulated 
Poisson arrival stream, both steady-state and transient behavior. The ex-
ponential service rate is not affected by the background process, which 
has deterministic transition times. This is called a semi-Markov-modulated 
system. Two scaling regimes are analyzed, the Poisson regime, where the 
background process is sped up by a scaling parameter N , and the CLT 
regime, where the arrival rates ,\i are sped up by N but the transition rates 
of the background process are scaled by Nl+c: , for some c > 0. In the first 
regime, the arrival process becomes asymptotically Poisson with a uni-
form rate Ar:x:i · The second regime makes use of this result, showing that 
the scaled and centered queue length variable is normally distributed. In 
both cases the road map is to set up a system of equations for the ap-
propriate generating function, send N to infinity to obtain a differential 
equation and then solve it to obtain a known generating function. Espe-
cially the second step requires some delicate handling. 
Chapter 3 contains results for the M/G/oo queue where both arrival 
rates and service times are modulated. The service distribution of a job 
is based on the state of the environment at its arrival. The CLT scaling 
regime from Chapter 2 is also analyzed to obtain a multi-dimensional 
CLT, i.e. for a vector of time points. Similarly to Chapter 2, this is achieved 
by setting up a system of differential equations for the MGF of the number-
in-system. To obtain a meaningful, solvable form we use properties of the 
deviation matrix (see [31]) for Markov chains, which, roughly speaking, 
is a measure of the deviation of the time-dependent transition probabili-
ties of the Markov chain from its invariant distribution. The chapter also 
includes a number of non-scaled results, such as the transient mean and 
stationary variance of the queue length, and as a special case, recursive 
moments in the case of exponentially distributed service times. 
In Chapter 4 we make use of a Markovian framework developed by 
Kurtz and collaborators, see e.g. [5, 13], in studying the M/M/ oo queue 
with modulated arrivals and a uniform service rate. This framework 
has been used extensively for studying chemical reaction networks, i.e. 
where a continuous time Markov chain represents a molecule count. It 
is well suited to analyze birth and death processes, such as the infinite 
server system, but has also been used for single server queueing mod-
els, such as in [27]. Since we are concerned with the queue length, the 
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essence is to count molecules. Namely, counting arriving molecules and 
subtracting departing (or decaying) ones. This is done using unit-rate 
Poisson processes based on the time-change representation argument: If 
Y>.(·) is a Poisson process with rate .A, then the distribution of Y1(.At), a 
unit-rate Poisson process evaluated at .At, is the same as that of a Poisson 
process with rate .A evaluated at t, 
This setup can easily incorporate fluctuating rates and even many types 
of molecules, i.e. a multiclass system. After appropriately centering and . 
scaling the queue length process, we are able to rewrite the problem to 
find a suitable sequence of martingales. Subsequently we use the martin-
gale CLT (see [39]) to prove weak convergence to an Ornstein-Uhlenbeck 
process. In addition to the scaling applied in Chapters 2 and 3, here we 
also speed up the background and arrival process in such a way that 
the environment can also move slower than the arrival process, based on 
a scaling parameter a. When faster, the parameters of the OU process 
are in accordance with the results obtained in Chapters 2 and 3, whereas 
when the environment moves slower than the arrival process, the correct 
scaling is shown to depend on a . Furthermore, in this case the variance 
parameters of the OU process contain terms from the deviation matrix 
also used in the previous chapter. 
The main novelty of Chapter 5 is the combination of a multiclass queue 
under the discriminatory processor sharing (DPS) service discipline, with 
Markov-modulation, i.e. modulated arrivals, service requirements and 
service capacity. We study two variants of an M/G/l type queue af-
fected by a random environment, formalized by Markov-modulation. 
The main results are derived under heavy-traffic scaling. First, we derive 
the mean of the total workload assuming generally distributed service 
requirements and any service discipline which does not depend on the 
modulating environment. There we assume that the service requirements 
are based on the state of the environment upon a customer's arrival, 
whereas the capacity of the server is continuously modulated. It is then 
shown that the workload is exponentially distributed under heavy-traffic 
scaling, which is an extension of [34]. This result can be applied to the 
analysis of a modulated multiclass system, which leads to the second 
part of the chapter, where the focus is on a multiclass system under DPS. 
For this second variant, we assume exponential, class-dependent service 
requirements. It is shown that the joint queue length distribution under-
goes a state-space collapse when subject to heavy-traffic scaling. This re-
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sult is inspired by [83, 91]. Using the workload result, the limiting queue 
length distribution is shown to be exponential, times a deterministic vec-
tor representing the different customer classes. 
The Chapters 2 to 5 are all based on papers which have been published. 
In this thesis, each chapter's content has been kept as close as possible 
to the published version to maintain accuracy. Therefore, each chapter 
contains its own introduction, in some cases acknowledgements and up 
to a point, notation. This also implies that each chapter is self-contained 
and can thus be read independently of the others. 
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Two time-scalings for a 
semi-Markov-modulated queue 
In this chapter we study semi-Markov-modulated MIMI oo queues. 
The Poisson input rate is modulated by a Markovian background pro-
cess where the times spent in each of its states are assumed determin-
istic, and the service times are exponential. Two specific scalings are 
considered, both in terms of transient and steady-state behavior. In the 
former the transition times of the background process are divided by 
N , and then N is sent to oo; a Poisson limit is obtained. In the latter 
both the transition times and the Poissonian input rates are scaled, but 
the background process is sped up more than the arrival process; here a 
central limit type regime applies. The accuracy and convergence rate of 
the limiting results are demonstrated with numerical experiments. The 
remainder of this chapter has appeared as article [22]. 
1 Introduction 
Adding the effect of a random environment to the classical M/M/ oo 
queue provides us with a natural framework to model various real-life 
phenomena. In this model an infinite server queue is fed by a Poisson 
arrival stream whose rate is modulated by a Markovian background pro-
cess, and the service times are exponential. The resulting model, usually 
called a semi-Markov-modulated infinite server queue, is a suitable candidate 
for several applications, for instance in telecommunication network en-
gineering, where the arrival rates of customers vary between different 
modes [94]. Another example is the synthesis and later degradation of 
mRNA strings in cells, after transcription of the DNA which tends to oc-
cur in a clustered fashion [87]. 
In our work we focus on the following variant of the semi-Markov-
modulated infinite server queue. The Poisson arrivals to the queue have 
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rate Ai depending on the state i of an external Markovian background 
process. In our results it is assumed that the service rate µ is not af-
fected by the background process, but in the last section we comment 
on the case where it is. The background process stays in state i for a de-
terministic time t i (this time is usually referred to as transition time) -we 
do indicate, though, how the analysis should be adapted to allow other 
transition time distributions. 
Other variants of the semi-Markov-modulated queues, such as the sin-
gle server counterpart, have been widely studied (see for example the 
discussion in the introduction of [51]); considerably less attention has 
been paid to the infinite server case. Without aiming at giving a full 
account of the existing literature, we mention that results for the sys-
tem's steady-state behavior (mostly in terms of factorial moments) have 
already been available for some time; see e.g. [32, 75]. Also Markov-
modulated infinite server queues with Erlang or hyperexponentially dis-
tributed service times have been addressed [44]. Finally we mention that 
the stationary distribution of the number of customers in an M/M/ oo 
queue with Markov-modulated service times has been derived in [14]. 
A new line of research started in [51], where time-scalings are imposed 
so as to obtain explicit expressions for the resulting limiting distribution. 
The main result of that paper relates to speeding up the transition times 
by a factor N; the resulting arrival process turns out to be a Poisson pro-
cess (with a rate Aoo that can be given explicitly in terms of the Ai and 
the invariant measure associated with the generator of the background 
process). 
In the present chapter we apply two scalings, to which we refer to (for 
obvious reasons) as the Poisson regime and the CLT regime. The first one 
amounts to dividing the t i by N, as described above. In the second scal-
ing the rate of arrivals to the system is scaled linearly with N (that is, the 
arrival rates become N Ai), but the transition times are scaled superlinearly 
(that is, they become ti/ N l+€ , for some E > 0). 
The contributions and organization of this chapter are as follows. After 
formally describing our model in Section 2, we study both steady-state 
and transient behavior of our infinite server queue, in the Poisson regime, 
as well as the CLT regime. In particular, the following results are derived. 
• Whereas in [51] it was proved that under the Poisson scaling the in-
put process converges to a Poisson process with rate A00, we show 
in Section 3 that the steady-state number of customers in the system 
converges to a Poisson distribution with mean f! := Aoo/ µ.The tran-
sient variant of this result is established in Section 4. At the method-
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ological level, the argument used is (i) set up a system of equations 
for the probability generating function (PGF) of the quantity of in-
terest, (ii) then send N to oo, and obtain a differential equation for 
the PGF, (iii) and finally conclude the stated by solving the differ-
ential equation. Note that the differential equation is in terms of 
the argument of the PGF in the steady-state case, and in time in the 
transient case. 
• Under the CLT scaling, we obtain results of the diffusion-type. Es-
sentially two effects are combined. By scaling the transition times 
by Nl+c: , by virtue of the findings in [51], the input process con-
verges to a Poisson process with rate >-00 • The effect of scaling the 
Ai S as well is that a central-limit type of regime kicks in, as de-
scribed in e.g. [85, Section 6.6]. As a consequence, the number of 
customers minus its expected value, divided by ..JN converges to a 
zero-mean random variable. Sections 5 and 6 establish the transient 
and steady-state version of this result, respectively. The underlying 
argumentation, although considerably more delicate, resembles the 
one developed for the Poisson regime. 
• We have extensively tested the resulting approximation in a set of 
numerical experiments, to confirm the speed of convergence to the 
limiting distribution. In Section 7 we present results, showing that 
the asymptotics lead to quite accurate approximations, already for 
relatively low N . 
• In a discussion section, we comment on a number of extensions: (i) 
state-dependent service rate, (ii) general transition times, and (iii) 
large deviations results. 
2 Model description 
This chapter studies an infinite server queue with semi-Markov-modulated 
Poisson arrivals and exponential service times. The model can be de-
scribed as follows. 
Consider an irreducible semi-Markov process X (t ) on a finite state 
space {1 , . .. , d}, with d E N. Its transition matrix is given by P = 
(Pij )fj=l' where Pii need not necessarily be zero. The time spent in state 
i is distributed as a non-negative random variable ~ (to be referred to as 
a transition time). The subsequent transition times in state i, say (Ti, j)j EN , 
constitute a sequence of i.i.d. random variables; in addition the sequences 
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(Ti,j)jENi for various i E {1 , ... , d}, are assumed independent. There is 
also independence between the jumps of the semi-Markov process and 
the transition times. While the process X(t), often referred to as the back-
ground process, is in state i, customers arrive according to a Poisson pro-
cess with rate Ai ~ 0. The service times are assumed to be exponentially 
distributed with mean 1/ µ, irrespective of the state of the background 
process. 
We use bold fonts to denote vectors; for instance .X = (A1, . .. , Ad )· We 
denote the invariant distribution corresponding to the transition matrix 
Pby 7r. 
The main objective of this chapter is to analyze the distribution of the 
number of customers in the system, and in particular under specific scal-
ings. In our analysis, we primarily focus on the case that the Tis equal a 
deterministic number ti > 0 (unless stated otherwise). 
3 Steady-state, Poisson regime 
Let, following (51), Mi denote the steady-state number of customers in 
the system when the background process enters state i . We denote by 
r i ( ·) the probability generating function of Mi: r i ( z ) : = IEzMi . The proba-
bilities of the time-reversed process, that is of coming from state j, given 
that the process just jumped to state i, are denoted by Pij = Pji'Trj / 7ri· 
Then, from (51, Thm. 2), for the case of deterministic transition times, 
with 
d 
ri (z ) = LPij9j(Z)rj(hj( z )), 
j = l 
hj(z ) := 1 - e - µt1 (1 - z ), 9J( z ) := exp (-A j 1 - : - µt1 (1 - z )) . 
(2.1) 
We now scale, as in (51, Section 4.2], ti f--1- ti/ N (in self-evident notation), 
and study the solution for r i( z ) in the above fixed point relation (2.1). 
Intuitively, this scaling means that the background process moves fast 
between the states in the state space, so that it is conceivable that the 
particle arrival process tends to a Poisson process as N grows large. It 
was shown in (51, Section 4.2) that this is indeed the case, with associated 
arrival rate 
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This means that, under this scaling, the queueing system will resemble 
an M/M/ oo queue, with arrival rate >.00 and departure rate µ; such a 
queue has a steady-state distribution that is Poisson with mean >.00 / µ. 
In this section, we verify this property, predominantly relying on Taylor 
expansion. 
To this end, first observe that, up to and including 0(1/ N)-terms, 
tµ >. t· 
hj(z) = z + (1 - z) Jv , gj(z) = 1 - Jv1 (1 - z). 
We thus obtain (using the superscript (N) to indicate the dependence on 
N ): 
d 
,r\z) ~ ~fo [ ( 1 - A~; (1 - z)) x 
( rJN) (z) + ( rJN) ) (z) · (1 - z) t1;) J + 0 ( ~2 ) . (2.2) 
Letting N -+ oo, we obtain that (provided the limits exist) 
d 
lim /(N)(z) = lim L Pi'/(N)(z). N-+oo i N-+oo J J j=l 
We conclude that limN-+oo 1iN) (z) = 1(z) for a PGF 1 (·) that does not 
depend on i . 
Now multiply Eqn. (2.2) by N, multiply by 7l'i and sum over i : 
d d d ~ (N) ~ ~ - (N) ( 1 ) N 'f::i7rifi (z) = N 'f::i 7l'i ~Pijfj (z) + 0 N 
Note that by definition of transition probabilities, it holds for any vector 
(that 
d d d d d 
L L 7l'iPij(j = L 7l'j(j L Pji = L 7l'j(j- (2.3) 
i=l j=l j=l i=l j=l 
We will refer to this equality several times throughout the chapter. 
Combining the previous three displays and letting N -+ oo we obtain the 
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differential equation 
d d L 7rj Ajtn(z) = L 7rjtjwt'(z) . 
j=l j=l 
With the requirement that 'Y (l) = 1, it is trivial to deduce that 
corresponding to the Poisson distribution with mean f2 := >.00 / µ. The 
following result summarizes the findings of this section; IP'ois(11) denotes 
a Poisson random variable with mean 11. 
Theorem 3.1. Under the scaling ti H ti/ N, 
4 Transient, Poisson regime 
Again, we let the sojourn times be ti/ N. The number still present at time 
t out of the initial population x0 E N does not depend on the background 
process (as the departure rate is state-independent). This random vari-
able, say Af(Nl(t) , has a binomial distribution with parameters x0 and 
e-µt. We therefore focus on the number of customers arriving in (0, t] 
that are still present at time t, of which we evidently know that it is in-
dependent of Af(Nl(t) . Let Mi(N)(t) be the number of these, given the 
modulating process is in state i at time 0, and let 
-(N) M(N)() 
'Yi (z, t) := lEz i t 
be the corresponding PGF. The primary objective of this section is to show 
that Mi(N) (t) converges in distribution to a Poisson random variable with 
mean f2(l - e-µt), thus identifying the limiting distribution of M i(N) (t) := 
Af(Nl(t) + Mi(N)(t) as N--+ oo. 
Define f2t := (>.00 / µ) · (1- e-µt). An elementary conditioning argument 
yields that 
1iN)(z,t) = f e->.it;/N(>.it~N)k (p~N)(z,t))k t Piji'JN) ( z,t- ~) . 
k=O j=l 
(2.4) 
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The viN\z, t) are PGF s of random variables that are alternatively dis-
tributed on 0 and 1, that is, p;N) (z, t) = 1 - p(t) + p(t) z, with p(t), the 
probability of equalling 1 being, up to and including O(N- 1 )-terms, 
1t;/N 1 l oo 1 µt -- µe-µvdvdu = e-µt + -e- µt_i. o tifN t- u 2 N 
We thus obtain, neglecting terms of order O(N- 2 ) , 
d 
(N) (Aiti - µt )) ~ ( -(N)( ) ti d -(N) ( )) ii (z, t) = exp N e (z - 1 L.,; Pij 'Yj z, t - N dt 'Yj z, t 
J = l 
d 
( Aiti - µt( ) ~ ( -(N) ( ) ti d -(N) ( )) 1+ Ne z- 1) f:1.Pij '"Yj z,t - Ndt'"Yj z,t . 
(2.5) 
Letting N---+ oo, we conclude again that limN-too'YiN) (z, t) = 1 (z, t) for 
a PGF "! (· , t) that does not depend on i . Now multiply Eqn. (2.5) by N , 
multiply by 7ri and sum over i. Due to the 'Pij analogue' of (2.3) the O(N)-
terms cancel. By virtue of the state independence of "!(·, t), we obtain 
when sending N---+ oo, 
which leads, in conjunction with the requirement "!(z, 0) = 1, to 
"!(z, t) =exp ( >..; (1 - e-µt)(z - 1)) , 
corresponding to a Poisson distribution with mean Qt· We have thus de-
rived the following limiting distribution for the transient number of cus-
tomers in the system. 
Theorem 4.1. Under the scaling ti t--t tif N, 
where the random variables in the right-hand side are independent. 
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5 Steady-state, CLT regime 
In, e.g., [85, Section 6.6] an M/M/ oo queue is observed under a linear 
scaling of the arrival rate >., that is, one scales ,\ t-t >.N. With N x0 cus-
tomers being present at time 0, a central-limit-theorem (CLT) type of re-
sult is proven. More specifically, it is shown that the number of customers 
in this M/M/oo system at time t, minus its expected value Nm(>.,µ), 
and divided by v'IV, tends to a zero-mean Normal random variable, with 
variance v(µ, >.); here 
m(>. ,µ) := xoe-µt + N >. / µ · (1- e- µt) , 
v( >. , µ) := xae-µt(l - e-µt) + >. / µ · (1 - e-µt). 
(In fact, [85, Thm. 6.14] provides us with a considerably more refined 
result: a functional central limit theorem. More precisely, there is weak 
convergence of the queueing process to a specific Gaussian process, viz. 
an Ornstein-Uhlenbeck process.) 
The idea of this section (as well as the next section) is that we scale 
the arrival rate linearly (,\i t-t AiN, that is), but we scale the transition 
times superlinearly (ti t-t ti / Nl+o: , for some c > 0). The effect of this 
scaling is that we combine the convergence of the particle arrival process 
to a Poisson process of rate >.00 (essentially as in [51, Section 4.2]) with 
the CLT regime kicking in (as in [85, Section 6.6]). As a consequence, 
one would expect convergence of the steady-state number of customers, 
minus N m(>.00 , µ),divided by v'IV, to a zero-mean Normal random vari-
able with variance v(>.00 , µ). The objective of this section is to verify the 
steady-state counterpart of this claim (in which the variance is >.00 / µ), 
where the transient version is established in the next section. 
As mentioned above, we now let the arrival rates be AiN, and the so-
journ times t ifNl+o: . Define, with (} := >.00 /µ , the moment generating 
function (MGF) of (Mi(N ) - N Q) / v'Jli, 
&!N)(i!) '= lE (exp ( i!Mt~ i!N e)) = 1Y) ( e•IViV) . e-•VN•, (2.6) 
where ,;N ) (-) is the probability generating function of M i( N ). From [51, 
Thm. 2], for deterministic transition times, 
d 
6;N)('!9) = ~Pij9j ( e191VN) r JN ) (hj (e19/VN)) · e-19VN12 . 
j=l 
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Likewise, 
Using the latter Taylor approximation, we obtain after elementary com-
putations that 
'YJN) ( hJ ( e15!VN)) . e-15\l'Ng 
= bJN)({)) + [ ( !'JN) )' (e15/VN)] . ::lt~f; ( 1 - e151VN) e-15VNQ, 
with an error term of 0 ( N-~-2c: ). Differentiating Eqn. (2.6), we get 
(SJN)) ' ({)) = ~e15/VN [ ( !'JN) )' (e15/VN)]. e-15\l'Ng - VNQbJN)({)); 
and thus, 
[ ( 'YJN) ) I ( e15/VN)] . e-15VN Q = Vii e-15/VN ( bJN))' ( {)) + N (}e-15/VN bJN) ( {)) . 
Combining the above, we arrive at (neglecting O(N- 3/ 2- 2c:) -terms) 
J (N) ({)) = ~ [p (i + Ajtj{) + Ajtj{)2 ) ( µtj (i - e151VN) x (2.7) 
i ~ iJ N l+c: 2Nl+c Nl+c: j =l 2 
( VN e-15/VN (SJN)) ' ( {)) + N (}e-15/VN) + bJN) ({)) )] 
Now multiply (2.7) with Nl+c:7ri and sum over i to obtain, relying on 
Eqn. (2.3) and some Tayloring, 
Nl+c: ~ 1f·b(N) ( {)) = ~ 7r. (i + Ajtj{) + Ajtj{)2) ~ i i ~ 1 N l+c: 2Nl+c: 
i= l j=l 2 
(µt j ( - ~ + :~) ( VN(SJN) )'(fJ) + NQbJN)({)) ) + Nl+c: 15J N) ({))). 
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Simplifying we arrive at 
d L 1fjµtra(8JN))'(rJ) 
j=l 
= t 1fj (µtj{)2~ + >..1t~{)2 - VN(µtj{}{}- >..1t1rJ) ) 8)N)(rJ) 
J=l 
+ 0 ( ~c ) + 0 ( ~) · 
Note that, on multiplying Eqn. (2.7) with .JN, we obtain that 
(2.8) 
we thus conclude that also VN 8;N) ( rJ) is independent of i in the limit 
N ---+ oo. In addition, due to the very definition of {}, the VN terms of 
Eqn. (2.8) cancel when sending N to oo. We consequently obtain the dif-
ferential equation 
d 
= 8'(rJ) :L 7rjtjµ, 
j=l 
which reduces to QrJ8( rJ) = 8' ( rJ). Solving this ordinary differential equa-
tion with 8(0) = 1 yields the MGF 8(rJ) = e~{/192 . We conclude that, as 
N---+ oo, irrespective of i, 
converges to a Normally distributed random variable with mean 0 and 
variance (}. Denoting by Norm( v, o-2 ) a Normal random variable with 
mean v and variance o-2, we have established the following result. 
Theorem 5.1. Under the scaling ti H ti/ Nl+c and >..i H >..iN, 
M (N) - NQ d 
i VN ---+ Norm(O, Q). 
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6 Transient, CLT regime 
As in the previous section, we let the arrival rates be >..iN, and the so-
journ times tifNl+c: _ We already observed that the number J\iI (Nl (t) of 
customers still present at time t, out of the initial population of size N x 0, 
is not affected by the evolution of the background process (as the de-
parture rate is state-independent). This random variable has a binomial 
distribution with parameters N x 0 and e-µt , and therefore 
In the light of the above remark, we can focus on the number of customers 
arriving in (0, t] that are still present at time t. Let, as before, in case the 
modulating process is in state i at time 0, this number be denoted by 
Mi(N) (t) ; as mentioned earlier, Mi(N) (t) is independent of J\iI (N) (t) . The 
objective of the present section is to analyze Mi(N)(t) in the CLT regime. 
Recall that 
Then, with ;;yfN) (·, t) now denoting the moment generating function of 
.MiN) (t) , we define the MGF 
J)Nl ( '9, t) = lE (exp ( '9 M,CNl '.iii '9 N Qt )) = 'i)Nl ( ~' t) e-•.JN '' 
(2.9) 
Similar to Eqn. (2.4) we note that 
Here the p;N) ( '13, t) are MGF s of random variables that are alternatively 
distributed on 0 and 1, that is pt) ('13, t) = 1 - p(t) + p(t)e19 , with p(t) , the 
probability of equalling 1, 
' 1 - µv _ - µt 1 - µt µti 1 t/Nl+E 00 ( ) la tifNl+c: 1-u µe dvdu - e + 2e Nl+c: + 0 N2+2c: . 
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Consequently, 
and 
In addition, neglecting higher-order terms as before, 
Upon combining the above, 
From the definition of s;N)('!9, t) we have 
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Similar to the analysis presented in the previous section, we note that 
( 
d ) . -(N ) -( N ) hm VN 8i (19 , t) - LPii8j (19 , t) = 0. 
N -too j = l 
In line with the preceding sections, we multiply the equation by Nl+c'Tri 
and sum over i. Due to the 'pw analogue' of Eqn. (2.3) we obtain 
(2.10) 
in addition to terms that are vanishing as N -t oo (where it can be veri-
fied that the dominating terms of those are of the order of either N -c or 
1 
N -2 , as will be confirmed in the numerical experiments reported on in 
Section 7) . 
Combining the above, realizing that VRJiN) ( 19 , t) is independent of i 
in the limit N -too, and remarking that the VN terms cancel due to the 
definition of f2t , we obtain: 
- 192 t d d - d 
8(19 t) · - e-µ '""°' Jr ·>. t · = -8(19 t) · '""°' 7r t 
' 2 L i i i dt , L i i . 
i= l i= l 
Solving this differential equation, and using that 6(19 , 0) = 1, we obtain 
- 1 192 8(19 , t) = e2 12 t . Conclude that, as N -t oo, irrespective of i, the random 
variable 
M i( N ) (t) - N f2t 
VR 
converges to a Normally distributed random variable with mean 0 and 
variance f2t· 
Taking into account the contribution of the N x 0 customers that were al-
ready present at time 0, our findings can be summarized in the following 
statement. 
Theorem 6.1. Under the scaling ti i---+ tif N l+c and >.i i---+ >.iN, 
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Figure 2.1: (Left panel) The transient Poisson regime converging to its 
limiting curve, z = 0.5. (Right panel) Convergence of the transient CLT 
regime to its limiting curve, {) = 0.5, E = 0.5. 
7 Computational results 
This section contains numerical results corresponding to the limiting 
regimes studied in Sections 4 and 6. We compare the resulting approx-
imations with the explicit solutions to Eqns. (2.4) and (2.9), for a range 
of values of the scaling parameter N. To enable easy numerical evalua-
tion of (2.4) and (2.9), we assume that the deterministic transition times 
are equal: t i = 1 for all i E {1 , . .. , d}; as a consequence, computing the 
PGF of the transient number of customers present reduces to elementary 
matrix multiplications. 
We consider a two state system, with arrival rates .\1 = 1 and .\2 = 2, 
and service rate µ = 1. The probability transition matrix is 
p = ( 0.2 0.8 ) . 
0.7 0.3 
In Fig. 2.1 we present the results for the Poisson regime (left) and the 
CLT regime (right). The two graphs demonstrate the convergence behav-
ior to the limiting curve. In the left panel we see that the Poisson regime 
converges very quickly (at N = 5 the maximum error is just 0 (10- 3 ) ), 
whereas from the right panel it is observed that in the CLT regime a sub-
stantially larger value of N is required to reach the same accuracy level. 
For the CLT regime we note that the solution curve, JiN)({), t ), corre-
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Figure 2.2: (Top panel) Maximum error for both regimes with varying E: 
as a function of N. X(t) represents the solution curve 61 or 'Yl for the 
CLT and the Poisson regime, respectively. The superimposed dotted lines 
demonstrate the convergence rate. (Bottom panels) Maximum error for 
varying 73, (left panel) E: = 0.1, (right panel) E: = 0.5 in the CLT regime. 
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sponding to N = 1 exhibits large jumps. This can be explained by the spe-
cific choice of the matrix P, for which jumping between the two states is 
highly probable. In fact, the complementing solution curve for 8~N) ( {) , t) 
(not depicted here), exhibits jumps in the opposite direction at the early 
stages. 
To get insight into the rate of convergence we look at the maximum 
difference between the transient PGF and MGF on the one hand, and 
the limiting curve on the other hand, over the computed time periods 
for the two limiting regimes, that is maxt IXi(t) - L(t)I, where Xi(t) is 
1 i(N ) (z, t) in the case of the Poisson regime, and 8j N ) ( {) , t) in the case of the 
CLT regime, and where L(t) denotes the limiting curve. The maximum 
difference is depicted as a function of N in the top panel of Fig. 2.2. For 
the CLT regime in particular we note how the convergence rate grows 
with c until c = 0.5; from that point on the VN error term takes over, as 
noted in Section 6). 
In the bottom panels of Fig. 2.2 we see the effect of the choice of {) in 
the MGF for the CLT regime. It is seen that the accuracy improves as {) 
gets smaller, but the convergence rate remains the same for all 1J . 
8 Discussion and concluding remarks 
We conclude this chapter by discussing a number of extensions: (i) state-
dependent service rates, (ii) general transition times, and (iii) large devi-
ations results. 
It is not hard to verify that state-dependent service rates can be incor-
porated. Some care needs to be taken, though. As mentioned in [51], in 
the steady-state regime we can let the service time depend on the state the 
background process is currently in. The analysis remains essentially the 
same; theµ in the definition of hJ(z) is to be replaced by µJ. Inspection of 
the proofs, however, reveals that it is not straightforward to incorporate 
this type of state-dependence in the transient cases; it is not hard, though, 
to let in these transient cases the service times depend on the state of the 
background process upon arrival of the particle (it essentially means that 
theµ in the definition of p~N\z, t) should be replaced by µi). 
In [51] it is indicated how the case of general transition times can be 
addressed in the Poisson regime. The intuition behind the argument is 
that the probability that a next transition occurs in a small time interval is 
essentially proportional to the reciprocal of the mean transition time. As 
a consequence, the same limiting random variables apply, but with the 
deterministic transition times ti replaced by the mean transition times 
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IETi -
The proof method applied in this chapter can be used to obtain large 
deviation properties of the customers in the system. By establishing the 
existence of the limit of the appropriate moment generating function, 
the Gartner-Ellis theorem [33, Tum. 2.3.6) can be applied to the random 
variable under consideration. A simpler variant of the model studied in 
this chapter, is the one in which the arrivals result from N i.i.d . Markov-
modulated input streams with transition times scaled with 1/ N e: for c: > 
0; for ease we let the system start empty. Then the crucial observation 
is that the number of customers present in this system at time t, say 
]\;J(Nl(t), can be written as the sum of N i.i.d. contributions. The cor-
responding limiting cumulant function can easily be derived following 
the method of the previous sections; we eventually find for a~ {!t, 
_ 1 ( j\;f(N)(t) ) a hm N log IP' N ~ a = a - {!t - a log - ; 
N~oo ~ 
recognize the large-deviations rate function of the Poisson distribution. 
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Chapter 3 
Analysis and CLT scaling of a 
modulated M/G/ oo queue 
This chapter analyzes several aspects of the Markov-modulated infinite 
server queue. In particular, service times adhere to a distribution func-
tion Fi(-) when the state of the background process (as seen at arrival) 
is i . We start by setting up explicit formulas for the mean and variance 
of the number of particles in the system at time t ;::: 0, given the system 
started empty. The special case of exponential service times is studied 
in detail, resulting in a recursive scheme to compute the moments of 
the number of particles at an exponentially distributed time, as well as 
their steady-state counterparts. Then we consider an asymptotic regime 
in which the arrival rates are sped up by a factor N, and the transition 
times by a factor N l+ 0 (for some r:; > 0). Under this scaling it turns out 
that the number of particles at time t ;::: 0 obeys a central limit theo-
rem; the convergence of the finite-dimensional distributions is proven. 
By assuming generally distributed service times and establishing multi-
dimensional convergence, the results of this chapter are an extension of 
Chapter 2. The remainder of this chapter has appeared as article [21] . 
1 Introduction 
Owing to its wide applicability and its attractive mathematical features, 
the infinite server queue has been intensively studied. Such a system de-
scribes units of work, e.g., particles or customers, arriving at a resource, 
that stay present for some random duration that is independent of other 
customers (in that there is no waiting). In the special case that these cus-
tomers arrive according to a Poisson process with rate>., and the sojourn 
times are i.i.d. random variables with finite mean 1/ µ - a system com-
monly referred to as the M/G/ oo queue-it is known that the stationary 
number of particles in the system has a Poisson distribution with mean 
3.1. Introduction 
>.. / µ . Also the transient behavior of such an M/G/oo queue is well un-
derstood; see e.g. [93, p. 355]. 
When relaxing the model assumptions mentioned above, several inter-
esting variants arise. In one branch of the literature, for instance, atten-
tion has been paid to the case of renewal (rather than Poisson) arrivals 
[46, 47]. In the present chapter, however, we consider a variant in which 
we introduce some sort of 'burstiness' in the arrivals and service times, 
using the concept of Markov modulation. This means that both the ar-
rival process and the service-time distributions are driven by an external 
Markov process ('background process'), in the following manner. Let 
X (t ) denote an irreducible continuous-time Markov process defined on a 
finite state space {1 , . . . , d}. When X (t) = i, then the (Poissonian) arrival 
rate at time t equals Ai, where A = (>.. 1 , .. . , >..d) is a vector with nonnega-
tive entries. In addition, it is assumed that the time a particle remains in 
the system, the service time, has some general distribution with distribu-
tion function Fi ( ·) that depends on the state of the background process as 
seen upon arrival by the particle. 
The resulting model could be called a Markov-modulated Ml G I oo queue, 
or an infinite server queue in a Markov-modulated environment. This 
type of system is relevant in a broad variety of application domains, 
ranging from telecommunication networks to biology. The rationale be-
hind using this model in a communication networks setting is that the 
arrival rate and service times of customers may vary during the day, or 
on shorter timescales. In the biological context, one could think of mRNA 
strings being transcribed and degraded in a cell, where these transcrip-
tions typically tend to occur in a clustered fashion; the proposed model 
captures the key characteristics of this mechanism well, as argued in [87]. 
A variety of results exist on Markov-modulated single and many server 
queues, whereas the literature on their infinite server counterpart is, sur-
prisingly, considerably scarcer. In the case of a single server, the key re-
sult is that the stationary distribution of the number of customers is of 
matrix-geometric form [71], so this system can be viewed as a 'matrix 
generalization' of the normal M/M/l queue where the stationary dis-
tribution is scalar-geometric. In [75] the stationary distribution for the 
case of infinitely many servers is considered; the results are in terms of 
the factorial moments of the number of customers. More particularly, 
it is shown that the corresponding distribution is not of matrix-Poisson 
type; in other words: this system is not the 'matrix generalization' of the 
M/M/ oo, which has a scalar-Poisson distribution. A somewhat more 
general model that includes retrials has been studied in [59]. 
The case of Markov-modulated renewal (rather than Poisson) arrivals, 
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but exponential service times, is covered in [70]. Related results can be 
found in [67] as well, where special attention is paid to the autocorrela-
tions in infinite server systems of various types. Steady-state results for 
the infinite server queue with modulated service rates have been derived 
in [14]. Falin [40] furthermore considers the simultaneous modulation 
of arrival and service rates and finds the mean number of customers in 
steady state. 
It should also be noted that introducing burstiness using a Markovian 
background process is by no means the only way to incorporate a nonho-
mogeneous arrival rate. Willmot and Drekic [95] apply bulk arrivals with 
a random bulk size, whereas Economou and Fakinos [36] study arrivals 
generated by a compound Poisson process, both to find the transient dis-
tribution of the number of customers in the system using a generating 
functions based approach. 
D' Auria [32] studies the same model as we do in the present chapter. 
Among several other results, he finds a recursion for the factorial mo-
ments of the stationary number of particles in the system. A key obser-
vation in his analysis is that the number of particles present has, in sta-
tionarity, a Poisson distribution with random parameter. Fralix and Adan 
[44] focus on the situation that the service times have specific phase-type 
distributions. In Hellings et al. [51] it was shown that if the transition 
times of the background process are sped up by a factor N , then the ar-
rival process tends (as N ~ oo) to a Poisson process; the queue under 
consideration then essentially behaves as an M/ G I oo system. 
While the above results focus on Markov-modulated infinite server 
queues in stationarity, there are considerably fewer results on the associ-
ated transient behavior. In [22], we studied both the transient and station-
ary behavior of a model similar to the one studied in the present chapter, 
viz. the one with exponential service times and a Markovian background 
process with deterministic transition times. The main focus of [22] lies 
on specific time scalings. In the first scaling, just the background pro-
cess' transition times are sped up by a factor N ; then it turns out that 
the distribution of the resulting queueing system converges to that of an 
appropriate M/M/ oo queue (which has, in steady-state, a Poisson distri-
bution). In the second scaling, the background process jumps at a faster 
rate than the arrival process: the arrival rates are scaled by a factor N and 
the transition times by a factor Nl+c; for some c > 0. Under this scaling 
a central limit result was proven, for both the transient and stationary 
distribution. 
The main contributions of this chapter are the following. In the first 
place we develop in Section 2 expressions for the transient mean and 
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variance for the number of particles in the system at time t ~ 0. For ex-
ponential service times the resulting expressions simplify considerably. 
In Section 3 we exclusively consider the special case of exponential ser-
vice times: we develop a differential equation that describes the moment 
generating function of the number of particles in the system, and show 
how this differential equation facilitates the computation of moments (at 
an exponentially distributed time epoch, as well as in steady-state). This 
section also includes a recursive scheme to compute the higher moments. 
Section 4 considers one of the scalings studied in [22]: the arrival rates 
Ai are replaced by N Ai, while the transition times of the background 
Markov process are sped up by a factor Nl+c: , for some c; > 0, where 
N grows large. The objective is to prove a central limit theorem for the 
number of particles in the system in a finite-dimensional setting, that is, 
at multiple points in time. The result is established by first setting up a 
system of differential equations for the number of particles in the system 
at multiple points in time in the non-scaled system, then applying the 
scaling, and then deriving (by using Taylor approximations) a limiting 
differential equation (as N -t oo) which eventually provides us with the 
claimed multivariate central limit theorem. Finally, Section 5 contains 
examples demonstrating analytically and numerically the results from 
Sections 3 and 4. 
2 General results 
In full detail, the model can be described as follows. Consider an ir-
reducible continuous-time Markov process X(t) on a finite state space 
{1 , ... , d}, with d E N. X(t), often referred to as the background process, 
has a transition rate matrix given by Q = ( % )1,j=l · The steady-state dis-
tribution of X(t) is given by 7r, ad-dimensional vector with non-negative 
entries summing to 1, solving 7rQ = 0. Denote Qi := -Qii = I:#i % . 
Now consider the embedded discrete-time Markov chain that corre-
sponds to the jump epochs of X(t). It has a probability transition ma-
trix P = (Pij)1,j=l ' with diagonal elements equalling 0 and Pij :=%/Qi· 
Let ifi be the stationary probability vector at the jump epochs of X(t); 
it solves (after normalization to 1) the linear system ir U~/Q = 0, with 
DQ := diag{q}. The time spent by X(t) in state i, denoted Ti, is referred 
to as transition time. Ti has an exponential distribution with mean 1/ Qi· 
There is the following obvious relation between 7r and fr: 
44 
3. Analysis and CLT scaling of a modulated M/ G/oo queue 
While the process X(t) is in state i, particles arrive according to a Poisson 
process with rate ,\ 2: 0, for i = 1, ... , d. The service times are assumed 
to be i.i.d. samples distributed as a random variable Fi with mean 1/ µ i 
if the particle was generated when the background process was in state 
i; the corresponding distribution function is Fi(x) := lP'(Fi :S: x) , with 
x 2: 0. The service times are independent of the background process X(t) 
and the arrival process. The system we consider is an infinite server queue, 
meaning that each particle stays in the system just for the duration of its 
service time (that is, there is no waiting) . In the rest of this section we 
focus on analyzing the probabilistic properties of the number of particles 
in the system at given points in time, starting empty. It is assumed that 
the background process is in stationarity at time 0. 
We start by considering a somewhat different model than the one in-
troduced above, where the relation with our model becomes clear soon. 
Consider an M / G/oo queue with (i) a nonhomogeneous arrival process 
with rate function>. (·) (such that the Poissonian arrival rate is>. ( s) at time 
s), and (ii) a time dependent distribution function F (s, ·) (to be interpreted 
as the probability that a customer that arrives at time s leaves before time 
t + s is F (s , t)). Observe that, conditional on the event that there are n 
arrivals by time t, the joint distribution of the arrival times is that of the 
order statistics taken from independent random variables with density 
>. ( s) 
A(t ) l [o,tj(s), 
where A(t) = J~ >. (s)ds. It now follows that if M(t) is the number of 
particles in the system at time t, starting with an empty system, then 
with P(-) := 1 - F(· ) we have that M(t) has a Poisson distribution: 
M(t) ~ lP'ois (lot F(s, t - s) >. (s)ds) , 
and we note for later that 
lot F (s, t - s) >. (s)ds =lot F(t - s, s) >. (t - s)ds. 
After this general observation, we return to the initial context. Whereas 
we so far assumed that the input rate function and service-time distribu-
tion function were deterministic, we now assume that they are stochastic. 
More specifically, we use Ai for the arrival rate when the background pro-
cess X (-) is in state i , and Fi(-) for the distribution function of particles 
arriving while the background process is in the state i . 
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By conditioning on the sample path of the background process, say 
X(s) = f(s), we find that M(t) is Poisson distributed with parameter 
lot Ff(t-s) (s)AJ(t-s)ds . 
Then by unconditioning, i.e., averaging over all paths f (-) of the back-
ground process, its probability generating function (PGF) equals the mo-
ment generating function (MGF) of its random parameter, evaluated at 
(z - 1): 
lEzM(t) = lEexp (-(1- z) lot Fx(t-s)(s)>.x(t-s)ds) , 
see e.g. [32, p . 226]. Recalling that X(-) is assumed to be stationary, we 
have the distributional equality {X(t + u)I u E JR} g, {X(u)I u E JR}, so 
that 
lEzM(t) = lEexp (-(1- z) lot Fx (-s) (s)>.x (-s) ds) , 
or, denoting by X(·) the time-reversed version of X(·), 
lEzM(t) = lEexp (-(1- z) lot PX(s)(s) >.X(s) ds) 
= lEexp (-(1 - z ) lot aX(s)(s)ds) , 
with ai(s) := >.iPi(s). This probability generating function allows us to 
analyze the mean and variance of M(t). It is immediate that the mean of 
M(t) equals, cf. [80, Thm. 2.1], 
r t r t d t 
lEM(t) = lE lo aX(s)(s)ds =lo lEaX(s) (s)ds = L 'lfiAi 1 F'i(s)ds. (3.1) 
0 0 i=l 0 
This evidently converges to 2:f= 1 7rif}i as t -t oo, where (}i := Ai f000 Pi ( s )ds 
is the traffic intensity when in state i. 
The variance can be computed as well, as follows. We start with the 
standard equality (commonly known as the 'law of total variance') 
Var(M(t)) = lE [var(M(t)IX)] + Var [lE(M(t)IX)]. 
First notice that 
Var(M(t)IX) = lE(M(t)jX) =lot aX(s)(s)ds, 
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because (M(t) IX) has a Poisson distribution (as was noted above). Hence, 
d rt 
lE [var(M(t)IX) J = lE [lE(M(t) IX) J = JEM(t) = L 1riAi lo F'i(s)ds . 
i= l 0 
The only quantity that remains to be computed is now Var[JE(M(t) IX )] . 
That is done as follows: 
Var (fat aX(s) (s)ds) 
=fat fat Cov ( aX(u)(u) , aX(s)(s) ) duds 
d t t 
= L r r ai(u)a1(s) Cov (i{X(u) = i}, l{X(s) = j}) duds , 
i,j=l lo lo 
where for u < s 
Cov ( l{X(u) = i}, l{X(s) = j}) = 1ri ( eQ(s-u) ) ij - 1ri7rj 
= 7rj ( eQ(s- u) ) ji - 1ri1rj. (3.2) 
We now make the expressions more explicit for the case that t tends to oo. 
With D7r = diag{ 7T' }, Q and Q = D; 1Q T D; 1 are the transition rate matri-
ces of X and .X, respectively. Let us denote the matrix ~(s) = (cri1(s))f,1= 1 
through 
CTij(s) := 7rj (eQs)ji - 1ri1rj· 
Letting t -7 oo, we obtain 
Var (fa00 aX(s)(s)ds) = t 100 100 ai(u)a1(s) (crij(s - u)l{s > u} 
i,j= l 0 0 
+ CTji(u - s)l{s < u}) duds 
t 100 100 (ai(u)a1(u + s)crij(s) 
i,j= l 0 0 
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When the service-time distributions are exponential, that is, Pi(t) = e-µ,;t, 
so that ai(t) = >..ie- µ,it , we have that 
(3.3) 
We summarize (some of) our findings. 
Proposition 2.1. The transient mean of the number of particles is 
whereas the stationary variance is 
d >.. d 100 100 VarM(oo) = L 1fi~ + 2 L ai(u)a1(u + s)aij(s)duds, 
i= l µi i,j=l 0 0 
provided that the system started empty. 
We finish this section by performing some explicit calculations for the 
case that X is reversible and exponential service times; later on we further 
focus on the situation of d = 2. Due to the reversibility, 1fi% = 1fjqji for 
all i, j E {1, ... , d}. As a consequence D7rQ = QT D7r , so that the matrix 
n 112Qn- 112 
7r 7r 
is symmetric, and can be written as G( - 6. )GT, where G is a (real-valued) 
orthogonal matrix, and b. = diag{ 8} is a (real-valued) diagonal matrix 
(where it is noted that, owing to the background process' irreducibility 
all but one entries of 8 are strictly positive). It follows that 
and therefore 
(D;;l/2G)(e- L.is)(D;;l/2G) - 1 = D;;lf2G e-Lis GT n ;12; 
n;12G e - Lis GT D;;l/2 . 
It now follows that 
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is symmetric, and hence for each i , j E { 1, .. . , d} we can write 
Consequently, 
d 
O"ij(s) = L Cijke- <5ks - 1r(Trj. 
k=l 
In the case of d = 2, we have that 7r1 = q2 /q = l-7r2, with q := q1 +q2. It is 
readily verified that 81 = 0 and 82 = q. It requires a standard computation 
to verify that 
and also 
0 ) ds = 7r17r2 ( 
Elementary calculus now yields that (3.3) equals 
q1q2 (.Xi . _1_ + .\~ . _1 _ _ 2 )q.\2 (- 1- + _1_)) . 
q2 µ1 q + µ 1 µ 2 q + µ 2 µ 1 + µ 2 q + µi q + µ 2 
3 Exponential service times 
In this section we analyze the special case of exponential service times 
in greater detail. We set up a system of differential equations for the 
moment generating function of the transient number of particles in the 
system. Then this is used to determine the mean and higher moments 
after an exponential amount of time. 
We start this section with some preliminaries and additional notation. 
Here and in the remaining sections we denote by Mi(t ) the number of 
particles in the system at time t, conditional on the background process 
being in state i at time 0. It is evident that Mi(t) can be written as the sum 
of two independent components: the number of particles still present at 
time t out of the original population of size x 0 (in the sequel denoted by 
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M ( t) ), increased by the number of particles that arrived in (0, t] that is still 
present at time t (in the sequel denoted by Mi(t ) in case the background 
process is in state i at time O). 
Due to the assumption that the service times are exponentially dis-
tributed, there are positive numbers µ i, for i = 1, . . . , d, such that Fi( t ) = 
e - µ;t . In the case that the µi are identical (say equal toµ > 0), M(t ) fol-
lows a binomial distribution with parameters x 0 and e-µt . In the case the 
µi are not identical, we need to know the number xo,i particles present 
at time 0 that were generated while the background process was in state 
i . The resulting (independent) random variables Mi(t) follow binomial 
distributions with parameters xo,i and e-µ;t; indeed, M(t) = I:i Mi(t). 
Given these observations we concentrate in the remainder of this sec-
tion on the more complicated component of M(t) , that is Mi(t) . 
3.1 Differential equation 
Recall that we write, for ease of notation, qi := 1/ IETi , and qij := Pijqi 
(where i f. j ), with % = -qi· The main quantity in this subsection is the 
moment generating function of Mi(t): 
Consider a small time period b.t , and focus on all terms of magnitude 
O(b.t) or larger. In our continuous-time Markov setting, the background 
process has either zero jumps (with probability 1 - qib..t + o(b..t) ), or a 
jump to state j f. i (with probability % 6.t + o(b.. t) ); the probability of 
more than one transition is o(b..t) (see for instance [73, Ihm. 2.8.2]). 
Note that 
Ai({) , t) = f e->4 "-t ( >.. i~t)k (Pi({), t))k x 
k=O 
(f1. q;;lit A; ( fi , t - li t) + ( 1 - f1. q;;lit) A; ( fi, t - lit) ) 
+ 0 ((b..t) 2 ) ; 
(3.4) 
here Pi({) , t) is the MGF of a random variable distributed on {O, 1}, indi-
cating whether a particle arriving in the time period (0, b.t) is still present 
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at t. It is seen that the value 1 occurs with probability 
{6.t 2._ (100 µie- µ,;vav) du 
Jo D.t t-u 
e-µ,;t 16.t e- µ, ;t 
= -- eµ,;udu = --(eµ, ;6.t - 1) = e-µ,;t + 0 (D.t). 
D.t 0 µiD.t 
Hence, Pi( '!9, t) = 1 + e-µ,;t ( e19 - 1) + 0 (D.t), and thus 
00 (A flt )k 2:>->.;6.t i k! (Pi( '!9, t) )k = e->.;6.t exp [Ai flt Pi( '!9, t)] 
k=O 
Now qi= I:;Jfi % yields 
Ai ( '!9, t) = ( 1 + Ai D. t ( e 19 - 1) e-µ,; t) x (ft. q;;[).t A;({!, t - [).t ) +(I - q;[).t) A;(fi, t - [).t )) 
= (1 +Ai flt (e 19 - l) e-µ,;t ) x (ft. q;; [).t A;({!, t) + A;(fi, t) - [).t A;( fi , t) - q,[).t A;(fi, t)) 
= ( 1 + Ai D. t ( e 19 - 1) e - µ, ; t) x (t, q;; [).t A;({!, t) + A;(fi, t) - MA:({! , t)) , 
with an additional 0 ( (flt )2 ) term, and where the derivative is with re-
spect tot. We have derived the following system of differential equations. 
Proposition 3.1. The MGF s Ai('!9, t) satisfy 
d 
Ai(e19 - l)e-µ,;tAi('!9, t) = A~('!9,t)- L %Aj('!9,t). (3.5) 
j=l 
Now define 'l/Ji (a , '!9) := f000 ae-0dAi('!9, t)dt. Then, by integrating, 
fo00 ae-atA~('!9,t)dt = a('l/Ji(a,'!9)-1). 
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We thus obtain 
d 
Ai(e19 - 1)-0'.-7/Ji(o: + µi, 19) = 0:(7/Ji(o:, 19) - 1) - L Qij7/J1(0:, 19); (3.6) 
O'. + µi j=l 
cf. [10, Eqn. (4.6), Cor. 1] in the one-dimensional case and [60, Thm. 3] in 
the network case for equations that resemble (3.5) for Markov-modulated 
shot-noise models. These may be viewed as continuous state-space ana-
logues or weak limits of the infinite server queue (see [61] regarding a 
general framework that includes both for the network version in the non-
mod ula ted case) . 
3.2 Mean 
To compute JEMi(Ta), with Ta,....., exp(o:), we differentiate Eqn. (3.6) with 
respect to 19 and let 19 + 0, thus obtaining 
or 
a 100 o:e-°'tlEMi(t)dt - t Qij 100 ae-atlEM1(t) dt 
0 j=l 0 
d 
o:JEMi(Ta) - L QiJlEMj(Ta)· (3.7) 
j=l 
Now consider the special case that the background process is in equilib-
rium at time 0. It turns out that the expressions simplify significantly. We 
have, due to (3.7), using that I::i 1riQij = 0, 
d - d 1 
L 1rilEMi(Ta) = L 1riAi--· 
i=l i=l O'. + µi 
Laplace inversion yields that 
in line with (3.1). Now consider steady-state behavior, that is, we let 
a + 0. From the above, we obtain an expression that could as well have 
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been found by applying Little's law: 
d d >. · 
I:>·iEMi(oo) = L ?Ti_:· 
i=l i= l µi 
3.3 Higher moments 
A second differentiation of (3.6) yields 
In other words, once we know the EMi (Ta) for all o: > 0, we can compute 
the associated second moment as well. Along the same lines, 
o: ~ (n) . d k o: ~ (n) -k Aio: +µi f;:o k ·~_md'!9k 'l/Ji(o:+µi,'!9) = >.i o:+µif;:o k EMdTa+µJ 
d 
= o:EM;i (To:) - L %EMj(Ta)· 
j=l 
As a consequence, these higher moments (at exponentially distributed 
epochs) can be recursively determined. Again there is a simplification if 
the background process is in equilibrium at time 0. Then we have the 
equation 
For the steady-state we obtain, d. [10], 
4 Asymptotic normality for general service times 
In this section we consider our Markov-modulated infinite server system, 
but, as opposed to the setting discussed in the previous section, now with 
generally distributed service times. The main result is a central limit the-
orem (for N -r oo) under the scaling% i--+ Nl+£% and Ai i--+ N>.i; here 
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c > 0. The intuitive idea behind this scaling is that the state of the back-
ground process moves at a faster time scale than the arrival processes (so 
that the arrival process is effectively a single Poisson process as N ~ oo), 
while this arrival process is sped up by a factor N (so that a central limit 
regime kicks in). 
Remark 4.1. We already observed that the number Mi(N) (t ) of particles 
still present at time t, out of the initial population of size N x0 and that 
arrived while the background process was in state i, is not affected by 
the evolution of the background process, as the departure rate has been 
determined upon arrival. Specializing to the case of exponential service 
times (with mean µ--; 1 if the particle under consideration had entered 
while the background process was in state i), the corresponding ran-
dom variables have independent binomial distributions with parameters 
N xo,i and e-µ;t . Nxo ,i denotes the number of particles present at time 0 
that arrived while the background was in state i . Therefore, as N ~ oo, 
M (N) (t) - N . - µ;t 
i yiN x o,ie ~ Norm (O, xo,ie-µ;t( l - e-µ;t)) . 
For other service-time distributions the quantities e-µ;t have to be re-
placed by the appropriate survival probability associated with the resid-
ual lifetime of a particle that is present at time 0 and that had arrived 
while the background process was in i. 
In light of the above, it suffices to focus on establishing a central limit 
theorem for the number of particles that arrived in (0, t] that are still 
present at time t . Let, in line with earlier definitions, this number be 
denoted by M i(N) (t) in case the modulating process is in state i at time 0. 
() 
One of the leading intuitions of this section is that, due to the fact that 
the timescale of the background process is faster than that of the arrival 
process, we can essentially replace our Markov-modulated infinite server 
system, as N ~ oo, by an M/G/ oo queue. This effectively means that, 
irrespective of the initial state i, M i( N)(t ) can be approximated by a Pois-
son distribution with parameter N {!t · The candidate for {!t can be easily 
identified using the theory of Section 2, namely Eqn. (3.1): 
(3.8) 
Let us now focus on identifying a candidate for the limiting covariance 
between M i( N) ( t) and M i( N) ( t+u); this is a rather elementary computation 
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that we include for the sake of completeness. Let N(t) be the number 
present in an M/G/oo queue that started off empty at time O; the arrival 
rate is A. and the distribution function of the service times is denoted by 
F(·) . In this system it is possible to compute the covariance between N(t) 
and N(t + u) explicitly in terms of the arrival rate and the distribution 
function F(-) of the service times. Realize that N(t + u) can be written as 
the sum of the particles that were already present at time t and that are 
still present at time t + u (which we denote by Nt(t + u) ), and the ones 
that have arrived in (t, t + u] and that are still present at time t + u. The 
latter quantity being independent of N(t), we have 
Cov(N(t) , N(t + u)) = Cov(N(t) , Nt(t + u)). 
It thus suffices to compute the quantity <Cov(N(t) , Nt(t + u)). To this end, 
define 
qA = q~t := -F(t - v)dv = -F(v)dv, lot 1 lot 1 , 0 t 0 t 
lot 1 lot 1 qB = q~ t := -(F(t + u - v) - F(t - v ))dv = -(F(v + u) - F(v))dv , , 0 t 0 t 
lot 1 lot 1 qc = q~t := -(1 - F(t + u - v))dv = -(1 - F(v + u))dv; , 0 t 0 t 
the first of these quantities can be interpreted as the probability that an 
arbitrary particle that has arrived in [O , t) has already left the system at 
time t, the second as the probability that it is still present at time t but not 
at t + u anymore, and the third as the probability that it is still present at 
time t + u. It now follows that 
00 k 
JEN(t) Nt(t + u) L L kf "JF' (N(t) = k , Nt(t + u) = £) 
k ==O e==O 
f e->.t (A.t)'m ft kf ( m) (qA)m- k(qB)k-e (qc) e, 
m. k,f 
m ==O k ==O e==O 
which turns out to equal (after some elementary computations) qc A.t + 
qc (l - qA )A.2 t 2 . As JEN(t) = (1 - qA )A.t and lENt(t + u) = qc A.t, it follows 
that 
<Cov(N(t) , N(t + u)) = qc A.t =A. lot (1 - F(v + u))dv. 
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This computation provides us with the candidate for the central limit re-
sult in the case of general service times. Define in this context, for t 1 ::; t2, 
(while if t2 < t1 we put Ct1 h = Ct2,t 1)· 
The following result covers the asymptotic multivariate normality. In 
the proof we consider the bivariate case (time epochs t and t + u), but the 
extension to a general dimension (time epochs t1 up to tK with, without 
loss of generality, t1 ::; . . . ::; t K ) is straightforward and essentially a 
matter of careful bookkeeping. 
Theorem 4.1. For any o: E IRK and t E JRK (with t 1 ::; ... ::; tK ), and general 
service times, as N --+ oo, 
with 
K K - lk-1 
a2 := L ak{!tk + 2 L L akaectk ,te. 
k= l k= l £= 1 
This theorem shows convergence of the finite-dimensional distribu-
tions to a multivariate Normal distribution. A next step would be to 
prove convergence at the process level, viz. convergence of 
to a Gaussian process with a specific correlation structure. Such a re-
sult has been proven for the regular (that is, non-modulated) M/M/ oo 
queue in which the Poisson arrival rate is scaled by N; the limiting pro-
cess is then an Ornstein-Uhlenbeck process - see e.g. [85]. The proofs 
of such weak convergence results typically consist of three steps: single-
dimensional convergence, finite-dimensional convergence, and a tight-
ness argument, where the tightness step tends to be relatively compli-
cated. In our setup (that is, the Markov-modulated M/G/ oo queue) we 
have proven the first two steps; the third step (tightness) is beyond the 
scope of this chapter. 
We prove Thm. 4.1 for the case of K = 2, with t 1 = t and t2 = t + u 
(fort , u 2 O); higher dimensions can be dealt with fully analogously but 
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these require substantially more administration. Our starting point is to 
set up a system of differential equations for the non-scaled process. This 
system is derived in the very same way as the differential equations for 
the univariate exponential case (see Prop. 3.1). Define, for fixed scalars 
et 1, a2 , and for u ~ 0 given, 
In addition, let 
Pi('19, t ) ·- Fi(t ) + e19°'1 (Fi(t + u) - Fi(t )) + e19(ai+a2 )(1 - Fi(t + u)) 
ei.9(ai+a2 ) - (ei.9cq - l )Fi(t) - ei.9ai (ei.9°'2 - l )Fi(t + u ). 
Proposition 4.2. The MGF s Ai ( '19, t ) satisfy 
d 
Pi('19, t )Ai('19, t ) = A~ ('19, t ) - Lqij Aj('l9, t ), 
j= l 
Proof Let Ii(t ) be the indicator function of the event that a particle arriv-
ing in (0, ~t] (while the background process was in state i) is still in the 
system at time t, and consider the random variable a 1Ii(t ) + a2Ii(t + u). 
Similarly to what we did earlier in this section, a 1Ii(t ) + a2Ii(t + u) can 
be split into three contributions; one corresponding to the event that a 
particle that arrived in (0, ~t] has already left the system at time t, one 
corresponding to the event that it is still present at time t but not any-
more at time t + u, and finally one corresponding to the event that it is 
still present at time t + u. With some standard calculus it is readily ob-
tained that 
This means that we obtain 
Ai(79, t ) = >. i ~t · Pi('19, t )Ai('l9, t - ~t) 
+ L 9ij ~t · Aj('19 , t - ~t) + (1 - Ai~t - qi ~t ) Ai(79, t - ~t) + o (~t). 
jf=i 
Now subtracting Ai( 79, t- ~t) from both sides, dividing by ~t, and letting 
~t _j, 0 leads to the desired system of differential equations. D 
57 
3.4. Asymptotic normality for general service times 
Proof of Thm. 4.1. Now we are ready to prove the bivariate asymptotic 
normality for the case of general service times. The idea behind the proof 
is to (i) start off with the differential equations for the non-scaled sys-
tem as derived in Prop. 4.2; (ii) incorporate the scaling in the differential 
equations, and apply the centering and normalization corresponding to 
the central limit regime; (iii) use Taylor expansions (for large N); (iv) ob-
tain a limiting differential equation (as N -t oo). This limiting differential 
equation finally yields the claimed central limit theorem. 
We first 'center' the random variable a 1Mi(N)(t) + a2Mi(N)(t + u); to 
this end we subtract N Q( t , u) from this random variable, with 
and {!t defined as in Eqn. (3.8). At this point we impose the scaling, that 
is, we replace% by Nl+c.%, and Ai by N Ai. With these parameters, we 
now study the appropriately centered and scaled random variable 
73a1Mi(N\t) + 73a2Mi(N)(t + u) - N73Q(t) 
JN 
where we suppress the argument u in Q(t , u) (as u is held fixed through-
out the proof). It means that we study the 'centered and scaled MGF' 
MN)(73, t) :=Ai ( ~' t) exp (-JN73Q(t) ) , 
where, due to Prop. 4.2, Ai(73/ Jlii, t) satisfies 
(3.9) 
_ ( 73 ) ( 73 ) _ I ( 73 ) l +c. ~ ( 73 ) Npi JN ' t Ai JN ' t -Ai JN ' t -N ~%Aj JN't . 
Realize that, as a straightforward application of the chain rule, 
Upon combining the above, we find a relation which is completely in 
terms of the centered/scaled MGF A;N) (73, t): 
(3.10) 
d 
+ VN73/(t)A;N) (73, t) _ Nl+c. 2= %Ar) (73, t). 
j =l 
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We now study the solution of this system of differential equations for N 
large by 'Tayloring' the function Pi ( 19 /JN, t) with respect to N. It is an 
elementary exercise to check that 
with 
We thus obtain the differential equation 
(.JN (h1 ,i (19, t) - 19r/(t)) + h2,i (19, t) + O(N-~ ) ) A~NJ(19, t) 
d 
= (A.;N) )'(19,t)-Nl+E LqiJ AJN\19, t) , 
j = l 
or in self-evident matrix/vector notation, 
Nl+E QA (N) (19, t) = (A (N) )
1(19, t) - .JN (H1(19 , t) - 19r/(t)) A (N\19, t ) 
- H2(19, t)A (N) (19 , t) + O(N-~ ). 
Now premultiply this equation by F := (II - Q) - 1, the so-calledfunda-
mental matrix, where II := brT. It holds that II2 = II, FIT = IIF = II, 
and QF = FQ = II-I; see for these properties and more background on 
fundamental matrices and deviations matrices e.g. [31]. We then obtain 
Nl+EA_(N)(19, t) = Nl+EIIA(N)(19, t)-F(A(N))'(19,t) 
+ VNF (H1 (19, t) - 19r/(t)) A (N\19, t) 
-(N) 1 + FH2(19 , t)A (19, t) + O(N-2). 
Iterating this identity once, we obtain 
Nl+EA_(N\19, t) = Nl+EIIA(N\19, t)-IIF(A(N))'(19,t) 
+ VNF (H1 (19, t ) - 19r/(t)) IIA (N\19, t) 
+ FH2(19, t)IIA (N) (19, t) + O(N-~ ) + O(N-E). 
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Now premultiply the equation by d 7r' T = 1 Trr. Recalling the identity 
IIF = II and noting that it follows from the definition of e(t) that 
1Trr (H1 (7'J, t ) - 7'Jr/ (t )) 1 = o, 
- (N) -
all O(N°' ) terms with a > 0 cancel. For limN-roo 7r'T A (7'J, t) =: A(7'J, t ) 
we thus obtain the following differential equation: 
Using the technique of separation of variables, it follows that 
A(fi, t ) ~ exp (1' t 7r; h2,;(fi, s}ds) •(fi, u), 
or 
for some function /<i,(7'J, u) that is independent oft. Now note that this 
expression should not depend on a 1 if t = 0. In addition, if we insert 
u = 0, then a 1 and a 2 should appear in the expression as a 1 + a2 . This 
enables us to identify /<i, (7'J, u). We eventually obtain 
- ( 7'J2 2 2 )) A(fJ, t ) = exp 2(a 1ot+ 2a1a2ct,t+u + a2 l?t+u , (3.11) 
as desired. We have proven the claimed convergence. 
Remark 4.2. It is remarked that the central limit theorem does not carry 
over to the case c: E (-1 , OJ, as then the term of order N 1- 2c cannot be 
neglected relative to the term of order N 1-c . As a result, in that situa-
tion the variance featuring in the central limit theorem will contain the 
fundamental matrix F for these values of c: . O 
5 Examples 
5.1 Two-state model 
In this example we consider the cased = 2, and exponential sojourn times 
of the background process, that is, the time spent in state i is exponential 
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with mean l /qi E (O,oo). From lEM (Ta) = (A(a)) - 1<p(a) we obtain for 
the mean number in the system after an exponential time with mean 1 /a 
(ignoring the effect of an initial population) 
( >-1 ) ( lEM1(Ta) ) 1 ( q2 +a q1 ) a+ µ1 JE1\J2(Ta) Q1 + Q2 +a q2 Q1 +a >-2 
a+ µ2 ( a+ q2 >-1 + q1 >-2 ) a + Q1 + q2 a + µ 1 a + q1 + q2 a + µ 2 a + Q1 >-2 q2 >-1 + 
a + q1 + q2 a + µ2 a + q1 + q2 a + µ1 
When sending a to oo, we indeed obtain that lEMi(T00 ) = 0; when send-
ing a to 0, the resulting formula is consistent with the long-term mean 
number in the system, as found earlier. Replacing qi by N Qi (for i = 1, 2), 
we obtain that both components of !EM ( Ta) converge (as N--+ oo) to 
which is for µ 1 = µ 2 in line with the findings in [51]. 
We now focus on computing the second moment; for ease we consider 
the stationary case. From Section 3.3, we have 
which becomes after sending a to 0, 
obviously, 7r1 = 1 - 7r2 = q2/(q1 + q2)· 
We now find a lower bound on the variance of the stationary number 
of particles in the system. Restricting ourselves to the case µ i = µ for 
i = 1, . .. , d, elementary computations yield 
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with ri :=>..ifµ and q :=qi + q2. We now claim that, with R denoting the 
stationary mean 7ri ri + 7r2r 2, the stationary variance is larger than this R, 
or equivalently 
(3.12) 
with equality only if >.. i = >..2. This can be shown as follows. Writing 
ri = ar2 1 the above claim reduces to verifying that, for all a E (0, oo ), 
with equality only if a= 1; here 
µ - q2 µ - qi Ji = 1 - h := --, 92 := 1 - 9i := --. µ-q µ-q 
Observe that fi > 7ri, so that the left-hand side of (3.13) has a minimum. 
Now realize that Ji - 7ri = -(h - 7r2) and 92 - 7r2 = -(9i - 7ri). As a 
result, (3.13) reduces to 
which, due to (Ji - 7ri)7ri = (92 - 7r2)7r2, can be rewritten as 
(Ji - 7ri)7ri(a - 1)2 2: 0. 
Claim (3.12) thus follows. We conclude that Var M ( oo) 2': lEM ( oo), with 
equality if and only if >..i = >..2. 
This result can be intuitively understood. As argued before, M ( oo) is 
distributed as a Poisson random variable with a random parameter. In 
the introduction of [51], it was shown with an elementary argument that 
this entails that VarM(oo) 2: JEM(oo); informally, this says that Markov 
modulation increases the variability of the stationary distribution. We 
have now shown that ford = 2 this inequality is in fact strict, unless the 
>..i match (and equal, say >..) . In fact, then the queue is just an M/M/ oo 
system which has the Poisson(>.. /µ ) distribution as the equilibrium distri-
bution, for which mean and variance coincide (and have the value >.. / µ). 
In other words, ford = 2 there are no other ways to obtain a Poisson 
stationary distribution than letting all >..i be equal. 
5.2 Computational results 
We include computational results demonstrating the converging behav-
ior of the two-state scaled process in one dimension (i.e., K = 1 in Thm. 
4.1). Unscaled, the parameters are .X = (1 , 2), µ = (1, 1), and q = (1, 3). 
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Depicted in Figure 3.1 is the limiting behavior of Eqn. (3.9) assuming ex-
ponential service times, obtained by solving the scaled version of the dif-
ferential equation (3.5) with the MGF parameter {) = 0.5 and c: = 0.5. 
The corresponding limiting curve from Eqn. (3.11) is plotted as well. As 
in the case with deterministic transition times [22], we observe loglinear 
convergence, with the solution curve closely following the limiting curve 
for N = 1000. Tweaking the parameters results in the same convergence 
behavior. 
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Figure 3.1: (above) The scaled process, A (N) (0.5 , t), approaches the limit-
ing curve as N grows larger. (below) Maximum error as a function of N 
shows loglinear convergence. 
64 
Chapter 4 
An FCLT using martingale 
theory: fast and slow 
environment 
We consider a model in which the production of new molecules in a 
chemical reaction network occurs in a stochastic fashion, modeled as a 
Poisson process with a varying rate. It is assumed that molecules decay 
after an exponential time with a uniform rate. The quantity of interest 
is distribution of the number of molecules in the system, under a time-
scaling similar to that seen in Chapters 2 and 3; namely the background 
process is sped up by a factor N a, for some a > 0, whereas the arrival 
rates are multiplied by N, for N large. Note however, that whereas in 
Chapters 2 and 3 the condition was that a > 1, the results in this chapter 
also include the case when 0 < a :::; 1. The main result is a functional 
central limit theorem (FCLT), in that the number of molecules, after cen-
tering and scaling, converges to an Omstein-Uhlenbeck process. An in-
teresting dichotomy is observed: (i) if a > 1 the background process 
jumps faster than the arrival process, and consequently the arrival pro-
cess behaves essentially as a (homogeneous) Poisson process, so that 
the scaling in the FCLT is the usual VF!, whereas (ii) for a :::; 1 the back-
ground process is relatively slow, and the scaling in the FCLT is Nl - a/ 2 . 
In the latter regime, the parameters of the limiting Omstein-Uhlenbeck 
process contain the deviation matrix associated with the background 
process J(-). The remainder of this chapter has appeared as article [4]. 
1 Introduction 
When modeling chemical reaction networks within cells, the dynamics 
of the numbers of molecules of the various types are often described by 
deterministic differential equations. These models ignore the inherent 
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stochasticity that may play a role, particularly when the number of mo-
lecules is relatively small. To remedy this, the use of stochastic represen-
tations of chemical networks has been advocated, see e.g. [6, 30, 45] . 
In this chapter we use the formulation as in [5, 13] where the num-
bers of molecules evolve as a continuous-time Markov chain. A concise 
description of this formulation is the following, with our specific model 
more formally developed in Section 2. Consider a model consisting of a 
finite number, £, of species and a finite number, K, of reaction channels. 
We let M (t) be the £-dimensional vector whose ith component gives the 
number of molecules of the ith species present at time t. For the kth re-
action channel we denote by v k E Z~0 the number of molecules of each 
species needed for the reaction to occ~r, and by v~ E Z~0 the number pro-
duced. We let µk(x ) denote the rate, or intensity (termed propensity in the 
biology literature), at which the kth reaction occurs when the numbers of 
molecules present equals the vector x. Then, M (t) may be represented 
as the solution to the (vector-valued) equation 
M (t) ~ M (O) + t,(v~ -v,) Y, (J.' µ,(M (s))ds) , (4.1) 
where the stochastic processes Yk( ·) are independent unit-rate Poisson 
processes [5]. Note that if, for some k* E {1 , ... , K}, v~* - v k* equals 
the ith unit vector ei, then the k*th reaction channel corresponds to the 
external arrival of molecules of species i . For the specific situation that 
subnetworks operate at disparate timescales, these can be analyzed sepa-
rately by means of lower dimensional approximations, as pointed out in 
e.g. [57]. 
In this chapter we study a model of the type described above, for the 
special case that there is just one type of molecular species (i.e., f = 1), 
and that there are external arrivals. The distinguishing feature is that the 
rate of the external input is determined by an independent continuous-
time Markov chain J (-) (commonly referred to as the background process) 
defined on the finite state space {1 , .. . , d}. More concretely, we study a 
reaction system that obeys the stochastic representation 
where Y1 (-) and Y2 ( ·) are independent unit-rate Poisson processes, and 
AJ(s) takes the value Ai 2'. 0 when the background process is in state i . 
Hence, in this model external molecules flow into the system according 
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to a Poisson process with rate Ai when the background process J (·) is 
in state i, while each molecule decays after an exponentially distributed 
time with mean µ - 1 (independently of other molecules present). 
The main result of the chapter is a functional central limit theorem 
(FCLT) for the process M(t), where we impose a specific scaling on the 
transition rates Q = (%)fj=l of the background process J (t) , as well as 
on the external arrival rates.\= (A1 , ... , Ad)T (note that all vectors are to 
be understood as column vectors). More precisely, the transition rates of 
the background process are sped up by a factor Na, with a > 0, while 
the arrival rates are sped up linearly, that is, they become N Ai. Then 
we consider the process UN ( t) (with a superscript N to stress the depen-
dence on N), obtained from MN (t) by centering, that is, subtracting the 
mean EMN (t) , and normalizing, that is, dividing by an appropriate poly-
nomial in N. It is proven that UN (t) converges (as N -t oo) weakly to 
a specific Gauss-Markov process, viz. an Ornstein-Uhlenbeck (OU) pro-
cess with certain parameters (which are given explicitly in terms of.\, µ, 
and the matrix Q). Our proofs are based on martingale techniques; more 
specifically, an important role is played by the martingale central limit 
theorem. 
Interestingly, if a > 1 the normalizing polynomial in the FCLT is the 
usual ..JN, but for a :S 1 it turns out that we have to divide by N 1- a/ 2 . 
The main intuition behind this dichotomy is that for a > 1 the timescale 
of the background process is faster than that of the arrival process, and 
hence the arrival process is effectively a (homogeneous) Poisson process. 
As a result the corresponding FCLT is in terms of the corresponding Pois-
son rate (which we denote by A00 := 7r T .\,where 7r is the stationary distri-
bution of the background process) andµ only. For a ::::; 1, on the contrary, 
the background process jumps relatively slowly; the limiting OU process 
is in terms of.\ andµ, but features the deviation matrix [31] associated to 
the background process J ( ·) as well. 
In earlier works [18, 21] a similar setting was studied. However, where 
we use a martingale-based approach in the present chapter, in [18, 21] 
another technique was applied: (i) we set up a system of differential 
equations for the Laplace transform of MN (t) jointly with the state of the 
background process J N (t), (ii) modified these into a system of differen-
tial equations for the transform of the (centered and normalized) process 
uN (t) jointly with JN (t), (iii) approximated these by using Taylor expan-
sions, and (iv) then derived an ordinary differential equation for the limit 
of the transform of UN (t) (as N -t oo). Since this differential equation 
yielded a Normal distribution, the CLT was established. Importantly, the 
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results derived in [18, 21] crucially differ from the ones in the present 
chapter. The most significant difference is that those results are no FCLT: 
just the finite-dimensional convergence to the OU process was established, 
rather than convergence at the process level (i.e., to prove weak conver-
gence an additional 'tightness argument' would be needed). For the sake 
of completeness, we mention that [21] covers just the case a > 1, that is, 
the regime in which the arrival process is effectively Poissonian, while 
[18] allows all a > 0. 
The previous line of work in [18, 21, 22] was presented in the lan-
guage of queueing theory; the model described above can be seen as an 
infinite server queue with Markov-modulated input. In comparison to 
Markov-modulated single server queues (and to a lesser extent Markov-
modulated many server queues), this infinite server model has been much 
less intensively studied. This is potentially due to the fact that the pres-
ence of infinitely many servers may be considered less realistic, perhaps 
rightfully so in the context of operational research, the major application 
field of queueing theory. In the context of chemical reactions, however, it 
can be argued that the concept of infinitely many servers is quite natural: 
each molecule brings its own 'decay' -server. 
We conclude this introduction with a few short remarks on the relation 
of our work with existing literature. Incorporating Markov modulation 
in the external arrival rate the infinite server queue becomes, from a bi-
ological perspective, a more realistic model [87]. It is noted that deter-
ministic modulation has been studied in [37] for various types of non-
homogeneous arrival rate functions (Mtf GI oo queue). For earlier re-
sults on the stationary distribution of Markov-modulated infinite server 
queues, for instance in terms of a recursive scheme that determines the 
moments, we refer to e.g. [32, 44, 59, 75]. 
As mentioned above, at the methodological level, our work heavily 
relies on the so-called martingale central limit theorem (MCLT), see for 
instance [39, 94]. It is noted that convergence to OU has been established 
in the non-modulated setting before: an appropriately scaled MIMI oo 
queue weakly converges to an OU process. For a proof, see e.g. [85, Sec-
tion 6.6]; cf. also [23, 52]. 
The rest of this chapter is organized as follows. In Section 2 we set 
up the model, its properties and quantities of interest, and present the 
essential mathematical tools. The N °'-scaled background process is thor-
oughly investigated in Section 3; most notably we derive its FCLT rely-
ing on the MCLT. This takes us to Section 4, where we first show that 
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J\l[N (t) := N - 1 MN (t) converges to a deterministic solution, denoted by 
Q(t) , to finally establish the FCLT for MN (t) by proving asymptotic nor-
mality of the process N f3 (MN (t) - Q(t)), with f3 E (0, 1/2) appropriately 
chosen. As indicated earlier, the parameters specifying the limiting OU 
process depend on which speedup is 'faster': the one corresponding to 
the background process (i.e., a > 1) or that of the arrival rates (i.e., a < 1). 
We conclude this chapter by a set of numerical experiments, that illustrate 
the impact of the value of a. 
2 The model and mathematical tools 
In this section we first describe our model in detail, and then present 
preliminaries (viz. a version of the law of large numbers for Poisson pro-
cesses and the MCLT). 
Model. This chapter considers the following Markovian model. Let J(t) 
be an irreducible continuous-time Markov process on the finite state space 
{1 , ... , d}. Define its generator matrix by Q = (% )1,j=l and the (necessar-
ily unique) invariant distribution by 7r; as a consequence, 7rTQ = oT. Let 
X i(t) be the indicator function of the event {J(t) = i}, for i = 1, ... , d; 
in other words: X i(t) = 1 if J(t) = i and 0 otherwise. It is assumed 
that J(-) is in stationarity at time 0 and hence at any t; we thus have 
IP'(J(t) = i) = 1ri · As commonly done in the literature, the transient dis-
tribution IP' (J(s) = j I J(O) = i) is denoted by Pij(s) and is computed as 
(eQ8 )i,j· 
The model considered in this chapter is a so-called Markov-modulated 
infinite server queue. Its dynamics can be described as follows. For any 
time t 2: 0, molecules arrive according to a Poisson process with rate 
Ai if X i(t) = 1. We let the service/decay rate of each molecule beµ ir-
respective of the state of the background process. There are infinitely 
many servers so that the molecules' sojourn times are their service times; 
the molecules go in service immediately upon arrival. Throughout this 
chapter, M(t) denotes the number of molecules present at time t. 
Scaling. In this chapter an FCLT under the following scaling is investi-
gated. The background process as well as the arrival process are sped up, 
while the service-time distribution remains unaffected. More specifically, 
the transition matrix of the background process becomes N aQ for some 
a > 0, while the arrival rates, Ai for i = 1, ... , d, are scaled linearly (i.e., 
become N Ai); then N is sent to oo. To indicate the fact that they depend 
on the scaling parameter N, we write in the sequel JN (t) for the back-
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ground process, X[" ( t ) for the indicator function associated with state i 
of the background process at time t , and M N(t) for the number of mo-
lecules in the system at time t. Later in the chapter we let the transitions 
of the background process go from being sublinear (i.e., a < 1) to super-
linear (i.e., a > 1); one of our main findings is that there is a dichotomy, in 
the sense that there is crucially different behavior in these two regimes, 
with a special situation at the boundary, i.e., a = 1. 
The above model can be put in terms of a chemical reaction network, 
as formulated in the introduction. It turns out to be convenient to do so 
by interpreting the background process as a model for a single molecule 
transitioning between d different states, with X [" (t) denoting the number 
of molecules in state i at time t . Since there is at most one such molecule, 
we see X [" (t) E {O, l }. The following table informally summarizes the 
relevant reactions and corresponding intensity functions for the model of 
interest: 
Reaction Intensity function Description 
X i --+ X j (for i # j ) N o.qijXfY (t) J (·) jumps from i to j 
0--+ M I:,t=1 N >-.iX [" ( t) Arrival 
M --+ 0 µMN (t) Departure 
As mentioned above, it is assumed that a > 0; in addition, % 2:: 0 for 
i i= j (while Ql = 0), Ai 2:: 0, and µ > 0. The dynamics can be phrased 
in terms of the stochastic representation framework, as described in the 
introduction. In the first place, the evolution of the indicator functions 
can be represented as 
x [" (t) = x [" (O) - t Yi ,j ( N o.qij jt x [" (s)ds) 
] = l 0 
ji.i 
+ t YJ ,i ( N o.qji 1t Xf (s)ds) (4.2) 
]= l 0 
jf.i 
where the Yi ,j (i , j = 1, ... , d with i i= j ) are independent unit-rate Pois-
son processes. It is readily verified that if the X[" (0), with i = 1, ... , d, are 
indicator functions summing up to 1, then so are the X[" (t) for any t 2:: 0. 
The second (third, respectively) term in the right-hand side represents 
the number of times that J N(-) leaves (enters) state i in [O, t] . 
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In the second place, the number of molecules in the system evolves as 
MN (t) ~MN (0) + Y, ( N f.' t >.,xf' (s)ds ) ~ Y, (µf.' MN (s)ds) , 
(4.3) 
where Y1 , and Y2 are independent unit-rate Poisson processes (also inde-
pendent of the Yi,j )· 
The objective of this chapter is to describe the limiting behavior of the 
system as N ---+ oo, for different values of a. Our main result is an FCLT 
for the process MN ( ·); to establish this, we also need an FCLT for the state 
frequencies of J N(-) on [O, t], defined as 
zN (t) = (Z f (t), .. ., ZS' (t))T, with zf (t) :=fat x f (s)ds. 
This chapter essentially makes use of two more or less standard 'tools' 
from probability theory: the law of large numbers applied to Poisson 
processes and the martingale central limit theorem (MCLT). For the sake 
of completeness, we state the versions used here. 
Lemma 2.1. [5, Thm. 2.2] Let Y be a unit rate Poisson process. Then for any 
u > 0, 
lim sup I Y(;u) - u! = 0, 
N-+ 00 0-::;u-::;u 
almost surely. 
The following is known as (a version of) the MCLT, and is a corollary to 
Thm. 7.1.4 and the proof of Thm. 7.1.1 in [39]. Here and in the sequel,'-=;.' 
denotes weak convergence; in addition, [., ·]t is the quadratic covariation 
process. 
Theorem 2.2. Let {MN},for NE N, be a sequence of ~d-valued martingales 
with M N (0) = 0 for any N E N. Suppose 
lim lE [sup IM N(s) - M N(s -)1] = 0 , with M N(s-) := lim M N(u), 
N-too s'!;;t ujs 
and, as N ---+ oo, 
[Mf, M f]t---+ Cij(t) 
for a deterministic matrix cij ( t) that is continuous in t, for i, j = 1, ... ' d 
and for all t > 0. Then M N -=;. W, where W denotes a Gaussian pro-
cess with independent increments and lE [W(t)W(t)T] = C(t) (such that 
lE[Wi(t) Wj(t)] = Cij(t)). 
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There is an extensive body of literature on the MCLT; for more back-
ground, see e.g. [56, 81, 94] . 
3 A functional CLT for the state frequencies 
In this section we establish the FCLT for the integrated background pro-
cesses z N (t), that is, the state frequencies of the Markov process JN(-) on 
[O, t]. This FCLT is a crucial element in the proof of the FCLT of M N (t), 
as will be given in the next section. It is noted that there are several 
ways to establish this FCLT; we refer for instance to the related weak 
convergence results in [16, 66], as well as the nice, compact proof for the 
single-dimensional convergence in [9, Ch. II, Thm. 4.11]. We chose to 
include our own derivation, as it is straightforward, insightful and self-
contained, while at the same time it also introduces a number of concepts 
and techniques that are used in the MCLT-based proof of the FCLT for 
MN ( t ) in the next section. 
We first identify the corresponding law of large numbers. To this end, 
we consider the process X N (t) by dividing both sides of (4.2) by N a and 
letting N -+ oo. Since X{" ( t) E { 0, 1} for all t, the X{" ( t) and X{" (0) terms 
both go to zero as N -+ oo. Thus we may apply Lemma 2.1 to see that 
almost surely, as N -+ oo, 
- I:, %zf" (t) +I:, q1izf (t)-+ o, 
j~i j~i 
or limN-too z N (t)T Q = oT. Bearing in mind that 1 T z N (t) = t, the limit 
of z N (t) solves the global balance equations, entailing that 
(4.4) 
almost surely as N -+ oo, where we recall that 7r is the stationary distri-
bution associated with the background process J(·). 
As mentioned above, the primary objective of this section is to establish 
an FCLT for z N (·) as N -+ oo. More specifically, we wish to identify a 
covariance matrix C such that, as N -+ oo, 
(4.5) 
with W (-) representing a (d-dimensional) Gaussian process with inde-
pendent increments such that lE [W (t) W (t)T] = Ct. In other words: our 
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goal is to show weak convergence to a d-dimensional Brownian motion 
(with dependent components). 
We start our exposition by identifying a candidate covariance matrix 
C, by studying the asymptotic behavior (that is, as N--+ oo) of 
Cov(Zf (t) , zf (t)) 
for fixed t. Bearing in mind that zf ( t) is the integral over s of xf ( s) I 
and using standard properties of the covariance, this covariance can be 
rewritten as 
t [8 f' t ft lo lo Cov(Xf(r),Xf(s)) drds+ lo 
8 
Cov(Xf(r),Xf(s)) drds. 
Recalling that the process J N ( ·) starts off in equilibrium at time 0, and 
that Xi(s) is the indicator function of the event {JN (s) = i} , this expres-
sion can be rewritten as 
where we use the notation p~ (s) := IP>( J N (s) = j I J N (0) =i).Perform-
ing the change of variable u := r N° we thus find that 
f' t [8N"' 
N°Cov(Zf (t) , zf (t)) = ni lo lo (PiJ(u) - nJ) duds 
f' t f' (t-s)N"' 
+ 1fj lo lo (PJi(u) - ni) duds. 
A crucial role in the analysis is played by the deviation matrix D = (Dij )1,J=l 
associated with the finite-state Markov process J C); it is defined by 
(4.6) 
see e.g. [31] for background and a survey of the main results on devi-
ation matrices. Combining the above, we conclude that, as N --+ oo, 
with Cij := niDij + njDji we have identified that candidate covariance 
matrix, in the sense that we have shown that, for given t, 
N° Cov(Zf (t) , zf (t)) --+ CiJ t 
as N --+ oo. The objective of the remainder of this section is to establish 
the weak convergence (4.5) with the covariance matrix C = (CiJ)1,j=l · 
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We now prove this weak convergence relying on the MCLT. We start by 
considering linear combinations of the Xf (t ) processes based on Eqn. (4.2) 
and introduce Xf (t ) := Xf (t ) - Xf (0) for notational convenience. For 
any real constants Ji , i = 1, . .. , d, we have that 
d d ~ J;Xf"(t) ~ ~~/• (Y;• (N" ZJ'(t) q;;) -Yi; (N" Zf"(t)q;1) ) 
d d 
= :L L UJ - fi)~J (Na zf (t)QiJ) , (4.7) 
i= l j=l 
where we do not need to define the processes ~i as the terms containing 
them are zero anyway. Note that the quadratic variation of this linear 
combination is equal to 
as the quadratic variation of a Poisson process is equal to itself. Due to 
Lemma 2.1 and Eqn. (4.4), we have for N--+ oo, 
The crucial step in proving the weak convergence and consequently ap-
plying the MCLT is the identification of a suitable martingale. We prove 
the following lemma. 
Lemma 3.1. Let D denote the deviation matrix of the background Markov chain 
J (t) . V N(t ) := N-al2 X N(tf D+ N a/2 (zN(t)- 7rt) is an ~d-valuedmar­
tingale. 
Proof We center our unit-rate Poisson processes by introducing 
°fi ,J(u) := ~,J(u) - u. 
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The following algebraic manipulations are easily verified: 
d d 
N-a/2 L 2.._)Djk - Dik)~j (Na zf (t)%) 
i=l j =l 
d d d 
= N - a/2 L xf (t) Dik - Na/2 L L (Djk - Dik)Zf (t)% 
i= l i=lj=l 
d d 
= N -a/2 ( _x N (tf D) k - Na/2 L L z f (t)% DJk 
·i=l j=l 
= N-a/2 (x N(t f D) k + Nal2(Z{;'( t) -nkt), 
where we used Eqn. (4.7), the fact that I:f=1 Zf (t) = t and the property 
QD = II - I, with II = l7rT. As centered Poisson processes are mar-
tingales, and linear combinations preserve the martingale property, this 
concludes the proof. D 
We now wish to apply the MCLT to v N (t) as N ---+ oo. As the second 
term is absolutely continuous, and the first term is a jump process with 
jump sizes N-a/2, we have indeed vanishing jump sizes as required by 
the MCLT. We now compute the covariations of y N (t) , and note that as 
the second term is absolutely continuous and thus does not contribute to 
the covariation, we have that 
N N -a - NT - NT [\Ii , Vj ]t = N [((X ) D)i, ((X ) D)J]t 
= ~N-a ( f((X Nf D)i + (( X Nf D)J]t 
-[((X Nf D)i]t - [((X Nf D)Jlt ) 
= ~N-a ( [t X{;' (Dki + DkJ)l 
k= l t 
-[t .xr: Dki] - [t .xr: Dkj] ) , (4.10) 
k=l t k=l t 
where we have used the polarization identity 2[X, Y]t = [X + Y]t- [X]t-
[Y]t. 
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Using Eqn. (4.9), this converges to 
1 d d [vt, vtJt -t 2t LL 7rkQkex 
k=lf= l 
( (Dki + DkJ - Dei - DeJ )2 - (Dki - Dei )2 - (DkJ - DeJ )2 ) 
d d 
= t L L 7rkQke(Dki - Dei )(DkJ - DeJ) 
k=l £=1 
= t(KJDJi + 1riDiJ ) (4.11) 
where we have used the properties Ql = 0, IIQ = 0, QD = II - I and 
IID = 0. Thus, from the MCLT we have that v N (t) converges weakly to 
d-dimensional Brownian motion with covariance matrix 
C := DT diag{ 7r} + diag{ 7r} D . 
As the first term of V N (t) vanishes for N -t oo, we have established the 
desired FCLT: 
Proposition 3.2. As N -t oo, 
N °12 (zN (t) - 7rt) :::} W c(t), 
where W c ( ·) is a zero-mean Gaussian process with independent increments and 
covariance structure lE [W c(t)W c(t)T] = Ct. 
4 A functional CLT for the process MN ( t) 
Using the FCLT for the process z N (t), as established in the previous sec-
tion, we are now in a position to understand the limiting behavior of the 
main process of interest, M N (t), as N grows large. As before, we begin 
by considering the average behavior of the quantity of interest. Dividing 
both sides of (4.3) by N, and denoting MN (t) := N - 1 M N (t), we have 
MN (t) =MN (O)+N-1Y1 ( N t A;Z[' (t) )-N - 1Y2 ( N J' l M N (s)ds) . 
Assuming that MN (0) converges almost surely to some value Qo, the use 
of Lemma 2.1 in conjunction with Eqn. (4.4) yields that ilfN (t) converges 
almost surely to the solution of the deterministic integral equation 
Q(t) = L>o + (t Ai1ri) t - µ rt g(s)ds = L>o + >.oc,t- µ rt g(s)ds, (4.12) 
i=l Jo Jo 
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with\)() := 7r TA.. It is readily verified that this solution is given by 
,\ Q(t) = (!oe- µ,t + 00 (1 - e- µ, t ). 
µ 
(4.13) 
As our goal is to derive an FCLT, we center and scale the process MN( ·); 
this we do by subtracting N (!(·), and dividing by N 1-f3 for some f3 > 0 to 
be specified later. More concretely, we introduce the process 
Letting f3 > 0 be arbitrary (for the moment), we have that due to 
Eqn. (4.12), 
N /3 (M N (t) - Q(t)) 
= N /3 (MN (0) - Qo) - N 13 (Q(t) - Qo) 
+ N P ( N - 1Yi ( N t A;Zf (t) ) - N - 'y2 ( N µf.' MN (s)ds)) 
= N f3 (MN (0) - Qo) - N /3 ( ,\00 t - µfa t Q(s)ds) 
+ N P ( N - 11'1 ( N t >., z f (t)) -N - 1}'2 ( N µf.' M N (s)ds )) 
d t 
+ N /3 f;_,\ iZ["(t)- N f3 µ la MN(s)ds . 
This identity can be written in a more convenient form by defining the 
process 
which is a martingale [5] . The resulting equation for Ujf (t) is 
ufj (t) = ufj (O) + N 13- 1 R13 (t) 
+NP (tA,Zf(t)- A00t)-µ l u; (s)ds. (4.14) 
We wish to establish the weak convergence of the process Ufj (t), as 
N -t oo. We must simultaneously consider how to choose the parameter 
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{3 . To do so we separately inspect the terms involving R13 (t) and Zf (t) in 
Eqn. (4.14). 
First note that the sequence of martingales {Nf3- l R13 (t)} , for N E N, 
clearly satisfies the first condition of Thm. 2.2, that of vanishing jump 
sizes, under the condition that {3 < 1, which we impose from now on. To 
obtain its weak limit, we compute its quadratic variation 
[NP-! Rp], = N 2fi- 2 ( Y, ( N ~ >.,zf (t)) + Y, ( N µ 1' MN (s)ds )) . 
(4.15) 
For this term to converge in accordance with Thm. 2.2, we need {3 :::; ~ ' 
which we impose from now on. With {3 = ~, the term (4.15) will converge 
to >.00 t + µ J~ Q(s)ds . Choosing {3 < ~ will take it to zero. Turning to the 
Zf terms of (4.14), by Prop. 3.2, and recalling that >.00 = 7rT_x, we have 
that for {3 = a / 2, 
(4.16) 
which is distributionally equivalent to W(I>t), where W is a standard 
Brownian motion and 
d d 
p := L L Ai AjCij. 
i= l j = l 
(4.17) 
If {3 < a / 2 the term on the left-hand side of (4.16) converges to zero. 
Combining the above leads us to select /3 = min{ a/2, 1/ 2}. In the sequel 
we distinguish between a> 1, a< 1, and a= 1. 
Before we treat the three cases, we first recapitulate the class of 
Omstein-Uhlenbeck (OU) processes. We say that S(t) is OU(a, b, c) if it 
satisfies the stochastic differential equation (SDE) 
dS(t) =(a - bS(t))dt + vcdW(t) , 
with W(t) a standard Brownian motion. This SDE is solved by 
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By using standard stochastic calculus it can be verified that (taking u ::; t) 
JES(t) 
Var S(t) 
Cov(S (t), S(u)) 
For t large, we see that 
S(O)e-bt + ~(1 - e-bt), 
~(l _ e-2bt) 
2b ' 
-bu 
ce ( bt - bt) 
-- e - e . 
2b 
(4.18) 
a 
JES(oo) = b' 
c 
Var S(oo) = 2b , lim Cov(S(t) , S(t + u)) = 2cb e-bu . t--too 
After this intermezzo, we now treat the three cases separately. 
Case 1: a> 1 
In this case we pick f3 = 1/ 2. The term (4.15) converges to 
d t t L A(rrit + µ 1 Q(s)ds = >.00 t + µ 1 Q(s)ds, 
i=l 0 0 
while the term (4.16) converges to zero and is therefore neglected. Hence, 
U{j2 (t) converges in distribution to the solution of 
Ui;2 (t) = Ui;2(0) + W ( Aoot +µit Q(s)ds) - µit U1;2(s)ds , 
where W is a standard Brownian motion. The above solution is distribu-
tionally equivalent to the solution of the Ito formulation of the SDE 
U1 ;2 (t) = U1; 2(0) + i t J>.oo + µQ(s)dW(s) - µ i t U1;2 (s)ds. 
This SDE can be solved using standard techniques to obtain 
U1; 2(t) = e-µt ( U1;2 (0) + i t J>.00 + µQ(s)eµ 8 dW(s) ) . 
We now demonstrate how to compute the variance of U1; 2 (t) . To this 
end, first recall that by virtue of (4.13), 
Var Ui;2 (t) = lot (>.00 + µQ(s)) e-2µ(t-s) ds 
i t ( Aoo + µ ( Qoe- µs + >.;: (1 - e-µs) )) e-2µ(t-s) ds. 
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After routine calculations, this yields 
Var U1;2(t) = ( eoe-µt + >..:: ) (1 - e-µt), 
cf. the expressions in [21, Section 4). In a similar fashion, we can derive 
that 
It is seen that fort ---+ oo the limiting process is OU(O, µ , 2\)())· 
Case 2: a < 1 
In this case we pick f3 = a/2 and the term (4.15), and therefore the 
term N f3- I R 13 (t ), converges to zero, whereas the term (4.16) converges 
to W (I>t ), where W is a standard Brownian motion and I> as defined by 
Eqn. (4.17). Hence, U{:;2 (t) converges weakly to the solution of 
It is straightforward to solve this equation: 
This process has variance 
l t 1 _ e - 2µt Var Ua; 2 (t) = I>e- 2µ(t-s) d s =I> . 0 2µ (4.19) 
It is readily checked that this process is OU(O, µ , I> ); this is due to 
Case 3: a= 1 
In this case we put f3 = 1/ 2, and the terms N f3- l R13 (t ) and (4.16) are of 
the same order. Hence, their sum converges weakly to 
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where W is a standard Browian motion. In this case U02 (t) converges 
weakly to the solution of 
U1;2(t) = U1;2(0) + W (it(,\'°+ P + µQ(s)) ds) - µit Ui;2 (s)ds. 
Solving the above in a similar fashion to cases 1 and 2 yields 
Ui;2 (t) = e-µt ( U1 ; 2(0) +it J>..00 + P + µQ( s) eµsdW(s)) . 
with the corresponding variance 
Var U1; 2(t) =it (>..00 + P + µQ(s)) e-2µ(t-s)ds 
= ( f}o e-µt + >..oo ) (1 - e-µt) + _!_(1 - e-2µt) 
µ 2µ 
and covariance 
Cov(Ui; 2(t), U1;2(t + u)) 
= e-µu ( ( eoe-µt + >..;: ) (1 - e-µt) + ~ (1 - e-2µt) ) . 
For t large this process is OU(O, µ, 2>..00 + :P). 
We summarize the above results in the following theorem; it is the 
FCLT for M N (t) that we wished to establish. It identifies the Gauss-
Markov process to which MN ( ·) weakly converges, after centering and 
scaling; this limiting process behaves, modulo the effect of the initial 
value flo, as an OU process. More specifically, the theorem describes the 
limiting behavior of the centered and normalized version U !f ( ·) of MN ( ·): 
the focus is on the process 
It is observed that for a 2: 1, we have the usual VN CLT-scaling; 
for a < 1, however, the normalizing polynomial is Nl-a/2, that is 
f3 = min{a/ 2, 1/ 2}. 
Theorem 4.1. As N -7 oo, the process U!f (t) converges in distribution to the 
solution of 
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where 
{ 
J >.oo + µQ(s) , 
a(s) := v'P, 
J,..._.> _oo_+_I>_+_µ_Q-,.( s-,...) , 
a > 1, f3 = 1/ 2; 
a < 1, f3 = a / 2; 
a = 1, f3 = 1/ 2, 
W is standard Brownian motion and I>= I.:f=1 I.:J=1 Ai AjCij· 
5 Discussion and an Example 
Above we identified two crucially different scaling regimes: a > 1 and 
a < 1 (where the boundary case of a = 1 had to be dealt with separately). 
In case a > 1, the background process evolves fast relative to the arrival 
process, and as a consequence the arrival stream is effectively Poisson 
with rate N >.00 • When the arrival process is simplified in such a way, 
the system essentially behaves as an M/M/ oo queue. This regime was 
discussed in greater detail in e.g. [21], focusing on convergence of the 
finite-dimensional distributions. On the other hand, for a < 1 the arrival 
rate is sped up more than the background process. Intuitively, then the 
system settles in a temporary (or local) equilibrium. 
5.1 A two-state example 
In this example we numerically study the limiting behavior of Uf! (t) := 
N f3 (MN (t) - Q(t)) with f3 = min{ a / 2, 1/ 2} (as N --+ oo) in a two-state 
system for different a. For various values of N , we compute the mo-
ment generating function (MGF) of Uf! (t) by numerically evaluating the 
system of differential equations derived in [21, Section 3.1). We have 
shown that the limiting distribution of Uf! (t) is Gaussian with specific 
parameters. We now explain how the MGF of the limiting random vari-
able can be computed. Introducing the notation A(t, B) := JEe9Ui3 (t ) and 
AN(t ,B) := lEeou§' (tl, itisimmediatefrom Thm. 4.1 that we have 
( 8
2 
[ ( t >.oo ) t A(t , B) = exp 2 Qoe-µ + µ (1 - e-µ) l {a2: 1} 
(1 - e- 2µt) ] ) 
+ I> 2µ l {a9 } ' (4.21) 
In the regime that a::::; 1, we need to evaluate the parameter I>, which can 
be easily computed for d = 2. For the generator matrix Q = ( % )T,j=l' let 
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qi := -qii and note that qi > 0. With ij := q1 + q2, the matrix exponential 
is given by 
eQt = ~ q2 + q1 e=~t q1 - q1 e=~t . 
[ 
-t -t ] 
q q2 - q2 e q q1 + q2 e q 
Since JT1 = q2 /ij and JT2 = qif ij, we can now compute the components of 
the deviation matrix D (see Eqn. (4.6)) and covariance matrix C: 
D = 2_ [ q1 q1 ] C = 2q1 q2 [ 1 
q2 -q2 q2 ' q3 -1 
- 1 ] 1 . 
From the above we find the value of I>: 
I>= 2q!3q2 (A.1 - A.2)2. 
q 
Fig. 4.2 illustrates the convergence of Ufj (t) to U{3( t) when q = (1, 3), 
.X = (1, 4) andµ= 1. We assume (}o = 0 and let()= 0.5. In Figs. 4.2.(a)-(c) 
we see the effect of a . Fig. 4.1 depicts the convergence rate, computed as 
We observe a roughly loglinear convergence speed for a 2': 1, whereas for 
a < 1 the convergence turns out to be substantially slower. 
10' ~----------~ 
Figure 4.1: Convergence rate as a function of N; error depending on 
a E {0.5, 1, 1.5} . 
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All. 9) 
s 
10 
(c) a = 0.5 
Figure 4.2: Convergence of the MGF of Uf;' (t) as a function of t > 0. 
Panels (a)-(c) correspond to three values of a. 
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Chapter 5 
Heavy traffic analysis: DPS and 
modulated workload 
This chapter deals with a single-server queue with modulated arrivals, 
service requirements and service capacity. In the first result, we de-
rive the mean of the total workload assuming generally distributed ser-
vice requirements and any service discipline which does not depend 
on the modulating environment. We then show that the workload is 
exponentially distributed under heavy-traffic scaling. In our second 
result, we focus on the discriminatory processor sharing (OPS) discip-
line. Assuming exponential, class-dependent service requirements, we 
show that the joint distribution of the queue lengths of different cus-
tomer classes under OPS undergoes a state-space collapse when subject 
to heavy-traffic scaling. That is, the limiting distribution of the queue 
length vector is shown to be exponential, times a deterministic vector. 
The distribution of the scaled workload, as derived for general service 
disciplines, is a key quantity in the proof of the state-space collapse. This 
chapter has been published as article [90] . 
1 Introduction 
Markov-modulation is a way to formalize the embedding of queues in a 
random environment. The parameters of the queue in question, typically 
arrival rates, service requirements or both, are governed by an external 
Markov chain, thereby creating an extra layer of randomness around the 
stochastic queueing process. For classical results on Markov-modulated 
single-server queues with the first-come-first-serve (FCFS) discipline see 
e.g. [71, 79, 84). Recent work on systems in a Markov-modulated envir-
onment can be found in for example [43, 62, 98). 
In this chapter we will analyse a modulated queue under a heavy-
traffic scaling, that is, evaluate the system at its critical load. It is a well-
5.1. Introduction 
known result from the literature of single-server queues, that under fairly 
general conditions [63), the steady-state distributions of the appropri-
ately scaled queue length and workload become exponential when the 
critical load is approached. This property has been seen to carry over 
to certain systems where arrivals and service times are modulated by an 
external Markov process, see [7, 34, 41]. In fact, [7] establishes an even 
stronger result: convergence of the queue length process to a reflected 
Brownian motion. Multi-class single-server queues under a heavy-traffic 
scaling have been studied in e.g. [58] for FCFS with feedback routing, [12] 
for the discriminatory random order of service discipline, and [48, 91] for 
the discriminatory processor sharing (DPS) policy. In particular, [12, 91] 
show that the steady-state queue length vector undergoes a so-called 
state-space collapse and converges to an exponentially distributed variable, 
times a deterministic vector. The cited multi-class results under heavy-
traffic scaling are all for non-modulated systems. In light of this, we will 
in this chapter put special emphasis on a modulated multi-class single-
server queue, and the limiting steady-state queue length distribution is 
derived. 
While there is little ambiguity in how arrival rates are modulated, there 
are in the literature typically two ways in which to modulate the ser-
vice rates. One can (i) let the departure rate be continuously modulated 
throughout a customer's service, the other approach is to (ii) let a cus-
tomer's service requirement distribution be based on the state of the en-
vironment when it arrives and remain the same until the customer de-
parts. We note that by adapting the number of different customer classes, 
the fixed service requirements of case (ii) can be seen as a special case 
of the continuously modulated requirements (i); we further elaborate on 
this later in the chapter in Remark 2.1 in Section 2. 
The way the load or traffic intensity for modulated queues is defined 
goes hand in hand with the way the service rates are affected by the en-
vironment. In case (i), the load is typically the average of arrival rates 
(where the averaging is with respect to the equilibrium distribution of 
the environment), say >.00 , divided by the average of service rates, say 
µ 00 (see e.g. [71]) . In case (ii), the load is taken as the average over the 
arrival rate times the mean service requirement, say, >.d / µd per stated of 
the environment (see e.g. [34, 84]). The two load definitions represent 
different scenarios. In particular, when load (ii) is equal to 1 (the critical 
load) it means that in at least one state of the environment, the total load 
over all classes must exceed 1, i.e. for at least one state we must have 
overload. This is true only for special cases of definition (i). 
In this chapter, special focus will be given to a multi-class single-server 
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queue under the DPS discipline. The DPS discipline was first introduced 
by Kleinrock in [64] as an extension of the well-known egalitarian pro-
cessor sharing (PS) discipline and has turned out to be very suitable to 
model the simultaneous parsing of diverse tasks, such as processing net-
work data. Under this service discipline, the service capacity is divided 
between all present customers in proportion to their prescribed weights. 
Due to the challenging nature of DPS systems, most available results are 
in terms of limit theorems and moments. Fayolle et al. [42] established 
the mean sojourn time conditioned on the service requirement. That anal-
ysis also yielded the mean queue lengths of the different classes, which 
were shown to depend on the entire service requirement distributions 
of all classes. The DPS model has finite mean queue lengths irrespec-
tive of any higher-order characteristics of the service distribution, see 
Avrachenkov et al. [11]. This is an extension of a result for the Processor 
Sharing (PS) system, which holds while the queue is stable. DPS under 
a heavy-traffic regime was analysed in [48] assuming finite second mo-
ments of the service requirement distributions. Assuming exponential 
service requirement distributions, a direct approach to establish a heavy-
traffic limit for the joint queue length distribution was described in [83] 
and extended to phase-type distributions in [91]. Combining light and 
heavy-traffic limits, in [55] an interpolation approximation is derived for 
the steady-state distribution of the queue length and waiting time of DPS. 
The performance of DPS in overload is considered in [3]. Asymptotics of 
the sojourn time have received attention in [25, 24]. Game-theoretic as-
pects of DPS have been studied in [96, 50]. A thorough overview of DPS 
results can be found in [2]. 
We are not aware of work analysing a DPS system under modulation. 
We refer to [74] where the Processor Sharing discipline (OPS discipline 
with unit weights) was analysed in a Markovian random environment. 
Multi-class queues in a random environment have been studied for dif-
ferent models in [27, 89] . In [89], a modulated system is studied where 
arrivals can only occur at transition epochs of the modulating process but 
service requirements are class-dependent and generally distributed. Us-
ing a time-changing argument, the waiting time distribution is derived 
under the FCFS discipline. In [27], the authors derive a Brownian con-
trol problem to establish a form of the cµ scheduling rule in heavy traffic 
under continuously modulated service requirements. By using a particu-
lar scaling, the time-scale separation of the external environment and the 
queue length process is exploited. Similar scaling of a modulated queue 
can also be seen in results on the Markov-modulated infinite server queue 
in e.g. [21] . 
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The system we analyse in this chapter is a single-server queue where 
the arrival rates, service requirements and service capacity are modu-
lated. We focus on the setting where a customer's service requirement 
distribution is based on the state of the environment when it arrives and 
does not change throughout its service. The service capacity is however 
continuously modulated. This assumption is in line with the literature 
for various types of modulated queues, see [26, 35, 68, 89). In Remark 
6.1 in Section 6, we discuss how part of our results can be extended to a 
more general model with continuously modulated service requirements. 
We derive the distribution of the workload under a heavy-traffic scaling 
for generally distributed service requirements and any service discipline 
which does not depend on the environment. We then turn our atten-
tion to the DPS discipline in a multi-class queue, which is a particular 
case of the general modulated system as described above. The weights 
of the DPS system determining the service proportion, depend on a cus-
tomer's class and do not change with the environment, which means that 
the workload result remains valid. An important finding in the present 
chapter is that the queue length vector under DPS becomes independent 
of the modulating process in the heavy-traffic limit, which is consistent 
with the modulated M/G/l queue in e.g. [7, 34). This, together with 
the obtained result on the workload, allows us to derive the distribution 
of the queue length vector under DPS and to show that it undergoes a 
state-space collapse. 
The remainder of the chapter is organized as follows. In Section 2 we 
describe the model. In Section 3 we study the workload of a single-server 
queue with modulated arrivals, service capacity and service requirement 
distribution, establishing its distribution in heavy traffic. From Section 4 
onwards, the focus is on DPS. In Section 4 we derive some basic proper-
ties of the queue length distribution, obtain a rate conservation law and 
derive an equation for the moments of the queue lengths weighted with 
the modulated service capacity. Section 5 is devoted to the heavy-traffic 
scaling; there we show that the distribution of the environment becomes 
independent of that of the queue length vector, in addition to deriving 
two technical lemmas. The exponential limiting distribution of the joint 
queue length in heavy traffic follows in Section 6. The result is shown 
in two steps in the subsections 6.1 about the state-space collapse and 6.2 
about the exact limiting distribution, where we rely on the workload re-
sult of Section 3. We conclude with a summary and some open questions 
in Section 7. 
88 
5. Heavy traffic analysis: DPS and modulated workload 
2 Model 
We analyse a single-server queue modulated by an independent exter-
nal environment, which is formalized by an irreducible continuous time 
Markov chain on a finite state-space {1 , ... , D}. The modulating process 
is denoted with Zand is governed by an infinitesimal generator matrix 
Q = (qde)f.e= I with an invariant distribution 7r = (7r1 , ... , 7rD)· In what 
follows, vectors are generally denoted in bold. New customers arrive ac-
cording to a Poisson distribution with rate )..d when the environment is 
in state d. A customer arriving in stated has a service requirement dis-
tribution given by a function Hd( ·) with Laplace-Stieltjes transform (LST) 
hd(-). The service requirement does not change further with the environ-
ment. The first and second moment are given by hd1 and hd2, respectively. 
In addition we let the service capacity be scaled by a factor cd during the 
environment's stay in stated, this can thus change during the service of 
the customers. The traffic intensity will be measured as 
Poo = L 1fd )..dhdi/coo, 
d 
(5.1) 
with c00 := L:d 7r dcd being the service capacity averaged over the envir-
onment. The workload is defined as the time it takes to empty the system 
at an arbitrary moment in time given the observed environment and is 
denoted by W. In Section 3 we study the workload and the environment 
as a two-dimensional process (W, Z), under any service discipline that is 
independent of the environment. 
The first main result of this chapter concerns the distribution of the 
workload when the traffic intensity approaches its critical point. The sys-
tem is said to be in heavy traffic when p00 approaches 1. Let N > 0 and 
define the following parametrization 
(N ) )..d )..d A 
>..d := -(1 - l / N) -t - =: >..d, as N -too, (5.2) 
Poo Poo 
where p00 is based on the unscaled parameters. Prelimit quantities will 
be denoted with a superscript (N); the prelimit traffic intensity is thus 
/ !:,l and is equal to 1 - l / N. Limiting quantities will have a A; in heavy 
traffic the traffic intensity is denoted /Joo and is equal to 1. 
In the remainder of the chapter, starting in Section 4, we analyse a 
single-server queue with K customer classes under the discriminatory 
processor sharing policy; the queue is again embedded in a random en-
vironment. Let ak,d be the probability that a customer, that arrives while 
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the environment is in state d, is of class k; note that L k ak,d = 1 for a 
given d. The Poisson arrival rate of a class-k customer is denoted with 
>.k,d := ak,d Ad and for each class k it is assumed that >.k,d > 0 for at least 
one state d. In the multi-class setting we assume that a class-k customer 
has an exponentially distributed service requirement with mean 1/ µk. 
We believe that the results obtained in this chapter can be extended to 
phase-type distributed service requirements, the latter being dense in the 
space of all distributions on [O, oo). For the non-modulated DPS queue, 
the phase-type analysis was performed in [91) using similar proof tech-
niques. For ease of exposition, however, we focus here on the exponential 
case. 
We no longer let the service requirement of a particular customer be 
environment-dependent (although the distribution of an arbitrary cus-
tomer is, as explained in Section 6.2). One can however retrieve the 
environment-dependent service requirements by introducing additional 
classes for each environment, see Remark 2.1. By referring to a class-k 
customer's service rate while in stated as µk ,d := µkcd, we take the mod-
ulated service capacity into account. Most of the results for the queue 
length can in fact be shown without assuming this product form, repre-
senting a system where the service requirements are continuously mod-
ulated, see Remark 6.1, Section 6.1, for further details. 
By Ak,oo := L d >.k,d7rd we denote the average arrival rate of class-k 
customers, similarly we denote the average service rate for class k by 
µ k,oo := L d µk ,d7rd = µkcoo and Pk,oo := >.k,oo/ µk ,oo · The aggregate traffic 
intensity for the multi-class model is defined as 
K 
Poo := 2::: Pk,oo, 
k=l 
which is consistent with the definition in Eqn. (5.1). 
Let the state of the multi-class system be described by the vector of 
random variables (M1, . .. , MK, Z) =: (M , Z), where Mk is the number 
of class-k customers, for k = 1, ... , K . As before, Z represents the state of 
the background process. In a DPS system, the random fraction of service 
given to a class-k customer is 
9k 
where 9k are weight parameters associated with each class k. 
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When in heavy traffic, we denote Pk,oo := >..k,oo/ µ k,oo and thus have for 
the multi-class system 
L Pk,oo = L Ak,oo = _1 L Ak,oo = _1 L Pk,oo = 1. 
k k µ k,oo Poo k µ k,oo Poo k 
Remark 2.1 (Modulated service requirements rewritten to classes). Any 
multi-class system where the service requirement distribution is deter-
mined by the modulating process at a customer's arrival, can be written 
as a multi-class model with non-modulated, only class-dependent, ser-
vice rates µ k, as illustrated below: While in state d of the environment, 
class-k customers arrive with rate Ak,d and have exponential service re-
quirement with mean 1/ µ k,d and weight 9k· Such customers we refer to 
as being of class (k, d) and count with M k,di hence we need to keep track 
of K · D different customer "classes". Arrivals to class (k , d) are inactive 
while not in state d. 
classes arrival rates serv. rate weight 
d = l d = 2 d E {1 , 2} 
(1,1) >-1, 1 0 µ 1,1 9 1 
(1,2) 0 >-1 ,2 µ1 ,2 9 1 
(2,1) >-2,1 0 M ,1 9 2 
(2,2) 0 >- 2,2 µ 2,2 9 2 
Table 5.1 : A multi-class system where the service requirement distribu-
tion is fixed upon arrival can be translated into one with non-modulated 
service requirements. 
From Table 5.1 one can easily see how a K = D = 2 system can be writ-
ten into one with K = 4 and D = 2. The arrival rates are still modulated, 
but in an on-off way. The service rates µ k,d are now non-modulated. 
3 Workload 
In this section we consider the workload in a modulated queue and ex-
tend the results for an M/G/ 1 type queue from Falin and Falin [41] and 
Dimitrov [34] to include modulated service capacity. We derive the mean 
of the workload and then its distribution in the heavy-traffic regime. 
Let Po,d P (W = 0, Z = d) and let a = (a 1 , . . . , aDf be a vector 
solving 
(5.3) 
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ford = 1, ... , D. Note that such a solution always exists since the right 
hand side vector of Eqn. (5.3) is orthogonal to 1r. We obtain the following 
result for the mean workload. 
Proposition 3.1. For any service requirement distribution Hd(-) and any ser-
vice discipline that does not depend on the state of the environment, the mean of 
the workload satisfies 
JEW __ L:d [7rdAdhd2/2 + ad7rd(,\dhd1 - cd) + Po,dcdad] , 
Coo (l - Pao ) (5.4) 
where a is a solution of Eqn. (5.3). Furthermore, 1 - Poo = L:dPo,dcd/coo . 
Remark 3.l. Although the solution vector a is not unique, the term 
D 
L ad[7rd(>.dhd1 - cd ) + Po,dcd], 
d=l 
as appearing in Eqn. (5.4), is. This is due to the following argument: 
Suppose a and a* are two solutions to Eqn. (5.3). Then 0 = Qa - Qa* = 
Q(a-a*), so (a-a*) is in the nullspace of Q. But Q is a generator matrix 
so it can easily be seen that Qr = 0 for any vector r · 1T = (r, r, .. . , r)T, 
r E R Also, since the environment is an irreducible Markov chain, the 
nullspace of Q has dimension 1, and therefore, (a- a*) = r a· l T , for some 
ra E R Thus, 
D 
L(ad - a;i )[7rd( >.dhd1 - cd) + Po,dcd] = r acoo (Poo - 1) + r acoo (l - Poo ) = 0, 
d= l 
where the first term follows by definition of p00 and c00 and the second 
term comes from Eqn. (5.7) in the proof below. 
Proof of Proposition 3.1. Define Fd(x, t ) = P (W (t ) < x, Z (t ) = d), for 
some time t > 0. In an infinitesimal time dt, a new arrival requiring 
service x changes the workload with probability >.dHd( x )dt. The service 
capacity is scaled by cd when the environment is in state d, meaning that 
in dt time, the workload is reduced by cddt, yielding by a classic birth-
and-death argument for the M/G/l queue, 
Fd(x, t + dt) = (1 - >.ddt + qdddt)Fd(x + cddt , t) 
+ L qcd Fe(x + ccdt , t )dt + ,\ddt 1x Fd( x + cddt - y , t)dHd(y). 
f-j.d 0 
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We let t -t oo to go to steady-state and since 
we obtain 
CJF~(x) = (>.d - qdd)Fd(x) - L qgJFg(x) - >..d t Fd(x - y)dHd(y). 
£# Jo 
Denote the LST of Fd(-) by 'Pd(s) = lE[e-sW(t), Z(t) = d] = PO,d + J:+ e-sxdFd( x) . The corresponding transform equation becomes 
D 
Lq£d'P£(s) = [>..d(l - hd(s)) - scd]'Pd(s) + spo,JCJ. (5.5) 
£=1 
It is now convenient to sum over d and divide through Eqn. (5.5) with s 
to get zero on the left hand side, leading to 
(5.6) 
Using that 'Pd(O) = 7rJ and by l'Hopital 
. ( 1 - hd ( S)) . / hm =-hmhd(s)=hJ1 , 
s.J,0 S s.J,O 
we get by taking the limit s -t 0 of Eqn. (5.6) that 
(5.7) 
We differentiate Eqn. (5.6) w.r. t. s: 
~ ( ) \ [ h~ ( S) 1 - hd ( S) ] _ ~ I ( ) [ \ 1 - hd ( S) ] L..,, 'Pd S Ad -- + 2 - L..,, 'Pd S CJ - Ad ' 
d s s d s 
which in the limit of s -t 0 results in 
with the first moment of the workload while in state d being 
-limcp~(s) = lE[W,Z = d] = : WJ . 
s.J,O 
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Now multiply Eqn. (5.5) with ad, sum over d, take the derivative w.r.t. 
s and let s -+ 0 to obtain 
- L Wd[coo(Poo - 1) + Cd - Adhd1 ] = L [ad7rd( >.dhd1 - cd) + Po,dcdad ] , 
d d 
by using Eqn. (5.3). Adding this equation to Eqn.(5.8) yields 
giving the desired expression for the mean workload, JEW = L:d Wd. D 
Eqn. (5.7) makes it clear that in heavy traffic, that is when / t;l -+ 1, 
all the probabilities Pb~) go to zero. Also, in heavy traffic, the right hand 
side of Eqn. (5.3) reduces to cd - 5.dhdl · Recalling the parametrization 
1 - pC:) = 1 / N in Section 2, we obtain the following result. 
Proposition 3.2. For any service distribution Hd( ·) and any service discipline 
that does not depend on the state of the environment, the mean of the workload 
in heavy traffic satisfies 
lim _!._IEW(N) = - 1- '°' 7rd [>.dhd2/2 + ad(5'dhd1 - cd) ] , (5.10) N-too N C00 ~ d 
where a is a solution of [Q · a ]d = cd - 5.dhd1· 
Proof Under the heavy traffic scaling, the empty probabilities Pb~) go to 
zero for d = 1, ... , D . The result then follows immediately fr~m Eqn. 
(5.4) and 1 - pC:) = 1/ N. D 
This leads to the main result of this section. 
Theorem 3.3. In heavy traffic, the scaled workload ~ W (N), converges in dis-
tribution to W, where W is exponentially distributed with mean given in Eqn. 
(5.10). 
Proof This follows from combining Proposition 3.2 with Theorem 4 in 
[34] . The full proof is in the Appendix. D 
The above results yields that W is relatively compact, which together 
with the metric space being separable and complete implies that the 
scaled workload -Jv W (N) is tight, by Prohorov's theorem [17]. 
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4 Queue length vector under DPS 
In the remainder of the chapter we focus on the multi-class model under 
DPS, where we assume that the service requirements of class-k customers 
are exponentially distributed with rate µk. In this section we establish 
some properties of the joint queue length distribution. We start with the 
flow equations, followed by a rate conservation law and an equation for 
the moments of the queue lengths conditioned on the environment. 
Equating the flow in and out of state ( M , Z) = ( m , d) yields (noting 
that -qdd = L e# qdf) 
where Pm,d := lP'((M , Z) = (m , d)) and ek is the vector with 1 in the 
k-th place and zeros elsewhere. We now define the partial probability 
generating function (PGF) for when the background process is in stated: 
00 00 
:= L ··· L lP'(M1=m1 , ... , MK=mK,Z=d)· z~ni ... z;K 
m1 = 0 mK = O 
= L Pm,dZm , 
m :'.".0 
where zr1'1 • • · z1;K =: zm and (m1 , . . . , mK) ;:::: (0, ... , 0), i.e. m ;:::: 0. 
Then the overall generating function for the queue length is given by 
P(z) := JE[zf-11 .. • z~K] = L~=l Pd(z) . We also define 
By multiplying the flow equation (5.11) with zm, summing over all vec-
tors m ;:::: 0 and rearranging terms, we can eventually write it in terms of 
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the PGF Pd (z) and the partial derivative oRd(z)/ozk, that is, 
It will be convenient to write the equation fully in terms of oRd/ozk, so 
we note the relation 
(5.13) 
where Po ,d = P ((M , Z ) = (0, d)) is the probability of an empty queue in 
stated, which is equivalent to the probability of no workload defined in 
Section 3. We incorporate this into Eqn. (5.12) to obtain 
This equation we will use later when deriving the heavy-traffic limit. 
For the M/M/l queue with modulated arrivals and service times, mo-
ments of the queue length and the sojourn times can be found for the 
FCFS service discipline, in [97] and [68], respectively. In [83] the authors 
establish a recursive formula to calculate moments of the queue length 
in a non-modulated DPS system. In a similar fashion, we obtain an ex-
pression for the sum of the state-dependent moments weighted with the 
capacity of the server. We also derive a rate conservation law, which shows 
how the average arrival rates per class are proportional to the resources 
allocated to that same class, and the service they receive. Both results can 
be found in the following proposition. 
Proposition 4.1. When the queue is stable, the average number of class-k ar-
rivals is proportional to the service resources allocated to class-k customers, i.e. 
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for k= 1, . . . , K. Furthermore, the state-dependent expectations of Mk satisfy 
L cd!E[Mk · l {Z= d}] 
d 
Proof We sum Eqn. (5.12) over d and take the derivative w.r.t. zi to obtain 
= 0. 
Letting z ---+ 1 yields 
(5.15) 
Since 
lim Pd(z ) = 1fd , 
z -t l 
the following conservation law results from Eqn. (5.15), for k = 1, . . . , K: 
(5.16) 
By taking partial derivatives of Eqn. (5.13), we obtain after standard cal-
culations the recursive relation 
(5.17) 
In particular, this yields the explicit form 
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Proceeding from the rate conservation law, Eqn. (5.16), and by using 
µ k,d = µ kcd, we have 
By taking two partial derivatives of the balance equation Eqn. (5.12) we 
can solve for a second mixed derivative of R d, namely 
82 R d I :Lt lE [Mk M j . l {Z=i'}]qfd 
OZk OZj z -tl µk,d9k + µ j,d9j 
A.k,dlE[Mj · l {z= d} ] + Aj,dlE [Mk · l {z=d} ] 
+ ) 
µ k,d9k + µj ,d9j 
thus also yielding a mixed moment. Summing over the weighted mo-
ments of the number of class-k customers while in state d, we obtain a 
linear equation resembling Eqn. (16) in [83] for the non-modulated DPS 
queue: 
where the last equality comes from :Ld qi'd = 0. D 
5 Preliminary results for the queue length in heavy 
traffic 
We proceed to show that in heavy traffic, the distribution of the envir-
onment and the joint queue length become independent. This result, 
along with two technical lemmas that we derive in this section, will later 
help to establish the main result about the limiting queue length under 
DPS, presented in Section 6. Here we consider the queue length vector 
(M1 , . .. ,Mx) scaled with 1/N and evaluate the PGF in z 1/N . The ob-
jective is to determine the distribution of }:.; (MiN) , ... , M)f1l) · l {Z=d} as 
N goes to infinity. We will state the existence of the limiting vector, and 
thus also the limit of the generating function PjN) (z1IN ), as an assump-
tion. This assumption will be proven in Section 6.2. The superscript N 
denotes dependency on the prelimit parameter >..~N) . 
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We make use of the change of variables e- sk = Zkt for sk > 0, and 
denote e-s/N := (e-sifN, .. . , e-sK/N). Assuming that the limit exists, we 
use the new variables to define the heavy-traffic quantities: We let Po,d := 
limN-too P~NJ, Pd(s) := limN-;ooPdN)(e-sfN) = limN-;ooIE[e-l:1s1M1/N · 
, 
l {Z= d}] and P(s) := L d Pd(s) = limN->oo IE[e- l:1 s1M1/N ]. We denote by 
(M1 , .. . , MI<) the random vector corresponding to the LST P(s). Finally, 
let 
A [1- e- l:1s1 M1 l 
Rd(s) := lE A • l {l: M >O} · l {Z=d} , 
L j9]Mj J J 
where the 1 in the numerator is to ensure that the bracketed expression 
remains bounded when the queue length quantities Mk are all near zero. 
We can now proceed to the following lemma. 
Lemma 5.1. lflimN->oo PjN)(e-s fN ) exists, then it satisfies 
(5.18) 
Proof From Eqn. (5.13), 
I< (N) 
. (N)( - s/N) . "°"' ()Rd (z ) I A hm Pd e = hm ~9kZk 0 + PO,d· N-too N-too Zk -s/N k= l z =e 
(5.19) 
Note that 
(5.20) 
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M~N) The second-to-last step follows from the fact that I: (NJ 
i giMj L (N) 
e- i si M i · l {L:
1 
Mt»o} is upper bounded by 1/ minj(9J)· By the con-
tinuous mapping theorem (see Billingsley's [17]), it converges in distribu-
tion to I: MkM · e- L 1 s1Mi · 1{" . M > O}· The environment is not affected 
j 91 l L.1 l 
by the heavy-traffic scaling. Eqns. (5.19) and (5.20) now conclude the 
proof. D 
With the help of Lemma 5.1 we obtain: 
Proposition 5.2. lf limN-too PjN) ( e-s/ N ) exists, the joint queue length distri-
bution is independent of the environment in heavy traffic, that is 
Pd(s) = ndF(s). 
Proof We use the change of variables Zk = e-sk . Since 
f)Rd ( ) I - a R d ( - 8) Zk-- Z - - -- e 
OZk z =e- s OSk ' 
we obtain, by applying the heavy traffic scaling to Eqn. (5.14), 
With Taylor expansion we obtain 
(5.21) 
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-8R (N) • Since~ is bounded (see proof of Lemma 5.1) and converges to ~~d , 
J J 
we obtain as N-+ oo, 
8R£(s) A D [ K A l 
v · [Q]d = ~ t;9k 08k + Po ,e qed = 0, s 2 0, \::Id, (5.22) 
where [Q]d denotes the dth column of Q and vis a row vector such that 
ve = 2=f=1 9k a~~~s) +PO,£ · This implies that vQ = 0, and since Q is a 
generator we conclude that 
where x does not depend on d. Observe now that by Lemma 5.1, we have 
A A ~ 8Rd(s) Pd(s) - Po,d = L9k 08 k=l k 
= ndx - Po,d 
= IE[l {Z=d}]x - PO,d· 
Since Pd(s) = lE [e-l:i 5i!V!i · l {Z= d} J this implies that 
x = lE [e-l:i 5i 11i1i J = F(s) . 
This shows that the environment becomes independent from the joint 
queue-length process in the heavy-traffic limit. 0 
The flow equation, Eqn. (5.14), simplifies considerably in heavy traffic, 
as shown in the following lemma. 
Lemma 5.3. lflimN-+oo PdN) (e- sfN ) exists, then Rd(s) satisfies the following 
equation: 
0 = °" F ( )8Rd(s) L k,d s 8 ' 
k d Sk 
, 
with Fk,d(s) defined as 
\::Is 2 0 , 
Fk,d(s) '~ 9k ( ~~;,ds; ~ µk,dsk). 
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Proof We start by multiplying through Eqn. (5.21) with N, followed by 
summing over d. Due to Q being a generator, this eliminates the right 
hand side with the transition rates qp_d : 
Taking the limit N ---+ oo yields 
(5.23) 
D 
In what follows we focus on 
and denote its vector counterpart by F 00 (s) = (F1,00 (s), ... , FK,oo(s )). 
6 Queue length distribution in heavy traffic 
We now state and consequently prove our main result about the queue 
length distribution. 
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Theorem 6.1. When scaled by 1/ N = (1 - /t;)), the queue-length vector 
. d. "b . ( (N) (N) ) ( A A ) • (N) convergeszn zstn utwnas p1,00 ,. .. , PK,oo -t P1 ,00 , . . • , px,oo z.e.,poo -t 
1, namely 
1 (N) (N) d ( A A ) N(M1 , ... , MK ) · l {Z=d} -t M1, ... ,Mx · l {Z=d} 
,g, ( Pl ,oo P K,oo ) . X 7rd ' . . . ' ' 91 9K (5.24) 
where~ denotes convergence in distribution and X is exponentially distributed 
with mean 
JEX = "L.k Pk,oo/ µk - L,d Cd7rdad( l - Pd) 
Coo E k Pk ,oo/(gkµk) ' 
(5.25) 
with Pd:= <i1 E k >..k,d/ µk and a= (a1, ... , aD)T being a solution of 
[Q · a]d = cd( l - Pd)· 
We will prove this theorem in the two following subsections, first 
showing in Section 6.1 the state-space collapse observed in Eqn. (5.24) 
and then in Section 6.2 we will show that X is exponentially distributed 
with the mean given by Eqn. (5.25). 
6.1 State-space collapse 
The first part of the proof of Theorem 6.1 is the state-space collapse. In 
this section, we assume limN-+oo P dN) (e-sfN) exists. 
Observe that due to Proposition 5.2, 
where the last equation defines R( s ), which is independent of d. We now 
derive some properties of R( s). 
Lemma 6.2. R(s) is constant on a (K -1)-dimensional hyperplane HCI where 
He := {s ~ 0: L Pk,oo Sk = c}, c > 0. 
k 9 k 
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Proof We follow closely the steps of the proof of Lemma 3 in [91]. The 
proof has 3 steps: (i) Show that Fk ,oo(s) is parallel to the hyperplane. 
Hence, any flow corresponding to Fk,oo that starts in the plane, stays 
in the plane. (ii) Show that R( s) is constant along each flow in the 
hyperplane and (iii) show that each flow in the hyperplane converges to 
a unique point. This implies that R( s) is constant on the hyperplane. 
(i) F 00 ( s) is parallel to 'He 
Observe that with 1 = 2::.: k Pk,oo and Pk,oo = 5'.k,oo/ µk ,001 
L Pgk,oo Fk ,oo(s ) = L Pk,oo (L 5'.j,ooSj - µk ,ooSk) 
k k k j 
= L 5'.j ,ooSj - L Pk,ooµk ,ooSk 
j k 
= L 5'.k ,ooSk - L 5'.k,ooSk 
k k 
= o. 
This indicates that the K-dimensional vector F00 (s) is parallel to the 
hyperplane. 
(ii) R( s) is constant along flows in 'He 
For each s 2 0, there exists a unique flow f (u) (f1(u) , . .. , fK(u))T 
parametrized by u 2 0, such that 
f (O) = s and df~(u) = Fk 00 (f(u)) . (5.27) u , 
Due to (i), any flow that starts in 'He, stays in 'He. Now, 
dR(f(u)) = t dfk(u) . 8R(s) I 
du k=l du osk s=f(u) 
= L Fk,oo (f (u)). 8R(s) K A I 
k=l OSk s=f (u) 
K D 8R(s) I 
= LL Fk,d(f (u))7rd · 8;-
k=l d= l k s = f (u) 
= L L Fk ,d(f (u)). 8Rd(s) K D A I 
k=l d=l OSk s=f(u) 
= 0, by Eqn. (5.23) , 
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implying that R(f(u)) is constant along each flow f (u) which lies in 1-lc-
(iii) Each flow in 1-lc converges to a unique point 
Here we first write the flow specifications in a vector-matrix form, then 
show that one eigenvalue of that matrix is zero with eigenvectors* E 1-£1, 
and the other eigenvalues are negative, and thus we can write f ( u) 
c · s* + g(u) where limu_,00 g(u) = 0. 
Eqn. (5.27) can be written in matrix-vector form as 
with 
( 
91(5.1,ooA-µ1 ,oo) 
A= 92>.._1 ,oo 
9K 5.1,00 
J' (u) = Af(u) , 
915.2,00 
92(5.2,00 - µ2 ,oo) ) 
Let D be the diagonal matrix with di = Pi,oo/ 9i on the diagonal. Then 
with 
S := DAD- 1 
91(5.1 ,00 - µ1 ,oo) 
P2 ,= ). 91 PI ,= 1,oo 
PK,= ). 91 Pi ,= 1,00 
h = >. 92 p2,= 2,00 
Pi ,= ). 
9K PK,= K,oo 
92(5.2,00 - µ2 ,oo) p2,= ). 9K PK,= K,oo 
9K(5.K,oo - µK,oo) 
sr is a generator corresponding to a finite-state Markov chain. 
From the proof of Lemma 4 in [91], it is easily seen that the Markov 
chain corresponding to sr is irreducible (since we assume that all >..k ,d > 
0 for all k and at least one d). Retracing the arguments stated there, for 
completeness, it follows that this Markov chain has a unique equilibrium 
distribution (column) vector, 17, such that 17T sr = 0. In particular, 0 is an 
eigenvalue with multiplicity one and all other eigenvalues have a strictly 
negative real part, see [9]. Since the eigenvalues of sr and A are the 
same, 0 is also an eigenvalue of A with corresponding right eigenvector 
s* = n- 1,,.,, s* :'.: 0, s* E 1-£1. The solution of the linear system J' (u) = 
Af(u) , f (O) E 1-lc can now be written as the sum of the homogeneous and 
the particular solution, i.e. f ( u) = c · s* + g( u ), where limu-->oo g( u) = 0. 
This implies that all the flows in 1-lc converge to one common point c · s*. 
Combining (i), (ii) and (iii), we conclude that the function R( s ) is constant 
on 1-lc. D 
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As a consequence of Lemma 6.2, the function R( s ) depends on s only 
through the sum L.f=1 (Pk,oo/ gk)sk. Therefore, there exists a function R* : 
A A K 
JR. -+ JR. such that R( s) = R* (L k=l (Pk ,oo/ 9k)sk)· Then 
~R(s) = Pk,oo dR*(v) I , 
OSk 9k dv v=Lf:=1 (Pk,oo/9k)sk 
so we obtain 
(5.28) 
---SK ..,..,,_......_ K-~ 1 PK,oo ( gvM' g,M- )] 
... .. e 9K PK,oo Pl,oo ' 
this together with Eqn. (5.28) implies that ( _,Jll_Mj - -Jil-M1) = 0, for P1 ,oo Pl ,oo 
all j = 1, . .. , K. Thus (gk/Pk,oo)Mk g, (gj/Pj ,oo )Mj, for all k,j, almost 
surely. Combining this finding with that of Eqn. (5.22), we obtain Eqn. 
(5.24) with X distributed as (gi/ !Ji,00 )M1. 
Remark 6.1 (Continuously modulated service requirements). In Section 3 
we saw that the critical load is indeed reached when p00 -+ 1, since then 
Po,d -+ 0. This indicates that (1 - p00 ) is the right heavy-traffic scaling 
when µk ,d = µkcd . This is less clear for a general µk ,d1 that is, for con-
tinuously modulated service requirements, where the environment can 
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influence the departure rate of customers present in the system. For that 
setting, the workload process is no longer independent of the employed 
scheduling discipline, since the decision on which class to serve impacts 
the rate at which customers leave. We are not aware of any results on 
workload and waiting time distributions where the service distribution 
is a general function of both class and environment. 
The majority of the preceding queue length results in this chapter can 
however be proven without the restriction of the product form, i.e., for 
continuously modulated service requirements. The traffic intensity for 
this variant is defined as for the multi-class model above, only this time 
one cannot split the average class-k service rate into µ k,oo = µkcoo . The 
traffic intensity per class k, Pk,oo = >..k,oo/ µ k,oo i is in line with the Markov-
modulated single-server queues. Assuming there exists a scaling f (N) 
such that f(N)(M1 , ... , MK ) l {Z= d} converges in distribution, it can be 
shown that the empty probabilities Po ,d vanish in heavy traffic as N -+ 
oo, for a general µk ,d· This property then follows from Proposition 5.2 
without relying on the workload results from Section 3 and the product 
form assumed there. Furthermore, under this assumption, all results in 
Section 6.1 hold, implying that a state-space collapse will appear. In other 
words, we can prove the first half of Theorem 6.1. However, we do not 
know what the distribution of the common factor X will be. 
6.2 Distribution of the common factor 
In order to prove that the limiting queue length distribution exists and to 
find the common factor of the queue length distribution in heavy traffic, 
the random variable X, we make use of the results on the workload of 
the total system. From [91) and Eqn. (5.24) we have that 
(5.29) 
In order to apply the workload result of Section 3, we first derive the ser-
vice requirement of an arbitrary customer while being in state d. If Hk(-) 
is the distribution function of a class-k customer's service requirement, 
then the probability of a class-k customer arriving and requiring service 
not exceeding x is ak,dHk(x) . Summing over k now yields the desired 
distribution, 
K 
Hd( x) := L ak,dHk(x). 
k= l 
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The overall service requirement distribution thus depends on the state of 
the environment at its arrival. With exponential service requirements, the 
corresponding LST is given by 
K 
hd(s) = L ak,dµk' s 2: 0, 
k= l µk + s 
and the first and second moment are given by 
h _ ~ ak,d dl - L.,, --, 
k µk 
(5.30) 
(5.31) 
We can now apply the result of Theorem 3.3 with moments as given in 
Eqn. (5.31). Hence, we have that W is exponentially distributed with 
mean 
niW ~ c;;,1 ( z;,Pk.=fµ• - ~ c,,ndad (I - Pd) ) , 
where a is a solution of [Q · a] d = cd - 5.d L k °':~d = cd( l - Pd) · Along 
with Eqn. (5.29) this yields the mean of the exponential random variable 
X : 
JEX = JEW 
L k Pk,oo/(gkµk) 
L k Pk,oo/ µk - L d Cd7rdad( l - Pd) 
Coo L k Pk,oo/(gkµk) (5.32) 
The first term of the numerator is in accordance with the results of [83] 
and [91], the second term is a result of the random environment. 
The results in Sections 5 and 6.1 are based on the assumption that 
limN->oo ilM · l {Z= d} exists. Since the scaled workload is tight, see Sec-
tion 3, so is the scaled queue length. Then, by Prohorov's theorem ([17]) 
there exists a subsequence of N such that "j, Mk converges in distribution, 
and hence for this subsequence limN-+oo PdN) ( e-s/N) exists. Since each 
converging subsequence yields the same limit, the limit itself exists (see 
corollary page 59 in [17]), i.e. "j, (M , Z = d) ~ M · l {Z= d} ' as N -+ oo, 
with the limiting vector as in Eqn. (5.24). 
This concludes the proof of Theorem 6.1. 
7 Conclusion and future work 
We first studied the workload for a queue with modulated arrivals, ser-
vice requirements and service capacity, and derived that the scaled work-
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load converges to an exponentially distributed random variable in heavy 
traffic. The workload results obtained are valid for any service distribu-
tion and for any service discipline which does not depend on the envir-
onment. We then focussed on the special setting of a multi-class queue 
under the DPS policy and showed that the joint queue length distribu-
tion for such a system undergoes a state-space collapse in heavy traffic. 
Under the scaling of (1-p00 ), the vector-valued limiting distribution is in-
dependent of the modulating environment and converges in distribution 
to a one-dimensional random variable times a deterministic vector. In 
this derivation, the distribution of the scaled workload is a key quantity. 
With this we extend known results about the DPS queue to a Markov-
modulated setting. 
Clearly an interesting question for future consideration is whether 
the state-space collapse for the DPS policy carries over to continuously 
modulated service requirements, as discussed in Remark 6.1. Another 
open question concerns the characterization of the moments of the queue 
lengths for the modulated DPS queue, outside of heavy traffic. Last but 
not least, modulating the weights of the DPS would open the possibility 
of dynamical scheduling based on the environment. The latter would be 
a study on its own, as already the stability conditions will no longer be 
independent of the weights of the DPS policy. 
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8 Appendix: Proof of Theorem 3.3 
The proof Theorem 3.3 is based on Theorem 4 in [34], which can be 
adapted to our model as follows: 
We start with notation and preliminaries. Let A = diag(>.1 , . . . , >.n), 
H (s) = diag(l - h1 (s), ... , 1 - ho (s)) , C = diag (c1, . . . , en ) and Po = 
(Po,1, . .. ,Po,n) . Furthermore fI1 and fI2 are the diagonal matrices cor-
responding to the moments hd1 and hd2, respectively, ford = 1, .. . , D. 
Recall Eqn. (5.3), [Q · a]d = cd - >.dhd1 - coo( l - Poo) · We will now con-
struct a partial inverse of Q to make it easier to find a vector a which 
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solves this equation. Let Qi and R be matrices such that 
qD3 ... 
Then <let Qi =f. 0 and due to Q being a generator (for more details see 
[34]), we have 
0 -11"2 -11"3 - nv 
11"1 11"1 11"1 
0 1 0 0 
QR= 0 0 1 0 
0 0 
It follows that for any vector x, it holds that 
Xi 
xQR = x - - 7T" . 
71"1 
1 
Then it can be verified with straightforward calculations that 
a =(ai , . . . ,an) 
(5.33) 
= R(ci - >.ihu - Coo(l - Poo) , ... , en - >.nhm - Coo(l - Poo)f 
= R[C - AHi]e - c00 (l - p00 )Re 
= R[C - AHi]e - r , (5.34) 
is a possible solution vector, with r := c00 (l - p00 )Re. 
Define the vector r.p = (<p1 (s), ... , 'Pn(s)) and writeEqn. (5.5) in matrix-
vector terms, 
r.p (s)Q = r.p (s)[AH(s) - sC] + sp0C. (5.35) 
Observe that, according to Eqn. (5.7) 
PoCe = Coo( l - Pao)· 
Now multiply from the right both sides of the new vector-matrix equa-
tion, Eqn. (5.35), with a D-dimensional vector of l 's, e, to obtain 
r.p (s)[AH(s) - sC]e + sc00 (l - p00 ) = 0. (5.36) 
Multiply from the right both sides of Eqn. (5.35) with the matrix R to get 
r.p (s)QR = r.p (s)[AH(s) - sC]R + sp0CR. 
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Rewrite this equation by using the property of Eqn. (5.33) to obtain 
tp1(s) -
<.p (s) = --7r + <.p (s)[AH(s) - sC] R + sp0C R . (5.37) 7r1 
Iterate Eqn. (5.37) with itself by inserting <.p ( s) into the right hand side of 
the equation to obtain, after some algebraic transformations, 
<.p (s) = tpi(s) 7r[l + G(s) R] + y (s), (5.38) 
7r1 
with G(s) := AH(s) - sC and 
y (s) := <.p (s)[G(s)R]2 + sp0CR[G(s) R + I] . (5.39) 
Substitute Eqn. (5.38) into Eqn. (5.36) to obtain an expression for cp1 ( s ), 
0 = [ tp~~s) 7r[l + G(s) R] + y (s)] · G(s)e + sc00 (l - Poo) 
= tp i (s) [7rG(s) e + 7rG(s) RG(s) e] + y (s) G(s) e + scoo( l - Poo) 
7r1 
= 'Pi(s) [B2(s) + B3(s)] + B1 (s), (5.40) 
7r1 
with B1(s) = y (s) G(s) e + sc00 (l 
B3(s) = 7rG(s) RG(s)e. 
7rG(s)e and 
The next step is to insert the scaling s i--+ s/N for each term. Recall that 
using the heavy traffic parametrization introduced in Section 2, we have 
(1 - p00 ) = 1/ N. Now observe that, as N-+ oo, 
fI (s/N) fI 
s/N -+ 1 ' 
H1 s/N - fI (s/N) fI2 
~~~~~~ -+ ~ 
(s/N) 2 2 
Therefore the limit 
G(s/N) AH - C 
s/N -+ 1 ' 
is a constant and since i'P(s/N)I ::::; 1 and PbN) -+ 0 (see Eqn. (5.7)), we 
have 
y (s/N) = <.p (s/N) [G(s/N) R]
2 
+ p(N)CR [G(s/N) R +I] 
s/N s/N ° 
= <.p (s/N) (~ ) [G;~~) Rr + PbN)CR[G(s/N) R +I] 
-+ 0, 
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as N ---+ oo. Combining the above we obtain 
Then 
B1(s/N) = y (s/N)G(s/N)e + sc00 (l - p00 )/N 
= scoo(l - Poo)/N + o(N-2 ) = sc00 /N 2 + o(N-2). 
B2(s/N) = 1r [AH (s/N) - sC/NJ e 
= 1rA [H (s/N) - H1s/NJ e + 1r [AH1s/N - sC/NJ e 
H (s/N) - H1s /N 2 
= 1rA (s/N) 2 (s/N) e - sc00 (l - p00 )/N 
= -1t"A ~2 (s/N) 2e + o(N- 2 ) - sc00 /N2 
D 
= -(s/N) 2 L 7rd>..dhd2/2 - sc00 /N2 + o(N-2), 
d=l 
B3(s/N) = 1r [AH (s/N) - Cs/NJ R [AH (s/N) - Cs/NJ e 
= ( /N) 2 [AH (s/N) _ c] R. [AH (s/N) _ c] 
1l" 
8 (s/N) (s/N) e 
= 1r (s/N) 2 [AH1 - CJ R [AH1 - CJ e + o(N-2) 
= - 7r (s/N) 2 [AH1 - CJ (a+ r ) + o(N-2 ) 
= - L 1fd [(ad+ rd)(>..dhd1 - cd)] (s/N) 2 + o(N- 2), 
d 
due to R [ C - AHi) e = a + r, see Eqn. (5.34). Under the heavy-traffic 
scaling, 
r = Coo( l - p00 )Re = c00N - 1 Re, 
is an o(l) term. Observe that 
-(B2(s/N) + B3(s/N)) 
D 
= (s/N) 2 L 7rd[>..dhd2 / 2 +(ad+ o(l))(>..dhd1 - cd)] 
d= l 
+ sc00 /N2 + o(N- 2). 
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Rearranging Eqn. (5.40) yields 
B1(s/N) 
cpi(s/N) = 7r1 -(B2(s/N) + B3(s/N)) 
c00s/N2 + o(N- 2) 
= 7r1 D (s/N)2 Ld=l 7rd[>.dhd2/2 + ad(>.dhd1 - cd) ] + Coos/N2 + o(N- 2) 
1 + o( l ) 
Let M be the desired mean stated in Theorem 3.3, that is 
M := c~1 L 7rd [ >.dhd2/2 + ad(>.dhd1 - cd) J . 
d 
Then, taking the heavy-traffic limit, 
1. ( /N) 1. cp1 (sf N) 7r Im cp s = Im 7r = 
N-too N->oo 7r1 1 +MS ' 
i.e. the LST cp ( s) converges in distribution to the LST of an exponentially 
distributed random variable with mean M. 
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ing out the rough result. Among other important contributions, Koen de 
Turck provided a useful martingale presented in Lemma 3.1. 
The work in [90] is the result of a collaboration with Maaike Verloop 
(CNRS IRIT, Toulouse), as well as discussions with Urtzi Ayesta (co-
promotor, CNRS LAAS, Toulouse). Halldora took the lead in setting up 
this collaboration and formulating the research question. 
List of publications 
[22] J. Blom, M. Mandjes, and H. Thorsdottir. Time-scaling limits for 
Markov-modulated infinite-server queues. Stach. Models, 29(1):112-
127, 2013. 
[21] J. Blom, 0. Kella, M. Mandjes, and H. Thorsdottir. Markov-
modulated infinite-server queues with general service times. 
Queueing Syst., 76(4):403-424, 2014. 
[4] D. Anderson, J. Blom, M. Mandjes, H. Thorsdottir, and K. de Turck. 
A functional central limit theorem for a Markov-modulated 
infinite-server queue. Methodol. Comput . Appl., 18(1):153-168, 2014. 
[90] H. Thorsdottir and I. M. Verloop. Markov-modulated M/G/1-type 
queue in heavy traffic and its application to time-sharing disci-
plines. Queueing Syst., 82(1):1-27, 2016. 
124 
Summary 
This thesis considers queueing systems affected by a random environ-
ment, with the primary focus being that of evaluating the performance of 
these queues in specific asymptotic regimes. Embedding a queueing sys-
tem in a random environment is a way to add flexibility to a model. This 
flexibility comes at the cost of increased complexity, in that the queue be-
comes a doubly random system, i.e. the already stochastic arrival and 
service processes are also assumed to have randomly fluctuating param-
eters governed by the external environment. In the scope of this thesis 
the environment can in theory represent anything that can be modelled 
as a random process on a discrete state space, such as weather dynamics 
or the state of the economy. We frequently refer to the environment as 
the background process or modulating process. In addition to an intro-
duction, the thesis consists of four chapters; Chapters 2 to 5 are based on 
journal papers that have been published. Chapters 2, 3 and 4 all study 
infinite server systems, whereas in Chapter 5 a single server queue is 
studied. 
Chapters 2, 3 and 4 all exploit the concept of time-scale separation. The 
scaling of choice is applied to both the environment and the arrival pro-
cess. Both are pushed to infinity albeit at different speeds, imposing a 
central limit theorem (CLT) type of scaling. On the one hand, when the 
environment is sped up more than the arrival process, it will only be per-
ceived as an average from the perspective of the main process, the queue 
length. Instead of having multiple arrival and service rates due to the 
modulation, in the limit one effectively only observes an average arrival 
and service rate, which greatly simplifies the analysis. On the other hand, 
slowing down the environment relative to the arrivals, as in Chapter 4, 
yields a sequence of temporary steady-states. In that case the deviation 
between the transient and the equilibrium distribution of the environ-
ment, expressed in terms of the so-called deviation matrix for Markov 
chains, plays a crucial role. 
Under the CLT scaling, Gaussian limits are derived. In Chapters 2 
and 3, which contain results at the transient level, the limiting distri-
bution is identified as the normal distribution, whereas the functional 
CLT of Chapter 4 results in a limiting Gaussian process of the Ornstein-
Summary 
Uhlenbeck (OU) type. The heavy-traffic scaling in Chapter 5 lets the ar-
rival rate be increased such that the traffic intensity reaches its critical 
point. Typically the scaling yields reflected Brownian motion limits; here 
its stationary counterpart, the exponential distribution, is obtained as the 
limiting distribution of the steady-state workload and queue length. 
The methodology of Chapters 2, 3 and 5 is likely familiar to the reader 
of queueing literature. We set off with fixed-point equations to describe 
the infinite server queue in Chapters 2 and 3, and balance equations for 
the M/G/l queue in Chapter 5. Due to the modulating background pro-
cess the equations become particularly uninviting. By applying the right 
scaling and Taylor expansion, the equations simplify considerably, which 
helps in deriving the limits. The work in Chapter 4 is derived under a 
different framework and methodology, primarily based on unit-rate Pois-
son processes and the martingale CLT. The main advantage of this toolkit 
is that it yields a functional limiting result, whereas the methods of the 
other chapters yield finite-dimensional convergence. 
While the main topic of this thesis is the behaviour of modulated 
queues in particular scaling regimes, it contains specific results for non-
scaled processes as well, presented in Chapters 3 and 5. These results, 
which are obtained using transforms, are primarily in terms of recur-
sions for moments and differential equations that describe properties of 
the distribution of the number of customers and workload. 
We summarize the main results of the thesis. After speeding up the 
environment that modulates the Poisson arrivals to an infinite server 
queue, the arrival process is shown to be asymptotically Poisson with 
a uniform rate, see Chapter 2. By also speeding up the arrival rates, the 
scaled and centered queue length converges to a normally distributed 
random variable. Here the background process has deterministic transi-
tion times, yielding a semi-Markov-modulated system. These results are 
extended in Chapter 3 to a multi-dimensional CLT for an M/G/ oo queue 
under Markov-modulation. Chapter 4 contains a functional CLT for the 
queue length process with Markov-modulated arrivals and nonmodu-
lated, exponential service times. The martingale CLT is applied to prove 
weak convergence to an OU process, where the environment moves ei-
ther faster or slower than the arrival process. In Chapter 5, assuming 
generally distributed service requirements and a fairly general class of 
service disciplines, it is shown that the workload of an M/G/l queue 
with Markov-modulated service capacity converges to an exponentially 
distributed random variable in heavy traffic. The discriminatory proces-
sor sharing service discipline is applied to the case of exponentially dis-
tributed service requirements and multiple customer classes. The queue 
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length vector for the various classes undergoes a state-space collapse in 
the limit of heavy-traffic scaling, also giving the exponential distribution. 
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Samenvatting 
Dit proefschrift onderzoekt wachtrijsystemen die worden bei:nvloed door 
een aan toeval onderhevige omgeving. De primaire focus ligt op de ka-
rakterisering van het gedrag van deze wachtrijen in bepaalde asymptoti-
sche schalingsregimes. Door een wachtrijsysteem te beschouwen in een 
stochastisch-fluctuerende (in plaats van statische) omgeving, wint het 
model aan flexibiliteit en realisme. Hier staat echter tegenover dat de 
complexiteit toeneemt, in de zin dat de wachtrij een 'dubbel stochastisch' 
systeem wordt; de aankomst- en verwerkingsprocessen die in standaard 
wachtrijsystemen al stochastisch zijn, krijgen nu ook stochastisch varie-
rende, door de omgeving bepaalde, parameters. 
In dit proefschrift correspondeert het omgevingsproces, ook wel mo-
dulerend proces of achtergrondproces, met een stochastisch proces op een 
discrete toestandsruimte; in toepassingen kan men bijvoorbeeld denken 
aan een proces dat de dynamiek van weersomstandigheden beschrijft of 
van de toestand van de economie. Naast een inleiding, bestaat het proef-
schrift uit vier hoofdstukken, die reeds gepubliceerd zijn. In hoofdstuk-
ken 2, 3 en 4 worden systemen bestudeerd met een oneindig aantal ver-
werkingseenheden (zogenaamde infinite-server systemen), in hoofdstuk 5 
een wachtrij met een enkele server (een single-server systeem). 
In de hoofdstukken 2, 3 en 4 wordt gebruik gemaakt van het principe 
van scheiding van tijdschalen: een bepaalde schaling wordt toegepast op 
het omgevingsproces, en een ander op het aankomstproces. Onder een 
schaling waar beide processen 'oneindig worden versneld', maar met on-
gelijke factoren, geldt een Centrale Limietstelling (central limit theorem, 
CLT). Wanneer het omgevingsproces meer versneld wordt dan het aan-
komstproces, dan wordt alleen het gemiddelde effect van de omgeving er-
varen door het wachtrijproces: vanwege de modulatie zijn er meerdere 
aankomst- en verwerkingssnelheden, maar in de limiet ervaart de wacht-
rij slechts een aankomst- en een verwerkingssnelheid. Wordt, daarente-
gen, het omgevingsproces minder versneld dan het aankomstproces (zo-
als in hoofdstuk 4), dan krijgen we een aaneenschakeling van 'tijdelijke' 
steady-states. In dit geval speelt de afwijking tussen de tijdsafhankelijke 
en de evenwichtsverdeling van het omgevingsproces een belangrijke rol; 
deze wordt uitgedrukt in termen van de zogenaamde deviatie-matrix. 
Samenvatting 
Onder de CLT schaling die we hierboven bespraken worden Gaussi-
sche limieten afgeleid. In de hoofdstukken 2 en 3 zijn dit resultaten 
die betrekking hebben op een enkel punt in de tijd, waarin de wachtrij 
asymptotisch normaal verdeeld is. De CLT van hoofdstuk 4 is daarente-
gen in fun ctionaalvorm: hij beschrijft een Gaussisch limietproces van het 
Ornstein-Uhlenbeck-type. De heavy-traffic schaling van hoofdstuk 5 laat 
de aankomstfrequenties toenemen zodat de verkeersintensiteit een kri-
tisch niveau benadert. Normaal gesproken leidt deze schaling tot een 
reflected Brownian motion (RBM) limiet; hier wordt de stationaire variant 
van de RBM, de exponentiele verdeling, gevonden als de limietverdeling 
van de stationaire workload en de wachtrijlengte. 
De lezer van de wachtrijliteratuur zal waarschijnlijk bekend zijn met 
de methodologie die wordt gebruikt in de hoofdstukken 2, 3 en 5. In 
de hoofdstukken 2 en 3 beginnen we met vastpuntsvergelijkingen om 
de infinite-server systemen te beschrijven; in hoofdstuk 5 is het startpunt 
het opstellen van de balansvergelijkingen voor de M/G/l wachtrij. Van-
wege de modulatie door het achtergrondproces, zijn de resulterende ver-
gelijkingen echter zeer gecompliceerd. Door nu gebruik te maken van 
onder onze schaling geldende benaderingen ( onder andere gebaseerd op 
Taylor-ontwikkelingen) worden deze vereenvoudigd, zodat limietresul-
taten afgeleid kunnen worden. In hoofdstuk 4 wordt gebruik gemaakt 
van een ander kader en een andere methodologie, voornamelijk geba-
seerd op de martingale CLT. Het voordeel hiervan is dat het leidt tot een 
limiet in functionaalvorm, terwijl de methoden uit de andere hoofdstuk-
ken leiden tot convergentieresultaten voor eindig-dimensionale stochas-
ten. 
Het hoofdonderwerp van dit proefschrift is hoe gemoduleerde wacht-
rijen zich gedragen onder bepaalde schalingen, maar het bevat ook resul-
taten voor ongeschaalde processen (zie hoofdstuk 3 en 5). Deze resulta-
ten, gevonden met gebruik van transformaties, zijn voornamelijk recur-
sies voor momenten en differentiaalvergelijkingen die de eigenschappen 
beschrijven van de verdeling van de workload en de hoeveelheid klanten 
in het systeem. 
Nu volgen de belangrijkste resultaten van dit proefschrift. In hoofd-
stuk 2 wordt bewezen dat door het versnellen van het omgevingsproces, 
dat de Poisson-aankomsten van een infinite-server wachtrij moduleert, het 
aankomstproces zich gedraagt als een uniform (d.w.z. niet-gemoduleerd) 
Poissonproces. Als de aankomstfrequenties zelf ook nog worden ver-
sneld, convergeert de geschaalde en gecentreerde wachtrijlengte naar 
een normaal-verdeelde stochast. In dit hoofdstuk heeft het achtergrond-
proces deterministische transitietijden, waardoor het een semi-Markov-
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gemoduleerd proces is. Het resultaat wordt in hoofdstuk 3 uitgebreid naar 
een multi-dimensionale CLT voor een M/G/oo wachtrij met Markov-
modulatie. Hoofdstuk 4 bevat een CLT in functionaalvorm voor het 
wachtrijproces met Markov-gemoduleerde aankomsten en exponentiele 
(niet-gemoduleerde) verwerkingstijden. De martingale CLT wordt toege-
past om zwakke convergentie (d.w.z. convergentie in verdeling) naar een 
OU proces te bewijzen, daarbij onderscheid makend of het omgevings-
proces sneller dan wel langzamer is dan het aankomstproces. In hoofd-
stuk 5 wordt, voor willekeurige verdeelde bedieningseisen en voor een 
ruime klasse van bedieningsdisciplines, bewezen dat de workload van een 
M/G/1 queue met Markov-gemoduleerde bedieningscapaciteit in heavy 
traffic convergeert naar een exponentieel verdeelde stochast. De discri-
minatory processor sharing bedieningsdiscipline is toegepast voor het ge-
val van exponentieel verdeelde bedieningseisen en verschillende soorten 
klanten. De vector van de wachtrijlengte voor de verschillende soorten 
ondergaat een state-space collapse in de limiet van heavy-traffic schaling, en 
wordt ook exponentieel verdeeld. 
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