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1 はじめに
近年，ニューラル機械翻訳（NMT）[1, 4]の登場に
より，機械翻訳が盛んに研究されている．機械翻訳の
評価には一般的に BLEU [7]が用いられている．しか
しながら，BLEUは n-gram適合率に基づき精度を評
価する手法であり，文の意味を考慮した評価はできて
いない．
画像生成の分野で注目を集めている敵対的生成ネッ
トワーク（GAN）[2]は，GeneratorとDiscriminator
の 2つのネットワークからなり，Discriminatorはある
データが正解データであるかGeneratorの出力である
かを識別する一方で，GeneratorはDiscriminatorが識
別できないようなデータを生成するように敵対的な学
習を行うことで，Generatorが正解に近いデータを生成
することを可能にしている．敵対的生成ネットワークは
自然言語処理，とりわけ機械翻訳の分野でも使用が試
みられており [8, 9, 10]，これらの研究ではGenerator
をニューラル機械翻訳モデル，Discriminatorを入力さ
れた原言語文と目的言語文から目的言語文が参照訳で
あるかシステム出力文であるか予測する分類器として
敵対的に学習を行うことで，Generatorであるニュー
ラル機械翻訳モデルの精度の向上を図っている．
それに対して本研究では，目的言語文の分類器であ
るDiscriminatorに注目し，Discriminatorが予測する
正解データらしさを機械翻訳の評価手法として用いる
ことを提案した．提案手法では，Yangら [9]の手法を
参考にモデルを実装し，Generator と Discriminator
の事前学習を行った後に敵対的生成ネットワーク全体
を学習した．学習された Discriminatorに原言語文と
システムの出力文を入力することで，文単位の翻訳精
度を評価する．敵対的生成ネットワークの設定では正
解データは人手による参照訳なので，原言語文と目的
言語文のペアを見て正解データらしいということは人
手による翻訳である可能性が高いということであり，
翻訳文の評価に転用できると考えられる．提案手法
では評価に正解の参照訳を必要としないため，単言語
コーパスなどの参照訳がない文に対する翻訳の評価へ
の使用も期待できる．
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図 1: 敵対的生成ネットワークを用いたニューラル機
械翻訳モデル.
ルを用いて日英翻訳の評価に関する実験を行い，ケン
ドールの順位相関係数を用いてWAT 2015 [5]の人手
評価データとの相関を計ったところ，Sentence BLEU
[3]とほぼ同程度に人手評価との相関があることがわ
かった．また，参照訳と同様の意味であるにもかかわ
らず単語の表層の違いにより Sentence BLEUでは低
く評価されてしまうシステムの出力文も，提案手法で
は高く評価することができた．
2 ニューラル機械翻訳
ここで，本研究に用いたニューラル機械翻訳モデ
ル1について説明する．我々は Luongら [4]が提案し
たニューラル機械翻訳モデルを基に実装を行った．
2.1 Encoder
入力された原言語文は，one-hotベクトル系列 (X =
[x1;    ;xjXj])に変換される．各ステップ iにおいて，
原言語側の単語の埋め込み表現 esi は，
esi = tanh(Wxxi) (1)
と計算される．ここで，Wx 2 Rqvs は重み行列であ
り，qは埋め込み層の次元数，vsは原言語側の語彙サ
イズを表す．Encoderの隠れ層 hsi は，
hsi =
 !
hsi +
  
hsi (2)
と表され， !hsi および
  
hsi は，それぞれ LSTMを用いて
 !
hsi = LSTM(e
s
i ;
  !
hsi 1);　
  
hsi = LSTM(e
s
i ;
   
hsi+1) (3)
と計算される．
1https://github.com/yukio326/nmt-chainer
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2.2 Decoder
各ステップ j において，Decoder の隠れ層 htj は，
LSTMを用いて，
htj = LSTM([e
t
j 1 : ~h
t
j 1];h
t
j 1) (4)
と表される．ここで，etj 1は目的言語側の 1ステップ
前の単語埋め込み表現，~htj 1 は 1ステップ前のアテ
ンション計算後の隠れ層，htj 1 は 1ステップ前の隠
れ層である．目的言語側の単語埋め込み表現 etj 1は，
etj 1 = tanh(Wyyj 1) (5)
と表される．ここで，Wy 2 Rqvt は重み行列であり，
vt は目的言語側の語彙サイズを表す．単語 yj 1 は，
学習時には原言語文と同様に目的言語文を one-hotベ
クトル系列 (Y = [y1;    ;yjY j]) に変換したものから
用い，評価時には予測した単語 y^j 1 を用いる．
アテンション計算後の隠れ層 ~htj は，
~htj = tanh(Wa[h
t
j : cj ] + ba) (6)
と表される．ここで，Wa 2 Rr2r は重み行列，ba 2
Rrはバイアスであり，rは隠れ層の次元数を表す．文
脈ベクトル cj は Encoderの隠れ層 hsi の重み付き和
であり，
cj =
jXj
i=1
ijh
s
i (7)
と計算される．上式における重み ij は，ソフトマッ
クス関数を用いて全体の和が 1となるよう正規化され
る確率分布であり，
ij =
exp(hsTi h
t
j)PjXj
k=1 exp(
hsTk h
t
j)
(8)
のように内積を用いて計算される．出力単語 y^j の条
件付き確率は，
p(y^j jY<j ;X) = softmax(Wghtj + bg) (9)
と計算される．ここで，Wg 2 Rvtrは重み行列，bg 2
Rvt はバイアスである．
2.3 学習
学習時における目的関数は，
L() = 1
D
DX
d=1
jY jX
j=1
logp(y
(d)
j jY (d)<j ;X(d);) (10)
のように定義する．ここで，はモデルにおける全て
のパラメータとする．
図 2: Discriminatorの構造.
3 敵対的生成ネットワークを用いた
ニューラル機械翻訳
ここでは，提案手法として用いた敵対的生成ネット
ワークを用いたニューラル機械翻訳モデルについて述
べる．我々は Yangら [9]の提案モデルを参考に実装
を行った．敵対的生成ネットワークは，図 1に示した
ように，Generatorと Discriminatorの 2つのネット
ワークから成る．
3.1 Generator
Generator は，入力された原言語文から Discrimi-
natorがシステムの出力文であると判断できないよう
な正解データ（参照訳）に近い文の生成を図る．本研
究では，前節で述べたニューラル機械翻訳モデルをそ
のまま Generatorとして用いる．
3.2 Discriminator
Discriminatorは，図 2に示したように，入力され
た原言語文と目的言語文から，その目的言語文の正解
らしさを予測する．すなわち，目的言語文として参照
訳が入力された場合は高いスコアを，Generatorの出
力文が入力された場合は低いスコアを予測することが
Discriminatorの目的である．
入力された原言語文の各単語は，式 (1)に従ってそ
れぞれ単語埋め込み表現 esi へと変換される．各ステッ
プ iにおいて，原言語側の単語埋め込み表現 esi に対
応する隠れ層 fsi は，
fsi =
h !
fsi :
  
fsi
i
(11)
と表され， !fsi および
  
fsi は，それぞれ LSTMを用いて
 !
fsi = LSTM(e
s
i ;
  !
fsi 1);　
  
fsi = LSTM(e
s
i ;
   
fsi+1) (12)
と計算される．得られた隠れ層から原言語文の文ベク
トル fs を，
fs = average
h
fs1 ;f
s
2 ;    ;fsjXj
i
(13)
― 569 ― Copyright(C) 2018 The Association for Natural Language Processing.
All Rights Reserved.
のように求める．同様にして，入力された目的言語文
の文ベクトル f t を求める．求めた原言語文および目
的言語文の文ベクトルの内積を用いて，入力された原
言語文に対する目的言語文の正解らしさを，
p(X;Y ) = sigmoid( fs  f t) (14)
のように予測する．
3.3 学習
敵対的生成ネットワークでは，Generator は Dis-
criminator を騙すように，Discriminator は Genera-
tor の出力文を区別できるように敵対的な学習を行
わなけらばならない．したがって，予測系列を Y^ =
[y^1;    ; y^jY^ j]とすると，学習時における目的関数は，
Generator
LG(;) = 1
D
DX
d=1
( jY jX
j=1
logp(y
(d)
j jY (d)<j ;X(d);)
+ log p(X(d); Y^ (d)j)
) (15)
Discriminator
LD() = 1
D
DX
d=1

log p(X(d);Y (d)j)
+ log
n
1  p(X(d); Y^ (d)j)
o (16)
のように定義する．ここで，はGeneratorにおける
全てのパラメータ， は Discriminatorにおける全て
のパラメータとする．
4 敵対的生成ネットワークを用いた
機械翻訳評価手法
敵対的生成ネットワークを用いる一般的な目的は，
Generatorは Discriminatorがシステムの出力文であ
ると判断できないような正解データに近い文を生成す
るように，Discriminatorは入力された原言語文と目
的言語文からその目的言語文の正解らしさを予測し，
Generatorの出力文を区別できるように敵対的な学習
を行うことで，Generatorの出力文の質を向上させるこ
とにある．本研究では，GeneratorではなくDiscrim-
inatorに注目し，学習された Discriminatorを用いて
機械翻訳の評価を行うことを提案する．
提案手法では，はじめにGenerator（NMT）の事前
学習を行い，得られたモデルの出力を用いてDiscrim-
inatorの事前学習を行う．その後，敵対的生成ネット
ワーク全体を学習し，学習されたDiscriminator に原
言語文とシステムの出力文を入力することで，翻訳
精度を評価する. 敵対的生成ネットワークにおいて，
表 1: ケンドールの順位相関係数
評価手法 スコア
Sentence BLEU 0.234
GAN 0.195
Discriminatorは Generatorの出力文がどれほど正解
データに近いかを判断しており，翻訳精度を評価でき
ることが期待される．
また，提案手法では評価に原言語文とシステムの出
力文を用いており正解の参照訳を必要としないため，
単言語コーパスなどの参照訳がない文に対する翻訳の
評価への使用も期待できる．
5 文単位の機械翻訳評価実験
5.1 データ
実験に使用したコーパスは，Asian Scientic Paper
Excerpt Corpus（ASPEC） [6]である．学習用データ
に関しては，約 300万文のうち文アライメントの信頼
度上位 150万文を用いた．日本語の単語分割には形態
素解析器MeCab2（バージョン 0.996，IPADIC）を用
い，英語の単語分割にはMoses3の tokenizer.perlを用
いた．原言語および目的言語の学習用データから 1文
あたり 60単語を超える文対を削除したところ，コーパ
スの文数は学習用 1,456,278文，開発用 1,790文，評
価用 1,812文となった．
翻訳の評価には，WAT 2015 [5]の日英機械翻訳の
人手評価データを用いた．このデータは，ASPECの
評価用データ中から抽出された 200組の対訳文と，そ
れぞれに対する 3システム4分の出力文・2人分の人手
評価スコア（1～5）からなる．人手評価スコアは，2
人分の評価スコアの平均値を正規化して用いた．
5.2 評価手法
本実験では，200文 3システムの合計 600文に対
して，ベースライン（Sentence BLEU [3]）および提案
手法（GAN）を用いて文レベルで評価を行った. なお，
ネットワークは，原言語側語彙サイズ 100,000，目的言
語側語彙サイズ 30,000，埋め込み層次元数 512，Gen-
eratorの隠れ層次元数 1,024，Discriminatorの隠れ層
次元数 1,024，バッチサイズ 128，最適化手法AdaGrad
（初期学習率：0.01）の設定で実験を行った．
5.3 結果
実験で得られたスコアについて，人手評価との相関
を測った．相関を示すスコアとして，ケンドールの順
位相関係数を使用した．結果は表 1の通りである．実
2https://github.com/taku910/mecab
3http://www.statmt.org/moses/
4統計的機械翻訳システム，用例翻訳システム，ルールベース翻
訳システムの 3 システム．
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表 2: 評価スコア例．
成功例
原言語文 両 症例 とも 保存 療法 を 施行 し た 。
参照訳 The conservative treatment was applied to both cases .
システム出力文 Both cases underwent conservative treatment .
人手評価スコア：1.000，Sentence BLEUスコア：0.232，GAN評価スコア：0.999
失敗例
原言語文 次世代 ネットワーク 下 で の ネットワーク 管理 システム に対する 要求 を 論じ , NEC
により 提供 さ れる 幾つ か の 解決 策 を 紹介 し た 。
参照訳 Demands for the network management systems under the next generation networks are
discussed , and some solutions oered by NEC are introduced .
システム出力文 The demand for the network management system under the next generation network is
discussed , and some solutions oered by NEC are introduced .
人手評価スコア：1.000，Sentence BLEUスコア：0.644，GAN評価スコア：0.087
験の結果，敵対的生成ネットワークを用いた評価は参
照訳を用いていないものの，Sentence BLEUとほぼ
同程度の人手評価との相関を示した．
6 考察
表 2に実際の評価スコア例を示す．成功例において，
参照訳は受動態の文となっているが，システム出力文
は能動態になっている．また，原言語文の \施行した"
に対応する動詞が参照訳では \applied"，システム出
力文では \underwent" となっており表層が異なるた
め，Sentence BLEUスコアでは低く評価されている
が，GAN評価スコアでは人手評価と同様にほぼ正解
と評価できている．
しかし失敗例においては，参照訳とシステム出力文
において意味も表層もほぼ同じであり，人手評価スコ
アも Sentence BLEUスコアも高い評価ができている
にもかかわらず，GAN評価スコアでは非常に低い評
価をしてしまっている．この例のほかにも，特に長文
や複文において誤った評価をしている例が多数見受け
られた．原因としては，文ベクトルの作成において各
単語に対応する隠れ層の平均を用いているため，文長
が長い場合には文ベクトルを作成した段階で情報が多
く欠落してしまうことが考えられる．特に，述語は文
ベクトルを構成する上で重要度が高いと考えられ，複
文のように述語が複数ある場合には，文ベクトルを作
成した段階で非常に多くの情報が欠落してしまってい
る可能性が高いと推測される．
7 おわりに
本研究では，敵対的生成ネットワークを用いた機械
翻訳評価手法を提案した．実験の結果，参照訳を用い
ずに機械翻訳の精度評価を行うことができ，Sentence
BLEUとほぼ同程度の人手評価との相関が得られた．
今後，長文や複文の評価に対応するためのモデルの検
討や敵対的生成ネットワークの学習への強化学習の適
用によるさらなる翻訳評価精度の向上を図るとともに，
他ドメインやニューラル機械翻訳システムの出力文に
対する評価も行いたい．
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