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Regular decay of ball diameters
and spectra of Ruelle operators for contact Anosov flows
Luchezar Stoyanov
Abstract. For Anosov flows on compact Riemann manifolds we study the rate of decay along the
flow of diameters of balls Bs(x, ǫ) on local stable manifolds at Lyapunov regular points x. We
prove that this decay rate is similar for all sufficiently small values of ǫ > 0. From this and the
main result in [St1], we derive strong spectral estimates for Ruelle transfer operators for contact
Anosov flows with Lipschitz local stable holonomy maps. These apply in particular to geodesic
flows on compact locally symmetric manifolds of strictly negative curvature. As is now well known,
such spectral estimates have deep implications in some related areas, e.g. in studying analytic
properties of Ruelle zeta functions and partial differential operators, asymptotics of closed orbit
counting functions, etc.
1 Introduction
Consider a non-linear system of differential equations of the form
x˙(t) = f(t, x) , (1.1)
where f : U × R −→ Rn is a continuously differentiable map for some open ball U with center
0 in Rn and f(t, 0) = 0 for all t ∈ R. Assuming that the null solution of (1.1) is asymptotically
stable (see e.g. [CL]), one defines a semi-flow ϕt : U × [0,∞) −→ U such that ϕt(z, s) = x(t+ s),
where x is the solution of (1.1) with x(s) = z. One may then ask the question whether for all
sufficiently small 0 < δ1 < δ2 there exists a constant C > 0 depending only on δ1 and δ2 (and
f) such that diam(ϕt(B(0, δ2))) ≤ Cdiam(ϕt(B(0, δ1))) for all t ≥ 0, where B(0, δ) denotes the
(closed) ball with center 0 and radius δ in Rn. We do not know what happens in the general
case, however it follows from the arguments in the present paper that under a certain (Lyapunov
regularity) condition at 0, the answer to the above question is affirmative.
In fact, we consider a more complicated situation. Let φt : M −→M be a C2 Anosov flow on
a C2 compact Riemann manifold M . For any x ∈ M and a sufficiently small δ > 0 consider the
closed δ-ball Bs(x, δ) = {y ∈ W sǫ (x) : d(x, y) ≤ δ} on the local stable manifold W sǫ (x). For any
y ∈ W sǫ (x) we know that d(φt(x), φt(y)) → 0 exponentially fast as t → ∞. Moreover, we have
uniform estimates for the exponential rate of convergence, so for any x ∈M and any given δ > 0,
diam(φt(B
s(x, δ))) → 0 exponentially fast as t→∞. However, in general it is not clear whether
for any constants 0 < δ1 < δ2 the ratio
diam(φt(B
s(x, δ2)))
diam(φt(Bs(x, δ1)))
is uniformly bounded for t > 0 and x ∈ M (although a similar property is obviously satisfied
by the linearized flow dφt, considering balls on corresponding tangent planes). It appears that
in general this problem is rather subtle, and it is not clear at all whether one should expect a
positive solution without any extra assumptions.
Here we consider a similar problem on the set L of Lyapunov regular points inM – see section
3.1 for the terminology. We prove the following.
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Theorem 1.1. For every ǫ > 0 there exist Lyapunov ǫ-regularity functions ω : L −→ (0, 1) and
G : L −→ [1,∞) such that for any 0 < δ1 < δ2 there exists a constant K = K(δ1, δ2) ≥ 1 with
diam(φt(B
s(x, δ2)) ≤ KG(x)diam(φt(Bs(x, δ1))
for all x ∈ L with δ2 ≤ ω(x) and all t > 0.
A similar result can be proved for non-uniformly hyperbolic flows.
The above has an important consequence concerning cylinders in a symbolic coding of the
flow defined by means of a Markov family – see Theorem 4.2 below for details.
The motivation for this work came from [St1], where assuming the properties (a) and (b) in
Theorem 4.2 below, Lipschitzness of the local stable holonomy maps and a certain non-integrability
condition we prove strong spectral estimates for arbitrary potentials over basic sets for Axiom
A flows, similar to those established by Dolgopyat [D] for geodesic flows on compact surfaces
(for general potentials) and transitive Anosov flows on compact manifolds with C1 jointly non-
integrable horocycle foliations (for the Sinai-Bowen-Ruelle potential). It is known that such strong
spectral estimates lead to deep results in a variety of areas which are difficult (if not impossible)
to obtain by other means (see e.g. [PoS1], [PoS2], [PoS3], [An], [PeS1] [PeS2], [PeS3]).
Let R = {Ri}ki=1 be a Markov family for φt consisting of rectangles Ri = [Ui, Si], where Ui
(resp. Si) are (admissible) subsets ofW
u
ǫ (zi) (resp. W
s
ǫ (zi)) for some ǫ > 0 and zi ∈M (cf. section
2 for details). The first return time function τ : R = ∪ki=1Ri −→ [0,∞) and the standard Poincare´
map P : R −→ R are then naturally defined. Setting U = ∪ki=1Ui, the shift map σ : U −→ U
defined by σ = π(U) ◦ P, where π(U) : R −→ U is the projection along the leaves of local stable
manifolds, provides a natural symbolic coding of the flow. To avoid dealing with boundary points
in U , consider the set Û of all u ∈ U whose orbits do not have common points with the boundary
of R (see section 2).
Given a Lipschitz real-valued function f on Û , set g = gf = f −Pτ , where P = Pf ∈ R is the
unique number such that the topological pressure Prσ(g) of g with respect to σ is zero (cf. e.g.
[PP]). For a, b ∈ R, one defines the Ruelle transfer operator Lg−(a+ib)τ : CLip(Û ) −→ CLip(Û) in
the usual way (cf. section 2). Here CLip(Û) is the space of Lipschitz functions g : Û −→ C. By
Lip(g) we denote the Lipschitz constant of g and by ‖g‖0 the standard sup norm of g on Û .
We will say that the Ruelle transfer operators related to the function f on U are eventually
contracting if for every ǫ > 0 there exist constants 0 < ρ < 1, a0 > 0 and C > 0 such that if
a, b ∈ R satisfy |a| ≤ a0 and |b| ≥ 1/a0, then for every integer m > 0 and every h ∈ CLip(Û) we
have
‖Lmf−(Pf+a+ib)τh‖Lip,b ≤ C ρm |b|ǫ ‖h‖Lip,b ,
where the norm ‖.‖Lip,b on CLip(Û) is defined by ‖h‖Lip,b = ‖h‖0 + Lip(h)|b| . This implies in
particular that the spectral radius of Lf−(Pf+a+ib)τ on C
Lip(Û) does not exceed ρ.
From Theorem 1.1 (or rather its consequence – Theorem 4.2 below) and the main result in
[St1] we derive the following.
Theorem 1.2. Let φt : M −→ M be a C2 transitive contact Anosov flow on a C2 compact
Riemann manifold with uniformly Lipschitz local stable holonomy maps. Then for any Lipschitz
real-valued function f on U the Ruelle transfer operators related to f are eventually contracting.
The reader is referred to section 2 below for the definition of local holonomy maps. In gen-
eral these are only Ho¨lder continuous. It is known that uniform Lipschitzness of the local stable
holonomy maps can be derived from certain bunching condition concerning the rates of expan-
sion/contraction of the flow along local unstable/stable manifolds over M (see [Ha], [PSW]).
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A result similar to Theorem 1.2 is true for general (non necessarily contact) Anosov flows,
however one has to assume in addition a local non-integrability condition (see condition (LNIC)
in [St1]). Using a smoothing procedure as in [D], an estimate similar to that in Theorem 1.2 holds
for the Ruelle operator acting on the space Fγ(U) of Ho¨lder continuous functions with respect to
an appropriate norm.
For geodesic flows on locally symmetric spaces of negative curvature it is well known that the
local stable and unstable manifolds are smooth (C∞), so the corresponding local holonomy maps
are smooth as well. Thus, as an immediate consequence of Theorem 1.2 one obtains the following.
Theorem 1.3. Let X be a compact locally symmetric space of negative curvature and let
φt : M = S
∗(X) −→M be the geodesic flow on X. Then for any Lipschitz real-valued function f
on U the Ruelle transfer operators related to f are eventually contracting.
As mentioned above, there are various consequences that can be derived from results like
Theorem 1.2 (or Theorem 1.3). Here we state one of these.
As in [St1], one can use Theorem 1.2 and an argument of Pollicott and Sharp [PoS1] to get
certain information about the Ruelle zeta function
ζ(s) =
∏
γ
(1− e−sℓ(γ))−1 ,
where γ runs over the set of primitive closed orbits of φt and ℓ(γ) is the least period of γ. Let hT
denote the topological entropy of φt.
Corollary 1.4. Under the assumptions in Theorems 1.2 or 1.3, the zeta function ζ(s) of the flow
φt : M −→ M has an analytic and non-vanishing continuation in a half-plane Re(s) > c0 for
some c0 < hT except for a simple pole at s = hT . Moreover, there exists c ∈ (0, hT ) such that
π(λ) = #{γ : ℓ(γ) ≤ λ} = li(ehT λ) +O(ecλ)
as λ→∞, where li(x) =
∫ x
2
du
log u
∼ x
log x
as x→∞.
In fact, a direct application of Theorem 5 in [PeS3] gives a more precise estimate of the number
of closed trajectories of the flow with primitive periods lying in exponentially shrinking intervals
– we refer the reader to section 6 in [PeS3] for details.
Section 2 contains some basic definitions and preliminary facts. In section 3 we compare
diameters of balls with respect to Bowen’s metric on unstable manifolds and prove the analogue
of Theorem 1.1 for unstable manifolds. From this Theorem 1.1 is derived easily. Finally in section
4 we consider cylinders in the set U defined by means of a Markov family, and prove two properties
of the decay rates of the diameters of such cylinders (Theorem 4.2), assuming that the local stable
holonomy maps are uniformly Lispchitz. We do not know whether the same properties hold for
any Anosov flow. Theorem 1.2 is then derived using Theorem 4.2 and the argument in section 5
of [St1].
2 Preliminaries
Throughout this paper M denotes a C2 compact Riemann manifold, and φt : M −→ M (t ∈ R)
a C2 flow on M . The flow is called hyperbolic if M contains no fixed points and there exist
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constants C > 0 and 0 < λ < 1 such that there exists a dφt-invariant decomposition TxM =
E0(x)⊕Eu(x)⊕Es(x) of TxM (x ∈M) into a direct sum of non-zero linear subspaces, where E0(x)
is the one-dimensional subspace determined by the direction of the flow at x, ‖dφt(u)‖ ≤ C λt ‖u‖
for all u ∈ Es(x) and t ≥ 0, and ‖dφt(u)‖ ≤ C λ−t ‖u‖ for all u ∈ Eu(x) and t ≤ 0. The flow φt
is called an Anosov flow on M if the periodic points are dense in M (see e.g. [KH]). The flow is
called transitive if it has a dense orbit, and contact if there exists a C2 flow invariant one form ω
on M such that ω ∧ (dω)n is nowhere zero, where dim(M) = 2n+ 1.
For x ∈M and a sufficiently small ǫ > 0 let
W sǫ (x) = {y ∈M : d(φt(x), φt(y)) ≤ ǫ for all t ≥ 0 , d(φt(x), φt(y))→t→∞ 0 } ,
W uǫ (x) = {y ∈M : d(φt(x), φt(y)) ≤ ǫ for all t ≤ 0 , d(φt(x), φt(y))→t→−∞ 0 }
be the (strong) stable and unstable manifolds of size ǫ. Then Eu(x) = TxW
u
ǫ (x) and E
s(x) =
TxW
s
ǫ (x). Given δ > 0, set E
u(x; δ) = {u ∈ Eu(x) : ‖u‖ ≤ δ}; Es(x; δ) is defined similarly.
It follows from the hyperbolicity of the flow that if ǫ0 > 0 is sufficiently small, there exists
ǫ1 > 0 such that if x, y ∈M and d(x, y) < ǫ1, thenW sǫ0(x) and φ[−ǫ0,ǫ0](W uǫ0(y)) intersect at exactly
one point [x, y] ∈M (cf. [KH]). That is, there exists a unique t ∈ [−ǫ0, ǫ0] such that φt([x, y]) ∈
W uǫ0(y). For x, y ∈M with d(x, y) < ǫ1, define πy(x) = [x, y] = W sǫ (x) ∩ φ[−ǫ0,ǫ0](W uǫ0(y)) . Thus,
for a fixed y ∈ M , πy : W −→ φ[−ǫ0,ǫ0](W uǫ0(y)) is the projection along local stable manifolds
defined on a small open neighbourhood W of y in M . Choosing ǫ1 ∈ (0, ǫ0) sufficiently small, the
restriction πy : φ[−ǫ1,ǫ1](W
u
ǫ1(x)) −→ φ[−ǫ0,ǫ0](W uǫ0(y)) is called a local stable holonomy map1.
We will say that A is an admissible subset of W uǫ (z) (z ∈ M) if A coincides with the closure
of its interior in W uǫ (z). Admissible subsets of W
s
ǫ (z) are defined similarly. As in [D], a subset R
of Λ will be called a rectangle if it has the form R = [U,S] = {[x, y] : x ∈ U, y ∈ S}, where U and
S are admissible subsets of W uǫ (z) and W
s
ǫ (z), respectively, for some z ∈M . In what follows we
will denote by Intu(U) the interior of U in the set W uǫ (z). In a similar way we define Int
s(S), and
then set Int(R) = [Intu(U), Ints(S)]. Given ξ = [x, y] ∈ R, set W uR(ξ) = [U, y] = {[x′, y] : x′ ∈ U}
and W sR(ξ) = [x, S] = {[x, y′] : y′ ∈ S} ⊂W sǫ0(x). The interiors of these sets in the corresponding
leaves are defined by Intu(W uR(ξ)) = [Int
u(U), y] and Ints(W sR(ξ)) = [x, Int
s(S)].
Let R = {Ri}ki=1 be a family of rectangles with Ri = [Ui, Si], Ui ⊂ W uǫ (zi) and Si ⊂ W sǫ (zi),
respectively, for some zi ∈M . Since the set L of Lyapunov regular points (see section 3.1 below)
is dense, without loss of generality we will assume that zi ∈ Ri ∩ L. Set R = ∪ki=1Ri. The
family R is called complete if there exists T > 0 such that for every x ∈ M , φt(x) ∈ R for
some t ∈ (0, T ]. Given a complete family R, the related Poincare´ map P : R −→ R is defined
by P(x) = φτ(x)(x) ∈ R, where τ(x) > 0 is the smallest positive time with φτ(x)(x) ∈ R. The
function τ is called the first return time associated with R. A complete family R = {Ri}ki=1 of
rectangles inM is called aMarkov family of size χ > 0 for the flow φt if diam(Ri) < χ for all i and:
(a) for any i 6= j and any x ∈ Int(Ri)∩P−1(Int(Rj)) we have P(Ints(W sRi(x))) ⊂ Ints(W sRj (P(x)))
and P(Intu(W uRi(x))) ⊃ Intu(W uRj (P(x))); (b) for any i 6= j at least one of the sets Ri ∩φ[0,χ](Rj)
and Rj ∩ φ[0,χ](Ri) is empty.
The existence of a Markov family R of an arbitrarily small size χ > 0 for φt follows from the
construction of Bowen [B] (cf. also Ratner [Ra]).
From now on we will assume that R = {Ri}ki=1 is a fixed Markov family for φt of small size
χ < ǫ0/2 < 1. Set U = ∪ki=1Ui and Intu(U) = ∪kj=1Intu(Uj). The shift map σ : U −→ U is
given by σ = π(U) ◦ P, where π(U) : R −→ U is the projection along stable leaves. Notice that τ
1In a similar way one can define holonomy maps between any two sufficiently close local transversals to stable
laminations; see e.g. [PSW].
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is constant on each stable leaf W sRi(x) = W
s
ǫ0(x) ∩ Ri. For any integer m ≥ 1 and any function
h : U −→ C define hm : U −→ C by hm(u) = h(u) + h(σ(u)) + . . .+ h(σm−1(u)).
Denote by Û the core of U , i.e. the set of those x ∈ U such that Pm(x) ∈ Int(R) = ∪ki=1Int(Ri)
for all m ∈ Z. It is well-known (see [B]) that Û is a residual subset of U and has full measure
with respect to any Gibbs measure on U . Clearly in general τ is not continuous on U , however
τ is essentially Lipschitz on U in the sense that there exists a constant L > 0 such that if
x, y ∈ Ui ∩σ−1(Uj) for some i, j, then |τ(x)− τ(y)| ≤ Ld(x, y). The same applies to σ : U −→ U .
Let B(Û) be the space of bounded functions g : Û −→ C with its standard norm ‖g‖0 =
supx∈Û |g(x)|. Given a function g ∈ B(Û), the Ruelle transfer operator Lg : B(Û) −→ B(Û)
is defined by (Lgh)(u) =
∑
σ(v)=u
eg(v)h(v) . If g ∈ B(Û) is essentially Lipschitz on Û , then Lg
preserves the space CLip(Û) of Lipschitz functions h : Û −→ C.
The hyperbolicity of the flow onM and the additional assumption (in section 4 below) that the
local stable holonomy maps are uniformly Lipschitz implies the existence of constants c0 ∈ (0, 1]
and γ1 > γ > 1 such that
c0γ
m d(u1, u2) ≤ d(σm(u1), σm(u2)) ≤ γ
m
1
c0
d(u1, u2) (2.1)
whenever σj(u1) and σ
j(u2) belong to the same Uij for all j = 0, 1 . . . ,m.
3 Comparison of ball diameters
3.1 Lyapunov regularity
Let M be a C2 compact Riemann manifold and φt an Anosov C
2 flow on M . Set f = φ1 and
denote by L the set of all Lyapunov regular points of f (see [P1] or section 2.1 in [BP]). It is
well-known that L is dense in M and has full measure with respect to any f -invariant probability
measure on M . Let
λ1 < λ2 < . . . < λs
be the exponentials of the positive Lyapunov exponents of f over L (so we have 1 < λ1). Fix an
arbitrary constant α ∈ (0, 1] such that
λαj < λj+1 , 1 ≤ j < s . (3.1)
Next, set ν0 = (1 + λ1)/2, ν1 = λ1 + (λ2 − λ1)/3 and ν2 = λ1 + 2(λ2 − λ1)/3 , so that
1 < ν0 < λ1 < ν1 < ν2 < λ2 .
Then take µ > 0 so small that
ν0e
8µ < λ1 , ν2e
8µ < λ2 (3.2)
(it then follows that λ1e
8µ < ν1 and ν1e
8µ < ν2), and
0 < µ < min
{
α
2(2 + α)
ln ν0 , ln
λ1 + ν1
2λ1
, ln
2λ2
λ2 + ν2
}
. (3.3)
Set
γ = max{(ν0/λ1)α , ν1/ν2} < 1 , (3.4)
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and consider
1 < ν0 < µ˜1 = λ1e
−2µ < µ1 = λ1e
−µ < λ1 < λ
′
1 = λ1e
µ < λ˜1 = λ1e
2µ < ν1 < ν2 < µ2 = λ2e
−µ < λ2 .
Fix for a moment µ > 0 with the above properties. Then, for x ∈ L we have an f -invariant
decomposition
Eu(x) = Eu1 (x)⊕ Eu2 (x)⊕ . . . ⊕ Eus (x)
into subspaces of constant dimensions n1, . . . , ns such that for some Lyapunov µ-regularity function
R = Rµ : L −→ (1,∞), i.e. a function with
e−µ ≤ R(f(x))
R(x)
≤ eµ , x ∈ L , (3.5)
we have
1
R(x) enµ
≤ ‖df
n(x) · v‖
λni ‖v‖
≤ R(x) enµ , x ∈ L , v ∈ Eui (x) \ {0} , n ≥ 0 . (3.6)
For x ∈ L set
E˜u2 (x) = E
u
2 (x)⊕ . . .⊕ Eus (x) .
For any u ∈ Eu(x) we will write u = u(1) + u(2), where u(1) ∈ Eu1 (x) and u(2) ∈ E˜u2 (x). We will
denote by ‖ · ‖ the norm on Eu(x) generated by the Riemann metric, and we will also use the
norm |u| = max{‖u(1)‖, ‖u(2)‖}. Taking the regularity function R(x) appropriately (see [P1],[BP]
or [PS]), we may assume that
|u| ≤ ‖u‖ ≤ R(x)|u| , x ∈ L , u ∈ Eu(x) .
It follows from the general theory of partial hyperbolicity (see [P1], [P2], [BP]) that the
invariant bundle {E˜u2 (x)}x∈L is uniquely integrable over L, i.e. there exists a continuous f -
invariant family {W u,2q˜(x)(x)}x∈L of C2 submanifolds W u,2q˜(x)(x) of M tangent to the bundle E˜u2 for
some Lyapunov µ/2-regularity function q˜ = q˜µ/2 : L −→ (0, 1). Moreover, it follows from Theorem
6.6 in [PS] and (3.1) that there exists an f -invariant family {W u,1q˜(x)(x)}x∈L of C1+α submanifolds
W u,1q˜(x)(x) of M tangent to the bundle E˜
u
1 . (However this family is not unique in general.) For
each x ∈ L fix an f -invariant family {W u,1q˜(x)(x)}x∈L with the latter properties. Then we can find
a Lyapunov µ-regularity function q = qµ : L −→ (0, 1) and for any x ∈ L a C1+α diffeomorphism
Φx : E
u(x; q(x)) −→ Φx(Eu(x; q(x)) ⊂W uq˜(x)(x)
such that
Φx(E
u
1 (x; q(x))) ⊂W u,1q˜(x)(x) , Φx(E˜u2 (x; q(x))) ⊂W u,2q˜(x)(x) x ∈ L . (3.7)
We will assume without loss of generality that the regularity function R satisfies
‖dΦx(u)‖ ≤ R(x) , ‖(dΦx(u))−1‖ ≤ R(x) , x ∈ L , u ∈ Eu(x; q(x)) . (3.8)
For any x ∈ L consider the C1+α map (defined locally near 0)
fˆx = (Φf(x))
−1 ◦ f ◦ Φx : Eu(x) −→ Eu(f(x)) .
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Given y ∈ L and any integer k ≥ 1 we will use the notation
fˆky = fˆfk−1(y) ◦ . . . ◦ fˆf(y) ◦ fˆy , fˆ−ky = (fˆf−k(y))−1 ◦ . . . ◦ (fˆf−2(y))−1 ◦ (fˆf−1(y))−1 ,
at any point where these sequences of maps are well-defined.
It is well known (see e.g. the Appendix in [LY] or section 3 in [PS]) that there exist Lyapunov
µ-regularity functions Γ = Γµ : L −→ [1,∞) and q = qµ : L −→ (0, 1) and for each x ∈ L a norm
‖ · ‖′x on TxM such that
‖v‖ ≤ ‖v‖′x ≤ Γ(x)‖v‖ , x ∈ L , v ∈ TxM , (3.9)
and for any x ∈ L and any integer n ≥ 0, assuming fˆ jx(u), fˆ jx(v) ∈ Eu(f j(x), q(f j(x))) are
well-defined for all j = 1, . . . , n, the following hold:
µn2 ‖u− v‖′x ≤ ‖fˆnx (u)− fˆnx (v)‖′fn(x) , u, v ∈ E˜u2 (x; q(x)) , (3.10)
µn1 ‖u− v‖′x ≤ ‖fˆnx (u)− fˆnx (v)‖′fn(x) ≤ (λ′1)n ‖u− v‖′x , u, v ∈ Eu1 (x; q(x)) , (3.11)
µn1 ‖u− v‖′x ≤ ‖fˆnx (u)− fˆnx (v)‖′fn(x) , u, v ∈ Eu(x; q(x)) , (3.12)
µn1 ‖v‖′x ≤ ‖dfˆnx (u) · v‖′fn(x) ≤ (λ′1)n ‖v‖′x , x ∈ L , u ∈ Eu(x; q(x)) , v ∈ Eu1 (x) , (3.13)
and
µn2 ‖v‖′x ≤ ‖dfˆnx (u) · v‖′fn(x) , x ∈ L , u ∈ Eu(x; q(x)) , v ∈ E˜u2 (x) . (3.14)
Clearly each of the above inequalities provides a corresponding inequality involving the norm ‖·‖.
For example (3.9) and (3.10) imply
µn2 ‖u− v‖ ≤ µn2 ‖u− v‖′x ≤ ‖fˆnx (u)− fˆnx (v)‖′fn(x) ≤ Γ(fn(x))‖fˆnx (u)− fˆnx (v)‖ (3.15)
for all x ∈ L and all u, v ∈ E˜u2 (x).
3.2 Balls in Bowen’s metric
We will use the notation from section 3.1. Given t > 0 and δ > 0 set
But (x, δ) = {y ∈W uδ (x) : d(φt(x), φt(y)) ≤ δ} .
Our aim in this section is to prove the following
Theorem 3.1. For every ǫ > 0 there exist Lyapunov ǫ-regularity functions ω : L −→ (0, 1) and
G : L −→ [1,∞) such that for any 0 < δ1 < δ2 there exists a constant K = K(δ1, δ2) ≥ 1 with the
following property: for all x ∈ L with δ2 ≤ ω(x) and all t > 0 we have
diam(But (φ−t(x), δ2)) ≤ KG(x)diam(But (φ−t(x), δ1)) .
Fix an arbitrary ǫ > 0. Let µ > 0 satisfy (3.2), (3.3) and
0 < µ <
ǫα
12
.
For a non-empty set X ⊂ Eu(x) set
ℓ(X) = sup{‖u‖ : u ∈ X} .
7
Given z ∈ L and p ≥ 1, setting x = fp(z), define
B̂up (z, δ) = {u ∈ Eu(z) : ‖fˆpz (u)‖ ≤ δ} , B̂u,1p (z, δ) = Eu1 (z) ∩ B̂up (z, δ) ,
B˜up (z, δ) = {u ∈ Eu(z) : ‖dfˆpz (0) · u‖ ≤ δ} , B˜u,1p (z, δ) = Eu1 (z) ∩ B˜up (z, δ) .
Notice that u ∈ Eu1 (z) implies fˆpz (u) ∈ Eu1 (fp(z)) whenever fˆpz (u) is well-defined.
Theorem 3.1 will be derived from Lemma 3.3 below and the following proposition.
Proposition 3.2. There exists a 12µ/α-regularity function ω : L −→ (0, 1) with ω(x) ≤ q(x) for
all x ∈ L and a 4µ-regularity function G : L −→ [1,∞) such that for any x ∈ L, any δ ∈ (0, ω(x)]
and any integer p ≥ 1 for z = f−p(x) we have
ℓ(B̂up (z, δ)) ≤ G(x)ℓ(B̂u,1p (z, δ)) .
The proof of Proposition 3.2 takes most of this section.
Taylor’s formula (see also section 3 in [PS]) implies that there exists a Lyapunov µ-regularity
function D = Dµ : L −→ [1,∞) such that for any i = ±1 we have
‖fˆ ix(v)− fˆ ix(u)− dfˆ ix(u) · (v − u)‖ ≤ D(x) ‖v − u‖1+α , x ∈ L , u, v ∈ Eu(x; q(x)) . (3.16)
Fix for a moment x ∈ L and an integer p ≥ 1, set z = f−p(x) and given v ∈ Eu(z; q(z)), set
zj = f
j(z) , vj = fˆ
j
z (v) ∈ Eu(zj) , wj = dfˆ jz (0) · v ∈ Eu(zj) (3.17)
for any j = 0, 1, . . . , p (assuming that these points are well-defined).
Lemma 3.3. There exist a Lyapunov 6µ-regularity function L = L6µ : L −→ [1,∞) and a
Lyapunov 7µ/α-regularity function r˜ = r˜7µ/α : L −→ (0, 1) with r˜ ≤ q such that for any x ∈ L,
any integer p ≥ 1 and any v ∈ Eu(z, r˜(z)) with ‖fˆpz (v)‖ ≤ r˜(x), where z = f−p(x), we have
‖w(1)p − v(1)p ‖ ≤ L(x)|vp|1+α .
Moreover, if |vp| = ‖v(1)p ‖ 6= 0, then 1/2 ≤ ‖w(1)p ‖/‖v(1)p ‖ ≤ 2.
Proof of Lemma 3.3. One checks easily that
r˜(x) =
(
1− γ
2
)1/α
· q(x)
D(x)1/αΓ(x)2/α+1R(x)1/α+1
≤ q(x) (3.18)
defines a Lyapunov 7µ/α-regularity function on L.
Let x ∈ L and z = f−p(x) for some integer p ≥ 1, and let v ∈ Eu(z, r˜(z)) be such that
‖fˆpz (v)‖ ≤ r˜(x). Using the notation (3.17), by (3.9) and (3.12),
‖vk‖ = ‖fˆkz (v)‖ ≤
Γ(x)
µp−k1
‖fˆpz (v)‖ =
Γ(x)
µp−k1
‖vp‖
for all k = 0, 1, . . . , p − 1. It follows from (3.16) that ‖fˆz(v) − dfˆz(0) · v‖ ≤ D ‖v‖1+α, so w1 =
fˆz(v) + u1 = v1 + u1 for some u1 ∈ Eu(z1) with ‖u1‖ ≤ D(z1) ‖v‖1+α. Hence w2 = dfˆz1(0) ·w1 =
dfˆz1(0) · v1 + dfˆz1(0) · u1. Using (3.16) again, we get dfˆz1(0) · v1 = fˆz1(v1) + u2 = v2 + u2 for
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some u2 ∈ Eu(z2) with ‖u2‖ ≤ D(z2) ‖v1‖1+α. Thus, w2 = v2 + u2 + dfˆz1(0) · u1. Continuing by
induction, as in the proof of Lemma 3.3 in [St3], one derives
wp = vp + up + dfˆzp−1(0) · up−1 + dfˆ2zp−2(0) · up−2 + . . .+ dfˆp−1z (0) · u1 , (3.19)
where uj ∈ Eu(zj) and ‖uj‖ ≤ D(zj) ‖vj−1‖1+α for all j = 1, . . . , p. Then
‖uj‖ ≤ D(zj) ‖vj−1‖1+α ≤ D(x) e
(p−j)µΓ(x)1+α
µ
(1+α)(p−j)
1
‖vp‖1+α ≤ D(x) Γ(x)
1+α
µ˜
(1+α)(p−j)
1
‖vp‖1+α .
Combining the latter with (3.9) and (3.13) gives
‖dfˆp−jzj (0) · u
(1)
j ‖ ≤ (λ′1)p−j Γ(zj)‖uj‖ ≤ D(x) Γ(x)2+α
(
λ˜1
µ˜1+α1
)p−j
‖vp‖1+α
for all j = 1, . . . , p. Setting L′(x) = D(x)Γ(x)2+α, and using (3.3) and (3.4) to get
λ˜1
µ˜1+α1
=
λ1e
2µ
λ1+α1 e
−2µ(1+α)
=
e2µ(2+α)
λα1
≤
(
ν0
λ1
)α
≤ γ ,
it follows that ‖dfˆp−jzj (0) · u(1)j ‖ ≤ L′(x) γp−j ‖vp‖1+α. Now (3.19) yields
‖w(1)p − v(1)p ‖ ≤ L′(x) ‖vp‖1+α
p∑
j=1
γp−j ≤ L
′(x)
1− γ ‖vp‖
1+α ≤ L
′(x)R(x)1+α
1− γ |vp|
1+α .
Since L(x) = L′(x)R(x)1+α/(1 − γ) is a Lyapunov 6µ-regularity function, this proves the first
part of the lemma.
If |vp| = ‖v(1)p ‖, then the above gives ‖w(1)p − v(1)p ‖ ≤ L(x)‖v(1)p ‖1+α, so∣∣∣∣∣‖w(1)p ‖‖v(1)p ‖ − 1
∣∣∣∣∣ ≤ L(x)‖v(1)p ‖α ≤ L(x)(r˜(x))α ≤ 12 ,
by the choice of r˜(x). Hence 1/2 ≤ ‖w(1)p ‖/‖v(1)p ‖ ≤ 2.
Corollary 3.4. Under the assumptions of Lemma 3.3, for u = v(1) ∈ Eu1 (z) we have
1/2 ≤ ‖w(1)p ‖/‖up‖ ≤ 2.
Proof. We just apply Lemma 3.3 replacing v by u. Since fˆpz (u) ∈ Eu1 (x), we have up = u(1)p .
Lemma 3.5. Assume that the regularity function r satisfies r(x) ≤ r˜(x) and
r(x) ≤ min
{(
1/ν2 − 1/λ2
2eµΓ2(x)D(x)
)1/α
,
(
1/λ1 − 1/ν1
2e3µΓ2(x)D(x)
)1/α}
(3.20)
for all x ∈ L. Then for any x ∈ L and any V = V (1) + V (2) ∈ Eu(x; r(x)) we have
‖(fˆ−1x )(2)(V )‖′f−1(x) ≤
‖V (2)‖′x
ν2
, (3.21)
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and
‖(fˆ−1x )(1)(V )‖′f−1(x) ≥
‖V (1)‖′x
ν1
. (3.22)
Proof of Lemma 3.5. Let x ∈ L, y = f−1(x) and let V = V (1) + V (2) ∈ Eu(x; r(x)). By (3.16),
fˆ−1x (V )− fˆ−1x (V (1), 0) = dfˆ−1x (V (1), 0) · (0, V (2)) + ξ
for some ξ ∈ Eu(y) with ‖ξ‖ ≤ D(y)‖V (2)‖1+α. Using ‖V (2)‖ ≤ r(x) and (3.9), the latter gives
‖ξ‖′y ≤ Γ(y)‖ξ‖ ≤ Γ(y)D(y)‖V (2)‖1+α ≤ Γ(x)D(x)e2µ‖V (2)‖1+α ≤ Γ2(x)D(x)e2µ‖V (2)‖′x rα(x) .
Since fˆ−1x (V
(1), 0) ∈ Eu1 (y), it follows from (3.10) that
‖(fˆ−1x )(2)(V )‖′y ≤ ‖dfˆ−1x (V (1), 0) · (0, V (2))‖′y + ‖ξ‖′y
≤ ‖V (2)‖′x
(
1
µ2
+ Γ2(x)D(x)e2µrα(x)
)
. (3.23)
Now (3.9) and (3.20) imply
1
µ2
+ Γ2(x)D(x)e2µrα(x) ≤ e
µ
λ2
+ eµ
1/ν2 − 1/λ2
2
= eµ
λ2 + ν2
2λ2ν2
<
1
ν2
,
since by (3.3) we have eµ < 2λ2λ2+ν2 . The above and (3.23) imply (3.21).
Similarly, we have
fˆ−1x (V )− fˆ−1x (0, V (2)) = dfˆ−1x (0, V (2)) · (V (1), 0) + η
for some η ∈ Eu(y) with ‖η‖ ≤ D(y)‖V (1)‖1+α. Then ‖η‖′y ≤ Γ2(x)D(x)e2µ‖V (1)‖′x rα(x). Since
fˆ−1x (0, V
(2)) ∈ E˜u2 (y), by (3.11),
‖(fˆ−1x )(1)(V )‖′y ≥ ‖dfˆ−1x (0, V (2)) · (V (1), 0)‖′y − ‖η‖′y
≥ ‖V (1)‖′x
(
1
λ′1
− Γ2(x)D(x)e2µrα(x)
)
. (3.24)
Now (3.20) implies
1
λ′1
− Γ2(x)D(x)e2µrα(x) ≥ 1
λ1eµ
− 1/λ1 − 1/ν1
2eµ
=
λ1 + ν1
2eµλ1ν1
>
1
ν1
,
since by (3.3) we have eµ < λ1+ν12λ1 . The above and (3.24) imply (3.22).
Proof of Proposition 3.2. Define ω : L −→ (0, 1) by
ω(x) =
(
1− γ
2
)1/α q(x)
16ν1Γ(x)2/α+3R(x)1/α+1
(
1/ν2 − 1/λ2
2e3µD(x)
)1/α
. (3.25)
Clearly ω(x) ≤ r˜(x), the function defined by (3.18). Moreover, 1/λ1 − 1/ν1 > 1/ν2 − 1/λ2 shows
that r(x) = 16ν1Γ
3(x)R(x)ω(x) satisfies (3.20), so Lemma 3.5 applies. It is easy to check that ω
is a Lyapunov 12µ/α-regularity function.
Let x ∈ L and let p ≥ 1 be an integer. Set z = f−p(x). Given δ > 0 with δ ≤ ω(x), we have
16ν1Γ
3(x)δ ≤ r(x). Let v ∈ B̂up (z, δ) be such that ‖v‖ is the maximal possible. Then we must
have ‖vp‖ = δ, where we use the notation in (3.17). Set V = vp.
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Next, consider two cases.
Case 1. ‖v(2)‖ ≥ ‖v(1)‖. Let U = (U (1), 0) be such that U (1) ∈ Eu1 (x) is an arbitrary
element with ‖U (1)‖ = δ. Then u = fˆ−px (U) ∈ B̂u,1p (z, δ), and applying (3.22) p times gives
‖u‖′z ≥ ‖U
(1)‖′x
νp1
≥ δ
νp1
. Similarly, applying (3.21) p times and using (3.4) implies
‖v(2)‖′z ≤
‖V (2)‖′x
νp2
≤ Γ(x)‖V
(2)‖
νp2
≤ Γ(x) δ
νp2
≤ Γ(x)γp δ
νp1
≤ Γ(x)γp ‖u‖′z .
This and (3.9) give
‖v(2)‖ ≤ ‖v(2)‖′z ≤ Γ(x)γp ‖u‖′z ≤ Γ(x)γpΓ(z)‖u‖ ≤ Γ(x)γpepµΓ(x)‖u‖ ≤ Γ2(x)‖u‖ .
The latter yields ‖v(1)‖ ≤ ‖v(2)‖ ≤ ‖v(2)‖′z ≤ Γ2(x)‖u‖, and therefore |v| ≤ Γ2(x)‖u‖. Hence
‖v‖ ≤ R(x)|v| ≤ Γ2(x)R(x)‖u‖, which shows that ℓ(B̂up (z, δ)) ≤ Γ2(x)R(x)ℓ(B̂u,1p (z, δ)).
Case 2. ‖v(2)‖ < ‖v(1)‖. Set xj = zp−j = f−j(x). Let q < p be the largest integer with
‖(fˆ−qx )(2)(V )‖ ≥ ‖(fˆ−qx )(1)(V )‖. Set p˜ = p − q, x˜ = xp˜, u = (v(1), 0) ∈ Eu1 (z) and uj = fˆ jz (u).
Then clearly ‖u‖ = ‖v(1)‖, and by the choice of q, ‖v(2)p˜ ‖ ≤ ‖v(1)p˜ ‖. Thus, |vp˜| = ‖v(1)p˜ ‖, and
now it follows from Lemma 3.3 and Corollary 3.4 with p replaced by p˜ that ‖up˜‖ ≤ 4‖v(1)p˜ ‖, so
‖up˜‖′x˜ ≤ 4Γ(x˜)‖v(1)p˜ ‖′x˜. Again by the choice of q, ‖v(2)p˜+1‖ ≥ ‖v(1)p˜+1‖, so
‖v(1)p˜+1‖′xp˜+1 ≤ Γ(xp˜+1)‖v
(1)
p˜+1‖ ≤ Γ(xp˜+1)‖v(2)p˜+1‖ ≤ Γ(xp˜+1)‖v(2)p˜+1‖′xp˜+1 ≤ Γ(x)eqµ‖v
(2)
p˜+1‖′xp˜+1 .
Hence, using (3.12), (3.11), (3.21) and (3.9), we get
‖up˜+1‖′xp˜+1 ≤ λ′1‖up˜‖′x˜ ≤ 4λ′1Γ(x˜)‖v
(1)
p˜ ‖′x˜ ≤
4λ′1
µ1
Γ(x˜)‖v(1)p˜+1‖′xp˜+1 ≤ 4λ′1Γ2(x)e2qµ‖v
(2)
p˜+1‖′xp˜+1
≤ 4λ
′
1
νq−12
Γ2(x)e2qµ‖V (2)‖′x ≤
4λ′1 Γ
3(x)e2qµδ
νq−12
.
Now (3.11) and (3.4) imply
‖up‖′x ≤ (λ′1)q−1 ‖up˜+1‖′xp˜+1 ≤ (λ′1)q−1
4λ′1 Γ
3(x)e2qµδ
νq−12
≤ 4ν1 Γ3(x)δ γq−1 ≤ 4ν1Γ3(x) δ ,
and by (3.9), ‖up‖ ≤ 4ν1Γ3(x) δ. Thus, u ∈ B̂u,1p (z, 4ν1Γ3(x)δ).
Since ‖u‖ = ‖v(1)‖ > ‖v(2)‖, it follows that ‖u‖ ≥ |v|, so
ℓ(B̂up (z, δ)) = ‖v‖ ≤ R(x)|v| ≤ R(x)‖u‖ ≤ R(x)ℓ(B̂u,1p (z, 4ν1Γ3(x)δ)) .
On the other hand, it follows from Lemma 3.3, Corollary 3.4 and the linearity of the map dfˆpz (0)
that ℓ(B̂u,1p (z, 4ν1Γ
3(x)δ)) ≤ 16ν1Γ3(x) ℓ(B̂u,1p (z, δ)). Thus, ℓ(B̂up (z, δ)) ≤ 16ν1Γ3(x)R(x) ℓ(B̂u,1p (z, δ)).
It follows from cases 1 and 2 that the regularity functions ω(x) and G(x) = 16ν1Γ
3(x)R(x)
satisfy the requirements of the proposition.
Proof of Theorem 3.1. Clearly it is enough to prove the analogous statement for sets of the form
B̂up (z, δ), and instead of diameters it is enough to work with ℓ(·).
Assume that the regularity functions ω and G(x) are as in Proposition 3.2.
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Let x ∈ L, p ≥ 1 be an integer and z = f−p(x). We will use again the notation (3.17). Let
0 < δ1 < δ2 ≤ ω(x). It follows from Proposition 3.2 that ℓ(B̂up (z, δ2)) ≤ G(x)ℓ(B̂u,1p (z, δ2)), while
the second part of Lemma 3.3 shows that ℓ(B̂u,1p (z, δ2)) ≤ ℓ(B˜u,1p (z, 2δ2)). Next, ℓ(B˜u,1p (z, 2δ2)) =
4δ2
δ1
ℓ(B˜u,1p (z, δ1/2)) by the linearity of the map dfˆ
p
z (0). Then using again the second part of Lemma
3.3, we get ℓ(B˜u,1p (z, δ1/2)) ≤ ℓ(B̂u,1p (z, δ1)) ≤ ℓ(B̂up (z, δ1)). Combining all these inequalities gives
ℓ(B̂up (z, δ2)) ≤ KG(x)ℓ(B̂up (z, δ1)), where K = 4δ2δ1 .
Proof of Theorem 1.1. Consider the Anosov flow ψt = φ−t on M . Clearly this flow has the same
set L of Lyapunov regular points. Let ω and G be Lyapunov regular functions satisfying the
requirements of Theorem 3.1 for the flow ψt. We will denote by Wsδ (x) and Wuδ (x) the local
stable and unstable manifolds for the flow ψt. Clearly W
s
δ (x) =Wuδ (x) and W uδ (x) =Wsδ (x).
Given x ∈ L, t > 0 and 0 < δ1 < δ2 ≤ ω(x), set x′ = φt(x), and notice that φt(Bs(x, δi)) =
But (x′, δi) for i = 1, 2, where
But (x′, δi) = {y′ ∈ Wuδi(x′) : d(ψt(x′), ψt(y′)) ≤ δi} .
Using Theorem 3.1 for the flow ψ, it follows that there exists a constant K(δ1, δ2) ≥ 1 such that
diam(But (x′, δ2)) ≤ KG(x)diam(But (x′, δ1)), i.e. diam(φt(Bs(x, δ2))) ≤ KG(x)diam(φt(Bs(x, δ1))).
4 Decay of cylinder diameters in a Markov coding
Let again R = {Ri}ki=1 be a fixed Markov family as in section 2. Define the matrix A = (Aij)ki,j=1
by Aij = 1 if P(Int(Ri)) ∩ Int(Rj) 6= ∅ and Aij = 0 otherwise. According to [BR] (see section 2
there), we may assume that R is chosen in such a way that AM0 > 0 (all entries of the M0-fold
product of A by itself are positive) for some integer M0 > 0. In what follows we assume that the
matrix A has this property.
Given a finite string ı = (i0, i1, . . . , im) of integers ij ∈ {1, . . . , k}, we will say that ı is
admissible if for any j = 0, 1, . . . ,m− 1 we have Aij ij+1 = 1. Given an admissible string ı, denote
by
◦
C [ı] the set of those x ∈ U so that σj(x) ∈ Intu(Uij ) for all j = 0, 1, . . . ,m. The set
C[ı] =
◦
C [ı] ⊂ Λ will be called a cylinder of length m in U , while
◦
C [ı] will be called an open
cylinder of length m. It follows from the properties of the Markov family that
◦
C [ı] is an open
dense subset of C[ı]. Any cylinder of the form C[i0, i1, . . . , im, im+1, . . . , im+q] will be called a
subcylinder of C[ı] of co-length q.
In what follows the cylinders considered are always defined by finite admissible strings. Given
x ∈ Ui for some i and r > 0 we will denote by BU (x, r) the set of all y ∈ Ui with d(x, y) < r.
It is easy to see that diam(C[ı]) → 0 exponentially fast as m → ∞. A much more subtle
question is if there exists a constant ρ ∈ (0, 1) such that for any cylinder C = C[i0, i1, . . . , im] and
any subcylinder C′ = C[i0, i1, . . . , im, im+1] we have diam(C′) ≥ ρdiam(C). Using Theorem 1.1
here we show that this is always the case under some regularity assumptions about the flow.
Recall the constants c0 ∈ (0, 1) and γ1 > γ > 1 from section 2, and fix an integer p1 ≥ 1 with
ρ0 =
1
c0γp1
< min
{
diam(Ui)
diam(Uj)
: i, j = 1, . . . , k
}
. (4.1)
Then clearly ρ0 < 1. Set ρ1 = ρ
1/p1
0 and fix a constant r0 > 0 with 2r0 < min{diam(Ui) : i =
1, . . . , k} and for each i = 1, . . . , k a point zˆi ∈ Ûi such that BU (zˆi, r0) ⊂ Intu(Ui).
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The following is an easy consequence of (2.1).
Lemma 4.1.([St1]) There exists a global constant C1 > 0 such that for any cylinder C[ı] of length
m we have diam(C[ı]) ≤ C1 ρm1 and diam(C[ı]) ≥ c0r0γm1 .
In what follows we will assume that ρ1 ∈ (0, 1) and C1 > 0 are fixed constants with the above
property. Fix a constant ǫ > 0 such that
e−ǫ >
√
ρ1 . (4.2)
From now on we will assume that the local stable holonomy maps through Λ are uniformly
Lipschitz. Then there exists a constant L ≥ 1 such that d(πy(z), πy(z′)) ≤ Ld(z, z′) for all
x, y ∈M with d(x, y) < ǫ1 and z, z′ ∈W uǫ1(x). (See section 2 for the choice of ǫ1.)
Given i = 1, . . . , k, according to the choice of the Markov family {Ri}, the projection
prRi : Wi = φ[−χ,χ](Ri) −→ Ri along the flow φt is well-defined and Lipschitz. Since the projection
πi : Ri −→ Ui along stable leaves is Lipschitz, the map ψi = πi ◦ prRi : Wi −→ W uRi(zi) is
also Lipschitz. Thus, we may assume the constant L ≥ 1 is chosen sufficiently large so that
d(ψi(u), ψi(v)) ≤ Ld(u, v) for all u, v ∈Wi and all i = 1, . . . , k.
Next, if V =W uR(x) is the unstable leaf of some point x ∈ Ri and ı = (i0 = i, i1, . . . , im) is an
admissible sequence, consider the generalized cylinder
CV [ı] = {y ∈ V : Pj(y) ∈ Rij , j = 0, 1, . . . ,m} .
Clearly, πi(CV [ı]) = C[ı], so
1
L
diam(CV [ı]) ≤ diam(C[ı]) ≤ L diam(CV [ı]) (4.3)
for any choice of V and the admissible sequence ı. For V as above, x ∈ V and δ > 0 set
BV (x, δ) = {y ∈ V : d(x, y) < δ} .
Theorem 4.2. Assume that φt : M −→ M is a C2 Anosov flow such that the local stable
holonomy maps are uniformly Lipschitz. Then there exist a constant ρ ∈ (0, 1) and a positive
integer p0 ≥ 1 such that:
(a) For any cylinder C[ı] = C[i0, . . . , im] and any subcylinder C[ı
′] = C[i0, i1, . . . , im+1] of C[ı]
of co-length 1 we have ρ diam(C[ı]) ≤ diam(C[ı′]) .
(b) For any cylinder C[ı] = C[i0, . . . , im] and any subcylinder C[ı
′] = C[i0, i1, . . . , im+1, . . . , im+p0 ]
of C[ı] of co-length p0 we have diam(C[ı
′]) ≤ ρdiam(C[ı]) .
Proof of Theorem 4.2. Notice that for any (admissible) ı we have σm(Ĉ[i0, . . . , im]) = Ûim .
As in section 2 we will assume that the point zi ∈ Int(Ri) is Lyapunov regular. Given ǫ > 0
with (4.2), let ω : L −→ (0, 1) and G : L −→ [1,∞) be Lyapunov ǫ-regularity functions with the
properties described in Theorem 3.1. Fix a constant r > 0 with r ≤ min1≤i≤k ω(zi) such that
BU (zi, r) ⊂ Intu(Ui) for all i = 1, . . . , k, and set G0 = max1≤i≤kG(zi). Then fix an integer p ≥ p1
so large that
ρ
(p+1)/2
1 <
r
C1L
. (4.4)
First note the following. Let x ∈ Rj be such that Pp+1(x) = zi for some j and i. Then
z ∈ C = CV [ı] for some ı = [i0, . . . , ip+1] with i0 = j and ip+1 = i, where V = W uR(z). We claim
that
CV [ı] ⊂ BV (z, ω(x)) ⊂ V . (4.5)
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Indeed, by Lemma 4.1, diam(C) ≤ C1ρp+11 . On the other hand, ω is a Lyapunov ǫ-regularity
function, so using (4.2), Lemma 4.1 and (4.3), we get
ω(x) ≥ ω(zi)e−(p+1)ǫ ≥ r ρ(p+1)/21 =
r
ρ
(p+1)/2
1
ρp+11 > C1Lρ
p+1
1 ≥ L diam(C[ı]) ≥ diam(CV [ı]) .
This proves (4.5).
(a) Assume that m > p, and let ı = [i0, i1, . . . , im] and ı
′ = [i0, i1, . . . , im, im+1] be admissible
sequences. Let z ∈ Ri0 be such that Pm+1(z) = zim+1 and Pj(z) ∈ Rij for all j = 0, 1, . . . ,m+ 1.
Set V =W uR(z), C = CV [ı] and C′ = CV [ı′].
Next, set x = Pm−p(z) and V ′ =W uR(x), and consider the cylinders C˜ = CV ′ [im−p, im−p+1, . . . , im]
and C˜′ = CV ′ [im−p, im−p+1, . . . , im, im+1]. Since Pp+1(x) = zim+1 , using (4.5) we get C˜ ⊂
BV ′(x, ω(x)), and moreover C˜ ⊂ BV ′(x,C1ρp+11 ). On the other hand it is easy to see using
(2.1) that C˜′ ⊃ BV ′(x, c0r/γp+11 ).
We will now use Theorem 3.1 with x and z as above, t = τm−p(z) > 0 and
0 < δ1 =
c0r
Lγp+11
< δ2 = C1Lρ
p+1
1 < ω(x) .
By Theorem 3.1, there exists a constant K = K(δ1, δ2) > 0 (depending on δ1 and δ2 which are
constants in our case) such that
diam(But (z, δ1)) ≥
1
KG(zim+1)
diam(But (z, δ2)) ≥
1
KG0
diam(But (z, δ2)) .
However, using the above information about C˜ and C˜′, as in the proof of Proposition 3.3 in [St1],
one easily observes that C′ ⊃ But (z, δ1) and C ⊂ But (z, δ2). Thus, diam(C′) ≥ 1KG0 diam(C).
Combining the latter with (4.3) gives diam(C[ı′]) ≥ 1L2KG0 diam(C[ı]).
This proves part (a) for m > p. Since there are only finitely many cylinders of length ≤ p, it
follows immediately that there exists ρ ∈ (0, 1/(L2KG0)] which satisfies the requirements of part
(a).
(b) This follows easily combining a simple modification of the proof of Proposition 3.3(b) in
[St1] with an argument similar to the above. We omit the details.
Proof of Theorem 1.2. This now follows from the main result (Theorem 1.1) in [St1], or rather from
the proof of this theorem in section 5 in [St1]. What the latter assumes is a local non-integrability
condition (LNIC), uniformly Lispchitz local stable holonomy maps and the so called (see section
1 in [St1]) regular distortion along unstable manifolds. In our case the flow is contact, so the
condition (LNIC) follows from Proposition 6.2 in [St1]. What concerns regular distortion along
unstable manifolds, one should note that section 5 in [St1] is only using a consequence of this
property, namely the properties of cylinders described in Proposition 3.3 in [St1]. These properties
are exactly the properties (a) and (b) in Theorem 4.2 above. Thus, under the assumptions of
Theorem 1.2 above the argument from section 5 in [St1] applies and proves that the Ruelle transfer
operators related to f are eventually contracting for any Lipschitz real-valued function f on U .
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