Abstract. In the article "Professor Tinbergen's Method" (Keynes J. M. Professor Tinbergen's Method. − The Economic Journal. 1939. Vol. 49. No. 195) John Maynard Keynes expressed critical notes concerning insufficient scientific level of the Jan Tinbergen's results obtained with the help of econometric methods. The conclusion of present research is that the critical appraisal of econometric applying given by John Maynard Keynes in 1939 can be completely assigned to many published in Latvia research in economics and business done by inductive statistics because scientists carelessly apply the linear regression model in absence of the knowledge a priori required by proper theorems and algorithms. Moreover, many times there is no sense even to speak about stochastic experiment because the most important condition − ceteris paribus does not fulfil, namely, economic environment is not homogeneous enough. As the result, the causal inferences derived from Regression Report are not scientifically justified. The second conclusion is that the objective criticism in econometrics applications area in order to keep the satisfactory level of scientific correctness and scientific ethics in Latvia has to be established. We also assert that the applications of inductive econometrics in agriculture are much more justified due to possibility to repeat the stochastic experiments many times in constant circumstances like in physics and mechanics. The meta-target of present article is to remind the protests of John Maynard Keynes to the careless utilization of econometric theorems and to raise a wide discussion about the problems of correctness in applying inductive statistics in economics and agriculture in Latvia.
Introduction
David Friedman asserts (Friedman, 2005) : "Causal inference from observational data presents many difficulties, especially when underlying mechanisms are poorly understood."
Getting acquainted with a big number of scientific publications, we have to agree with such severe judgement. Really, our didactic and scientific experience over a long time period confirms that also in Latvia economists, managers and especially administrators "poorly understand" the essence of the inductive statistics basic concepts and theorems.
Documented experimental testing, carried out by the authors, clearly signals that methodology of inductive statistics is often not strictly separated from methodology of descriptive statistics. The difficulties for users cause even the basic concepts, for example, the mathematical n-sample from general set and its functions (statistics) .
No doubt that the deepest reason is the insufficient general mathematical education that is continuously and widely discussed in Latvia. The following seems for us self-evident: if during studies of mathematics one does not understand, for instance, the concept of real sequence limit (say, equality The studies of scientific papers publish quantitative research of economical and agricu regression. As an illustration for the problem dis containing linear regression. In order not to loo discussion about the linear regression models dis It is easy to understand the interest and econometric models. The first reason is that it i the help of computers and proper software. The computer looks very scientific and attaches the s is that sometimes the authors really believe scientifically interpreted for causal inference pu
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The problems arise because the calculations and interpretation ).
The studies of scientific papers published in Latvia show that very popular tool for quantitative research of economical and agricultural processes in Latvia is the model of linear regression. As an illustration for DOI:10.1515/plua-2017-0003 21 the problem discussed in this paper, we could take any publication containing linear regression. In order not to look far away, we appeal to the readers to take our discussion about the linear regression models displayed in current Scientific Journal as an example.
It is easy to understand the interest and the willingness of the authors in application of econometric models. The first reason is that it is very easy to provide the practical calculus with the help of computers and proper software. The second reason is that Regression Report passed by computer looks very scientific and attaches the scientific gloriole to the research. The third reason is that sometimes the authors really believe that the numbers in Regression Report can be scientifically interpreted for causal inference purposes.
The problems arise because the calculations and interpretations of indicators in Regression Report (regressions, confidence intervals, t-statistics, p-values, etc.) are based on the theorems of inductive statistics, proofs of which are based on strong assumptions. Therefore, the correct applications of these indicators for causal inference in economic or agricultural investigations require a priori knowledge and fulfilment of proper conditions. However, we must point out that scientists in Latvia as a rule openly ignore that applications of linear regression model endangers serious correctness problems. To characterize the situation in Latvia, it seems suitable to employ the rough expression of foreign scientist − Lars Pålsson Syll (Sull, 2013): "Nowadays, serious arguments have been made from data. Beautiful, delicate theorems have been proved although the connection with data analysis often remains to be established. And an enormous amount of fiction has been produced, masquerading as rigorous science." A. Jaunzems has already discussed this problem in the paper (Jaunzems, 2015) .
In present paper, our aim is not to criticize concrete scientific articles in the above mentioned context of "scientific fiction masquerading as rigorous science". But we are sure that objective well-wishing scientific criticism in econometrics applications area has to be established in order to keep the satisfactory level of scientific correctness. It would be welcomed to find consensus among scientists to take critical notes in account only as scientific non-private polemics.
To create platform for further discussions on problem denoted by Lars Pålsson Syll as "scientific fiction masquerading as rigorous science" in this paper our target is to formulate the problem and expose most widespread mistakes and misunderstandings. In order to be as precise as possible and as understandable as possible, we offer to start the discussion with the simplest case − the linear regression model.
Materials and Methods
In the theoretical sense, our research is based on philosophy, mathematics and econometrics. The investigation of causal inference in inductive statistics is impossible without organic utilization of the categories of dialectics: "particular and general", "reasons and consequences", "contingency and necessity", "deduction and induction". Of course, substantial understanding of mathematics and econometric theory foundations is absolutely necessary.
The empirical material for our research consists of two parts. The first part is connected with our significant didactic experience and has been acquired by the observations of teaching-learning results in statistics and econometrics. The second part has been acquired by analysis of the scientific publications concerning inductive statistics.
We are interested in two types of scientific publications.
The first type is those scientific publications, which contain applying of linear regression. These publications are the object for its theoretical level and correctness scientific criticism. Let us do not mention the concrete authors and concrete papers yet in this paper. We would like to leave it for future because we hope the consensus will be reached and the scientific criticism of econometric investigations will be legitimized.
The second type is the scientific publications, which contain the criticism of an incorrect applications.
Econometrics is applied for causal inference. Unfortunately, these are publications only by foreign scientists. We have examined a big number of such kind of papers; the reader can get particular information, for instance, from references in the David A. Freedman article (Freedman, 2005) containing 91 titles.
The historical studies allow us to assert that the problem of correctness in applying inductive statistics in economics and agriculture is recognized as a very important problem of scientific ethics. The ignorance of necessary a priori knowledge in applying of inductive statistic theorems has a long history.
We found support to our assertions in the discussion of John Maynard Keynes 1 (Syll, 2012; Syll, 2013) and Kevin D. Hoover (Hoover, 2005) as source that emits inspiration.
We regard as honour to remind to Latvian scientists the opinion of John Maynard Keynes in the announced problem.
Results and Discussion
In order to structure the results and discussion, they are stated in five short chapters.
In the first chapter with the help of an example, we examine the construction of model of linear regression and logical mistakes committed in econometric researches in Latvia.
In the second chapter, the critical notes expressed by John Maynard Keynes concerning insufficient scientific level of the Jan Tinbergen's results obtained with the help of econometric methods are considered.
In the third chapter, we shortly mention some other papers about wrong applications of inductive statistics as a tool to make rigorous science illusions.
In the fourth chapter as an example of extremely wrong application, we offer the so-called model of Altman (the Z-score formula). As an example of sufficiently more successful application of linear regression model, we consider some models of agriculture.
The fifth chapter contains the answers of scientists to excuse the insufficient scientific level of methods.
1. The linear regression model premises. 1.1. The linear regression model premises in the descriptive statistics.
The practical application of the linear regression in descriptive statistics does not create logical problems. The role of premise for deductive conclusions plays experimentally observed numbers. The enigmatic term "probability" in the descriptive statistics does not appear.
Example Table 1 .
In Figure 1 the researcher depicts the results of 10 observations as points in Oxy plane and calculates equation of straight line y = 2.31 x − 4.06 as the best approach of the depicted 10 points according the least square method.
Everything is absolutely correct. The only premises for deductive conclusions are the observed pairs of numbers (x, y). The problems could arise for the quality of measurement or concerning the interpretations of equation y = 2.31 x -4.06 graphically depicted in Figure 1 .
If the researcher is interested to approach observed 10 points with parabola, he regresses linear y against x and x 2 , and gets quadratic function y = 0.51 x 2 -1.19 x + 1.47 graphically depicted in Figure 2 .
It is up to researcher which form of linear or nonlinear function for approximation of these empirical 10 points to choose.
1.2. The premises for the unknown straight line recovering (algebraic method).
Example 2. Let us assume that we know a priori that between x and y relation y = β 1 • x + β 0 , where β 1 , β 0 ∈ R, holds. It is given for us that we are able to repeat the statistic experiment − the empirical observation of pairs (x, y) as many times as we want to. It means that we can choose freely the values of variable x as regressor and to measure corresponding values of variable y as regressand. Are we capable to find unknown coefficients β 1 , β 0 ?
Let us assume, for example, that between variables x, y the linear relation y = 2 x − 3 holds, but we do not know the coefficients 2 and −3. How to find these unknown coefficients? Let us take x = 2 and observe y = 1. Then we take x = 3 and measure y = 3.
We have two equations: β 1 · 2 + β 0 = 1; β 1 · 3 + β 0 = 3.
Solving the system, we find β 1 = 2, β 0 = −3. The linear equation is discovered: y = 2 x − 3. Let us stress our assumption. The fact that the two observations allow us to calculate coefficients does not mean that we proved the existence of linear equation y = 2 x − 3. Directly opposite, the a priori knowledge about existence of linear dependence y = β 1 • x + β 0 allows us to interpret the results of observations and calculations.
The general problem about linear algebraic restoring the unknown dependence between variables x 1 , x 2 , ... , x s as regressors and variable y as regressand can be formulated as follows.
We a priori know that the variable y is the linear combination of given m functions f 1 , f 2 , ... , f m of independent s variables x 1 , x 2 , ... , The only condition is the non-singularity of matrix of equations system (see, for example (Jaunzems, 2003a) ).
1.3. The premises of linear regression model in the inductive statistics.
Similar as before we know a priori that between x and y relation y = β 1 • x + β 0 , where β 1 , β 0 ∈ R, holds. It is allowed for us to choose freely the value of regressor x and to measure the corresponding value of regressand y as many times as we want to.
However, in the present case the measured value of y has been spoiled by stochastic error U.
It is known a priori that the error U is normally distributed with zero mean and unknown standard deviation σ. Moreover, we know a priori that during m-sequence of statistic observation of regressand y the stochastic error U displays as iid (independent, identically distributed) m-sequence (U 1 , U 2 , ... , U m ) (Jaunzems, 2003b; 95) .
Assumptions.
(1) We a priori know that y = β 1 • x + β 0 , but we do not know coefficients β 1 , β 0 .
(2) We a priori know that by empirical measuring of regressand y its value is spoiled by normally distributed stochastic error U with zero mean and unknown standard deviation σ.
(3) Moreover, we know that the stochastic error U during m measuring processes displays as iid m-sequence (U 1 , U 2 , ... , U m ).
Therefore, the observed variable that corresponds to the chosen value of regressor x is random variable Y = β 1 • x + β 0 + U, where U ~ N(0, σ); the sequence (U 1 , U 2 , ... , U m ) is iid sequence.
After choosing the concrete value of regressor x and observing the proper value of regressand y, we get empirical (observed) value β 1 • x + β 0 + u of random variable β 1 • x + β 0 + U.
Example 3. We must recover unknown coefficients and unknown standard deviation. As before (example 2) we are going to restore linear equation y = 2 x − 3. In this case, we also have to find unknown standard deviation σ. (Let us assume that in fact σ = 1.).
We are encountering the difficult task. The task is unsolvable! That is the reason to admire the scientific results of inductive statistics provided for us with exact knowledge about properties of this unsolvable task solution.
Let us simulate our aspirations to find the unknown coefficients β 1 , β 0 and unknown standard deviation σ with the help of 10 empirical observations and with the help of proper inductive statistics theorem.
In Table 2 the true but unknown values of regressand y that correspond to the chosen values of regressor x are shown (y = 2 x − 3). With the help of Random Number Generation (Microsoft Excel) we get the empirical error 10-sequence (u 1 , u 2 , ... , u 10 ) as stochastic error U ~ N(0, 1) observed iid 10-sequence. After that we fill up the column 2 x − 3 + u. Table 2 For each value of regressor x chosen we have measured the proper empirical value β 1 • x + β 0 + u of random variable β 1 • x + β 0 + U The econometrist disposes on a priori knowledge emphasized before, and empirical data shown in columns x and β 1 • x + β 0 + u.
Regressing β 1 • x + β 0 + u against x we get y = 2.31 x -4.06 (Figure 3) .
Based on the assumptions (1), (2), (3) and on the fundamental theorems of inductive statistics (Jaunzems, 2003b) , the procedure Regression (Microsoft Excel) calculates the set of indicators presented in Summary Output Report.
Theorem. It is given that y = β 1 • x + β 0 and assumptions (1), (2), (3) hold.
Then results of 10 empirical observations pair of numbers (x, β 1 • x + β 0 + u) shown in Table 2 imply that:
• estimated linear dependency between x and y is y = 2.31 x -4.06;
• connections β 1 ∈ [1.54; 3.07], β 0 ∈ [−6.92; −1.20] hold with 90% confidence level;
• the expected value of estimator of unknown standard deviation σ is 1.32.
The theorems of inductive statistics are perfect verities about random objects and allow us to make inductive step from present to future.
The difficulties arise if we are going to investigate real processes with the help of inductive statistics theory.
It is necessary to answer the following questions.
(1) How are the real life objects and relations between them connected with theoretical model objects and relations between them? For instance, what does the concept of probability in real situation mean? (Similarly, as you cannot get free lunch, you cannot get free probability either.) (2) How to verify what premises of inductive statistics theorems hold?
2. John Maynard Keynes criticism concerning insufficient scientific level of the Jan Tinbergen's investigation results.
In 1939, John Maynard Keynes keenly criticized professor Jan Tinbergen, who applied linear regression model in order to investigate investment volume's factors without rigorous verifying premises of inductive statistics theorems. The criticism expressed by J. M. Keynes concerning methods and praxis of inductive statistics seems to us urgent nowadays in Latvia.
We steadily ask the econometrists of Latvia to go deep in the criticism of J. M. Keynes from paper (Keynes, 1939 ) "Professor Tinbergen's Method" cited below.
(A) The first chapter, which should deal with the difficult logical problems involved in applying to economic data methods, which have been worked out in connection with material of a very different character, is grievously disappointing. As far as it goes, it is helpful; but it occupies only four pages. In addition, it leaves unanswered many questions, which the economist is bound to ask before he can feel comfortable as to the conditions, which the economic material has to satisfy if the proposed method is to be properly applicable. ... I would urge (Keynes, 1939; 559-560) .
(B) Prof. Tinbergen explains that, generally speaking, he assumes that the correlations under investigation are linear. I have not discovered any example of curvilinear correlation in this book, and he does not tell us what kind of evidence would led him to introduce it. ... Am I right in thinking that the uniqueness of his results depends on his knowing beforehand that the quantitative effect of any factor on the phenomenon under investigation is directly proportional to the factor's own magnitude. (Keynes, 1939; 563) .
(C) I pass in conclusion to a different department of the argument. How far are these curves and equations meant to be no more than a piece of historical curve fitting and description, and how far do they make inductive claims with reference to the future as well as the past? (Keynes, 1939; 566) .
(D) Thirty years ago, I used to be occupied in examining the slippery problem of passing from statistical description to inductive generalization in the case of simple correlation. For the main prima facie 3 objection to the application of the method of multiple correlation to complex economic problems lies in the apparent lack of any adequate degree of uniformity in the environment. (Keynes, 1939; 567) .
(E) The book is full of intelligence, ingenuity and endeavour; and I leave it with sentiments of respect for the author. But it has been a nightmare to live with, and I fancy that other readers will find the same....It is a strange reflection that this book looks likely, as far as 1939 is concerned, to be the principal activity and raisson d'être 4 of the Leage of Nations. (Keynes, 1939 ; 568).
Our assertion is that the critical appraisal of econometric application given by John Maynard Keynes in 1939 can be completely assigned to many research papers in economics and business published in Latvia by methods of inductive statistics. Very often it is senseless even to speak about stochastic experiment because the most important condition − ceteris paribus does not fulfil, namely, economic environment is not homogeneous enough.
As the result, the causal inference derived from Regression Report is not scientifically correct.
At the same time, the applications of inductive econometrics in agriculture are much more justified because of possibility to repeat the stochastic experiments many times in constant circumstances like in physics and mechanics. It gives possibility, by repeating the experiment, to test the estimated causation repeatedly, and in that way to ascertain its veri tability.
3. Randomness and probability. Renowned researcher of economics history Ph. D. Lars Pålsson Syll in the portal larspsyll.worldpress. com published the series of articles concerning applications of inductive statistics in different areas of science. Let us shortly mention some statements expressed in the article "Randomization, experiments and claims of causality in economics" (Syll, 2012) .
"Randomness obviously is a fact of the real world. Probability, on the other hand, attaches to the world via intellectually constructed models, and a fortiori is only a fact of a probability-generating machine or a well-constructed experimental arrangement or "chance set-up". Just as there is no such a thing as "free lunch", there is no such a thing as "free probability". To be able to talk about probabilities at all, you have to specify a model."
Lars Pålsson Syll wrote that regression models are widely used by social scientists to make causal inferences; such models are now almost a routine way of demonstrating counterfactuals. However, under the circumstances, reliance on model outputs may be quite unjustified. In our days, serious arguments have been made from data. Beautiful, delicate theorems have been proved although the connection with data analysis often remains to be established. In addition, an enormous amount of fiction has been produced, masquerading as rigorous science.
4. Some econometrics model in economics and agriculture.
4.1. Z-score bankruptcy forecasting model.
