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Tato bakala´rˇska´ pra´ce se zaby´va´ modelova´n´ım a simulac´ı s´ıt´ı v na´stroj´ıch Packet Tracer
a OMNeT++. Modely s´ıt´ı jsou vytvorˇeny podle na´vrhovy´ch vzor˚u firmy Cisco a zameˇrˇuj´ı
se na smeˇrovac´ı protokoly RIP, OSPF a redistribuci. Aby byly modely plneˇ funkcˇn´ı, je pro
OMNeT++ implementova´n protokol RIP a redistribuce z protokolu OSPF do protokolu
RIP. Prakticke´ vyuzˇit´ı na´stroj˚u je uka´za´no na simulaci dostupnosti a stability s´ıteˇ. Pra´ce
zkouma´ vy´sledky simulac´ı a vyuzˇit´ı obou na´stroj˚u pro simulaci s´ıt´ı. Vyuzˇ´ıva´me na´vrhove´
vzory urcˇene´ pro na´vrh smeˇrova´n´ı v rea´lny´ch s´ıt´ı a implementujeme protokol podle stan-
dardu RFC. Proto prˇedpokla´da´me prakticke´ vyuzˇit´ı prˇi analy´ze a simulac´ı firemn´ıch a aka-
demicky´ch pocˇ´ıtacˇovy´ch s´ıt´ı.
Abstract
This bachelor’s thesis describes simulation of network using tools Packet Tracer and OM-
NeT++. Models of network are created according to design guides by Cisco company, which
use routing protocols RIP, OSPF and redistribution. In order to provide full functionality
of models in OMNeT++ it is necessary to implement protocol RIP and redistribution from
protocol OSPF to protocol RIP. Practical usage of tools is demonstrated by simulations
of accessibility and stability of network. Thesis investigates results of simulations and us-
age of both tools for simulation of networks. We use design guides, which are destined to
design of real networks, and implement protocol according to standard RFC, therefore we
suppose that this thesis will have practical usage for analysis and simulation of company’s
and academical networks.
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U´vod
Tato pra´ce popisuje mozˇnosti simulace s´ıt´ı a to zejme´na za u´cˇelem zjiˇsteˇn´ı chova´n´ı s´ıteˇ za
r˚uzny´ch okolnost´ı. Zameˇrˇuje se prˇedevsˇ´ım na simulaci smeˇrovac´ıch protokol˚u a to konkre´tneˇ
RIP a OSPF, ktere´ se v dnesˇn´ı dobeˇ ve firma´ch nejcˇasteˇji vyuzˇ´ıvaj´ı. Pro tyto u´cˇely vyuzˇijeme
simulacˇn´ı na´stroje Packet Tracer a OMNeT++ a na vybrany´ch vhodny´ch topologi´ıch
prˇedvedeme simulaci stav˚u, ke ktery´m v ra´mci smeˇrova´n´ı v s´ıt´ıch beˇzˇneˇ docha´z´ı.
Rozhodneme-li se vytvorˇit zcela novou s´ıt’, naprˇ. pro vznikaj´ıc´ı firmu cˇi jej´ı pobocˇku,
mu˚zˇe by´t na´rocˇne´ zjiˇst’ovat, jake´ s´ıt’ove´ prvky, jake´ jejich nastaven´ı a jaka´ topologie jsou
pro ni nejvhodneˇjˇs´ı. Zakoupen´ı r˚uzny´ch druh˚u s´ıt’ovy´ch prvk˚u a na´sledne´ experimentova´n´ı
s c´ılem dosa´hnout, co nejvy´hodneˇjˇs´ı topologie a konfigurace, je financˇneˇ i cˇasoveˇ na´rocˇne´.
Podobneˇ zjiˇst’ova´n´ı parametr˚u u jizˇ existuj´ıc´ı s´ıteˇ nen´ı lehky´ u´kol. Testovat takovou
s´ıt’ za chodu mu˚zˇe zp˚usobovat proble´my, obzvla´sˇteˇ pokud se rozhodneme zjiˇst’ovat, jak
bude reagovat s´ıt’ prˇi pa´du neˇkolika smeˇrovacˇ˚u prˇi maxima´ln´ım zat´ızˇen´ı s´ıteˇ. To sebou nese
proble´my nejen s uzˇivateli te´to s´ıteˇ, ale firmeˇ mu˚zˇe take´ prˇine´st nechteˇne´ financˇn´ı ztra´ty.
Jako nejlevneˇjˇs´ım a nejefektivneˇjˇs´ım rˇesˇen´ı se jev´ı vyuzˇit´ı simulace s´ıteˇ. V simulacˇn´ım
na´stroji mu˚zˇeme modelovat aktua´ln´ı nebo zamy´sˇlenou topologii s´ıteˇ a podrobit ji se´rii
nejr˚uzneˇjˇs´ıch test˚u. Dnesˇn´ı simulacˇn´ı na´stroje veˇtsˇinou podporuj´ı i graficke´ uzˇivatelske´
rozhran´ı, d´ıky ktere´mu je mozˇne´ vizua´lneˇ sledovat chova´n´ı s´ıteˇ.
C´ıl pra´ce
Tato pra´ce by meˇla by´t uceleny´m na´vodem, jak prova´deˇt simulova´n´ı s´ıt´ı. Zameˇrˇ´ı se na
smeˇrovac´ı protokoly RIP a OSPF, ktere´ se vyuzˇ´ıvaj´ı v s´ıt´ıch nejcˇasteˇji. Povede cˇtena´rˇe
od za´kladn´ıch informac´ı nutny´ch k pochopen´ı simulac´ı s´ıteˇ azˇ k proveden´ı vlastn´ıch simu-
lac´ıch. Nahle´dne pod poklicˇku simulacˇn´ıch na´stroj˚u Packet Tracer a OMNeT++, na ktery´ch
prˇedvede, jake´ rysy jsou pro simulaci podstatne´. Pop´ıˇse modelova´n´ı neˇkolika vybrany´ch
topologi´ı, navrhne, ktere´ aspekty je podstatne´ simulovat, a simulaci provede.
Struktura pra´ce
Prvn´ı kapitola se zaby´va´ t´ım, co je simulace s´ıt´ı a jake´ prostrˇedky je mozˇne´ vyuzˇ´ıt.
V druhe´ kapitole se zaby´va´me smeˇrova´n´ım a konkre´tn´ımi smeˇrovac´ımi protokoly RIP
a OSPF. Zmı´n´ıme se zde take´ o na´vrhovy´ch vzorech, ktere´ pouzˇijeme pro simulaci.
V trˇet´ı kapitole je popsa´na tvorba simulacˇn´ıch model˚u na za´kladeˇ vybrany´ch na´vrho-
vy´ch vzor˚u v na´stroj´ıch Packet Tracer a OMNeT++.
Cˇtvrta´ kapitola se zaby´va´ implementac´ı chybeˇj´ıc´ıch modul˚u do na´stroje OMNeT++.
V pa´te´ kapitole si prˇedvedeme simulaci vybrany´ch vlastnost´ı s´ıt´ı v na´stroj´ıch Packet
Tracer a OMNeT++ s vyuzˇit´ım vytvorˇeny´ch simulacˇn´ıch model˚u.
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Sˇesta´ kapitola se zameˇrˇ´ı na zhodnocen´ı vy´sledk˚u simulac´ı z prˇedchoz´ı kapitoly a zho-
dnocen´ı obou simulacˇn´ıch na´stroj˚u. Nakonec shrneme mozˇnosti prakticke´ho vyuzˇit´ı teˇchto




Smyslem te´to pra´ce je popsat simulace s´ıt´ı, proto je podstatne´ si na zacˇa´tku vysveˇtlit,
co to vlastneˇ simulace s´ıt´ı je a co vsˇechno zahrnuje. Na´sledneˇ pop´ıˇseme, jak se pracuje
prˇi simulace s´ıt´ı v simulacˇn´ıch na´stroj´ıch Packet Tracer a OMNeT++. Na za´veˇr oba tyto
na´stroje srovna´m a zhodnot´ım jejich simulacˇn´ı mozˇnosti.
1.1 Modelova´n´ı a simulace s´ıt´ı
V te´to sekci se kromeˇ simulace jako takove´ zameˇrˇ´ıme na popis diskre´tn´ı simulace, ktera´
se prˇi simulac´ıch s´ıt´ı nejcˇasteˇji pouzˇ´ıva´. Velka´ cˇa´st te´to sekce se bude zaby´vat simulac´ı
zameˇrˇenou jizˇ konkre´tneˇ na s´ıteˇ.
1.1.1 Modelova´n´ı a simulace obecneˇ
Modelova´n´ı je proces vytva´rˇen´ı modelu syste´mu. Prˇedpokla´dejme, zˇe syste´m je soubor
elementa´rn´ıch cˇa´st´ı, ktere´ mezi sebou maj´ı urcˇite´ vazby. Model je urcˇitou abstrakc´ı syste´mu.
Modelova´n´ı je za´sadn´ı a podstatny´ krok, od ktere´ho se vyv´ıj´ı vy´sledky simulace. Kvalita
modelu je za´visla´ na nasˇ´ıch znalostech o syste´mu. Simulace je experimentova´n´ı s modelem
syste´mu za u´cˇelem z´ıska´va´n´ı novy´ch poznatk˚u o modelovane´m syste´mu.
Tvorba modelu a jeho vhodny´ popis, stejneˇ jako jeho spra´vnost, jsou pro simulaci
kl´ıcˇove´. Nejdrˇ´ıve je trˇeba syste´m dobrˇe prozkoumat a ujasnit si, ktere´ jeho aspekty chceme
modelovat. Po te´ vytvorˇ´ıme abstraktn´ı model, ktery´ neobsahuje vsˇechny podrobnosti rea´l-
ne´ho syste´mu, ale jen ty, o ktery´ch jsme rozhodli, zˇe jsou pro simulova´n´ı podstatne´. T´ım
dojde cˇasto k vy´razne´mu zjednodusˇen´ı a model je pak snadneˇjˇs´ı implementovat.
Na za´kladeˇ abstraktn´ıho modelu vytvorˇ´ıme model simulacˇn´ı. Mezi obeˇma modely je
homomorfn´ı vztah, takzˇe uzˇ nedocha´z´ı k zˇa´dne´mu zjednodusˇen´ı. Simulacˇn´ı model ma´ ale
za u´kol, narozd´ıl od abstraktn´ıho, slouzˇit k simulac´ım a experimentova´n´ım. Cˇasto je proto
simulacˇn´ı model vlastneˇ programem, ktery´ postihuje abstraktn´ı model v cele´m rozsahu.
Na´sleduj´ı jizˇ samotne´ simulacˇn´ı experimenty. V pr˚ubeˇhu simulace sb´ıra´me data. Jejich
analy´zou z´ıska´va´me nove´ poznatky o syste´mu a t´ım se cely´ simulacˇn´ı kruh uzav´ıra´. V a-
nalyzacˇn´ı fa´zi se take´ zaby´va´me vhodnou prezentac´ı vy´sledk˚u v podobeˇ graf˚u, histogramu˚
apod. pro jejich lepsˇ´ı zna´zorneˇn´ı. Cely´ proces je zna´zorneˇn na obra´zku 1.1. Podrobneˇjˇs´ı
informace se mu˚zˇete dozveˇdeˇt v [11].
Simulace mohou by´t spojite´, diskre´tn´ı nebo kombinovane´ (obsahuje diskre´tn´ı i spojite´
cˇa´sti). Kazˇda´ z nich se hod´ı na neˇco jine´ho. Prˇi simulaci s´ıt´ı se ale nejcˇasteˇji pouzˇ´ıva´
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Obra´zek 1.1: Proces modelova´n´ı a simulace (Z = znalosti; AM = abstraktn´ı model; SM =
simulacˇn´ı model).
diskre´tn´ı simulace, nebot’ jde o zas´ıla´n´ı zpra´v mezi s´ıt’ovy´mi prvky. Proto se v na´sleduj´ıc´ı
cˇa´sti budeme zaby´vat jen t´ımto typem.
1.1.2 Diskre´tn´ı simulace
Diskre´tn´ı simulace jsou zalozˇeny na zmeˇneˇ stavu syste´mu v urcˇite´m, prˇedem napla´novane´m
cˇase. Stavy jsou meˇneˇny tzv. uda´lostmi. Prˇedpokla´da´ se, zˇe uda´lost se vykona´ v nulove´m
cˇasu, a mezi jednotlivy´mi uda´lostmi se nic nedeˇje a syste´m se nijak nemeˇn´ı.
Podstatny´m pojmem pro kazˇdou simulaci je simulacˇn´ı cˇas. Ten se podstatneˇ liˇs´ı od cˇasu
rea´lne´ho nebo procesorove´ho (jak dlouho trva´ vykona´n´ı programu). Oproti cˇasu rea´lne´mu
ho mu˚zˇeme dle potrˇeby zrychlit nebo zpomalit. V diskre´tn´ıch simulac´ıch je se simulacˇn´ım
cˇase spojen kalenda´rˇ uda´lost´ı, ktery´ rˇ´ıd´ı pr˚ubeˇh simulace.
Kalenda´rˇ uda´lost´ı je usporˇa´dana´ datova´ struktura, ktera´ uchova´va´ za´znamy o napla´no-
vany´ch uda´lostech a to tak, zˇe jsou v kalenda´rˇi serˇazeny dle cˇasu uda´losti od uda´lost´ı
s nejblizˇsˇ´ım cˇasem vykona´n´ı. Simula´tor pracuje ve smycˇce. Pokud kalenda´rˇ nen´ı pra´zdny´,
vybere prvn´ı uda´lost, nastav´ı simulacˇn´ı cˇas na dobu, kdy se ma´ uda´lost vykonat, a uda´lost
provede. Pokud jsou neˇjake´ dveˇ uda´losti napla´novane´ na stejny´ cˇas, rozhoduje o postupu
zpracova´n´ı jejich priorita. Pokud i ta je shodna´, rozhodne na´hodneˇ simula´tor.
1.1.3 Simulace s´ıt´ı
Jak jizˇ bylo zmı´neˇno v kapitole , pokud navrhujeme novou s´ıt’ nebo rozsˇiˇrujeme s´ıt’ sta´vaj´ıc´ı,
mu˚zˇe na´m simulace velmi pomoci. Je vhodne´ navrhnout neˇkolik topologi´ı, ty simulovat,
experimentovat s r˚uzny´mi proble´my a pokusit se o nejlepsˇ´ı na´vrh. Zaj´ımavou mozˇnost´ı je
vyuzˇit´ı emulace. Jde o propojen´ı simulace s rea´lny´m provozem.
Simulace s´ıt´ı se nejcˇasteˇji prova´deˇj´ı z d˚uvod˚u abychom zjistili:
• Jaky´ dopad bude mı´t na s´ıt’ veˇtsˇ´ı vyt´ızˇenost urcˇity´ch linek cˇi zarˇ´ızen´ı oproti ostatn´ım.
• Jaky´ dopad na vy´kon bude mı´t zmeˇna topologie, rozsˇ´ıˇren´ı s´ıteˇ nebo vy´meˇna neˇktery´ch
s´ıt’ovy´ch zarˇ´ızen´ı za noveˇjˇs´ı.
• Jak se s´ıt’ bude chovat, pokud dojde k chybeˇ linky nebo neˇktere´ho s´ıt’ove´ho zarˇ´ızen´ı.
• Ktera´ zarˇ´ızen´ı nebo aplikace zp˚usobuj´ı nejveˇtsˇ´ı zpomalen´ı s´ıteˇ.
• Kolik uzˇivatel˚u zvla´dne s´ıt’ obslouzˇit bez veˇtsˇ´ıch zpozˇdeˇn´ı.
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• Jak dlouho trva´ s´ıt’ovy´m aplikac´ım, nezˇ odpov´ı na pozˇadavky uzˇivatel˚u.
Existuj´ı take´ proble´my, ktere´ jsou pomoc´ı simulac´ı te´meˇrˇ nerˇesˇitelne´, jako je naprˇ.
zjiˇsteˇn´ı, zda jsou zarˇ´ızen´ı propojena korektneˇ, optimalizace na´vrhu a vy´konu s´ıteˇ, simulova´n´ı
rozsa´hly´ch s´ıt´ıch a v neposledn´ı rˇadeˇ simulace bezdra´tovy´ch s´ıt´ı, kdy je vliv okoln´ıho
prostrˇed´ı na tolik vy´znamny´, zˇe ho nen´ı mozˇne´ zanedbat.
Typicky´mi uda´lostmi prˇi diskre´tn´ıch simulac´ıch s´ıt´ı je vysla´n´ı paketu, prˇijet´ı paketu
a vyprsˇen´ı cˇasovacˇe (Timeout). Do kalenda´rˇe uda´lost´ı jsou uda´losti vkla´da´ny podle cˇasu,
kdy maj´ı dorazit do sve´ho c´ıle. Vı´ce o simulaci s´ıt´ı se lze docˇ´ıst v [12].
Existuje velke´ mnozˇstv´ı simulacˇn´ıch na´stroj˚u, ktere´ maj´ı r˚uzne´ zameˇrˇen´ı. Neˇktere´ z nich
vnikly pro vy´ukove´ u´cˇely, naprˇ. Packet Tracer [24], CNET [19] nebo NetSim [28]. PARSEC
[29], GloMoSim [18] nebo QualNet Developer [27] podporuj´ı paraleln´ı simulaci. Pokud by-
chom ra´di vyhodnotili vy´kon nasˇ´ı s´ıteˇ, pak jsou vhodne´ na´stroje Performance PROPHET
[25] nebo QualNet Developer [27]. Na simulova´n´ı bezdra´tovy´ch s´ıt´ı se zameˇrˇili produkty
GloMoSim a SWANS [22] postaveny´ na JiST. Na´stroj Traffic [20] se zaby´va´ zpozˇdeˇn´ım
v s´ıti. Existuje ale i rˇada obecneˇ zameˇrˇeny´ch na´stroj˚u jako je OMNeT++ [23], CNET,
GTNetS [21] a dalˇs´ı.
1.2 Na´stroj Packet Tracer
V te´to cˇa´sti se budeme zaby´vat simulacˇn´ım na´strojem od firmy Cisco – Packet Tracer (da´le
jen PT). Pro popis jsme zvolili nejnoveˇjˇs´ı verzi PT 5.0 [24]. Zjiˇst’ovali jsme, jake´ schopnosti
ma´ tento program v oblasti modelova´n´ı a simulaci s´ıt´ı. Na´vod na instalaci programu je
v prˇ´ıloze B. Dalˇs´ı informace mu˚zˇete nastudovat v strucˇne´m na´vodu [3].
1.2.1 Popis prostrˇed´ı a mozˇnost´ı programu Packet Tracer
PT nab´ız´ı vizualizacˇn´ı a simulacˇn´ı na´stroje, na´stroje pro sestaven´ı topologie z model˚u
rea´lny´ch s´ıt’ovy´ch prvk˚u od firmy Cisco cˇi na´stroje pro vytva´rˇen´ı nejr˚uzneˇjˇs´ıch aktivit a test˚u
pro studenty. Du˚raz se klade na mnozˇstv´ı s´ıt’ovy´ch prvk˚u te´to firmy, ktere´ si mu˚zˇe uzˇivatel
sestavit, propojit a nastavit dle vlastn´ıho uva´zˇen´ı.
Vizualizace a animace jsou vhodne´ prˇi simulaci rea´lne´ho provozu s´ıteˇ, d´ıky nimzˇ ma´
uzˇivatel mozˇnost sledovat, v jake´m cˇase, odkud kam putuj´ı jednotlive´ PDU1 (Protocol
Data Unit), vcˇetneˇ toho jake´ informace nesou. Packet Tracer podporuje protokoly HTTP,
Telnet, SSH, TFTP, DHCP, TCP, UDP, IPv4, IPv6, ICMPv4, ICMPv6, RIP, EIGRP,
OSPF, staticke´ smeˇrova´n´ı, distribuce cest, Ethernet/802.3, 802.11, HDLC, Frame Relay,
PPP, ARP, CDP, STP, RSTP, 801.1q, VTP, DTP a PAgP.
Prostrˇed´ı programu po je zobrazeno na obra´zku 1.2.
1.2.2 Modelova´n´ı s´ıt´ı
Pro modelova´n´ı s´ıt´ı obsahuje PT mnoho mozˇnost´ı a vcelku veˇrneˇ napodobuje skutecˇne´
vytva´rˇen´ı s´ıt´ı (kabela´zˇ, konfigurace). Nab´ız´ı neprˇeberne´ mnozˇstv´ı model˚u s´ıt’ovy´ch prvk˚u
a kabel˚u k jejich propojen´ı. Mu˚zˇeme vyb´ırat z neˇkolika druh˚u smeˇrovacˇ˚u, prˇep´ınacˇ˚u, rozbo-
cˇovacˇ˚u a bezdra´tovy´ch zarˇ´ızen´ı od firmy Cisco. Podobneˇ u kabel˚u si je mozˇne´ vybrat, zda
pouzˇijeme krˇ´ızˇeny´, prˇ´ımy´, se´riovy´, koaxia´ln´ı cˇi opticky´ kabel.
1Obecny´ na´zev pro datovou jednotku zas´ılanou po s´ıti.
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Obra´zek 1.2: Prostrˇed´ı programu PT.
Veˇtsˇina z nab´ızeny´ch zarˇ´ızen´ı je modula´rn´ıch a tak i v PT je mozˇne´ prˇida´vat do zarˇ´ızen´ı
vybrane´ moduly. Naprˇ´ıklad za´kladn´ı smeˇrovacˇ Cisco 1841 umozˇnˇuje prˇida´n´ı s´ıt’ovy´ch karet
s ethernetovy´mi porty (RJ-45), telefonn´ımi porty (RJ-11) nebo se´riovy´mi porty. Vsˇechna
zarˇ´ızen´ı je mozˇne´ konfigurovat tak, jako by se jednalo o zarˇ´ızen´ı rea´lna´. Smeˇrovacˇe a prˇep´ınacˇe
lze nastavovat pomoc´ı prˇ´ıkaz˚u operacˇn´ıho syste´mu IOS. Zde vsˇak mus´ıme podotknout, zˇe
PT neumozˇnˇuje pouzˇ´ıvat prˇ´ıkazy IOS v plne´ sˇ´ıˇri, ale beˇzˇneˇ uzˇ´ıvane´ prˇ´ıkazy zvla´dne.
Modelova´n´ı s´ıt´ı se prova´d´ı v logicke´m pracovn´ım prostotu. Do neˇj vkla´da´me s´ıt’ove´
prvky z nab´ıdky vlevo dole. Pro propojen´ı zarˇ´ızen´ı nejprve vybereme potrˇebny´ druh kabel˚u
z nab´ıdky. Kliknut´ım na zarˇ´ızen´ı a vy´beˇrem rozhran´ı, do ktere´ho kabel zapoj´ıme, vybereme
prvn´ı zarˇ´ızen´ı. Podobneˇ to provedeme s druhy´m zarˇ´ızen´ım, ktere´ chceme k prvn´ımu kabelem
prˇipojit.
Mu˚zˇeme pokracˇovat nastaven´ım jednotlivy´ch zarˇ´ızen´ı. Klepnut´ım na zarˇ´ızen´ı se do-
staneme do jeho nastaven´ı. Je mozˇne´ pracovat prˇes uzˇivatelske´ rozhran´ı v za´lozˇce Config
(obra´zek 1.3), ktere´ je vhodne´ prˇedevsˇ´ım pro zacˇa´tecˇn´ıky nebo beˇzˇne´ uzˇivatele. U prˇep´ınacˇe
a smeˇrovacˇe mu˚zˇeme vyuzˇ´ıt mozˇnosti profesiona´ln´ıho nastaven´ı zarˇ´ızen´ı v za´lozˇce CLI
(obra´zek 1.4), kde se simuluje prˇipojen´ı k zarˇ´ızen´ı prˇes konzolove´ rozhran´ı a umozˇnˇuje
vyuzˇ´ıt operacˇn´ı syste´mu IOS.
Zjiˇsteˇn´ı neˇktery´ch za´kladn´ıch nastaven´ı zarˇ´ızen´ı lze prove´st pouhy´m umı´steˇn´ım kurzoru
na dane´ zarˇ´ızen´ı. Na obra´zku 1.5 mu˚zˇeme videˇt, zˇe se objev´ı na´poveˇda obsahuj´ıc´ı nastaven´ı
jednotlivy´ch rozhran´ı zarˇ´ızen´ı (Up/Down, VLAN, MAC a IP adresa). V Realtime mo´du lze
vsˇechna zarˇ´ızen´ı restartovat pouzˇit´ım tlacˇ´ıtka Power Cycle Devices vyznacˇene´ho v obra´zku
1.5 cˇerveny´m ova´lem. To je prakticke´ chceme-li sledovat chova´n´ı protokolu od momentu
jeho spusˇteˇn´ı na zarˇ´ızen´ı.
9
Obra´zek 1.3: Konfiguracˇn´ı rozhran´ı prˇep´ınacˇe v PT.
Obra´zek 1.4: Rozhran´ı s operacˇn´ım syste´mem IOS v PT.
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Obra´zek 1.5: Za´kladn´ı informace o zarˇ´ızen´ı v PT.
1.2.3 Simulace s´ıt´ı
Simulacˇn´ı mo´d umozˇnˇuje upravit cˇasovou osu, sledovat zpra´vy, ktere´ si v s´ıti zarˇ´ızen´ı
zas´ılaj´ı, sledovat jejich trasy, zkoumat podrobneˇ jejich obsah a vys´ılat vlastn´ı zpra´vy. Si-
mulace v PT je diskre´tn´ı, tedy dalˇs´ı akce v cˇase se prova´deˇj´ı skokoveˇ.
Popis simulacˇn´ıho mo´du
V simulacˇn´ım mo´du je pro simulaci prˇipraven simulacˇn´ı panel. Na obra´zku 1.6 vid´ıme, zˇe
se skla´da´ ze trˇ´ı cˇa´st´ı. V prvn´ı cˇa´sti s na´zvem Event List se prˇi simulaci bude zobrazovat
za´znam o pos´ılany´ch paketech. Ke kazˇde´mu PDU se zde zaznamena´va´ cˇas, ve ktery´ byl
zasla´n, z jake´ho zarˇ´ızen´ı byl zasla´n, na ktere´m zarˇ´ızen´ı se pra´veˇ nacha´z´ı a protokol, ktery´
vyuzˇ´ıva´. Pro lepsˇ´ı orientaci jesˇteˇ obsahuje dodatkove´ informace o tom, jestli je PDU pra´veˇ
viditelne´ a jakou barvu ma´. PDU jsou totizˇ v topologii zobrazova´ny jako oba´lky r˚uzny´ch
barev (obra´zek 1.6).
Dalˇs´ı cˇa´st s na´zvem Play Controls umozˇnˇuje simulaci ovla´dat. Pomoc´ı tlacˇ´ıtka Auto
Capture/Play mu˚zˇeme nechat simulaci plynule beˇzˇet. Pro konkre´tn´ı rˇesˇen´ı neˇjake´ho proble´-
mu jsou pak vhodneˇjˇs´ı tlacˇ´ıtka Capture/Forward a Back, ktere´ prova´d´ı v simulaci jeden krok
doprˇedu nebo vzad. Na posuvn´ıku mu˚zˇeme urcˇovat jak rychle se bude simulace prova´deˇt.
V posledn´ı cˇa´sti Event List Filters mu˚zˇeme filtrovat provoz, ktery´ je v simulaci zobra-
zova´n. Implicitneˇ jsou povoleny vsˇechny protokoly, ktere´ PT umı´. Pomoc´ı tlacˇ´ıtka Edit
Filters lze urcˇit, ktere´ protokoly budeme sledovat, a nastavit ACL filtr.
Resetova´n´ım simulace se simulacˇn´ı cˇas nastav´ı na 0,000 sekund a vymazˇe se EventList.
Resetova´n´ı simulace provedeme tlacˇ´ıtkem Reset Simulation, restartova´n´ım zarˇ´ızen´ı (tlacˇ´ı-
tkem Power Cycle Devices) cˇi modifikova´n´ım topologie s´ıteˇ.
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Obra´zek 1.6: Simulacˇn´ı mo´d.
Studium PDU
Kazˇdou jednotku PDU, ktera´ se zobraz´ı v Event Listu, mu˚zˇeme d˚ukladneˇ prozkoumat. PT
ma´ struktury PDU velmi dobrˇe graficky zpracovane´ a tak se v nich lehce vyzna´ i zacˇa´tecˇn´ık.
Po informativn´ı stra´nce jsou plnohodnotne´, takzˇe i odborn´ık v nich najde vsˇe potrˇebne´.
PDU informace z´ıska´me kliknut´ım na oba´lku v topologii nebo na za´znam v Event Listu.
V za´lozˇce OSI Model (obra´zek 1.7) je na´zorneˇ zobrazeno, jak je zpra´va zpracova´va´na
jednotlivy´mi vrstvami OSI modelu. Pod obra´zkem zna´zornˇuj´ıc´ım OSI model je postup de-
tailneˇ popsa´n.
Za´lozˇka PDU Details (obra´zek 1.8) zobrazuje obsah PDU. Ten je graficky organizova´n
do tabulek zna´zornˇuj´ıc´ıch r˚uzne´ typy hlavicˇek, ktere´ PDU obsahuje. Ty jsou da´le cˇleneˇny
na pole obsahuj´ıc´ı informace.
1.3 Na´stroj OMNeT++
Vzhledem k tomu, zˇe se v te´to pra´ci ma´me zaby´vat mozˇnostmi simulacˇn´ıho na´stroje OMNeT++,
bude tato sekce veˇnova´na pra´veˇ jemu. OMNeT++ je pro tuto pra´ci vhodny´, protozˇe je volneˇ
dostupny´ a ma´ otevrˇeny´ zdrojovy´ ko´d. Jeho dalˇs´ı vy´hody budou uvedeny da´le. Pro popis
jsme zvolili posledn´ı verzi 4.0. Vsˇechny informace byly cˇerpa´ny z velmi dobrˇe zpracovane´ho
manua´lu [17]. Stejneˇ jako u PT jsme zjiˇst’ovali, jake´ schopnosti ma´ tento program v oblasti
modelova´n´ı a simulaci s´ıt´ı.
1.3.1 Mozˇnosti programu OMNeT++
OMNeT++ je objektoveˇ orientovany´ modula´rn´ı diskre´tn´ı s´ıt’ovy´ simula´tor. Je zalozˇeny´ na
objektove´m jazyku C++ a vlastn´ım jazyku NED. Existuj´ı verze pro Unix i Windows a obeˇ
verze jsou pro sˇkoln´ı u´cˇely zdarma. Kromeˇ simulacˇn´ıho ja´dra obsahuje GUI a IDE. Obsahuje
knihovny pro pra´ci s TCP/IP, Ethernet, FDDI, Token Ring, 802.11 a Peer-to-peer.
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Obra´zek 1.7: OSI model PDU v PT.
Obra´zek 1.8: Struktura PDU v PT.
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1.3.2 Modelova´n´ı
Prˇi modelova´n´ı v OMNeT++ se do sebe vnorˇuj´ı jednotlive´ moduly hierarchicky. Nejvy´sˇe
postaveny´ modul se oznacˇuje jako modul syste´movy´, ten se skla´da´ ze submodul˚u (obra´zek
1.9). Mu˚zˇe se jednat o modely slozˇene´, ktere´ se skla´daj´ı z dalˇs´ıch slozˇeny´ch modul˚u nebo
z modul˚u jednoduchy´ch. Ty jsou da´le nedeˇlitelne´.
Obra´zek 1.9: Hierarchicka´ struktura modul˚u.
Topologie s´ıteˇ – propojen´ı jednotlivy´ch modul˚u – se v OMNeT++ popisuje specia´ln´ım
jazykem NED. Jednoduche´ moduly obsahuj´ı algoritmus, ktery´ se zapisuje v jazyce C++.
Moduly nen´ı trˇeba psa´t od zacˇa´tku. OMNeT++ obsahuje neˇkolik prˇeddefinovany´ch trˇ´ıd
objekt˚u, u ktery´ch je trˇeba jen redefinovat chova´n´ı.
Moduly mezi sebou komunikuj´ı pomoci zas´ıla´n´ı zpra´v. Ty budeme veˇtsˇinou povazˇovat
za model PDU. Zpra´vy mohou prˇij´ıt od jine´ho modulu nebo ze stejne´ho (vyuzˇ´ıvaj´ı se jako
cˇasovacˇe). Kazˇdy´ modul obsahuje bra´ny, ktere´ jsou vstupn´ı (In) pro prˇ´ıjem zpra´v a vy´stupn´ı
(Out) pro odes´ıla´n´ı zpra´v. Mezi bra´nami modul˚u se vytva´rˇ´ı spojen´ı. Spojen´ı mu˚zˇe existovat
mezi moduly na stejne´ u´rovni hierarchie nebo mezi modulem a jeho slozˇeny´m rodicˇovsky´m
modulem (obra´zek 1.10). Pro mozˇnost modelova´n´ı prˇenosu paket˚u po lince, ma´ spojen´ı trˇi
volitelne´ parametry – prˇenosove´ zpozˇdeˇn´ı, bitova´ chybovost a rychlost prˇenosu dat.
Obra´zek 1.10: Spojen´ı submodul˚u mezi sebou a propojen´ı rodicˇovske´ho modulu se submo-
duly.
1.3.3 Jazyk NED
Jazyk NED slouzˇ´ı pro popis topologii s´ıteˇ. Soubory obsahuj´ıc´ı popis jazykem NED mus´ı
mı´t prˇ´ıponu .ned. Zp˚usob, ktery´m se popisuj´ı moduly, je rozd´ılny´ pro moduly slozˇene´
a jednoduche´. Popis jednoduche´ho modelu obsahuje kromeˇ povinne´ho na´zvu volitelneˇ parame-
try a bra´ny. Bra´ny mu˚zˇeme zadat pomoc´ı vektoru.
simple SimpleModuleName ; na´zev jednoduche´ho modulu
{




gates: ; deklarace bran
input fromPort, input[]; ; vstupnı´ bra´ny (pomocı´ skala´ru i vektoru)
output toPort, output[]; ; vy´stupnı´ bra´ny
}
Popis slozˇene´ho modulu mu˚zˇe volitelneˇ obsahovat parametry, bra´ny, submoduly a popis
spojen´ı. Povinny´ je jen na´zev. Parametry a bra´ny maj´ı stejny´ vy´znam jako u jednoduchy´ch
modul˚u. Submoduly jsou moduly, ze ktery´ch se slozˇeny´ modul skla´da´. Spojen´ı jsou kl´ıcˇova´
pro vytvorˇen´ı topologie a uda´vaj´ı, ktera´ vstupn´ı bra´na se propoj´ı s kterou vy´stupn´ı bra´nou.
module CompoundModuleName ; na´zev slozˇene´ho modulu
{
parametres: ; deklarace parametru˚
const example1;
string example2;
gates: ; deklarace bran
input fromPort;
output toPort;
submodules: ; deklarace modulu (typ a na´zev)
node1: Node {};
node2: Node {};




Soubory .ned lze zapisovat textoveˇ nebo pomoc´ı jednoduche´ho uzˇivatelsky prˇ´ıveˇtive´ho
na´stroje GNED, ktery´ OMNeT++ nab´ız´ı.
1.3.4 Simulace
Pote´, co ma´me napsane´ vsˇechny topologicke´ popisy v souborech s prˇ´ıponou .ned, popisy
zpra´v v souborech s prˇ´ıponou .msg a popisy chova´n´ı jednoduchy´ch modul˚u v jazyk˚u
C++ v souborech s prˇ´ıponou .cc, mu˚zˇeme cely´ simulacˇn´ı program sestavit. Vy´sledkem
je spustitelny´ soubor .exe (pod Windows), ktery´ jizˇ nepotrˇebuje knihovnu OMNeT++ a je
spustitelny´ na libovolne´m PC (obra´zek 1.11).
Pro nastaven´ı parametr˚u simulace jesˇteˇ budeme potrˇebovat soubor omnetpp.ini, jinak
bychom museli toto nastaven´ı deˇlat prˇi kazˇde´m spusˇteˇn´ı simulace rucˇneˇ. Tento soubor ma´
vlastn´ı specifickou syntax, ktera´ je dopodrobna popsa´na v [23].
K dispozici jsou dva druhy uzˇivatelsky´ch rozhran´ı – prˇ´ıkazova´ rˇa´dka (Cmdenv) a gra-
ficke´ (Tkenv zalozˇen na Tcl/Tk). Pro veˇtsˇ´ı na´zornost simulace je vhodny´ graficky´ rezˇim,
pokud na´s ale zaj´ımaj´ı pouze vy´sledky simulace, postacˇ´ı na´m prˇ´ıkazova´ rˇa´dka. V graficke´m
rezˇimu mu˚zˇeme sledovat, jak zpra´vy putuj´ı mezi zarˇ´ızen´ımi, zrychlovat/zpomalovat simula-
ci, sledovat graficke´ vy´stupy statistik (histogramy atd.), restartovat animaci a dalˇs´ı. Bohuzˇel
simulaci nejde vracet v cˇase.
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Obra´zek 1.11: Diagram popisuj´ıc´ı vytvorˇen´ı spustitelne´ho souboru v OMNeT++.
Simulacˇn´ı prostrˇed´ı mu˚zˇeme videˇt na obra´zku 1.12. Pod panelem na´stroj˚u se nacha´z´ı
cˇasova´ osa, na ktere´ jsou vyznacˇena uda´losti ulozˇene´ v kalenda´rˇi. Vpravo na obra´zku
mu˚zˇeme videˇt modul prˇedstavuj´ıc´ı topologii s´ıteˇ a vlevo modul prˇedstavuj´ıc´ı smeˇrovacˇ.
Zpra´vy jsou symbolizova´ny cˇervenou tecˇkou s na´zvem zpra´vy, ktere´ se pohybuj´ı topologi´ı.
Vpravo dole je okno s blizˇsˇ´ımi informacemi o zpra´veˇ. V prˇ´ıpadeˇ paketu se zde mu˚zˇeme
docˇ´ıst vsˇechny podstatne´ informace - MAC adresy, IP adresy, porty, obsah zpra´vy apod.
OMNeT++ je pro simulaci vybaven rozsa´hlou simulacˇn´ı knihovnou, ktery´ sky´ta´ mnoho
mozˇnost´ı. Existuje zde trˇ´ıda prˇedstavuj´ıc´ı zas´ılane´ zpra´vy (cMessage), trˇ´ıda pro prˇ´ıstup
k brana´m a parametr˚um zadany´m v .ned souboru(cModule), funkce pro zas´ıla´n´ı, prˇij´ıma´n´ı
zpra´v a pla´nova´n´ı uda´lost´ı (send(), schedulaAt(), endSimulation()), funkce pro prˇ´ıstup
k ostatn´ım modul˚um (parentModulu(), ownerModule(), toGate()).
Statisticka´ knihovna umozˇnˇuje zpracova´vat vy´sledky a vypisovat pocˇet vzork˚u, pr˚umeˇrne´
hodnoty, odchylky, minima, maxima. Ma´ take´ neˇkolik mozˇnost´ı implementace histogramu˚.
Soucˇa´st´ı OMNeT++ jsou na´stroje Plove a Scalars, ktere´ mohou by´t pouzˇity pro zpracova´n´ı
a analy´zu vy´sledk˚u ve formeˇ graf˚u. Plove pracuje s hodnotami v cˇase a Scalars s hodnotami
skala´rn´ımi.
1.4 Shrnut´ı kapitoly
Tato kapitola popsala, co to je simulace. Bl´ızˇe popsala simulaci diskre´tn´ı a nakonec se
zameˇrˇila na simulova´n´ı s´ıt´ı. Byly zde take´ zmı´neˇny simulacˇn´ı na´stroje, ktere´ mu˚zˇeme k si-
mulaci pouzˇ´ıt. Dva z nich – Packet Tracer a OMNeT++ – byly na´sledneˇ bl´ızˇe popsa´ny.
Oba na´stroje jsou vhodne´ pro simulaci s´ıt´ı, ale kazˇdy´ ma´ sve´ vy´hody i nevy´hody.
OMNeT++ je univerza´ln´ı simulacˇn´ı na´stroj s velky´mi mozˇnostmi. Pro nekomercˇn´ı
vyuzˇit´ı je zcela zdarma a je mozˇne´ jej da´le rozsˇiˇrovat o knihovny, ktere´ potrˇebujeme ke
sve´ pra´ci. Ma´ propracovany´ jazyk pro popis topologie s´ıt´ı a prˇedprˇipravene´ trˇ´ıdy pro popis
nejjednodusˇsˇ´ıch stavebn´ıch prvk˚u topologie.
Oproti tomu PT mohou vyuzˇ´ıvat pouze studenti a ucˇitele´ Cisco akademie a jeho ko´d
nen´ı volneˇ dostupny´. Take´ vsˇechna zarˇ´ızen´ı, ze ktery´ch je mozˇne´ vytva´rˇet s´ıteˇ, jsou pouze
znacˇky Cisco, ani ty zde vsˇak nejsou zastoupeny vsˇechny. Program PT nen´ı mozˇne´ prakticky
nijak rozsˇ´ıˇrit. Nen´ı mozˇne´ doplnˇovat dalˇs´ı zarˇ´ızen´ı a kabely, upravovat jejich vlastnosti, ani
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Obra´zek 1.12: Simulacˇn´ı prostrˇed´ı v OMNeT++.
si doprogramovat chybeˇj´ıc´ı protokoly nebo jejich noveˇjˇs´ı verze.
K modelova´n´ı se v PT nab´ız´ı sˇiroka´ paleta s´ıt’ovy´ch komponent. Jejich propojova´n´ı je
jednoduche´ a intuitivn´ı. Takte´zˇ nastavova´n´ı jednotlivy´ch s´ıt’ovy´ch prvk˚u je jednoduche´ jak
pro zacˇa´tecˇn´ıka, tak pro profesiona´la, ktery´ mu˚zˇe vyuzˇ´ıt operacˇn´ı syste´m IOS. V OMNeT++
je trˇeba mnoho komponent dopsat, proto je v oblasti modelova´n´ı s´ıt´ı PT jednodusˇsˇ´ı a po
mnoha stra´nka´ch lepsˇ´ı (rea´lne´ s´ıt’ove´ prvky, IOS).
Simulace s´ıt´ı je v PT velmi na´zorna´ a snadna´. Zkouma´n´ı obsah˚u PDU je jednoduche´,
srozumitelne´ a prˇehledne´. Simulace je ale poneˇkud primitivn´ı a pro nasˇe potrˇeby nejsou
zcela dostacˇuj´ıc´ı. Neumozˇnˇuje simulovat neˇktere´ za´kladn´ı akce jako je pa´d linky cˇi porucha
zarˇ´ızen´ı. Vy´sledky simulace nen´ı mozˇne´ nijak vyexportovat. Je tedy vhodneˇjˇs´ı pro sˇkoln´ı
vy´uku nezˇ pro simulaci veˇtsˇ´ı s´ıteˇ. Simulace v OMNeT++ mohou by´t v graficke´m rezˇimu
take´ velmi na´zorne´. OMNeT++ je ale naproti PT ryz´ı simulacˇn´ı na´stroj a tak nab´ız´ı velke´
mnozˇstv´ı trˇ´ıd vhodny´ch pro simulaci. OMNeT++ je tedy po simulacˇn´ı stra´nce jednoznacˇneˇ
le´pe vybaven.
Dı´ky tomu, zˇe se jedna´ o univerza´ln´ı na´stroj, neobsahuje samotny´ OMNeT++ mnoho
knihoven, ktere´ by byly vhodne´ pro simulaci s´ıteˇ, prˇedneˇ zde chyb´ı knihovny pro smeˇrovan´ı
(RIP i OSPF), ktere´ budeme da´le potrˇebovat. Tento proble´m se ale da´ rˇesˇit pouzˇit´ım
framework INET, ktery´ pracuje nad OMNeT++ a nab´ız´ı knihovny pro simulace s´ıt´ı. Ale
ani v tomto prˇ´ıpadeˇ nejsou knihovny dostacˇuj´ıc´ı a bude trˇeba si neˇktere´ dopsat. Tento
proble´m nemus´ıme u PT v˚ubec rˇesˇit, podporuje totizˇ vsˇechny beˇzˇne´ smeˇrovac´ı protokoly.
Program PT byl urcˇen ke studiu s´ıt´ı. Jeho ovla´da´n´ı je jednoduche´ a intuitivn´ı i pro laika.
Pokud chce uzˇivatel pracovat s OMNeT++, mus´ı umeˇt alesponˇ za´klady C++ a prˇedpokla´da´
se, zˇe se naucˇ´ı i novy´ jazyk NED. Na´stroj je pro zacˇa´tecˇn´ıka pomeˇrneˇ slozˇity´ a zabere dost
cˇasu, nezˇ se v neˇm zorientuje. Nasˇteˇst´ı manua´l [23] je velmi dobrˇe zpracova´n.
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Kapitola 2
Na´vrhove´ vzory se zameˇrˇen´ım na
protokoly RIP a OSPF
Tato kapitola se zaby´va´ prˇedmeˇtem simulova´n´ı. Budeme simulovat smeˇrovac´ı protokoly
RIP a OSPF. Proto se kra´tce zmı´n´ım o tom, co to vlastneˇ smeˇrovan´ı je a pop´ıˇsu zmı´neˇne´
smeˇrovac´ı protokoly. Prozkouma´m na´vrhove´ vzory od firmy Cisco a vyberu neˇkolik z nich,
ktere´ budou pro simulaci vhodne´.
2.1 Smeˇrova´n´ı
Tato kapitola je u´vodem do smeˇrova´n´ı. Uva´d´ıme zde za´kladn´ı informace o smeˇrova´n´ı
a smeˇrovac´ı tabulce. Lehce se zmı´n´ıme o staticke´m smeˇrova´n´ı, dynamicke´m smeˇrova´n´ı a re-
distribuci. Cˇerpali jsme z [2] a [7].
2.1.1 Smeˇrova´n´ı a smeˇrovac´ı tabulka
Smeˇrova´n´ı je proces, prˇi ktere´m smeˇrovacˇ zjiˇst’uje cestu do c´ılove´ s´ıteˇ. Tento proces prob´ıha´
na trˇet´ı vrstveˇ modelu ISO/OSI. K smeˇrova´n´ı potrˇebuje smeˇrovacˇ mı´t smeˇrovac´ı tabulku.
V te´ se nacha´z´ı vsˇechny s´ıteˇ, ktere´ zna´ a rozhran´ı, na ktere´ ma´ poslat paket, pokud smeˇruje
neˇktere´ z teˇchto s´ıt´ı. Kam smeˇrˇuje, zjist´ı smeˇrovacˇ z IP hlavicˇky paketu, prˇesneˇ z c´ılove´ IP
adresy. Informace o s´ıt´ıch se do tabulky mohou dostat r˚uzny´m zp˚usobem. Za´lezˇ´ı na tom,
zda smeˇrovacˇ vyuzˇ´ıva´ staticke´ho, dynamicke´ho smeˇrova´n´ı cˇi obou zp˚usob˚u.
2.1.2 Staticke´ smeˇrova´n´ı
Staticke´ smeˇrova´n´ı funguje na za´kladeˇ staticky´ch za´znamu˚ v smeˇrovac´ı tabulce. Tyto za´zna-
my se musej´ı do tabulky zada´vat rucˇneˇ a zvla´sˇt’ pro kazˇdou s´ıt’, cozˇ mu˚zˇe by´t na´rocˇne´ pro
velke´ mnozˇstv´ı okoln´ıch s´ıt´ıch, a tak se cˇasto v takove´mto prˇ´ıpadeˇ nahrazuje smeˇrova´n´ım
dynamicky´m. Tyto za´znamy se take´ mohou sta´t cˇasem neaktua´ln´ı a vyzˇaduj´ı znovu za´sah
administra´tora.
Nejcˇasteˇji se proto pouzˇ´ıvaj´ı pro za´pis, tzv. Default Gateway. Jde o za´znam v tabul-
ce, ktery´ je vybra´n vzˇdy, pokud se jiny´ za´znam v tabulce neshoduje s c´ılovou adresou
s´ıteˇ paketu. Vy´hodou staticky zadany´ch za´znamu˚ je to, zˇe maj´ı nejnizˇsˇ´ı administrativn´ı
vzda´lenost ze vsˇech mozˇny´ch zp˚usob˚u smeˇrova´n´ı. Administrativn´ı vzda´lenost (Administra-
tive Distance) uda´va´ d˚uveˇryhodnost zdroje cesty v tabulce. Za´znamy zadane´ staticky ji
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maj´ı implicitneˇ nastavenou na jedna. To znamena´, zˇe tyto za´znamy jsou povazˇova´ny za
nejd˚uveˇryhodneˇjˇs´ı a maj´ı prioritu nad ostatn´ımi za´znamy.
2.1.3 Dynamicke´ smeˇrova´n´ı
Dynamicke´ smeˇrova´n´ı, narozd´ıl od staticke´ho, umı´ reagovat na zmeˇny v topologii s´ıteˇ. Pro
vytva´rˇen´ı za´znamu˚ v tabulce vyuzˇ´ıva´ algoritmy, ktere´ doka´zˇou z informac´ı, ktere´ prˇicha´zej´ı
od sousedn´ıch smeˇrovacˇ˚u, vypocˇ´ıtat tu nejlepsˇ´ı cestu k c´ıli.
Existuj´ı r˚uzne´ zp˚usoby dynamicke´ho smeˇrova´n´ı, jejichzˇ chova´n´ı, funkcˇnost a vy´meˇna
informac´ı mezi smeˇrovacˇi je podlozˇena r˚uzny´mi druhy smeˇrovac´ıch protokol˚u. Podstatne´
ale je, zˇe vybrany´ protokol se nastav´ı na smeˇrovacˇi a da´le jizˇ vsˇe funguje bez za´sahu admi-
nistra´tora. To znamena´, zˇe smeˇrovacˇe si sami zjist´ı okoln´ı s´ıteˇ a doka´zˇou reagovat na zmeˇny
topologie.
S´ıteˇ by´vaj´ı rozdeˇleny pro u´cˇely dynamicke´ho smeˇrova´n´ı do autonomn´ıch oblast´ı. Du˚vo-
dem je, aby se informace o smeˇrovac´ıch tabulka´ch nesˇ´ıˇrily cely´m internetem a spra´va s´ıt´ı
byla snazsˇ´ı.
Podle druhu algoritmu˚, ktere´ smeˇrovac´ı protokoly pouzˇ´ıvaj´ı, je deˇl´ıme na protokoly
vektoroveˇ orientovane´ (Distance Vector Routing Protocol) a protokoly stavu linky (Link-
state). Vektoroveˇ orientovane´ optimalizuj´ı cestu pouze podle vzda´lenosti od zdroje k c´ıli.
Smeˇrovacˇ si uchova´va´ informaci o smeˇru cesty jako vektor smeˇru (Next hop) a vzda´lenosti
(Metric). Mezi takove´to protokoly patrˇ´ı RIP [5] a IGRP [6]. Link-state protokoly jsou
typicke´ t´ım, zˇe si udrzˇuj´ı kompletn´ı mapu topologie s´ıteˇ v tzv. topologicke´ databa´zi (Link
State Database). Takovy´mi protokoly jsou OSPF [9] a IS-IS [10].
2.1.4 Redistribuce
V momenteˇ, kdy r˚uzne´ cˇa´sti s´ıteˇ vyuzˇ´ıvaj´ı r˚uzne´ smeˇrovac´ı protokoly (v nasˇem prˇ´ıpadeˇ RIP
a OSPF), je trˇeba vyuzˇ´ıt redistribuci. Redistribuce je proces v ra´mci jednoho smeˇrovacˇe,
ktery´ umozˇnˇuje prˇekla´dat smeˇrovac´ı informace z jednoho smeˇrovac´ıho protokolu na druhy´.
Mozˇna´ va´s napadne, procˇ pouzˇ´ıvat rozd´ılne´ smeˇrovac´ı protokoly.
Protokol RIP je nejstarsˇ´ım dnes uzˇ´ıvany´m protokolem, proto ho podporuj´ı snad vsˇechny
s´ıt’ove´ prvky umozˇnˇuj´ıc´ı prova´deˇt dynamicke´ smeˇrova´n´ı. Jak se dozv´ıme v na´sleduj´ıc´ı
kapitole, nemus´ı RIP vyhovovat pozˇadavk˚um administra´tor˚u a ti pak mohou sa´hnout
po neˇktere´m z noveˇjˇs´ıch protokol˚u jako je naprˇ. OSPF. Proto mohou v me´neˇ kriticky´ch
cˇa´stech s´ıteˇ ponechat stara´ nebo me´neˇ dokonala´ zarˇ´ızen´ı, ktera´ budou vyuzˇ´ıvat protokol
RIP a naprˇ´ıklad pa´terˇn´ı cˇa´st s´ıteˇ vybavit prvky, ktere´ podporuj´ı OSPF protokol.
Hlavn´ım proble´mem prˇi smeˇrovan´ı jsou r˚uzne´ metriky, ktere´ smeˇrovac´ı protokoly vy-
uzˇ´ıvaj´ı. Hranicˇn´ı smeˇrovacˇe (smeˇrovacˇe, ktere´ pracuj´ı s dveˇma cˇi v´ıce druhy smeˇrovac´ıch
protokol˚u) se pak mus´ı nastavit tak, aby doka´zaly cesty propagovat s vhodnou metrikou.
2.2 Protokol RIP
Prvn´ım protokolem, ktery´m se budeme zaby´vat je Routing Information Protocol (da´le jen
RIP). Je jedn´ım ze smeˇrovac´ıch protokol˚u, jejichzˇ chova´n´ı ma´me simulovat. Bude uvedeno,
jak RIP funguje, jakou metriku vyuzˇ´ıva´ a jak vypadaj´ı zpra´vy, ktere´ si smeˇrovacˇe mezi
sebou zas´ılaj´ı. Takte´zˇ se zmı´n´ıme jeho klady a za´pory, ktere´ na za´veˇr zhodnot´ıme.
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2.2.1 Strucˇny´ popis
RIP je nejstarsˇ´ım a nejpouzˇ´ıvaneˇjˇs´ım smeˇrovac´ım protokolem. Vznikl koncem 70. let a v
roce 1988 se docˇkal standardizace v podobeˇ RFC 1058 [5]. Protokol RIP vdeˇcˇ´ı za svou
obl´ıbenost prˇedevsˇ´ım jednoduchosti, ktera´ prˇedcˇ´ı i jeho neˇktere´ nedostatky. Veˇtsˇina z nich
pak byla odstraneˇna v druhe´ verzi tohoto protokolu. My se zameˇrˇ´ım prˇedevsˇ´ım na popis
protokol RIP verze 1 (RIPv1), protozˇe prˇedevsˇ´ım ten budeme pouzˇ´ıvat prˇi te´to pra´ci. Jak
uzˇ bylo uvedeno vy´sˇe, RIP patrˇ´ı mezi vektoroveˇ orientovane´ protokoly.
2.2.2 Funkce protokolu RIP
RIP pouzˇ´ıva´ dva druhy zpra´v – zˇa´dost (Request) a odpoveˇd’ (Response) – a vzˇdy zas´ıla´
vsˇechny zpra´vy pomoc´ı broadcastu. Po restartu smeˇrovacˇe rozesˇle smeˇrovacˇ na vsˇechna sva´
rozhran´ı zˇa´dost (Request). Jeho sousede´ mu odpov´ı pomoc´ı zpra´vy (Response) obsahuj´ıc´ı
jejich smeˇrovac´ı tabulky. Na´sledneˇ, pokud nedojde ke zmeˇneˇ topologie, uzˇ smeˇrovacˇ pos´ıla´
jen aktualizacˇn´ı zpra´vy (Update Message).
Kdyzˇ smeˇrovacˇ prˇijme zpra´vu obsahuj´ıc´ı smeˇrovac´ı tabulku od souseda, ktera´ obsahuje
zmeˇny, provede aktualizaci sve´ tabulky. Metrika pro cestu se zvy´sˇ´ı o jedna a zap´ıˇse do
tabulky. Podobneˇ pokud prˇijde informace o cesteˇ, kterou uzˇ smeˇrovacˇ v tabulce ma´, ale
s lepsˇ´ı metriku, aktua´ln´ı za´znam prˇep´ıˇse t´ımto novy´m. Smeˇrovacˇ udrzˇuje vzˇdy jen informaci
o te´ nejlepsˇ´ı cesteˇ, tedy cestu s nejnizˇsˇ´ı metrikou. Soused, od ktere´ho zpra´vu dostal, je
oznacˇen jako smeˇr cesty (Next Hop). Po aktualizaci vlastn´ı tabulky, zacˇne smeˇrovacˇ vys´ılat
vlastn´ı aktualizacˇn´ı zpra´vy, aby informoval o zmeˇna´ch sousedn´ı smeˇrovacˇe.
2.2.3 Metrika a administrativn´ı vzda´lenost
Protokol RIP pouzˇ´ıva´ jako metriku pro meˇrˇen´ı vzda´lenosti mezi smeˇrovacˇem a c´ılovou s´ıt´ı
pocˇet skok˚u k c´ıly (Hop Count). Cesta mezi dveˇma soused´ıc´ımi smeˇrovacˇi je veˇtsˇinou oho-
dnocena jednicˇkou. Pokud tedy smeˇrovacˇ zas´ıla´ dvou smeˇrovac´ı tabulku sve´mu sousedovi,
prˇed odesla´n´ım zpra´vy navy´sˇ´ı vsˇem cesta´m Hop Count o jedna. Jak jizˇ bylo zmı´neˇno vy´sˇe,
IP adresa souseda je pak pouzˇita jako c´ıl pro nejblizˇsˇ´ı dalˇs´ı skok (Next Hop).
RIP ma´ implicitn´ı administrativn´ı vzda´lenost 120, cozˇ znamena´, zˇe je jeden z nejme´neˇ
d˚uveˇryhodny´ch smeˇrovac´ıch protokol˚u. Naprˇ´ıklad staticka´ cesta ma´ administrativn´ı vzda´-
lenost jedna, protokol EIGRP 90 nebo OSPF 110. V praxi to znamena´, zˇe pokud smeˇrovac´ı
tabulka obsahuje stejne´ cesty z r˚uzny´ch zdroj˚u, pak je pro smeˇrova´n´ı vybra´na cesta s nejnizˇsˇ´ı
administrativn´ı vzda´lenosti.
2.2.4 Trˇ´ıdn´ı protokol
Smeˇrovacˇe pouzˇ´ıvaj´ıc´ı protokol RIP zas´ılaj´ı pouze IP adresy c´ıle, ne masku. RIP je totizˇ
trˇ´ıdn´ı (Classful) protokol. Smeˇrovacˇ pak pouzˇije masku nakonfigurovanou na loka´ln´ım
rozhran´ı nebo implicitn´ı masku na za´kladeˇ trˇ´ıdy IP adresy. Toto mu˚zˇe by´t, spolu s au-
tomatickou sumarizac´ı, za´vazˇny´ proble´m.
Uved’me si prˇ´ıklad. Budeme-li uvazˇovat trˇi budovy firmy, kazˇda´ bude mı´t vlastn´ı IP
adresu s´ıteˇ, rˇekneˇme 10.10.0.0/16, 10.11.0.0/16 a 10.12.0.0/16. Smeˇrovacˇe v jednotlivy´ch
budova´ch budou propojeny s´ıt´ı s IP adresou 192.168.1.0/24. V tomto prˇ´ıpadeˇ nelze pouzˇ´ıt
protokol RIP, nebot’ smeˇrovacˇe si budou pos´ılat informace pouze o s´ıt´ıch s IP adresou
10.0.0.0/8 (dojde k sumarizaci podle typu trˇ´ıdy) a tedy nebude mozˇne´ rozeznat jednotlive´
firemn´ı pods´ıteˇ.
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Ze stejne´ho d˚uvodu nen´ı mozˇne´ RIP pouzˇ´ıt v prostrˇed´ı, kde se pracuje s maskami
promeˇnne´ de´lky (VLSM) nebo se smeˇrova´n´ım na ba´zi adresovy´ch prefix˚u (CIDR).
2.2.5 Cˇasovacˇe
Pro lepsˇ´ı rˇ´ızen´ı vy´konnosti protokolu, pouzˇ´ıva´ RIP trˇi cˇasovacˇe. Cˇasovacˇ Routing-update
urcˇuje cˇasovy´ interval mezi zas´ıla´n´ım periodicky´ch aktualizacˇn´ıch zpra´v. Implicitneˇ je na-
staven na 30 sekund. Po restartu se k nim prˇicˇ´ıta´ jesˇteˇ mala´ prodleva, aby nedosˇlo k ucpa´n´ı
linky.
Cˇasovacˇ Route-timeout uda´va´ cˇas, do jehozˇ uplynut´ı mus´ı smeˇrovacˇ zaslat aktualizacˇn´ı
zpra´vu, jinak bude cesta k neˇmu povazˇova´na za neplatnou. Tento cˇasovacˇ je implicitneˇ
nastaven na 180 sekund.
Na´sledneˇ odpocˇ´ıta´va´ cˇasovacˇ Route-flush, po jehozˇ uplynut´ı je neplatna´ cesta z smeˇrovac´ı
tabulky vymaza´na. Cˇasovacˇ je implicitneˇ nastaven na 240 sekund.
2.2.6 Stabilita protokolu
I kdyzˇ Bellman-Ford˚uv algoritmus nedoka´zˇe prˇedej´ıt vznik˚um smycˇek, RIP ma´ opatrˇen´ı
k tomu, aby se to nesta´valo. V protokolu je zaneseno, zˇe maxima´ln´ı pocˇet skok˚u (Next
Hop) je 15. Pokud ma´ neˇjaka´ cesta metriku 16, cozˇ je u RIP povazˇova´no za nekonecˇno,
smeˇrovacˇ prˇedpokla´da´, zˇe c´ıl je nedostupny´. Na druhou stranu je z tohoto postupu jasneˇ
viditelna´ nevy´hoda. RIP ma´ omezen´ı na 15 skok˚u a tud´ızˇ nemu˚zˇe by´t pouzˇit v rozsa´hly´ch
s´ıt´ıch.
Krom tohoto opatrˇen´ı ma´ RIP i dalˇs´ı vlastnosti, ktere´ jsou navrzˇene´ pro zajiˇsteˇn´ı stabi-
lity prˇi rychly´ch zmeˇna´ch topologie, naprˇ. Split Horizon. Ten zabranˇuje tomu, aby smeˇrovacˇ
zas´ılal cestu na rozhran´ı, skrz ktere´ se tuto informaci dozveˇdeˇl. Je tedy jednou z metod,
ktera´ zabranˇuje smeˇrovac´ım smycˇka´m.
2.2.7 Forma´t zpra´vy
Protokol RIP pracuje na aplikacˇn´ı vrstveˇ. Na obra´zku 2.1 je zna´zorneˇna struktura zpra´vy
vcˇetneˇ jej´ı souvislost s nizˇsˇ´ımi vrstvami. RIP vyuzˇ´ıva´ jako transportn´ı vrstvu UDP a ma´
rezervovany´ UDP port 520. Jak uzˇ bylo rˇecˇeno drˇ´ıve, RIP vyuzˇ´ıva´ pro zas´ıla´n´ı zpra´v broad-
cast. Z toho vyply´va´, zˇe v IP hlavicˇce je zadana´ c´ılova´ IP adresa 255.255.255.255 a v hlavicˇce
s´ıt’ove´ho rozhran´ı je c´ılova´ MAC adresa FF- FF- FF- FF- FF- FF.
RIP zpra´va (2.1) se skla´da´ z teˇchto pol´ıcˇek:
• Command – obsahuje 1 nebo 2 podle toho, zda se jedna´ o zˇa´dost (Request) nebo
odpoveˇd’ (Response).
• Version – obsahuje informaci o verzi, v tomto prˇ´ıpadeˇ jde o RIPv1.
• Address Family Identifier – specifikuje pouzˇitou adresn´ı rodinu. IP ma´ identifika´tor
2.
• IP Address – obsahuje IP adresu c´ıle cesty.
• Metric – uda´va´ pocˇet skok˚u do c´ıle a naby´va´ hodnot 1 azˇ 16.
Jedna zpra´va mu˚zˇe ne´st azˇ 25 za´znamu˚, tedy 25 opakuj´ıc´ıch se pol´ıcˇek Address Family
Identifier, IP Adress a Metric.
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Obra´zek 2.1: Struktura zpra´vy protokolu RIP.
2.2.8 Na´stupce RIPv2
V roce 1994 byla vyvinuta noveˇjˇs´ı verze protokolu RIP, RIP verze 2 (RIPv2). RIPv2 je
specifikova´na v RFC 2453 [8], resp. STD 56. Splnˇuje za´kladn´ı charakteristiky RIPv1, ale
rˇesˇ´ı neˇktere´ jeho nedostatky.
Spolu s c´ılovou adresou a metrikou se ve zpra´va´ch take´ zas´ıla´ maska, t´ım pa´dem RIPv2
podporuje VLSM i CIDR. Na rozes´ıla´n´ı zpra´v uzˇ nepouzˇ´ıva´ broadcast, ale multicast s IP
adresou 224.0.0.9. Dı´ky tomuto vylepsˇen´ı jsou zpra´vy zas´ıla´ny jen smeˇrovacˇ˚um, ktere´ take´
vyuzˇ´ıvaj´ı smeˇrovac´ı protokol RIPv2. Da´le umozˇnˇuje autentizaci smeˇrovac´ıch informac´ı.
RIPv2 take´ doka´zˇe spolupracovat s jiny´mi smeˇrovac´ımi protokoly, at’ uzˇ vnitrˇn´ımi (pomoc´ı
odkazu na na´sleduj´ıc´ı skok) nebo vneˇjˇs´ımi (prostrˇednictv´ım oznacˇen´ı cest mimo autonomn´ı
syste´m).
2.3 Protokol OSPF
Dalˇs´ım protokolem, ktery´ ma´me za u´kol simulovat, je Open Shortest Path First (da´le jen
OSPF). Budeme o neˇj zjiˇst’ovat podobne´ informace jako o protokolu RIP. Tato kapitola bude
mı´t proto podobnou strukturu jako ta prˇedesˇla´ s vy´jimkou neˇktery´ch rys˚u specificky´ch pro
tento protokol.e
2.3.1 Strucˇny´ popis
OSPF je pravdeˇpodobneˇ nejpouzˇ´ıvaneˇjˇs´ım protokolem IGP1 (Interior Gateway Protocol) ve
velky´ch podnikovy´ch s´ıt´ıch. OSPF byl vyv´ıjen organizac´ı IETF od 80. let minule´ho stolet´ı.
V roce 1991 se docˇkal prvn´ı standardizace, dnes se OSPF beˇzˇneˇ pouzˇ´ıva´ v jeho verzi 2
specifikovanou v RFC 2338 [9] z roku 1998. Jedna´ se o protokol typu Link-state.
2.3.2 Typy OSPF zpra´v
Drˇ´ıve, nezˇ se pod´ıva´me na to, jak OSPF protokol funguje, je dobre´ udeˇlat si porˇa´dek ve
zpra´va´ch (resp. paketech), ktere´ OSPF pouzˇ´ıva´. Je jich neˇkolik druh˚u – Hello, Database
1Smeˇrovac´ı protokol pouzˇ´ıvany´ uvnitrˇ autonomn´ıho syste´mu (RIP, OSPF, EIGRP atd.).
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Description (DBD), Link-State Request (LSR), Link-State Update (LSU) a Link-State Ack-
nowledgement (LSAck).
Hello pakety se pouzˇ´ıvaj´ı k nalezen´ı soused˚u, ustaven´ı a udrzˇova´n´ı spojen´ı mezi nimi.
DBD slouzˇ´ı k synchronizaci databa´ze mezi smeˇrovacˇi. LSR zpra´va je zˇa´dost o urcˇity´ za´znam
Link-state. LSU je pak odpoveˇd’ na LSR a obsahuje zˇa´dany´ za´znam. LSAck se pouzˇ´ıva´
k potvrzen´ı ostatn´ıch paket˚u.
2.3.3 Router ID
Prˇi procesu vy´meˇny informac´ı mezi smeˇrovacˇi v OSPF oblasti je nutne´ jednoznacˇneˇ identi-
fikovat jednotlive´ smeˇrovacˇe. K tomu slouzˇ´ı tzv. Router ID. Hodnota Router ID je automa-
ticky nastavena na nejnizˇsˇ´ı IP adresu rozhran´ı Loopback2. Pokud smeˇrovacˇ zˇa´dne´ rozhran´ı
Loopback nema´, je pouzˇita nejnizˇsˇ´ı IP adresa ze vsˇech rozhran´ı. Router ID jde samozrˇejmeˇ
i nastavit rucˇneˇ v IOS smeˇrovacˇe. Volba Router ID se provede na pocˇa´tku a uzˇ se pozdeˇji
nemeˇn´ı.
2.3.4 Funkce protokolu OSPF
Po restartu mus´ı smeˇrovacˇ ze vsˇeho nejdrˇ´ıve objevit sve´ sousedn´ı smeˇrovacˇe (Neighbor)
a ustanovit s nimi spojen´ı. Rozesˇle tedy multicastoveˇ na vsˇechna sva´ rozhran´ı Hello paket.
Prˇ´ıjem Hello paketu na neˇktere´m rozhran´ı smeˇrovacˇe znamena´, zˇe je smeˇrovacˇ prˇipojen
k jine´mu OSPF smeˇrovacˇi na te´to lince. Prˇedt´ım, nezˇ mu˚zˇe doj´ıt k spojen´ı, se mus´ı smeˇrovacˇe
shodnout v trˇech za´kladn´ıch bodech – Hello Interval, Dead Interval a Network Types.
Pokud sousedn´ı smeˇrovacˇ souhlas´ı s teˇmito parametry komunikace, zasˇle p˚uvodn´ımu
smeˇrovacˇi odpoveˇd’ obsahuj´ıc´ı jeho Router ID. Pu˚vodn´ı smeˇrovacˇ dostane tuto zpra´vu
a dojde k ustaven´ı spojen´ı. Prˇestozˇe na zacˇa´tku se Hello pakety pos´ılaj´ı pomoc´ı multi-
castu, po ustaven´ı spojen´ı spolu smeˇrovacˇe komunikuji pomoc´ı unicastu. Toto ustaven´ı
mus´ı probeˇhnout v obou smeˇrech.
Po ustaven´ı spojen´ı je trˇeba naplnit topologickou databa´zi informacemi o topologii s´ıteˇ.
Ve vy´sledku obsahuj´ı databa´ze vsˇech smeˇrovacˇ˚u v OSPF s´ıti identicke´ u´daje. Rozd´ıly
vznikaj´ı azˇ prˇi vytva´rˇen´ı smeˇrovac´ıch tabulek. Smeˇrovacˇe si zasˇlou DBD paket, ktery´
obsahuje na´hodneˇ vybrane´ sekvencˇn´ı cˇ´ıslo, ktere´ budou pouzˇ´ıvat k dalˇs´ı komunikaci prˇi
vy´meˇneˇ topologicky´ch informac´ı. Pouzˇ´ıva´ se sekvencˇn´ı cˇ´ıslo, ktere´ navrhne smeˇrovacˇ s vysˇsˇ´ım
Router ID.
Na´sledneˇ si pos´ılaj´ı dalˇs´ı pakety DBR s informacemi ze svy´ch topologicky´ch databa´z´ıch.
Smeˇrovacˇ pak porovna´va´ tyto informace ze sousedn´ıho smeˇrovacˇe s informacemi, ktere´ ma´
ve sve´ vlastn´ı databa´zi. Pokud zjist´ı, zˇe mu neˇktera´ informace v databa´zi chyb´ı nebo je za-
starala´, vyzˇa´da´ si od sve´ho souseda tyto informace pomoc´ı paketu LSR. Sousedn´ı smeˇrovacˇ
posˇle tyto informace v paketu LSU. Smeˇrovacˇ na´sledneˇ prˇ´ıjem tohoto paketu potvrd´ı po-
moc´ı LSAck. Kdyby k tomuto potvrzen´ı nedosˇlo, poslal by soused LSU po neˇjake´m cˇasu
znovu.
Uvedeny´ postup z´ıska´va´n´ı topologicky´ch informac´ı se opakuje i v prˇ´ıpadeˇ, zˇe smeˇrovacˇ
zjist´ı, zˇe neˇktery´ z jeho sousedu jizˇ nen´ı aktivn´ı. Vysˇle vsˇem svy´m soused˚um LSU paket
s informac´ı o zmeˇneˇ topologie. Sousedi pak pos´ılaj´ı tento LSU da´le po s´ıti azˇ se dostane ke
vsˇem smeˇrovacˇ˚um v topologii.
2Logicka´ smycˇka, umozˇnˇuj´ıc´ı zas´ılat pakety sa´m sobeˇ.
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2.3.5 Cˇasovacˇe
Protokol OSPF pouzˇ´ıva´ neˇkolik cˇasovacˇ˚u, ktere´ udrzˇuj´ı stav topologicke´ databa´ze a t´ım
pa´dem i smeˇrovac´ı tabulky vsˇech smeˇrovacˇ˚u v konzistentn´ım stavu.
Za´kladn´ımi kameny jsou cˇasovacˇe Hello Interval a Dead Interval, na ktery´ch se smeˇrovacˇe
mus´ı shodnout prˇed zaha´jen´ım vy´meˇny informac´ı. Hello interval uda´va´, jak cˇasto si smeˇrovacˇe
zas´ılaj´ı Hello pakety. Implicitneˇ je to 10 sekund v s´ıt´ıch LAN3 (Local Area Network) a 30
sekund v s´ıt´ıch NBMA4 (Nonbroadcast Multiple Access Network).
Pokud Hello paket neprˇiˇsel do uplynut´ı Dead Interval, je soused povazˇova´n za ne-
funkcˇn´ıho a je trˇeba o tom informovat zby´vaj´ıc´ı sousedy. Dead Interval je implicitneˇ cˇtyrˇ-
na´sobek Hello Intervalu, tedy 40 sekund pro LAN s´ıteˇ a 120 sekund pro NBMA s´ıteˇ.
Dalˇs´ım cˇasovacˇem je MaxAge. Tento cˇasovacˇ je propojen s pol´ıcˇkem Age, ktery´ je
u kazˇde´ho za´znamu v topologicke´ databa´zi. Ten se periodicky inkrementuje a pokud dosa´hne
hodnoty MaxAge, je informace v topologicke´ databa´zi jizˇ povazˇova´na za zastaralou a je
odstraneˇna z databa´ze. Implicitneˇ je MaxAge nastaven na 1 hodinu.
Aby nedocha´zelo k odstraneˇn´ı polozˇek z databa´ze, tak se s periodou cˇasovacˇe LSRe-
freshTime zas´ılaj´ı soused˚um LSA pakety, ktere´ vynuluj´ı pol´ıcˇko Age u za´znamu. Implicitn´ı
hodnota tohoto cˇasovacˇe je 30 minut.
2.3.6 Metrika a administrativn´ı vzda´lenost
Metrika, ktera´ se pouzˇ´ıva´ u protokolu OSPF se nazy´va´ Cost nebo-li cena. RFC ale nespeci-
fikuje, co by meˇlo by´t pouzˇito pro urcˇova´n´ı te´to ceny.
Z RFC 2328 [5]: ”A cost is associated with the output side of each router interface. This
cost is configurable by the system administrator. The lower the cost, the more likely the
interface is to be used to forward data traffic. “
Vzhledem k tomu, zˇe tato pra´ce se zaby´va´ Cisco technologiemi, je trˇeba vz´ıt v u´vahu
cenu, tak jak ji definuje firma Cisco. Ta pouzˇ´ıva´ jako cenu soucˇet sˇ´ıˇrek pa´sma vy´stupn´ıch
rozhran´ı po cesteˇ od smeˇrovacˇe do c´ılove´ s´ıteˇ. Cena rozhran´ı se vypocˇ´ıta´ jako 108/bw, kde
bw je sˇ´ıˇrka pa´sma v jednotce bps. Dı´ky tomuto vzorci dosa´hneme toho, zˇe rozhran´ı s veˇtsˇ´ı
sˇ´ıˇrkou pa´sma budou mı´t nizˇsˇ´ı cenu. Jak bylo uvedeno v citaci vy´sˇe, cˇ´ım nizˇsˇ´ı cena, t´ım je
cesta preferovaneˇjˇs´ı.
Z dane´ho vzorce ale vyply´va´, zˇe rozhran´ı FastEthernet (100 Mbps) a rychlejˇs´ı budou
mı´t stejnou cenu, tj. jedna. Neˇktere´ implementace proto umozˇnˇuj´ı konstantu 108 zvy´sˇit
nebo zadat cenu rozhran´ı rucˇneˇ, cˇ´ımzˇ je mozˇne´ i priorizovat neˇktere´ na´mi vybrane´ cesty.
Administrativn´ı vzda´lenost protokolu OSPF je 110. T´ım pa´dem jsou cesty zjiˇsteˇne´ pro-
tokolem OSPF povazˇova´ny za d˚uveˇryhodneˇjˇs´ı a t´ım pa´dem i preferovaneˇjˇs´ı nezˇ cesty zjiˇsteˇne´
protokolem RIP nebo trˇeba IS-IS.
2.3.7 Vytva´rˇen´ı smeˇrovac´ı tabulky
Po naplneˇn´ı topologicke´ databa´ze informacemi o topologii s´ıteˇ je trˇeba tyto informace trans-
formovat na smeˇrovac´ı tabulku. Tuto transformaci prova´d´ı algoritmus Dijkstra’s shortest
path first (SPF).
Tento algoritmus nejprve vytvorˇ´ı z databa´ze graf, prˇesneˇji strom SPF. Vsˇechny hrany
tohoto stromu ohodnot´ı cenami (metrikou). Vrcholem stromu je vzˇdy dany´ smeˇrovacˇ, ktery´
3Pocˇ´ıtacˇova´ s´ıt’, ktera´ pokry´va´ male´ geograficke´ u´zemı´, naprˇ. doma´cnost.
4S´ıt’ propojuj´ıc´ı neˇkolik smeˇrovacˇ˚u, nen´ı vsˇak schopna pos´ılat broadcast, naprˇ. s´ıteˇ Frame Relay, ATM
nebo X.25.
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si tvorˇ´ı smeˇrovac´ı tabulku. SPF pak vytva´rˇ´ı strom takovy´m zp˚usobem, zˇe se snazˇ´ı odstranit
vsˇechny potencia´ln´ı smycˇky a naj´ıt nejlepsˇ´ı mozˇnou cestu do c´ılove´ s´ıteˇ.
Kdyzˇ uzˇ je vy´sledny´ strom hotovy´, do smeˇrovac´ı tabulky se vzˇdy ulozˇ´ı IP adresa c´ıle,
dalˇs´ı skok (Next Hop) a celkova´ cena cesty. Pokud SPF algoritmus objev´ı dveˇ cesty do
c´ıle, ktere´ maj´ı stejnou cenu, vlozˇ´ı do smeˇrovac´ı tabulky obeˇ. Na´sledneˇ za´lezˇ´ı na nastaven´ı
smeˇrovacˇe, zda si vybere jednu z teˇchto cest nebo bude vyuzˇ´ıvat obeˇ a cˇa´st paket˚u zpra´vy
posˇle jednou cestou a druhou cˇa´st druhou cestou. Druhy´ uvedeny´ zp˚usob je prakticˇteˇjˇs´ı
vzhledem k rovnomeˇrne´mu zat´ızˇen´ı obou linek.
Z tohoto popisu mu˚zˇe by´t jasne´, zˇe algoritmus SPF je pro smeˇrovacˇ pomeˇrneˇ na´rocˇny´
a nen´ı zˇa´douc´ı, aby se vy´pocˇet opakoval prˇ´ıliˇs cˇasto. To mu˚zˇe by´t proble´m, pokud se v s´ıti
objev´ı neˇjaka´ nestabiln´ı linka, ktera´ cˇasto pada´. Z tohoto d˚uvodu byl stanoven minima´ln´ı
cˇas mezi vy´pocˇty algoritmu SPF.
2.3.8 Designated Router
Z uvedene´ho popisu funkce OSPF protokolu vyply´va´, zˇe pokud mezi smeˇrovacˇi nebudou
spoje Point-to-point, ale s´ıt’ s v´ıcena´sobny´m prˇ´ıstupem (Multiaccess), mu˚zˇe by´t komunikace
mezi smeˇrovacˇi na´rocˇna´ a v nejhorsˇ´ım prˇ´ıpadeˇ mu˚zˇe zahltit linku.
Vezmeˇme si jako prˇ´ıklad topologii z obra´zku 2.2. Zde je propojeno peˇt smeˇrovacˇ˚u. Kazˇdy´
smeˇrovacˇ mus´ı s kazˇdy´m dalˇs´ım smeˇrovacˇem s´ıteˇ ustavit spojen´ı a konfrontovat sve´ za´znamy
z databa´ze. Pokud se stane jeden soused nefunkcˇn´ım, vsˇechny smeˇrovacˇe si navza´jem zacˇnou
pos´ılat informaci o zmeˇneˇ topologie.
Obra´zek 2.2: OSPF s´ıt’ bez Designated Router.
Z obra´zku 2.2 je zrˇejme´, zˇe pro peˇt smeˇrovacˇ˚u mus´ı doj´ıt k vytvorˇen´ı deseti spojen´ım.
Z toho vyply´va´ jednoduchy´ vztah pro vy´pocˇet potrˇebny´ch spojen´ı, pokud ma´me v s´ıti




Budeme-li mı´t v te´to s´ıti naprˇ´ıklad 100 smeˇrovacˇ˚u, vysˇplha´ se celkovy´ pocˇet spojen´ı na 4950!
To linku hodneˇ zateˇzˇuje a proto zde existuje rˇesˇen´ı v podobeˇ volby Designated Routeru
a Backup Designated Routeru.
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Smeˇrovacˇe si na pocˇa´tku zvol´ı Designated Router (DR), cozˇ je smeˇrovacˇ s nejvysˇsˇ´ı prio-
ritou (Router Priority). Backup Designated Router (BDR), nebo-li za´lozˇn´ı DR, je smeˇrovacˇ
s druhou nejvysˇsˇ´ı prioritou. Informace o prioriteˇ se zas´ıla´ na pocˇa´tku v Hello paketu.
Smeˇrovacˇ pote´ navazuje sousedske´ vztahy pouze s DR. Na´sledneˇ vesˇkera´ komunikace mezi
smeˇrovacˇi prob´ıha´ tak, zˇe smeˇrovacˇ zasˇle informaci DR a ten ji rozesˇle vsˇem ostatn´ım
smeˇrovacˇ˚um v s´ıti. V s´ıt´ıch Point-to-point se pro komunikaci mezi smeˇrovacˇi pouzˇ´ıva´ uni-
cast. Zde ale smeˇrovacˇ pos´ıla´ informace, jak DR, tak i BDR, proto se pouzˇ´ıva´ multicastova´
komunikace.
2.3.9 Forma´t zpra´vy
OSPF, narozd´ıl od protokolu RIP, nepouzˇ´ıva´ transportn´ı vrstvu, ale pracuje prˇ´ımo s pro-
tokolem IP. OSPF jej´ı funkce nepotrˇebuje, protozˇe si sa´m zajiˇst’uje detekci chyb a opravu.
Kazˇda´ OSPF zpra´va je zabalena do IP paketu, jehozˇ hlavicˇka obsahuje c´ılovou multi-
castovou adresu 224.0.0.5 nebo 224.0.0.6. V prˇ´ıpadeˇ, zˇe v s´ıti pouzˇ´ıva´me DR a BDR, tak
komunikace s nimi prob´ıha´ na IP adrese 224.0.0.6 a komunikace se vsˇemi OSPF smeˇrovacˇi
pomoc´ı IP adresy 224.0.0.5. Hlavicˇka Ethernetove´ho ra´mce pak nese informaci o c´ılove´
multicastove´ MAC adrese 01-00-5E-00-00-05 nebo 01-00-5E-00-00-06.
Z obra´zku 2.3 je zrˇejme´, zˇe OSPF zpra´va se skla´da´ z hlavicˇky a teˇla nesouc´ıho data. Zde
pop´ıˇsi jen jednu z peˇti nejcˇasteˇji pouzˇ´ıvany´ch zpra´v – Hello paket. Hlavicˇka je vsˇak u vsˇech
zpra´v stejna´ a skla´da´ se z teˇchto cˇa´st´ı:
Obra´zek 2.3: Struktura OSPF Hello paketu.
• Version – identifikuje verzi OSPF, ktera´ je pouzˇita. Nejcˇasteˇji se jedna´ o verzi 2.
• Type – uda´va´ typ OSPF paketu (Hello, DBD, LSR, LSU nebo LSAck).
• Packet length – uda´va´ de´lku paketu vcˇetneˇ hlavicˇky v bytech.
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• Router ID – identifikuje zdroj paketu, jedna´ se o jednoznacˇny´ identifika´tor smeˇrovacˇe.
• Area ID – identifikuje oblast (Area), ke ktere´ paket patrˇ´ı.
• Checksum – kontroln´ı soucˇet zajiˇst’uje paket proti chybovosti nebo ponicˇen´ı prˇi prˇesunu.
• AutType – obsahuje typ autentizace. Vsˇechny OSPF vy´meˇny zpra´v jsou autenti-
zova´ny.
• Authentication – nese autentifikacˇn´ı informaci.
Datova´ cˇa´st Hello paketu se skla´da´ z teˇchto cˇa´st´ı:
• Network Mask – s´ıt’ovou masku souvisej´ıc´ı s rozhran´ım, skrz ktere´ je zpra´va zas´ıla´na.
• Hello Interval – uda´va´ interval mezi zas´ıla´n´ım Hello paket˚u v sekunda´ch.
• Router Dead Interval – uda´va´ cˇas v sekunda´ch, po jejichzˇ uplynut´ı, pokud neprˇijde
Hello paket, je soused odstraneˇn z topologicke´ databa´ze.
• Router Priority – pouzˇ´ıva´ se prˇi volbeˇ DR a BDR.
• Designated Router (DR) – obsahuje identifikaci (Router ID) DR smeˇrovacˇe.
• Backup Designated Router (BDR) – obsahuje identifikaci (Router ID) BDR smeˇrovacˇe.
• List of Neighbor(s) – nese seznam identifikac´ı (Router ID) sousedn´ıch smeˇrovacˇ˚u.
2.4 Na´vrhove´ vzory Cisco
Aby s´ıt’, kterou budeme vzoroveˇ simulovat, byla co nejveˇrneˇjˇs´ı a odpov´ıdala vyuzˇit´ı v praxi,
pouzˇijeme pro vytvorˇen´ı topologi´ı na´vrhove´ vzory spolecˇnosti Cisco. V te´to cˇa´sti se proto
budeme zaby´vat hleda´n´ım a vy´beˇrem vhodny´ch na´vrhovy´ch vzor˚u pro simulaci. Na´vrhovy´
vzor je vzorova´ topologie, kterou Cisco doporucˇuje vyuzˇ´ıt prˇi na´vrhu s´ıt´ı. Na konci se kra´tce
zmı´n´ıme o principu a smyslu redistribuce.
2.4.1 Vy´beˇr vhodny´ch na´vrhovy´ch vzor˚u
C´ılem te´to pra´ce je prostudovat na´vrhove´ vzory od firmy Cisco se zameˇrˇen´ım na RIP
a OSPF. Pro idea´ln´ı propojen´ı teˇchto dvou protokol˚u jsem se prˇi hleda´n´ı zameˇrˇila na
na´vrhove´ vzory zaby´vaj´ıc´ı se redistribuc´ı mezi teˇmito protokoly. Na webovy´ch stra´nka´ch
firmy Cisco lze nale´zt mnoho na´vrhovy´ch vzor˚u.
My´m pozˇadavk˚um vyhovoval [1]. V tomto dokumentu jsou trˇi na´vrhove´ vzory, ktere´
budu modelovat a simulovat. Vsˇechny topologie se skla´daj´ı z pa´terˇe a okol´ı. Pa´terˇ se skla´da´
ze trˇ´ı smeˇrovacˇ˚u propojeny´ch mezi sebou. S´ıteˇ LAN, ve ktery´ch se prˇedpokla´daj´ı uzˇivatele´
a jina´ koncova´ zarˇ´ızen´ı, se napojuj´ı na tyto pa´terˇn´ı smeˇrovacˇe.
V prvn´ım na´vrhove´m vzoru (obra´zek 2.4) je v s´ıti pouzˇit pouze smeˇrovac´ı protokol RIP.
RIP je trˇ´ıdn´ı protokol, proto jsou zde pouzˇity IP adresy trˇ´ıdy B.
Druhy´ na´vrhovy´ vzor (obra´zek 2.5) je dalˇs´ım krokem v prˇechod z RIP protokolu na
OSPF protokol. Pa´terˇ bude provozova´na na protokolu OSPF a LAN s´ıteˇ na protokolu RIP.
Tedy trˇi pa´terˇn´ı smeˇrovacˇe mus´ı by´t hranicˇn´ımi smeˇrovacˇi a je pozˇadova´no, aby umeˇly
pracovat s obeˇma smeˇrovac´ımi protokoly a tak mohly mezi nimi prova´deˇt redistribuci.
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Obra´zek 2.4: S´ıt’ se smeˇrovac´ım protokolem RIP.
Obra´zek 2.5: RIP s´ıt’ se smeˇrovac´ım protokolem OSPF ve strˇedu.
Trˇet´ı na´vrhovy´ vzor (obra´zek 2.6) prˇedstavuje s´ıt’ pouzˇ´ıvaj´ıc´ı jizˇ jen smeˇrovac´ı protokol
OSPF. Na´vrh ale vyuzˇ´ıva´ neˇkolik autonomn´ıch oblast´ı. Autonomn´ı oblast pa´terˇn´ı cˇa´sti je
area0 a kazˇda´ ze s´ıt´ı prˇipojeny´ch k pa´terˇn´ım smeˇrovacˇ˚um tvorˇ´ı dalˇs´ı autonomn´ı oblast´ı
area1 – area3. Pa´terˇn´ı smeˇrovacˇe jsou oblastn´ımi hranicˇn´ımi smeˇrovacˇi, ktere´ kontroluj´ı
vy´meˇnu smeˇrovac´ıch informac´ı mezi oblastmi.
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Obra´zek 2.6: S´ıt’ rozdeˇlena´ na OSPF oblasti.
2.5 Shrnut´ı kapitoly
Tato kapitola shrnula za´kladn´ı poznatky o smeˇrova´n´ı, smeˇrovac´ıch protokolech a redis-
tribuci. Da´le jsme si popsali smeˇrovac´ı protokoly RIP i OSPF, ktere´ jsou velmi popula´rn´ı
a cˇasto uzˇ´ıvane´, avsˇak kazˇdy´ z nich je vhodny´ pro jine´ u´cˇely.
Protokol RIP je nejstarsˇ´ım a nejobl´ıbeneˇjˇs´ım smeˇrovac´ım protokolem. Hlavn´ı jeho vy´-
hodou je jednoduchost a velmi snadna´ implementace, ktere´ cˇasto vyva´zˇ´ı jeho nedostatky.
Hlavn´ı nedostatek je absence masek, d´ıky ktere´ RIPv1 nepodporuje VLSM a CIDR. Tyto
nevy´hody jsou zcela odstraneˇny v noveˇjˇs´ı verzi RIPv2. Avsˇak za´sadn´ı nevy´hodou sta´le
z˚usta´va´ metrika, ktera´ naby´va´ 1 azˇ 15 skok˚u a tedy nen´ı mozˇne´ nasadit protokol RIP
v rozsa´hly´ch s´ıt´ıch. Obl´ıbenost protokolu je zrˇejma´, nebot’ se sta´le vyv´ıj´ı a jizˇ existuje
i verze pro IPv6 (RIPng).
OSPF je nejpouzˇ´ıvaneˇjˇs´ım protokol typu Link-state. Oproti protokolu RIP se mu˚zˇe
pochlubit rychlejˇs´ı konvergenc´ı, mozˇnost´ı zas´ılat masky s´ıteˇ (t´ım pa´dem i podpora CIDR
a VLSM) a obecneˇ mozˇnost´ı pouzˇit´ı ve veˇtsˇ´ıch s´ıt´ıch. Po ustaven´ı spojen´ı komunikuj´ı
smeˇrovacˇe pomoc´ı unicastu (Point-to-point s´ıteˇ) nebo multicastu (Multiaccess s´ıteˇ), cozˇ je
vy´hodne´ pro male´ zat´ızˇen´ı linky. OSPF take´ podporuje autentizaci s sˇifrova´n´ım hesla MD5,
ktera´ zajiˇst’uje oveˇrˇova´n´ı pravosti prˇeda´vany´ch informac´ı. Nemu˚zˇe tedy doj´ıt k podvrzˇen´ı
informace a na´sledne´mu prˇesmeˇrova´n´ı provozu. Hlavn´ı nevy´hodou je na´rocˇnost algoritmu
SPF a t´ım pa´dem neschopnost reagovat na prˇ´ıliˇs cˇaste´ zmeˇny a take´ vysoka´ na´rocˇnost
kladena´ na smeˇrovacˇ prˇi vy´pocˇtu. Proto jsou zarˇ´ızen´ı podporuj´ıc´ı OSPF drazˇsˇ´ı. Veˇtsˇ´ı firmy
a instituce si ale jisteˇ ra´di prˇiplat´ı a z´ıskaj´ı tak vy´hody tohoto protokolu. Perspektiva pro-
tokolu je zrˇejma´, nebot’ se sta´le vyv´ıj´ı a jizˇ existuje i verze pro IPv6 (OSPFv3). K dokreslen´ı
prˇikla´da´m srovna´vac´ı tabulku 2.1.
Na stra´nka´ch firmy Cisco jsem vybrala na´vrhove´ vzory ty´kaj´ıc´ıch se uzˇit´ı protokol˚u RIP
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a OSPF ve veˇtsˇ´ıch (firemn´ıch, sˇkoln´ıch) s´ıt´ıch. Pouzˇit´ı obou protokol˚u v jedne´ s´ıti je pro
jejich simulaci idea´ln´ı a proto jsem se zameˇrˇila i na jejich vza´jemnou redistribuci. Popsane´
topologie jsou vhodne´ pro simulaci.
Vlastnosti RIPv1 RIPv2 OSPF
Typ protokolu Distance Vector Distance Vector Link-state
Konvergence pomala´ pomala´ rychla´
Metrika pocˇet skok˚u pocˇet skok˚u cena cesty
VLSM ne ano ano
CIDR ne ano ano
Zat´ızˇen´ı smeˇrovacˇe male´ male´ velke´
Zat´ızˇen´ı s´ıteˇ velke´ velke´ male´




Co je to modelova´n´ı a simulacˇn´ı model jsme si jizˇ vysveˇtlili v sekci 1.1. Nyn´ı mu˚zˇeme
prˇeve´st teorii do praxe a za pouzˇit´ı na´stroj˚u PT (sekce 1.2) a OMNeT++ (sekce 1.3)
vytvorˇit simulacˇn´ı modely topologi´ı s´ıt´ı z vybrany´ch na´vrhovy´ch vzor˚u (sekce 2.4).
3.1 Simulacˇn´ı modely v PT
V te´to sekci si vysveˇtl´ım, jak jsme vytva´rˇeli dle na´vrh˚u simulacˇn´ı modely v programu PT.
3.1.1 Tvorba model˚u
Pro vytvorˇen´ı modelu jsem pouzˇila Cisco smeˇrovacˇe 1841 s modulem WIC-2T a prˇep´ınacˇe
2960. Smeˇrovacˇe jsem mezi sebou propojila se´riovy´m kabelem a k smeˇrovacˇ˚um jsem prˇipojila
krˇ´ızˇeny´m kabelem dalˇs´ı smeˇrovacˇe prˇedstavuj´ıc´ı pods´ıteˇ a k nim prˇ´ımy´m kabelem po je-
dnom prˇep´ınacˇi. Modeloveˇ jsem ke kazˇde´mu prˇep´ınacˇi prˇipojila prˇ´ımy´m kabelem po dvou
pocˇ´ıtacˇ´ıch. Na obra´zku 3.1 je videˇt vy´sledna´ topologie.
Na´sledovalo nakonfigurova´n´ı s´ıteˇ. Ke konfiguraci smeˇrovacˇ˚u jsme pouzˇili IOS. Vy´pis
konfiguracˇn´ıho registru pro prvn´ı model (pouze RIP) na smeˇrovacˇi R1 je na´sleduj´ıc´ı:
interface FastEthernet0/0 ;konfigurace ethernetove´ho portu




interface Serial0/1/0 ; konfigurace se´riove´ho portu
ip address 130.10.62.1 255.255.255.0 ; nastavenı´ IP adresy a masky
clock rate 56000 ; kmitocˇet (u DCE)
!
interface Serial0/1/1
ip address 130.10.63.2 255.255.255.0
clock rate 56000
!
router rip ; konfigurace protokolu RIP
network 130.10.0.0 ; distribuovana´ sı´t’
Nastaven´ı na smeˇrovacˇi R1 pro druhy´ model (RIP + OSPF) je:
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Obra´zek 3.1: Topologie s´ıteˇ v PT.
interface FastEthernet0/0









ip address 130.10.63.2 255.255.255.0
clock rate 56000
!
router ospf 100 ; konfigurace protokolu OSPF
log-adjacency-changes
redistribute rip subnets ; redistribuce do RIP
network 130.10.62.0 0.0.0.255 area 0 ; distribuovane´ sı´teˇ
network 130.10.63.0 0.0.0.255 area 0
!
router rip ; konfigurace protokolu RIP
redistribute ospf 100 metric 4 ; redistribuce do OSPF s metrikou 4
passive-interface Serial0/1/0 ; rozhranı´, na ktere´ se nebudou ...
passive-interface Serial0/1/1 ; ... zasilat RIP zpra´vy
network 130.10.0.0 ; distribuovana´ sı´t’
Nastaven´ı na smeˇrovacˇi R1 v trˇet´ım modelu (OSPF oblasti) je:
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interface FastEthernet0/0















network 130.10.62.0 0.0.0.255 area 0
network 130.10.63.0 0.0.0.255 area 0
network 130.10.8.0 0.0.0.255 area 1
3.2 Simulacˇn´ı modely v OMNeT++
V te´to sekci vysveˇtl´ıme tvorbu simulacˇn´ıch model˚u v na´stroji OMNeT++. OMNeT++ jako
takovy´ nema´ te´meˇrˇ zˇa´dne´ mozˇnosti pro smeˇrova´n´ı a nepodporuje protokoly RIP a OSPF.
Proto pouzˇijeme framework INET, ktery´ ma´ podporu OSPF a obsahuje dalˇs´ı d˚ulezˇite´ im-
plementace pro s´ıt’ovy´ provoz. Protokol RIP zcela chyb´ı a bude ho trˇeba doimplementovat.
3.2.1 Modelova´n´ı na´vrhovy´ch vzor˚u
Nejprve si vytvorˇ´ıme slozˇky pro budouc´ı simulacˇn´ı modely. Pro kazˇdy´ na´vrhovy´ vzor vytvorˇ´ıme
model s´ıteˇ v jazyce NED. Jedna´ se o slozˇeny´ modul. Popis vsˇech trˇ´ı model˚u je podobny´.
Pouzˇijeme slozˇeny´ modul smeˇrovacˇe ANSARouter, ktery´ vznikl v ra´mci bakala´rˇske´ pra´ce
V. Siva´ka [14]. Kromeˇ tohoto modulu vyuzˇijeme jednoduche´ moduly s´ıt’ovy´ch prvk˚u z kni-
hovny INET a to koncove´ zarˇ´ızen´ı typu StandardHost a prˇep´ınacˇe typu EtherSwitch.
Nakonec provedeme propojen´ı jejich bran, resp. s´ıt’ovy´ch rozhran´ı. Cˇa´st RIP.ned souboru
popisuj´ıc´ı topologii prvn´ıho modelu (viz. obr. 2.4) je:










submodules: ; moduly, ze ktery´ch se skla´da´
<cˇa´st ko´du vypusˇteˇna>
H11: StandardHost { ; PC
parameters: ; obra´zek a jeho umı´steˇnı´
@display("p=40,52;i=device/pc2");
gates:
ethg[1]; ; jedno ethernetove´ rozhranı´
}




ethg[3]; ; ma´ trˇi ethernetove´ rozhranı´
}




ethg[3]; ; ma´ trˇi ethernetove´ rozhranı´
}
<cˇa´st ko´du vypusˇteˇna>
connections: ; propojenı´ modulu˚ skrz bra´ny
H11.ethg[0] <--> C <--> S1.ethg[1];
H21.ethg[0] <--> C <--> S2.ethg[1];
S1.ethg[0] <--> C <--> R1A.ethg[0];
S2.ethg[0] <--> C <--> R2B.ethg[0];
R1.ethg[0] <--> C <--> R1A.ethg[1];
R2.ethg[0] <--> C <--> R2B.ethg[1];
<cˇa´st ko´du vypusˇteˇna>
}
Pro kazˇdy´ model je da´le nutne´ vytvorˇit soubor omnetpp.ini, ktery´ obsahuje parametry




Soubor se odkazuje na prˇelozˇenou knihovnu INET. Spusˇteˇn´ı souboru zajist´ı nacˇten´ı nas-
taven´ı ze souboru omnetpp.ini a spusˇteˇn´ı simulacˇn´ıho prostrˇed´ı.
3.2.2 Prˇ´ıprava model˚u pro simulaci
Plneˇ funkcˇn´ı vytvorˇ´ıme zat´ım pouze trˇet´ı model (viz. obr. 2.6), ktery´ vyuzˇ´ıva´ smeˇrovac´ı
protokol OSPF a smeˇrova´n´ı mezi cˇtyrˇmi oblastmi (Area 0 - 3). Prˇestozˇe INET obsahuje
implementaci protokolu OSPF, pouzˇijeme upravenou verzi OSPF, ktera´ vznikla v ra´mci
bakala´rˇske´ pra´ce [4].
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V prˇedchoz´ı sekci jsme si vytvorˇili soubor popisuj´ıc´ı topologii s´ıteˇ ospfAreas.ned.
Vy´slednou topologii je mozˇne´ videˇt na obra´zku 3.2.
Obra´zek 3.2: Topologie s´ıteˇ v OMNeT++.
Pro konfiguraci s´ıteˇ vyuzˇ´ıva´me XML soubor RoutersConfig, jehozˇ struktura byla navrzˇena
v ra´mci bakala´rˇske´ pra´ce P. Scherfela [13]. V neˇm prˇiˇrad´ıme jednotlivy´m rozhran´ım smeˇrovacˇ˚u
IP adresy a masky a provedeme jejich rozdeˇlene´ do oblast´ı OSPF.
Da´le vytvorˇ´ıme pro zarˇ´ızen´ı pracuj´ıc´ı se smeˇrovac´ı tabulkou (PC, smeˇrovacˇ) soubory
obsahuj´ıc´ı konfiguraci s´ıt’ovy´ch rozhran´ı a staticke´ cesty. Tyto informace se nacha´zej´ı v sou-
borech .irt. Na´zev souboru je pro kazˇde´ zarˇ´ızen´ı ulozˇeno v inicializacˇn´ım souboru omnetpp.ini
v parametru routingFileName. U kazˇde´m s´ıt’ove´ho rozhran´ı nap´ıˇseme jme´no rozhran´ı, IP
adresu, masku, multicastove´ skupiny, MTU a metriku.
Pote´, co naimplementujeme protokol RIP a redistribuci, dopln´ıme zby´vaj´ıc´ı dva modely
pro OMNeT++ podobny´m zp˚usobem, jaky´ byl v te´to sekci uveden. Konfiguracˇn´ı soubory
k jednotlivy´m model˚um jsou uvedeny v prˇ´ıloze D.
3.3 Shrnut´ı kapitoly
V te´to kapitole jsme vytvorˇili modely v programu PT. Vyva´rˇene´ modely jsme nakonfig-
urovali v IOS stejneˇ jako v na rea´lne´m zarˇ´ızen´ı, cozˇ je velka´ vy´hoda programu PT. Vy-
tva´rˇen´ı model˚u bylo velmi lehke´ a rychle´. Vznikli na´m tak trˇi soubory .pkt, ktere´ jsou
prˇipraveny pro simulaci.
V OMNeT++ se simulacˇn´ı modely vytva´rˇely h˚urˇ a to prˇedevsˇ´ım kv˚uli nutnosti popsat
modely v ma´lo zna´me´m jazyku NED. Plneˇ funkcˇn´ı je pouze model vyuzˇ´ıvaj´ıc´ı protokol
OSPF. Pro ostatn´ı na´vrhove´ vzory bude trˇeba doimplementovat cˇa´sti umozˇnˇuj´ıc´ı smeˇrovan´ı




Tato kapitola se zaby´va´ implementac´ı jednoduchy´ch modul˚u do framework INET pro
smeˇrovac´ı protokol RIP a pro redistribuci smeˇrovac´ıch informac´ı mezi protokoly RIP a OSPF.
4.1 Implementace protokolu RIP
V te´to sekci bude popsa´na postupna´ implementace smeˇrovac´ıho protokolu RIP v jeho prvn´ı
verzi. Bude se zaby´vat popisem jednotlivy´ch trˇ´ıd, ze ktery´ch se jeho implementace skla´da´.
Prˇi implementaci jsme vycha´zeli z RFC 1058 [5].
4.1.1 RIPPacket
Pro spra´vnou funkcˇnost smeˇrovac´ıho protokolu si nejprve vytvorˇ´ıme zpra´vu, ktera´ ponese
vsˇechny informace, ktere´ nese i rea´lna´ zpra´va RIP. Zpra´va RIPPacket.msg plneˇ korespon-
duje se standardem (obra´zek 2.1). Po prˇekladu se automaticky vygeneruje prˇ´ıslusˇny´ zdro-
jovy´ (.cc) a hlavicˇkovy´ soubor. RIPPacket.msg vypada´ na´sledovneˇ:
struct RouteEntry ; za´znamy o cesta´ch
{
short addressID; ; typ adresy (2 pro IP)
short mustBeZero2 = 0;
IPAddress ipAdress; ; adresa
long mustBeZero3 = 0;
long mustBeZero4 = 0;




char command enum(RIPCommand); ; typ zpra´vy (Req/Resp)
char version = 1; ; verze protokolu RIP
short mustBeZero1 = 0;




Jak jsme si uvedli v podsekci 4.1.2, protokol RIP vyuzˇ´ıva´ trˇi cˇasovacˇe. V diskre´tn´ı simulaci
se cˇasovacˇe modeluj´ı jako zpra´vy, ktere´ objekt zas´ıla´ sa´m sobeˇ se zpozˇdeˇn´ım. Proto jsme
pro neˇ vytvorˇili zpra´vu RIPTimer.msg. Struktura zpra´vy je:
enum RIPTimerType ; typ cˇasovacˇe
{
hello = 1; ; cˇasovacˇ Update
timeout = 2; ; cˇasovacˇ Timeout
garbage = 3; ; cˇasovacˇ Garbage
trigger = 4; ; odpocˇet prˇed rozesla´nı´m zmeˇn
};
message RIPTimer extends cMessage
{ ; typ cˇasovacˇe
char timerKind enum(RIPTimerType) = hello;
};
Vy´znam cˇasovacˇ˚u Update, Timeout a Garbage byl popsa´n v podsekci . Cˇasovacˇ Trig-
ger se vyuzˇ´ıva´ pro rozes´ıla´n´ı aktualizac´ı prˇi vy´znamne´ zmeˇneˇ (pa´d/obnoven´ı linky, zmeˇna
cesty).
4.1.3 RIPRouting
Pro jednoduchy´ modul RIPRouting jsme vytvorˇili popis v souboru RIPRouting.ned a pro-
vedli jeho implementaci v jazyce C++. Jedna´ se o trˇ´ıdu, ktera´ je odvozena od trˇ´ıdy
UDPAppBase. Ta na´m poskytuje prostrˇedky transportn´ıho protokolu UDP, ktery´ RIP vyuzˇ´ıva´.
Jak mu˚zˇeme videˇt na obra´zku 4.1, RIP modul je prˇipojen na UDP modul. Hlavicˇkovy´ sou-
bor trˇ´ıdy je uveden v prˇ´ıloze C.
Obra´zek 4.1: Modul ANSARouter obsahuj´ıc´ı modul RIP.
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Metoda handleMessage() prˇ´ıjme zpra´vu a rozpozna´, zda jde o zpra´vu odeslanou z
tohoto (neˇktery´ z cˇasovacˇ˚u RIP) nebo jine´ho procesu. V prˇ´ıpadeˇ, zˇe se jedna´ o cˇasovacˇ,
provede pozˇadovane´ akce (odesla´n´ı zpra´vy, smaza´n´ı cesty ze smeˇrovac´ı tabulky, restartova´n´ı
cˇasovacˇe).
V prˇ´ıpadeˇ, zˇe se jedna´ o ciz´ı zpra´vu, prˇeposˇle ji metodeˇ processPacket(). Ta zkon-
troluje IP adresu, verzi protokolu, strukturu zpra´vy a zjist´ı, zda se jedna´ o zˇa´dost (Request)
nebo odpoveˇd’ (Response). Podle toho zpra´vu da´le zpracova´va´ metoda processRequest()
nebo processResponse().
Obra´zek 4.2: Diagram aktivit zobrazuj´ıc´ı vztahy mezi metodami ve trˇ´ıdeˇ RIPRouting.
Metoda processRequest() zkontroluje pocˇet za´znamu v zˇa´dosti. Pokud je jen jedna,
zˇa´da´ odes´ılatel o vsˇechny za´znamy z smeˇrovac´ı tabulky. Zavola´ metodu sendPacket(), ktera´
se postara´ o sestavn´ı a zasla´n´ı vy´sledne´ zpra´vy sousedovi. Tato metoda vyuzˇ´ıva´ metodu
createPacket() pro vytvorˇen´ı zpra´vy a naplneˇn´ı zpra´vy smeˇrovac´ımi informacemi.
Metoda processResponse zpracova´va´ zpra´vy se smeˇrovac´ımi informacemi, ktere´ prˇi-
cha´zej´ı od sousedn´ıch smeˇrovacˇ˚u. Nejprve zkontroluje, jestli je kazˇdy´ za´znam lega´ln´ı, tedy
jestli se nejedna´ o IP adresu smycˇky (Loopback), adresy trˇ´ıdy E nebo D apod. Na´sledneˇ
dojde k porovna´n´ı adresy s adresami v smeˇrovac´ı tabulce. Pokud se v n´ı takova´ adresa jesˇteˇ
nevyskytuje, vytvorˇ´ı se novy´ za´znam a nastav´ı se mu cˇasovacˇ Timout. Pokud jizˇ adresa
s´ıteˇ v tabulce existuje, zkontroluje se metrika. V prˇ´ıpadeˇ, zˇe za´znam ma´ mensˇ´ı metriku,
nezˇ za´znam v tabulce, dojde k aktualizaci za´znamu. Nakonec dojde k restartova´n´ı cˇasovacˇe
Timeout.
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Cely´ postup zobrazuje diagram aktivit na obra´zku 4.2. Prˇ´ıklad konfigurace je uveden v
prˇ´ıloze D.
4.2 Implementace redistribuce
V ra´mci te´to pra´ce byla naprogramova´na redistribuce cest z protokolu OSPF do pro-
tokolu RIP. Tuto cˇinnost prova´d´ı metoda getOSPFRoutes(). Pro jej´ı spra´vnou cˇinnost
byla vytvorˇena struktura RIPRedistribution:
struct RIPRedistribution
{
bool redistrinute; ; je nastavena redistribuce?
char * protocol; ; redistribuovany´ protokol
int metric; ; metrika redistribuovany´ch cest
};
Prˇi inicializaci se do struktury nacˇtou z konfiguracˇn´ıho souboru informace o redistri-
buci. Zaznamena´va´, jestli v˚ubec bude redistribuce prob´ıhat, s jaky´m protokolem bude re-
distribuce prob´ıhat (v nasˇem prˇ´ıpadeˇ pouze OSPF), a jakou metriku budou mı´t nove´ RIP
za´znamy po redistribuci.
Metoda getOSPFRoutes() zkontroluje, jestli polozˇka protocol je nastavena na ospf.
Pokud ano zacˇne procha´zet za´znamy smeˇrovac´ı tabulky a kontrolovat jejich zdroj na hodno-
tu OSPF. Takove´ cesty zaznamena´ do struktury RouteEntry zmı´neˇne´ u zpra´v RIPPacket
a metriku dopln´ı na hodnotu ulozˇenou ve strukturˇe RIPRedistribution. Takto vytvorˇene´
za´znamy se pak prˇeda´vaj´ı k dalˇs´ımu zpracova´n´ı, zacˇleneˇn´ı do RIP zpra´vy a odesla´n´ı souse-
d˚um. Prˇ´ıklad konfigurace redistribuce pro jeden smeˇrovacˇ je:
<Rip>
<Redistribute>
<Protocol>ospf</Protocol> ; redistribuovany´ protokol




Tato kapitola nast´ınila implementaci protokolu RIP a redistribuce. Protokol RIP byl im-
plementova´n dle RFC 1058 [5]. Implementace splnila vsˇechny jeho pozˇadavky azˇ na auto-
sumarizaci. Ta by prˇ´ıpadneˇ mohla by´t v budoucnu doimplementova´na. Pro nasˇe potrˇeby
simulace bychom ji ale nevyuzˇili a aktua´ln´ı implementace na´m bude plneˇ dostacˇovat. Da´le
byl naimplementova´n Split Horizon. V budoucnu by bylo mozˇne´ implementaci rozsˇ´ıˇrit take´
o dalˇs´ı ochranny´ prostrˇedek Poison Reverse.
V ra´mci te´to pra´ce byla naimplementova´na redistribuce z protokolu RIP do protokolu
OSPF. Pro plne´ vyuzˇit´ı redistribuce se pocˇ´ıta´ s vyuzˇit´ım implementace redistribuce z pro-
tokolu RIP do protokolu OSPF, ktera´ je soucˇa´st´ı jine´ bakala´rˇske´ pra´ce [4], a implementace
z bakala´rˇske´ pra´ce [14], ktera´ zajist´ı zas´ıla´n´ı informac´ı o zmeˇneˇ v smeˇrovac´ı tabulce.
39
Kapitola 5
Simulace v prostrˇed´ı Packet Tracer
a OMNeT++
V te´to kapitole prakticky vyuzˇijeme naimplementovane´ trˇ´ıdy a simulacˇn´ı modely. Nejprve
si definujeme vlastnosti, ktere´ chceme oveˇrˇit simulac´ı: dostupnost a stabilita s´ıteˇ. Na´sledneˇ
provedeme simulaci v obou zminˇovany´ch na´stroj´ıch – Packet Tracer a OMNeT++. Pro
popis simulaci teˇchto vlastnost´ı pouzˇijeme referencˇn´ı obra´zek 5.1.
Obra´zek 5.1: Topologie simulovan´ı s´ıteˇ.
5.1 Dostupnost
Za´kladn´ım pozˇadavkem pro kazˇdou s´ıt’ je dostupnost. Abychom mohli s´ıt’ plneˇ vyuzˇ´ıvat,
mus´ıme si by´t jisti, zˇe za jaky´chkoliv podmı´nek jsou vsˇechny segmenty s´ıteˇ odkudkoliv
dostupne´. Proto je vhodne´ vyuzˇ´ıvat za´lozˇn´ı linky a podobna´ opatrˇen´ı. V na´sleduj´ıc´ıch si-
mulac´ıch budeme uvazˇovat, zˇe dojde k pa´du linky mezi smeˇrovacˇi R1 a R2. Dostupnost mezi
s´ıteˇmi 192.168.8.0/24 a 192.168.17.0/24 by meˇl za´lozˇneˇ zajistit smeˇrovacˇ R3. Oveˇrˇovat ji
budeme zas´ıla´n´ım ICMP1 paket˚u mezi obeˇma s´ıteˇmi.
5.1.1 Simulace dostupnosti v na´stroji Packet Tracer
V PT jsme si vytvorˇili pomoc´ı funkce Add Complex PDU sce´na´rˇ, ve ktere´m bude pocˇ´ıtacˇ
PC4 periodicky (35 sekund) zas´ılat ICMP pakety pocˇ´ıtacˇi PC0, viz. obra´zek 5.1. Spustili
1Anglicky Internet Control Message Protocol, pouzˇ´ıva´ se pro odes´ıla´n´ı chybovy´ch zpra´v (pozˇadovana´
sluzˇba/host/s´ıt’ nen´ı dostupna´ apod.).
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jsme simulaci a sledovali pr˚ubeˇh cesty paketu. Podle ocˇeka´va´n´ı byl paket smeˇrova´n prˇes
smeˇrovacˇe R1 a R2 (obra´zek 5.2a). V simulacˇn´ım cˇase 35.011 jsme zastavili simulaci, prˇesˇli
jsme do CLI2 smeˇrovacˇe R2 a pomoc´ı prˇ´ıkaz˚u
R2(config)#int s0/1/0
R2(config-if)#shutdown
Obra´zek 5.2: Vy´pis pr˚uchodu ICMP paketu s´ıt’ovy´mi zarˇ´ızen´ımi. a) Linky jsou v porˇa´dku.
b) Prˇi cesteˇ paketu zpeˇt dosˇlo k pa´du linky. c) Linka mezi R1 a R2 je nefunkcˇn´ı.
jsme vypnuli rozhran´ı s0/1/0 vedouc´ı k smeˇrovacˇi R1. ICMP paket se v te´ dobeˇ nacha´zel
v pocˇ´ıtacˇi PC0. Prˇi cesteˇ zpeˇt k PC4 smeˇrovacˇ R2 jesˇteˇ neznal novou cestu do s´ıteˇ 192.168.8.0
/24, proto smeˇrovacˇ vra´til pocˇ´ıtacˇi PC0 ICMP paket typu Destination Unreachable (obra´zek
5.2b). Dalˇs´ı ICMP paket, ktery´ byl vysla´n v cˇase 70 sekund, byl smeˇrova´n novou cestou,
ktera´ se mezit´ım ustanovila, tedy prˇes smeˇrovacˇe R1, R3 a R2 (obra´zek 5.2, c).
Simulaci jsme znovu zopakovali. Tentokra´t jsme umı´stili na rozhran´ı s0/1/1 (ve smeˇru
od R3) smeˇrovacˇe R2 ACL. Zadali jsme ho v CLI takto:
R2(config)#access-list 101 deny icmp any 192.168.17.0 0.0.0.255
R2(config)#access-list 101 permit ip any any
R2(config)#
R2(config)#int s0/1/1
R2(config-if)#ip access-group 101 in
Po te´ co byla simulace spusˇteˇna se vsˇemi funkcˇn´ımi linkami, se s´ıt’ chovala jako prˇi
prˇedchoz´ım testu. Po te´ jsme znovu vypnuli rozhran´ı mezi smeˇrovacˇi R1 a R2. Tentokra´t se
s´ıt’ 192.168.17.0/24 stala nedostupnou (obra´zek 5.3). Prˇestozˇe paket byl prˇeda´n ze smeˇrovacˇe
R1 na R3, tak na´sleduj´ıc´ı smeˇrovacˇ R2 dle nastavene´ho ACL paket zahodil.
2Rozhran´ı s prˇ´ıkazovou rˇa´dkou urcˇene´ pro konfiguraci Cisco zarˇ´ızen´ı, zejme´na smeˇrovacˇ˚u a prˇep´ınacˇ˚u.
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Obra´zek 5.3: Vy´pis pr˚uchodu ICMP paketu s´ıt’ovy´mi zarˇ´ızen´ımi. ACL na smeˇrovacˇi R2
paket zahodil.
5.1.2 Simulace dostupnosti v na´stroji OMNeT++
Pro simulace v OMNeT++ vyuzˇijeme manazˇer stav˚u linek (trˇ´ıda InterfaceStateManager),
ktery´ vznikl v ra´mci bakala´rˇske´ pra´ce M. Danka [4]. Tato trˇ´ıda umozˇnˇuje vytvorˇen´ı sce´na´rˇe











V souboru uva´d´ıme, zˇe v simulacˇn´ım cˇase 200 sekund dojde k vypnut´ı rozhran´ı eth1
na smeˇrovacˇi R2. V simulacˇn´ım cˇase 300 sekund dojde k jeho opeˇtovne´mu zapnut´ı.
Pro zas´ıla´n´ı ICMP paket˚u jsme vyuzˇili aplikaci Ping (trˇ´ıda pingApp) na pocˇ´ıtacˇi H11.
Ten v pravidelny´ch intervalech zas´ıla´ ICMP pakety typu Echo pocˇ´ıtacˇi H21 (obra´zek 5.1).
Simulace vypisovala trasy, ktery´mi putoval ICMP paket:
------------------------------------------------
Time = 19.208472580648
H11 : Ping 0 to 192.168.17.21






H11 : Ping 2 to 192.168.17.21





H11 : Ping 5 to 192.168.17.21




H11 : Ping 6 to 192.168.17.21
Path: H11 - R1A - R1 - R3 - R2 - R2B - H21 - H21 - R2B - R2 - R3 - R1 -





H11 : Ping 8 to 192.168.17.21




H11 : Ping 9 to 192.168.17.21
Path: H11 - R1A - R1 - R2 - R2B - H21 - H21 - R2B - R2 - R1 - R1A - H11
------------------------------------------------
V simulacˇn´ım cˇase 19 sekund jesˇteˇ smeˇrovacˇe nemeˇly naplneˇne´ smeˇrovac´ı tabulky, smeˇ-
rovacˇ R1A neznal cestu k pocˇ´ıtacˇi H21 (192.168.17.21), a proto byl ICMP paket zahozen.
V simulacˇn´ım cˇase 89 sekund jsou vsˇechny linky funkcˇn´ı. ICMP paket je zasla´n nejkratsˇ´ı
cestou ze smeˇrovacˇe R1A, prˇes smeˇrovacˇe R1, R2, R2B, azˇ k c´ılove´mu pocˇ´ıtacˇ H21. Cesta
zpeˇt je totozˇna´.
ICMP paket zaslany´ v cˇase 194 sekund se dostal stejnou cestou k pocˇ´ıtacˇi H21. V cˇase
200 sekund dojde pa´du linky mezi smeˇrovacˇi R1 a R2. ICMP paket Echo-Reply je smeˇrova´n
zpeˇt z H21 na smeˇrovacˇ R2. Smeˇrovacˇ R2 jesˇteˇ nedostal novou informaci o s´ıti 192.168.8.0/24.
Tuto s´ıt’ nezna´ a proto posˇle pocˇ´ıtacˇi H21 nazpeˇt ICMP paket typu Destination Unreachable
(c´ıl nen´ı dostupny´).
V cˇase 229 sekund je jizˇ ustanovena nova´ cesta. ICMP paket je ze smeˇrovacˇe R1
prˇeposla´n na smeˇrovacˇ R3, na´sledneˇ na smeˇrovacˇ R2. V cˇase 299 sekund je linka mezi
smeˇrovacˇi R1 a R2 sta´le nefunkcˇn´ı, proto ICMP paket putuje prˇes smeˇrovacˇ R3. V cˇase 300
sekund dojde k obnoven´ı funkcˇnosti linky a zpeˇt jizˇ putuje paket p˚uvodn´ı cestou, tedy ze
smeˇrovacˇe R2 na smeˇrovacˇ R1.
Dalˇs´ı test provedeme za pouzˇit´ı ACL umı´steˇne´ho na smeˇrovacˇi R2. Modul ACL byl
vytvorˇen v ra´mci bakala´rˇske´ pra´ce T. Suchomela [15]. ACL 110 je nastaven na portu eth2




























H11 : Ping 4 to 192.168.17.21
Path: H11 - R1A - R1 - R2 - R2B - H21 - H21 - R2B - R2 - R1 - R1A - H11
------------------------------------------------
Time = 194.208472580648
H11 : Ping 5 to 192.168.17.21




H11 : Ping 6 to 192.168.17.21
Path: H11 - R1A - R1 - R3
------------------------------------------------
Time = 264.208472580648
H11 : Ping 7 to 192.168.17.21
Path: H11 - R1A - R1 - R3
------------------------------------------------
Time = 299.208472580648
H11 : Ping 8 to 192.168.17.21
Path: H11 - R1A - R1 - R3
------------------------------------------------
Time = 334.208472580648
H11 : Ping 9 to 192.168.17.21
Path: H11 - R1A - R1 - R2 - R2B - H21 - H21 - R2B - R2 - R1 - R1A - H11
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Pocˇa´tecˇn´ı a konecˇny´ stav vy´pisu je podobny´ jako prˇi prvn´ı simulaci. V cˇase 229 sekund,
kdy je nefunkcˇn´ı linka mezi R1 a R2, je paket posla´n prˇes smeˇrovacˇ R3. Ten prˇeda´ paket
smeˇrovacˇi R2, ktery´ ale paket d´ıky ACL zahod´ı.
Za´veˇrecˇny´ vy´pis statistiky pouzˇite´ho ACL (simulacˇn´ı cˇas 474 sekund):
IP datagrams received: 142
IP packets permitted without ACL action: 122
IP packets permitted by ACL action: 17
IP packets denied by an ACL action: 3
- rule has been used: 3x
- rule has been used: 17x
Z vy´pisu je zrˇejme´, zˇe pravidlo zakazuj´ıc´ı vstup ICMP paket˚u bylo aplikova´no trˇikra´t.
5.2 Stabilita
Na´sleduj´ıc´ı simulace se zameˇrˇ´ı na stabilitu linky. I v te´to kapitole se zameˇrˇ´ıme na linku mezi
smeˇrovacˇi R1 a R2. Budeme vyb´ırat r˚uzne´ cˇasove´ intervaly mezi zap´ına´n´ım a vyp´ına´n´ım
rozhran´ı eth1 (da´le jen ∆t) na smeˇrovacˇi R2 (ve smeˇru k R1), cˇ´ımzˇ budeme meˇnit stupenˇ
nestability linky a sledovat chova´n´ı s´ıteˇ. C´ılem simulace je zjistit, zda mu˚zˇe nestabilita
ovlivnit dostupnost s´ıteˇ, i kdyzˇ ma´me za´lozˇn´ı linky.
5.2.1 Simulace stability v na´stroji Packet Tracer
Simulace te´to vlastnosti v PT by byla velmi na´rocˇna´. Museli bychom vzˇdy meˇrˇit cˇas, po
ktere´m je trˇeba zmeˇnit stav linky, v tento cˇas zastavit simulaci a v CLI smeˇrovacˇe R2
vzˇdy rucˇneˇ vypnout cˇi zapnout potrˇebne´ rozhran´ı. Avsˇak ani tato mozˇnost nen´ı zcela
proveditelna´, protozˇe PT je diskre´tn´ı simula´tor. Dı´ky tomu, zˇe docha´z´ı ke krokovy´m zmeˇna´m
v cˇase prˇi uda´lostech, nelze prove´st zastaven´ı simulace v na´mi pozˇadovany´ cˇas. Z tohoto
d˚uvodu jsme simulaci stability v PT neprova´deˇli.
5.2.2 Simulace stability v na´stroji OMNeT++
Pro tuto simulaci jsme pouzˇili manazˇer stav˚u linek [4]. Do souboru XML jsme zapsali cˇasove´
odstupy mezi zap´ına´n´ım a vyp´ına´n´ım rozhran´ı eth1 na smeˇrovacˇi R2. Postupneˇ jsme volili
∆t rovno 250, 100, 50, 25, 20, 10, 5 a 1 sekunda. Zat´ımco bude linka mezi smeˇrovacˇi R1
a R2 nestabiln´ı, budeme testovat dostupnost mezi s´ıteˇmi 192.168.8.0/24 a 192.168.17.0/24
pomoc´ı zas´ıla´n´ı ICMP paket˚u.
Oproti simulaci dostupnosti jsme sn´ızˇili cˇas mezi zas´ıla´n´ım ICMP paket˚u na 15 sekund,
abychom mohli precizneˇji sledovat zmeˇny v dostupnosti s´ıteˇ. Tento cˇas byl vybra´n z toho
d˚uvodu, zˇe odesla´n´ı ICMP Echo a prˇ´ıjem ICMP Echo-Reply trva´ prˇes 10 sekund. Kdyby-
chom pouzˇili kratsˇ´ı cˇasovou prodlevu, vy´pisy simulace by byly chaoticke´ a nepouzˇitelne´.
V prvn´ı se´rii test˚u jsme nechali RIP konvergovat do cˇasu 100 sekund. V tomto cˇase jsou
smeˇrovac´ı tabulky vsˇech smeˇrovacˇ˚u v s´ıti naplneˇny vsˇemi cestami a s´ıt’ je plneˇ funkcˇn´ı. Po
tomto cˇase dosˇlo k vyp´ına´n´ı a zap´ına´n´ı rozhran´ı ve vy´sˇe uvedeny´ch intervalech. Simulace
byla prova´deˇna od cˇasu 0 po 250 sekund. Protozˇe nameˇrˇene´ hodnoty byly pro vsˇechny
pokusy v rozmez´ı od 0 do 100 sekund stejne´, tabulka 5.1 uva´d´ı hodnoty nameˇrˇene´ azˇ od
simulacˇn´ıho cˇasu 100 sekund. P´ısmeno X v te´to i na´sleduj´ıc´ıch tabulka´ch zastupuje simulaci
s´ıteˇ bez padaj´ıc´ıch linek.
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Doba mezi zmeˇnami stavu linky (∆t) [s] X 250 100 50 25 20 15 5 1
Pocˇet zmeˇn stavu linky v cˇase 100 - 250 s 0 0 2 3 6 7 10 30 150
Pocˇet dorucˇeny´ch paket˚u 10 10 8 8 6 4 2 2 0
Pocˇet nedorucˇeny´ch paket˚u 0 0 2 2 4 6 8 8 10
Paket jde beˇzˇnou cestu 10 10 3 3 3 2 2 2 0
Paket jde za´lozˇn´ı cestou (prˇes R3) 0 0 5 5 3 2 0 0 0
Tabulka 5.1: Vy´sledky prvn´ıho meˇrˇen´ı v cˇase 100 - 250 sekund (posla´no 10 paket˚u).
Da´le jsme testovali, jak se vy´sledky zmeˇn´ı pokud se nezacˇnou pos´ılat ICMP pakety od
cˇasu 0 sekund, ale pozdeˇji. Jako startovn´ı cˇas pro pravidelne´ odes´ıla´n´ı ICMP paket˚u jsme
zvolili 3, 6, 9 a 12 sekund. Tabulka 5.2 ukazuje, jak se prˇi teˇchto cˇasovy´ch posunech meˇnil
pocˇet dorucˇeny´ch paket˚u.
Doba mezi zmeˇnami stavu linky (∆t) [s] 100 50 25 20 15 5 1
Startovn´ı cˇas v nula sekund 8 8 6 4 2 2 0
Startovn´ı cˇas v trˇech sekunda´ch 8 7 7 5 0 0 0
Startovn´ı cˇas v sˇesti sekunda´ch 8 7 7 5 0 0 0
Startovn´ı cˇas v dev´ıti sekunda´ch 8 6 6 3 2 2 0
Startovn´ı cˇas v dvana´cti sekunda´ch 8 6 5 5 3 0 0
Pr˚umeˇrny´ pocˇet prˇijaty´ch paket˚u 8 6,8 6,2 4,4 1,4 0,4 0
Tabulka 5.2: Pocˇet dorucˇeny´ch paket˚u v za´vislosti na startovn´ım cˇase periodicke´ho zas´ıla´n´ı
ICMP paket˚u (simulacˇn´ı cˇas 100 - 250 sekund).
Cˇasovacˇ Trigger je zapnut v prˇ´ıpadeˇ, zˇe dosˇlo k pa´du neˇktere´ linky nebo zmeˇneˇ cesty. Po
jeho uplynut´ı zasˇle smeˇrovacˇ informace o cele´ svoj´ı smeˇrovac´ı tabulce vsˇem svy´m soused˚um.
De´lka tohoto intervalu se vol´ı na´hodneˇ v rozmez´ı nula azˇ peˇt sekund pro prˇ´ıpad, zˇe by v brzke´
dobeˇ dosˇlo k dalˇs´ı zmeˇneˇ. Zabra´n´ı se tak lavinove´mu zas´ıla´n´ı zpra´v v prˇ´ıpadeˇ mnoha zmeˇn,
ktere´ prˇicha´zej´ı rychle za sebou. V prˇ´ıpadeˇ, zˇe je linka vysoce nestabiln´ı (interval mezi
zmeˇnami je pod 10 sekund), hraje tento cˇasovacˇ vy´znamnou roli prˇi informova´n´ı soused˚u
o zmeˇna´ch smeˇrovac´ıch tabulek a t´ım pa´dem i v mnozˇstv´ı dorucˇeny´ch paket˚u.
Stejneˇ tak ovlivnˇuje mnozˇstv´ı dorucˇeny´ch paket˚u v prˇ´ıpadeˇ, zˇe posouva´me startovn´ı
cˇas odes´ıla´n´ı ICMP paket˚u. V prˇ´ıpadeˇ ∆t = 5 je to nejzrˇetelneˇjˇs´ı (tabulka 5.2). Uvazˇujme,
zˇe v cˇase nula by byly naplneˇny smeˇrovac´ı tabulky. Kdyby v cˇase peˇt sekund spadla linka,
do cˇasu sˇest sekund, tj. do jedne´ sekundy po pa´du linky, se s nejveˇtsˇ´ı pravdeˇpodobnost´ı
nestihnou zaslat aktualizace (cˇasovacˇ Trigger by musel by´t nastaven na cˇas mensˇ´ı nezˇ jedna
sekunda). V cˇase deveˇt sekund, tj. cˇtyrˇi sekundy po pa´du linky, jsou aktualizace rozesla´ny
s mnohem veˇtsˇ´ı pravdeˇpodobnost´ı (Trigger by musel by´t nastaven v rozmez´ı nula azˇ cˇtyrˇi
sekundy), proto prˇi tomto posunu dosˇlo k prˇ´ıjmu nejv´ıce, tj. dvou, paket˚u.
Po te´ jsme provedli podobnou se´rii simulac´ı, s t´ım rozd´ılem, zˇe linka byla nestabiln´ı uzˇ
od zaha´jen´ı simulace, tedy od simulacˇn´ıho cˇasu 0 + ∆t. ∆t naby´vala postupneˇ hodnot 50,
25, 20, 10, 5 a 1 sekunda. ∆t = 100 a 250 sekund jsme vynechali, protozˇe pro tyto cˇasy by
byla situace stejna´ jako v prˇedesˇle´ se´rii simulac´ı. Frekvence zas´ıla´n´ı ICMP paket˚u z˚ustala
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stejna´. Tabulka 5.3 uva´d´ı hodnoty nameˇrˇene´ simulac´ı od simulacˇn´ıho cˇasu 0 po 250 sekund.
Doba mezi zmeˇnami stavu linky (∆t) [s] X 50 25 20 10 5 1
Pocˇet zmeˇn stavu linky v cˇase 0 - 250 s 0 5 10 12 25 50 250
Pocˇet u´speˇsˇneˇ dorucˇeny´ch paket˚u 12 12 9 8 6 2 0
Pocˇet nedorucˇeny´ch paket˚u 4 4 7 8 10 14 16
Paket jde beˇzˇnou cestu 12 6 5 5 2 2 0
Paket jde za´lozˇn´ı cestou (prˇes R3) 0 6 4 3 4 0 0
Tabulka 5.3: Vy´sledky druhe´ho meˇrˇen´ı v cˇase 0 - 250 sekund (posla´no 16 paket˚u).
I kdyzˇ je s´ıt’ stabiln´ı (X), dojde ke ztra´teˇ cˇtyrˇ paket˚u. Tato ztra´ta je zp˚usobena t´ım,
zˇe na pocˇa´tku simulace smeˇrovacˇ R1A nezna´ cestu do s´ıteˇ 192.168.17.0/24, a proto pakety
zahod´ı.
Na´sleduj´ıc´ı tabulka 5.4 uva´d´ı cˇasy, ve ktery´ch dosˇlo k naplneˇn´ı smeˇrovac´ı tabulky
smeˇrovacˇe R1A cestou do s´ıteˇ 192.168.17.0/24 a t´ım pa´dem z´ıska´n´ı potencia´ln´ı mozˇnosti
smeˇrovat ICMP pakety. Meˇrˇen´ı jsme prova´deˇli prosty´m sledova´n´ım smeˇrovac´ıch tabulek prˇi
simulaci. Ve chv´ıli, kdy se objevila cesta v tabulce smeˇrovacˇe R1A, zaznamenali jsme cˇas
do tabulky.
Doba mezi zmeˇnami stavu linky (∆t) [s] X 50 25 20 10 5 1
Simulacˇn´ı cˇas z´ıska´n´ı cesty k c´ılove´ s´ıti [s] 60 60 30 30 30 22 12
Tabulka 5.4: Simulacˇn´ı cˇasy, ve ktery´ch byla z´ıska´na cesta do s´ıteˇ 192.168.17.0/24.
5.3 Shrnut´ı kapitoly
V te´to kapitole jsme si prˇedvedli, jak jde simulacˇn´ı modely vytvorˇene´ podle na´vrhovy´ch
vzor˚u firmy Cisco vyuzˇ´ıt k simulaci dostupnosti a stability linek. Vybrali jsme typicke´
vlastnosti s´ıteˇ, ktere´ se v praxi oveˇrˇuj´ı, nebot’ jsou kl´ıcˇove´ pro spra´vnou funkcˇnost s´ıteˇ.
Pokud to bylo mozˇne´, provedli jsme simulaci vybrany´ch vlastnost´ı v na´stroj´ıch OMNeT++
a PT. Vy´sledky jsme si prˇedvedli na vy´pisech simula´tor˚u. V prˇ´ıpadeˇ simulace stability by
se jednalo o mnoho dlouhy´ch vy´pis˚u, proto jsme vy´sledky shrnuli v prˇehledny´ch tabulka´ch.
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Kapitola 6
Vy´sledky simulac´ı v na´stroj´ıch
OMNeT++ a Packet Tracer
V te´to kapitole porovna´me vy´sledky simulac´ı v na´stroj´ıch OMNeT++ a Packet Tracer.
Zhodnot´ıme simulacˇn´ı mozˇnosti obou na´stroj˚u a nakonec se zameˇrˇ´ıme na prˇ´ınos simulace
pro praktickou analy´zu pocˇ´ıtacˇovy´ch s´ıt´ı.
6.1 Vy´sledky simulac´ı
6.1.1 Vy´sledky simulace dostupnosti
Prˇi simulaci dostupnosti jsme provedli dveˇ simulace. Nejprve jsme zjiˇst’ovali, co se stane,
pokud spadne linka mezi R1 a R2. Dle prˇedpoklad˚u byla vyuzˇita za´lozˇn´ı cesta prˇes smeˇrovacˇ
R3. Uka´zalo se, zˇe smeˇrovacˇe nebyly schopne´ okamzˇiteˇ prˇesunout provoz na za´lozˇn´ı linku.
V nejhorsˇ´ım prˇ´ıpadeˇ mus´ıme vycˇkat prˇiblizˇneˇ 30 sekund, cozˇ je implicitn´ı de´lka cˇasovacˇe
Update. To je prˇ´ıpad, kdy se aktualizacˇn´ı zpra´vy pos´ılaly teˇsneˇ prˇed pa´dem linky. Obvykle
je ale tento cˇas nizˇsˇ´ı. Doka´zali jsme t´ım, zˇe protokol RIP konverguje pomalu.
Prˇi druhe´ simulaci jsme vyuzˇili ACL na rozhran´ı eth2 smeˇrovacˇe R2, ktere´ bloko-
valo vsˇechny ICMP pakety smeˇrˇuj´ıc´ı do s´ıteˇ 192.168.17.0/24. Po pa´du linky prˇesmeˇrovali
smeˇrovacˇe znovu provoz na smeˇrovacˇ R3. Ten odeslal ICMP pakety na smeˇrovacˇ R2 stejneˇ
jako v prˇedchoz´ı simulaci. ACL na smeˇrovacˇi R2 ale tyto pakety zahazoval. S´ıt’ 192.168.17.0
/24 se stala nedostupnou.
Touto simulaci jsme chteˇli uka´zat, zˇe i kdyzˇ ma´me pro provoz mezi s´ıteˇmi LAN za´lozˇn´ı
linku a prˇedpokla´da´me, zˇe bude vyuzˇita v prˇ´ıpadeˇ poruchy hlavn´ı linky, nemus´ı to by´t
vzˇdy pravda. Mu˚zˇe se sta´t, zˇe vlivem dalˇs´ıch parametr˚u, ktere´ jsme si neuveˇdomili (jako
je nastavene´ ACL), se mohou sta´t s´ıteˇ nedostupne´. Z tohoto d˚uvodu je vhodne´ prove´st
podobnou simulaci pro vlastn´ı s´ıt’. Vy´sledky simulace dostupnosti v na´stroj´ıch OMNeT++
a Packet Tracer byly shodne´.
6.1.2 Vy´sledky simulace stability
Prˇi simulace stability s´ıteˇ jsme se zameˇrˇili na zkouma´n´ı mnozˇstv´ı ICMP paket˚u, ktere´ byly
v porˇa´dku dorucˇeny zpeˇt pocˇ´ıtacˇi H11. Nameˇrˇene´ hodnoty z tabulky 5.1 jsou zna´zorneˇny
v grafu 6.1. S´ıt’ divergovala. Se zvysˇuj´ıc´ı stabilitou linky se zvysˇoval pocˇet dorucˇeny´ch paket˚u
azˇ dosa´hl pocˇtu vsˇech odeslany´ch paket˚u. Porovna´n´ım tabulek 5.1 a 5.3 zjist´ıme, zˇe s´ıt’ se
chovala obdobneˇ, at’ uzˇ byla linka nestabiln´ı od pocˇa´tku, nebo azˇ po naplneˇn´ı smeˇrovac´ıch
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tabulek. Prˇi nestabiliteˇ linky se za´teˇzˇ beˇzˇne´ a za´lozˇn´ı linky rozdeˇlila prˇiblizˇneˇ na polovinu.
Pr˚umeˇrne´ hodnoty z tabulky 5.2 mu˚zˇeme videˇt v grafu 6.2. Z tohoto grafu je zrˇejme´, zˇe prˇi
∆t mensˇ´ım nezˇ 25 sekund se pocˇet dorucˇeny´ch paket˚u rapidneˇ snizˇoval. Smeˇrovacˇe si totizˇ
nemohli korektneˇ zas´ılat aktualizace, ktere´ se zas´ılaj´ı jednou za 30 sekund.
Obra´zek 6.1: Graf za´vislosti pocˇtu prˇijaty´ch paket˚u na ∆t dle tabulky 5.1.
Nastaven´ı cˇasovacˇe Trigger ma´ take´ vliv na pocˇet dorucˇeny´ch paket˚u zmı´neˇny´ v prˇedchoz´ı
kapitole, viz tabulka 5.2. Tento cˇasovacˇ se ale podle RFC 1058 [5] neda´ nastavit napevno,
ny´brzˇ se nastavuje na´hodneˇ. Proto, pokud se data nebudou pos´ılat pravidelneˇ jako v nasˇ´ı
simulaci, je pocˇet prˇeneseny´ch paket˚u za cˇas v´ıceme´neˇ veˇc´ı na´hody.
Da´le jsme dosˇli k zaj´ımave´mu zjiˇsteˇn´ı, zˇe se zvysˇuj´ıc´ı se nestabilitou (zmensˇuj´ıc´ım se
cˇasem mezi zmeˇnami stavu linky) s´ıteˇ se snizˇuje cˇas, ve ktere´m smeˇrovacˇ R1A z´ıska´ cestu
do s´ıteˇ 192.168.17.0/24 (tabulka 5.4). Nast´ın´ıme si situaci u stabiln´ı s´ıteˇ. V cˇase 0 sekund
rozesˇlou smeˇrovacˇe soused˚um informace o prˇ´ımo prˇipojeny´ch s´ıt´ıch. Prˇi dalˇs´ım zas´ıla´n´ı aktu-
alizac´ı v cˇase 30 sekund uzˇ zas´ılaj´ı smeˇrovacˇe nejen sve´ prˇ´ımo prˇipojene´ s´ıteˇ, ale i cesty od
svy´ch soused˚u, proto se v tomto cˇase dozv´ı smeˇrovacˇe R1 o s´ıti 192.168.17.0/24. Smeˇrovacˇi
R1A tuto informaci prˇeda´ azˇ prˇi dalˇs´ı aktualizaci v cˇase 60 sekund.
Cˇasovacˇ Update nen´ı nastaven prˇesneˇ na 30 sekund, ale k tomuto cˇasu se prˇida´va´
kra´tka´ prodleva (je soucˇa´st´ı implementace) v rozmez´ı nula azˇ jedna sekunda, aby vsˇechny
smeˇrovacˇe nezas´ılaly aktualizace ve stejny´ cˇas. T´ım pa´dem nen´ı prˇedem jasne´, ktery´ smeˇrovacˇ
drˇ´ıve zasˇle informaci sousedovi. Pokud by v simulacˇn´ım cˇase 30 sekund nejprve z´ıskal
smeˇrovacˇ R1 informaci o cesteˇ do s´ıteˇ 192.168.17.0/24 a azˇ na´sledneˇ zaslal smeˇrovac´ı in-
formace smeˇrovacˇi R1A, mohly by smeˇrovacˇ R1A zna´t cesty do vsˇech s´ıt´ı jizˇ v tomto cˇase.
Takovy´to stav by mohl ale nastat azˇ pozdeˇji prˇi simulaci, kdy se rozestupy mezi zas´ıla´n´ım ak-
tualizac´ı jednotlivy´mi smeˇrovacˇi zveˇtsˇ´ı. Na pocˇa´tku simulace odesˇle smeˇrovacˇ R1 smeˇrovacˇi
R1A aktualizace drˇ´ıve, nezˇ zpracuje prˇ´ıchoz´ı informace.
Podobneˇ jako v prˇ´ıpadeˇ stabiln´ı s´ıteˇ se s´ıt’ chova´ i tehdy, je-li ∆t veˇtsˇ´ı nezˇ 30 sekund.
Je-li ale tento cˇas nizˇsˇ´ı, situace se meˇn´ı. Vezmeˇme si jako prˇ´ıklad ∆t = 20 sekund. V cˇase
nula se smeˇrovacˇ R3 dozv´ı prˇ´ıme´ s´ıteˇ od smeˇrovacˇ˚u R2 a R1, s´ıt’ 192.168.17.0/24 nezna´.
V cˇase 20 sekund dojde k vy´padku linky mezi R1 a R2. Oba smeˇrovacˇe zacˇnou zas´ılat svy´m
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Obra´zek 6.2: Graf za´vislosti pr˚umeˇrne´ho pocˇtu prˇijaty´ch paket˚u na ∆t dle tabulky 5.2.
soused˚um sve´ aktualizace. Smeˇrovacˇ R3 se tak dozv´ı od R2 o s´ıti 192.168.17.0/24. V cˇase
30 sekund dojde k zas´ıla´n´ı pravidelny´ch aktualizac´ı vsˇem svy´m soused˚um a tak se smeˇrovacˇ
R1, na´sledneˇ i R1A, dozv´ı od smeˇrovacˇe R3 o existenci s´ıteˇ 192.168.17.0/24.
Jesˇteˇ zaj´ımaveˇjˇs´ı situace nasta´va´ prˇi intervalu ∆t = 5 sekund. V cˇase nula se smeˇrovacˇe
dozv´ı prˇ´ıme´ s´ıteˇ svy´ch soused˚u. Smeˇrovacˇ R2 se dozv´ı o s´ıti 192.168.17.0/24. V cˇase 5
sekund dojde k pa´du linky. V cˇase 10 sekund dojde k zprovozneˇn´ı linky. Prˇi te´to zmeˇneˇ
smeˇrovacˇe zacˇnou zas´ılat cele´ sve´ tabulky vsˇem svy´m soused˚um, R2 vsˇak nestihne zaslat
informaci smeˇrovacˇi R1 z d˚uvodu delˇs´ıho intervalu cˇasovacˇe Trigger. V cˇase 20 sekund, kdy
dojde znovu k obnoveˇ linky, jizˇ R2 zasˇle smeˇrovacˇi R1 informaci o s´ıti 192.168.17.0/24. R1
zasˇle zpra´vu o te´to cesteˇ ihned smeˇrovacˇi R1A.
6.2 Porovna´n´ı na´stroj˚u OMNeT++ a Packet Tracer
Pro simulace jsme pouzˇili na´stroje OMNeT++ i PT. Simulova´n´ım jsme oveˇrˇili, zˇe oba
na´stroje neposkytuj´ı stejne´ simulacˇn´ı mozˇnosti. V praxi se uka´zalo, zˇe Packet Tracer je
vhodneˇjˇs´ı jako na´stroj pro modelova´n´ı s´ıt´ı nezˇ pro jejich simulaci. Za to na´stroj OMNeT++
proka´zal, zˇe je ryz´ım simulacˇn´ım na´strojem.
Simulace v OMNeT++ byla jednoducha´ hlavneˇ d´ıky manazˇeru stav˚u linek [4]. Do
XML souboru jsme popsali, jak chceme aby simulace prob´ıhala. Dı´ky manazˇeru bylo mozˇne´
prove´st simulaci pa´du linek v jake´mkoliv simulacˇn´ım cˇase, s jakoukoliv frekvenc´ı a hlavneˇ
v jake´mkoliv mnozˇstv´ı. Prˇi simulaci stability s´ıteˇ jsme mohli simulovat vsˇechny stupneˇ
nestability (vsˇechny ∆t) prˇi jedne´ simulaci. Pro veˇtsˇ´ı prˇehlednost jsme ale te´to mozˇnosti
nevyuzˇili. Abychom z´ıskali vhodny´ vy´stup, ukazuj´ıc´ı jakou cestou byl paket smeˇrova´n, bylo
trˇeba dopsat pa´r rˇa´dk˚u ko´du do jednoduchy´ch modul˚u prˇedstavuj´ıc´ıch s´ıt’ovou vrstvu (Net-
work Layer). Informace o pr˚ubeˇhu simulace se pak vypisovaly do konzolove´ho okna, ze
ktere´ho se daly jednodusˇe prˇekop´ırovat a uchovat pro dalˇs´ı pouzˇit´ı.
Prˇi simulaci v PT se informace o pr˚ubeˇhu simulace vypisuj´ı do okna Even List (obra´zek
1.6) a nen´ı mozˇne´ je nijak exportovat, cozˇ je velmi neprakticke´. Proto jsme museli vyuzˇ´ıt
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sn´ıma´n´ı obrazovky (Print Screen) a do te´to pra´ce vlozˇit vy´sledky jako obra´zek. Hlavn´ı
nevy´hoda PT ale tkv´ı v tom, zˇe nen´ı mozˇne´ nijak napla´novat simulaci. Narozd´ıl od OM-
NeT++ nen´ı ani mozˇne´ doprogramovat modul, ktery´ by simulaci ovla´dal. V prˇ´ıpadeˇ, zˇe
chceme simulovat pa´dy a obnoven´ı linky, je nutne´ vzˇdy simulaci zastavit a rucˇneˇ zapsat
prˇ´ıkaz pro zapnut´ı/vypnut´ı rozhran´ı pro kazˇdy´ smeˇrovacˇ a rozhran´ı zvla´sˇt’. Simulova´n´ı
nestability linky je proto v tomto na´stroji nemozˇne´.
Obra´zek 6.3: Model s´ıteˇ, kterou vyuzˇ´ıva´me v simulac´ıch.
Prˇepokla´dejme, zˇe bychom chteˇli simulovat dostupnost z jedno PC na vsˇechna dalˇs´ı PC
v s´ıti. V nasˇ´ı s´ıti (obra´zek 6.3) ma´me sˇest PC (n = 6), kazˇde´ PC by zas´ılalo pakety dalˇs´ım
peˇti PC. To znamena´, zˇe bychom museli prove´st 5 x 6 simulaci. Pro obecny´ pocˇet PC je to
(n− 1)n = n2 − n, (6.1)
cozˇ vede na kvadratickou slozˇitost O(N2). Da´le bychom zkoumali, jak se bude s´ıt’ chovat
v prˇ´ıpadeˇ pa´du jake´koliv jedne´ linky po cesteˇ mezi dveˇma PC. V nasˇ´ı topologii to znamena´
sedm linek ke kazˇde´mu ze cˇtyrˇ pocˇ´ıtacˇ˚u v jine´ s´ıti LAN a dveˇ linky k pocˇ´ıtacˇi ve stejne´ s´ıti
LAN. To je v pr˚umeˇru sˇest linek. Tuto hodnotu oznacˇ´ıme jako r. V nasˇem prˇ´ıpadeˇ r = 6,
tedy r = n. Hodnotou r mus´ıme vyna´sobit pocˇet simulac´ı dostupnosti mezi dveˇma PC:
(n2 − n)r (6.2)
Slozˇitost simulace mu˚zˇeme vypocˇ´ıtat na´sledovneˇ:
(n2 − n)n = n3 − n2 (6.3)
Simulace dostupnosti vsˇech s´ıt´ı v PT vede na kubickou slozˇitost O(N3). Pouzˇijeme-
li vzorec 6.2 mu˚zˇeme vypocˇ´ıtat, zˇe pro nasˇ´ı topologii bychom museli prove´st celkem 180
simulac´ı. V prˇ´ıpadeˇ, zˇe bychom se rozhodli simulovat nefunkcˇnost vsˇech mozˇny´ch variac´ı
linek po cesteˇ (kromeˇ situace, kdy by byly nefunkcˇn´ı vsˇechny linky na trase), mus´ıme prove´st
2n − 1 (6.4)
simulac´ı pro jednu dvojici pocˇ´ıtacˇ˚u. V prˇ´ıpadeˇ, zˇe bychom simulovali take´ dostupnost
mezi vsˇemi pocˇ´ıtacˇi v s´ıti, bylo by trˇeba prove´st
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(n2 − n)(2n − 1) (6.5)
simulac´ı. T´ım pa´dem se dosta´va´me k exponencia´ln´ı slozˇitosti O(2N ). Pro nasˇ´ı topologii
bychom museli prove´st 1890 simulac´ı. Z tohoto d˚uvodu mu˚zˇeme prohla´sit PT za nevhodny´
na´stroj pro praktickou simulaci pocˇ´ıtacˇovy´ch s´ıt´ı. V na´stroji OMNeT++ je pouze nutne´
zopakovat simulaci pro kazˇdou dvojici pocˇ´ıtacˇ˚u, tedy prove´st 30 simulac´ı (podle vzorce 6.1).
6.3 Prˇ´ınos simulace pro praktickou analy´zu pocˇ´ıtacˇovy´ch s´ıt´ı
Jak jsme si v prˇedchoz´ı sekci doka´zali, na´stroj PT nelze pro praktickou analy´zu pocˇ´ıtacˇovy´ch
s´ıt´ı pouzˇ´ıt. Na´stroj OMNeT++ ma´ v tomto smeˇru mnohem lepsˇ´ı vyhl´ıdky.
Implementac´ı protokolu RIP a redistribuce jsme vy´razneˇ rozsˇ´ıˇrili mozˇnosti tohoto na´-
stroje. Spolecˇneˇ s OSPF [4], EIGRP [16], ACL [15], manazˇeru linek [4] a Cisco smeˇrovacˇe
[14] se z obecne´ho diskre´tn´ıho simula´toru stal plnohodnotny´ simula´tor pocˇ´ıtacˇovy´ch s´ıt´ı.
Dı´ky konfiguracˇn´ımu souboru [13] podobne´mu CLI je simula´tor prˇipraven na modelova´n´ı
a simulaci s´ıt´ı slozˇeny´ch z Cisco smeˇrovacˇ˚u.
Rozhodneme-li se otestovat r˚uzne´ vlastnosti s´ıteˇ, je vyuzˇit´ı simula´toru OMNeT++
se vsˇemi vy´sˇe jmenovany´mi doplnˇkovy´mi modely rozhodneˇ dobry´m rˇesˇen´ım. Nen´ı nutne´
narusˇovat chod velke´ s´ıteˇ testovac´ımi ACL cˇi pa´dy linek. Neˇktere´ vlastnosti se na rea´lne´
s´ıti testuj´ı jen velmi teˇzˇce. Rozhodneme-li se testovat stabilitu s´ıteˇ, neexistuje jednoduchy´
zp˚usob, ktery´m bychom nasimulovali nestabilitu na rea´lne´ s´ıti. Prˇi pouzˇit´ı simula´toru se
nemu˚zˇe nic pokazit ani znicˇit, mu˚zˇeme tedy simula´tor povazˇovat za nejlevneˇjˇs´ı variantu pro
testova´n´ı s´ıteˇ.
Veˇtsˇina simula´tor˚u uvedeny´ch v sekci 1.1 se pouzˇ´ıva´ k simulova´n´ı r˚uzny´ch veˇci, nejen
s´ıt´ı, proto ma´ veˇtsˇina teˇchto simula´tor˚u omezene´ nebo zˇa´dne´ mozˇnosti smeˇrova´n´ı. Naopak
OMNeT++ je prˇipraven na simulaci beˇzˇny´ch Cisco s´ıt´ı. Protokol RIP byl naimplemen-
tova´n podle prˇ´ıslusˇne´ho RFC a tak je plneˇ kompatibiln´ı s implementaci nejen v beˇzˇny´ch
smeˇrovacˇ´ıch. S´ıteˇ v OMNeT++ se chovaj´ı podobneˇ jako s´ıteˇ rea´lne´.
6.4 Shrnut´ı kapitoly
V te´to kapitole jsme si shrnuli a od˚uvodnili vy´sledky, ke ktery´m jsme dosˇli prˇi simulaci
v prˇedesˇle´ kapitole. V prˇ´ıpadeˇ dostupnosti jsme uka´zali, zˇe pouzˇit´ım simulace je mozˇne´
odhalit neˇktere´ parametry, ktere´ mohou ovlivnit dostupnost s´ıteˇ. Proka´zali jsme, zˇe dostu-
pnost s´ıteˇ take´ za´vis´ı na stabiliteˇ linek. Prˇestozˇe prˇi vy´padku linky se nab´ızelo pouzˇ´ıt´ı za´lozˇn´ı
linky, protokol RIP ji nedoka´zal vyuzˇ´ıt. Tento protokol totizˇ konverguje prˇ´ıliˇs pomalu, a tak
po vy´padu linky nedoka´zal ihned prˇesmeˇrovat data na za´lozˇn´ı linku. T´ımto jsme doka´zali, zˇe
za´lozˇn´ı linka nen´ı vzˇdy za´rukou dostupnosti s´ıt´ı a protokol RIP nen´ı vhodny´m smeˇrovac´ım
protokolem pro nestabiln´ı s´ıteˇ. Doka´zali jsme take´, zˇe se snizˇuj´ıc´ım se cˇasem mezi zmeˇnami
stavu linek se zkracuje cˇas z´ıska´n´ı smeˇrovac´ıch informac´ı o vsˇech s´ıt´ıch.
Porovnali jsme na´stroje PT a OMNeT++ z hlediska mozˇnost´ı prˇi simulac´ıch s´ıt´ı. Uka´zalo
se, zˇe pouzˇit´ı na´stroje PT pro hlubsˇ´ı simulace na´mi namodelovany´ch topologi´ı, je prakticky
nemozˇne´. Simulovat v neˇm nestabiln´ı linky je neproveditelne´. Prˇi simulaci dostupnosti v PT
se mu˚zˇeme prˇi prova´deˇn´ı simulac´ı pro jednotlive´ situace dostat ke kubicke´ nebo azˇ expo-
nencia´ln´ı slozˇitosti. Na za´veˇr jsme zhodnotili mozˇnosti na´stroje OMNeT++ pro praktickou
analy´zu pocˇ´ıtacˇovy´ch s´ıt´ı. Uka´zalo se, zˇe implementac´ı protokolu RIP, jsme vy´razneˇ obo-
hatili na´stroj v oblasti simulace smeˇrova´n´ı s´ıt´ı.
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Za´veˇr
V ra´mci te´to pra´ce jsme detailneˇ prostudovali smeˇrovac´ı protokoly RIP a OSPF, nale-
zli na´vrhove´ vzory firmy Cisco, ktere´ pracuj´ı s teˇmito protokoly, sezna´mili se s na´stroji
PT a OMNeT++ a jejich mozˇnostmi na poli modelova´n´ı a simulace. C´ılem te´to pra´ce
bylo vytvorˇit simulacˇn´ı modely v praxi pouzˇitelny´ch s´ıt´ı v teˇchto na´stroj´ıch a simulova´n´ım
model˚u prˇedve´st mozˇnosti na´stroj˚u pro praktickou analy´zu pocˇ´ıtacˇovy´ch s´ıt´ı.
Vlastn´ı prˇ´ınos
Nejprve jsem se sezna´mila s modelovac´ımi a simulacˇn´ımi mozˇnostmi na´stroj˚u PT, OM-
NeT++ a framework INET procˇten´ım dostupny´ch manua´lu a vyzkousˇen´ım rˇady simulac´ı.
Uka´zalo se, zˇe pro modelova´n´ı s´ıt´ı vyuzˇ´ıvaj´ıc´ıch Cisco zarˇ´ızen´ı je vhodneˇjˇs´ı PT od te´zˇe
firmy. Modelova´n´ı v OMNeT++ je na´rocˇneˇjˇs´ı d´ıky nutnosti naucˇit se programovac´ı jazyk
NED a C++ a prˇedevsˇ´ım d´ıky nedostatecˇny´m informac´ım k framework INET.
Na za´kladeˇ na´vrhovy´ch vzor˚u pro smeˇrova´n´ı firmy Cisco jsem vytvorˇila simulacˇn´ı mo-
dely v na´stroji PT. Abych mohla vytvorˇit stejne´ modely i pro na´stroj OMNeT++, bylo
nejdrˇ´ıve nutne´ naimplementovat moduly, ktere´ se nenacha´zely v knihovneˇ OMNeT++ ani
v framework INET. Jednalo se protokol RIP a redistribuci mezi protokolem OSPF a pro-
tokolem RIP.
Po pecˇlive´m nastudova´n´ı RFC 1058 jsem naimplementovala v jazyce C++ chova´n´ı
modulu RIPRouting, ktery´ zajiˇst’uje smeˇrova´n´ı na za´kladeˇ protokolu RIP. Podobneˇ jsem
doimplementovala i redistribuci z protokolu OSPF do protokolu RIP. Pro modul jsem
take´ vytvorˇila popis v jazyce NED. Pote´, co jsem chybeˇj´ıc´ı vlastnosti naimplementovala,
vytvorˇila jsem v jazyce NED simulacˇn´ı modely take´ pro na´stroj OMNeT++ a provedla
jsem nastaven´ı vsˇech smeˇrovacˇ˚u v XML konfiguracˇn´ıch souborech.
Kdyzˇ jsem meˇla prˇipraveny vsˇechny simulacˇn´ı modely, definovala jsem si vlastnosti, ktere´
budu simulovat. Neˇktere´ trˇ´ıdy z framework INET jsem doplnila o ko´d, ktery´ umozˇnˇuje vy-
pisovat trasy ICMP paketu. Vybrala jsem si simulacˇn´ı model vyuzˇ´ıvaj´ıc´ı smeˇrovac´ı protokol
RIP a provedla jsem simulace dostupnosti a stability v obou simulacˇn´ıch na´stroj´ıch. Pro
simulace v OMNeT++ jsou vytvorˇila rˇadu simulacˇn´ıch sce´na´rˇ˚u v jazyce XML. Vy´sledky
simulac´ı jsou zaznamena´ny v prˇ´ıslusˇne´ kapitole.
Zhodnotila jsem vy´sledky simulac´ı. Uka´zala jsem, zˇe prˇi zkouma´n´ı dostupnosti se mo-
hou naskytnout jevy, se ktery´mi jsme na pocˇa´tku nepocˇ´ıtali (ACL). Da´le jsem uka´zala,
zˇe nestabilita linky ma´ negativn´ı vliv na dostupnost linky a pozitivn´ı vliv na rychlost
z´ıska´n´ı pocˇa´tecˇn´ıch smeˇrovac´ıch informac´ı. Prˇi teˇchto simulac´ıch se na´stroj PT uka´zal jako
nevhodny´ simulacˇn´ı na´stroj. Simulaci je totizˇ trˇeba pro kazˇdy´ pa´d linky opakovat, tento
postup dosahoval azˇ exponencia´ln´ı slozˇitosti.
Naopak OMNeT++ obohaceny´ o mou implementaci doka´zˇe plnohodnotneˇ simulovat
s´ıteˇ vyuzˇ´ıvaj´ıc´ı smeˇrovac´ı protokoly RIP a OSPF. Mu˚zˇe tak pomoci prˇi prakticke´ analy´ze
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s´ıt´ı a v prˇ´ıpadeˇ nestabiln´ıch linek se mu˚zˇe sta´t jednou z ma´la mozˇnost´ı, jak s´ıt’ otestovat.
Dalˇs´ı vy´voj
Tato pra´ce vznikla v ra´mci projektu ANSA [26], ktery´ se zameˇrˇuje na automatizovane´
metody verifikace s´ıt´ı zalozˇene´ na konfiguraci s´ıt’ovy´ch zarˇ´ızen´ı a s´ıt’ove´ topologie. Tato
pra´ce se mu˚zˇe v tomto smeˇru da´le rozv´ıjet a projektu nab´ıdnout dalˇs´ı funkce a moduly pro
automatizovanou simulac´ı s´ıteˇ.
V prˇ´ıpadeˇ protokolu RIP by bylo mozˇne´ implementaci rozsˇ´ıˇrit o autosumarizaci, ktera´
pro uva´deˇne´ simulace nebyla potrˇeba, a take´ o Poison Reverse, ktery´ by se mohl volitelneˇ
pouzˇ´ıt mı´sto implementovane´ho Split Horizon. V ra´mci te´to pra´ce byl naimplementova´n
pouze protokol RIP verze jedna, da´le by se implementace mohla rozsˇ´ıˇrit o verzi dveˇ.
Pro simulaci jako takovou by bylo vhodne´ napsat trˇ´ıdu, ktera´ by doka´zala vypisovat
informace, o tom, co se v s´ıti komu zas´ıla´. Bylo by to vhodneˇjˇs´ı, nezˇ za´sah do existuj´ıc´ıch
trˇ´ıd z framework INET, ktery´ jsem kv˚uli simulacˇn´ım vy´pis˚um provedla ja´.
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V na´sleduj´ıc´ı tabulce A.1 je uveden obsah prˇilozˇene´ho DVD.
doc\ Programova´ dokumentace v forma´tu HTML vygenerovana´
programem Doxygen.
INET\ Rozbalena´ a prˇelozˇena´ knihovna INET i s upraveny´mi soubory,
doimplementovany´mi knihovny a vlastn´ımi prˇ´ıklady simulac´ı.
V tomto stavu se vyuzˇ´ıvala pro tuto pra´ci.
instalation\ Instalacˇn´ı soubory pro PT, OMNeT++ a INET.
models omnet\ Simulacˇn´ı modely pro OMNeT++. Jsou take´ vlozˇeny ve strukturˇe
slozˇky INET.
models PT\ Simulacˇn´ı modely pro PT.
rip\ Trˇ´ıdy implementuj´ıc´ı protokol RIP a redistribuci. Jsou take´
vlozˇeny ve strukturˇe slozˇky INET.
tex\ Zdrojove´ soubory te´to pra´ce psane´ v LATEX.
doc.chm Programova´ dokumentace v forma´tu CHM vygenerovana´
programem Doxygen.
projekt.pdf Elektronicka´ verze te´to pra´ce v forma´tu PDF.
readme.txt Obsah DVD.




Tato instalacˇn´ı prˇ´ırucˇka by va´m meˇla pomoci s instalac´ı simulacˇn´ıch na´stroj˚u, ktere´ se
vyuzˇ´ıvali v ra´mci te´to pra´ce. Vsˇechny simulace byly prova´deˇny pod operacˇn´ım syste´mem
Windows XP, proto jsou zde uvedeny jen instalacˇn´ı postupy pouzˇ´ıvane´ pod t´ımto operacˇn´ım
syste´mem.
B.1 Instalace programu PacketTracer 5.0
Packet Tracer je simulacˇn´ı na´stroj od firmy Cisco volneˇ dostupny´ pro studenty a instruktory
Cisco Networking Academy. Ti si mohou po prˇihla´sˇen´ı na stra´nka´ch firmy Cisco sta´hnout
instala´tor nejnoveˇjˇs´ı verze Packet Tracer 5.0 [24] (da´le jen PT). Na vy´beˇr je instala´tor ob-
sahuj´ıc´ı pouze samotny´ program, verze s mnoha demo prˇ´ıklady, ktera´ je vhodna´ prˇedevsˇ´ım
pro zacˇ´ınaj´ıc´ı uzˇivatele, cˇi verze obsahuj´ıc´ı instala´tor spolecˇneˇ s tutoria´ly. Je zde dostupny´ch
i neˇkolik dokument˚u ve forma´tu .pdf, ktere´ ale maj´ı pouze obecny´ seznamovac´ı charakter
a uzˇivatel se s v nich nedozv´ı zˇa´dnou podstatnou informaci, ktera´ by mu zjednodusˇila
uzˇ´ıva´n´ı programu.
Nejnoveˇjˇs´ı verze PT je distribuova´na jak pro operacˇn´ı syste´m Windows, tak pro Linux.
Verze pro Linux jsou ke stazˇen´ı trˇi – konkre´tneˇ pro Ubuntu 7.10, Fedoru 7 a pro Linux
s ja´drem verze 2.6 a vysˇsˇ´ı.
Postup instalace:
1. Spust´ıme soubor PacketTracer5_setup.exe.
2. Prˇecˇteme si licencˇn´ı ujedna´n´ı (EULA) a odsouhlas´ıme jej.
3. Vybereme c´ıl instalace. Implicitneˇ je nastaveno na slozˇku C:\Program Files\ Packet
Tracer 5.0.
4. Na´sledneˇ jsme dota´za´n´ı, jestli si prˇejeme vytvorˇit slozˇku v Start menu.
5. Nakonec se na´s program zepta´, jestli si prˇejeme vytvorˇit ikonu na plosˇe (desktop icon)
nebo ikonu v panelu snadne´ho spusˇteˇn´ı (quick lunch icon).
6. Na´sleduje samotna´ instalace.
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B.2 Instalace na´stroje OMNeT++
Instalacˇn´ı soubor pro Windows nebo bal´ık pro syste´my UNIX lze sta´hnout, ze stra´nek
OMNeT++ [23]. Pro Windows sta´hneˇte archiv omnetpp-4.0-src-windows.zip (161 MB)
a rozbalte ho. Instalace obsahuje kromeˇ knihovny OMNeT++ take´ IDE a MinGW, ktery´
umozˇn´ı instalaci pod OS Windows.
Postup instalace:
1. Spust´ıme instalacˇn´ı prostrˇed´ı s bash shell mingwenv.cmd.
2. Provedeme kontrolu nastaven´ı pomoc´ı configure.
3. Prˇ´ıkazem make provedeme prˇeklad.
4. Zkontrolujeme funkcˇnost spusˇteˇn´ım vzorovy´ch uka´zek. Prˇejdeme do slozˇky s prˇ´ıklady
pomoc´ı cd samples/dyna a spust´ıme je prˇ´ıkazem ./dyna.
5. IDE mu˚zˇeme spustit z prˇ´ıkazove´ rˇa´dky prˇ´ıkazem omnetpp.
B.3 Instalace framework INET
Nejnoveˇjˇs´ı verze framework INET ma´ na´zev INETMANE 20080920. Pro jeho spra´vnou
funkcˇnost je nutne´ mı´t nainstalovany´ OMNeT++ 4.0. Ze stra´nek OMNeT++ sta´hneˇte
soubor INETMANET-20080920.tbz2 a rozbalte jej.
Import do IDE:
1. Otevrˇeme IDE.
2. V menu vyberte polozˇku File -> Import...
3. V okneˇ se nale´za´ stromova´ struktura. V n´ı vyberte General -> Existing Projects
into Workspace a stiskneˇte tlacˇ´ıtko Next.
4. V na´sleduj´ıc´ım okneˇ ponechte zatrzˇenou mozˇnost Select Root Directory a pomoc´ı
volby Browse... nalezneˇte slozˇku, do ktere´ jste rozbalili INET. Zatrhneˇte INET
project a stiskneˇte tlacˇ´ıtko Finish.




V te´to prˇ´ıloze uva´d´ıme kompletn´ı hlavicˇkovy´ soubor k trˇ´ıdeˇ RIPRouting (bez vlozˇeny´ch
knihoven).
// Struktura prˇedstavuje internı´ tabulku rozhranı´.
struct RIPinterface
{
int intID; // Identifika´tor rozhranı´.
IPvXAddress addr; // IP adresa na rozhranı´.
IPvXAddress mask; // Maska na rozhranı´.
bool broadcast; // Umozˇnˇuje broadcast?
bool loopback; // Jde o loopback?
bool passive; // Mu˚zˇou se na rozhranı´ zası´lat RIP zpra´vy ?
InterfaceEntry*entry; // Struktura popisujı´cı´ rozhranı´.
};
// Struktura spojuje cestu ze smeˇrovacı´ tabulky s cˇasovacˇem protokolu RIP.
struct RIPRouteTimer
{
IPRoute * route; // Cesta ze smeˇrovacı´ tabulky.
RIPTimer * timer; // Cˇasovacˇ prˇirˇazeny´ k cesteˇ.
};






// Struktura nese podstatne´ informace o redistribuci.
struct RIPRedistribution
{
char * protocol; // Redistribuovany´ protokol (naprˇ. OSPF).
int metric; // Metrika novy´ch RIP cest.
bool redistrinute; // Je zapnuta redistribuce?
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};














const char * hostname;
RIPRedistribution redistr;




// odesı´la´nı´ a tvorba RIP zpra´v
void sendPacket(int command, IPAddress destAddr);
RIPPacket* createPacket(int command, InterfaceEntry * entry);
std::vector<RouteEntry> fillNetworks(InterfaceEntry * entry);
// nacteni konfigurace, redistribuce, notifikace
bool LoadConfigFromXML(const char * filename);
std::vector<RouteEntry> getOSPFRoutes();
void receiveChangeNotification(int category, const cPolymorphic *details);
// pomocne´ metody
void sendTrigger();
bool checkTwin(IPRoute * entryRT);
RIPTimer * updateTimer(int type, RIPRouteTimer * entry);
int getRouteRT (RIPTimer *timer);
int getTimerRT (IPRoute *route);
void insertIft(InterfaceEntry * entryIFT);
protected:
virtual int numInitStages() const {return 4;}
virtual void handleMessage(cMessage *msg);







D.1 Konfiguracˇn´ı soubor pro OSPF model
Uvedeny´ model je pouzˇit u simulacˇn´ıho modelu, ktery´ vyuzˇ´ıva´ smeˇrovac´ı protokol OSPF
a rozdeˇlen´ı s´ıteˇ do cˇtyrˇ OSPF oblast´ı. Uva´d´ıme jen konfiguraci pro smeˇrovacˇ R1.




































































D.2 Konfiguracˇn´ı soubor pro RIP model
Uvedeny´ model je pouzˇit u simulacˇn´ıho modelu, ktery´ vyuzˇ´ıva´ smeˇrovac´ı protokol RIP.
Uva´d´ıme jen konfiguraci pro smeˇrovacˇ R1.






















D.3 Konfiguracˇn´ı soubor pro redistribucˇn´ı model
Uvedeny´ model je pouzˇit u simulacˇn´ıho modelu, ktery´ vyuzˇ´ıva´ smeˇrovac´ı protokoly RIP
a OSPF a vza´jemnou redistribuci cest. Uva´d´ıme jen konfiguraci pro smeˇrovacˇ R1.
<Router id="130.10.63.1"> <!-- R1 -->
<Interfaces>
<Interface name="eth0">
<IPAddress>130.10.8.1</IPAddress>
<Mask>255.255.255.0</Mask>
</Interface>
<Interface name="eth1">
<IPAddress>130.10.62.1</IPAddress>
<Mask>255.255.255.0</Mask>
<OspfNetworkType>broadcast</OspfNetworkType>
<OspfCost>1</OspfCost>
<OspfPriority>1</OspfPriority>
<OspfHelloInterval>10</OspfHelloInterval>
<OspfDeadInterval>40</OspfDeadInterval>
<OspfRetransmissionInterval>5</OspfRetransmissionInterval>
<OspfInterfaceTransmissionDelay>1</OspfInterfaceTransmissionDelay>
<OspfAuthenticationType>Null</OspfAuthenticationType>
<OspfAuthenticationKey>0x00</OspfAuthenticationKey>
</Interface>
<Interface name="eth2">
<IPAddress>130.10.63.1</IPAddress>
<Mask>255.255.255.0</Mask>
<OspfNetworkType>broadcast</OspfNetworkType>
<OspfCost>1</OspfCost>
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<OspfPriority>1</OspfPriority>
<OspfHelloInterval>10</OspfHelloInterval>
<OspfDeadInterval>40</OspfDeadInterval>
<OspfRetransmissionInterval>5</OspfRetransmissionInterval>
<OspfInterfaceTransmissionDelay>1</OspfInterfaceTransmissionDelay>
<OspfAuthenticationType>Null</OspfAuthenticationType>
<OspfAuthenticationKey>0x00</OspfAuthenticationKey>
</Interface>
</Interfaces>
<Routing>
<Ospf>
<RFC1583Compatible />
<Areas>
<Area id="0.0.0.0">
<Networks>
<Network>
<IPAddress>130.10.62.0</IPAddress>
<Wildcard>0.0.0.255</Wildcard>
</Network>
<Network>
<IPAddress>130.10.63.0</IPAddress>
<Wildcard>0.0.0.255</Wildcard>
</Network>
</Networks>
</Area>
</Areas>
</Ospf>
<Rip>
<Network>130.10.0.0</Network>
<Passive-interface>eth1</Passive-interface>
<Passive-interface>eth2</Passive-interface>
<Redistribute>
<Protocol>ospf</Protocol>
<Metric>4</Metric>
</Redistribute>
</Rip>
</Routing>
</Router>
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