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Abstract
We derive an Ito¯-formula for the Dawson-Watanabe superprocess, a well-
known class of measure-valued processes, extending the classical Ito¯-formula
with respect to two aspects. Firstly, we extend the state-space of the un-
derlying process (X(t))t∈[0,T ] to an infinite-dimensional one - the space
of finite measure. Secondly, we extend the formula to functions F (t,Xt)
depending on the entire paths Xt = (X(s ∧ t))s∈[0,T ] up to times t. This
later extension is usually called functional Ito¯-formula. Finally we remark
on the application to predictable representation for martingales associated
with superprocesses.
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1 Introduction
Dawson-Watanabe Superprocesses are measure-valued Markov processes and as
such take values in infinite dimensional spaces. Therefore, a fundamental tool
in stochastic calculus, the traditional Ito¯-formula, is not directly applicable to
functions of such processes. Dawson [9] proved an Ito¯-formula for measure-
valued process but his result is limited to what we call finitely based functions
and compares to Theorem 1 in this work. This result is related to the martingale
problem associated to - or even defining - a superprocesses, whose generator is
usually only derived for these finitely-based functions. In [25] the domain of
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generator was extended to a wider class of functions. In the present work, we
give, in a first step, the Ito¯-formula for functions in this extended domain. The
main result (Theorem 3), however, is the functional extension of this Ito¯-formula
for superprocesses. Functional means that, instead of functions of the current
state X(t) of the superprocess, we can consider functions F (t,Xt) of the paths
Xt = (X(t ∧ s))s∈[0,T ] up to time t.
In stochastic calculus, Dawson-Watanabe Superprocesses have attracted a lot
of interest since their introduction by Watanabe [35] and Dawson [8]. As one of
the well understood non-Gaussian infinite-dimensional diffusion processes they
have been studied for several reasons. For one, they arise naturally as a scaling
limit of branching particle systems (see Chapter 6 in [10] or [16], [15] and [14]).
This approximation enables one to derive many results for the limiting process.
Also, they are closely related to a certain class of non-linear partial differential
equations (see [17], [18] or [26]) which provides a fruitfull interplay between non-
linear PDEs and stochastic analysis. Finally, they are related to a second class of
(probability-)measure-valued diffusions - the Fleming-Viot process ([20]), which
has applications in population genetics (as Dawson-Watanabe-superprocesses
are related to population growth). More recently, because of their relation to
non-linear PDEs, they also have been helpful in some problems in mathematical
finance as in [33] or [23]. For thorough introductions to the topic, we refer to
the notes of Dawson [10] and Perkins [31] and for an introductory reading to
[19] and [11].
In this work, we focus on a special class of Dawson-Watanabe superprocesses,
the so-called B(A, c)-superprocesses, which includes the super-Brownian mo-
tion. These processes are obtain by considering the scaling limit of a branching
particle systems on a locally compact metric space E with the particle motion
described by the generator A, branching rate dt and the branching mechanism
described by Φ(λ) = − 12cλ2. A B(A, c)-superprocess can best be characterized
by the martingale problem given in Section 2. Basically, we take advantage of
two useful properties of B(A, c)-superprocesses. First, the characterizing mar-
tingale problem yields a continuous orthogonal L2-martingale measure (Example
7.1.3 in [10]) – a concept introduced by Walsh [34] that plays a substantial role
in our two main results1. The second property is the almost sure continuity of
the sample paths of B(A, c)-superprocesses (Theorem 4.7.2 in [10]) which we
use for the result in Section 3. For superprocesses sharing these two properties
one can prove similar results as in the present paper. However, as for Rd-valued
processes, an extension of the functional Ito¯-formula to the discontinuous case
is also feasible.
Our first result (Theorem 2) is an Ito¯-formula for functions of B(A, c)-super-
processes. This result can be viewed as an extension to the Ito¯-formula presented
in [9] applied to the B(A, c)-superprocess. We obtain the result Section 2 by
1We provide a short introduction to the topic in Section 2.1.
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reformulating a result in [25] using the above mentioned martingale measure
derived from the martingale problem.
In Section 3 we prove the functional version (Theorem 3) of the Ito¯-formula
in Theorem 2. While the traditional Ito¯-formula only takes into account the
current state X(·) of a stochastic process X, a functional Ito¯-formula considers
the whole history of the process, i.e. X(t∧ ·), the path of X up to time t. This
notion goes back to the landmark paper [13] by Dupire. Picking up Dupire’s
approach, Cont and Fournié [6] formalized some of the concepts presented in
[13]. In the companion paper [5], the authors extend the functional Ito¯-formula
to processes with cadlag paths. Using an alternative approach, Levental et al.
also proved a version of the functional Ito¯-formula for cadlag semimartingales in
[27]. As we work with the alternative approach based on [4], we devote part of
Section 4 to a comparison of this approach to the vector bundle approach found
in [13], [5] and [6].
In the literature referred to above, only Rd-valued processes were considered.
Our result is an extension of Dupire’s result to certain measure-valued processes,
i.e. processes taking values in an infinite dimensional space. Another extension
of the function Ito¯-formula to infinite dimensional spaces is due to Rosestolato,
who proved such a formula for Hilbert-space-valued processes in [32].
A completely different approach to the topic is due to Russo and various co-
authors. They looked at the topic from the standpoint of processes taking values
in separable Banach spaces (which include the path space C([−T, 0])) and de-
rived a stochastic calculus for such processes. In [7] the authors reformulate the
functional Ito¯-formula using this approach and compare their approach to the
one by Cont and Fournié. For more details on this approach, we refer to the
references in [7].
One application to the functional Ito¯-formula presented in [13] as well as [6]
and [32] is the derivation of an explicit martingale representation formula. In
its most basic form the martingale representation formula goes back to Ito¯ who
proved that every square-integrable functional of a Brownian motion can be ex-
pressed as a constant plus an integral against the Brownian motion. This result
has since been extended by Clark, Hausmann and Ocone, leading to the famous
Clark-Haussmann-Ocone formula ([3], [24],[29]). In their approach, the authors
proceeded in two steps. First, some differentation on the path space takes place
(like Malliavian- or H-derivative) and then one has to compute the predictable
projection of the derivative. As mention in [6], the representation obtained from
the functional Ito¯-formula can be seen as a nonanticipative counterpart of the
Clark-Haussmann-Ocone formula and yields an alternative to the traditional
approach of using Malliavin calculus to compute the integrand in the martin-
gale representation.
Martingale representation formulas for functionals of superprocesses have al-
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ready been the subject of interest in [21], [22] and [30]. The later analysed the
equivalence of the existence of a predictable representation of a martingale with
respect to a filtration associated with a martingale measure and the extremality
of the underlying probability measure for general measure-valued processes.
In [21], the authors proved the existence of a representation for certain func-
tionals F of the superprocess as an integral with respect to the orthogonal
martingale measure. In the follow-up paper [22], they derived the explicit form
of the integrand by making use of historical processes, an enriched version of
superprocesses that keeps track of genealogies (see [22] or [12]). Their approach
is in the spirit of a variational approach using Girsanov transformation as in [1]
and yields a stochastic integration-by-parts formula.
In Section 4 we derive the explicit form of the martingale representation formula
using Theorem 3, i.e. a completely different technique than Evans and Perkins.
Just as in [6], our explicit formula can be seen as counterpart to the result in
[22]. A detailed, more thorough study of the comparison to the results in [22]
is subject of ongoing work. An analysis of the weak martingale representation
is the subject of [28].
2 An Ito¯-Formula for the Dawson-Watanabe Su-
perprocess
Let us first introduce the necessary notations. Consider a compact2 metric space
E with its Borel-σ-algebra E . E is the state space of the so called one particle
motion, which is defined by its infinitesimal generator A generating a strongly
continuous Markov semigroup {Pt}t≥0 acting on C(E), the space of continuous
functions on E equipped with the supremum norm. We denote the domain of
A by D(A) and assume that there is a dense linear subspace D0 of C(E) that
is an algebra and closed under the mapping Pt for all t ≥ 0. If such a subspace
exists, A is called a good generator in [25]3. We sometimes write A(x) when we
want to emphasize that the generator is applied to functions of the variable x.
As mentioned above, the B(A, c)-superprocess is the diffusion limit of a branch-
ing particle system in which the particles move according to A and split after
exponential life times into a critical number of new particles. The branching
particle system takes values in the set of finite point measures on E and its
diffusion limit can be defined as a Markov process with state space MF (E), the
space of finite measures on (E, E) equipped with the topology of weak conver-
gence. We write 〈µ, f〉 for ∫
E
fdµ with f : E → R, µ ∈MF (E) and fix a c > 0.
2The results can be extended to locally compact spaces by considering the one point com-
pactification of E.
3E.g. in the case of the super-Brownian motion (i.e. A is the Laplace operator), the algebra
D0 is given by the algebra generated by the Schwartz space of rapidly decaying test functions
and the constant function 1 (see [25]).
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Fix a time T ∈ [0,∞), let Ω = C([0, T ],MF (E)) be the space of continuous
functions from [0, T ] toMF (E) and X = (X(t))t∈[0,T ] be the coordinate process
X(t)(ω) = ω(t). Further, let F be the corresponding Borel σ-algebra induced by
the sup-norm and let (Ft)t∈[0,T ] be the canonical filtration satisfying the usual
conditions. Then a measure Pm on Ω is a solution to the martingale problem
for the B(A, c)-superprocess started at m ∈MF (E) if
Pm(X(0) = m) = 1 and for all φ ∈ D(A) the process
M(t)(φ) = 〈X(t), φ〉 − 〈X(0), φ〉 −
∫ t
0
〈X(s), Aφ〉ds, t ∈ [0, T ]
is a (Ft)t∈[0,T ] local martingale with respect to Pm
and has quadratic variation [M(φ)]t =
∫ t
0
〈X(s), cφ2〉ds.
(MP)
In this case, Pm is the distribution of the B(A, c)-superprocess. If a measure-
valued stochastic process X defined on a stochastic basis (Ω,F ,P,Ft) has a
distribution solving (MP), we also call X a solution of the martingale problem.
Note that the solution to (MP) is unique, that the resulting local martingale
M(t)(φ) is a true martingale and that the resulting process X has continuous
paths, cf. [10].
Next, for continuous functions F : [0, T ] ×MF (E) → R define the directional
derivative in direction δx for x ∈ E by
DxF (t, µ) = lim
ε→0
F (t, µ+ εδx)− F (t, µ)
ε
,
if the limit exists. Higher order directional derivatives are defined by itera-
tion. Set DxyF (s, µ) = DxDyF (s, µ). If the derivatives are continuous, we have
DxyF (s, µ) = DyxF (s, µ). When considering derivatives with respect to the
time, write DsF (s, µ) and if mixed derivatives are considered DsxF (s, µ) and so
on. If we denote by DF (s, µ) the function x 7→ DxF (s, µ), then A(x)DxF (s, µ)
should be understood as ADF (s, µ)(x), i.e. the operator A applied to the func-
tion x 7→ DxF (s, µ).
2.1 Martingale Measures
In order to formulate an Ito¯-formula incorporating the martingale part in the
semimartingale decomposition of semimartingales Y of type Yt = F (t,X(t)),
we have to recall the concept of martingale measures, a kind of measure-valued
martingales which goes back to Walsh ([34]). In the first part of this subsection,
we summarize the parts in [34] that play a role in this work but restrict the sum-
mary to the relevant case of orthogonal martingale measures. For more general
results and proofs, we refer to the original work. In the second part of this
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subsection, we extend the class of valid integrands of stochastic integrals with
respect to martingale measures to include bounded optional processes. This is
done by extending standard arguments used in the theory of stochastic integrals
with respect to martingales.
Let L2 = L2(Ω,F ,P) for a probability space (Ω,F ,P) and let (Ft)t∈R+ be a
right continuous filtration on this space.
Definition 1 (Martingale Measure). Let A ⊂ E be an algebra. Then
1. A process Mt(A)t≥0,A∈A is called a martingale measure with respect to
Ft if
(i) M0(A) = 0 for all A ∈ A,
(ii) if t > 0, then Mt(·) is a σ-finite L2-valued measure
(in the sense of [34]; in particular E[M2t (A)] <∞ and sup{E[M2t (A)]|A ∈
En} <∞, where En is the restriction ofA to a subset En ⊂ En+1,∪En =
E.)
(iii) (Mt(A))t≥0 is a martingale with respect to the filtration Ft.
2. A martingale measure M is called orthogonal if A ∩ B = ∅ implies that
Mt(A) andMt(B) are orthogonal martingales, i.e. Mt(A)Mt(B) is a mar-
tingale.
3. The martingale measure M is called continuous if for all A ∈ A the map
t 7→Mt(A) is continuous.
Definition 2 (Elementary and Simple Functions). A function f(s, x, ω) is called
elementary if it is of form
f(ω, s, x) = X(ω)1(a,b](s)1A(x)
with 0 ≤ a < b ≤ T , bounded and Fa-measurable X and A ∈ E . If f is a finite
sum of elementary functions, it is called simple. We denote the class of simple
functions by S.
Definition 3 (Predictable Functions). The predictable σ-field P on Ω×L×R+
is the σ-algebra generated by S. A function is called predictable if it is P-
measurable.
Now let M be an orthogonal martingale measure and let Q be the covariance
functional defined by
Q([0, t], A,B) = [M(A),M(B)]t.
Also, one can define a martingaleM(φ) for each measurable bounded φ : [0, T ]×
E. Since M is orthogonal, we have that Q is concentrated on the diagonal and
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there is a measure ν with ν([0, t], A) = Q([0, t], A,A). In this case the covariation
[M(φ),M(ψ)] of the martingales M(φ),M(ψ) equals
[M(φ),M(ψ)]t =
∫
R+
∫
E
φ(s, x)ψ(s, x)ν(ds, dx).
Using this, we can define a norm ‖ · ‖M on the predictable functions by
‖f‖M = E
[∫ T
0
f2(s, x)ν(ds, dx)
] 1
2
which allows us to define the class PM of all predictable f for which ‖f‖M <∞
holds.
Proposition 1. The class S is dense in PM with respect to the norm ‖ · ‖M .
This allows us to construct a stochastic integral for functions in PM with respect
to an orthogonal martingale measure as follows: We start with an elementary
function f , for which we set
f •Mt(B)(ω) = X(ω)(Mt∧b(A ∩B)(ω)−Mt∧a(A ∩B))(ω)
for all 0 ≤ s < t ≤ t and A ∈ E and extend the definition to S by linearity.
Proposition 2. It holds for f ∈ S:
(i) f •M is an orthogonal martingale measure.
(ii) E[(f •Mt(B))2] ≤ ‖f‖2M for all B ∈ E and t ≤ T .
For general f ∈ PM , we get from Proposition 1 the existence of a series (fn)n ∈ S
such that ‖fn − f‖M → 0 as n→∞. From Proposition 2 (ii), we further get
E
[
(fm •Mt(B)− fn •Mt(B))2
] ≤ ‖fm − fn‖2M → 0 as m,n→∞.
Thus, (fn •Mt(B))n is Cauchy in L2(Ω,F ,P) and therefore converges in L2 to
a martingale which we call f •Mt(B).
Remark 1. (i) The results in Proposition 2 also hold for f •M with f ∈ PM .
(ii) Instead of f •Mt(B), from now on, we use the following notation:
f •Mt(B) =
∫ t
0
∫
B
f(s, x)M(ds, dx).
Martingale Measure for the Dawson-Watanabe Superprocess
From Example 7.1.3 in [10] we know that the solution M of the martingale
problem (MP) satisfies
[M(φ1),M(φ2)]t =
∫ t
0
〈X(s), cφ1φ2〉ds
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for all φ1, φ2 ∈ D(A). Further, we know that, since D(A) is dense in C(E)
and thus bp-dense in the space of bounded E-measurable functions bE , we can
extend this martingale to all functions in bE . This finally yields a continuous
orthogonal martingale measure M(ds, dx) with the above mentioned measure ν
given by
ν((0, t], B) = c
∫ t
0
X(s)(B)ds (1)
for all t ∈ (0, T ], B ∈ E .
The above allows us to express the martingale M(t)(φ) in (MP) as an integral
of φ with respect to the martingale measure M(ds, dx):
M(t)(φ) =
∫ t
0
∫
E
φ(x)M(ds, dx).
From (1) we get that the integral f •M , with M being the martingale measure
derived from (MP), is defined for all functions f that are predictable and satisfy
E
[
c
∫ T
0
∫
E
|f(s, x)|2X(s)(dx)ds
]
<∞, (2)
where the expectation is with respect to the measure Pm.
As mentioned above, following standard arguments known from the theory of
stochastic integrals with respect to a martingale (see e.g. Chapter 3 [2]), we
can extend the class of integrands for which the stochastic integral with respect
to a martingale measure is defined to include bounded optional functions, as
long as the measure ν(ω, dt, dx) induced by the covariance is in dt absolutely
continuous w.r.t. to Lebesque measure dt for almost all ω.
Definition 4 (Optional Functions). The optional-σ-algebra O is the σ-algebra
generated by functions of form
f(ω, s, x) = X(ω)1[a,b)(s)1A(x)
with 0 ≤ a < b ≤ T , bounded and Fa-measurable X as well as A ∈ E . A
function is called optional if it is O-measurable.
Define a measure µM on F × B([0, T ])× E by
µM (A1 ×A2 ×A3) = E
[
c
∫ T
0
∫
E
1A1×A2×A3(ω, s, x)X(ω, s)(dx)ds
]
,
where the expectation is with respect to Pm. This is the extension of the
so-called Doléans measure of M to F × B([0, T ]) × E . Further, let L2P =
L2(Ω× [0, T ]× E,P, µM ) be the space of P-measurable, i.e. predictable, func-
tions satisfying
∫
f2dµM < ∞. Then L2P coincides with PM for the B(A, c)-
superprocess. Finally, denote the class of µM -null sets in F×B([0, T ])×E by N
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and set P˜ = P ∧N . In the remainder of this subsection we show that optional
processes are P˜-measurable and that L2P = L2P˜ . To do so, we need the following
proposition.
Proposition 3. (i) A subset A of Ω× [0, T ]×E belongs to P˜ if and only if
there exists a B ∈ P such that
A∆B = (A \B) ∪ (B \A) ∈ N .
(ii) If f : Ω×[0, T ]×E → R is F×B([0, T ])×E-measurable, it is P˜-measurable
if and only if there exists a predictable function g such that
{f 6= g} ∈ N .
Proof. (i) Set
A = {A | ∃B ∈ P s.t. A∆B ∈ N}
As C = A∆B if and only if A = C∆B and since C ∈ N ⊂ P˜, B ∈ P ⊂ P˜,
we have A = C∆B ∈ P˜. Consequently A ⊂ P˜.
To prove that P˜ ⊂ A also holds, we only have to check if A is a σ-algebra
since it contains N and P. However, as
• ∅ ∈ P, ∅ ∈ N , ∅∆∅ = ∅, we get that ∅ ∈ A,
• Ac∆Bc = A∆B, we get Ac ∈ A for all A ∈ A,
• (
⋃
nAn) ∆ (
⋃
nBn) ⊂
⋃
n(An∆Bn), we get that
⋃
nAn ∈ A for all
(An)n ⊂ A,
this is the case. Thus P˜ ⊂ A and therefore P˜ = A.
(ii) Let g be predictable and assume {f 6= g} ∈ N . Then we have
{f ∈ S}∆{g ∈ S} ⊂ {f 6= g} for all S ∈ B(R).
By part (i), as {g ∈ S} ∈ P, we get {f ∈ S} ∈ P˜ and consequently f is
P˜-measurable.
Now assume f is P˜-measurable and f = ∑∞j=1 cj1Aj for disjoint Aj ∈ P˜
and cj ∈ R. For each Aj , there exists a Bj ∈ P such that Aj∆Bj ∈ N by
part (i). As the Aj ’s are disjoint, we have Bi ∩Bj ∈ N if i 6= j. To obtain
disjoint sets, set
B′1 = B1 and B
′
j =
(⋂
Bci
)
∩Bj for j ≥ 2.
Then Bj∆B′j ∈ N , Aj∆B′j ∈ N and B′i ∩ B′j = ∅ if i 6= j. Next, set
g =
∑∞
j=1 cj1B′j . Then g is P-measurable and
{f 6= g} ⊂
∞⋃
j=1
(Aj∆B
′
j) ∈ N .
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For general P˜-measurable f , there exists a sequence of P˜-measurable func-
tions fn of the above form such that fn → f µM -almost surely. Pick
P-measurable gn such that {fn 6= gn} ∈ N and set g = lim infn→∞ gn.
Then g is also P-measurable and
∞⋃
n=1
{fn 6= gn} ∪ { lim
n→∞ f
n 6= f} ∈ N .
Set
Σ = (Ω× [0, T ]× E) \
( ∞⋃
n=1
{fn 6= gn} ∪ { lim
n→∞ f
n 6= f}
)
.
Obviously, the set Σ has full mass, i.e. (Ω × [0, T ] × E) \ Σ ∈ N , and on
Σ we have fn(ω, s, x) = gn(ω, s, x) for all n ∈ N. Therefore
lim inf
n→∞ f
n(ω, s, x) = lim inf
n→∞ g
n(ω, s, x) (3)
on Σ and
∅ = {(ω, s, x) ∈ Σ : f(ω, s, x) 6= lim
n→∞ f
n(ω, s, x)}
= {(ω, s, x) ∈ Σ : f(ω, s, x) 6= lim inf
n→∞ f
n(ω, s, x)}
= {(ω, s, x) ∈ Σ : f(ω, s, x) 6= lim inf
n→∞ g
n(ω, s, x)}.
Thus {(ω, s, x) ∈ Σ : f(ω, s, x) 6= lim infn→∞ gn(ω, s, x)} ∈ N and we
obtain
{(ω, s, x) ∈ Ω× [0, T ]× E : f(ω, s, x) 6= lim inf
n→∞ g
n(ω, s, x)}
⊂ {(ω, s, x) ∈ Σ : f(ω, s, x) 6= lim inf
n→∞ g
n(ω, s, x)} ∪ (Ω× [0, T ]× E) \ Σ.
As both sets on the right hand side are null sets, we get
{f 6= g} ∈ N ,
which completes the proof.
The above proposition allows us to prove the following.
Proposition 4. Any bounded optional function is P˜-measurable.
Proof. Let f(ω, s, x) = X(ω)1[a,b)(s)1A(x) and g(ω, s, x) = X(ω)1(a,b](s)1A(x)
with 0 ≤ a < b ≤ T , X Fa-measurable and A ∈ E . As g is predictable, we get
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from Proposition 3 that f is P˜-measurable if {f 6= g} ∈ N . This is the case as
µM ({f 6= g}) = E
[
c
∫ T
0
∫
E
1{f 6=g}X(s)(dx)ds
]
= E
[
c
∫ T
0
∫
E
1{X1[a,b)(s)1A(x)6=X1(a,b](s)1A(x)}X(s)(dx)ds
]
= E
[
c
∫ T
0
∫
A
1{Ω×[a]×A}X(s)(dx)ds
]
= E
[
c
∫ T
0
1[a]X(s)(A)ds
]
= 0.
The last equality holds as X(s)(A) is almost surely finite. Consequently f is
P˜-measurable and, as functions of this form generate O, we get that optional
functions are P˜-measurable.
Since P ⊂ P˜, we have L2P ⊂ L2P˜ . From Proposition 3 we get the existence
of a function g ∈ L2P for every f ∈ L2P˜ such that f = g µM -a.e.. Therefore
the Hilbert spaces L2P and L2P˜ are equal. Consequently, we can extend the
stochastic integral with respect to the martingale measure associated with the
B(A, c)-superprocess to square-integrable, P˜-measurable integrands, which in-
clude square-integrable optional functions. The definition of the integral as the
limit of integrals of simple functions is still valid and for simplicity, we also
denote the extended class of integrands by PM .
Extending the class of integrands to include square-integrable optional functions
is of interest because one can show that σ(r.c.l.l) = O, where r.c.l.l. are the
adapted right continuous functions with left limits. Being able to define the
stochastic integral with respect to the martingale measure for adapted right
continuous processes with left limits is crucial to prove Theorem 3. As we are
only interested in the fact that σ(r.c.l.l.) ⊂ O and as the other inclusion follows
immediately from the definition of O, we only show the following.
Proposition 5. It holds:
(i) If f is Fa × E-measurable, then f1[a,b) is optional for all 0 ≤ a < b ≤ T .
(ii) σ(r.c.l.l.) ⊂ O.
Proof. (i) As f is Fa × E-measurable, we can approximate it pointwise by
sums of indicator functions 1A×F , F ∈ Fa, A ∈ E . Therefore, it is enough
to consider f = 1F×A. As we can write
f1[a,b)(ω, s, x) = 1F (ω)(ω)1[a,b)(s)1A(x),
the function f1[a,b) is optional as X(ω) = 1F (ω) is Fa-measurable.
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(ii) Let f be an adapted r.c.l.l. function. Consider a partition {tni : 0 ≤
i ≤ n, 1 ≤ n ≤ ∞} with tn0 = 0, tnn = T , tni < tni+1 for all n and
maxi |tni+1 − tni | ↘ 0 as n → ∞. Further, define an approximation of the
function f by
Appn(f)(ω, s, x) =
n−1∑
i=0
f(ω, tni , x)1[tni ,tni+1)(s).
This approximation converges pointwise to f and as every summand of
the above is optional by part (i) so is the approximation and thus the limit
f is also optional.
2.2 The Ito¯-Formula
Before getting to the more general case, let us first prove our main result for a
simple class of functions before presenting the more general result in Theorem
2.
Theorem 1. Let the function F : [0, T ] ×MF (E) → R be finitely based, i.e.
there exist a bounded f ∈ C2([0, T ] × Rn,R) with bounded derivatives and
φ1, . . . , φn ∈ D(A) such that
F (t, µ) = f(t, 〈µ, φ1〉, . . . , 〈µ, φn〉).
Further let A be a good generator and X solves (MP). Then the following
Ito¯-type formula holds:
F (t,X(t))− F (0, X(0)) =
∫ t
0
DsF (s,X(s))ds
+
∫ t
0
∫
E
A(x)DxF (s,X(s))X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF (s,X(s))X(s)(dx)ds
+
∫ t
0
∫
E
DxF (s,X(s))M(dx, ds).
Proof. As F is finitely based and as the 〈X(t), φi〉 are semimartingales, the
traditional Ito¯-formula for semimartingales yields, with ∂if denoting partial
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derivatives,
f(t, 〈X(t), φ1〉, . . . , 〈X(t), φn〉)
= f(0, 〈X(0), φ1〉, . . . , 〈X(0), φn〉)
+
∫ t
0
∂sf(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)ds
+
∫ t
0
n∑
i=1
∂if(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)d〈X(t), φi〉
+
∫ t
0
n∑
i,j=1
∂ijf(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)d[〈X,φi〉, 〈X,φj〉]s.
(4)
As X is a solution to (MP),
〈X(s), φi〉 = M(s)(φi) + 〈X(0), φi〉+
∫ s
0
〈X(r), Aφi〉dr
and, as 〈X(0), φi〉 is constant,
d〈X(s), φi〉 = d(M(s)(φi)) + 〈X(r), Aφi〉dr.
By the properties of the martingale measure it holds
M(t)(φ) =
∫ t
0
∫
E
φ(x)M(ds, dx)
and
[M(φ1),M(φ2)]t =
∫ t
0
〈X(s), cφ1φ2〉ds
and thus
d〈X(s), φi〉 =
∫
E
φi(x)M(ds, dx) + 〈X(s), Aφi〉ds
and
d[〈X,φi〉, 〈X,φj〉]s = 〈X(s), cφiφj〉ds.
Plugging these terms into (4) yields
f(t, 〈X(t), φ1〉, . . . , 〈X(t), φn〉)
= f(0, 〈X(0), φ1〉, . . . , 〈X(0), φn〉)
+
∫ t
0
∂sf(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)ds
+
∫ t
0
n∑
i=1
∂if(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)
∫
E
φi(x)M(ds, dx)
+
∫ t
0
n∑
i=1
∂if(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)〈X(s), Aφi〉ds
+
∫ t
0
n∑
i,j=1
∂ijf(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)〈X(s), cφ1φ2〉ds.
13
The result now follows by computing the directional derivatives of finitely based
functions as in the statement of the theorem and identification with the expres-
sion above. For the linear function Fφ(µ) = 〈φ, µ〉, DxFφ(µ) = φ(x) holds,
which yields
〈µ,Aφ〉 = 〈µ,AD·Fφ〉.
Using this and the directional derivatives, we obtain from the chain rule of
ordinary differentiation,
DxF (t, µ) =
n∑
i=1
∂if(s, y1, . . . , yn)|y1=〈µ,φ1〉,...,yn=〈µ,φn〉φi(x),
that, for example,∫ t
0
∫
E
A(DF (s,X(s)))(x)X(s)(dx)ds
=
∫ t
0
∫
E
A
(
n∑
i=1
∂if(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)(DFφi(X(s))
)
(x)X(s)(dx)ds
=
∫ t
0
n∑
i=1
∂if(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)
∫
E
Aφi(x)X(s)(dx)ds
=
∫ t
0
n∑
i=1
∂if(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)〈X(s), Aφi〉ds
and ∫ t
0
∫
E
DxF (s,X(s))M(ds, dx)
=
∫ t
0
∫
E
n∑
i=1
∂if(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)(Dx〈X(s), φi〉)M(ds, dx)
=
∫ t
0
n∑
i=1
∂if(s, 〈X(s), φ1〉, . . . , 〈X(s), φn〉)
∫
E
φi(x)M(ds, dx).
The integral is well defined as ∂if and φ are continuous and bounded. The
equivalence of the remaining terms follows equivalently.
Now, for functions F : [0, T ]×MF (E)→ R define the following set of conditions.
Conditions 1. (i) F (s, µ), DxF (s, µ), DxyF (s, µ), DxyzF (s, µ), DsF (s, µ),
DsxF (s, µ), DsxyF (s, µ) and DsxyzF (s, µ) exists and are continuous in x,
y, z, µ and s,
(ii) for fixed s, y, z and µ, the maps x 7→ DxF (s, µ), x 7→ DxyF (s, µ) and
x 7→ DxyzF (s, µ) are in the domain of the generator A,
(iii) A(x)DxF (s, µ), A(x)DxyF (s, µ) and A(x)DxyzF (s, µ) are continuous in s,
x, y, z and µ.
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For a processes X satisfying (MP) and such functions F , we have have the
following Ito¯-formula.
Theorem 2. If X is a solution to the martingale problem (MP), A is a good
generator and F satisfies Conditions 1, then
F (t,X(t))− F (0, X(0)) =
∫ t
0
DsF (s,X(s))ds
+
∫ t
0
∫
E
A(x)DxF (s,X(s))X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF (s,X(s))X(s)(dx)ds
+
∫ t
0
∫
E
DxF (s,X(s))M(dx, ds).
(5)
Proof. From Theorem 3 in [25] we get for t ∈ [0, T ]
F (t,X(t))− F (0, X(0)) =
∫ t
0
DsF (s,X(s))ds
+
∫ t
0
∫
E
A(x)DxF (s,X(s))X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF (s,X(s))X(s)(dx)ds
+ M˜,
where M˜ is a local martingale.
It remains to be proved that M˜ has the stated form as an integral with respect
to the martingale measure. From the proof in [25], we get the existence of
finitely based functions Fn such that the following holds with MK(E) = {µ ∈
MF (E) : 〈µ, 1〉 ≤ K}.
sup
t∈[0,T ], µ∈MK(E)
|F (t, µ)− Fn(t, µ)| → 0,
sup
t∈[0,T ], x,y∈E, µ∈MK(E)
|DxyF (t, µ)−DxyFn(t, µ)| → 0,
sup
t∈[0,T ], µ∈MK(E)
|DtF (t, µ) +
∫
E
A(z)DzF (t, µ)µ(dz)
−DtFn(t, µ)−
∫
E
A(z)DzF
n(t, µ)µ(dz)| → 0.
(6)
To see that it suffices to consider the case µ ∈ MK(E), consider the stopping
time τ = inf{t ≥ 0 : 〈X(t), 1〉 ≥ K}. Then, the result holds when we replace t
by t ∧ τ in the result and as τ → ∞ if K → ∞, we get that t ∧ τ → t for all
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t ∈ [0, T ] as K →∞.
As Fn is finitely based, we have from the Ito¯-formula for finitely based functions
(Theorem 1)
Fn(t,X(t))− Fn(0, X(0)) =
∫ t
0
DsF
n(s,X(s))ds
+
∫ t
0
∫
E
A(x)DxF
n(s,X(s))X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF
n(s,X(s))X(s)(dx)ds
+
∫ t
0
∫
E
DxF
n(s,X(s))M(dx, ds).
(7)
Combining (6) and (7), we get
F (t,X(t)) = lim
n→∞F
n(t,X(t))
= lim
n→∞
(
Fn(0, X(0))
+
∫ t
0
DsF
n(s,X(s)) +
∫
E
A(x)DxF
n(s,X(s))X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF
n(s,X(s))X(s)(dx)ds
+
∫ t
0
∫
E
DxF
n(s,X(s))X(s)(dx)ds
)
= F (0, X(0)) +
∫ t
0
DsF (s,X(s))ds
+
∫ t
0
∫
E
A(x)DxF (s,X(s))X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF (s,X(s))X(s)(dx)ds
+ lim
n→∞
∫ t
0
∫
E
DxF
n(s,X(s))X(s)(dx)ds.
As a last step, we show that DxFn converges to DxF uniformly. Lemma 4 in
[25] states the following. Let es G : MF (E)→ R be continuous with continuous
derivative DxG. Then
G(µ) = G(0) +
∫ 1
0
∫
E
DxG(θµ)µ(dx)dθ.
This allows us to use the convergence of the second order derivative of Fn to
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obtain
sup
t∈[0,T ], x∈E
µ∈MK(E)
|DxF (t, µ)−DxFn(t, µ)|
≤ sup
t∈[0,T ], x∈E
µ∈MK(E)
|
∫ 1
0
∫
E
DxyF (t, θµ)µ(dy)dθ −
∫ t
0
∫
E
DxyF
n(t, θµ)µ(dy)dθ|
+ sup
t∈[0,T ], x∈E
µ∈MK(E)
|DxF (t, 0)−DxFn(t, 0)|
= sup
t∈[0,T ], x∈E
µ∈MK(E)
|
∫ 1
0
∫
E
DxyF (t, θµ)−DxyFn(t, θµ)µ(dy)dθ|
+ sup
t∈[0,T ], x∈E
µ∈MK(E)
|DxF (t, 0)−DxFn(t, 0)|
≤
∫ 1
0
∫
E
sup
t∈[0,T ], x, y∈E
µ∈MK(E)
|DxyF (t, θµ)−DxyFn(t, θµ)|µ(dy)dθ
+ sup
t∈[0,T ], x∈E
µ∈MK(E)
|DxF (t, 0)−DxFn(t, 0)|
n→∞−−−−→ 0.
The convergence in the sup-norm yields the convergence in ‖ · ‖M and thus the
convergence of the stochastic integrals with respect to the martingale measure,
lim
n→∞
∫ t
0
∫
E
DxF
n(s,X(s))M(dx, ds) =
∫ t
0
∫
E
DxF (s,X(s))M(dx, ds).
3 A Functional Ito¯-Formula for the Dawson-Watanabe
Superprocess
In Theorem 2, we consider functions F of X(t), i.e. of the value of X at a
specific time t. In what follows, we look at functionals F of the path of the
process X. The following is motivated by the results in [4].
To formalize the notion of (stopped) paths, consider an arbitrary path ω ∈
D([0, T ],MF (E)), the space of right continuous functions with left limits. We
equip D([0, T ],MF (E)) with the metric d˜ given by
d˜(ω, ω′) = sup
u∈[0,T ]
dP (ω(u), ω
′(u))
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for ω, ω′ ∈ D([0, T ],MF (E)), where dP is the Prokhorov metric on MF (E).
For such a path, define ωt, the path stopped at time t, by ωt(u) = ω(t ∧ u) for
u ∈ [0, T ]. Further, define ωt− by ωt−(u) = ω(u) for u ∈ [0, t) and ωt−(u) =
ω(t−) for u ∈ [t, T ]. Using this, we define an equivalence relation on the space
[0, T ]×D([0, T ],MF (E)) by
(t, ω) ∼ (t′, ω′) ⇔ t = t′ and ωt = ω′t′ .
This relation gives rise to the quotient space
ΛT = {(t, ωt) | (t, ω) ∈ [0, T ]×D([0, T ],MF (E))} ≡ [0, T ]×D([0, T ],MF (E))/ ∼ .
Next, define a metric d∞ on ΛT by
d∞((t, ω), (t′, ω′)) = sup
u∈[0,T ]
dP (ω(u ∧ t), ω′(u ∧ t′)) + |t− t′|.
A functional F : (ΛT , d∞) → R is continuous with respect to d∞ if for all
(t, ω) ∈ ΛT and every ε > 0 there exists an η > 0 such that for all (t′, ω′) ∈ ΛT
with d∞((t, ω), (t′, ω′)) < η we have
|F (t, ω)− F (t′, ω′)| < ε.
Further, a functional F on [0, T ] × D([0, T ],MF (E)) is called non-anticipative
if it is a measurable map on the space of stopped paths, i.e. F : (ΛT ,B(ΛT ))→
(R,B(R)). In other words, F is non-anticipative if F (t, ω) = F (t, ωt) holds for
all ω ∈ D([0, T ],MF (E)).
For continuous non-anticipative functionals, we can define two types of deriva-
tives.
Definition 5. A continuous non-anticipative functional F : ΛT → R is
(i) horizontally differentiable at (t, ω) ∈ ΛT if the limit
D∗F (t, ω) = lim
ε→0
F (t+ ε, ωt)− F (t, ωt)
ε
exists. If this is the case for all (t, ω) ∈ ΛT , we call D∗F the horizontal
derivative of F .
(ii) vertically differentiable at (t, ω) ∈ ΛT in direction x ∈ E if the limit
DxF (t, ω) = lim
ε→0
F (t, ωt + εδx1[t,T ])− F (t, ωt)
ε
exists. If this is the case for all (t, ω) ∈ ΛT , we call DxF the vertical
derivative of F in direction x. Higher order vertical derivatives are defined
iteratively.
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The definition of the derivatives allows us to define the following set of conditions
for a functional F : ΛT → R.
Conditions 2. (i) F is bounded and continuous,
(ii) the horizontal derivative D∗F (t, ω) is continuous and bounded in t and ω,
(iii) the vertical derivatives Dx1F (t, ω), Dx1x2F (t, ω), Dx1x2x3F (t, ω) and the
mixed derivatives4 D∗x1F (t, ω), D∗x1x2F (t, ω), D∗x1x2x3F (t, ω) are bounded
and continuous in t, ω, x1, x2 and x3,
(iv) for fixed t, x1, x2, ω the maps x 7→ DxF (t, ω) , x 7→ Dxx1F (t, ω) and
x 7→ Dxx1x2F (t, ω) are in the domain of A,
(v) A(x)Dx1F (t, ω), A(x)Dx1x2F (t, ω) and A(x)Dx1x2x3F (t, ω) are continuous
in t, x1, x2, x3 and ω.
For functionals F satisfying these conditions, we can now formulate a functional
Ito¯-formula for the B(A, c)-superprocess. Note that, as the B(A, c)-superprocess
has continuous paths, its stopped paths Xt are in C([0, T ],MF (E)), the space
of continuous mappings from [0, T ] to MF (E).
Theorem 3. Assume F satisfies Conditions 2, A is a good generator and X is
a B(A, c)-superprocess. Then for t ∈ [0, T ]
F (t,Xt)− F (0, X(0)) =
∫ t
0
D∗F (s,Xs)ds
+
∫ t
0
∫
E
A(x)DxF (s,Xs)X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF (s,Xs)X(s)(dx)ds
+
∫ t
0
∫
E
DxF (s,Xs)M(dx, ds)
holds.
Proof. Define the dyadic mesh {τnk , k = 1, . . . , k(n)} on [0, t] by
τn0 = 0, τ
n
k = inf{s > τnk−1 | 2ns ∈ N} ∧ t.
Further, define
Appn(Xt) =
∞∑
i=0
X(τni+1)1[τni ,τni+1) +X(t)1[t,T ].
4D∗xF (t, ω) = D∗(DxF (t, ω))
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While X itself has continuous paths, this is a cadlag, piecewise constant ap-
proximation of Xt. Now set hni = τni+1 − τni . Then
F (τni+1, App
n(Xt)τni+1−)− F (τni , Appn(Xt)τni −)
= F (τni+1, App
n(Xt)τni+1−)− F (τni , Appn(Xt)τni ) (8)
+ F (τni , App
n(Xt)τni )− F (τni , Appn(Xt)τni −)
The first part of the right hand side in (8) is equal to ψ(hni ) − ψ(0) where
ψ(u) = F (τni + u,App
n(Xt)τni ) as
ψ(hni )− ψ(0) = F (τni + hni , Appn(Xt)τni )− F (τni , Appn(Xt)τni ),
and for all u ∈ [0, T ]
Appn(Xt)τni+1−(u) =
{
Appn(Xt)(u) u ∈ [0, τni+1)
Appn(Xt)(τ
n
i+1−) u ∈ [τni+1, T ]
=
{
Appn(Xt)(u) u ∈ [0, τni+1)
Appn(Xt)(τ
n
i ) u ∈ [τni+1, T ]
=
{
Appn(Xt)(u) u ∈ [0, τni )
Appn(Xt)(τ
n
i ) u ∈ [τni , T ]
= Appn(Xt)τni (u).
Therefore, we have
F (τni+1, App
n(Xt)τni )− F (τni , Appn(Xt)τni )
=
∫ τni+1−τni
0
D∗F (τni + s,Appn(Xt)τni )ds
=
∫ τni+1
τni
D∗F (s,Appn(Xt)τni )ds
as ψ(hni )− ψ(0) =
∫ hni
0
ψ′(u)du and
ψ′(u) = lim
ε→0
ψ(u+ ε)− ψ(u)
ε
= lim
ε→0
F (τni + u+ ε,App
n(Xt)τni )− F (τni + u,Appn(Xt)τni )
ε
= D∗F (τni + u,Appn(Xt)τni ).
The second term of the right hand side in (8) is equal to φ(X(τni+1))−φ(X(τni ))
where φ(µ) = φ˜(µ−X(τni )), φ˜(µ) = F (τni , Appn(Xt)τni − + µ1[τni ,T ]) as
φ(X(τni+1))− φ(X(τni ))
= F (τni , App
n(Xt)τni − + (X(τ
n
i+1)−X(τni ))1[τni ,T ])− F (τni , Appn(Xt)τni −)
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and
Appn(Xt)τni − + (X(τ
n
i+1)−X(τni ))1[τni ,T ](u)
=
{
Appn(Xt)(u) u ∈ [0, τni )
Appn(Xt)(τ
n
i −) +X(τni+1)−X(τni ) u ∈ [τni , T ]
=
{
Appn(Xt)(u) u ∈ [0, τni )
X(τni+1) u ∈ [τni , T ]
= Appn(Xt)τni .
As
Dxφ(µ) = lim
ε→0
φ(µ+ εδx)− φ(µ)
ε
= lim
ε→0
1
ε
(
F (τni , App
n(Xt)τni − + (µ−X(τni ))1[τni ,T ] + εδx1[τni ,T ])
− F (τni , Appn(Xt)τni − + (µ−X(τni ))1[τni ,T ])
)
= DxF (τni , Appn(Xt)τni − + (µ−X(τni ))1[τni ,T ])
and analogously
Dx1x2φ(µ) = Dx1x2F (τni , Appn(Xt)τni − + (µ−X(τni ))1[τni ,T ])
Dx1x2x3φ(µ) = Dx1x2x3F (τni , Appn(Xt)τni − + (µ−X(τni ))1[τni ,T ]),
we can apply the non-funcitonal Ito¯-formula from Theorem 2 (see Appendix A)
and obtain
φ(X(τni+1))− φ(X(τni )) =
∫ τni+1
τni
∫
E
A(x)Dxφ(X(s))X(s)(dx)ds
+
1
2
∫ τni+1
τni
∫
E
cDxxφ(X(s))X(s)(dx)ds
+
∫ τni+1
τni
∫
E
Dxφ(X(s))M(ds, dx).
Plugging in the definition of φ, we end up with
F (τni , App
n(Xt)τni )− F (τni , Appn(Xt)τni −)
=
∫ τni+1
τni
∫
E
A(x)DxF (τni , Appn(Xt)τni − + (X(s)−X(τni ))1[τni ,T ])X(s)(dx)ds
+
1
2
∫ τni+1
τni
∫
E
cDxxF (τni , Appn(Xt)τni − + (X(s)−X(τni ))1[τni ,T ])X(s)(dx)ds
+
∫ τni+1
τni
∫
E
DxF (τni , Appn(Xt)τni − + (X(s)−X(τni ))1[τni ,T ])M(ds, dx).
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Combining this with the result for the first part of the sum in (8) yields the
following expression for the left hand side in (8):
F (τni+1, App
n(Xt)τni+1−)− F (τni , Appn(Xt)τni −)
=
∫ τni+1
τni
D∗F (s,Appn(Xt)τni )ds
+
∫ τni+1
τni
∫
E
A(x)DxF (τni , Appn(Xt)τni − + (X(s)−X(τni ))1[τni ,T ])X(s)(dx)ds
+
1
2
∫ τni+1
τni
∫
E
cDxxF (τni , Appn(Xt)τni − + (X(s)−X(τni ))1[τni ,T ])X(s)(dx)ds
+
∫ τni+1
τni
∫
E
DxF (τni , Appn(Xt)τni − + (X(s)−X(τni ))1[τni ,T ])M(ds, dx).
Defining in(s) as the index such that s ∈ [τnin(s), τnin(s)+1) and summation over i
yield:
F (t, Appn(Xt)t−)− F (0, X0)
=
∫ t
0
D∗F (s,Appn(Xt)τn
in(s)
)ds
+
∫ t
0
∫
E
A(x)DxF (τnin(s), Appn(Xt)τnin(s)− + (X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ])X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF (τnin(s), Appn(Xt)τnin(s)− + (X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ])X(s)(dx)ds
+
∫ t
0
∫
E
DxF (τnin(s), Appn(Xt)τnin(s)− + (X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ])M(ds, dx).
Let’s examine the limits of the different terms individually. First, we get
d∞((s,Xs), (τnin(s), App
n(Xt)τn
in(s)
))
= |s− τnin(s)|+ sup
u∈[0,T ]
dP (X(s ∧ u), Appn(Xt)τn
in(s)
(u))
≤ 1
2n
+ sup
0≤i≤k(n)
sup
u∈[τni ,τni+1)
dP (X(u ∧ s), X(τnin(s) ∧ τni+1)),
which goes to zero due to the continuity of the paths of X. Analogously, we
obtain that d∞((t, Appn(Xt)), (t,Xt)) goes to zero. In particular, this yields
Appn(Xt)t− → Xt− and by combining this with the continuity of F we end up
with
lim
n→∞F (t, App
n(Xt)t−)) = F (t,Xt−).
Taking advantage of the continuity of the paths of X once again yields that
F (t,Xt−) = F (t,Xt).
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As
d∞((s,Xs), (s,Appn(Xt)τn
in(s)
))→ 0,
the continuity assumptions on D∗F yield
lim
n→∞D
∗F (s,Appn(Xt)τn
in(s)
)) = D∗F (s,Xs).
The boundedness assumptions on D∗F further allow us to apply the dominated
convergence theorem to end up with
lim
n→∞
∫ t
0
D∗F (s,Appn(Xt)τn
in(s)
)ds =
∫ t
0
D∗F (s,Xs)ds.
Now consider
d∞((s,Xs)(τnin(s), App
n(Xt)τn
in(s)
− + (X(s)−X(τnin(s)))1[τnin(s),T ]))
= |s− τnin(s)|+ sup
u∈[0,T ]
dP (Xs(u), App
n(Xt)τn
in(s)
−(u) + (X(s)−X(τnin(s)))1[τnin(s),T ](u)).
As |s− τnin(s)| → 0, we only have to be concerned with
sup
u∈[0,T ]
dP (Xs(u), App
n(Xt)τn
in(s)
−(u) + (X(s)−X(τnin(s)))1[τnin(s),T ](u))
≤ sup
u∈[0,T ]
dP (Xs(u), App
n(Xt)τn
in(s)
−(u))
+ sup
u∈[0,T ]
dP (App
n(Xt)τn
in(s)
−(u), Appn(Xt)τn
in(s)
−(u) + (X(s)−X(τnin(s)))1[τnin(s),T ](u)).
The first term on the right hand side goes to zero, which leaves us with the
second term. However, as
sup
u∈[0,T ]
dP (App
n(Xt)τn
in(s)
−(u), Appn(Xt)τn
in(s)
−(u) + (X(s)−X(τnin(s)))1[τnin(s),T ](u))
= dP (X(τ
n
in(s)
), X(τnin(s)) +X(s)−X(τnin(s)))
= dP (X(τ
n
in(s)
), X(s)),
the second term on the right hand side also goes to zero and thus the continuity
assumptions yield
lim
n→∞A
(x)DxF (τnin(s), Appn(Xt)τnin(s)−+(X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ]) = A
(x)DxFs(Xs).
Like in the proof of Theorem 2, it is enough to consider X ∈ MK(E). Then
the boundedness assumptions on A(x)DxFs(ω) allow us to apply the dominated
convergence theorem (see Appendix B). Therefore, we end up with
lim
n→∞
∫ t
0
∫
E
A(x)DxF (τnin(s), Appn(Xt)τnin(s)− + (X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ])X(s)(dx)ds
=
∫ t
0
∫
E
AxDxF (s,Xs)X(s)(dx)ds.
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Analogously we obtain
lim
n→∞
∫ t
0
∫
E
DxxF (τnin(s), Appn(Xt)τnin(s)− + (X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ])X(s)(dx)ds
=
∫ t
0
∫
E
DxxF (s,Xs)X(s)(dx)ds.
For the convergence of the integral with respect to M(ds, dx), note that
DxF (τnin(s), Appn(Xt)τnin(s)− + (X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ])
is bounded and as the function is optional, it is in PM . The same applies to
DxF (s,Xs) and thus, the integrals are well defined.
From the continuity assumptions on DxF (t, ω) and the fact that
d∞((s,Xs)(τnin(s), App
n(Xt)τn
in(s)
−) + (X(s)−X(τnin(s)))1[τnin(s),T ]))→ 0,
we get that
sup
x∈E, s∈[0,T ]
|DxF (τnin(s), ωn)−DxF (s, ω)| → 0 (9)
if ωn → ω. This has to hold as otherwise, we can find an ε > 0 and sequences
(sn) ⊂ [0, T ] and (xn) ⊂ E such that
|DxnF (τnin(s), ωn)−DxnF (sn, ω)| ≥ 0 ∀n ∈ N. (10)
However, there exist convergent subsequences (s˜n) and (x˜n) of (sn) and (xn)
with s˜n → s˜ and x˜n → x˜ for some s˜, x˜ and the continuity assumptions as well
as the convergence of ωn yield
|Dx˜nF (τnin(s˜n), ωn)−Dx˜F (s˜, ω)| → 0
and
|Dx˜nF (s˜n, ω)−Dx˜F (s˜, ω)| → 0,
which contradicts (10). Therefore (9) has to hold.
From equation (9) we get that
E
[
c
∫ t
0
∫
E
|DxF (τnin(s), Appn(Xt)τnin(s)− + (X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ])
−DsF (s,Xs)|2X(s)(dx)ds
]
→∞.
By the definition of the integral with respect to a martingale measure in [34],
we thus obtain
lim
n→∞
∫ t
0
∫
E
DxF (τnin(s), Appn(Xt)τnin(s)− + (X(s)−X(τ
n
in(s)
))1[τn
in(s)
,T ])M(ds, dx)
=
∫ t
0
∫
E
DxF (s,Xs)M(ds, dx),
which completes the proof.
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4 Applications and further Notes
We start this section by comparing our definition of the pathwise directional
derivatives to the derivatives obtained by following the approach in [13]. This is
followed by the derivation of martingale representation formulas from the two
Ito¯-formulas in the previous sections (cf. [22]).
4.1 Comparison to Dupire’s Vector Bundle Approach
The approach in [13] transfers to our setting as follows. Let Λ˜t = D([0, t],MF (E)).
The vector bundle underlying Dupire’s idea is Λ˜ =
⋃
t∈[0,T ] Λ˜t. Further let
ω˜t = {ω(s) : 0 ≤ s ≤ t}. Then ω˜t ∈ Λ˜t ⊂ Λ˜. In [13], functional derivatives are
defined as follows. Define, for some ε ∈ R and x ∈ E,
ω˜ε,xt = ω˜t(s)1{s≤t} + εδx1{t=s}
and, for some functional f : Λ˜→ R,
∆xf(ω˜t) = lim
ε→0
f(ω˜ε,xt )− f(ω˜t)
ε
= lim
ε→0
f(ω˜t + εδx1{t})− f(ω˜t)
ε
.
Consider the mapping ϕ : Λ→ D([0, T ],MF (E)) given by
ϕ(ω˜t) = ϕ({ω(s) : 0 ≤ s ≤ t}) = {ω(s ∧ t) : 0 ≤ s ≤ T}) = ωt.
Essentially, ϕ extends the path of an element in Λt up to time T by keeping its
final value ω(t) constant on (t, T ]. Its inverse cuts the path of ωt at time t. If
ω was real-valued, the mapping could be illustrated as follows:
ϕ( ) =
ϕ−1( ) =
Now, define f = F ◦ϕ to connect our setting to the setting in [13]. The function
f : Λ˜→ R maps elements of the vector bundle onto the real line. As
ϕ(ω˜t + εδx1{t}) = Xt + εδx1[t,T ]
holds, we also get that the respective derivatives coincide:
∆xf(ω˜t) = lim
ε→0
f(ω˜t + εδx1{s=t})− f(ω˜t)
ε
= lim
ε→0
F (ωt + εδx1[t,T ])− F (ωt)
ε
= DxF (ωt).
Higher order derivatives follow accordingly.
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4.2 Martingale Representation
Theorem 3 allows us to derive the following martingale representation formula.
Theorem 4. Let F satisfy Conditions 2, X solve (MP) and let (F (t,Xt))t∈[0,T ]
be a martingale. Then
F (t,Xt) = F (0, X0) +
∫ t
0
∫
E
DxF (s,Xs)M(ds, dx),
where M is the martingale measure arising from (MP).
Proof. From Theorem 3 we get that
F (t,Xt)− F (0, X(0)) =
∫ t
0
D∗F (s,Xs)ds
+
∫ t
0
∫
E
A(x)DxF (s,Xs)X(s)(dx)ds
+
1
2
∫ t
0
∫
E
cDxxF (s,Xs)X(s)(dx)ds
+
∫ t
0
∫
E
DxF (s,Xs)M(dx, ds)
However, since F (t,Xt) is a martingale, the first three integrals of the sum
vanish and thus
F (t,Xt) = F (0, X0) +
∫ t
0
∫
E
DxF (s,Xs)M(ds, dx),
which is a martingale as M is a martingale measure.
Corollary 1. Let F satisfy Conditions 1, X solve (MP) and let F (t,X(t)) be
a martingale. Then
F (t,X(t)) = F (0, X(0)) +
∫ t
0
∫
E
DxF (s,X(s))M(ds, dx),
where M is the martingale measure arising from (MP).
Proof. Either repeat the proof of Theorem 4 using Theorem 2 or apply Theorem
4 assuming F (t,X(t)) = F˜ (t,Xt) for a suitable F˜ .
Appendix A Applying Theorem 2 in the Proof of
Theorem 3
In order to apply Theorem 2 in the proof of Theorem 3 we have to confirm that
φ satisfies Conditions 1.
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Consider the following:
Appn(Xt)τni −(u) + (µ−X(τni ))1[τni ,T ](u)
=
{
Appn(Xt)(u) if u ∈ [0, τni )
Appn(Xt)(τ
n
i −) + µ−X(τni ) if u ∈ [τni , T ]
=
{
Appn(Xt)τni −(u) if u ∈ [0, τni )
µ if u ∈ [τni , T ]
.
Now, as
d∞((τni , App
n(Xt)τni − + (µ−X(τni ))1[τni ,T ]),
(τni , App
n(Xt)τni − + (µm −X(τni ))1[τni ,T ]))
= sup
u∈[0,T ]
dP (App
n(Xt)τni −(u) + (µ−X(τni ))1[τni ,T ](u),
Appn(Xt)τni −(u) + (µm −X(τni ))1[τni ,T ](u))
= dP (µm, µ),
we get the continuity of φ with respect to µ from
{µm m→∞−−−−→ µ}
⇒ {dP (µm, µ) m→∞−−−−→ 0}
⇒ {d∞((τni , Appn(Xt)τni − + (µ−X(τni ))1[τni ,T ]),
(τni , App
n(Xt)τni − + (µm −X(τni ))1[τni ,T ]))
m→∞−−−−→ 0}
⇒ {|F (τni , Appn(Xt)µ−X(τ
n
i )
τni − )− F (τ
n
i , App
n(Xt)
µn−X(τni )
τni − )|
m→∞−−−−→ 0}
where the last part follows from the continuity of F .
As φ is independent of s, we do not have to consider the conditions with respect
to s. Thus, for φ to fulfill part 1 of Conditions 1, we only have to consider the
vertical derivatives of φ. However, as
Dxφ(µ) = DxF (τni , Appn(Xt)τni − + (µ−X(τni ))1[τni ,T ]),
Dx1x2φ(µ) = Dx1x2F (τni , Appn(Xt)τni − + (µ−X(τni ))1[τni ,T ]),
and
Dx1x2x3φ(µ) = Dx1x2x3F (τni , Appn(Xt)τni − + (µ−X(τni ))1[τni ,T ]),
we get the continuity with respect to x1, x2, x3 and µ from the conditions on
F . These requirements on F and the same arguments as above also guarantee
that the second and third set of conditions in Conditions 1 are fulfilled by φ,
which allows us to apply Theorem 2 to φ.
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Appendix B Applying the Dominated Convergence
Theorem in the Proof of Theorem 3.
To simplify notations, set αn(s) = τnin(s) and
βn(s) = Appn(Xt)τn
in(s)
− + (X(s)−X(τnin(s)))1[τnin(s),T ]).
Further, as X is localized by assumption, X is a bounded measure, i.e. there
exists a constant C > 0 such that X(s)(E) ≤ C <∞ for all s ∈ [0, T ].
As we know that d∞((s,Xs), (αn(s), βn(s))) → 0 as n → ∞, the continuity of
A(x)DxF (s, ω) yields
lim
n→∞A
(x)DxF (αn(s), βn(s)) = A(x)DxF (s,Xs).
We also have that A(x)DxF (s, ω) is bounded and thus there exists an upper
bound B ∈ R such that sups∈[0,T ], x∈E |A(x)DxF (αn(s), βn(s))| ≤ B for all n
and ∫
E
|B|X(s)(dx) = BX(s)(E) ≤ BC <∞
for all s ∈ [0, T ]. Thus we can apply the dominated convergence theorem to get
lim
n→∞
∫
E
A(x)DxF (αn(s), βn(s))X(s)(dx) =
∫
E
A(x)DxF (s,Xs)X(s)(dx)
for all s ∈ [0, T ].
Combining this with the fact that
|
∫
E
A(x)DxF (αn(s), βn(s))X(s)(dx)| ≤
∫
E
|A(x)DxF (αn(s), βn(s))|X(s)(dx)
≤ BC
for all n and ∫ t
0
|BC|ds = BCt <∞,
we can once again apply the dominated convergence theorem to finally end up
with
lim
n→∞
∫ t
0
∫
E
A(x)DxF (αn(s), βn(s))X(s)(dx)ds
=
∫ t
0
∫
E
A(x)DxF (s,Xs)X(s)(dx)ds.
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