In this paper, we use Kansa method for solving the system of differential equations in the area of biology. One of the challenges in Kansa method is picking out an optimum value for Shape parameter in Radial basis function to achieve the best result of the method because there are not any available analytical approaches for obtaining optimum Shape parameter. For this reason, we design a genetic algorithm to detect a close optimum Shape parameter. The experimental results show that this strategy is efficient in the systems of differential models in biology such as HIV and Influenza. Furthermore, we prove that using our pseudo-combination formula for crossover in genetic strategy leads to convergence in the nearly best selection of Shape parameter.
1. Introduction
Mathematical Models 1.HIV Infection CD4+T Cells
Acquired Immune Deficiency Syndrome (AIDS), first-time appeared in the continent of America in 1981 [9] . The human immunodeficiency Virus (HIV) in short HIV is the cause of the illness that attacks vital cells such as Dendrite cells, helper lymphocyte particularly CD4+T cells and infects them and gradually, the immune system will be destroyed [13] . This process may take from 6 months to 10 years. The mathematical model of HIV-infected CD4+T cells described by Perelson and Nelson in 1991 [53, 54] . HIV model investigates the concentration of susceptible CD4+T cells infected by the HIV viruses. It is obvious that presenting a mathematical model is an easier study of the behavior of the system and helps the process of detecting or improving disease. Let T(t) be the concentration of susceptible CD4+T cells, I(t) be CD4+T cells infected by the HIV virus and V(t) be free HIV particular in the blood at the time. Thus, the mathematical model of the HIV-infected CD4+T cell on a couple system of the ordinary differential equation will be presented as follows:
T(t) = s − αT(t) + rT(t)(1 − T(t) + I(t) T max ) − kV(t)T(t), T(0) = T 0 , d dt I(t) = kV(t)T(t) − β I(t),
where R is a positive constant and other parameters have been shown in table (1) . Unfortunately, there is no exact solution for HIV model. Ergo, the numerical methods are used to solve it. Table( 2) shows some approaches applied to this model. [42] Homotopy Perturbation method(HPM) 2007 Alomari et al. [23] Homotopy Analysis method(HAM) 2011 Merdan et al. [43] variational Iteration Method(VIM) 2011 Ongun [44] Laplace Adomian Decomposition Method(LADM) 2011 Dogun [16] Multistep Laplace Adomian Decomposition Method(MLADM) 2012 Khan et al. [38] Iterative Homotopy Perturbation Transform Method(IHPTM) 2012 Yüzbaşi [71] Bessel Collocation Method(BCM) 2012 Atangana et al. [4] Homotopy Decomposition Method(HDM) 2014 Chen [10] Padé-Adomian Decomposition Method(PADM) 2015 Venkatesh et al. [66] Legendre Wavelets method(LWM) 2016 Kajani et al. [22] Müntz-Legendre Method(MLM) 2016 El-Baghdady et al. [17] Legendre collocation method(LCM) 2017
Influenza
Influenza virus causes a type of disease named Influenza or Flu that is divided into four classes A, B, C and D [28] . From the perspective of the epidemic, class A is the most significant class. That is because this type is able to merge and rebuild its genes with host gene [3, 67] . The mathematical model of Susceptible-Infected-Removed (SIRC) for displaying the outbreaks of Influenza in population is defined by Kermack and McKendrick [35] . This is a system of the fractional differential equation as follows:
Forasmuch as the η =1, standard model of Flu is defined by
where S(t), I(t), R(t) and C(t) mean ratio susceptible, infections, recovered and cross immune respectively. Other parameters are shown in table (3) . This model studied by Khader et al. [37] using Chebyshev spectral method in 2014. [18] Non-standard Finite Difference(NSFDM) 2012 Ibrahim et al. [30] Modified differential transform method(MDTM) 2013 Zeb et al. [72] Multi-step generalized differential transform method(MGDTM) 2013 Khader et al. [37] Chebyshev spectral method(CSM) 2014 Khader et al. [36] Legendre spectral method(LSM) 2014 González-parra et al. [26] Grünwald Letnikov method(GLM) 2014
Meshfree Method
Firstly, the Meshfree methods introduced by Monaghan and Gingold in 1977. They enlarged a Lagrangian method according to Kernel estimate method [24] . A number of meshfree methods such as smoothing particle hydrodynamic (SPH) [11, 64] , Element-Free Galerkin (EFG) [8, 39] , Reproducing Kernel method (RKM) [1, 7] , Meshless local Petrov-Galerkin (MLPG) [5, 55] , Comapctly supported radial basis function method(CSRBF) [48, 49] , Radial basis function differential quadrature method(RBF-DQ) [47, 63] and Kansa method (KM) [51, 61] are used for solving differential equations (DEs). The appearance of meshfree methods was through the difficulty of the classic methods such as Finite Element method (FEM) [31, 65] and Finite Difference method (FDM) [14, 15] which require a mesh of points for solving problems. In these methods, rising problem dimensions causes increasing complexity (the order of construction of the mesh); furthermore, in meshfree we have no need to make any grid, and scattered points are used instead. Diagram (1) shows a general category of methods applied for solving DEs [6, 33, 34, 45, 46, 50, 52, 56, 57, 60, 62, 70] . Kansa method as a meshfree approach utilizes as Trial functions of kind (Global/Compact support) Radial basis functions (RBFs)Table (5) demonstrates the RBF types. The main advantages of Kansa method are the simplicity, high accuracy, and capability of being applicable in high dimension problems. In addition to these advantages, there exist two main challenges that all methods based on RBFs are faced with; selecting Shape parameters (SP) and distribution of collocation points. Choosing an inappropriate SP decreases the performance of method or even it will be unusable (1 − r)
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when the method is ill-conditioned. It seems that amount of optimal Shape parameter (oSP) depends on equation state, dimension and etc. Thus, any comprehensive formula not found hitherto for recognizing optimum SP in RBFs.
Instead of choosing a proper SP, Many researchers offered different formulas; however, these formulas are applicable only in some special cases. In [40] SP decomposed to a dimensionless size of support domain (α s ) and a nodal spacing near the point at the center (d c ), where c = α s d c . Hardy [27] suggested using (inverse) multiquadric formula as follows:
, and ε i is the distance of the center from its closest neighbor. Rippa [58] used the Predictive residual sum of square (PRESS) algorithm for calculating a proper SP. Leave on-out cross validation (LOOCV) approach [21] and Craven and Wahba [12] which emanated in the statistics literature used for finding optimal SP. Esmaeilbeigi et al. [2, 19] employed the genetic package of MATLAB for solving a number of DEs. The following formula is proposed in [32, 59] to calculate a reasonable SP
where n is the number of points and c α is the smallest and c β is the biggest selected parameter in the domain of candidate SPs. Similarly, in [59, 69] the SP is obtained by
where ∆ rand is a random number in arbitrary domain.
In this paper, we suggested a Meta-heuristic continues Genetic algorithm (CGA) choose a near optimal SP, based on the average of summation of the residual 2-norm (ASN2R) and the average of summation of the relative error (ARE) for the solution of differential equation systems in Biology sciences.
Genetic Algorithm
Genetic algorithm (GA) is a search and optimization approach based on the Genetic principles and natural selection. A GA starts with processing a population of candidate solutions (called individuals or chromosomes) with different competencies. During this process (called evolution), GA changes the population and generates some solutions close to optimal competency (maximum benefit or minimum cost). John Holland invented original GA in the early 1970s [29] . He also proposed a theoretical basis for GA according to the Type theory. In the following, David E Goldberg [25] extended GA concept and applied it to encode and solve different problems in miscellaneous fields. GA has many advantages over other optimization methods like: • Usable in multivariate functions,
• High potential for parallelization,
• Calculating a set of appropriate (close to optimal) solutions,
• Expandable on experimental, analytical and numerical data.
As shown in Fig (2) , GA is a class of evolutionary meta-heuristic algorithms. The main objective of a metaheuristic algorithm is finding a close-minimum to global minimum (maximum) solution by escaping from local minimum (maximum) solutions. Universally, GA is classified to DGA (Discrete GA) and CGA (Continuous GA). In this article, we use CGA to find a close to optimal SP ( -optimal Shape parameter) around a specified interval in the Kansa method, where is either ASRN2 or ARE strategies. 
where s(x) is called a radial basis functions mesh [20, 68] . To approximate one-dimensional function f (x), we can illustrate it with an RBF as
in which,
x is the input and ξ i s are the collection of coefficients to be determined. By selecting N points (
To sum up the discussion of the coefficients matrix, we define
where
By solving the system(4), the unknown coefficients Ξ will be attained.
Solving models
Consider the following non-coupled linear boundary value systems (BVS)
where L i indicates the differential operator. We approximate functions u 1 , u 2 , · · · , u n by a linear combination of the RBFs in the form
Substituting Eq(9) in Eqs (6, 7, 8) leads to outcoming algebraic equation system
6 We are to mention
After solving Eq(11) and obtaining coefficients ξ i , the approximated functions could be calculated by Eq(9).
Genetic strategy
GA as a meta-heuristic approach employed for optimization and finding the optimal parameter in problems. In fact, solving a problem by GA includes designing some functions and subroutines which be fired in each iteration (evolution). The main required functions and subroutines are Fitness function, Selection, Crossover, and mutation. However, more detailed explanation of GA is as follows:
1. Generating an initial population (chromosomes): The algorithm utilizes a population-based structure to solve the problem. Thus it is necessary to pick out an initial population from the solution domain and start the evolution. Generating the initial population is usually done by a uniformly random distribution. The commands "sample('Uniform'(Ω a , Ω b ),#points)" from the library "Statistics" of Maple and "rand(#points)" in Matlab generate the mentioned population. 2. Fitness function: In fitness function, the competency of each chromosome is investigated. The fitness of each individual is typically a numerical value. According to the nature of the problem, we assume that the minimum cost is zero and define our fitness function as:
where Θ is ASN2R (
) in HIV problem and ARE (
GA is an iterative process, with the population in each iteration called a generation. The more fit individuals (parents) are stochastically selected from the current population, and modified (recombined and possibly randomly mutated) to form a new generation (children). Then the new generation of candidate solutions are used in the next iteration of the algorithm. Our method for selecting parents is based on the fitness function and Roulette wheel technique (RWT). In RWT, the chance of an individual to be chosen as a parent has a direct relationship with its fitness value. 4. Crossover: When two individuals are selected as parents, the crossover subroutines combine them to produce a new individual (their child). In this regard, we define a crossover formula called "Pseudo-combination" (PCF). The PCF produces a child based on the value and fitness of its both parents. We define PCF and prove its convergence as follows:
where d, a, b, ε and α parameters are child, first parent, second parent, outer limit and strongly inclination, respectively.
5. mutation: In mutation operation, some chromosomes are chosen randomly (according to the mutation rate) and one digit of each chromosome is replaced with a random digit. Considering elitism, we guard top three chromosomes (based on their fitness) against mutation.
Algorithm (1) presents a general form of the proposed GA.
Solving Systems
In this section, we set ε=0.02, α = 0.016 mutation=0.2 and elit=3, and solve the HIV(1) and Influenza SIRC(2) models. We used Maple 2015 for solving HIV model and Matlab 2010 for solving Influenza SIRC model. The hardware configuration was as follows: OS : Windows 7 (64bit) CPU : Corei5 2.8 GHZ RAM : 16 GB DDR3.
HIV
In HIV model, we approximate target functions with the classic Gaussian function and apply the average of residual functions to the fitness function. Figures (3,4) show given target function and residual function plots from 20 collocation points for T(t), I(t) and V(t).
Tables (6, 7, 8) illustrates the comparison of the presented method (with 20 collocation points) with approximated results of Bessel Collocation method (BCM) [71] , Runge-Kutta method (RKM) [71] , Homotopy Decomposition method (HDM) [4] and Wavelet Legendre method (WLM) [66] . The results show that the presented method and Runge-Kutta method are equal up to eight decimal places. Obviously, by increasing the number of iterations in GA, in the case of the uniqueness of the optimal point, the final range will be limited again. Table (9) represents changes in the results and residuals by changing the number of collocation points. It can be seen that the results remained stable in 15 and 20 points.
In Fig. (8) and Fig. (9) display the average of value population (AVP) and the average of the residual population (ARP). After a number of steps, the AVP tended to a nonzero value, likewise, the ARP disposed to zero which indicates the convergence and productivity of our Genetic strategy.
Influenza
In this case, we transformed the non-linear system (2) to an iterative linear system using Quasi-linearization method (QLM) [41] . The obtained linear system is: We used Matlab 2010 to solve this problem and applied the function (16) , for solving the model with a minor change in the Gaussian radial function:
Moreover, the GA population is 200 randomly selected points from the real domain (1, 200) . We used Maple's DSOLVE tool for calculating the fitness of chromosomes and compared our results with Runge-Kutta-Fehlberg (RKF) method. Four target functions have been obtained from 60 collocation points whose plots are shown in Fig.(10) . In addition, in Fig.(11) , treatment of functions for 20, 40 and 60 collocation points are considered. Initial and total population are presented in Fig.(12) and Fig.(13) . When we set the number of collocation points to 20, 40 and 60, the final generation collected in ranges (22, 28) , (100, 140) and (120, 150) respectively. Furthermore, convergence of APN to a nonzero value is searchable in Fig.(15) . Figure(14) shows the condition of ARE based on the SP selected from the domain (1, 200) . For 20 collocation points, the optimum SP is in the domain (20, 30) and for 40 collocation points is in the domain (100, 160).
Eventually, Tab.(10) displays the comparison of the proposed method (for 20, 40 and 60 collocation points) with RKF method. It shows that our results converge to the RKF method by increasing the number of collocation points.
Conclusion
In this study we have proposed an approximation technique to solve biological equations.The method is based on the collocation method and Gaussian radial basis function. We used a Genetic strategy to overcome the challenge of searching optimum Shape parameters in method. Additionally we tested ASN2R for HIV and ARE for SIRC model in fitness function and a new crossover formula called Pseudo-combination defined for using the considered GA. Finally, we showed that our approach is applicable and suitable for the solving system of the differential equations such as differential biological systems.
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