Abstract. Using simple techniques of finite von Neumann algebras, we prove a limit theorem for random matrices.
The main goal of the paper is the following individual ergodic theorem. Let us put
Theorem. Let α be a positive unitary operator in H, satisfying the condition
Then, for each A ∈ H,
|| · || being an arbitrary fixed norm in M d
; hereÃ is given by the mean ergodic theorem for α.
Clearly, the above result is closely related to the well-known theorem of A. Ionescu Tulcea [6] (with improvements given by A. de la Torre [2] and Charn Huen Kan [1] ). The proof of the classical individual ergodic theorem for a positive isometry in L p (Ω, µ) is based on the dominated ergodic estimate. Because of the noncommutative structure of H we have no possibility of defining the maximal function for the isometry α in H. That is why we have to find another way to establish our result. In the proof we use some techniques borrowed from the theory of operator algebras ( [12] , [13] , [7] ). We also follow some ideas of R. Duncan ([4] , [5] 
In the sequel we shall use some basic facts from the theory of noncommutative L p -spaces ( [3] , [9] , [7] ) in the simplest case of L 2 over a finite von Neumann algebra M. In particular, it is known that the space L 2 (M, φ) consists of densely defined closed linear operators in K affiliated to M. Affiliation means that if x = ua is a polar decomposition of x ∈ L 2 (M, φ), then the partial isometry u and all spectral projections of a belong to M. In the sequel || · || 2 denotes the norm in H. The norm in M will be denoted by || · || ∞ . A crucial point for us is the following important result.
Lemma ([12, p. 197]). If T is a densely defined symmetric operator affiliated to a finite von Neumann algebra, then its closure T is selfadjoint and it is the unique selfadjoint extension of T.
In the sequel we shall need one more lemma. Keeping the notation used in the theorem, we have the following.
Lemma (cf. [5], [11]). For all sequences
Proof. The proof is a modification of the argument in [5] . By Lemma 2. 
them under inner product and letting k go to infinity, we get
with some c r 's. It is easy to check that c r ≤ k. So we get
and, consequently,
Thus we have
which completes the proof of the lemma. Let us put q 0 = 0. Define successively
Let
and q n = q n−1 + p n . Here and elsewhere, e Z {B} denotes the spectral projection of the (selfadjoint) operator B, corresponding to a Borel set Z ∈ R. Clearly (p n ) are mutually orthogonal projections and
By Lemma 2.3,
Thus we can write
Summing up, we get the following lemma.
Lemma. Let
and
for some positive constant L, depending only on α.
For further convenience, let us formulate one more elementary lemma.
Lemma. For a sequence (A n ) ⊂ H, the following two conditions are equivalent:
(i) ||A n (ω)|| → 0 µ-a.e., for any norm || · || in M d ; (ii) for each > 0, there is a projection p ∈ M such that A n p ∈ M, n = 1, 2, . . . , φ(1 − p) < and ||A n p|| ∞ → 0.
Proof. (i)→(ii)
. By the Yegorov theorem, for each > 0 there is a set Z ∈ F with µ(Ω \ Z) < and such that sup ω∈Z ||A n (ω)||1 Z (ω) < ∞, n = 1, 2, . . . , and sup ω∈Z ||A n (ω)||1 Z (ω) → 0. This implies that, for the entries a (n) ij of A n , we have a
we get a projection p ∈ M satisfying (ii).
(
ii)→(i). Let > 0 and let p satisfy (ii). Then p = p(ω), with p(ω) being the projections in
Since is arbitrary, (i) follows.
2.7.
Having Lemmas 2.5 and 2.6, we can conclude the proof in a rather standard way.
Let us write
Let A ∈ H. Then A = B 1 + B 2 with B j ∈ H j . Clearly, B 1 =Ã -the limit of S k (A) in the mean ergodic theorem. Let > 0. We have
where L is taken from Lemma 2.5. By the standard decomposition we can write B as the linear combination
So without any loss of generality, we can assume B ≥ 0. Let B = ∞ 0 λe(dλ) (spectral decomposition). Then, for c large enough, we have
Let us remark that
This implies that for each > 0 there is a projection w ∈ M such that
cf. [8] .
By Lemma 2.6, there exists a projection r ∈ M with φ(1 − r) < 4 such that
Summing up, for a given > 0, we have
Let us put β =
. By Lemma 2.5 there is a projection q such that
Thus, finally, taking p = q ∨ r ∨ w we can say that for > 0 there is a projection p ∈ M such that
By (6) we find a sequence (p n ) of projections and a sequence (m n ) of positive integers such that
Putting q = n≥1 p n , we get
Again, by Lemma 2.6,
which ends the proof of the theorem.
Comments
By a slight modification of the above proof we can obtain a more general result.
Theorem. Let
A be a finite von Neumann algebra with a faithful normal trace τ . Let α be a positive unitary map of L 2 (A, τ ) satisfying the condition
We formulated Theorem 1.2 as the main result because our intention was to prove an elementary fact on random matrices of second order. It would be interesting to find its direct proof without any reference to the operator algebras.
3.2.
Comparing both theorems with the classical results [6] , [10] , [5] , one can suspect that the assumption (2) is superfluous, or, maybe, assuming (2) we can drop the condition of positivity. Unfortunately, we did not manage to answer this question. Our conjecture is that in the noncommutative case of H, the positivity of α does not imply (4) without any additional condition (maybe weaker, then (2)). k f ∈ K (cf. [2] or [11] , p. 87), which gives (2) for f = (1, . . . , 1).
Denote by

3.4.
Let us note that if α is a positive isometry in H satisfying α1 = 1, then (4) follows immediately from Yeadon's ergodic theorem ( [13] , [7] ).
